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QUANTUM K-THEORY OF GRASSMANNIANS
ANDERS S. BUCH AND LEONARDO C. MIHALCEA
Abstract. We show that (equivariant) K-theoretic 3-point Gromov-Witten
invariants of genus zero on a Grassmann variety are equal to triple intersec-
tions computed in the (equivariant) K-theory of a two-step flag manifold, thus
generalizing an earlier result of Buch, Kresch, and Tamvakis. In the process
we show that the Gromov-Witten variety of curves passing through 3 general
points is irreducible and rational. Our applications include Pieri and Giambelli
formulas for the quantum K-theory ring of a Grassmannian, which determine
the multiplication in this ring. We also compute the dual Schubert basis for
this ring, and show that its structure constants satisfy S3-symmetry. Our for-
mula for Gromov-Witten invariants can be partially generalized to cominuscule
homogeneous spaces by using a construction of Chaput, Manivel, and Perrin.
1. Introduction
The study of the (small) quantum cohomology ring began with Witten [56] and
Kontsevich [37] more than a decade ago, and has by now evolved into a subject with
deep ramifications in algebraic geometry, representation theory and combinatorics,
see e.g. [2, 19, 17, 14, 30, 50, 48, 38] and references therein.
A result of Buch, Kresch, and Tamvakis [10] reduced the computation of the
(3-point, genus 0) Gromov-Witten invariants of a Grassmann variety to a compu-
tation in the ordinary cohomology of certain two-step flag manifolds. The Gromov-
Witten invariants in question have an enumerative interpretation: they count ratio-
nal curves meeting general translates of Schubert varieties. The identity from [10]
was proved by establishing a set-theoretic bijection between the curves counted by a
Gromov-Witten invariant and the points of intersection of three Schubert varieties
in general position in a two-step flag manifold.
The Gromov-Witten invariants used to define more general quantum cohomology
theories, such as equivariant quantum cohomology [21, 29] or quantum K-theory
[22, 39], lack such an enumerative interpretation. For example, the K-theoretic
Gromov-Witten invariants are equal to the sheaf Euler characteristic of Gromov-
Witten varieties of rational curves of fixed degree meeting three general Schubert
varieties. Gromov-Witten varieties are subvarieties of Kontsevich’s moduli space of
stable maps, and have been studied by Lee and Pandharipande [47, 40].
Despite lacking an enumerative interpretation, it turns out that the more general
Gromov-Witten invariants satisfy the same identity as the one given earlier in [10]:
an equivariant K-theoretic Gromov-Witten invariant on a Grassmannian is equal
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to a quantity computed in the ordinary equivariant K-theory of a two-step flag
variety. This is our first main result.
There are two key elements in its proof. The first is a commutative diagram
involving a variety Bℓd, which dominates both Kontsevich’s moduli space of stable
maps and a triple Grassmann-bundle over the two-step flag variety from [10]. Intu-
itively, for small degrees d, the variety Bℓd is the blow-up of the moduli space along
the locus of curves which have kernels and spans (in the sense of [8], see §4.2 below)
of unexpected dimensions. Our commutative diagram combined with geometric
properties of Kontsevich’s moduli space makes it possible to translate the com-
putation of a Gromov-Witten invariant from the moduli space to the Grassmann
bundle, where classical intersection theory provides the final answer.
This approach suffices to compute all the equivariant Gromov-Witten invariants,
and the (equivariant) K-theoretic invariants for small degrees. To compute K-
theoretic invariants of large degrees d, we need the second key element. We will
show that the Gromov-Witten variety of curves of degree d passing through 3
general points is irreducible and rational. This gives a partial answer to a question
posed by Lee and Pandharipande in [40] (see §2 below).
In addition to Grassmannians of type A, the formula for Gromov-Witten in-
variants given in [10] was also obtained for Lagrangian Grassmannians and max-
imal orthogonal Grassmannians. Chaput, Manivel, and Perrin later gave a type-
independent construction which generalized the formula to all cominuscule spaces.
Our formula for Gromov-Witten invariants holds partially in this generality. To be
precise, we will compute all the (3 point, genus zero) equivariant Gromov-Witten
invariants on any cominuscule homogeneous space, as well as all the (equivariant)
K-theoretic invariants for small degrees.
Our main motivation for this paper was to determine the structure of the quan-
tum K-theory ring of a Grassmann variety. This ring was introduced by Givental
and Lee, motivated by a study of the relationship between Gromov-Witten the-
ory and integrable systems [22, 24, 39]. We describe the ring structure in terms
of a Pieri rule that shows how to multiply arbitrary Schubert classes with spe-
cial Schubert classes, corresponding to the Chern classes of the universal quotient
bundle. Since the special Schubert classes generate the quantum K-theory ring,
this gives a complete combinatorial description of its structure. As an application,
we prove a Giambelli formula that expresses any Schubert class as a polynomial
in the special classes; this formula greatly simplifies the computation of products
of arbitrary Schubert classes. We also prove that the structure constants of the
quantum K-theory ring satisfy S3-symmetry in the sense that they are invariant
under permutations of indexing partitions, and that the basis of Schubert structure
sheaves can be dualized by multiplying all classes with a constant element. We
remark that unlike ordinary quantum cohomology, the structure constants in quan-
tum K-theory are not single Gromov-Witten invariants (see [22] and §5 below).
This poses additional combinatorial difficulties for proving our Pieri formula.
For complete flag manifolds G/B, formulas for similar purposes have been con-
jectured by Lenart and Maeno [42] and by Lenart and Postnikov [43], based on a
combinatorial point of view. However, due to the lack of functoriality in quantum
cohomology, the connection to our results is unclear.
This paper is organized as follows. In section 2 we prove that Gromov-Witten
varieties of high degree for Grassmannians of type A are rational. Section 3 sets up
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notation for equivariant K-theory and proves a criterion ensuring that the push-
forward of the Grothendieck class of a variety is equal to the Grothendieck class of
its image. Section 4 contains a general discussion of Gromov-Witten invariants of
various types, and proves our formula for equivariant K-theoretic Gromov-Witten
invariants of Grassmannians. In Section 5 we define the quantum K-theory ring
of a Grassmann variety, state our Pieri formula, derive a Giambelli type formula,
prove the S3-symmetry property for the structure constants, and dualize the Schu-
bert basis. We also discuss consequences and applications to computing structure
constants and K-theoretic Gromov-Witten invariants, and provide the multiplica-
tion tables for the equivariant quantum K-theory rings of P1 and P2. Section 6
contains the proof of our Pieri formula, and section 7 generalizes our formula for
Gromov-Witten invariants to cominuscule spaces.
1.1. Acknowledgments. This paper continues the above mentioned work with
Andrew Kresch and Harry Tamvakis; we are grateful for the ideas and insights
that have undoubtedly floated between the two projects. During the preparation
of this paper we also benefited from helpful discussions and comments of many
other people, including Arend Bayer, Prakash Belkale, Izzet Coskun, Ionut Ciocan-
Fontanine, Johan de Jong, Friedrich Knop, Shrawan Kumar, and Chris Woodward.
Special thanks are due to Ravi Vakil who made valuable comments on an earlier
proof of the rationality of Gromov-Witten varieties. The second author thanks the
Max Planck Institut fu¨r Mathematik for a providing a stimulating environment
during the early stages of this work.
2. Rationality of Gromov-Witten varieties
Let X = G/P be a homogeneous space defined by a complex connected semi-
simple linear algebraic group G and a parabolic subgroup P . An N -pointed stable
map (of genus zero) to X is a morphism of varieties f : C → X , where C is a tree of
projective lines, together with N distinct non-singular marked points of C, ordered
from 1 to N , such that any component of C that is mapped to a single point in X
contains at least three special points, where special means marked or singular [36].
The degree of f is the homology class f∗[C] ∈ H2(X ;Z).
A fundamental tool in Gromov-Witten theory is Kontsevich’s moduli space
M0,N (X, d), which parametrizes all N -pointed stable maps to X of degree d. This
space is equipped with evaluation maps evi : M0,N (X, d) → X for 1 ≤ i ≤ N ,
where evi sends a stable map f to its image of the i-th marked point in its domain
C. We let ev = ev1× · · ·×evN :M0,N → X
N := X×· · ·×X denote the total eval-
uation map. For N ≥ 3, there is also a forgetful map ρ : M0,N(X, d) →M0,N :=
M0,N (point, 0) which sends a stable map to its domain (after collapsing unstable
components). The (coarse) moduli spaceM0,N (X, d) is a normal projective variety
with at worst finite quotient singularities, and its dimension is given by
(1) dimM0,N(X, d) = dim(X) +
∫
d
c1(TX) +N − 3 .
We refer to the notes [19] for the construction of this space. It has been proved
by Kim and Pandharipande [31] and by Thomsen [53] that the Kontsevich space
M0,N (X, d) is irreducible. Kim and Pandharipande also showed that M0,N (X, d)
is rational.
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Recall that a Schubert variety in X is an orbit closure for the action of a Borel
subgroup B ⊂ G. A collection of Schubert varieties Ω1, . . . ,ΩN can be moved in
general position by translating them with general elements of G. Given such a
collection and a degree d ∈ H2(X), there is a Gromov-Witten variety defined by
(2) GWd(Ω1, . . . ,ΩN) = ev
−1(Ω1 × · · · × ΩN ) ⊂M0,N (X, d) .
When this intersection is finite, its cardinality is the Gromov-Witten invariant
associated to the corresponding Schubert classes. In general, its Euler characteristic
defines a K-theoretic Gromov-Witten invariant [39].
Lee and Pandharipande asked which Gromov-Witten varieties are rational in
[40]. They also announced that for a fixed degree d ∈ H2(P
1), the Gromov-Witten
variety GWd(P1, . . . , PN ) ⊂M0,N (P
1, d) is rational for only finitely many integers
N , where P1, . . . , PN ∈ P
1 are general points. Pandharipande had earlier shown
that the variety GWd(P1, . . . , P3d−2) ⊂ M0,3d−2(P
2, d) is a non-singular curve of
positive genus for d ≥ 3 [47]. In preparation for our computation of K-theoretic
Gromov-Witten invariants in section 4 we will prove that, if X is a Grassmannian
of type A and N ≥ 3 is a fixed integer, then GWd(Ω1, . . . ,ΩN ) ⊂ M0,N (X, d)
is rational for all but finitely many degrees d. Our formulas for Gromov-Witten
invariants can in turn be used to locate non-rational 3-pointed Gromov-Witten
varieties of positive dimension, see Example 5.11.
Let X = Gr(m,n) = {V ⊂ Cn : dimV = m} be the Grassmannian of m-
dimensional vector subspaces of Cn. This variety has a tautological subbundle
S ⊂ O⊕nX = X ×C
n given by S = {(V, u) ∈ X ×Cn : u ∈ V }. Let e1, . . . , en be the
standard basis of Cn. Notice that H2(X) = Z, so the degree of a stable map to X
can be identified with a non-negative integer.
Theorem 2.1. Let P ∈ XN and Q ∈M0,N be general points, with N ≥ 3, and let
d ≥ 0. Then the intersection ev−1(P )
⋂
ρ−1(Q) ⊂ M0,N (X, d) is either empty or
an irreducible rational variety.
Proof. Since the point Q ∈ M0,N is general, it consists of N distinct points (x1 :
y1), . . . , (xN : yN ) in P
1. Write d = mp + r where 0 ≤ r < m, and set s = m − r.
Define the vector bundle E = O(−p)⊕s ⊕ O(−p − 1)⊕r on P1. Then the inverse
image ρ−1(Q) ⊂ M0,N(X, d) has a dense open subset of maps f : P
1 → X for
which f∗(S) ∼= E . Any map in this subset is given by an injective element in
HomP1(E ,O
⊕n), and two injective elements define the same map if and only if they
differ by an automorphism of E . The marked points in the domain of each map is
given by Q.
We have HomP1(E ,O
⊕n) = (Cn)s(p+1) ⊕ (Cn)r(p+2) = {(uij , vij)}, where uij ∈
Cn is defined for 1 ≤ i ≤ s and 0 ≤ j ≤ p, and vij ∈ C
n is defined for 1 ≤
i ≤ r and 0 ≤ j ≤ p + 1. An injective element (uij , vij) defines the map f :
P1 → X which sends (x : y) ∈ P1 to the span of the vectors
∑p
j=0 x
jyp−j uij for
1 ≤ i ≤ s and
∑p+1
j=0 x
jyp+1−j vij for 1 ≤ i ≤ r. The automorphisms of E are
given by Aut(E) = GL(s) × GL(r) ×Mat(r, s) ×Mat(r, s), and composition with
the element (a, b, c, c′) ∈ Aut(E) is given by (a, b, c, c′).(uij , vij) = (u
′
ij , v
′
ij) where
u′ij =
∑s
l=1 ailulj and v
′
ij =
∑r
l=1 bilvlj +
∑s
l=1 cilulj +
∑s
l=1 c
′
ilul,j−1. Here we
write uij = 0 if j ∈ {−1, p+ 1}.
It follows from this description that a dense open subset U of the injective ele-
ments of HomP1(E ,O
⊕n) modulo the action of Aut(E) have unique representatives
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of the form (uij , vij) where uip = ei+u˜ip with u˜ip ∈ 0
s⊕Cn−s; vi,p+1 = es+i+v˜i,p+1
with v˜i,p+1 ∈ 0
m⊕Cn−m; and vip ∈ 0
s⊕Cn−s. This shows that U ⊂ ρ−1(Q) is iso-
morphic to an open subset of an affine space, so ρ−1(Q) is rational. The evaluation
maps evk : U → X are then given by evk(uij , vij) = f(xk :yk) where f : P
1 → X is
defined as above.
It follows from Kleiman’s transversality theorem [32, Thm. 2] that all components
of ev−1(P )
⋂
ρ−1(Q) meet U . If we write P = (V1, . . . , VN ) with Vi ∈ X , then we
conclude that ev−1(P )
⋂
ρ−1(Q) is birational to the set of points (uij , vij) ∈ U
which satisfy that f(xk : yk) = Vk for each k. In other words, we require that∑p
j=0 x
j
ky
p−j
k uij ∈ Vk for 1 ≤ i ≤ s and
∑p+1
j=0 x
j
ky
p+1−j
k vij ∈ Vk for 1 ≤ i ≤ r.
Since this amounts to a set of affine equations on {(uij , vij)}, we conclude that
ev−1(P )
⋂
ρ−1(Q) is either empty or rational, as claimed. 
The following corollary will be used to compute K-theoretic Gromov-Witten
invariants of large degrees.
Corollary 2.2. Let V1, V2, V3 ∈ X be general points. Then GWd(V1, V2, V3) is
rational for all degrees d ≥ max(m,n−m).
Proof. Since M0,3 has only one point, the intersection of Theorem 2.1 is equal to
GWd(V1, V2, V3). We must show that this variety is not empty. We may assume
that m ≤ n−m ≤ d. Then the dimension of the vector space W = V1 + V2 ⊂ C
n
is 2m. Choose V ′3 ∈ Gr(m,W ) ⊂ Gr(m,C
n) such that V ′3 ∩ V1 = V
′
3 ∩ V2 = 0 and
V ′3 ∩ V3 = W ∩ V3. Using e.g. [10, Prop. 1] we can find a rational map f1 : P
1 →
Gr(m,W ) of degree m such that V1, V2, and V
′
3 are contained in the image of f1.
Note that A = V3∩V
′
3 has dimension m−d2 and B = V3+V
′
3 has dimension m+d2
where d2 = min(n − 2m,m). Another application of [10, Prop. 1] now shows that
V3 and V
′
3 are contained in the image of a rational map f2 : P
1 → Gr(d2, B/A) ⊂ X
of degree d2. If we let C be the union of the domains of f1 and f2, with the points
mapping to V ′3 identified, then f1 and f2 define a stable map C → X of degree
m+ d2 ≤ n−m ≤ d whose image contains V1, V2, and V3. If necessary, we can add
extra components to C to obtain a stable map of degree d. This constructs a point
of GWd(V1, V2, V3) and finishes the proof. 
We finally give a “converse” to Lee and Pandharipande’s announcement from [40,
p. 1379]. Notice that for sufficiently large degrees d, the map (ev, ρ) :M0,N (X, d)→
XN ×M0,N is surjective. Theorem 2.1 implies that its fibers are irreducible for
all points in a dense subset of XN ×M0,N , and using the Stein factorization we
deduce that all fibers are connected.
Corollary 2.3. Let Ω1,Ω2, . . . ,ΩN ⊂ X be Schubert varieties in general position.
Choose d large enough so that the map M0,N (X, d) → X
N ×M0,N is surjective.
Then the Gromov-Witten variety GWd(Ω1, . . . ,ΩN ) is birational to an affine bundle
over Ω1 × · · · × ΩN ×M0,N . In particular, GWd(Ω1, . . . ,ΩN ) is rational.
Proof. We first show that GWd(Ω1, . . . ,ΩN ) is an irreducible variety. The Kleiman-
Bertini theorem [32, Remark 7] implies that this variety is locally irreducible, so it
suffices to prove that it is connected. This follows because all fibers of the proper
surjective map (ev, ρ) : GWd(Ω1, . . . ,ΩN )→ Ω1× · · · ×ΩN ×M0,N are connected.
Finally, to see that GWd(Ω1, . . . ,ΩN) is birational to an affine bundle, we observe
that the construction used to prove Theorem 2.1 also parametrizes an open subset
of M0,N (X, d) in terms of local coordinates on X
N ×M0,N . 
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Remark 2.4. In section 7 we will examine K-theoretic Gromov-Witten invariants
for cominuscule homogeneous spaces, at which point a cominuscule analogue of
Corollary 2.2 would be desirable. We have work in progress showing that certain
Gromov-Witten varieties are unirational, which suffices for our purposes. This
includes 3-points Gromov-Witten varieties for maximal orthogonal Grassmannians
and 2-point Gromov-Witten varieties for Lagrangian Grassmannians. We can also
show that 3-point Gromov-Witten varieties for Lagrangian Grassmannians have a
rational component, but not that they are irreducible. These developments will be
explained elsewhere.
3. Direct images of Grothendieck classes
In this section we prove some facts about equivariantK-theory in preparation for
our computation of Gromov-Witten invariants. Our main references are Chapter 5
in [13] and Section 15.1 in [18]. To honor the assumptions in the first reference, we
will assume that all varieties are quasi-projective over C.
Let G be a complex linear algebraic group and let X be a (quasi-projective)
G-variety. An equivariant sheaf on X is a coherent OX -module F together with
a given isomorphism I : a∗F ∼= p∗XF , where a : G × X → X is the action and
pX : G×X → X the projection. This isomorphism must satisfy that (m× idX)
∗I =
p∗23I ◦ (idG × a)
∗I as morphisms of sheaves on G × G × G, where m is the group
operation on G and p23 is the projection to the last two factors of G×G×X .
The equivariant K-homology group KG(X) is the Grothendieck group of equi-
variant sheaves on X , i.e. the free Abelian group generated by isomorphism classes
[F ] of equivariant sheaves, modulo relations saying that [F ] = [F ′] + [F ′′] if there
exists an equivariant exact sequence 0→ F ′ → F → F ′′ → 0. This group is a mod-
ule over the equivariant K-cohomology ring KG(X), defined as the Grothendieck
group of equivariant vector bundles on X . Both the multiplicative structure of
KG(X) and the module structure of KG(X) are given by tensor products. The
Grothendieck class of X is the class [OX ] ∈ K
G(X) of its structure sheaf. If X is
non-singular, then the implicit map KG(X)→ KG(X) that sends a vector bundle
to its sheaf of sections is an isomorphism; this follows because every equivariant
sheaf on X has a finite resolution by equivariant vector bundles [13, 5.1.28].
Given an equivariant morphism of G-varieties f : X → Y , there is a ring ho-
momorphism f∗ : KG(Y ) → KG(X) defined by pullback of vector bundles. If f
is proper, then there is also a pushforward map f∗ : KG(X) → KG(Y ) defined
by f∗[F ] =
∑
i≥0(−1)
i[Rif∗F ]. This map is a homomorphism of K
G(Y )-modules
by the projection formula [28, Ex. III.8.3]. The Godement resolution can be used
to obtain equivariant structures on the higher direct image sheaves of F . Both
pullback and pushforward are functorial with respect to composition of morphisms.
Recall that the variety X has rational singularities if there exists a desingular-
ization π : X˜ → X for which π∗O eX = OX and R
iπ∗O eX = 0 for i > 0. When this
is true, these identities hold for any desingularization, and X is normal (see e.g the
proof of [28, Cor. 11.4]). If X is a G-variety, then it follows from [55, Thm. 7.6.1] or
[3, Thm. 13.2] thatX has an equivariant desingularization. More precisely, there ex-
ists an equivariant projective birational morphism π : X˜ → X from a non-singular
G-variety X˜ (see e.g. [49, §4]). This implies that π∗[O eX ] = [OX ] ∈ KG(X). More
generally, if f : X → Y is any equivariant proper birational map of G-varieties with
rational singularities, then the composition fπ : X˜ → Y is a desingularization of
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Y , so we obtain f∗[OX ] = f∗π∗[O eX ] = [OY ] ∈ KG(Y ) by functoriality. We need
the following generalization.
Theorem 3.1. Let f : X → Y be a surjective equivariant map of projective G-
varieties with rational singularities. Assume that the general fiber of f is rational,
i.e. f−1(y) is an irreducible rational variety for all closed points in a dense open
subset of Y . Then f∗[OX ] = [OY ] ∈ KG(Y ).
We will deduce this statement from the following result of Kolla´r [35, Thm. 7.1].
Theorem 3.2 (Kolla´r). Let ψ : X → Y be a surjective map between projective
varieties, with X smooth and Y normal. Assume that the geometric generic fiber
F = X ×Y SpecC(Y ) is connected. Then the following are equivalent:
(i) Riψ∗OX = 0 for all i > 0;
(ii) Y has rational singularities and Hi(F,OF ) = 0 for all i > 0.
To show that Kolla´r’s theorem applies to our situation, we need the following
two lemmas; they are most likely known, but since we lack a reference, we supply
their proofs.
Lemma 3.3. Let ϕ : X → Y be a dominant morphism of irreducible varieties, and
assume that ϕ−1(y) is connected for all closed points y in a dense open subset of
Y . Then the geometric generic fiber X ×Y SpecC(Y ) is connected.
Proof. We may assume that X = Spec(S) and Y = Spec(R) are both affine. If
the geometric generic fiber is disconnected, then there exists non-zero elements
f, g ∈ S ⊗R K(R) such that f + g = 1, f
2 = f , g2 = g, and fg = 0 (cf. [28,
Ex. 2.19]). These elements f and g will be contained in S ⊗R R
′ for some finitely
generated C-algebra R′ with R ⊂ R′ ⊂ K(R). Now consider the diagram:
Spec(S)
ϕ // Spec(R)
Spec(S ⊗R R
′)
OO
// Spec(R′)
OO
By Grothendieck’s generic freeness lemma, we may assume that S =
⊕
iRsi is
a free R-module, after replacing R with a localization Rh. Write f =
∑
si ⊗ fi
and g =
∑
si ⊗ gi with fi, gi ∈ R
′, and choose i and j such that h = figj ∈ R
′ is
non-zero. Then the images of f and g in S ⊗R R
′/P are non-zero for each (closed)
point P ∈ Spec(R′h), which implies that the fiber ϕ
−1(P ∩R) = Spec(S⊗RR
′/P ) is
disconnected. This is a contradiction because Spec(R′h) → Spec(R) is a dominant
morphism, so its image contains a dense open subset of Spec(R). 
We note that Lemma 3.3 (and its proof) is valid for varieties over any alge-
braically closed field. The same argument also shows that, if the general fiber of ϕ
is integral, then so is the geometric generic fiber.
Lemma 3.4. Let f : X → Y be a surjective projective morphism of irreducible
varieties of characteristic zero, with Y normal. Assume that f−1(y) is connected
for all closed points y in a dense open subset of Y . Then f∗(OX) = OY .
Proof. By the proof of [28, III.11.5], f has a Stein factorization f = gf ′, where
f ′ : X → Y ′ is projective with f ′∗OX = OY ′ and g : Y
′ → Y is finite. Since the
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general fiber of f is connected and the characteristic is zero, the map g : Y ′ → Y
must be birational. But then g is an isomorphism by Zariski’s Main Theorem. 
Proof of Theorem 3.1. Let π : X˜ → X be an equivariant projective desingular-
ization of X . Since X has rational singularities we know that π∗O eX = OX and
π∗[O eX ] = [OX ], so it is enough to show that ψ∗[O eX ] = [OY ] where ψ = fπ.
Lemma 3.4 implies that f∗OX = OY , so ψ∗O eX = OY . By Kolla´r’s Theorem 3.2, it
is therefore enough to prove that the geometric generic fiber F = X˜ ×Y SpecC(Y )
is connected and Hi(F,OF ) = 0 for i > 0.
By [28, III.10.7] we can find a dense open subset U ⊂ Y such that ψ : ψ−1(U)→
U is smooth. Since the fibers of ψ are connected by [28, III.11.3], it follows that
ψ−1(y) is a non-singular rational projective variety for every closed point y in a
dense open subset of Y . In particular, Lemma 3.3 implies that F is connected.
To obtain the vanishing of cohomology, let y ∈ Y be a closed point such
that X˜y = ψ
−1(y) is a non-singular rational projective variety. Then we have
H0(X˜y,O eXy ) = C and H
i(X˜y,O eXy ) = 0 for all i > 0 [27, p. 494]. It now fol-
lows from [28, III.12.11] that Riψ∗(O eX) is zero in an open neighborhood of y,
and that Hi(X˜z,O eXz ) = 0 for all points z in this neighborhood, for i > 0. Tak-
ing z to be the generic point of Y , we obtain Hi(F ′,OF ′) = 0 for i > 0, where
F ′ = X˜ ×Y SpecC(Y ). Finally, since SpecC(Y ) → SpecC(Y ) is a flat morphism,
it follows from [28, III.9.3] that Hi(F,OF ) = 0 for i > 0, as required. 
We also need the following consequence of the projection formula. Recall that
KG(X) and KG(X) can be identified if X is non-singular.
Lemma 3.5. Let qi : Xi → Y be flat proper equivariant maps of non-singular
G-varieties for 1 ≤ i ≤ n, and let αi ∈ K
G(Xi). Set P = X1 ×Y · · · ×Y Xn with
diagonal G-action and projections ei : P → Xi, and set ψ = qiei : P → Y . Then
ψ∗(e
∗
1α1 · e
∗
2α2 · · · e
∗
nαn) = q1,∗α1 · q2,∗α2 · · · qn,∗αn ∈ K
G(Y ).
Proof. Let P ′ = X1×Y · · ·×Y Xn−1 with projections e
′
i : P
′ → Xi and set ψ
′ = qie
′
i.
Then we have a fiber square with flat, proper, G-equivariant maps:
P
en //
q′n

Xn
qn

P ′
ψ′
// Y
It follows from [28, III.9.3] or [13, 5.3.15] that q′n,∗e
∗
nαn = ψ
′∗qn,∗αn ∈ K
G(P ′). By
induction on n we therefore obtain
ψ∗(e
∗
1α1 · · · e
∗
nαn) = ψ
′
∗q
′
n,∗(q
′∗
n(e
′∗
1α1 · · · e
′∗
n−1αn−1) · e
∗
nαn)
= ψ′∗(e
′∗
1α1 · · · e
′∗
n−1αn−1 · q
′
n,∗e
∗
nαn)
= ψ′∗(e
′∗
1α1 · · · e
′∗
n−1αn−1 · ψ
′∗qn,∗αn)
= ψ′∗(e
′∗
1α1 · · · e
′∗
n−1αn−1) · qn,∗αn
= q1,∗α1 · · · qn−1,∗αn−1 · qn,∗αn
as required. 
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We finally need the following facts about the pushforward and pullback of Schu-
bert classes between homogeneous spaces. Let G be a complex connected semisim-
ple linear algebraic group, T a maximal torus, and P and Q Borel subgroups, such
that T ⊂ P ⊂ Q ⊂ G. Let f : G/Q→ G/P be the projection.
Lemma 3.6. (a) If Ω ⊂ G/Q is any T -stable Schubert variety, then f∗([OΩ]) =
[Of(Ω)] ∈ KT (G/P ). (b) If Ω ⊂ G/P is any T -stable Schubert variety, then
f∗([OΩ]) = [Of−1(Ω)] ∈ K
T (G/P ).
Part (a) of this lemma is known from [5, Thm.3.3.4(a)], and part (b) is true
because f is a flat morphism.
4. Gromov-Witten invariants
4.1. Definitions. We start our discussion of Gromov-Witten invariants by recall-
ing the definitions and some general facts. Let X = G/P be a homogeneous space
and let d ∈ H2(X) be a degree. Given K-theory classes α1, . . . , αN ∈ K
◦(X), Lee
and Givental define a K-theoretic Gromov-Witten invariant by [39, 22]
(3) Id(α1, . . . , αN ) = χ(ev
∗
1(α1) · · · ev
∗
N(αN )) ∈ Z ,
where χ denotes Euler characteristic, i.e. proper pushforward along the structure
morphism ρ : M0,N (X, d) → {point}. If the classes αi are structure sheaves of
closed subvarieties Ω1, . . . ,ΩN ⊂ X in general position such that
∑
codim(Ωi) =
dimM0,N(X, d), then the invariant Id(OΩ1 , . . . ,OΩd) is equal to the cohomological
invariant
Id([Ω1], . . . , [Ωd]) =
∫
M0,N (X,d)
ev∗1[Ω1] · · · ev
∗
N [ΩN ] ,
which in turn is equal to the number #GWd(Ω1, . . . ,ΩN ) of stable maps C → X
of degree d for which the i-th marked point of C is mapped into Ωi (see [19,
Lemma 14]). In general, the K-theoretic invariant Id(OΩ1 , . . . ,OΩN ) is equal
to the Euler characteristic of the structure sheaf of the Gromov-Witten variety
GWd(Ω1, . . . ,ΩN ), which is the definition of K-theoretic Gromov-Witten invari-
ants used in [40]. This can be seen by applying the K-theoretic (relative) Kleiman-
Bertini theorem of Sierra [51, Thm. 2.2] (see also [46] for the non-relative case).
Let GN = G×G× · · · ×G act componentwise on XN and consider the diagram
M =M0,N (X, d)
ev // XN
GN ×W
f
OO
π // GN
whereW = Ω1×· · ·×ΩN ⊂ X
N and f is defined by the action. If we let GN act on
the first factor of GN×W , then the map f is equivariant, and therefore flat since the
action onXN is transitive. Sierra’s theorem implies that TorX
N
i (OM,Og.W ) = 0 for
some g ∈ GN and all i > 0. Replacing W with g.W , we obtain (cf. [18, Ex. 15.1.8])∏N
i=1 ev
∗
i [OΩi ] = ev
∗[OW ] = [OM ⊗OXN OW ] = [OGWd(Ω1,...,ΩN )]
in K◦(M), which finally implies that Id(OΩ1 , . . . ,OΩN ) = χ(OGWd(Ω1,...,Ωn)). No-
tice that in contrast to cohomological Gromov-Witten invariants, the K-theoretic
invariants need not vanish for large degrees d ∈ H2(X).
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More generally, fix a maximal torus T ⊂ G. Then T acts on X andM0,N (X, d),
and the evaluation maps are equivariant. The equivariant K-theoretic Gromov-
Witten invariant given by classes α1, . . . , αN ∈ K
T (X) is defined as the virtual
representation
(4) ITd (α1, . . . , αN ) = χ
T
M
(ev∗1(α1) · · · ev
∗
N (αN )) ∈ K
T (point) ,
where χT
M
is the equivariant pushforward along ρ. If we write T = (C∗)n, then
the virtual representations of T form the Laurent polynomial ring KT (point) =
Z[L±11 , . . . , L
±1
n ], where Li
∼= C is the representation with character (t1, . . . , tn) 7→
ti. This ring is contained in the ring of formal power series ZJy1, . . . , ynK in the
variables yi = 1−L
−1
i ∈ K
T (point). If we misuse notation and write yi also for the
equivariant Chern class of Li, then the T -equivariant cohomology ring of a point is
the ring H∗T (point) = Z[y1, . . . , yn].
The study of equivariant Gromov-Witten invariants was pioneered by Givental
[21] (see also [23]), who defined the cohomological invariants
ITd (β1, . . . , βN ) =
∫ T
M0,3(X,d)
ev∗1(β1) · · · ev
∗
N (βN ) := ρ
T
∗ (ev
∗
1(β1) · · · ev
∗
N (βN ))
in H∗T (point) for equivariant cohomology classes β1, . . . , βN ∈ H
∗
T (X). These in-
variants can be obtained as the leading terms of K-theoretic invariants as follows.
For any T -variety Y we let chT : K
T (Y )→ ĤT (Y ) :=
∏∞
i=0H
2i
T (Y ;Q) be the equi-
variant Chern character, see [16, Def. 3.1]. By the equivariant Hirzebruch formula
[16, Cor. 3.1] we then have
(5) chT
(
ITd (α1, . . . , αN )
)
= ρT∗
(
ev∗1(chT (α1)) · · · ev
∗
N (chT (αN )) · Td
T (M)
)
where TdT (M) ∈ ĤT (M) is the equivariant Todd class of the (singular) vari-
ety M0,N (X, d). Let Ω1, . . . ,ΩN ⊂ X be T -stable closed subvarieties. By using
that chT (yi) = 1 − exp(−yi) = yi + higher terms ∈ ĤT (point) and chT (OΩi) =
[Ωi]+higher terms in ĤT (X) [18, Thm. 18.3], we deduce from (5) that the term
of (lowest) degree
∑
codim(Ωi) − dimM0,N (X, d) in the K-theoretic invariant
ITd (OΩ1 , . . . ,OΩN ) ∈ K
T (point) ⊂ ZJy1, . . . , ynK is equal to the cohomological in-
variant ITd ([Ω1], . . . , [ΩN ]).
We note that when
∑
codim(Ωi) = dimM0,N(X, d) we have
Id(OΩ1 , . . . ,OΩN ) = Id([Ω1], . . . , [ΩN ]) = I
T
d ([Ω1], . . . , [ΩN ]) ∈ Z ,
but the equivariant K-theoretic invariant ITd (OΩ1 , . . . ,OΩN ) ∈ K
T (point) may not
be an integer. In general, the ordinary K-theoretic invariant Id(OΩ1 , . . . ,OΩN ) ∈ Z
is the total dimension of the virtual representation ITd (OΩ1 , . . . ,OΩN ) ∈ K
T (point).
Example 4.1. Let X = Gr(3, 6) be the Grassmannian of 3-planes in C6, and
let T = (C∗)6 act on X through the coordinatewise action on C6. Let Ω ⊂ X
be the Schubert variety defined by the partition λ = (2, 1), i.e. Ω = {V ∈ X |
V ∩ C2 6= 0 and dim(V ∩ C4) ≥ 2}. Then I0([Ω], [Ω], [Ω]) = I
T
0 ([Ω], [Ω], [Ω]) =
I0(OΩ,OΩ,OΩ) = 2, whereas I
T
0 (OΩ,OΩ,OΩ) = 1 + [Cχ] where the character χ is
defined by χ(t1, t2, t3, t4, t5, t6) = (
t1t2
t5t6
)3.
The non-equivariant cohomological (3-point) invariants of a (generalized) flag
manifold have been computed by exploiting the fact that they are the structure
constants for the quantum cohomology. We will not attempt to survey the subject,
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but the reader can consult [2, 14, 17, 20, 57] and references therein. The equivari-
ant cohomological invariants, which appear as structure constants in equivariant
quantum cohomology, have been computed in [45, 44], and more recent algorithms
can also be found in [38].
If the cohomology of the variety X is generated by divisors (such as Pr or a
full flag manifold), then Lee and Pandharipande’s reconstruction theorem from [40]
can be used to compute the N -pointed K-theoretic invariants starting from the
1-pointed invariants. For projective spaces a formula is known for the J-function,
which encodes all the 1-pointed invariants [40, §2.2]. This yields a complete algo-
rithm to compute the K-theoretic invariants in this case.
We will proceed to express the (equivariant) K-theoretic Gromov-Witten in-
variants of Grassmannians as triple intersections on two-step flag manifolds, thus
generalizing the identity proved in [10].
4.2. Grassmannians of type A. Let X = Gr(m,n) = {V ⊂ Cn : dimV = m}
be the Grassmann variety of m-planes in Cn. This variety has dimension mk,
where k = n−m; the dimension of the associated Kontsevich moduli space Md :=
M0,3(X, d) is equal to dimX+nd. Following [8], we define the kernel of a 3-pointed
stable map f : C → X to be the intersection of the m-planes V ⊂ Cn in its image,
and we define the span of f as the linear span of these subspaces.
(6) Ker(f) =
⋂
V ∈f(C)
V ; Span(f) =
∑
V ∈f(C)
V ⊂ Cn .
Given a degree d ≥ 0 we set a = max(m−d, 0) and b = min(m+d, n). If f : C → X
is a stable map of degree d, then its kernel and span satisfy the dimension bounds
(7) dimKer(f) ≥ a and dimSpan(f) ≤ b .
This was proved in [8, Lemma 1] when C = P1, and in general it follows from this
case by induction on the number of components of C. We will prove in Corollary 4.5
below that f 7→ dimKer(f) is an upper semicontinuous function on Md, while
f 7→ dim Span(f) is lower semicontinuous. Since it is easy to construct stable maps
f : P1 → X for which the bounds (7) are satisfied with equality (see [10, Prop. 1]),
it follows that (7) is satisfied with equality for all stable maps in a dense open
subset of Md.
Define the two-step flag variety Yd = Fl(a, b;n) = {A ⊂ B ⊂ C
n : dimA =
a, dimB = b} and the three-step flag variety Zd = Fl(a,m, b;n) = {A ⊂ V ⊂ B ⊂
Cn : dimA = a, dimV = m, dimB = b}. Let p : Zd → X and q : Zd → Yd be the
natural projections. Our main result for Grassmannians of type A is the following
theorem.
Theorem 4.2. For equivariant K-theory classes α1, α2, α3 ∈ K
T (X) we have
ITd (α1, α2, α3) = χ
T
Yd
(q∗p
∗(α1) · q∗p
∗(α2) · q∗p
∗(α3)) .
This generalizes [10, Thm. 1] which gives this identity for non-equivariant coho-
mological Gromov-Witten invariants. We note that the cohomological invariants
vanish for degrees d larger than min(m, k), but this is not true for the K-theoretic
invariants. The definition of a and b given above is required to correctly compute
the K-theoretic invariants for such degrees.
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Let Ω ⊂ X be a Schubert variety. Like in [10, §2] we define a modified Schubert
variety in Yd by
Ω˜ = q(p−1(Ω)) = {(A,B) ∈ Yd | ∃V ∈ Ω : A ⊂ V ⊂ B} .
We then have q∗p
∗([OΩ]) = [OeΩ] ∈ K◦(Yd) by Lemma 3.6, and the cohomology
class q∗p
∗([Ω]) is equal to [Ω˜] ∈ H∗(Yd) if codim(Ω˜) = codim(Ω) − d
2 and is zero
otherwise. If Ω is T -stable, then the same identities hold in equivariant K-theory
and cohomology. We remark that the codimension of Ω˜ equals codim(Ω) − d2 if
and only if the Young diagram defining Ω contains a d× d rectangle. In particular
we must have d ≤ min(m, k). The role of the d × d rectangle was first discovered
in [58], and the geometric interpretation was given in [10]. We derive the following
corollary.
Corollary 4.3. Let Ω1,Ω2,Ω3 ⊂ X be Schubert varieties. Then we have
Id(OΩ1 ,OΩ2 ,OΩ3) = χYd ([OeΩ1 ] · [OeΩ2 ] · [OeΩ3 ])
and, if d ≤ min(m, k), then
Id([Ω1], [Ω2], [Ω3]) =
{∫
Yd
[Ω˜1] · [Ω˜2] · [Ω˜3] if codim(Ω˜i) = codim(Ωi)− d
2 ∀ i,
0 otherwise.
If the Ω1,Ω2,Ω3 are T -stable, then these identities hold equivariantly as well.
The second identity was proved in [10] by putting the Schubert varieties in
general position, and showing that the map f 7→ (Ker(f), Span(f)) gives a bijection
between the set of rational curves counted by the invariant Id([Ω1], [Ω2], [Ω3]) and
the set of points in the intersection Ω˜1 ∩ Ω˜2 ∩ Ω˜3. This approach will not suffice for
the general case, for example because the equivariant and K-theoretic invariants
do not have an enumerative interpretation. Instead, we will give a cohomological
proof of Theorem 4.2. We need some notation. For arbitrary integers a, b with
0 ≤ a ≤ m ≤ b ≤ n we define the subset
Md(a, b) = {(A,B, f) ∈ Fl(a, b;n)×Md | A ⊂ Ker(f) and Span(f) ⊂ B} .
Lemma 4.4. Md(a, b) is an irreducible closed subset of Fl(a, b;n)×Md. Further-
more, when equipped with the reduced scheme structure, Md(a, b) is a projective
variety with at worst finite quotient singularities.
Proof. Let A ⊂ B ⊂ Cn × Y be the tautological flag on Y = Fl(a, b;n). Then
Md(a, b) = {(y, f) ∈ Y ×Md | A(y) ⊂ Ker(f) and Span(f) ⊂ B(y)}. Let U ⊂ Y
be an open subset over which the tautological flag is isomorphic to the trivial flag
A0×U ⊂ B0×U ⊂ C
n×U given by some point (A0, B0) ∈ Y . Let pr1 : Y ×Md → Y
be the first projection. It follows from [19, p. 12] that the subset of stable maps
f : C → X in Md for which f(C) ⊂ X
′ := Gr(m − a,B0/A0) is closed and
isomorphic to M0,3(X
′, d) with its reduced structure. Since the condition f(C) ⊂
X ′ is equivalent to demanding that A0 ⊂ Ker(f) and Span(f) ⊂ B0, we deduce
that Md(a, b)∩ pr
−1
1 (U) = U ×M0,3(X
′, d) is closed and reduced in pr−11 (U). The
lemma follows from this. 
Corollary 4.5. The function f 7→ dimKer(f) is upper semicontinuous on Md,
and f 7→ dimSpan(f) is lower semicontinuous.
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Proof. The set of stable maps f inMd for which dimKer(f) ≥ a and dimSpan(f) ≤
b is the image of the projective variety Md(a, b) under the projection Fl(a, b;n) ×
Md →Md. 
From now on we set a = max(m−d, 0) and b = min(m+d, n) as in the statement
of Theorem 4.2. In this case we write Bℓd = Md(a, b) = {(A,B, f) ∈ Yd ×Md |
A ⊂ Ker(f) and Span(f) ⊂ B}. We suspect that this variety is isomorphic to
the blowup of Md along the closed subset where the kernel and span fail to have
the expected dimensions (a, b), but we have not found a proof. We also define
the variety Z
(3)
d = {(A, V1, V2, V3, B) | (A,B) ∈ Yd, Vi ∈ X,A ⊂ Vi ⊂ B}. Now
construct the following commutative diagram, which is the heart of the proof of
Theorem 4.2.
(8) Bℓd
π //
φ

Md
evi

Z
(3)
d
ei // Zd
p //
q

X
Yd
Here π is the projection to the second factor of Yd×Md, and the other maps are given
by φ(A,B, f) = (A, ev1(f), ev2(f), ev3(f), B) and ei(A, V1, V2, V3, B) = (A, Vi, B).
All the maps in the diagram are T -equivariant.
Lemma 4.6. The map π : Bℓd →Md is birational.
Proof. This map is surjective by the dimension bounds (7). Furthermore, for a
dense open subset of stable maps f in Md the dimension bounds (7) are satisfied
with equality, which implies that π−1(f) = (Ker(f), Span(f), f). 
Proposition 4.7. We have φ∗[OBℓd ] = [OZ(3)
d
] in KT (Z
(3)
d ).
Proof. For any point (A,B) ∈ Yd we have (qeiφ)
−1(A,B) = M0,3(X
′, d) where
X ′ = Gr(m−a,B/A), and φ−1(A, V1, V2, V3, B) is the set of stable maps f : C → X
′
that send the three marked points to V1/A, V2/A, V3/A.
If d ≤ min(m, k) then X ′ = Gr(d, 2d). Since the Gromov-Witten invariant
Id(point, point, point) on X
′ is equal to one, it follows that the general fiber of φ
is a single point. This Gromov-Witten invariant can be computed with Bertram’s
structure theorems [2] or by using [10, Prop. 1]. We conclude that φ is a birational
isomorphism, and the proposition follows because both Bℓd and Z
(3)
d have rational
singularities.
For arbitrary degrees d, the proposition follows from Theorem 3.1, since the
general fibers of φ are irreducible rational varieties by Corollary 2.2. 
Proof of Theorem 4.2. By using Lemma 4.6 and Proposition 4.7, it follows from
the projection formula that
χ
Md
(ev∗1(α1) · ev
∗
2(α2) · ev
∗
3(α3)) = χBℓd (π
∗ ev∗1(α1) · π
∗ ev∗2(α2) · π
∗ ev∗3(α3))
= χ
Z
(3)
d
(e∗1 p
∗(α1) · e
∗
2 p
∗(α2) · e
∗
3 p
∗(α3)) .
Since Z
(3)
d = Zd ×Yd Zd ×Yd Zd, the rest follows from Lemma 3.5. 
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Remark 4.8. The first author has conjectured a puzzle-based combinatorial for-
mula for the structure constants of the equivariant cohomology of two-step flag
varieties [15, §I.7], which generalizes results of Knutson and Tao [34, 33]. In view
of Corollary 4.3, this conjecture specializes to a Littlewood-Richardson rule for the
equivariant quantum cohomology ring QHT (X) of any Grassmannian. We refer to
[10, §2.4] for the translation.
5. Quantum K-theory of Grassmannians
5.1. Definitions. In this section we apply Theorem 4.2 to compute the quantum
K-theory of the Grassmannian X = Gr(m,n). Recall that a partition is a weakly
decreasing sequence of non-negative integers λ = (λ1 ≥ λ2 ≥ · · · ≥ λl ≥ 0). A
partition can be identified with its Young diagram, which has λi boxes in row i. If
(the Young diagram of) λ is contained in another partition ν, then ν/λ denotes the
skew diagram of boxes in ν which are not in λ. The Schubert varieties in X are
indexed by partitions contained in the rectangular partition (k)m = (k, k, . . . , k)
with m rows and k = n −m columns. The Schubert variety for λ relative to the
Borel subgroup of GL(n) stabilizing a complete flag 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn = C
n
is defined by
Xλ = {V ∈ X | dim(V ∩ Fk+i−λi ) ≥ i ∀1 ≤ i ≤ m} .
The codimension ofXλ inX is equal to the weight |λ| =
∑
λi. The Schubert classes
[Xλ] Poincare´ dual to the Schubert varieties form a Z-basis for the cohomology ring
H∗(X). The ordinary (small) quantum cohomology ring of X is an algebra over
the polynomial ring Z[q], which as a module is defined by QH(X) = H∗(X)⊗ZZ[q].
The ring structure is given by
(9) [Xλ] ⋆ [Xµ] =
∑
ν,d≥0
Id([Xλ], [Xµ], [Xν∨ ]) q
d [Xν ]
where the sum is over all partitions ν ⊂ (k)m and non-negative degrees d, and
ν∨ = (k − νm, . . . , k − ν1) is the Poincare´ dual partition of ν.
The Grothendieck ring of X has a basis consisting of the Schubert structure
sheaves Oλ := [OXλ ], K(X) =
⊕
λ Z · Oλ. The determinant of the tautological
subbundle on X defines the class t = 1 − O(1) in K(X). Define the K-theoretic
dual Schubert class for λ by O∨λ = t · Oλ∨ . By [7, §8] we have the Poincare´ duality
identity χ
X
(Oλ,O
∨
ν ) = δλ,ν .
The quantum K-theory ring of X is not obtained by replacing the cohomological
Gromov-Witten invariants with K-theoretic invariants in (9), since this does not
lead to an associative ring. Instead we need the following definition of structure
constants, which comes from Givental’s paper [22]. Given three partitions λ, µ, ν,
define the constant
(10)
Nν,dλ,µ =
∑
d0,...,dr,κ1,...,κr
(−1)r Id0(Oλ,Oµ,O
∨
κ1)
(
r−1∏
i=1
Idi(Oκi ,O
∨
κi+1)
)
Idr (Oκr ,O
∨
ν )
where the sum is over all sequences of non-negative integers (d0, . . . , dr), r ≥ 0, such
that
∑
di = d and di > 0 for i > 0, and all partitions κ1, . . . , κr. The two-point
invariants can be obtained using the identity Id(α1, α2) = Id(α1, α2, 1), which holds
because the general fiber of the forgetful mapM0,3(X, d)→M0,2(X, d) is rational,
see [22, Cor. 1] or Theorem 3.1.
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The constants Nν,dλ,µ can also be defined by the (equivalent) inductive identity
(11) Nν,dλ,µ = Id(Oλ,Oµ,O
∨
ν )−
∑
κ,e>0
Nκ,d−eλ,µ · Ie(Oκ,O
∨
ν ) .
The degree zero constants Nν,0λ,µ are the ordinary K-theoretic Schubert structure
constants, i.e. Oλ · Oµ =
∑
ν N
ν,0
λ,µOν in K(X).
The K-theoretic quantum ring of X is the ZJqK-algebra given by QK(X) =
K(X)⊗Z ZJqK =
⊕
λ ZJqKOλ as a module, and the algebra structure is defined by
(12) Oλ ⋆Oµ =
∑
ν,d≥0
Nν,dλ,µ q
dOν .
It was proved by Givental that this product is associative [22].
Remark 5.1. In the definition of the ring QK(X) we have replaced the polynomial
ring Z[q] with the power series ring ZJqK, since the structure constants Nν,dλ,µ might
be non-zero for arbitrarily high degrees d. In fact, the invariants Id(Oλ,Oµ,Oν) are
equal to 1 for all sufficiently large degrees d. However, we will see in Corollary 5.8
that Nν,dλ,µ is zero when d > ℓ(λ), so in fact we only work with polynomials in q.
It appears to be an open question if this also occurs for other homogeneous spaces
G/P .
Remark 5.2. Similarly to ordinary K-theory, QK(X) admits a topological filtra-
tion by ideals defined by Fj QK(X) =
⊕
|λ|+ni≥j Z·q
iOλ, and the associated graded
ring is the ordinary quantum ring QH(X).
Remark 5.3. Implicit in Givental’s proof that the K-theoretic quantum product
is associative is the fact that the sum in (10) can be interpreted as a difference
between two Euler characteristics. More precisely, let D be the closure of the locus
of maps in M0,3(X, d) for which the domain has two components, the first and
second marked points belong to one of these components, and the third marked
point belongs to the other component. This subvariety is a union of boundary
divisors in M0,3(X, d) (see e.g. [19, §6]) and these divisors have normal crossings,
up to a finite group quotient (cf. Thm. 3 in loc. cit.). Then (10) can be rewritten
as:
Nν,dλ,µ = χM0,3(X,d)
(ev∗1(Oλ) · ev
∗
2(Oµ) · ev
∗
3(O
∨
ν ))−χD (ev
∗
1(Oλ) · ev
∗
2(Oµ) · ev
∗
3(O
∨
ν )) .
This definition extends in an obvious manner to give the structure constants for
the quantum K-theory of any homogeneous space Y = G/P . It is interesting to
ask if ev∗[OM0,3(Y,d)] = [OY×Y×Y ] = ev∗[OD] for sufficiently large degrees d. This
would imply that K-theoretic quantum products are finite.
5.2. Pieri formula. Our main result about the quantum K-theory of Grassman-
nians is a Pieri formula for multiplying with the special classes Oi = O(i) given
by partitions with a single part. It generalizes Bertram’s Pieri formula [2] for the
ordinary quantum cohomology H∗(X) as well as Lenart’s Pieri formula in ordinary
K-theory [41, Thm. 3.4]. Lenart’s formula states that N0,νi,λ is non-zero only if ν/λ
is a horizontal strip, in which case
(13) Nν,0i,λ = (−1)
|ν/λ|−i
(
r(ν/λ) − 1
|ν/λ| − i
)
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where r(ν/λ) is the number of non-empty rows in the skew diagram ν/λ.
Define the outer rim of the partition λ to be the set of boxes in its Young diagram
that have no boxes strictly to the South-East. Any product of the form Oi ⋆Oλ in
QK(X) is determined by the following theorem combined with (13).
Theorem 5.4. The constants Nν,di,λ are zero for d ≥ 2. Furthermore, N
ν,1
i,λ is non-
zero only if ℓ(λ) = m and ν can be obtained from λ by removing a subset of the
boxes in the outer rim of λ, with at least one box removed from each row. When
these conditions hold, we have
Nν,1i,λ = (−1)
e
(
r
e
)
where e = |ν| + n − i − |λ| and r is the number of rows of ν that contain at least
one box from the outer rim of λ, excluding the bottom row of this rim.
This result will be proved in the next section.
Example 5.5. On X = Gr(3, 6) we have N
(2,1),1
2,(3,2,1) = −2, since e = 1 and r = 2.
In fact, the partitions λ = (3, 2, 1) and ν = (2, 1) look as follows when the boxes
inside the outer rim of λ are shaded:
λ = and ν =
This gives the negative coefficient of the product O2 ⋆ O3,2,1 = O3,3,2 + qO2 +
qO1,1 − 2 qO2,1 in QK(X).
5.3. Giambelli formula. As a first application of the Pieri formula we derive a
Giambelli formula that expresses K-theoretic quantum Schubert classes as poly-
nomials in the special classes Oi, 1 ≤ i ≤ k. Let c(ν/λ) denote the number of
non-empty columns of the skew diagram ν/λ. Given a partition µ of length ℓ, we
let µ̂ = (µ1 − 1, . . . , µℓ − 1) be the partition obtained by removing the first column
from µ.
Theorem 5.6. Let a be an integer and µ a partition such that µ1 ≤ a ≤ k and
0 < ℓ(µ) < m. In the quantum K-theory ring QK(X) we have
Oa,µ =
∑
p≥a,ν⊂µ
(−1)|µ/ν|
(
p− a− 1 + c(ν/µ̂)
p− a− |µ/ν|
)
Op ⋆Oν ,
where the sum is over all integers p ≥ a and partitions ν contained in µ such that
µ/ν is a vertical strip.
Proof. Let Gλ denote the stable Grothendieck polynomial for the partition λ, see
[7]. The K-theoretic Jacobi-Trudi formula of [6, Thm. 6.1] states that
Ga,µ = Ga · Gµ +
∑
s≥1,t≥0
(−1)s
(
s− 1 + t
t
)
Ga+s+t · Gµ(1s) ,
where Gµ(1s) =
∑
ν d
µ
(1s),νGν is defined in terms of the coproduct coefficients of
the ring of stable Grothendieck polynomials. According to [7, Cor. 7.1] we have
Gµ(1s) =
∑
ν
(−1)s−|µ/ν|
(
c(ν/µ̂)
s− |µ/ν|
)
Gν
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where the sum is over all partitions ν ⊂ µ such that µ/ν is a vertical strip, and
c(ν/µ̂) is the number of non-empty columns in the skew diagram ν/µ̂.
By using the identity
∑
t≥0
(
a
t
)(
b
c−t
)
=
(
a+b
c
)
, these formulas combine to give the
identity
(14) Ga,µ =
∑
p≥a,ν⊂µ
(−1)|µ/ν|
(
p− a− 1 + c(ν/µ̂)
p− a− |µ/ν|
)
Gp · Gν ,
where the sum is over all integers p ≥ a and partitions ν contained in µ such that
µ/ν is a vertical strip.
Since the stable Grothendieck polynomials representK-theoretic Schubert classes
on Grassmannians, we may replace each stable Grothendieck polynomial Gλ in (14)
by the corresponding class Oλ in K(X). Finally, since the partitions ν in (14) sat-
isfy ℓ(ν) ≤ ℓ(µ) ≤ m− 1, it follows from Theorem 5.4 that the ordinary K-theory
product Op · Oν agrees with the quantum product Op ⋆ Oν . The theorem follows
from this. 
Corollary 5.7. The class Oλ ∈ QK(X) can be expressed as a polynomial Pλ =
Pλ(O1, . . . ,Ok) in the special classes Oi. The coefficients of this polynomial are
integers, and each monomial involves at most ℓ(λ) special classes.
Proof. The polynomials Pλ can be defined by induction on ℓ(λ) by setting Pi = Oi
for 1 ≤ i ≤ k and
Pλ =
∑
p,ν
(−1)|µ/ν|
(
p− λ1 − 1 + c(ν/µ̂)
p− λ1 − |µ/ν|
)
Op Pν
when ℓ(λ) ≥ 2. The sum is over λ1 ≤ p ≤ k and partitions ν contained in µ =
(λ2, . . . , λm) such that µ/ν is a vertical strip. Notice that ℓ(ν) < ℓ(λ), so the
polynomials Pν have already been defined. 
By using the polynomials Pλ, it becomes straightforward to compute the struc-
ture constants Nν,dλ,µ of QK(X). In fact, we have Oλ ⋆Oµ = Pλ(O1, . . . ,Ok) ⋆ Oµ,
and the latter product can be computed by letting Pλ act on Oµ, with the action
determined by the Pieri formula of Theorem 5.4. Since multiplication by a single
special class can result in at most the first power of q, we deduce that all exponents
of q in the product Oλ ⋆Oµ are smaller than or equal to ℓ(λ).
Corollary 5.8. The structure constant Nν,dλ,µ is zero when d > ℓ(λ).
The definition of the constants Nν,dλ,µ in terms of Gromov-Witten invariants can
be turned around to give the identity
(15) Id(Oλ,Oµ,O
∨
ν ) =
∑
κ,0≤e≤d
Nκ,d−eλ,µ Ie(Oκ,O
∨
ν ) .
Here we have used the convention that a two-point Gromov-Witten invariant of
degree zero is defined by the Poincare´ pairing I0(α1, α2) = χX (α1 ·α2). By linearity
we similarly have that
(16) Id(Oλ,Oµ,Oν) =
∑
κ,0≤e≤d
Nκ,d−eλ,µ Ie(Oκ,Oν) .
Notice that all the required structure constants can be obtained by computing
the single product Oλ ⋆Oµ in QK(X). Furthermore, it follows from Corollary 6.2
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below that each two-point invariant Id(Oκ,O
∨
ν ) is equal to one if ν is obtained from
κ by removing its first d rows and columns, and is zero otherwise. By using [4,
Thm. 4.2.1] it also follows that Id(Oκ,Oν) is equal to one if κi+ νm+d+1−i ≤ k+ d
for d < i ≤ m, and is zero otherwise. The identities (15) and (16) therefore
give alternative and very practical ways to compute K-theoretic Gromov-Witten
invariants on Grassmannians.
Example 5.9. We compute the quantum product O2,1 ⋆ O2,1 on X = Gr(2, 4).
The Giambelli formula gives O2,1 = O1 ⋆ O2, so the product can be obtained as
O2,1 ⋆O2,1 = O1 ⋆ (O2 ⋆O2,1) = O1 ⋆ qO1 = qO2+ qO1,1− qO2,1 ∈ QK(X). Using
(15) we obtain from this that I1(O2,1,O2,1,O
∨
2,1) = N
(2,1),1
(2,1),(2,1) = −1 and (16) gives
I1(O2,1,O2,1,O1) = 1 + 1 − 1 = 1. The full multiplication table for QK(Gr(2, 4))
looks as follows.
O1 ⋆O1 = O1,1 +O2 −O2,1 O1,1 ⋆O1 = O2,1
O1,1 ⋆O1,1 = O2,2 O2 ⋆O1 = O2,1
O2 ⋆O1,1 = q O2 ⋆O2 = O2,2
O2,1 ⋆O1 = O2,2 + q − qO1 O2,1 ⋆O1,1 = qO1
O2,1 ⋆O2 = qO1 O2,1 ⋆O2,1 = qO1,1 + qO2 − qO2,1
O2,2 ⋆O1 = qO1 O2,2 ⋆O1,1 = qO2
O2,2 ⋆O2 = qO1,1 O2,2 ⋆O2,1 = qO2,1
O2,2 ⋆O2,2 = q
2
We finally pose the following conjecture, which has been verified for all Grass-
mannians Gr(m,n) with n ≤ 13.
Conjecture 5.10. The structure constants Nν,dλ,µ have alternating signs in the sense
that (−1)|ν|+nd−|λ|−|µ|Nν,dλ,µ ≥ 0.
Lenart and Maeno have posed a similar conjecture for the quantum K-theory
of complete flag varieties G/B [42]. Their conjecture is also based on computer
evidence, although these computations are based on other conjectures.
We note that the Gromov-Witten invariants Id(Oλ,Oµ,O
∨
ν ) do not have alter-
nating signs for d > 0, although the degree zero invariants I0(Oλ,Oµ,O
∨
ν ) = N
ν,0
λ,µ
do have alternating signs [7]. A concrete example on Gr(2, 4) is Id(O2,O2,O
∨
1 ) =
Id(O2,O2,1,O
∨
1 ) = 1. The invariants Id(Oλ,Oµ,Oν) also do not have predictable
signs even for d = 0, see [7, §8].
Example 5.11. On X = Gr(4, 8) we have I2(O4,3,2,1,O4,3,2,1,O4,3,2,1) = 2. The
corresponding Gromov-Witten variety has dimension 2 and is not rational.
5.4. Symmetry and duality. As a further application of our Pieri rule, we prove
some nice properties of the ring QK(X). Our first result shows that the structure
constants Nν
∨,d
λ,µ satisfy S3-symmetry, i.e. these constants are invariant under arbi-
trary permutations of the partitions λ, µ, ν. We remark that this symmetry is not
at all clear from geometry. For example, the two terms in the expression for the
structure constants in Remark 5.3 do not satisfy S3-symmetry individually.
Theorem 5.12. For any degree d and partitions λ, µ, ν contained in the m × k
rectangle we have Nν,dλ,µ = N
µ∨,d
λ,ν∨ .
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Proof. This identity is immediate from Theorem 5.4 if λ = (p) has a single part.
In fact, ν is obtained by removing boxes from the outer rim of µ if and only if
µ∨ is obtained by removing boxes from the outer rim of ν∨; and ν contains a box
from the i-th row of the outer rim of µ if and only if µ∨ contains a box from the
(m− i)-th row of the outer rim of ν∨ (1 ≤ i ≤ m− 1).
For a partition ν and class α ∈ QK(X), let 〈α,Oν〉 ∈ ZJqK denote the coefficient
of Oν in the ZJqK-linear expansion of α. It is enough to show that the set
S = {α ∈ QK(X) | 〈α ⋆Oµ,Oν〉 = 〈α ⋆Oν∨ ,Oµ∨〉 for all partitions µ and ν}
is equal to QK(X). This follows because S is a ZJqK-submodule of QK(X) that
contains the special classes O1, . . . ,Ok and is closed under multiplication. In fact,
for α1, α2 ∈ S we have 〈α1 ⋆ α2 ⋆ Oµ,Oν〉 =
∑
λ〈α1 ⋆ Oµ,Oλ〉 〈α2 ⋆ Oλ,Oν〉 =∑
λ〈α2 ⋆Oν∨ ,Oλ∨〉 〈α1 ⋆Oλ∨ ,Oµ∨〉 = 〈α2 ⋆ α1 ⋆Oν∨ ,Oµ∨〉, so α1 ⋆ α2 ∈ S. 
A skew diagram ν/λ is called a rook strip if each row and column contains at
most one box. We need the following special case of the Pieri rule.
Lemma 5.13. For any partition µ contained in the m× k rectangle we have
O1 ⋆Oµ =
∑
λ
(−1)|λ/µ|Oλ + q
∑
ν
(−1)|ν/
bµ|Oν .
Here µ̂ denotes the result of removing the first row and first column from µ. The
first sum is over all partitions λ ) µ for which λ/µ is a rook strip. The second sum
is empty unless µ1 = k and ℓ(µ) = m, in which case it includes all partitions ν ⊃ µ̂
for which ν1 = k − 1, ℓ(ν) = m− 1, and ν/µ̂ is a rook strip.
Let χq : QK(X) → ZJqK denote the ZJqK-linear extension of the Euler charac-
teristic, which maps each Schubert class Oλ to 1. Define the element tq =
1−O1
1−q ∈
QK(X). We finally show that tq ⋆Oλ∨ is the ZJqK-linear dual basis element of Oλ.
Theorem 5.14. For any partitions λ and ν contained in the m × k rectangle we
have χq(Oλ ⋆ tq ⋆Oν∨) = δλ,ν .
Proof. Let R = (k)m denote the m × k rectangle considered as a partition. It
follows from Lemma 5.13 that χq((1−O1) ⋆Oλ) = (1− q) δλ,R. We deduce that
χq((1 −O1) ⋆Oλ ⋆Oν∨) =
∑
µ,d
Nµ,dλ,ν∨ q
d χq((1−O1) ⋆Oµ) =
∑
d
NR,dλ,ν∨ q
d (1− q)
=
∑
d
Nν,dλ,∅ q
d (1− q) = δλ,ν (1− q) ,
as required. The third equality follows from Theorem 5.12. 
It follows from Theorem 5.14 that the structure constants of QK(X) can be
expressed in the following form, which makes the S3-symmetry apparent:
(17)
∑
d≥0
Nν
∨,d
λ,µ q
d = χq(tq ⋆Oλ ⋆Oµ ⋆Oν) .
Example 5.15. On X = Gr(5, 10) we have χq(tq ⋆ O
3
(5,4,3,2,1)) = 14 q
2 + q3, so
the sum (17) may have more than one non-zero term. However, the sum is always
finite by Corollary 5.8.
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In the special case of ordinary K-theory, the S3-symmetry of the structure con-
stants Nν
∨,0
λ,µ follows from a Puzzle version of the Littlewood-Richardson rule for
K(X) [54, Thm. 4.6]. The q = 0 case of (17) was proved in [9, §2], which provides
an alternative proof. Theorem 5.14 shows that the phenomenon that the Schubert
basis of K(X) can be dualized by multiplying all structure sheaves with a con-
stant element carries over to quantum K-theory. It would be interesting to find an
explanation in terms of generating functions. The S3-symmetry of Theorem 5.12
might hint towards the existence of a puzzle rule for the structure constants Nν,dλ,µ
of QK(X), but so far we have not been able to find a working set of puzzle pieces.
5.5. Equivariant quantum K-theory of P1 and P2. Let T ⊂ GLn be the torus
of diagonal matrices, and let Oλ ∈ KT (X) denote the equivariant class of the Schu-
bert variety Xλ in X = Gr(m,n) relative to the standard T -stable flag F• defined
by Fi = C
i ⊕ 0n−i. The T -equivariant quantum ring QKT (X) is obtained by us-
ing equivariant Gromov-Witten invariants in the definition (11) of the structure
constants Nν,dλ,µ, where O
∨
λ denotes the equivariant Poincare´ dual class of Oλ. We
include here the multiplication tables for the equivariant quantum K-theory rings
of P1 = Gr(1, 2) and P2 = Gr(1, 3). By Theorem 4.2, the required Gromov-Witten
invariants can be computed in KT (point), KT (P
1), and KT (P
2) (see also Theo-
rem 6.1 below). We note that Graham and Kumar have given explicit formulas for
multiplication in KT (P
n) [25, §6.3]. Let εi : T → C
∗ be the character defined by
εi(t1, . . . , tn) = ti, and write e
εi = [Cεi ] ∈ KT (point).
The multiplicative structure of QKT (P
1) is determined by:
O1 ⋆O1 = (1 − e
ε1−ε2)O1 + e
ε1−ε2 q
And the multiplicative structure of QKT (P
2) is determined by:
O1 ⋆O1 = (1− e
ε2−ε3)O1 + e
ε2−ε3 O2
O1 ⋆O2 = e
ε1−ε3 q + (1− eε1−ε3)O2
O2 ⋆O2 = (1− e
ε1−ε2) (1− eε1−ε3)O2 + e
ε1−ε3(1− eε1−ε2) q + eε1−ε2 qO1
Notice that the structure constants Nν,dλ,µ appearing in these examples satisfy
Griffeth-Ram positivity [26] in the sense that
(−1)|ν|+nd−|λ|−|µ|Nν,dλ,µ ∈ N[e
ε1−ε2 − 1, . . . , eεn−1−εn − 1] .
Using Theorem 4.2, we have verified that this positivity also holds for all Grass-
mannians Gr(m,n) with n ≤ 5, and it is natural to conjecture that it holds in
general. In the case of ordinary equivariant K-theory, this has been proved in [1].
6. Proof of the Pieri formula
6.1. Special Gromov-Witten invariants. To prove the Pieri formula, we start
by establishing a formula for certain special Gromov-Witten invariants on Grass-
mannians. Fix a degree d ≥ 0. As usual we set a = max(m−d, 0), b = min(a+d, n),
Yd = Fl(a, b;n), and Zd = Fl(a,m, b;n). We also define Xd = Gr(b, n). The follow-
ing commutative diagram was exploited earlier to obtain a quantum Pieri formula
for submaximal orthogonal Grassmannians [11]. It was also applied to Grassman-
nians of type A in [52]. All maps in the diagram are projections.
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Zd
p1 //
q

Fl(m, b;n)
p2 //
q′

X
Yd
π // Xd
Given a partition λ, let λ̂ denote the partition obtained by removing the first
d columns, i.e. λ̂i = max(λi − d, 0). If Xλ is a Schubert variety in X , then
q′(p−12 (Xλ)) is the Schubert variety in Xd defined by λ̂. It follows from Lemma 3.6
that q′∗p
∗
2(Oλ) = Obλ ∈ K(Xd). Similarly, if λ is a partition contained in the
b× (n− b) rectangle, then p2∗q
′∗(Oλ) = Oλ, where λ = (λd+1, . . . , λb) is the parti-
tion obtained by removing the top d rows of λ. We will occasionally write λ̂(d) = λ̂
and λ(d) = λ to avoid ambiguity about how many rows or columns to remove.
Theorem 6.1. Let λ be a partition with ℓ(λ) ≤ d. For any classes α1, α2 ∈ K(X)
we have
Id(Oλ, α1, α2) = χXd (Obλ(d) · q
′
∗p
∗
2(α1) · q
′
∗p
∗
2(α2)) .
Proof. If Ω ⊂ Fl(m, b;n) is any subset, then p1(q
−1(q(p−11 (Ω)))) = q
′−1(q′(Ω)). By
taking Ω to be a Schubert variety, it follows from Lemma 3.6 that p1∗q
∗q∗p
∗
1[OΩ] =
q′
∗
q′∗[OΩ]. We deduce that for arbitrary classes β1, β2 ∈ K(Fl(m, b;n)) we have
π∗(q∗p
∗
1(β1) · q∗p
∗
1(β2)) = π∗q∗(q
∗q∗p
∗
1(β1) · p
∗
1(β2)) = q
′
∗p1∗(q
∗q∗p
∗
1(β1) · p
∗
1(β2))
= q′∗(p1∗q
∗q∗p
∗
1(β1) · β2) = q
′
∗(q
′∗q′∗(β1) · β2) = q
′
∗(β1) · q
′
∗(β2) ∈ K(Xd) .
Since ℓ(λ) ≤ d, it follows by checking Schubert conditions that q(p−1(Xλ)) =
π−1(Xbλ), where p = p2p1 and the Schubert variety Xbλ lives in the Grassmannian
Xd. This implies that q∗p
∗(Oλ) = π
∗(Obλ). We deduce from Theorem 4.2 that
Id(Oλ, α1, α2) = χYd (q∗p
∗(Oλ) · q∗p
∗(α1) · q∗p
∗(α2))
= χ
Yd
(π∗(Obλ) · q∗p
∗(α1) · q∗p
∗(α2))
= χ
Xd
(Obλ · q
′
∗p
∗
2(α1) · q
′
∗p
∗
2(α2))
as required. 
Let λ̂(d) denote the result of removing the first d rows and the first d columns
from λ.
Corollary 6.2. For any partition µ contained in the m×k rectangle and any class
α ∈ K(X) we have Id(Oµ, α) = χX (Obµ(d), α).
Proof. By taking λ to be the empty partition, we obtain
Id(Oµ, α) = χXd (q
′
∗p
∗
2(Oµ) · q
′
∗p
∗
2(α)) = χXd (Obµ · q
′
∗p
∗
2(α))
= χ
Fl(m,b;n)
(q′∗(Obµ) · p
∗
2(α)) = χX (p2∗q
′∗(Obµ) · α) = χX (Obµ · α)
as claimed. 
We note that Theorem 6.1 and Corollary 6.2 have straightforward generalizations
to K-equivariant Gromov-Witten invariants, with the same proofs.
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6.2. Pieri coefficients. In the following we set Oi = 1 ∈ K(X) for i ≤ 0. For the
statement of the next lemma we need to remark that the structure constants Nν,0λ,µ
of degree zero are independent of the Grassmannian on which they are defined:
they appear in the multiplication of stable Grothendieck polynomials Gλ · Gµ =∑
Nν,0λ,µGν . In particular, these coefficients are well defined when the partitions λ,
µ, and ν are not contained in the m× k rectangle.
Lemma 6.3. Let λ be a partition contained in the m× k rectangle and 0 ≤ i ≤ m.
Then we have
Oi−d · Obλ(d) − q
′
∗p
∗
2(Oi · Oλ) =
∑
ℓ(µ)=m+1
Nµ,0i,λ Obµ(d)
in K(Xd), where the sum is over all partitions µ with exactly m + 1 rows and at
most k columns.
Proof. By using that Fl(m, b;n) is a Grassmann bundle over Xd, this is a special
case of [6, Cor. 7.4], cf. [7, §8]. Notice that Lenart’s Pieri rule (13) implies that
Nµ,0i,λ is zero whenever ℓ(µ) ≥ m+ 2. 
Corollary 6.4. Let λ be contained in the m × k rectangle, 0 ≤ i ≤ m, and α ∈
K(X). Then we have
Id(Oi,Oλ, α)− Id(Oi · Oλ, α) =
∑
ℓ(µ)=m+1
Nµ,0i,λ χX (Obµ(d) · α) .
Proof. By Theorem 6.1 and Lemma 6.3 we have
Id(Oi,Oλ, α)− Id(Oi · Oλ, α)
= χ
Xd
(Oi−d · Obλ · q
′
∗p
∗
2(α))− χXd (q
′
∗p
∗
2(Oi · Oλ) · q
′
∗p
∗
2(α))
=
∑
ℓ(µ)=m+1
Nµ,0i,λ χXd (Obµ(d) · q
′
∗p
∗
2(α)) .
Finally, the projection formula implies that χ
Xd
(Obµ(d)·q
′
∗p
∗
2(α)) = χX (Obµ(d)·α). 
Proof of Theorem 5.4. The Pieri coefficients of degree one are given by
Nν,1i,λ = I1(Oi,Oλ,O
∨
ν )−
∑
κ
Nκ,0i,λ I1(Oκ,O
∨
ν )
= I1(Oi,Oλ,O
∨
ν )− I1(Oi · Oλ,O
∨
ν )
=
∑
ℓ(µ)=m+1
Nµ,0i,λ χX (Obµ(1) · O
∨
ν ) =
k∑
j=ν1+1
N
(j,ν+1m),0
i,λ .
(18)
Here we used Cor. 6.4 and the Poincare´ duality. Notice that this implies that∑
ν
Nν,1i,λOν =
∑
ℓ(µ)=m+1
Nµ,0i,λ Obµ(1) .
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It follows that for any degree d ≥ 0 we have
Id(Oi,Oλ,O
∨
ν )− Id(Oi · Oλ,O
∨
ν ) =
∑
ℓ(µ)=m+1
Nµ,0i,λ χX (Obµ(d) · O
∨
ν )
=
∑
κ
Nκ,1i,λ χX (Obκ(d−1),O
∨
ν )
=
∑
κ
Nκ,1i,λ Id−1(Oκ,O
∨
ν ) .
This identity implies that Nν,di,λ = 0 for d ≥ 2 by induction on d.
We finally prove that the constants Nν,1i,λ of degree one are given by the signed
binomial coefficients of Theorem 5.4. Define a marked horizontal strip for the
pair (i, λ) to be a horizontal strip D of some shape µ/λ, for which |D| − i of the
non-empty rows of D are marked, excluding the bottom row. Then Lenart’s Pieri
formula (13) states that
Nµ,0i,λ =
∑
D: shape(D)=µ/λ
(−1)|D|−i
and we obtain from (18) that
(19) Nν,1i,λ =
∑
D
(−1)|D|−i
where this sum is over all marked horizontal strips D for (i, λ) of some shape
(j, ν + 1m)/λ with ν1 + 1 ≤ j ≤ k.
It turns out that the sum (19) does not change if we include only marked hori-
zontal strips D of shape (k, ν + 1m)/λ such that the top row of D is not marked.
This follows from the sign reversing involution that sends any D = (j, ν + 1m)/λ
with j < k and the top row unmarked to D′ = (j + 1, ν + 1m)/λ with the top
row marked; and which sends D′ = (j, ν + 1m)/λ with the top row marked to
D = (j − 1, ν + 1m)/λ with the top row unmarked. Note that if the top row of
(j, ν + 1m) is marked, then this row is not empty and j > ν1 + 1.
We finally notice that (k, ν+1m)/λ is a horizontal strip if and only if ν is obtained
from λ by removing a subset of the boxes in the outer rim of λ, with at least one
box removed in each of the m rows. And the i-th row of (k, ν+1m)/λ is non-empty
if and only if the (i − 1)-st row of ν contains a box from the outer rim of λ. 
7. Gromov-Witten invariants of cominuscule varieties
In this last section we generalize our formula for Grassmannian Gromov-Witten
invariants to work for all cominuscule homogeneous spaces, with the exception that
K-theoretic invariants can be computed for “small” degrees only. The computa-
tion of Gromov-Witten invariants in Theorem 4.2 extends almost verbatim to La-
grangian and maximal orthogonal Grassmannians by using a case by case analysis
as in [10]. However, we will utilize here the unified approach of Chaput, Manivel,
and Perrin [12], which makes it possible to state and prove our result in a type
independent manner.
A cominuscule variety is a homogeneous space X = G/P , where G is a simple
complex linear algebraic group and P ⊂ G is a parabolic subgroup corresponding
to a cominuscule simple root α. The latter means that when the highest root
is expressed as a linear combination of simple roots, the coefficient of α is one.
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Since P is maximal we have H2(X) ∼= Z, so the degree of a stable map to X
can be identified with a non-negative integer. The family of cominuscule varieties
include Grassmannians of type A, Lagrangian Grassmannians LG(m, 2m), maximal
orthogonal Grassmannians OG(m, 2m), quadric hypersurfaces Qn ⊂ Pn+1, as well
as two exceptional varieties called the Cayley plane and the Freudenthal variety.
All minuscule varieties are also cominuscule. We refer to [10, 12] for more details.
Given two points x, y ∈ X , we let d(x, y) denote the smallest possible degree of
a stable map f : C → X with x, y ∈ f(C). This definition of F. L. Zak [59] gives
X the structure of a metric space. Let X(d)x,y denote the union of the images of
all such stable maps f of degree d = d(x, y):
X(d)x,y =
⋃
deg(f)=d ;x,y∈f(C)
f(C) ⊂ X .
It was proved in [12] that this set is a Schubert variety in X . Write X(d) for the
abstract variety defined by X(d)x,y. Let Yd be a set parametrizing all varieties
X(d)x,y for x, y ∈ X with d(x, y) = d, and let G act on this set by translation.
For an element ω ∈ Yd we let Xω ⊂ X denote the corresponding variety. We also
set dmax = dmax(X) = max{d(x, y) | x, y ∈ X}. A root theoretic interpretation of
this number can be found in [12, Def. 3.15]. A degree d is small if d ≤ dmax. The
following statement combines Prop. 3.16, Prop. 3.17, and Fact 3.18 of [12].
Proposition 7.1 (Chaput, Manivel, Perrin). Let d ≤ dmax be a small degree.
(a) The metric d(x, y) attains all values between 0 and dmax.
(b) G acts transitively on the set of pairs (x, y) ∈ X ×X with d(x, y) = d.
(c) Let ω ∈ Yd. The stabilizer Gω ⊂ G of Xω is a parabolic subgroup of G that
acts transitively on Xω.
(d) Given a stable map f : C → X of degree d, there exists a point ω ∈ Yd such
that f(C) ⊂ Xω. If f ∈ M0,3(X, d) is a general point, then ω is uniquely
determined.
(e) Let ω ∈ Yd and let x, y, z ∈ Xω be three general points. Then there exists
a unique stable map f : C → X of degree d that sends the three marked
points to x, y, and z. Furthermore we have f(C) ⊂ Xω.
Parts (b) and (c) of this proposition imply that Yd is a homogeneous G-variety.
The idea of Chaput, Manivel, and Perrin’s construction is that the kernel-span pairs
known from the classical types are replaced by points in the variety Yd, and the
condition that an m-plane in Gr(m,n) lies between a given kernel-span pair ω is
replaced with the condition that a point of X belongs to Xω. For the cominuscule
Grassmannians of types A, C, and D, the varieties Yd and X(d) are given in the
following table; a complete list can be found in [12, Prop. 3.16].
X dmax Yd X(d)
Gr(m,n) min(m,n−m) Fl(m− d,m+ d;n) Gr(d, 2d)
LG(n, 2n) n IG(n− d, 2n) LG(d, 2d)
OG(n, 2n) ⌊n2 ⌋ OG(n− 2d, 2n) OG(2d, 4d)
Define the incidence variety Zd = {(ω, x) ∈ Yd ×X | x ∈ Xω}. It follows from
part (c) of the proposition that the diagonal action of G on this set is transitive.
Furthermore, since Xω is a Schubert variety and all Borel subgroups in G are
conjugate, one can choose ω ∈ Yd such that the Gω and P both contain a common
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Borel subgroup of G. Since this Borel subgroup will be contained in the stabilizer of
the point (ω0, P/P ) ∈ Zd, it follows that Zd is also a homogeneous space for G. We
also need the varieties Md =M0,3(X, d), Bℓd = {(ω, f) ∈ Yd ×Md | Im(f) ⊂ Xω},
and Z
(3)
d = {(ω, x1, x2, x3) ∈ Yd×X
3 | xi ∈ Xω for 1 ≤ i ≤ 3}. These spaces define
a generalization of the diagram (8), where the maps π, φ, evi, ei, p, and q are as
before defined using evaluation maps and projections. If T ⊂ G is a maximal torus,
then all of these maps are T -equivariant. Part (d) of Proposition 7.1 implies that
π is birational, and part (e) implies that φ is birational. The following theorem is
proved exactly as Theorem 4.2.
Theorem 7.2. Let d ≤ dmax be a small degree for the cominuscule variety X, and
let α1, α2, α3 ∈ K
T (X). Then
ITd (α1, α2, α3) = χ
T
Yd
(q∗p
∗(α1) · q∗p
∗(α2) · q∗p
∗(α3)) .
It would be possible to compute K-theoretic Gromov-Witten invariants of large
degrees if the following is true.
Conjecture 7.3. Let X be a cominuscule variety that is not a Grassmannian of
type A and let d > dmax. If x1, x2, x3 are general points in X, then the Gromov-
Witten variety GWd(x1, x2, x3) is rational.
In fact, if ev : Md → X
3 is the total evaluation map, then any Gromov-Witten
invariant can be written as
ITd (α1, α2, α3) = χ
T
Md
(ev∗1(α1) · ev
∗
2(α2) · ev
∗
3(α3))
= χT
X3
(e∗1(α1) · e
∗
2(α2) · e
∗
3(α3) · ev∗[OMd ])
where ei : X
3 → X is the i-th projection. If Conjecture 7.3 is true, then Theo-
rem 3.1 implies that ev∗[OMd ] = [OX3 ], and using Lemma 3.5 we obtain:
Consequence 7.4. If X and d are as in Conjecture 7.3 and α1, α2, α3 ∈ K
T (X),
then ITd (α1, α2, α3) = χ
T
X
(α1) · χ
T
X
(α2) · χ
T
X
(α3).
In particular, it would follow that ITd ([OΩ1 ], [OΩ2 ], [OΩ3 ]) = 1 for all T -stable
Schubert varieties Ω1,Ω2,Ω3 and d > dmax. As mentioned in Remark 2.4, we can
prove that the 3-point Gromov-Witten varieties for maximal orthogonal Grassman-
nians are unirational, which suffices to establish Consequences 7.4 in this case. The
cohomological invariants of arbitrary degrees are given by the following result.
Theorem 7.5. Let X be a cominuscule variety and let β1, β2, β3 ∈ H
∗
T (X). Then
ITd (β1, β2, β3) =
{∫ T
Yd
q∗p
∗(β1) · q∗p
∗(β2) · q∗p
∗(β3) if d ≤ dmax
0 otherwise.
Proof. This is true if X is a Grassmannians of type A by Theorem 4.2, and if d is
a small degree by Theorem 7.2. If X is not of type A and d > dmax, then a case by
case check shows that dim(Md) > 3 dim(X), which implies that ev∗[Md] = 0. 
Remark 7.6. Let Ω ⊂ X be a Schubert variety and set Ω˜ = q(p−1(Ω)) ⊂ Yd.
Then we have q∗p
∗([Ω]) = [Ω˜] if (a translate of) Ω is contained in the dual Schubert
variety of X(d), and otherwise q∗p
∗([Ω]) = 0. This follows from [12, (6)] together
with Lemma 3.6.
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