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Causal inference is a branch of statistics that deals with determining how responses are
a↵ected by treatments. In this dissertation, we examine two problems in causal inference un-
der the Neyman-Rubin causal model (NRCM): estimation of counterfactuals—hypothetical
unobserved responses of units under di↵erent treatment conditions—and treatment e↵ect
estimation under treatment spillover—when the treatment status of one unit a↵ects the
response of another.
First, we extend the case specific random forest (CSRF) methodology to develop mean-
weighted case specific random forests (MWCSRF) to estimate the average treatment e↵ect
for the treated (ATT). We consider a setting under which the data contains many control
and very few treated units, and covariate space for the treated units is a small subspace
of that for the control units. For example, treated units may be those that underwent an
experimental procedure and control units may be the set of units in a national database.
Our approach is as follows. First, we compute bootstrap sample weights for each treated
unit to oversample control units nearby the treated unit. Then, we average these weights
together to construct one set of “treated” sample weights. Next, we use random forests
to estimate the prognostic score—the expected control outcome given a set of covariates—
for each treated unit. Finally, we estimate the ATT by taking the average di↵erence of
the responses and the estimated prognostic scores across all treated units. We show via
a simulation study that MWCSRF performs favorably compared to the standard random
forest, causal forests, and genetic matching under both homogeneous and heterogeneous
treatment e↵ect settings, especially when the number of treated units is small. Additionally,
we demonstrate that, when parallelization is not available, MWCSRF requires significantly
less runtime than CSRF. We confirm our findings on a study on the e cacy of the National
Supported Work Demonstration. Additionally, we develop an R package for MWCSRF.
Secondly, we discuss the problem of treatment spillover in the context of Fisher’s Lady
Tasting Tea experiment. We show that, by design, Lady Tasting Tea can violate the stable
unit treatment value assumption (SUTVA), which requires the response of a unit to be
only a↵ected by the treatment status of that unit. We show that SUTVA may be violated
under this model even when, for a given cup, the Lady’s milk-first likelihood is always
higher when that cup actually receives milk first. Moreover, we show that SUTVA holds
under two conditions: one in which the Lady’s likelihood for a cup is the same regardless
of whether that cup was given milk first or tea first, and one in which the Lady always
makes perfect guesses. These results further emphasize that SUTVA cannot be classified
solely as treatment spillover problems, but can be inherent in the design of an experiment.
Additionally, this result may have implications for teaching causal inference, as it may be
preferable to introduce randomized experiments using examples that do not inherently violate
SUTVA.
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Abstract
Causal inference is a branch of statistics that deals with determining how responses are
a↵ected by treatments. In this dissertation, we examine two problems in causal inference un-
der the Neyman-Rubin causal model (NRCM): estimation of counterfactuals—hypothetical
unobserved responses of units under di↵erent treatment conditions—and treatment e↵ect
estimation under treatment spillover—when the treatment status of one unit a↵ects the
response of another.
First, we extend the case specific random forest (CSRF) methodology to develop mean-
weighted case specific random forests (MWCSRF) to estimate the average treatment e↵ect
for the treated (ATT). We consider a setting under which the data contains many control
and very few treated units, and covariate space for the treated units is a small subspace
of that for the control units. For example, treated units may be those that underwent an
experimental procedure and control units may be the set of units in a national database.
Our approach is as follows. First, we compute bootstrap sample weights for each treated
unit to oversample control units nearby the treated unit. Then, we average these weights
together to construct one set of “treated” sample weights. Next, we use random forests
to estimate the prognostic score—the expected control outcome given a set of covariates—
for each treated unit. Finally, we estimate the ATT by taking the average di↵erence of
the responses and the estimated prognostic scores across all treated units. We show via
a simulation study that MWCSRF performs favorably compared to the standard random
forest, causal forests, and genetic matching under both homogeneous and heterogeneous
treatment e↵ect settings, especially when the number of treated units is small. Additionally,
we demonstrate that, when parallelization is not available, MWCSRF requires significantly
less runtime than CSRF. We confirm our findings on a study on the e cacy of the National
Supported Work Demonstration. Additionally, we develop an R package for MWCSRF.
Secondly, we discuss the problem of treatment spillover in the context of Fisher’s Lady
Tasting Tea experiment. We show that, by design, Lady Tasting Tea can violate the stable
unit treatment value assumption (SUTVA), which requires the response of a unit to be
only a↵ected by the treatment status of that unit. We show that SUTVA may be violated
under this model even when, for a given cup, the Lady’s milk-first likelihood is always
higher when that cup actually receives milk first. Moreover, we show that SUTVA holds
under two conditions: one in which the Lady’s likelihood for a cup is the same regardless
of whether that cup was given milk first or tea first, and one in which the Lady always
makes perfect guesses. These results further emphasize that SUTVA cannot be classified
solely as treatment spillover problems, but can be inherent in the design of an experiment.
Additionally, this result may have implications for teaching causal inference, as it may be
preferable to introduce randomized experiments using examples that do not inherently violate
SUTVA.
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According to Hill and Stuart (2015), causal inference is an intellectual discipline that con-
siders the assumptions, study designs, and estimation strategies that allow researchers to
draw causal conclusions based on data. Thus, causal inference can simply be referred to as
the study of the impact of treatments on response. One factor that a↵ects the meaningful
interpretation of causal relationships is the presence of confounding variables. Confounders
are covariates that are related to both the treatment exposure (i.e. risk factor, intervention,
or treatment) and the outcome. Bias in treatment e↵ect estimates may occur when there are
di↵erences in the distribution of the confounders between exposed and unexposed units, and
these di↵erences are not accurately incorporated in the estimates (MacMahon et al., 1981).
Randomized experiments are the gold standard for performing causal inference. In par-
ticular, randomization insures that the allocation of confounders is independent (asymptot-
ically) of the treatment status. The probabilities associated with each unit (Rosenbaum
and Rubin, 1983)—known from the design of the experiment—are all that are required to
achieve unbiased average treatment e↵ect estimates. However, most data are generated
through observational studies, in which treatment is not randomized to units, and hence,
such independence between treatment and confounders cannot be guaranteed. The prob-
lem of confounding e↵ect in observational studies is often addressed by statistical matching,
1
stratification models, or multivariate techniques.
Two problems often studied in causal inference are the treatment interference and use
of modern machine learning methods to estimate the causal e↵ects. Interference occurs
when the treatment received by an individual may a↵ect the outcomes of other individuals.
This incident of interference often occurs in settings in which the outcomes of the various
individuals are obtained through social interaction (Manski, 2000). Random forest machine
learning techniques, such as standard random forests, case-specific random forests (CSRF),
causal forests, generalized random forests, etc are gaining popularity in the causal inference
domain for estimating treatment e↵ect.
Our work on machine learning methods is focused on settings with many control units
and very few treated units to e ciently estimate the average treatment e↵ect for the treated
(ATT). Often the treated units are condensed in one area of the covariate space. Typically,
the comparison group (control group) is formed from a nonexperimental national database
and the treated units originate from the design experiment. A notable example of this in
the literature is that of LaLonde (1986), which compared the experimental estimate of the
e cacy of National Supported Work Demonstration (NSW) to that using nonexperimental
data from a national database to form the comparison group. We propose mean-weighted
case-specific random forests (MWCSRF), a version of the random forest that replaces the
bootstrap samples with mean weighted bootstrap samples to estimate the treatment e↵ect,
to estimate treatment e↵ects.
1.1 Neyman Rubin Causal Model
The use of Neyman-Rubin causal model framework has received attention across many fields
such as statistics, economics, political science,medicine, and so on. Some of the works
done in this fields include statistics (Holland, 1986; Rosenbaum, 2002, 2005; Rubin, 1974b,
2006), economics (Abadie and Imbens, 2006; Dehejia and Wahba, 2002; Heckman, 2008),
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political science (Brady, 2002; Rathbun, 2008; Sekhon, 2008), and medicine (Brady, 2002;
Christakis and Iwashyna, 2003; Rubin, 1997). The origin of the model framework can be
traced to Neyman (1923(1990)) and his nonparametric model for finite number of treatments
where there exists two potential outcomes for each unit, one if the unit receive treatment and
the other if is control. Thus, a causal e↵ect is the di↵erence between two potential outcomes,
but only one potential outcome is actually observed.
Now, suppose there are two treatment regimes: treatment and control, and let t = 1 and
t = 0 denote these respectively. Let Ti be the treatment indicator: Ti = 1 if unit i received
the treatment and Ti = 0 if unit i received the control. Let Yi1 denote the potential outcome
if unit i receives the treatment and Yi0 be the potential outcome for unit i in the control
regime. Then the treatment e↵ect for observation i is defined as
⌧i = Yi1 − Yi0 (1.1)









(Yi1 − Yi0), (1.2)
where n is the number of units in a finite population.
Since only one potential outcome is only truly observed and not both, the unobserved
potential outcome is often referred to as counterfactual. Thus, the observed outcome for the
observation i can be modeled by Neyman-Rubin Causal Model (NRCM) as
Yi = Yi1Ti + Yi0(1 − Ti), (1.3)
where the potential outcomes Yi1 and Yi0 are fixed quantities and not random. This model
does not make any explicit distributional assumption. To mitigate the missing data problem,
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we consider the average treatment e↵ect(ATE) instead of the unit treatment e↵ect:
⌧ = E(Yi1 − Yi0) (1.4)
Equation 1.4 implies that we can obtain the ATE using the observed response for di↵erent
units. To illustrate the use of equation 1.4 to find the ATE, let’s consider n = 6. The ATE








[(Y11 − Y10) + (Y21 − Y20) + ⋅ ⋅ ⋅ + (Y61 − Y60)]
= 1
6
[(Y11 + Y21 + ⋅ ⋅ ⋅ + Y61) − (Y10 + Y20 + ⋅ ⋅ ⋅ + Y60)]
(1.5)
Table 1.1: A summary showing the di↵erence between a unit’s potential outcome under
treatment and control ⌧i is not estimable since a unit can receive only one treatment condition
(treatment or control), but the average treatment e↵ect ⌧ is estimable.   represent unobserve
potential outcomes.
Potential Outcome Observed
Unit(i) Treat Control ⌧i Ti Yi ⌧i
1 Y11 Y10 Y11 − Y10 1 Y11 Y11-  
2 Y21 Y20 Y21 − Y20 1 Y21 Y21-  
3 Y31 Y30 Y31 − Y30 1 Y31 Y31-  
4 Y41 Y40 Y41 − Y40 0 Y40   - Y40
5 Y51 Y50 Y51 − Y50 0 Y50   - Y50
6 Y61 Y60 Y61 − Y60 0 Y60   - Y60
ATE ⌧ = 16[(Y11 − Y10) + ⋅ ⋅ ⋅ + (Y61 − Y60)] ⌧̂ = 13[(Y11 + Y21 + Y31) − (Y40 + Y50 + Y60)]
1.2 Assumptions
The potential outcomes under treatment and control cannot be observed simultaneously in
causal inference. Thus, we cannot make progress in causal inference without assumptions.
Notable among the assumptions is the stable unit treatment value assumption (SUTVA),
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which is implicit in the Neyman-Rubin potential outcomes model Cox (1958); Rubin (1980).
Assumption 1.2.1. Stable unit value treatment assumption (SUTVA). SUTVA states that
the potential outcomes for any unit do not vary with the treatments assigned to any other
units, and there are no di↵erent versions of the treatment Rubin (1986).
This assumption ensures that, irrespective of how a unit received treatment, the outcome
Yi will be Yit or Yic. This further implies that the experimental design has no influence on
the potential outcomes or the causal e↵ect. This assumption also indicates that there is
no interference between units; this can be seen in the Neyman-Rubin model (1.3) since
the outcome of a unit is related to only its own treatment indicator. In causal inference,
SUTVA ensures that (1) there exists as many potential outcomes as the number of value the
treatment can take on, and (2) under SUTVA we can observe at least one potential outcomes
for each unit.
The no interference part of this assumption is a di cult condition to attain even in a
randomized design experiment. Since randomized experiment units are likely to interact with
each other, randomization alone cannot ensure the realization of this part of the assumption.
In observational studies, covariates X are often correlated with response. Hence, under
these settings, when estimating treatment e↵ects, the following two assumptions are required.
Assumption 1.2.2. (Ignorability). Conditional on the covariates X, treatment assignment
is independent of potential outcomes:
P (Ti￿Yi1, Yi0,X) = P (Ti￿Yi,X). (1.6)
Assumption 1.2.3. (Common support). For all values of observable covariates X, each
unit has some probability of getting treatment or control:
0 < P (Ti￿X =X) < 1. (1.7)
5
The common support and ignorability assumptions together constitute strong ignorability
or unconfoundedness. These assumptions guarantee the creation of comparable groups and
estimate the ATE unbiasedly. This is shown below:





The first equality holds as a result of common support and the second from ignorability.
1.3 Random Forest (RF)
Random forest is a nonparametric machine learning technique for classification and regres-
sion prediction problems which was first introduced by Breiman (2001). Random forest
has become popular machine learning methodology in the literature due to its prediction
e ciency and flexibility of being combined with other methods such as quantile regression
forest (Meinshausen, 2006), generalized random forests (GRF) (Athey et al., 2019), random
survival forests (Ishwaran et al., 2008), case specific random forests (CSRF) (Xu et al., 2016),
and orthogonal random forests (Oprescu et al., 2018).
The standard random forest methodology fits a decision tree to di↵erent bootstrap sam-
ples. During the tree growing process, a random sample of m < p predictors are considered
in each step which lead to di↵erent trees from each sample and predictions from each tree
are then averaged. We illustrate the method with a succinct description of random forest
that fits a model for predicting a regression type problem for continuous or binary response
Y and a set of predictors X, where X is p-dimensional. Consider the training data set
D = {Di = (Xi, Yi), i = 1,2, ...N∗} which consists of N∗ cases. We used these N∗ cases to
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develop a model for predicting response at a particular vector X0 of predictors.
The algorithm for random forest for regression type problem is given below :
1. For j = 1, ....,B, draw independent and uniform bootstrap samples D∗ = {D∗i = i =
1,2, ...N∗} of size N∗ from the training data set.
2. Grow regression and classification trees Rj and Cj respectively to the bootstrapped
data set D∗ in a single node K by recursively repeating the steps below until minimum
pre-specified nodesize = w is obtained, where nodesize is the minimum number of
observations in the terminal node.
i. Select mtry predictors at random from all the p predictors and split on the best
predictor variable.
ii. Split the nodes into two subnodes K1 and K2. For regression choose among all




i − Ȳb)2, (1.9)
where b=1,2 and Ȳb is the mean response of the training observations within the
subnode b.
For classification, select the split that minimizes the Gini Impurity/Index
G = B￿
b=1
p̂mb(1 − p̂mb), (1.10)
where G is the measure of total variance across the B classes, and p̂mb is the
proportion of training observations in the mth region that are from the bth class.
3. Output the trees {Rj}B1 and {Cj}B1 to form a random forest for regression and classi-
fication respectively.
7
To make prediction at a given independent variable X0 for continuous response variable,






Likewise, to obtain prediction for X0 for a categorical response variable, we first obtain
the class prediction of the jth tree Ĉj(X0) and then obtain the majority vote for
Ĉj(X0) =majority votes{Ĉj(X0)}B1 . (1.12)
The concept of a majority vote is such that each random forest predicts a di↵erent outcome
for the same test feature. Then, taken each expected outcome into account, votes will be
calculated. Thus, the majority vote for a random forest classifier is the final class label that
the classification models predict most frequently. This process is repeated using the same
trees to obtain predictions at di↵erent values of independent variables.
Also, note that for classification, other split rules such as classification error rate and
cross-entropy can also be considered to evaluate the quality of the split during tree construc-
tion. The classification error rate is a particularly desired split rule if the aim is prediction
accuracy.
1.4 Extensions to random forests
Since its introduction by Breiman (2001), random forest have seen some tweaks to the
main driving parameters that a↵ect accuracy of the original algorithm in the literature.
These parameters are the number of trees grown (ntree), the number of variables randomly
sampled as possible variables at each split (mtry), the minimum number of observations in
the terminal node (nodsize), and the bootstrap samples (D* ) for tree construction.
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1.4.1 Adjustments on sampling units
The adjustment on sampling units in the random forest algorithm is a strategy in sampling
the units for tree construction to improve performance. A notable approach found in the
literature is Dynamic Random Forest (DRF). DRF by Bernard et al. (2012) is an extension
made to the random forest methodology in the literature. This method constructs the trees
in the forest adaptively. According to Bernard et al. (2012), the main idea is to guide the tree
induction so that each tree will complement the existing trees in the ensemble as much as
possible. This is done here by resampling the training data, inspired by boosting algorithms
and combined with other randomization processes used in traditional RF methods. This
procedure resampled the training sample by first randomly sampling N training observation
with replacement(bagging) and then reweight the data (boosting) or using the adaptive
resampling procedure employed in boosting. They concluded their method improve in terms
of accuracy compared to standard random forest(RF) methodology.
The case specific random forest (CSRF) is a version of random forest introduced by Xu
et al. (2016) that grows decisions trees particular to a test case. The standard random forest
described in Section 1.3 makes all predictions from the same set of trees, but CSRF is built
specifically for a conditional value of the covariates, say X0, where prediction is desired.
The construction of CSRF is essentially the same steps outlined in Section 1.3, but the step
1 in the RF algorithm is replaced with weighted bootstrap samples. In this setting, the
training data cases closer to X0 are allocated higher weights than those farther from X0.
The significant step here is constructing a proximity measure on the subset of predictors
associated with the response.
1.4.2 Tuning parameters: nodesize, mtry, and B
Tuning parameters which are the main drivers of the random forest algorithm, have not been
widely investigated in the literature. The default values of these parameters in the random
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forest package R (randomForest) by Liaw and Wiener (2002) are based on the original
Fortran code by Breiman and Cutler (2002) original Fortran code has not been extensively
scrutinized by researchers. For classification and regression problems, the default value for
B (tree) is 500, but mtry and nodesize have di↵erent values for classification and regression.
For classification problems, the default value for mtry is
￿(p) and nodesize is 1 and for
regression, mtry is p/3, and nodesize is 5, where p is the number of predictor variables.
Work focusing on these parameters include that by Dı́az-Uriarte and De Andres (2006),
Huang et al. (2008), and Genuer et al. (2010). A more significant number of B decreases the
forest’s variance, and more accurate predictions are possible to obtain. Notably, choosing
a larger B does not result in overfitting problems. However, a more significant number of
B results in computational burden because computations may not be accomplished in a
reasonable amount of time. Thus, Dı́az-Uriarte and De Andres (2006) noted the choice of
B is irrelevant provided it is large enough. Dı́az-Uriarte and De Andres (2006) make this
observation in a prediction problem involving microarray data sets, where the objective is to
classify patients according to their genetic profiles. Dı́az-Uriarte and De Andres (2006) also
argued that setting the nodesize to 1 or 5 does not have any profound e↵ect on out-of-bag
(OOB) error and the relationship between the out-of-bag(OOB) error and mtry. Thus, the
default nodesize=1 should be a good choice. The influence of mtry on the performance of the
random forest method is also extensively investigated by Dı́az-Uriarte and De Andres (2006).
They establish that mtry does not significantly impact the performance of the method,
though, in some cases, increasing mtry results in a minimal decrease in error rate, and
decreasing mtry often increases error rate. This observation was made specific to simulation
with very few relevant genes. However, Genuer et al. (2010) concluded that the default
value of mtry is either perfect or too small. Hence, a conventional approach may be to pick
mtry as large as p.
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1.4.3 Splitting rule
The splitting rules used in the random forest algorithm by Breiman (2001) are sum of squares
error(SSE) and Gini impurity/index for regression and classification problems respectively
when constructing the trees in the forest. The ranger package R by Wright and Ziegler
(2017), which performs random forest for classification and regression, incorporate the same
splitting rules as in random forest but has di↵erent splitting rule for survival forest called
logrank.
The e↵ect of these splitting rules on random forest has been extensively investigated
in the literature by Ishwaran (2015) for regression and classification problems. They have
also introduced a hybrid method that utilizes random split-point called unweighted variance.
They observed that the sum of squares error(SSE) and Gini impurity/index splitting rules
have end-cut preference (ECP) property (Breiman et al., 1984; Morgan and Messenger, 1973).
This property generally favors splits that occurs near the edge of noisy or non-informative
variables (Breiman et al., 1984). Although the ECP property has mostly been considered
as unfavorable property for a splitting rule, Ishwaran (2015) claims that the ECP property
is beneficial even when considering a split on an influential variable, when this important
variable is in a region of space with poor signal. Ishwaran (2015) also emphases that the
ECP property ensures that a split on a noisy variable occurs near the edge.
The use of Hellinger distance (HD) splitting rule for binary response (positive, negative)
has been investigated in the literature by Aler et al. (2020). They claim HD is more suitable
splitting rule for imbalance classification problems compare with Gini index. The extratrees
is a splitting rule for growing extremely randomized trees (Geurts et al., 2006). For this
splitting rule, the number of random splits are considered for each variable selected for
splitting.
The maximally selected rank statistics (maxstat) splitting rule has been implemented in
the literature by Wright et al. (2017). This splitting rule splits nodes in two steps (Wright
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et al., 2017). In the first step, maximally selected rank statistics are computed for each
covariate, and the split point with the maximal standardized test statistic is selected. This
is achieved by selecting the candidate covariate with the smallest p-value under the null
hypothesis of no association between the split point and the covariate. If the adjusted p-
value is not less than the pre-specified level of significance ↵, no split is performed. Thus,
the optimal split is the split point corresponding to the maximally selected rank statistics in
the initial step.
Another splitting rule implemented in the literature is the beta distribution by Weinhold
et al. (2019) to model bounded outcomes. In this approach, the likelihood function of the
beta distribution is used to select the split during the tree construction (Weinhold et al.,
2019). During the tree construction, a combination of predictor variable and split point
that maximizes the likelihood function of the beta distribution, with parameter estimates
obtained from the nodes of currently built tree.
The log-rank test splitting rule has been implemented in the literature by Nasejje et al.
(2017). For this splitting rule, at each node, a randomly selected
√
p among p predictors
are selected as candidate variables for splitting the node into two subnodes. The log-rank
statistic is computed at a node for the subnodes formed by all possible splits on all covariates
used for splitting at that node (Nasejje et al., 2017). The covariate with the largest significant
log-rank statistic computed from one of the subnode created by the split is chosen. The node
is then partition into two subnodes based on the values of the covariates obtained from the
split with the largest log-rank statistic.
1.4.4 Estimation using classification or regression trees
The quantile regression forest (Meinshausen, 2006) is another extension made to the Breiman
(2001) random forest in the literature for estimating conditional quantiles (conditional me-
dian or other quantiles), especially in high dimensional settings. The quantile regression
forest package (quantregForest) is based on the standard random forest package. Through
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numerical examples, they concluded that the algorithm compares favorably in terms of pre-
dictive power.
The weighted random forest(WRF) proposed by Winham et al. (2013) is an extension
of the random forest (RF) to improve predictive performance. Their method focuses on
weighting trees to improve predictive performance. They train on three-fourth of the origi-
nal samples, and thus, each tree contains approximately half of the entire sample as in-bag
to construct the trees and one-fourth was out-of-bag (OOB) used to evaluate the tree perfor-
mance and calculate tree weights. Their approach incorporates tree-level weights to produce
more accurate trees in prediction and calculation of variable importance (Winham et al.,
2013). They found through simulation and a real data study that their method modestly
improves RF, but the e↵ect is only noticeable in high dimensional settings and when e↵ect
sizes are larger than what is realistic in genetics of complex disease. They concluded the
WRF method is unlikely to result in the improvement of identifying important features in
high dimensional genetic data but may be relevant in situations with larger e↵ect sizes.
1.4.5 Other extensions to random forests
Also in the literature is the extension of the random forest to survival analysis called ran-
dom survival forest (RSF) (Ishwaran et al., 2008). Often, survival data are analyzed using
parametric methods such as Cox proportional hazards regression or the Kaplan-Meier esti-
mator (Collett, 2015). These methods fail to capture the nonlinear e↵ects and rely on some
restrictive assumptions. Thus, to overcome this challenge, a nonparametric approach is pro-
posed by Ishwaran et al. (2008) known as RSF. Their method di↵ers from Breiman (2001) in
that the sampling mechanism and the splitting rule are altered. While the default sampling
scheme for Breiman (2001) is sampling with replacement, for RSF, the sampling mechanism
is with or without replacement, but the default is without replacement. The splitting rule
for their method is that the candidate variable that maximizes the survival di↵erence. This
is achieved by searching through all possible variables X and split values c, and selecting
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the X∗ and c∗ that maximize the survival di↵erence (Ishwaran et al., 2008). They conclude
that their method improves prediction.
Clustering forest (CF) (Yan et al., 2013) is motivated by the original work by Breiman
(2001) random forest in the context of unsupervised classification learning. CF randomly
searches a high-dimensional data cloud to obtain a good local clustering and then aggregates
via spectral clustering to obtain cluster assignments for the whole data set. The search for
good local clustering is guided by a cluster quality measure and progressively improves each
local clustering in a fashion that resembles the tree growth in a random forest.
1.5 Case Specific Random Forest (CSRF)
The case specific random forest (CSRF) is a version of random forest introduced by Xu et al.
(2016) that grows decision trees specific to a test case. The standard random forest described
in Section 1.3 makes all predictions from the same set of trees but CSRF is built specific for
a conditional value of the covariates, say X0, where prediction is desired. The construction
of CSRF is essentially the same steps outlined in Section 1.3, but Step 1 in the RF algorithm
is replaced with weighted bootstrap samples. In this setting, the training data cases that
are closer to X0 are allocated higher weights than those farther from X0. The significant
step here is constructing a proximity measure on the subset of predictors associated with the
response. Xu et al. (2016) used an initial bootstrap aggregation (bagging) of trees (Breiman,
2001) to construct the measure of proximity and the corresponding resampling probability
weights.
The algorithm for CSRF replacing the Step 1 in the algorithm from Section 1.3 is given
below:
1. Grow B decision trees following the RF algorithm in Section 1.3 with mtry = p and
nodesize = w. Note that this RF reduces to bagging since mtry = p.
2. Define the training case Di = (Xi, Yi) and let Ei be the number of B trees that contain
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both X0 and Xi in the same terminal node.






Note that (Z1, Z2..., ZN∗) defines a probability distribution on the observations in D (the
training data set). The nodesize w determines how far apart the weights Zi are ordered on
the training observations D = {D1,D2, ...,DN∗}.
Smaller values of w results in concentrating weights on training observations that are
closer to X0 whiles larger values of w produce nonzero weights on more observations among
the training observations since there are more observations in the terminal nodes of each
tree. CSRF reduces to RF when the nodesize is larger than the the size of the training data
set N∗ because uniform weights will be generated.
1.6 Using random forests in causal inference
There have been a few proposed methods for estimating causal quantities using random
forests. One approach is by adjusting the entire random forest framework to specifically
estimate causal quantities. Another approach involves directly estimating counterfactuals.
1.6.1 Causal Forest
The estimation of heterogeneous treatment e↵ects using random forests has been studied
extensively in the causal inference literature by Wager and Athey (2018). Their forest-based
method known as causal forest is made up of causal trees that estimate treatment e↵ect at the
leave of the trees. The method is composed of two distinct algorithms that estimate causal
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e↵ect based on regression and classification which are double-sample trees and propensity
trees. The honesty assumption ensures that, for each training sample, the response is only
used to estimate the within-leaf treatment e↵ect or decide where to place the split, but not
both. This is intrinsically the foundational assumption of their method, and ensures, under
certain conditions, an unbiased estimate of the treatment e↵ect.
For double-sample trees, the honesty assumption is attained by partitioning its training
subsample into two of the same size and using one to place the splits and the other for within-
leaf treatment estimation. Their second algorithm for constructing honest trees used the
treatment assignment (control and treated units) to train classification trees and disregard
the response for splitting and used the response for estimating treatment e↵ect. Thus, both
treatment and control outcomes were used to estimate the treatment e↵ect.
Additionally, Athey and Wager (2019) implemented causal forests using estimated
propensity scores to estimate treatment e↵ects in datasets containing clustering errors.
For this approach, they fit two separate regression forests and estimated expected outcome
marginalizing over treatment and propensity scores. Out-of-bag predictions were made with
the two forests and used them to grow causal forests. In their final implementation strategy,
they started by training initial random forest on all features and then train on only those
features in the first step with convincing number of splits which enables the forest to make
adequate splits on most important features.
1.6.2 Estimation of counterfactuals
The outcome in causal inference can be observed only under one, and not both, treatment
conditions. If an individual i is assigned to treatment t, then Yic cannot be observed and
likewise if individual i is assigned to treatment c, then Yit cannot be observed. The response
of individual i under the treatment condition it does not receive is known as the counterfac-
tual. Since counterfactuals are not observed, they have to be estimated in causal inference
settings. However, the estimation of counterfactuals present many di culties, especially in
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observational studies. Some approaches for estimating the counterfactuals were presented in
the literature.
Lu et al. (2018) use random forests to estimate the individual treatment e↵ect by directly
modeling the response in counterfactual framework. They make two extensions to the virtual
twins approach (Foster et al., 2011) which is an extension of random forest. These extensions
are counterfactual random forest and counterfactual synthetic random forest. Virtual twins
approach first uses random forest to produce individual predictions of outcomes under both
treatment conditions for each trial participant by estimating the counterfactual treatment
outcome (Lu et al., 2018). The counterfactual RF fits a separate forest to each treatment
group CF1 and CF0. The counterfactual individual treatment e↵ect are estimated by running
each data point through its natural forest as well as its counterfactual forest. For the
counterfactual synthetic forest, they replace Breiman RF regression with synthetic forest
regression (Ishwaran and Malley, 2014) but fit separate synthetic forest to each treatment
group synCF1 and synCF0. The counterfactual individual treatment e↵ect are estimated as
done in counterfactual RF.
Another strategy for estimating counterfactuals in the literature is shown in the LOOP
Estimator (Wu and Gagnon-Bartsch, 2018). They impute the counterfactuals (potential
outcomes) using decision trees and random forests. For the decision tree approach, given
a single decision tree, they assign each observation i to a group which is accomplished
by applying the decision tree to observation i’s covariates. The potential outcome for the
treated ti for each i is imputed by utilizing the average observed outcome of the treated
units within the same group without observation i (Wu and Gagnon-Bartsch, 2018). The
potential outcome for the control units ci is estimated in a similar fashion.
For the random forest approach, two random forest were fitted each to the treated units
and the control units. Out-of-bag predictions for the i observation were made using trees
that do not contain observation i. The counterfactuals(potential outcomes) were imputed
using the out-of-bag predictions i (Wu and Gagnon-Bartsch, 2018).
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1.7 Organization of dissertation
We have so far explored essential assumptions and theories relevant for estimating the average
treatment e↵ect for the treated (ATT) in settings with few treated units and large number
of control units. We have extensively delve into the random forest and its extensions related
to our proposed mean-weighted case specific random forest (MWCSRF). Chapter 2 presents
our proposed mean-weighted case-specific random forest (MWCSRF) method for estimating
the average treatment e↵ect for the treated(ATT). Using simulated data and the National
Supported Work Demonstration (NSW) dataset, and also the population Survey of Income
Dynamics (PSID) and the Current Population Survey(CPS) (LaLonde, 1986), we compare
our ATT estimate using our MWCSRF method to the standard random forest (RF) method
and causal forest. Chapter 3 highlight the implementation of mean-weighted case specific
random forest (MWCSRF) with R package and a guide on how to use it. Chapter 4 com-
prehensively demonstrated when the underlining SUTVA assumption of the Neyman-Rubin
model would or will not hold. We established this using Fisher’s lady-tasting tea randomized




Mean-weighted case specific random
forests for estimating causal e↵ects
2.1 Introduction
In this chapter, we focus attention on settings with many control units and very few treated
units with the goal of e ciently estimating the average treatment e↵ect for the treated
(ATT). Typically, we are able to manipulate the control units from a nonexperimental data
source but treated units originate from di↵erent data source such as national database.
Machine learning techniques have substantially grown in popularity for estimating causal
estimands. Contributing to the literature, Künzel et al. (2018) use deep neural network
for Conditional Average Treatment E↵ect (CATE) estimation. Outcome-adaptive LASSO
has been suggested for selecting important covariates for propensity score models to explain
confounding bias and preserve statistical e ciency (Shortreed and Ertefaie, 2017). Liu and
Yang (2018) propose penalized regression adjusted (elastic net, adaptive LASSO, and Ridge
regression) for estimating Average Causal E↵ect (ACE) in random experiments with many
pre-experiment covariates. Hill (2011) recommend the use of Bayesian Additive Regression
Trees(BART) to identify the causal e↵ects in nonexperimental situations.
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Random forests in particular have been one of the popular machine learning methods
used in the literature for causal inference. Athey and Wager (2019) used causal forest to
study the heterogeneous treatment e↵ect estimation in observational studies using propensity
scores. Suk et al. (2019) also used causal forests in estimating treatment e↵ects in clustered
or multilevel observational data using multilevel propensity score matching.
Case specific random forest (CSRF) is a type of random forest introduced by Xu et al.
(2016). For this method, di↵erent random forests are constructed specific to di↵erent test
case. This method uses the weighted bootstrap resamples to construct trees and assign larger
weights to training cases that are nearest to the test case of interest.
We propose an extension to CSRF called mean-weighted case specific random forest
(MWCSRF) to estimate causal quantities under the Neyman-Rubin Causal Model (Splawa-
Neyman et al., 1990). Our method follows the same idea of Case Specific Random Forest
(CSRF) but weighted-mean bootstrap resamples are use to construct trees. Our method aims
to excel in settings with many control units and few treated units, and with the covariate
space of the treated units comprising a small subspace of the control units.
In section 2, we discuss causal inference and some estimands that relate to homogeneous
and heterogeneous setting. We describe in details the Mean Weight Case Specific Random
Forest (MWCSRF) in section 3. We present simulation results to illustrate our propose
method in relation to homogeneous and heterogeneous settings in section 4. In section 5, we
also present results on real data set to demonstrate our method. We conclude in section 6.
Remark: Synthetic control (SC) methods may also be useful in the setting where the
goal is to estimate the causal e↵ects given a large number of control units but very few treated
units. SC uses the control group to construct counterfactuals of the treated group—estimates
of the treated units if the treatment had not been applied. Thus, the counterfactual of the
treated group would be predicted by the control group in addition to other possible covariates
in the control group. This method was first introduced by Abadie and Gardeazabal (2003) to
learn the causal e↵ect of treatment that a↵ects a single aggregate unit that is observed during
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pre-and-post-treatment periods. They use the SC method to study the e↵ect of terrorism in
the Basque Country on its GDP per capita income. They use other regions in Spain where
terrorism does not occur but their GDP was observed before and after the terrorist activities
in Basque Country and use them to form the control group.
2.1.1 Motivating Data Example: The National Supported Work
Demonstration
To demonstrate the MWCSRF methology, we consider the National Supported Work Demon-
stration (NSW) dataset which was a temporary employment program designed to assist
disadvantaged workers lacking basic job skills move into the labor market by giving them
work experience and counseling in a sheltered environment. This program was operated
by Manpower Demonstration Research Corporation (MDRC) in the mid-1970s in ten sites
across the United States which lasted for 9–18 months depending on the site and target
group. Of note, assessment of the e cacy of the program was originally performed using a
randomized experiment—eligible individuals were randomly assigned to participate in the
program (Kemper and Long, 1981; Kemper et al., 1981).
LaLonde (1986) used this dataset to determine whether econometric methods using non-
randomized studies can replicate results from an experiment. Specifically, LaLonde (1986)
used nonexperimental data from a large national survey to collect non-random control units
(comparison group) which have similar characteristics as those treated units from the train-
ing program. The control units (comparison group) were obtained from Panel Study of
Income Dynamics (PSID) and Westat’s Matched Current Population Survey - Social Secu-
rity Administration File (CPS-SSA). Using linear regression, LaLonde (1986) was unable to
replicate the experimental benchmarks.
This dataset has been further analyzed by Dehejia and Wahba (1999), who used propen-
sity score matching, and Smith and Todd (2005), who used cross-sectional and longitudinal
propensity score matching method. Notably, the ability for methods to replicate the exper-
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imental benchmark varied substantially depending on the method used to analyze the data.
A significant reason for this variability is due to di↵ering distribution of the covariates under
treated and control groups. Generally, the covariate space of the treated units is a small
subspace of that of the control units.
2.2 Preliminaries
2.2.1 Overview of Causal Inference
Suppose there are N units, numbered 1 through N . Each unit has a response Yi and a p-
dimensional covariate Xi = (Xi1,Xi2, . . . ,Xip). We denote Nt to be total number of treated
units, and Nc to be total number of control units.
The framework for causal inference that we employ in this paper is the Neyman-Rubin
causal model (NRCM) of response (Holland, 1986; Rubin, 1974a; Splawa-Neyman et al.,
1990):
Yi = Yi1Ti + Yi0(1 − Ti) (2.1)
where Yi1 is the potential outcome for unit i if the unit receives treatment, Yi0 is the potential
outcome for unit i in the control regime, and Ti is the treatment indicator variable. The
potential outcome of unit i given treatment condition t, denoted Yit, is the hypothetical
outcome of that unit had that unit received treatment t. The treatment e↵ect for unit i is
⌧i = Yi1 − Yi0. Since we cannot observe both outcomes at the same time, causal inference
is largely referred to in the literature as a missing data problem. Finally, NRCM assumes
the stable unit treatment value assumption (SUTVA) which is a foundational assumption
in causal inference which assumes that every unit has two potential outcomes, one under
treatment and under control, and the observed outcome depends only on the treatment
received by that unit.
Consider an experiment testing the e cacy of a blood pressure medication on blood
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pressure after one month of exposure to the drug. The causal e↵ect for an individual i
would be di↵erence in the systolic blood pressures in the presence and in the absence of the
drug (Hill and Stuart, 2015). Note that both outcomes cannot be observed at the same time.
For this example, we have
Ti =
￿￿￿￿￿￿￿￿￿￿￿
1, if patient i receives the drug,
0, if patient i does not receive the drug.
(2.2)
Then, in context of (2.1), Yi1 is the systolic blood pressure that would be measured for unit
i during the exposure to the drug and Yi0 is systolic blood pressure measured during the
same time for unit i in absence of exposure to the drug. The treatment e↵ect for patient i
is ⌧i = Yi1 − Yi0.
In causal inference there are two distinct sources of data: randomized experiments and
observational studies. We first consider randomized experiments. In this type of study, both
treatment and control groups are obtained from the same population. Thus, in the context of
the blood pressure example, both subjects who received the drug (treatment group) and those
who did not receive the drug (control group) would be obtained from the same population.
Hence, the average treatment e↵ect (ATE) for taken the drug is ⌧ = E[Yi1 − Yi0]. Since
randomization implies that (Yi1, Yi0 ￿ Ti) (where ￿ denotes independence) (Dawid, 1979),
we have for t ∈ {0,1} that
E(Yit￿Ti = 1) = E(Yit￿Ti = 0) = E(Yi￿Ti = t) (2.3)
and
⌧ = E(Yit￿Ti = 1) −E(Yit￿Ti = 0)
= E(Yi￿Ti = 1) −E(Yi￿Ti = 0).
(2.4)
Thus, the ATE can be directly estimated using all available treated and control observations.
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However, for observational studies, we cannot estimate the average treatment e↵ect in
the same since the treatment and control groups are drawn from di↵erent populations. For
our blood pressure example, the treatment group is the population who received the drug,
but the control group (comparison group) would be obtained from some di↵erent population.
Thus, the treatment e↵ect under this setting would be the average treatment e↵ect for the
treated (ATT) population. This is the quantity
⌧ ￿T = 1 = E(Yi1￿Ti = 1) −E(Yi0￿Ti = 1) (2.5)
which cannot be directly estimated since we do not observed Yi0 for the treated. We can
proceed by assuming that selection for treatment depends on observable covariates X.
Following Rosenbaum and Rubin (1983), we assume that conditional on X, treatment
assignment is unconfounded. That is, {Yi0, Yi1 ￿ Ti}￿X and 0 ≤ Pr(T = 1￿X) < 1. These
conditions are also jointly known as strongly ignorable treatment assignment (Imbens and
Rubin, 2015). Then, by Rubin (1974a, 1977) we obtain
E(Yit￿Xi, Ti = 1) = E(Yit￿Xi, Ti = 0) = E(Yi￿Xi, Ti = t) (2.6)
for t ∈ {0,1}. By conditioning on the observables, Xi, treatment and control groups are
balanced. This permits us to estimate the average treatment e↵ect for the treated (ATT) as
⌧ ￿(T = 1) = E[E(Yi￿Xi, Ti = 1) −E(Yi￿Xi, Ti = 0)￿Ti = 1], (2.7)
where the outer expectation is over the distribution of Xi￿(Ti = 1) which is the distribution
of covariates X in the treated group. The ATE and ATT are the main quantities of interest
estimated in causal inference to measure causal e↵ects.
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2.2.2 Random Forest (RF)
The random forest is a nonparametric machine learning technique for classification and re-
gression prediction problems which was first introduced by Breiman (2001). Random forests
have become a popular machine learning technique due to their prediction e ciency and flex-
ibility of being combined with other methods such as quantile regression forest (Meinshausen,
2006), generalized random forests(GRF) (Athey et al., 2019), random survival forests (Ish-
waran et al., 2008), case specific random forests (CSRF) (Xu et al., 2016), and orthogonal
random forests (Oprescu et al., 2018).
The standard random forest methodology fits a decision tree to di↵erent bootstrap sam-
ples. During the tree growing process, a random sample of m < p predictors are considered
in each step which lead to di↵erent trees from each sample and predictions from each tree
are then averaged. We illustrate the method with a succinct description of random forest
that fits a model for predicting a regression type problem for continuous or binary response
Y and a set of predictors X, where X is p-dimensional. Consider the training data set
D = {Di = (Xi, Yi), i = 1,2, ...N∗} which consists of N∗ cases. We use these N∗ cases to
develop a model for predicting response at a particular vector X0 of predictors.
The algorithm for random forest for regression type problem is given below :
1. For j = 1, ....,B, draw independent and uniform bootstrap samples D∗ = {D∗i = i =
1,2, ...N∗} of size N∗ from the training data set.
2. Grow regression and classification trees Rj and Cj respectively to the bootstrapped
data set D∗ in a single node K by recursively repeating the steps below until minimum
pre-specified nodesize = w is obtained, where nodesize is the minimum number of
observations in the terminal node.
i. Select mtry predictors at random from all the p predictors and split on the best
predictor variable.
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ii. Split the nodes into two subnodes K1 and K2. For regression choose among all




i − Ȳb)2, (2.8)
where b=1,2 and Ȳb is the mean response of the training observations within the
subnode b.
For classification, select the split that minimizes the Gini Impurity/Index
G = B￿
b=1
p̂mb(1 − p̂mb), (2.9)
where G is the measure of total variance across the B classes, and p̂mb is the
proportion of training observations in the mth region that are from the bth class.
3. Output the trees {Rj}B1 and {Cj}B1 to form a random forest for regression and classi-
fication respectively.
To make a prediction for a continuous variable at a given independent variable value X0,






Likewise, to obtain prediction for X0 for a binary response variable, we first obtain the
class prediction of the jth tree Ĉj(X0) and then obtain the majority vote for
Ĉj(X0) =majority votes{Ĉj(X0)}B1 . (2.11)
The concept of majority vote is such that each random forest predicts di↵erent outcome
for the same test feature. Then, taken each predicted outcome into account, votes will be
calculated. Thus, majority vote for random forest classifier is the final class label that the
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classification models predict most frequently. This process is repeated using the same trees
to obtain predictions at di↵erent values of independent variables.
Also, note that for classification, other split rules such as classification error rate and
cross-entropy can also be considered to evaluate the quality of the split during tree construc-
tion. The classification error rate is particularly desired split rule if the aim is prediction
accuracy.
2.2.3 Case Specific Random Forests (CSRF)
The case specific random forest (CSRF) is a version of random forest introduced by Xu et al.
(2016) that grows decision trees specific to a test case. The standard random forest described
in Section 2.2.2 makes all predictions from the same set of trees, but CSRF is built specific for
a conditional value of the covariates, say X0, where prediction is desired. The construction of
CSRF is essentially the same steps outlined in Section 2.2.2, but Step 1 in the RF algorithm
is replaced with weighted bootstrap samples. In this setting, the training data cases that
are closer to X0 are allocated higher weights than those farther from X0. The significant
step here is constructing a proximity measure on the subset of predictors associated with the
response. Xu et al. (2016) used an initial bootstrap aggregation (bagging) of trees (Breiman,
2001) to construct the measure of proximity and the corresponding resampling probability
weights.
The algorithm for CSRF replacing Step 1 in the algorithm from Section 2.2.2 is given
below:
1. Grow B decision trees following the RF algorithm in Section 2.2.2 with mtry = p and
nodesize = w. Note that this RF reduces to bagging since mtry = p.
2. Define the training case Di = (Xi, Yi) and let Ei be the number of B trees that contain
both X0 and Xi in the same terminal node.
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Note that (Z1, Z2..., ZN∗) defines a probability distribution on the observations in D (the
training data set). The nodesize w determines how far apart the weights Zi are ordered on
the training observations D = {D1,D2, ...,DN∗}.
Smaller values of w results in concentrating weights on training observations that are
closer to X0 whiles larger values of w produce nonzero weights on more observations among
the training observations since there are more observations in the terminal nodes of each
tree. CSRF reduces to RF when the nodesize is larger than the the size of the training data
set N∗ because uniform weights will be generated.
2.2.4 Estimating causal e↵ects using random forests
There have been a few proposed methods for estimating causal quantities using random
forests. We now discuss several of these methods.
The estimation of heterogeneous treatment e↵ect using random forests has been studied
by Wager and Athey (2018). Their forest-based method known as causal forest is made up
of causal trees that estimate a treatment e↵ect at the leaves of the trees. Their approach
satisfies an honesty assumption which ensures that, for each training sample, the response
is only used to estimate the within-leaf treatment e↵ect or decide where to place the split
but not both. They create a double-sample tree, and ensure honesty by partitioning its
training subsample into two of the same sizes and using one to place the splits and the other
for within-leaf treatment estimation. Both treatment and control outcomes were used to
estimate the treatment e↵ect.
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Athey and Wager (2019) also consider using random forests to estimate propensity scores,
and using the estimated propensity scores to estimate treatment e↵ects. This approach is
especially useful for datasets containing clustering errors. For this approach, they fit two
separate regression forests and estimate expected outcome marginalizing over treatment and
propensity scores.
Our proposed approach is to use mean-weighted case specific random forests trained on
the control units to estimate the prognostic score for all treated units. This will allow us to
obtain estimates of ATT by taking the average of the di↵erences between the treated units
and their predicted prognostic score. The prognostic score  (xi) = E(Yi￿Xi = xi, Ti = 0) ,
formalized by Hansen (2008), is the predicted outcome under the control condition. The
prognostic score also summarizes how the covariates associate with the response.
We estimate the prognostic scores by fitting a model with the control units and then use
that model to obtain predictions for the outcome under the control condition for all treated
individuals. The outcome type—such as continuous, binary, ore categorical—determines the
relevant regression model used to estimate the prognostic scores. The advantage of using
prognostic score in our is that biased will be reduced since we estimate the prognostic score
using only the control group. That is, we are avoiding bias by ensuring that the estimated
prognostic scores are “out-of-bag” estimates from the random forest model.
2.3 Mean Weighted Case Specific Random Forests
(MWCSRF)
The algorithm described in Section 2.2.2 uses one forest of trees to make all predictions. The
CSRF method described in Section 2.2.3 is designed to grow di↵erent RF to specific test cases,
and hence, will can only handle a single treated unit at a time. Our proposed method—mean-
weighted case specific random forests (MWCSRF)—is tailored to accommodate multiple
treated units.
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There are several benefits to mean weighting. First, the oversampling of control units
that are in proximity to treated units acts as a “data trimming” step; control units that
are given zero weight in the bootstrap step are removed completely from the estimation
of the treated counterfactual. Second, when control units are concentrated together, mean
weighting may reduce noise in selecting good bootstrap sampling weights, preventing model
overfitting to possible outliers. Third, when parallelization is not available, mean-weighting
o↵ers a considerable reduction in computational cost compared to CSRF.
A slight drawback to mean weighting is that it does not allow for e cient construction
of double-sampled trees. That is, it is not feasible in practice to implement MWCSRF to
satisfy the honesty assumption advocated by Wager and Athey (2018). However, as we will
show through our simulation results, when treated and control groups are not drawn from
the same population, mean weighting is a much more e↵ective tool than ensuring honesty
when estimating treatment e↵ects.
The MWCSRF algorithm follows the steps outlined in the standard random forest con-
struction except that the bootstrapped samples are replaced with mean weighted bootstrap
samples.
The algorithm for mean weight case specific random forest (MWCSRF)
1. Grow B decision trees following the RF algorithm in Section 2.2.2 with mtry = p and
nodesize = w. Note that this RF reduces to bagging since mtry = p.
2. Define the training case to be the observed potential outcomes for the control units and
set of covariates Dc such that Dc = (Xc, Yc). Define the testing case to be the observed
potential outcome for the treated Dt and set of covariates such that Dt = (Xt, Yt) and
let E∗c be the number of B trees that contain both Xt and Xc in the same terminal
node.
3. For c = 1,2, . . . ,Ntr and t = 1,2, . . . ,Nte, define Zct to be the resampling probability








4. For c = 1,2, . . . ,Ntr, t = 1,2, . . . ,Nte, define ZAve,c to be the average of the resampling






The MWCSRF reduces to CSRF when there is a single treated unit, that is t = 1
2.3.1 Estimating ATT with MWCSRF
To estimate the ATT with the MWCSRF, we obtain the mean weights ZAve,c using the
observed potential ouctcomes of the control units Yc and their covariates Xi as the training
cases following the steps in the MWCSRF algorithm. These mean weights ZAve,c are used to
weight bootstrap samples. We then use RF with these bootstrap sample weights to obtain
predictions of the prognostic score  ̂ for all treated units.
The average treatment e↵ect for the treated (ATT) is obtained by taking the average






Yi1 −  ̂(Xi) (2.15)
2.4 Simulation Study
In this section we examined the performance of MWCSRF in relation to RF, Genetic Match-
ing, CSRF, and Causal forest for estimating the causal e↵ect when there are large number
of control units and few treated units with the treated units condensed at one point of the
covariate space. We compare three simulation strategies. First, we intend to know how the
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results changes across di↵erent models when we vary p and maintained the same sample sizes
for both treatment and control. Secondly, we also want to scrutinize the model performance
when the sample size increases, but the fraction of treated units relative to the sample sizes
remained unchanged. Finally, we are interested in how the results di↵er across the various
models when the number of control units increase, but the treated units remained the same.
We generate the covariates based on multivariate normal distribution, and do so inde-
pendently for both control and treated units. For control units, Xc ∼ MultNorm(µc,⌃)
where the mean µc = 0 and covariance matrix values ⌃ij = M ￿i−j￿,1 ≤ i, j ≤ p (where we
define ⌃ij = 1 if M = 0 and i = j). For the treated units, the covariates were generated as
Xt ∼MultNorm(µt, 116⌃) where µt = −0.5. The variance covariance matrix ⌃ was varied for
various choices of values M in order to induce independent and dependency in the covariance
matrix. We considered these set of values for M (0, 0.05,0.25,0.5 0.9,-0.05,-0.25, -0.5 -0.9) for
constructing the covariance matrix. The choice of these M values determines the strength
of correlation among the covariates. For instance, if the value of M is 0, we expect all the
entries in the covariance matrix to be zero except one’s on the diagonal, and the covariates
are independent. Likewise, if the value of M is 0.9, there would be strong dependency in
the covariance matrix and the covariates will be highly correlated among themselves. We
intend to investigate how our method will perform compared to other baseline methods given
the strength of correlation among the covariates. We shrink the covariance matrix for the
treated units to simulate the case where treated units are concentrated in one area of the
covariate space.
The sample size or total number of units N , the total control units Nc, the total treated
units Nt, and the number of predictors p were varied for each simulation and replicated 5000
times. We considered three di↵erent samples in the following order: (N , Nc, Nt), that is
(410,400 10), (1025,1000, 25) and (2050, 2000, 50) for each simulation scenarios. We vary
the number of predictors p as 5, 10, and 50 for each simulation. Even though we vary p for
each simulation, the only covariates that have direct relationship with the response for each
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simulation are X1, X2, and X3. The choice of these parameters is to establish whether our
method can perform well in instances with small sample size and large predictors and vice
versa.
We generate the potential outcomes for Y0 using the following model:
Y0 = log(￿Xi1￿ + ￿Xi2￿)
0.5 + ￿Xi3￿ + ✏, ✏ ∼ N(0,1). (2.16)
We choose this model in order to avoid a linear relationship between the response and
the covariates. This is as a result of the fact that, if linear relationship exist between the
response and the covariates, ordinary least square regression will be the most ideal candidate
to estimate our quantity of interest (ATT).
We consider both homogeneous and heterogeneous treatment e↵ects to determine the
e↵ectiveness of our method compare to other baseline methods when the same treatment
has the same e↵ect on di↵erent individuals and when it a↵ects individuals di↵erently. In
the case where we are assuming homogeneous treatment e↵ects, that is, the same treatment
a↵ects all units the same way, we set the treated potential outcome to
Y1 = Y0 + 4. (2.17)
In the heterogeneous case, that is, when treatment a↵ects individuals di↵erently, we have
Y1 = Y0 + 3 + 0.5Xi1 + 1
3
Xi2. (2.18)
We considered two data simulation scenarios, that is heterogeneous data and homoge-
neous data in the causal inference framework. For the homogeneous data (2.16 and 2.17),
the true ATE is 4. For the heterogeneous data (2.16 and 2.18), the true ATT will vary across
simulations and will need to be computed.
We compare methods using the empirical bias (also referred to as expected bias), the
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empirical standard error and the theoretical standard error. The empirical bias is




￿ATT i −ATTi (2.19)






(￿ATT i −ATTi)2 (2.20)
where ￿ATT i is the ATT estimate for simulation i, ATT is the true ATT for simulation i,
and s is the number of simulations performed.







(Ŷj − Yj)2 (2.21)
where Ŷj is the estimated response for unit j in the test set, Yj is the actual response for
unit j in the test set, and Nte is the number of units in the test set. In our simulation study,
we average this across simulations.
In Figure 2.1, we demonstrate graphically the behavior of the covariate space for the
treated and control units as described in the introduction of this paper. The treated units

































Figure 2.1: Two dimensional representation of the covariates of each simulation scenario.
For figure (a), N=210, Nc =200, and Nt =10. For figure (b) and (c), N=525, Nc =500,
and Nt =25 and N=1025, Nc =1000, and Nt =25 respectively.
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are concentrated in one area of the covariate space for both homogeneous and heterogeneous
simulation scenarios.
2.4.1 Results of homogeneous and heterogeneous data simulation
The result of the homogeneous data simulation scenario to estimate the average treatment
e↵ect for the treated (ATT) with the true ATT known to be 4 is presented in Table A.1,
Table A.2, and Table A.3 in Appendix A. These tables compare changes in our results when
the control and the treated units do not change, and p is varied.
We compare our mean weight case specific random forest (MWCSRF) method with stan-
dard random forest (RF), case specific random forest(CSRF), genetic matching, and causal
forest model. Our primary focus is comparing our MWCSRF and CSRF since we made an
extension to the CSRF. The first results we have considered is the case where we vary the























Figure 2.2: Plot of empirical bias when varying the number of predictors with sample size
210 and M=0
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It can be inferred from Table A.1, Table A.2, and Table A.3 that our MWCSRF method
appears to be more e cient for estimating treatment e↵ect compared to other models for all
the simulation scenarios considered except when there is no dependency among the predictors
and number of predictors is small. When there is very weak or no dependence among
the predictors, genetic matching estimates appears to be slightly closer to the true ATE
compared to MWCSRF. For instance, from Table A.1 and with M = 0 and true ATE is 4, the
genetic matching estimate of the ATE is 3.9372 with associated absolute bias and empirical
standard error as 0.0628 and 0.6127, respectively. The MWCSRF ATE estimate is 3.9223
with absolute expected bias and empirical standard errors as 0.0777 and 0.3963, respectively,
for the exact value of M . We observe that, even though the genetic matching estimate is
slightly closer to the true ATE than the MWCSRF estimate, its empirical standard error is
almost twice that of MWCSRF. From Figure 2.2, it’s clear that genetic matching in terms
of bias performs better than the other models. The MWCSRF model shows improvement
in the estimates compared to genetic matching when there is moderate to high dependency
among the covariates. There is no substantial di↵erence between the MWCSRF estimates
and that of RF and CSRF, but in terms of bias and empirical standard error, the MWCSRF
model appears to have performed a bit better than RF and CSRF. This trend in performance
is observed across the three simulations considered, where p is varied.
Table A.4, Table A.5, and Table A.6 in Appendix A contained the results obtained
from the heterogeneous data simulation whiles altering p and preserving the sample size for
treated and control units. The results show the same trend of performance as observed in
the homogeneous case. The di↵erence in the performance of MWCSRF relative to other
models follows the same trend as observed in the homogeneous case.
The results obtained from homogeneous and heterogeneous models when the sample size
is increased, but the fraction of treated units relative to the sample size is the same, are
presented in the tables Table A.7, Table A.8, and Table A.9 in Appendix A.
























Figure 2.3: Plot of empirical bias when varying sample size with P=10 and M=0
performed better than the other models. From Figure 2.3, we observed that the MWCSRF
model, in terms of bias, outperformed all other models.
The outcomes achieved from the heterogeneous model under the simulation where the
sample size systematically increased, and the number of the treated unit chosen accordingly
to attain the same fraction are in Table A.10, Table A.11, and Table A.12 in the Appendix A.
The results across all three simulation setups suggest a close disparity among MWCSRF,
RF, and CSRF estimates. Genetic matching estimates are generally low with high bias and
empirical standard error. In terms of bias, MWCSRF comparatively performs better than
the other models.
The results obtained from the heterogeneous model when the number of the control
unit increased, and the number of treated units preserved are in Table A.17, Table A.18,
Table A.19, and Table A.20.
The results from the heterogeneous model, whiles increasing the number of control units















































Figure 2.4: Plot of empirical bias when varying the number control units with P=10 and
M=0
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than RF and CSRF except for genetic matching when the control units increased from 200
to 400. From Figure 2.4, in terms of bias, the genetic matching model performs better when
control units increased from 200 to 400, but when the control units increased from 500 to
1000, MWCSRF had better performance than other models. These results are most revealing
when the number of the treated unit is small and the number of the control unit is large.
For instance, in Table A.20 where N =1025, Nc = 1000, and Nt=25, there is a consistent
performance of MWCSRF compared to other models in terms of ATT estimate, bias, and
empirical standard error for all categories of dependency considered. These results have lent
credence to our setting, where we expect the MWCSRF to perform favorably when there
are many control units and small treated units. The results from the homogeneous model
in Tables A.13–A.16 exhibit the same performance trend as observed in the heterogeneous
case.
Generally, causal forest estimates across all simulation scenarios appear to have large bias.
Ostensibly, these biases stemmed from the inability of causal forest to accurately identify
the covariate space when treated units do not randomly distribute but concentrated at one
point.
Results from Table 2.1 show that, given an unparallelized implementation of CSRF, the
computational cost of CSRF as the sample size increases in most cases is almost five times
that of MWCSRF. That is, though the ATT estimates, bias, and empirical standard errors
are almost at par, the run time for CSRF is computationally arduous. For instance, for a
sample size of 1050, the number of control units 1000, and treated units 50 with an actual
ATT estimate of 2.560, the ATT estimate for MWCSRF is 2.5151, expected bias (-0.0452),
and empirical standard error (0.3684). For the CSRF model, the ATT estimate is 2.5067,
expected bias(-0.0536), and empirical standard error(0.3695). The run time for MWCSRF
estimates was 380.420 seconds, whiles that of CSRF was 2579.999 seconds. Computationally
CSRF model will cost six times the time required for the MWCSRF model for these estimates.
Thus, the MWCSRF model provides computationally e cient cost reduction compared to
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Table 2.1: Summary of estimates with actual ATT unknown and run time for M = 0, P =
5 and 10, N = 1010,1025, and 1050, where T.SE is the Theoretical Standard Error.
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE T.SE Runtime(Sec)
Mean weight 0 1010 5 1000 10 2.6124 2.6213 0.0089 0.6959 0.6512 199.468
Random Forest 0 1010 5 1000 10 2.6124 2.6000 -0.0125 0.6903 0.6495 97.205
CSRF 0 1010 5 1000 10 2.6124 2.6114 -0.0010 0.6881 0.6524 492.861
Mean weight 0 1025 5 1000 25 2.5925 2.5911 -0.0014 0.4482 0.3990 204.278
Random Forest 0 1025 5 1000 25 2.5925 2.5732 -0.0193 0.4453 0.3987 104.133
CSRF 0 1025 5 1000 25 2.5925 2.5905 -0.0020 0.4470 0.3995 1045.470
Mean weight 0 1050 5 1000 50 2.5728 2.5462 -0.0266 0.3011 0.2871 350.473
Random Forest 0 1050 5 1000 50 2.5728 2.5281 -0.0447 0.2995 0.2866 221.624
CSRF 0 1050 5 1000 50 2.5728 2.5418 -0.0310 0.3016 0.2876 2106.153
Mean weight 0 1010 10 1000 10 2.6798 2.7171 0.0374 0.6278 0.6005 280.962
Random Forest 0 1010 10 1000 10 2.6798 2.6987 0.0190 0.6232 0.6007 209.865
CSRF 0 1010 10 1000 10 2.6798 2.7092 0.0294 0.6280 0.6009 653.887
Mean weight 0 1025 10 1000 25 2.5870 2.5922 0.0053 0.5025 0.3896 334.565
Random Forest 0 1025 10 1000 25 2.5870 2.5699 -0.0171 0.5041 0.3892 232.002
CSRF 0 1025 10 1000 25 2.5870 2.5808 -0.0062 0.5021 0.3895 1347.677
Mean weight 0 1050 10 1000 50 2.5603 2.5151 -0.0452 0.3684 0.2883 380.420
Random Forest 0 1050 10 1000 50 2.5603 2.4895 -0.0709 0.3668 0.2879 235.933
CSRF 0 1050 10 1000 50 2.5603 2.5067 -0.0536 0.3695 0.2887 2579.999
CSRF when parallelization is not available.
2.4.2 Randomization of treated units in the covariate space
The performance of causal forest in our setting, where treated units condensed in one area
of the covariate space, has been generally poor. The estimates have been highly biased and
inconsistent for all the simulation scenarios considered for both homogeneous and hetero-
geneous models. The causal forest model has not accurately identified the covariate space
when treated units concentrate in one area of the covariate space, and hence, creates bias
and discrepancy in its estimates. We now consider a simulation scenario where treated units
are randomly distributed in the covariate space to ascertain whether the causal forest is ideal
for estimating the treatment e↵ect in homogeneous and heterogeneous data.
Figure 2.5 illustrates the random distribution of treated units in the covariate space. The
results obtained are presented in Tables A.21–A.24 in Appendix A. The results show that
causal forests do indeed reduce bias for both homogeneous and heterogeneous models under





































Figure 2.6: Plot of empirical bias when varying correlation for a simulation with the random
distribution of treated units in the covariate space.
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2.5 Results of real data illustration
We now apply the MWCSRF method on the dataset (LaLonde, 1986) described in Sec-
tion 2.1.1. The treated groups were drawn from the NSW study, but the comparison
groups(control groups) are constructed by LaLonde (1986) from a non-experimental dataset,
the Population Survey of Income Dynamics (PSID) and the Current Population Survey
(CPS). The treated group has 185 observations, and the comparison groups, PSID and CPS,
have 2490 and 15,992 observations, respectively, with ten variables.
















Figure 2.7: The covariate space of earnings in 1974 against earnings in 1975 for LaLonde’s
NSW dataset.
The variables are treatment indicator (1 if treated, 0 if not treated), age, education,
Black (1 if black, 0 otherwise), Hispanic (1 if Hispanic, 0 otherwise), married (1 if married,
0 otherwise), no degree (1 if no degree, 0 otherwise), RE74 (earnings in 1974), RE75 (earn-
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ings in 1975), and RE78 (earnings in 1978). For our model, the training and the testing
observations are the comparison groups and the treated group, respectively.
Table 2.2: Summary of estimates of the models for the NSW dataset
Model Size(N) P Nc Nt ATT Est RMSE/Standard Error
Mean weight(PSID) 2675 9 2490 185 846.85 738.969
Random Forest(PSID) 2675 9 2490 185 798.23 738.320
Causal Forest(PSID) 2675 9 2490 185 5620.03 598.25
Mean weight(CPS) 16177 9 15992 185 1265.25 520.309
Random Forest(CPS) 16177 9 15992 185 1205.70 518.855
Causal Forest(CPS) 16177 9 15992 185 4306.30 544.08
Many studies have considered observational data as an alternative to forming the com-
parison group to determine a possible estimation of the experimental benchmark result.
The benchmark estimate of the treatment e↵ect from the randomized experiment according
to Dehejia and Wahba (2002) and LaLonde (1986) is $1,794. We used the Population Survey
of Income Dynamics (PSID) and Current Population Survey (CPS) non-experimental data to
form the comparison group and estimate the treatment e↵ect using MWCSRF, standard ran-
dom forest(RF), and causal forest. The results from Table 2.2 show our MWCSRF method
estimates the treatment e↵ect better than the random forest and causal forest methods. For
the PSID dataset with N=2675, Nt = 185 and Nc=2490, the MWCSRF estimates of the
treatment e↵ect is $846.85 with standard error (SE) 738.969 and that of standard random
forest $798.23 with SE of 738.320. Causal forest estimate PSID is $5620.03 with a SE of
598.25. For the CPS non-experimental dataset with N=16177, Nt = 185 and Nc=15992,
the estimate of the treatment e↵ect and their standard errors with the MWCSRF method is
$1265.25 and Random , respectively. The treatment e↵ect estimate for the standard random
forest and causal forest methods are $1205.70 and $4306.30, respectively, with a correspond-
ing standard error of 518.855 and 544.08. We see that MWCSRF method estimates are
closer to the benchmark experimental estimates than random forest estimates. The CPS
non-experimental dataset used as a control group provides a better estimate of the average
treatment e↵ect for both methods than the PSID as a control group. The causal forest
estimates are not consistent because the treated units are not randomly distributed in the
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covariate space, as illustrated in Figure 2.7. Thus, any comparison made between causal
forest and MWCSRF and RF will be deceptive.
2.6 Discussion and Conclusion
This paper aims to explore the utilization of our proposed mean-weighted case specific ran-
dom forest (MWCSRF) method for estimating the average treatment e↵ect for the treated
(ATT) for data with many control and few treated units and with the treated units concen-
trated at one area of the covariate space. The results obtained with our method are compared
with the baseline standard random forest method. We obtained results from simulation on
homogeneous and heterogeneous data settings as well as from real data.
The results from the simulation for both homogeneous and heterogeneous data settings
indicated our method (MWCSRF) outperform the baseline standard random forest except
for the instances with many treated units. We would have expected the strength of our
model to reduce significantly with an increasing number of treated units, but this was not
the case. For instance, for a large sample size with corresponding sizable treated units,
for both homogeneous and heterogeneous data models, the estimated ATT for our method
(MWCSRF) is slightly higher than that of the baseline random forest method. The root
mean-square error (RMSE) estimate also shows the marginal di↵erence for both methods.
Even though the standard random forest performs better in the above cases, comparatively,
the strength of our model does not appear to be considerably reduced since the ATT estimates
and RMSE are very close. The MWCSRF method estimates from the real dataset are




MWCSRF: An R package for
estimating ATT using potential
outcomes
3.1 Introduction
The use of machine learning methods for estimating causal e↵ect is fast gaining promi-
nence in the causal inference literature, chiefly among education (Wager and Athey, 2018),
medicine (McConnell and Lindner, 2019), and economics (Shalit et al., 2017). With such
interest in machine learning methods for estimating treatment e↵ect, we tailored our atten-
tion to developing a version of random forest for estimating the average treatment e↵ect
for the treated when there are many control units with minimally treated units. Thus, we
developed the R package MWCSRF, an extension of CSRF under the Neyman-Rubin causal
model for estimating treatment e↵ect in settings with enormous control units and minimally
treated units, which mainly concentrate on the minute area of the covariate space. To our
awareness, there is presently only one R package, grf (Athey et al., 2019), that extends the
random forest methodology to estimate heterogeneous treatment e↵ects under the potential
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outcome framework.
This chapter focuses on exhibiting the MWCSRF package’s functionality for estimating
the average treatment e↵ect for the treated(ATT) in a setting with a large number of control
units and small treated units and treated units are concentrated in one area of the covariate
space.
3.2 Neyman Rubin Causal Model
The use of Neyman-Rubin causal model framework has received attention across many fields
such as statistics, economics, political science,medicine, and so on. Some of the works done
in this fields include statistics (Holland, 1986; Rosenbaum, 2002, 2005; Rubin, 1974b, 2006);
economics (Abadie and Imbens, 2006; Dehejia and Wahba, 2002; Heckman, 2008), political
science (Brady, 2002; Rathbun, 2008; Sekhon, 2008), and medicine (Brady, 2002; Christakis
and Iwashyna, 2003; Rubin, 1997)). The origin of the model framework can be traced
to (Neyman, 1923(1990))) and his nonparametric model for finite number of treatments
where there exists two potential outcomes for each unit, one if the unit receive treatment
and the other if is control. Thus, a causal e↵ect is the di↵erence between two potential
outcomes, but only one potential outcome is actually observed.
Now, suppose there are two treatment regimes: treatment and control, and let t = 1 and
t = 0 denote these respectively. Let Ti be the treatment indicator: Ti = 1 if unit i received
the treatment and Ti = 0 if unit i received the control. Let Yi1 denote the potential outcome
if unit i receives the treatment and Yi0 be the potential outcome for unit i in the control
regime. Then the treatment e↵ect for observation i is defined as
⌧i = Yi1 − Yi0 (3.1)
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(Yi1 − Yi0), (3.2)
where n is the number of units in a finite population.
Since only one potential outcome is truly observed and not both, the unobserved po-
tential outcome is often referred to as counterfactual. Thus, the observed outcome for the
observation i can be modeled by Neyman-Rubin Causal Model (NRCM) as
Yi = Yi1Ti + Yi0(1 − Ti), (3.3)
where the potential outcomes Yi1 and Yi0 are fixed quantities and not random. This model
does not make any explicit distributional assumptions.
3.3 MWCSRF Functions
The MWCSRF has two main functions, namely csrfweights and MWCSRF. The csrfweights
function enables us to compute the weight of all training observations. The MWCSRF
functions facilitate the computation of mean weight for all the weights obtained in csrfweights
function. The MWCSRF functions also permit for each test observation (treated units), a
mean weighted random forest is grown on the training data (control units). Table 3.1 lists
the two functions and provides a description and arguments of each.
The csrfweights and MWCSRF functions call the ranger function in the ranger package
developed by Wright and Ziegler (2015) for speedy implementation of random forest in
high dimensional data. The params1 and params2 in csrfweights and MWCSRF functions
contain a list of some parameters which are called from the ranger package that can be tuned
in random forest model implementation as described in Subsection 1.4.2. The params1
comprises num.trees and mtry with the default value for num.trees as 500. The default
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Table 3.1: Summary of functions in MWCSRF package
Function Description and Arguments
csrfweights
For each observation of interest (treated units), compute the weight of all
training observations (control units) by tallying the number of trees in
which both treat treated and control units appear in the same terminal
node.
• First, grow a random forest (RF) on the training data (control
units) with the parameters response, Training.data (treated units), and
params1
• Get terminal nodes for training data (control units) and test data
(treated units) using the RF above to predict terminal nodes for both.
• Compute weights by counting the number of trees in which both training
data (control units) and test data (treated units) of interest appeared
in the same terminal node and divide by their total
MWCSRF
This function computes the mean weight of the weights obtained in the
csrfweights function. It uses all control units as training data to fit
the mean-weighted case-specific random forest (MWCSRF) model that
predicts prognostic scores for all treated units.
• MWCSRF.model outputs the weights created in the csrfweights function
• matrix.MWCSRF generate a matrix of weights obtained in MWC-
SRF.model with columns equal to the length of MWCSRF.model
• MWCSRF.weights get the mean weight of weights generated in the
matrix.MWCSRF by finding the mean of each column in the ma-
trix.MWCSRF.
• The function uses parameters such as response, Training.data (control
units), case.weights, and params2 to fit the mean-weighted case-specific
random forest(MWCSRF) model for predictions of a prognostic score
for all treated units.
values for mtry is the square root of the number of predictor variables (p) rounded down for
classification problems and p￿3 for regression problems. The params2 have many parameters
that can be called from the ranger package, such as num.tree, importance, splitrule, etc.
Thus the implementation of the MWCSRF package for estimating the treatment e↵ect for
the treated is demonstrated in Section 3.4
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3.4 Example
We demonstrate using the MWCSRF package to estimate the treatment e↵ect for the treated
using the SUPPORT data on Right Heart Catheterization (RHC). The RHC is a diagnos-
tic procedure performed for critically ill patients. The SUPPORT study has data on adult
patients hospitalized at five medical centers in the USA. The data set contained 5735 in-
dividuals admitted or transferred to an ICU in the first 24 hours after joining the study.
There were 2184 treated, that is, patients who received RHC within 24 hours after entering
the study and 3551 controls (patients who do not receive an RHC). The response variable is
survival at 30 days (death) post-admission. We included 56 covariates to demonstrate the
use of the MWCSRF package. Further information and details of this study can be found
in Connors et al. (1996).
The R code in Figure 3.1 illustrates the use of MWCSRF to estimate the average treat-
ment e↵ect for the treated. Line five in the code orders the data set according to the treat-
ment received by a patient, RHC or No RHC. The data set is partitioned into treated and
control groups by lines six and seven in the code. All patients who received No RHC form the
control group, and those for whom RHC admitted constitute the treated group. Thus, the
training data set is the control group, and the treated group composed the testing data set.
In line eight of the code, we fit the mean-weighted case-specific random forest(MWCSRF)
model to the training dataset. Users should note that the testing data set appeared in line
eight of the codes to enable us to compute the mean weights described in Section 3.3, but
is unused in MWCSRF model estimation. We obtain estimates of the prognostic scores
as in line nine of the codes, the predicted outcome under control (No RHC) condition for
all treated units(patients who received RHC) as described in Section 2.2.4. We calculate
the average treatment e↵ect for the treated(ATT) in line thirteen as the average di↵erence
between the treated units’ potential outcomes and prognostic scores. Thus, running the





> rhc2 <- read.csv("~/Desktop/STAT999/Dessertation codes/rhc2.csv")







+ Test.data = rhc.test, params1 = list(num.trees = 2000, mtry=7),
+ params2 = list(num.trees = 5,importance="impurity"))












Figure 3.1: Example demonstrating the use of MWCSRF to estimate treatment e↵ect for
the treated(ATT)
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results of various simulation scenarios for both homogeneous and heterogeneous models are
in Appendices A and A which exhibit better performance in most cases of the MWCSRF
model compare to other models studied in this dissertation.
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Chapter 4
The Lady Tasting Tea Revisited:
Insights on SUTVA Violations from a
Canonical Example
4.1 Introduction
A topic in causal inference under considerable recent study involves designing and analyzing
experiments under treatment interference (i.e. treatment spillover). Treatment interference
is a common setting for data which exhibit network structure and units interact with each
other, for example, epidemiology and social media networks.
Di culties of analysis under treatment interference stem from a violation of a founda-
tional assumption in traditional causal inference: the stable unit treatment value assumption
(SUTVA). SUTVA assumes that every unit has two potential outcomes—one under treat-
ment and under control—and the observed outcome depends only on the treatment given to
that unit. and that
The Stable Unit Treatment Value Assumption (SUTVA) was proposed in Rubin (1980),
but has earlier been discussed by Cox (1958),where they assumed that no interference be-
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tween units exists. SUTVA states that “The potential outcomes for any unit do not vary
with the treatments assigned to any other units, and there are no di↵erent versions of the
treatment.” (Rubin, 1986). In causal inference, SUTVA ensures that (1) there exists as many
potential outcomes as the number of value the treatment can take on, and (2) under SUTVA
we can observe at least one potential outcomes for each unit.
In this paper we focus attention on Fisher’s famous experiment Fisher (1935), where a
lady proposed she can discern whether a tea is prepared by adding milk first or tea first
by tasting it. We are interested in the design setting where there are ten cups of tea and
suppose that five cups are given milk first and these cups are randomized across the ten
cups. Assuming for each cup the lady estimate a likelihood scores between 0 and 1 for the
cups that received milk first and then guesses the milk first cups according to the largest
likelihood score. Under this setting it is possible that SUTVA may be violated. Our goal is
to explore various scenarios under this design setting and formulate a hypothesis that will
result in violation of SUTVA.
4.2 Model of response and SUTVA violations
To begin, we set up Fisher’s Lady Tasting Tea experiment and describe our model for how
the Lady makes a determination about which cups are given milk first.
4.2.1 Lady Tasting Tea set-up
The Lady Tasting Tea experiment is constructed as follows. There are n cups, numbered 1
through n. All cups are filled with tea and milk; of the n cups, nm are filled with milk first,
and then tea is added; the other nt = n − nm cups are filled with tea first, and then milk is
added. We assume that n and nm are pre-specified and are known to both the experimenter
and the Lady. Additionally the milk-first or tea-first condition is completely randomized
across cups. Let Ti denote a treatment indicator for whether cup i is given milk first: Ti = 1
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if cup i is given milk first, and Ti = 0 if cup i is given tea first.
The Lady tastes all n cups and guesses nm cups to be given milk first. Let Gi denote
the response for the lady: Gi = 1 if the lady guesses milk first for cup i and Gi = 0 if the
lady guesses tea first for cup i. A correct guess occurs when Ti = Gi. Note that, by design,
∑ni=1Gi = ∑ni=1 Ti = nm.
4.2.2 Lady’s model of response
For each cup i, the Lady derives a likelihood score Li for that cup being given milk first.
We assume 0 ≤ Li ≤ 1, where larger Li implies a greater belief in the Lady that cup i was
given milk first. We assume that the likelihood score satisfies the Neyman-Rubin potential
outcomes model of response Holland (1986); Rubin (1974a); Splawa-Neyman et al. (1990):
Li = `i1Ti + `i0(1 − Ti) (4.1)
where `i1 and `i0 are the potential likelihoods for whether cup i was given milk first or tea
first respectively. That are `i are assumed to be non-random, and thus, the randomness in
the likelihood Li for cup i is isolated to the random milk-first assignment given to cup i. Of
particular note, the likelihood score satisfies SUTVA. For simplicity, we will assume Li is
unique for each cup i.
If the Lady has no knowledge of how many cups nm were given milk first, she may simply
guess that a cup is given milk first if Li > 0.5. However, because the Lady knows that exactly
nm cups are given milk first, she will only guess milk first for the cups with the nm largest
likelihood scores. That is, the responses Gi satisfy:
Gi =
￿￿￿￿￿￿￿￿￿￿￿
1, Li ≥ L(nm),
0, otherwise.
(4.2)
where L(nm) is the nmth largest value of the likelihood. By the uniqueness assumption of
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the Li, we are guaranteed ∑ni=1Gi = nm.
4.3 When Lady Tasting Tea Violates SUTVA
SUTVA requires that the response only depends on the treatment status of the given cup
and is not a↵ected by the treatment status of any other cup. Thus, the Lady’s guesses will
violate SUTVA if Ti is unchanged for two randomizations of milk-first cups but Gi changes
across randomizations. We now detail cases under which SUTVA is and is not violated.
4.3.1 Demonstration of SUTVA Violation
For the following two examples, we will assume that there are n = 10 cups, with nm = nt = 5.
Table 4.1 gives one example of potential likelihoods in which the Lady’s guesses violate
SUTVA. Note that, for this example, Cup 6 does not change treatment assignment, yet the
Lady guesses this cup to be milk-first for the left randomization and guesses it to be tea-first
for the right randomization.
Table 4.1: Example of likelihoods for which guesses violate SUTVA.
Cup i Ti Li `i1 `i0 Gi
1 1 0.05 0.05 0.90 0
2 1 0.15 0.15 0.00 0
3 1 0.25 0.25 0.80 0
4 0 0.50 0.35 0.50 1
5 0 0.20 0.45 0.20 0
6 1 0.55 0.55 0.40 1
7 0 0.30 0.65 0.30 0
8 0 0.70 0.75 0.70 1
9 1 0.85 0.85 0.10 1
10 0 0.60 0.95 0.60 1
Cup i Ti Li `i1 `i0 Gi
1 0 0.90 0.05 0.90 1
2 1 0.15 0.15 0.00 0
3 0 0.80 0.25 0.80 1
4 0 0.50 0.35 0.50 0
5 0 0.20 0.45 0.20 0
6 1 0.55 0.55 0.40 0
7 1 0.65 0.65 0.30 0
8 0 0.70 0.75 0.70 1
9 1 0.85 0.85 0.10 1
10 1 0.95 0.95 0.60 1
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4.3.2 SUTVA Violation Under Monotonicity of Likelihoods
The previous example in Table 4.1 may be a seem a bit contrived. For instance, the Lady
will incorrectly place a high likelihood on Cup 1 being milk-first when that cup is given
tea-first and vice versa. However, a more plausible assumption may be monotonicity of
likelihoods—that the Lady’s milk-first likelihood for cup i is always as high or higher when
i is given milk first. Expressed in terms of potential likelihoods, this assumption is:
`i1 ≥ `i0, i = 1,2, . . . , n. (4.3)
This monotonicity assumption is strict if the inequality (4.3) is strict.
Table 4.2 gives an example of potential likelihoods that satisfy strict monotonicity, but
yet, the Lady’s guesses violate SUTVA. For this example, Cup 4 does not change treatment
assignment, yet the Lady guesses this cup to be milk-first for the left randomization and
guesses it to be tea-first for the right randomization.
Table 4.2: Example of likelihoods satisfying strict monotonicity for which guesses violate
SUTVA
Cup i Ti Li `i1 `i0 Gi
1 1 0.25 0.25 0.00 0
2 1 0.40 0.40 0.05 0
3 0 0.10 0.45 0.10 0
4 1 0.50 0.50 0.15 1
5 0 0.20 0.55 0.20 0
6 0 0.35 0.65 0.35 0
7 1 0.75 0.75 0.55 1
8 1 0.85 0.85 0.60 1
9 0 0.70 0.90 0.70 1
10 0 0.80 0.95 0.80 1
Cup i Ti Li `i1 `i0 Gi
1 0 0.00 0.25 0.00 0
2 0 0.05 0.40 0.05 0
3 0 0.10 0.45 0.10 0
4 1 0.50 0.50 0.15 0
5 1 0.55 0.50 0.20 1
6 0 0.35 0.65 0.35 0
7 1 0.75 0.75 0.55 1
8 0 0.60 0.85 0.60 1
9 1 0.90 0.90 0.70 1
10 1 0.95 0.95 0.80 1
56
4.3.3 No SUTVA Violation Under Sharp Null
We now detail two cases under which SUTVA is satisfied for Lady Tasting Tea. First, we
show that SUTVA is satisfied under the sharp null hypothesis; that is, that a cup given milk
first yields no information to the Lady about whether the cup is given milk first. Expressed
in terms of likelihoods, this amounts to the following hypothesis:
H0 ∶ `i1 = `i0, i = 1,2, . . . , n. (4.4)
Define Gi(T) as the Lady’s guess for cup i given treatment allocation T = (T1, T2, . . . , Tn).
To see that SUTVA holds under (4.4), it su ces to note that, under the sharp null, the
likelihood score Li will be the same regardless of that the treatment assignment for each cup
i. Thus the ordering of the likelihoods, and as a consequence, the guesses, will be the same
as well. In particular, for any two treatment allocations T, T′, with Ti = T ′i , Gi(T) = Gi(T′),
and hence, SUTVA is satisfied.
4.3.4 No SUTVA Violation Under Perfect Knowledge
The second case for which SUTVA is satisfied is when the Lady has perfect knowledge about
which cups are given milk first and which cups are given tea first. Specifically, the setting






Under this setting, the Lady will always guess the milk-first cups correctly, and hence, the
Lady’s guess for cup i only depends on the treatment status given to that cup.
To see this, note that, for all cups i given milk first, Li ≥mini`i1, and for all cups j given
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tea-first, Lj ≤maxj`j0. That is, for any cups i, j where Ti = 1 and Tj = 0,
L(i) ≥ L(nm) ≥mini `i1 >maxi `i0 ≥ L(nm+1) ≥ L(j). (4.6)
Since i and j were arbitrary, it follows from (4.2) that all milk-first cups will have Gi = 1
and all tea-first cups j will have Gj = 0. In other words, for all treatment allocations T,
Gi(T ) = Ti; the guess for cup i only depends on the treatment status given to cup i. And




5.1 Summary of dissertation
Causal inference, an aspect of statistics, deals with defining the e↵ects of treatment on the
response. In this dissertation, we studied two problems in causal inference under the Neyman-
Rubin causal model of potential outcomes. Under this model, we estimate counterfactuals —
hypothetical unobserved responses of units under di↵erent treatment conditions—treatment
e↵ect estimation under treatment spillover— when the treatment status of one unit a↵ects
the response of another
In Chapter 2, we developed the mean-weighted case-specific random forests (MWCSRF)
to estimate the average treatment e↵ect for the treated (ATT). Our study focused on set-
tings where the data comprise many control units and very few treated units and treated
units occupy one area of the covariate space. For instance, for COVID-19 data, treated units
would be those that participated in clinical trials for vaccines e cacy and side e↵ects, and
control units may originate from the national COVID-19 database. We made an extension
to the case-specific random forest(CSRF), a method designed to improve prediction on in-
dividual observations by taking bootstrap samples from data set that assigned more weight
to cases in proximity to where prediction is of utmost importance. Our mean-weighted case-
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specific random forest(MWCSRF), an extension of CSRF, selects bootstrap samples using
mean weights. Thus, the main distinction between CSRF and MWCSRF is selecting boot-
strap samples for random forest model estimation and prediction. We used all the control
units as the training data set to develop the MWCSRF model. Using the treated units as
the testing data set, we predict prognostic scores—the expected control outcome given a set
of covariates. We obtained the ATT as the average di↵erence between the treated units’
potential outcome and prognostic score. We compare the performance of the MWCSRF
method with random forest(RF), CSRF, genetic matching, and causal forest. Simulation re-
sults suggest encouraging performance of the MWCSRF method compared to other methods
under both homogeneous and heterogeneous treatment e↵ect settings, especially when the
number of treated units is small and treated units concentrated in one area of the covariate
space. We then apply our method to a study on the e cacy of the National Supported Work
Demonstration program.
In Chapter 3, we present a direction to our R package MWCSRF to facilitate the imple-
mentation of the MWCSRF method. This package is a supportive accompaniment to the
work completed in this dissertation. It comprises functions that will estimate the MWCSRF
model for predicting prognostic scores and average treatment e↵ect for the treated(ATT)
estimation. Hopefully, researchers will find this package helpful in calculating the average
treatment e↵ect for the treated(ATT), especially in settings with small treated units and sub-
stantial control units, where treated units in the covariate space not randomly distributed.
Finally, in Chapter 4, we discuss the issue of treatment spillover in the framework of
Fisher’s Lady Tasting Tea experiment. Randomized controlled experiments are the “gold
standard” in Causal Inference, and Fisher’s Lady Tasting Tea is a foundational example in
experimental design. We illustrate that Lady Tasting Tea can violate the stable unit treat-
ment value(SUTVA) assumption under certain conditions. (SUTVA) entails the response
of a unit to be only a↵ected by the treatment status of that unit. SUTVA is a generally
utilized assumption in causal inference, and its violation usually occurred in studies showing
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some type of treatment spillover. We consider the following model of response for the Lady
Tasting Tea experiment. The Lady knows that half of all cups receive tea first and the
other half receive milk first and that this assignment is completely randomized. For each
cup, the Lady obtains a “likelihood score” of that cup receiving milk first, which may di↵er
depending on whether that cup is indeed given milk first. The Lady guesses the cups with
the most significant likelihood scores receive milk first after tasting tea from all cups. We
demonstrate that SUTVA may be violated under this model even when, for a given cup, the
Lady’s milk-first likelihood score is always higher when that cup actually receives milk first.
Furthermore, we illustrate that SUTVA holds under two conditions: one in which the Lady’s
likelihood score for a cup is the same irrespective of whether that cup was given milk first
or tea first, and one in which the Lady always makes perfect guesses.
5.2 Future Research
The work in this dissertation focuses exclusively on model estimation and prediction, but in
our future research, we will provide theoretical background and inferential analysis. This in-
cludes asymptotic derivations, confidence intervals, and hypothesis testing for our estimates.
Generally, it’s pretty challenging to give asymptotic derivation to a random forest model,
which will lead to the construction of confidence interval and hypothesis testing for random
forest estimates. There are few results on the theoretical behavior of random forests (Mentch
and Hooker, 2016; Wager and Athey, 2018). Such theoretical papers help enable confidence
interval construction and hypothesis testing for the estimates. For future research, we also in-
tend to extend our MWCSRF method to quantile regression and compare our estimates with
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Appendix A
Summary of estimates of the models
from the homogeneous and
heterogeneous with true ATT as 4
when the number of predictors is
varied
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Table A.1: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 210, Nc = 200, Nt = 10, and p = 5
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 5 200 10 3.9223 -0.0777 0.3963 0.3201
Random Forest 0 210 5 200 10 3.8855 -0.1145 0.3855 0.3188
Genetic Matching 0 210 5 200 10 3.9372 -0.0628 0.6127 0.5303
CSRF 0 210 5 200 10 3.9183 -0.0817 0.3966 0.3205
Causal Forest 0 210 5 200 10 3.1940 -0.8060 0.3293 0.0032
Mean weight 0.5 210 5 200 10 3.9489 -0.0511 0.3986 0.3254
Random Forest 0.5 210 5 200 10 3.9159 -0.0841 0.3902 0.3242
Genetic Matching 0.5 210 5 200 10 3.9526 -0.0474 0.5569 0.5097
CSRF 0.5 210 5 200 10 3.9434 -0.0566 0.3983 0.3255
Causal Forest 0.5 210 5 200 10 3.2855 -0.7145 0.3398 0.0039
Mean weight -0.5 210 5 200 10 4.0361 0.0361 0.3987 0.3171
Random Forest -0.5 210 5 200 10 4.0068 0.0068 0.3870 0.3158
Genetic Matching -0.5 210 5 200 10 4.1036 0.1036 0.6308 0.5371
CSRF -0.5 210 5 200 10 4.0324 0.0324 0.3988 0.3176
Causal Forest -0.5 210 5 200 10 3.2810 -0.7190 0.3179 0.0029
Mean weight 0.9 210 5 200 10 4.0434 0.0434 0.3881 0.3266
Random Forest 0.9 210 5 200 10 4.0247 0.0247 0.3818 0.3253
Genetic Matching 0.9 210 5 200 10 4.0010 0.0010 0.5487 0.4793
CSRF 0.9 210 5 200 10 4.0430 0.0430 0.3893 0.3277
Causal Forest 0.9 210 5 200 10 3.6308 -0.3692 0.3385 0.0035
Mean weight -0.9 210 5 200 10 4.2654 0.2654 0.4107 0.3198
Random Forest -0.9 210 5 200 10 4.2536 0.2536 0.3968 0.3182
Genetic Matching -0.9 210 5 200 10 4.5053 0.5053 0.6781 0.5698
CSRF -0.9 210 5 200 10 4.2690 0.2690 0.4101 0.3204
Causal Forest -0.9 210 5 200 10 3.5393 -0.4607 0.3346 0.0020
Table A.2: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 210, Nc = 200, Nt = 10, and p = 10
Model M Size(n) P Cont Trt Estimate Expected.Bias Empirical.SE Theoretical.SE
Mean weight 0 210 10 200 10 3.8079 -0.1921 0.3993 0.3259
Random Forest 0 210 10 200 10 3.7786 -0.2214 0.3921 0.3253
Genetic Matching 0 210 10 200 10 3.8504 -0.1496 0.6309 0.5529
CSRF 0 210 10 200 10 3.8036 -0.1964 0.3987 0.3258
Causal Forest 0 210 10 200 10 3.0799 -0.9201 0.3228 0.0028
Mean weight 0.5 210 10 200 10 3.8429 -0.1571 0.3919 0.3363
Random Forest 0.5 210 10 200 10 3.8131 -0.1869 0.3857 0.3355
Genetic Matching 0.5 210 10 200 10 3.8080 -0.1920 0.5871 0.5497
CSRF 0.5 210 10 200 10 3.8374 -0.1626 0.3912 0.3361
Causal Forest 0.5 210 10 200 10 3.1432 -0.8568 0.3362 0.0036
Mean weight -0.5 210 10 200 10 3.9392 -0.0608 0.3837 0.3197
Random Forest -0.5 210 10 200 10 3.9168 -0.0832 0.3765 0.3190
Genetic Matching -0.5 210 10 200 10 4.0100 0.0100 0.6534 0.5529
CSRF -0.5 210 10 200 10 3.9381 -0.0619 0.3829 0.3198
Causal Forest -0.5 210 10 200 10 3.1416 -0.8584 0.3117 0.0027
Mean weight 0.9 210 10 200 10 4.0298 0.0298 0.3845 0.3314
Random Forest 0.9 210 10 200 10 4.0088 0.0088 0.3795 0.3306
Genetic Matching 0.9 210 10 200 10 3.9573 -0.0427 0.5282 0.5065
CSRF 0.9 210 10 200 10 4.0231 0.0231 0.3854 0.3319
Causal Forest 0.9 210 10 200 10 3.5176 -0.4824 0.3354 0.0045
Mean weight -0.9 210 10 200 10 4.2365 0.2365 0.3763 0.3198
Random Forest -0.9 210 10 200 10 4.2295 0.2295 0.3680 0.3193
Genetic Matching -0.9 210 10 200 10 4.5225 0.5225 0.6665 0.5626
CSRF -0.9 210 10 200 10 4.2370 0.2370 0.3758 0.3202
Causal Forest -0.9 210 10 200 10 3.4232 -0.5768 0.3146 0.0028
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Table A.3: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 210, Nc = 200, Nt = 10, and p = 50
Model M Size(n) P Cont Trt Estimate Expected.Bias Empirical.SE Theoretical.SE
Mean weight 0 210 50 200 10 3.5655 -0.4345 0.3836 0.3309
Random Forest 0 210 50 200 10 3.5604 -0.4396 0.3810 0.3306
Genetic Matching 0 210 50 200 10 3.6858 -0.3142 0.6452 0.5546
CSRF 0 210 50 200 10 3.5656 -0.4344 0.3823 0.3311
Causal Forest 0 210 50 200 10 3.0072 -0.9928 0.3313 0.0027
Mean weight 0.5 210 50 200 10 3.6318 -0.3682 0.3931 0.3498
Random Forest 0.5 210 50 200 10 3.6260 -0.3740 0.3898 0.3488
Genetic Matching 0.5 210 50 200 10 3.6263 -0.3737 0.6590 0.5798
CSRF 0.5 210 50 200 10 3.6299 -0.3701 0.3924 0.3499
Causal Forest 0.5 210 50 200 10 3.0308 -0.9692 0.3395 0.0031
Mean weight -0.5 210 50 200 10 3.7055 -0.2945 0.3610 0.3206
Random Forest -0.5 210 50 200 10 3.6996 -0.3004 0.3585 0.3204
Genetic Matching -0.5 210 50 200 10 3.8177 -0.1823 0.6330 0.5461
CSRF -0.5 210 50 200 10 3.7036 -0.2964 0.3623 0.3207
Causal Forest -0.5 210 50 200 10 3.0557 -0.9443 0.3112 0.0026
Mean weight 0.9 210 50 200 10 3.9703 -0.0297 0.4289 0.3479
Random Forest 0.9 210 50 200 10 3.9657 -0.0343 0.4196 0.3464
Genetic Matching 0.9 210 50 200 10 3.8740 -0.1260 0.7363 0.5963
CSRF 0.9 210 50 200 10 3.9650 -0.0350 0.4284 0.3481
Causal Forest 0.9 210 50 200 10 3.3164 -0.6836 0.3549 0.0040
Mean weight -0.9 210 50 200 10 4.1351 0.1351 0.3624 0.3191
Random Forest -0.9 210 50 200 10 4.1327 0.1327 0.3586 0.3190
Genetic Matching -0.9 210 50 200 10 4.3158 0.3158 0.6774 0.5530
CSRF -0.9 210 50 200 10 4.1330 0.1330 0.3617 0.3191
Causal Forest -0.9 210 50 200 10 3.2689 -0.7311 0.2997 0.0029
Table A.4: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 210, Nc = 200, Nt = 10, and p = 5
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 5 200 10 2.5924 2.5148 -0.0777 0.6784 0.6168
Random Forest 0 210 5 200 10 2.5924 2.4779 -0.1145 0.6713 0.6161
Genetic Matching 0 210 5 200 10 2.5924 2.5297 -0.0628 0.8276 0.8223
CSRF 0 210 5 200 10 2.5924 2.5107 -0.0817 0.6786 0.6171
Causal Forest 0 210 5 200 10 2.5924 1.9422 -0.6503 0.5830 0.0060
Mean weight 0.5 210 5 200 10 2.5928 2.5413 -0.0511 0.6777 0.6186
Random Forest 0.5 210 5 200 10 2.5928 2.5083 -0.0841 0.6724 0.6178
Genetic Matching 0.5 210 5 200 10 2.5928 2.5450 -0.0474 0.7912 0.7881
CSRF 0.5 210 5 200 10 2.5928 2.5358 -0.0566 0.6775 0.6189
Causal Forest 0.5 210 5 200 10 2.5928 2.0132 -0.5792 0.5924 0.0070
Mean weight -0.5 210 5 200 10 2.5916 2.6276 0.0361 0.6850 0.6164
Random Forest -0.5 210 5 200 10 2.5916 2.5983 0.0068 0.6777 0.6158
Genetic Matching -0.5 210 5 200 10 2.5916 2.6952 0.1036 0.8443 0.8441
CSRF -0.5 210 5 200 10 2.5916 2.6240 0.0324 0.6850 0.6166
Causal Forest -0.5 210 5 200 10 2.5916 2.0468 -0.5447 0.5751 0.0055
Mean weight 0.9 210 5 200 10 2.5933 2.6367 0.0434 0.6728 0.6216
Random Forest 0.9 210 5 200 10 2.5933 2.6179 0.0247 0.6682 0.6207
Genetic Matching 0.9 210 5 200 10 2.5933 2.5942 0.0010 0.7857 0.7513
CSRF 0.9 210 5 200 10 2.5933 2.6362 0.0430 0.6734 0.6227
Causal Forest 0.9 210 5 200 10 2.5933 2.3127 -0.2805 0.6090 0.0062
Mean weight -0.9 210 5 200 10 2.5909 2.8563 0.2654 0.6944 0.6185
Random Forest -0.9 210 5 200 10 2.5909 2.8445 0.2536 0.6846 0.6176
Genetic Matching -0.9 210 5 200 10 2.5909 3.0962 0.5053 0.8752 0.9043
CSRF -0.9 210 5 200 10 2.5909 2.8598 0.2690 0.6935 0.6188
Causal Forest -0.9 210 5 200 10 2.5909 2.3396 -0.2513 0.5858 0.0035
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Table A.5: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 210, Nc = 200, Nt = 10, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 10 200 10 2.5771 2.3850 -0.1921 0.6747 0.6261
Random Forest 0 210 10 200 10 2.5771 2.3557 -0.2214 0.6709 0.6258
Genetic Matching 0 210 10 200 10 2.5771 2.4275 -0.1496 0.8299 0.8399
CSRF 0 210 10 200 10 2.5771 2.3808 -0.1964 0.6742 0.6260
Causal Forest 0 210 10 200 10 2.5771 1.8319 -0.7452 0.5671 0.0053
Mean weight 0.5 210 10 200 10 2.5808 2.4235 -0.1573 0.6650 0.6293
Random Forest 0.5 210 10 200 10 2.5808 2.3940 -0.1869 0.6613 0.6290
Genetic Matching 0.5 210 10 200 10 2.5808 2.3888 -0.1920 0.7929 0.8226
CSRF 0.5 210 10 200 10 2.5808 2.4183 -0.1625 0.6643 0.6297
Causal Forest 0.5 210 10 200 10 2.5808 1.8815 -0.6994 0.5769 0.0063
Mean weight -0.5 210 10 200 10 2.5775 2.5167 -0.0608 0.6700 0.6253
Random Forest -0.5 210 10 200 10 2.5775 2.4943 -0.0832 0.6660 0.6249
Genetic Matching -0.5 210 10 200 10 2.5775 2.5876 0.0100 0.8602 0.8519
CSRF -0.5 210 10 200 10 2.5775 2.5156 -0.0619 0.6691 0.6253
Causal Forest -0.5 210 10 200 10 2.5775 1.9170 -0.6605 0.5612 0.0051
Mean weight 0.9 210 10 200 10 2.5806 2.6107 0.0301 0.6687 0.6309
Random Forest 0.9 210 10 200 10 2.5806 2.5905 0.0098 0.6653 0.6299
Genetic Matching 0.9 210 10 200 10 2.5806 2.5496 -0.0310 0.7683 0.7862
CSRF 0.9 210 10 200 10 2.5806 2.6057 0.0251 0.6696 0.6313
Causal Forest 0.9 210 10 200 10 2.5806 2.2113 -0.3693 0.5968 0.0080
Mean weight -0.9 210 10 200 10 2.5777 2.8141 0.2365 0.6600 0.6246
Random Forest -0.9 210 10 200 10 2.5777 2.8071 0.2295 0.6548 0.6244
Genetic Matching -0.9 210 10 200 10 2.5777 3.1001 0.5225 0.8650 0.8705
CSRF -0.9 210 10 200 10 2.5777 2.8146 0.2370 0.6592 0.6247
Causal Forest -0.9 210 10 200 10 2.5777 2.2313 -0.3463 0.5638 0.0050
Table A.6: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 210, Nc = 200, Nt = 10, and p = 50
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 10 200 10 2.5771 2.3850 -0.1921 0.6747 0.6261
Random Forest 0 210 10 200 10 2.5771 2.3557 -0.2214 0.6709 0.6258
Genetic Matching 0 210 10 200 10 2.5771 2.4275 -0.1496 0.8299 0.8399
CSRF 0 210 10 200 10 2.5771 2.3808 -0.1964 0.6742 0.6260
Causal Forest 0 210 10 200 10 2.5771 1.8319 -0.7452 0.5671 0.0053
Mean weight 0.5 210 10 200 10 2.5808 2.4235 -0.1573 0.6650 0.6293
Random Forest 0.5 210 10 200 10 2.5808 2.3940 -0.1869 0.6613 0.6290
Genetic Matching 0.5 210 10 200 10 2.5808 2.3888 -0.1920 0.7929 0.8226
CSRF 0.5 210 10 200 10 2.5808 2.4183 -0.1625 0.6643 0.6297
Causal Forest 0.5 210 10 200 10 2.5808 1.8815 -0.6994 0.5769 0.0063
Mean weight -0.5 210 10 200 10 2.5775 2.5167 -0.0608 0.6700 0.6253
Random Forest -0.5 210 10 200 10 2.5775 2.4943 -0.0832 0.6660 0.6249
Genetic Matching -0.5 210 10 200 10 2.5775 2.5876 0.0100 0.8602 0.8519
CSRF -0.5 210 10 200 10 2.5775 2.5156 -0.0619 0.6691 0.6253
Causal Forest -0.5 210 10 200 10 2.5775 1.9170 -0.6605 0.5612 0.0051
Mean weight 0.9 210 10 200 10 2.5806 2.6107 0.0301 0.6687 0.6309
Random Forest 0.9 210 10 200 10 2.5806 2.5905 0.0098 0.6653 0.6299
Genetic Matching 0.9 210 10 200 10 2.5806 2.5496 -0.0310 0.7683 0.7862
CSRF 0.9 210 10 200 10 2.5806 2.6057 0.0251 0.6696 0.6313
Causal Forest 0.9 210 10 200 10 2.5806 2.2113 -0.3693 0.5968 0.0080
Mean weight -0.9 210 10 200 10 2.5777 2.8141 0.2365 0.6600 0.6246
Random Forest -0.9 210 10 200 10 2.5777 2.8071 0.2295 0.6548 0.6244
Genetic Matching -0.9 210 10 200 10 2.5777 3.1001 0.5225 0.8650 0.8705
CSRF -0.9 210 10 200 10 2.5777 2.8146 0.2370 0.6592 0.6247
Causal Forest -0.9 210 10 200 10 2.5777 2.2313 -0.3463 0.5638 0.0050
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Summary of estimates of the models from homogeneous
and heterogeneous with true ATT as 4 when the sample
size is increased but fraction of treated unit remain the
same.
Table A.7: Summary of estimates of the models from the homogeneous data simulation with
true ATE as 4.0 and N = 410, Nc = 400, Nt = 10, and p = 10
Model M Size(n) P Cont Trt Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 10 400 10 3.8655 -0.1345 0.3777 0.3204
Random Forest 0 410 10 400 10 3.8376 -0.1624 0.3695 0.3196
Genetic Matching 0 410 10 400 10 3.8735 -0.1265 0.6226 0.5409
CSRF 0 410 10 400 10 3.8619 -0.1381 0.3761 0.3205
Causal Forest 0 410 10 400 10 3.1937 -0.8063 0.3143 0.0066
Mean weight 0.5 410 10 400 10 3.9111 -0.0889 0.3799 0.3253
Random Forest 0.5 410 10 400 10 3.8831 -0.1169 0.3719 0.3245
Genetic Matching 0.5 410 10 400 10 3.8788 -0.1212 0.5855 0.5172
CSRF 0.5 410 10 400 10 3.9052 -0.0948 0.3772 0.3253
Causal Forest 0.5 410 10 400 10 3.2905 -0.7095 0.3298 0.0077
Mean weight -0.5 410 10 400 10 3.9892 -0.0108 0.3537 0.3157
Random Forest -0.5 410 10 400 10 3.9672 -0.0328 0.3451 0.3150
Genetic Matching -0.5 410 10 400 10 4.0688 0.0688 0.6179 0.5436
CSRF -0.5 410 10 400 10 3.9880 -0.0120 0.3519 0.3164
Causal Forest -0.5 410 10 400 10 3.2749 -0.7251 0.2946 0.0060
Mean weight 0.9 410 10 400 10 4.0210 0.0210 0.3694 0.3246
Random Forest 0.9 410 10 400 10 4.0011 0.0011 0.3634 0.3234
Genetic Matching 0.9 410 10 400 10 3.9456 -0.0544 0.5427 0.4904
CSRF 0.9 410 10 400 10 4.0172 0.0172 0.3699 0.3252
Causal Forest 0.9 410 10 400 10 3.6045 -0.3955 0.3236 0.0102
Mean weight -0.9 410 10 400 10 4.2279 0.2279 0.3546 0.3168
Random Forest -0.9 410 10 400 10 4.2193 0.2193 0.3503 0.3163
Genetic Matching -0.9 410 10 400 10 4.5415 0.5415 0.6270 0.5445
CSRF -0.9 410 10 400 10 4.2294 0.2294 0.3550 0.3175
Causal Forest -0.9 410 10 400 10 3.4802 -0.5198 0.3151 0.0064
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Table A.8: Summary of estimates of the models from the homogeneous data simulation with
true ATE as 4.0 and N = 1025, Nc = 1000, Nt = 25, and p = 10
Model M Size(n) P Cont Trt Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 1025 10 1000 25 3.9626 -0.0374 0.2343 0.2041
Random Forest 0 1025 10 1000 25 3.9387 -0.0613 0.2282 0.2036
Genetic Matching 0 1025 10 1000 25 3.9217 -0.0783 0.4759 0.4281
CSRF 0 1025 10 1000 25 3.9553 -0.0447 0.2329 0.2043
Causal Forest 0 1025 10 1000 25 3.2402 -0.7598 0.2035 0.0015
Mean weight 0.5 1025 10 1000 25 3.9692 -0.0308 0.2360 0.2059
Random Forest 0.5 1025 10 1000 25 3.9492 -0.0508 0.2308 0.2053
Genetic Matching 0.5 1025 10 1000 25 3.9104 -0.0896 0.4137 0.4019
CSRF 0.5 1025 10 1000 25 3.9628 -0.0372 0.2365 0.2061
Causal Forest 0.5 1025 10 1000 25 3.3301 -0.6699 0.2062 0.0019
Mean weight -0.5 1025 10 1000 25 4.0384 0.0384 0.2442 0.2023
Random Forest -0.5 1025 10 1000 25 4.0209 0.0209 0.2362 0.2017
Genetic Matching -0.5 1025 10 1000 25 4.0711 0.0711 0.4915 0.4339
CSRF -0.5 1025 10 1000 25 4.0347 0.0347 0.2430 0.2026
Causal Forest -0.5 1025 10 1000 25 3.4436 -0.5564 0.2186 0.0028
Mean weight 0.9 1025 10 1000 25 4.0242 0.0242 0.2391 0.2055
Random Forest 0.9 1025 10 1000 25 4.0059 0.0059 0.2342 0.2050
Genetic Matching 0.9 1025 10 1000 25 3.9751 -0.0249 0.3752 0.3604
CSRF 0.9 1025 10 1000 25 4.0227 0.0227 0.2388 0.2059
Causal Forest 0.9 1025 10 1000 25 3.6035 -0.3965 0.2068 0.0036
Mean weight -0.9 1025 10 1000 25 4.2355 0.2355 0.2388 0.2032
Random Forest -0.9 1025 10 1000 25 4.2305 0.2305 0.2344 0.2028
Genetic Matching -0.9 1025 10 1000 25 4.5706 0.5706 0.5358 0.4704
CSRF -0.9 1025 10 1000 25 4.2382 0.2382 0.2400 0.2034
Causal Forest -0.9 1025 10 1000 25 3.6332 -0.3668 0.2635 0.0073
Table A.9: Summary of estimates of the models from the homogeneous data simulation with
true ATE as 4.0 and N = 2050, Nc = 2000, Nt = 50, and p = 10
Model M Size(n) P Cont Trt Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 2050 10 2000 50 3.9911 -0.0089 0.1741 0.1435
Random Forest 0 2050 10 2000 50 3.9728 -0.0272 0.1669 0.1431
Genetic Matching 0 2050 10 2000 50 3.9721 -0.0279 0.3933 0.3635
CSRF 0 2050 10 2000 50 3.9832 -0.0168 0.1727 0.1439
Causal Forest 0 2050 10 2000 50 3.6032 -0.3968 0.1803 0.0089
Mean weight 0.5 2050 10 2000 50 4.0024 0.0024 0.1721 0.1451
Random Forest 0.5 2050 10 2000 50 3.9858 -0.0142 0.1668 0.1446
Genetic Matching 0.5 2050 10 2000 50 3.9382 -0.0618 0.3356 0.3351
CSRF 0.5 2050 10 2000 50 3.9945 -0.0055 0.1715 0.1454
Causal Forest 0.5 2050 10 2000 50 3.6392 -0.3608 0.1710 0.0096
Mean weight -0.5 2050 10 2000 50 4.0629 0.0629 0.1801 0.1431
Random Forest -0.5 2050 10 2000 50 4.0482 0.0482 0.1724 0.1427
Genetic Matching -0.5 2050 10 2000 50 4.1230 0.1230 0.4257 0.3852
CSRF -0.5 2050 10 2000 50 4.0586 0.0586 0.1791 0.1433
Causal Forest -0.5 2050 10 2000 50 3.8982 -0.1018 0.2108 0.0137
Mean weight 0.9 2050 10 2000 50 4.0156 0.0156 0.1650 0.1448
Random Forest 0.9 2050 10 2000 50 4.0009 0.0009 0.1615 0.1445
Genetic Matching 0.9 2050 10 2000 50 3.9771 -0.0229 0.2752 0.2846
CSRF 0.9 2050 10 2000 50 4.0140 0.0140 0.1652 0.1452
Causal Forest 0.9 2050 10 2000 50 3.7682 -0.2318 0.1594 0.0142
Mean weight -0.9 2050 10 2000 50 4.2245 0.2245 0.1839 0.1436
Random Forest -0.9 2050 10 2000 50 4.2246 0.2246 0.1797 0.1433
Genetic Matching -0.9 2050 10 2000 50 4.5673 0.5673 0.4662 0.4165
CSRF -0.9 2050 10 2000 50 4.2277 0.2277 0.1846 0.1439
Causal Forest -0.9 2050 10 2000 50 3.5566 -0.4434 0.2380 0.0347
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Table A.10: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 410, Nc = 400, Nt = 10, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 10 400 10 2.5677 2.4331 -0.1345 0.6685 0.6185
Random Forest 0 410 10 400 10 2.5677 2.4052 -0.1624 0.6629 0.6181
Genetic Matching 0 410 10 400 10 2.5677 2.4411 -0.1265 0.8355 0.8172
CSRF 0 410 10 400 10 2.5677 2.4295 -0.1381 0.6666 0.6186
Causal Forest 0 410 10 400 10 2.5677 1.9290 -0.6386 0.5683 0.0126
Mean weight 0.5 410 10 400 10 2.5678 2.4793 -0.0885 0.6611 0.6190
Random Forest 0.5 410 10 400 10 2.5678 2.4509 -0.1169 0.6564 0.6186
Genetic Matching 0.5 410 10 400 10 2.5678 2.4466 -0.1212 0.8036 0.7810
CSRF 0.5 410 10 400 10 2.5678 2.4731 -0.0947 0.6584 0.6190
Causal Forest 0.5 410 10 400 10 2.5678 2.0097 -0.5580 0.5809 0.0141
Mean weight -0.5 410 10 400 10 2.5681 2.5573 -0.0108 0.6482 0.6174
Random Forest -0.5 410 10 400 10 2.5681 2.5353 -0.0328 0.6433 0.6171
Genetic Matching -0.5 410 10 400 10 2.5681 2.6369 0.0688 0.8226 0.8292
CSRF -0.5 410 10 400 10 2.5681 2.5561 -0.0120 0.6468 0.6180
Causal Forest -0.5 410 10 400 10 2.5681 2.0262 -0.5419 0.5514 0.0117
Mean weight 0.9 410 10 400 10 2.5678 2.5838 0.0160 0.6498 0.6211
Random Forest 0.9 410 10 400 10 2.5678 2.5650 -0.0028 0.6484 0.6207
Genetic Matching 0.9 410 10 400 10 2.5678 2.5333 -0.0345 0.7657 0.7540
CSRF 0.9 410 10 400 10 2.5678 2.5820 0.0142 0.6500 0.6219
Causal Forest 0.9 410 10 400 10 2.5678 2.2774 -0.2903 0.5947 0.0185
Mean weight -0.9 410 10 400 10 2.5692 2.7971 0.2279 0.6471 0.6175
Random Forest -0.9 410 10 400 10 2.5692 2.7885 0.2193 0.6456 0.6173
Genetic Matching -0.9 410 10 400 10 2.5692 3.1106 0.5415 0.8222 0.8387
CSRF -0.9 410 10 400 10 2.5692 2.7986 0.2294 0.6476 0.6179
Causal Forest -0.9 410 10 400 10 2.5692 2.2736 -0.2956 0.5500 0.0112
Table A.11: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 1025, Nc = 1000, Nt = 25, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 1025 10 1000 25 2.5729 2.5355 -0.0374 0.4115 0.3980
Random Forest 0 1025 10 1000 25 2.5729 2.5116 -0.0613 0.4285 0.3977
Genetic Matching 0 1025 10 1000 25 2.5729 2.4946 -0.0783 0.5871 0.6495
CSRF 0 1025 10 1000 25 2.5729 2.5282 -0.0447 0.4205 0.3982
Causal Forest 0 1025 10 1000 25 2.5729 2.0163 -0.5566 0.3569 0.0028
Mean weight 0.5 1025 10 1000 25 2.5753 2.5451 -0.0301 0.4119 0.3981
Random Forest 0.5 1025 10 1000 25 2.5753 2.5244 -0.0509 0.4291 0.3978
Genetic Matching 0.5 1025 10 1000 25 2.5753 2.4856 -0.0896 0.5251 0.6089
CSRF 0.5 1025 10 1000 25 2.5753 2.5385 -0.0367 0.4223 0.3984
Causal Forest 0.5 1025 10 1000 25 2.5753 2.0741 -0.5012 0.3591 0.0036
Mean weight -0.5 1025 10 1000 25 2.5761 2.6146 0.0384 0.4217 0.3979
Random Forest -0.5 1025 10 1000 25 2.5761 2.5971 0.0209 0.4367 0.3975
Genetic Matching -0.5 1025 10 1000 25 2.5761 2.6472 0.0711 0.6049 0.6688
CSRF -0.5 1025 10 1000 25 2.5761 2.6108 0.0347 0.4285 0.3981
Causal Forest -0.5 1025 10 1000 25 2.5761 2.1993 -0.3768 0.3789 0.0054
Mean weight 0.9 1025 10 1000 25 2.5759 2.5937 0.0178 0.4096 0.3994
Random Forest 0.9 1025 10 1000 25 2.5759 2.5768 0.0008 0.4176 0.3991
Genetic Matching 0.9 1025 10 1000 25 2.5759 2.5474 -0.0285 0.4925 0.5533
CSRF 0.9 1025 10 1000 25 2.5759 2.5924 0.0165 0.4101 0.3998
Causal Forest 0.9 1025 10 1000 25 2.5759 2.2788 -0.2972 0.3714 0.0070
Mean weight -0.9 1025 10 1000 25 2.5738 2.8093 0.2355 0.4158 0.3977
Random Forest -0.9 1025 10 1000 25 2.5738 2.8043 0.2305 0.4241 0.3975
Genetic Matching -0.9 1025 10 1000 25 2.5738 3.1444 0.5706 0.6389 0.7238
CSRF -0.9 1025 10 1000 25 2.5738 2.8120 0.2382 0.4174 0.3978
Causal Forest -0.9 1025 10 1000 25 2.5738 2.4344 -0.1394 0.4198 0.0114
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Table A.12: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 2050, Nc = 2000, Nt = 50, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 2050 10 2000 50 2.5793 2.5704 -0.0089 0.2979 0.2818
Random Forest 0 2050 10 2000 50 2.5793 2.5521 -0.0272 0.2933 0.2816
Genetic Matching 0 2050 10 2000 50 2.5793 2.5513 -0.0279 0.4565 0.5547
CSRF 0 2050 10 2000 50 2.5793 2.5625 -0.0168 0.2965 0.2820
Causal Forest 0 2050 10 2000 50 2.5793 2.3095 -0.2698 0.2942 0.0167
Mean weight 0.5 2050 10 2000 50 2.5804 2.5827 0.0024 0.2942 0.2824
Random Forest 0.5 2050 10 2000 50 2.5804 2.5661 -0.0142 0.2920 0.2822
Genetic Matching 0.5 2050 10 2000 50 2.5804 2.5186 -0.0618 0.4037 0.5083
CSRF 0.5 2050 10 2000 50 2.5804 2.5749 -0.0055 0.2937 0.2827
Causal Forest 0.5 2050 10 2000 50 2.5804 2.3141 -0.2663 0.2856 0.0181
Mean weight -0.5 2050 10 2000 50 2.5782 2.6411 0.0629 0.3032 0.2818
Random Forest -0.5 2050 10 2000 50 2.5782 2.6264 0.0482 0.2984 0.2816
Genetic Matching -0.5 2050 10 2000 50 2.5782 2.7012 0.1230 0.4931 0.5926
CSRF -0.5 2050 10 2000 50 2.5782 2.6368 0.0586 0.3024 0.2819
Causal Forest -0.5 2050 10 2000 50 2.5782 2.5618 -0.0164 0.3360 0.0237
Mean weight 0.9 2050 10 2000 50 2.5807 2.6001 0.0194 0.2938 0.2832
Random Forest 0.9 2050 10 2000 50 2.5807 2.5856 0.0049 0.2930 0.2830
Genetic Matching 0.9 2050 10 2000 50 2.5807 2.5780 -0.0027 0.3668 0.4402
CSRF 0.9 2050 10 2000 50 2.5807 2.5988 0.0181 0.2944 0.2834
Causal Forest 0.9 2050 10 2000 50 2.5807 2.4069 -0.1738 0.2837 0.0265
Mean weight -0.9 2050 10 2000 50 2.5790 2.8059 0.2268 0.3045 0.2815
Random Forest -0.9 2050 10 2000 50 2.5790 2.8062 0.2272 0.3008 0.2813
Genetic Matching -0.9 2050 10 2000 50 2.5790 3.1352 0.5562 0.5039 0.6457
CSRF -0.9 2050 10 2000 50 2.5790 2.8099 0.2309 0.3045 0.2815
Causal Forest -0.9 2050 10 2000 50 2.5790 2.4557 -0.1233 0.3665 0.0459
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Summary of estimates of the models from the heteroge-
neous with true ATT as 4 when the number of control
unit is increase and treated unit remain the same.
Table A.13: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 210, Nc = 200, Nt = 10, and p = 10
Model M Size(n) P Cont Trt Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 10 200 10 3.8079 -0.1921 0.3993 0.3259
Random Forest 0 210 10 200 10 3.7786 -0.2214 0.3921 0.3253
Genetic Matching 0 210 10 200 10 3.8504 -0.1496 0.6309 0.5529
CSRF 0 210 10 200 10 3.8036 -0.1964 0.3987 0.3258
Causal Forest 0 210 10 200 10 3.0799 -0.9201 0.3228 0.0028
Mean weight 0.5 210 10 200 10 3.8429 -0.1571 0.3919 0.3363
Random Forest 0.5 210 10 200 10 3.8131 -0.1869 0.3857 0.3355
Genetic Matching 0.5 210 10 200 10 3.8080 -0.1920 0.5871 0.5497
CSRF 0.5 210 10 200 10 3.8374 -0.1626 0.3912 0.3361
Causal Forest 0.5 210 10 200 10 3.1432 -0.8568 0.3362 0.0036
Mean weight -0.5 210 10 200 10 3.9392 -0.0608 0.3837 0.3197
Random Forest -0.5 210 10 200 10 3.9168 -0.0832 0.3765 0.3190
Genetic Matching -0.5 210 10 200 10 4.0100 0.0100 0.6534 0.5529
CSRF -0.5 210 10 200 10 3.9381 -0.0619 0.3829 0.3198
Causal Forest -0.5 210 10 200 10 3.1416 -0.8584 0.3117 0.0027
Mean weight 0.9 210 10 200 10 4.0298 0.0298 0.3845 0.3314
Random Forest 0.9 210 10 200 10 4.0088 0.0088 0.3795 0.3306
Genetic Matching 0.9 210 10 200 10 3.9573 -0.0427 0.5282 0.5065
CSRF 0.9 210 10 200 10 4.0231 0.0231 0.3854 0.3319
Causal Forest 0.9 210 10 200 10 3.5176 -0.4824 0.3354 0.0045
Mean weight -0.9 210 10 200 10 4.2365 0.2365 0.3763 0.3198
Random Forest -0.9 210 10 200 10 4.2295 0.2295 0.3680 0.3193
Genetic Matching -0.9 210 10 200 10 4.5225 0.5225 0.6665 0.5626
CSRF -0.9 210 10 200 10 4.2370 0.2370 0.3758 0.3202
Causal Forest -0.9 210 10 200 10 3.4232 -0.5768 0.3146 0.0028
78
Table A.14: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 410, Nc = 400, Nt = 10, and p = 10
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 10 400 10 3.8655 -0.1345 0.3777 0.3204
Random Forest 0 410 10 400 10 3.8376 -0.1624 0.3695 0.3196
Genetic Matching 0 410 10 400 10 3.8735 -0.1265 0.6226 0.5409
CSRF 0 410 10 400 10 3.8619 -0.1381 0.3761 0.3205
Causal Forest 0 410 10 400 10 3.1937 -0.8063 0.3143 0.0066
Mean weight 0.5 410 10 400 10 3.9111 -0.0889 0.3799 0.3253
Random Forest 0.5 410 10 400 10 3.8831 -0.1169 0.3719 0.3245
Genetic Matching 0.5 410 10 400 10 3.8788 -0.1212 0.5855 0.5172
CSRF 0.5 410 10 400 10 3.9052 -0.0948 0.3772 0.3253
Causal Forest 0.5 410 10 400 10 3.2905 -0.7095 0.3298 0.0077
Mean weight -0.5 410 10 400 10 3.9892 -0.0108 0.3537 0.3157
Random Forest -0.5 410 10 400 10 3.9672 -0.0328 0.3451 0.3150
Genetic Matching -0.5 410 10 400 10 4.0688 0.0688 0.6179 0.5436
CSRF -0.5 410 10 400 10 3.9880 -0.0120 0.3519 0.3164
Causal Forest -0.5 410 10 400 10 3.2749 -0.7251 0.2946 0.0060
Mean weight 0.9 410 10 400 10 4.0210 0.0210 0.3694 0.3246
Random Forest 0.9 410 10 400 10 4.0011 0.0011 0.3634 0.3234
Genetic Matching 0.9 410 10 400 10 3.9456 -0.0544 0.5427 0.4904
CSRF 0.9 410 10 400 10 4.0172 0.0172 0.3699 0.3252
Causal Forest 0.9 410 10 400 10 3.6045 -0.3955 0.3236 0.0102
Mean weight -0.9 410 10 400 10 4.2279 0.2279 0.3546 0.3168
Random Forest -0.9 410 10 400 10 4.2193 0.2193 0.3503 0.3163
Genetic Matching -0.9 410 10 400 10 4.5415 0.5415 0.6270 0.5445
CSRF -0.9 410 10 400 10 4.2294 0.2294 0.3550 0.3175
Causal Forest -0.9 410 10 400 10 3.4802 -0.5198 0.3151 0.0064
Table A.15: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 525, Nc = 500, Nt = 25, and p = 10
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 525 10 500 25 3.9114 -0.0886 0.2578 0.2052
Random Forest 0 525 10 500 25 3.8827 -0.1173 0.2521 0.2048
Genetic Matching 0 525 10 500 25 3.8744 -0.1256 0.4898 0.4499
CSRF 0 525 10 500 25 3.9069 -0.0931 0.2574 0.2054
Causal Forest 0 525 10 500 25 3.1000 -0.9000 0.2122 0.0017
Mean weight 0.5 525 10 500 25 3.9325 -0.0675 0.2582 0.2095
Random Forest 0.5 525 10 500 25 3.9077 -0.0923 0.2508 0.2092
Genetic Matching 0.5 525 10 500 25 3.8824 -0.1176 0.4403 0.4262
CSRF 0.5 525 10 500 25 3.9255 -0.0745 0.2587 0.2097
Causal Forest 0.5 525 10 500 25 3.2120 -0.7880 0.2240 0.0023
Mean weight -0.5 525 10 500 25 4.0140 0.0140 0.2679 0.2032
Random Forest -0.5 525 10 500 25 3.9940 -0.0060 0.2583 0.2027
Genetic Matching -0.5 525 10 500 25 4.0877 0.0877 0.5152 0.4602
CSRF -0.5 525 10 500 25 4.0110 0.0110 0.2663 0.2034
Causal Forest -0.5 525 10 500 25 3.2845 -0.7155 0.2325 0.0023
Mean weight 0.9 525 10 500 25 4.0338 0.0338 0.2595 0.2090
Random Forest 0.9 525 10 500 25 4.0145 0.0145 0.2542 0.2084
Genetic Matching 0.9 525 10 500 25 3.9901 -0.0099 0.3883 0.3801
CSRF 0.9 525 10 500 25 4.0312 0.0312 0.2595 0.2094
Causal Forest 0.9 525 10 500 25 3.5817 -0.4183 0.2298 0.0039
Mean weight -0.9 525 10 500 25 4.2464 0.2464 0.2717 0.2045
Random Forest -0.9 525 10 500 25 4.2390 0.2390 0.2631 0.2042
Genetic Matching -0.9 525 10 500 25 4.5651 0.5651 0.5731 0.4867
CSRF -0.9 525 10 500 25 4.2464 0.2464 0.2704 0.2048
Causal Forest -0.9 525 10 500 25 3.5845 -0.4155 0.2788 0.0043
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Table A.16: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 1025, Nc = 1000, Nt = 25, and p = 10
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 1025 10 1000 25 3.9626 -0.0374 0.2343 0.2041
Random Forest 0 1025 10 1000 25 3.9387 -0.0613 0.2282 0.2036
Genetic Matching 0 1025 10 1000 25 3.9217 -0.0783 0.4759 0.4281
CSRF 0 1025 10 1000 25 3.9553 -0.0447 0.2329 0.2043
Causal Forest 0 1025 10 1000 25 3.2402 -0.7598 0.2035 0.0015
Mean weight 0.5 1025 10 1000 25 3.9692 -0.0308 0.2360 0.2059
Random Forest 0.5 1025 10 1000 25 3.9492 -0.0508 0.2308 0.2053
Genetic Matching 0.5 1025 10 1000 25 3.9104 -0.0896 0.4137 0.4019
CSRF 0.5 1025 10 1000 25 3.9628 -0.0372 0.2365 0.2061
Causal Forest 0.5 1025 10 1000 25 3.3301 -0.6699 0.2062 0.0019
Mean weight -0.5 1025 10 1000 25 4.0384 0.0384 0.2442 0.2023
Random Forest -0.5 1025 10 1000 25 4.0209 0.0209 0.2362 0.2017
Genetic Matching -0.5 1025 10 1000 25 4.0711 0.0711 0.4915 0.4339
CSRF -0.5 1025 10 1000 25 4.0347 0.0347 0.2430 0.2026
Causal Forest -0.5 1025 10 1000 25 3.4436 -0.5564 0.2186 0.0028
Mean weight 0.9 1025 10 1000 25 4.0242 0.0242 0.2391 0.2055
Random Forest 0.9 1025 10 1000 25 4.0059 0.0059 0.2342 0.2050
Genetic Matching 0.9 1025 10 1000 25 3.9751 -0.0249 0.3752 0.3604
CSRF 0.9 1025 10 1000 25 4.0227 0.0227 0.2388 0.2059
Causal Forest 0.9 1025 10 1000 25 3.6035 -0.3965 0.2068 0.0036
Mean weight -0.9 1025 10 1000 25 4.2355 0.2355 0.2388 0.2032
Random Forest -0.9 1025 10 1000 25 4.2305 0.2305 0.2344 0.2028
Genetic Matching -0.9 1025 10 1000 25 4.5706 0.5706 0.5358 0.4704
CSRF -0.9 1025 10 1000 25 4.2382 0.2382 0.2400 0.2034
Causal Forest -0.9 1025 10 1000 25 3.6332 -0.3668 0.2635 0.0073
Table A.17: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 210, Nc = 200, Nt = 10, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 10 200 10 2.5771 2.3850 -0.1921 0.6747 0.6261
Random Forest 0 210 10 200 10 2.5771 2.3557 -0.2214 0.6709 0.6258
Genetic Matching 0 210 10 200 10 2.5771 2.4275 -0.1496 0.8299 0.8399
CSRF 0 210 10 200 10 2.5771 2.3808 -0.1964 0.6742 0.6260
Causal Forest 0 210 10 200 10 2.5771 1.8319 -0.7452 0.5671 0.0053
Mean weight 0.5 210 10 200 10 2.5808 2.4235 -0.1573 0.6650 0.6293
Random Forest 0.5 210 10 200 10 2.5808 2.3940 -0.1869 0.6613 0.6290
Genetic Matching 0.5 210 10 200 10 2.5808 2.3888 -0.1920 0.7929 0.8226
CSRF 0.5 210 10 200 10 2.5808 2.4183 -0.1625 0.6643 0.6297
Causal Forest 0.5 210 10 200 10 2.5808 1.8815 -0.6994 0.5769 0.0063
Mean weight -0.5 210 10 200 10 2.5775 2.5167 -0.0608 0.6700 0.6253
Random Forest -0.5 210 10 200 10 2.5775 2.4943 -0.0832 0.6660 0.6249
Genetic Matching -0.5 210 10 200 10 2.5775 2.5876 0.0100 0.8602 0.8519
CSRF -0.5 210 10 200 10 2.5775 2.5156 -0.0619 0.6691 0.6253
Causal Forest -0.5 210 10 200 10 2.5775 1.9170 -0.6605 0.5612 0.0051
Mean weight 0.9 210 10 200 10 2.5806 2.6107 0.0301 0.6687 0.6309
Random Forest 0.9 210 10 200 10 2.5806 2.5905 0.0098 0.6653 0.6299
Genetic Matching 0.9 210 10 200 10 2.5806 2.5496 -0.0310 0.7683 0.7862
CSRF 0.9 210 10 200 10 2.5806 2.6057 0.0251 0.6696 0.6313
Causal Forest 0.9 210 10 200 10 2.5806 2.2113 -0.3693 0.5968 0.0080
Mean weight -0.9 210 10 200 10 2.5777 2.8141 0.2365 0.6600 0.6246
Random Forest -0.9 210 10 200 10 2.5777 2.8071 0.2295 0.6548 0.6244
Genetic Matching -0.9 210 10 200 10 2.5777 3.1001 0.5225 0.8650 0.8705
CSRF -0.9 210 10 200 10 2.5777 2.8146 0.2370 0.6592 0.6247
Causal Forest -0.9 210 10 200 10 2.5777 2.2313 -0.3463 0.5638 0.0050
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Table A.18: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 410, Nc = 400, Nt = 10, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 10 400 10 2.5677 2.4331 -0.1345 0.6685 0.6185
Random Forest 0 410 10 400 10 2.5677 2.4052 -0.1624 0.6629 0.6181
Genetic Matching 0 410 10 400 10 2.5677 2.4411 -0.1265 0.8355 0.8172
CSRF 0 410 10 400 10 2.5677 2.4295 -0.1381 0.6666 0.6186
Causal Forest 0 410 10 400 10 2.5677 1.9290 -0.6386 0.5683 0.0126
Mean weight 0.5 410 10 400 10 2.5678 2.4793 -0.0885 0.6611 0.6190
Random Forest 0.5 410 10 400 10 2.5678 2.4509 -0.1169 0.6564 0.6186
Genetic Matching 0.5 410 10 400 10 2.5678 2.4466 -0.1212 0.8036 0.7810
CSRF 0.5 410 10 400 10 2.5678 2.4731 -0.0947 0.6584 0.6190
Causal Forest 0.5 410 10 400 10 2.5678 2.0097 -0.5580 0.5809 0.0141
Mean weight -0.5 410 10 400 10 2.5681 2.5573 -0.0108 0.6482 0.6174
Random Forest -0.5 410 10 400 10 2.5681 2.5353 -0.0328 0.6433 0.6171
Genetic Matching -0.5 410 10 400 10 2.5681 2.6369 0.0688 0.8226 0.8292
CSRF -0.5 410 10 400 10 2.5681 2.5561 -0.0120 0.6468 0.6180
Causal Forest -0.5 410 10 400 10 2.5681 2.0262 -0.5419 0.5514 0.0117
Mean weight 0.9 410 10 400 10 2.5678 2.5838 0.0160 0.6498 0.6211
Random Forest 0.9 410 10 400 10 2.5678 2.5650 -0.0028 0.6484 0.6207
Genetic Matching 0.9 410 10 400 10 2.5678 2.5333 -0.0345 0.7657 0.7540
CSRF 0.9 410 10 400 10 2.5678 2.5820 0.0142 0.6500 0.6219
Causal Forest 0.9 410 10 400 10 2.5678 2.2774 -0.2903 0.5947 0.0185
Mean weight -0.9 410 10 400 10 2.5692 2.7971 0.2279 0.6471 0.6175
Random Forest -0.9 410 10 400 10 2.5692 2.7885 0.2193 0.6456 0.6173
Genetic Matching -0.9 410 10 400 10 2.5692 3.1106 0.5415 0.8222 0.8387
CSRF -0.9 410 10 400 10 2.5692 2.7986 0.2294 0.6476 0.6179
Causal Forest -0.9 410 10 400 10 2.5692 2.2736 -0.2956 0.5500 0.0112
Table A.19: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 525, Nc = 500, Nt = 25, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 525 10 500 25 2.5813 2.4928 -0.0886 0.4394 0.3981
Random Forest 0 525 10 500 25 2.5813 2.4640 -0.1173 0.4373 0.3980
Genetic Matching 0 525 10 500 25 2.5813 2.4557 -0.1256 0.6091 0.6833
CSRF 0 525 10 500 25 2.5813 2.4883 -0.0931 0.4396 0.3983
Causal Forest 0 525 10 500 25 2.5813 1.9161 -0.6652 0.3767 0.0032
Mean weight 0.5 525 10 500 25 2.5834 2.5160 -0.0673 0.4391 0.3998
Random Forest 0.5 525 10 500 25 2.5834 2.4910 -0.0924 0.4354 0.3996
Genetic Matching 0.5 525 10 500 25 2.5834 2.4657 -0.1176 0.5661 0.6435
CSRF 0.5 525 10 500 25 2.5834 2.5089 -0.0745 0.4400 0.4001
Causal Forest 0.5 525 10 500 25 2.5834 1.9807 -0.6027 0.3831 0.0041
Mean weight -0.5 525 10 500 25 2.5840 2.5985 0.0145 0.4509 0.3982
Random Forest -0.5 525 10 500 25 2.5840 2.5780 -0.0060 0.4445 0.3980
Genetic Matching -0.5 525 10 500 25 2.5840 2.6717 0.0877 0.6356 0.7051
CSRF -0.5 525 10 500 25 2.5840 2.5952 0.0112 0.4496 0.3983
Causal Forest -0.5 525 10 500 25 2.5840 2.0964 -0.4877 0.3978 0.0043
Mean weight 0.9 525 10 500 25 2.5830 2.6100 0.0269 0.4369 0.4010
Random Forest 0.9 525 10 500 25 2.5830 2.5901 0.0070 0.4344 0.4007
Genetic Matching 0.9 525 10 500 25 2.5830 2.5801 -0.0029 0.5398 0.5858
CSRF 0.9 525 10 500 25 2.5830 2.6077 0.0246 0.4374 0.4014
Causal Forest 0.9 525 10 500 25 2.5830 2.2640 -0.3190 0.3989 0.0065
Mean weight -0.9 525 10 500 25 2.5829 2.8293 0.2464 0.4541 0.3988
Random Forest -0.9 525 10 500 25 2.5829 2.8218 0.2390 0.4488 0.3987
Genetic Matching -0.9 525 10 500 25 2.5829 3.1480 0.5651 0.6857 0.7496
CSRF -0.9 525 10 500 25 2.5829 2.8293 0.2464 0.4534 0.3989
Causal Forest -0.9 525 10 500 25 2.5829 2.4421 -0.1408 0.4578 0.0064
81
Table A.20: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 1025, Nc = 1000, Nt = 25, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 1025 10 1000 25 2.5729 2.5355 -0.0374 0.4115 0.3980
Random Forest 0 1025 10 1000 25 2.5729 2.5116 -0.0613 0.4285 0.3977
Genetic Matching 0 1025 10 1000 25 2.5729 2.4946 -0.0783 0.5871 0.6495
CSRF 0 1025 10 1000 25 2.5729 2.5282 -0.0447 0.4205 0.3982
Causal Forest 0 1025 10 1000 25 2.5729 2.0163 -0.5566 0.3569 0.0028
Mean weight 0.5 1025 10 1000 25 2.5753 2.5451 -0.0301 0.4119 0.3981
Random Forest 0.5 1025 10 1000 25 2.5753 2.5244 -0.0509 0.4291 0.3978
Genetic Matching 0.5 1025 10 1000 25 2.5753 2.4856 -0.0896 0.5251 0.6089
CSRF 0.5 1025 10 1000 25 2.5753 2.5385 -0.0367 0.4223 0.3984
Causal Forest 0.5 1025 10 1000 25 2.5753 2.0741 -0.5012 0.3591 0.0036
Mean weight -0.5 1025 10 1000 25 2.5761 2.6146 0.0384 0.4217 0.3979
Random Forest -0.5 1025 10 1000 25 2.5761 2.5971 0.0209 0.4367 0.3975
Genetic Matching -0.5 1025 10 1000 25 2.5761 2.6472 0.0711 0.6049 0.6688
CSRF -0.5 1025 10 1000 25 2.5761 2.6108 0.0347 0.4285 0.3981
Causal Forest -0.5 1025 10 1000 25 2.5761 2.1993 -0.3768 0.3789 0.0054
Mean weight 0.9 1025 10 1000 25 2.5759 2.5937 0.0178 0.4096 0.3994
Random Forest 0.9 1025 10 1000 25 2.5759 2.5768 0.0008 0.4176 0.3991
Genetic Matching 0.9 1025 10 1000 25 2.5759 2.5474 -0.0285 0.4925 0.5533
CSRF 0.9 1025 10 1000 25 2.5759 2.5924 0.0165 0.4101 0.3998
Causal Forest 0.9 1025 10 1000 25 2.5759 2.2788 -0.2972 0.3714 0.0070
Mean weight -0.9 1025 10 1000 25 2.5738 2.8093 0.2355 0.4158 0.3977
Random Forest -0.9 1025 10 1000 25 2.5738 2.8043 0.2305 0.4241 0.3975
Genetic Matching -0.9 1025 10 1000 25 2.5738 3.1444 0.5706 0.6389 0.7238
CSRF -0.9 1025 10 1000 25 2.5738 2.8120 0.2382 0.4174 0.3978
Causal Forest -0.9 1025 10 1000 25 2.5738 2.4344 -0.1394 0.4198 0.0114
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Summary of estimates of the models from the homo-
geneous and heterogeneous when the treated units are
randomly distributed in the covariate space.
Table A.21: Summary of estimates of the models from homogeneous data simulation when
treated units are randomly distributed in the covariate space with true ATE as 4.0 and
N = 210, Nc = 200, Nt = 10, and p = 5
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 5 200 10 4.1013 0.1013 0.3740 0.3477
Random Forest 0 210 5 200 10 4.1211 0.1211 0.3730 0.3471
Genetic Matching 0 210 5 200 10 4.1815 0.1815 0.5251 0.4733
CSRF 0 210 5 200 10 4.1004 0.1004 0.3762 0.3492
Causal Forest 0 210 5 200 10 4.0560 0.0560 0.3785 0.0053
Mean weight 0.5 210 5 200 10 4.0747 0.0747 0.3730 0.3430
Random Forest 0.5 210 5 200 10 4.0926 0.0926 0.3741 0.3428
Genetic Matching 0.5 210 5 200 10 4.1523 0.1523 0.5026 0.4645
CSRF 0.5 210 5 200 10 4.0799 0.0799 0.3777 0.3444
Causal Forest 0.5 210 5 200 10 4.0710 0.0710 0.3764 0.0064
Mean weight -0.5 210 5 200 10 4.1314 0.1314 0.3717 0.3418
Random Forest -0.5 210 5 200 10 4.1484 0.1484 0.3694 0.3410
Genetic Matching -0.5 210 5 200 10 4.2648 0.2648 0.5267 0.4764
CSRF -0.5 210 5 200 10 4.1293 0.1293 0.3740 0.3430
Causal Forest -0.5 210 5 200 10 4.0240 0.0240 0.3691 0.0052
Mean weight 0.9 210 5 200 10 4.0201 0.0201 0.3616 0.3339
Random Forest 0.9 210 5 200 10 4.0340 0.0340 0.3603 0.3321
Genetic Matching 0.9 210 5 200 10 4.0436 0.0436 0.4946 0.4411
CSRF 0.9 210 5 200 10 4.0277 0.0277 0.3663 0.3374
Causal Forest 0.9 210 5 200 10 4.0356 0.0356 0.3618 0.0045
Mean weight -0.9 210 5 200 10 4.1574 0.1574 0.3812 0.3370
Random Forest -0.9 210 5 200 10 4.1802 0.1802 0.3726 0.3345
Genetic Matching -0.9 210 5 200 10 4.3341 0.3341 0.5535 0.4913
CSRF -0.9 210 5 200 10 4.1504 0.1504 0.3829 0.3387
Causal Forest -0.9 210 5 200 10 3.8507 -0.1493 0.3609 0.0053
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Table A.22: Summary of estimates of the models from homogeneous data simulation when
treated units are randomly distributed in the covariate space with true ATE as 4.0 and
N = 210, Nc = 200, Nt = 10, and p = 10
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 10 200 10 4.1288 0.1288 0.3921 0.3650
Random Forest 0 210 10 200 10 4.1425 0.1425 0.3936 0.3648
Genetic Matching 0 210 10 200 10 4.2956 0.2956 0.5534 0.5057
CSRF 0 210 10 200 10 4.1266 0.1266 0.3937 0.3642
Causal Forest 0 210 10 200 10 4.0574 0.0574 0.3868 0.0049
Mean weight 0.5 210 10 200 10 4.0619 0.0619 0.3844 0.3594
Random Forest 0.5 210 10 200 10 4.0795 0.0795 0.3882 0.3596
Genetic Matching 0.5 210 10 200 10 4.1955 0.1955 0.5471 0.5008
CSRF 0.5 210 10 200 10 4.0614 0.0614 0.3868 0.3593
Causal Forest 0.5 210 10 200 10 4.0390 0.0390 0.3961 0.0057
Mean weight -0.5 210 10 200 10 4.1479 0.1479 0.3833 0.3570
Random Forest -0.5 210 10 200 10 4.1600 0.1600 0.3845 0.3566
Genetic Matching -0.5 210 10 200 10 4.3384 0.3384 0.5531 0.5051
CSRF -0.5 210 10 200 10 4.1425 0.1425 0.3842 0.3560
Causal Forest -0.5 210 10 200 10 4.0233 0.0233 0.3877 0.0049
Mean weight 0.9 210 10 200 10 4.0177 0.0177 0.3575 0.3446
Random Forest 0.9 210 10 200 10 4.0304 0.0304 0.3579 0.3439
Genetic Matching 0.9 210 10 200 10 4.0747 0.0747 0.4873 0.4677
CSRF 0.9 210 10 200 10 4.0217 0.0217 0.3583 0.3464
Causal Forest 0.9 210 10 200 10 4.0252 0.0252 0.3646 0.0066
Mean weight -0.9 210 10 200 10 4.1545 0.1545 0.3692 0.3409
Random Forest -0.9 210 10 200 10 4.1754 0.1754 0.3663 0.3406
Genetic Matching -0.9 210 10 200 10 4.3722 0.3722 0.5263 0.4935
CSRF -0.9 210 10 200 10 4.1496 0.1496 0.3696 0.3417
Causal Forest -0.9 210 10 200 10 3.8540 -0.1460 0.3702 0.0059
Table A.23: Summary of estimates of the models from the heterogeneous data simulation
when treated units are randomly distributed in the covariate space with true ATT unknown
and N = 210, Nc = 200, Nt = 10, and p = 5
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 5 200 10 2.5948 2.6961 0.1013 0.6846 0.6476
Random Forest 0 210 5 200 10 2.5948 2.7159 0.1211 0.6809 0.6467
Genetic Matching 0 210 5 200 10 2.5948 2.7763 0.1815 0.7901 0.7157
CSRF 0 210 5 200 10 2.5948 2.6951 0.1004 0.6845 0.6496
Causal Forest 0 210 5 200 10 2.5948 2.6736 0.0788 0.6792 0.0096
Mean weight 0.5 210 5 200 10 2.5946 2.6693 0.0747 0.6924 0.6571
Random Forest 0.5 210 5 200 10 2.5946 2.6872 0.0926 0.6889 0.6557
Genetic Matching 0.5 210 5 200 10 2.5946 2.7468 0.1523 0.7758 0.721
CSRF 0.5 210 5 200 10 2.5946 2.6745 0.0799 0.6936 0.6586
Causal Forest 0.5 210 5 200 10 2.5946 2.6784 0.0839 0.6860 0.0119
Mean weight -0.5 210 5 200 10 2.5911 2.7225 0.1314 0.6766 0.6372
Random Forest -0.5 210 5 200 10 2.5911 2.7396 0.1484 0.6743 0.6368
Genetic Matching -0.5 210 5 200 10 2.5911 2.8560 0.2648 0.7817 0.7142
CSRF -0.5 210 5 200 10 2.5911 2.7205 0.1293 0.6772 0.6382
Causal Forest -0.5 210 5 200 10 2.5911 2.6544 0.0632 0.6604 0.0093
Mean weight 0.9 210 5 200 10 2.5980 2.6181 0.0201 0.6997 0.6694
Random Forest 0.9 210 5 200 10 2.5980 2.6320 0.0340 0.6954 0.6669
Genetic Matching 0.9 210 5 200 10 2.5980 2.6416 0.0436 0.7823 0.7163
CSRF 0.9 210 5 200 10 2.5980 2.6257 0.0277 0.7017 0.6719
Causal Forest 0.9 210 5 200 10 2.5980 2.6416 0.0436 0.6924 0.0101
Mean weight -0.9 210 5 200 10 2.5885 2.7459 0.1574 0.6693 0.6260
Random Forest -0.9 210 5 200 10 2.5885 2.7686 0.1802 0.6634 0.6244
Genetic Matching -0.9 210 5 200 10 2.5885 2.9225 0.3341 0.7771 0.7313
CSRF -0.9 210 5 200 10 2.5885 2.7388 0.1504 0.6703 0.6274
Causal Forest -0.9 210 5 200 10 2.5885 2.5352 -0.0533 0.6168 0.0084
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Table A.24: Summary of estimates of the models from the heterogeneous data simulation
when treated units are randomly distributed in the covariate space with true ATT unknown
and N = 210, Nc = 200, Nt = 10, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 210 10 200 10 2.5755 2.7180 0.1425 0.6822 0.6613
Random Forest 0 210 10 200 10 2.5755 2.8711 0.2956 0.7982 0.7440
Genetic Matching 0 210 10 200 10 2.5755 2.8711 0.2956 0.7982 0.7440
CSRF 0 210 10 200 10 2.5755 2.7021 0.1266 0.6833 0.6620
Causal Forest 0 210 10 200 10 2.5755 2.6602 0.0847 0.6695 0.0086
Mean weight 0.5 210 10 200 10 2.5904 2.6523 0.0619 0.6920 0.6664
Random Forest 0.5 210 10 200 10 2.5904 2.6699 0.0795 0.6919 0.6654
Genetic Matching 0.5 210 10 200 10 2.5904 2.7860 0.1955 0.8190 0.7446
CSRF 0.5 210 10 200 10 2.5904 2.6519 0.0614 0.6928 0.6674
Causal Forest 0.5 210 10 200 10 2.5904 2.6479 0.0574 0.6895 0.0099
Mean weight -0.5 210 10 200 10 2.5771 2.7250 0.1479 0.6753 0.6527
Random Forest -0.5 210 10 200 10 2.5771 2.7371 0.1600 0.6755 0.6523
Genetic Matching -0.5 210 10 200 10 2.5771 2.9155 0.3384 0.7803 0.7363
CSRF -0.5 210 10 200 10 2.5771 2.7197 0.1425 0.6755 0.6524
Causal Forest -0.5 210 10 200 10 2.5771 2.6414 0.0642 0.6643 0.0084
Mean weight 0.9 210 10 200 10 2.5883 2.6059 0.0177 0.7005 0.6755
Random Forest 0.9 210 10 200 10 2.5883 2.6187 0.0304 0.6978 0.6739
Genetic Matching 0.9 210 10 200 10 2.5883 2.6630 0.0747 0.7819 0.7314
CSRF 0.9 210 10 200 10 2.5883 2.6100 0.0217 0.6991 0.6773
Causal Forest 0.9 210 10 200 10 2.5883 2.6190 0.0308 0.6988 0.0140
Mean weight -0.9 210 10 200 10 2.5777 2.7322 0.1545 0.6574 0.6349
Random Forest -0.9 210 10 200 10 2.5777 2.7531 0.1754 0.6548 0.6345
Genetic Matching -0.9 210 10 200 10 2.5777 2.9499 0.3722 0.7547 0.7243
CSRF -0.9 210 10 200 10 2.5777 2.7273 0.1496 0.6575 0.6354
Causal Forest -0.9 210 10 200 10 2.5777 2.5216 -0.0561 0.6212 0.0095
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Table B.1: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 410, Nc = 400, Nt = 10, and p = 5
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 5 400 10 3.9874 -0.0126 0.3752 0.3224
Random Forest 0 410 5 400 10 3.9550 -0.0500 0.3672 0.3213
Genetic Matching 0 410 5 400 10 3.9926 -0.0074 0.5685 0.5068
CSRF 0 410 5 400 10 3.9832 -0.0168 0.3747 0.3229
Causal Forest 0 410 5 400 10 3.3431 -0.6569 0.3184 0.0075
Mean weight 0.05 410 5 400 10 3.9863 -0.0137 0.3815 0.3234
Random Forest 0.05 410 5 400 10 3.9535 -0.0465 0.3723 0.3223
Genetic Matching 0.05 410 5 400 10 4.0045 0.0045 0.5750 0.5074
CSRF 0.05 410 5 400 10 3.9831 -0.0169 0.3807 0.3239
Causal Forest 0.05 410 5 400 10 3.3446 -0.6554 0.3238 0.0075
Mean weight -0.05 410 5 400 10 3.9889 -0.0111 0.3755 0.3244
Random Forest -0.05 410 5 400 10 3.9561 -0.0439 0.3669 0.3229
Genetic Matching -0.05 410 5 400 10 3.9904 -0.0096 0.5596 0.5213
CSRF -0.05 410 5 400 10 3.9858 -0.0142 0.3734 0.3248
Causal Forest -0.05 410 5 400 10 3.3389 -0.6611 0.3178 0.0074
Mean weight 0.25 410 5 400 10 3.9755 -0.0245 0.3776 0.3262
Random Forest 0.25 410 5 400 10 3.9449 -0.0551 0.3708 0.3247
Genetic Matching 0.25 410 5 400 10 3.9601 -0.0399 0.5533 0.5041
CSRF 0.25 410 5 400 10 3.9722 -0.0278 0.3775 0.3268
Causal Forest 0.25 410 5 400 10 3.3622 -0.6378 0.3270 0.0079
Mean weight -0.25 410 5 400 10 4.0176 0.0176 0.3774 0.3232
Random Forest -0.25 410 5 400 10 3.9880 -0.0120 0.3687 0.3217
Genetic Matching -0.25 410 5 400 10 4.0155 0.0155 0.5595 0.5250
CSRF -0.25 410 5 400 10 4.0146 0.0146 0.3779 0.3237
Causal Forest -0.25 410 5 400 10 3.3591 -0.6409 0.3169 0.0071
Mean weight 0.5 410 5 400 10 3.9961 -0.0039 0.3723 0.3278
Random Forest 0.5 410 5 400 10 3.9676 -0.0324 0.3658 0.3263
Genetic Matching 0.5 410 5 400 10 3.9916 -0.0084 0.5322 0.5004
CSRF 0.5 410 5 400 10 3.9917 -0.0083 0.3721 0.3281
Causal Forest 0.5 410 5 400 10 3.4196 -0.5804 0.3250 0.0087
Mean weight -0.5 410 5 400 10 4.0766 0.0766 0.3704 0.3211
Random Forest -0.5 410 5 400 10 4.0559 0.0559 0.3615 0.3197
Genetic Matching -0.5 410 5 400 10 4.1185 0.1185 0.5822 0.5389
CSRF -0.5 410 5 400 10 4.0756 0.0756 0.3714 0.3218
Causal Forest -0.5 410 5 400 10 3.4282 -0.5718 0.3209 0.0065
Mean weight 0.9 410 5 400 10 4.0479 0.0479 0.3657 0.3268
Random Forest 0.9 410 5 400 10 4.0308 0.0308 0.3614 0.3255
Genetic Matching 0.9 410 5 400 10 4.0234 0.0234 0.5371 0.4675
CSRF 0.9 410 5 400 10 4.0483 0.0483 0.3668 0.3279
Causal Forest 0.9 410 5 400 10 3.7000 -0.3000 0.3301 0.0103
Mean weight -0.9 410 5 400 10 4.2717 0.2717 0.3802 0.3222
Random Forest -0.9 410 5 400 10 4.2635 0.2635 0.3687 0.3206
Genetic Matching -0.9 410 5 400 10 4.5636 0.5636 0.6523 0.5717
CSRF -0.9 410 5 400 10 4.2747 0.2747 0.3788 0.3233
Causal Forest -0.9 410 5 400 10 3.5992 -0.4008 0.3299 0.0054
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Table B.2: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 410, Nc = 400, Nt = 10, and p = 5
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 5 400 10 2.6037 2.5916 -0.0122 0.6654 0.6261
Random Forest 0 410 5 400 10 2.6037 2.5588 -0.0450 0.6603 0.6257
Genetic Matching 0 410 5 400 10 2.6037 2.5964 -0.0074 0.7949 0.7889
CSRF 0 410 5 400 10 2.6037 2.5872 -0.0166 0.6649 0.6266
Causal Forest 0 410 5 400 10 2.6037 2.0927 -0.5111 0.5797 0.0143
Mean weight 0.05 410 5 400 10 2.6022 2.5875 -0.0147 0.6705 0.6269
Random Forest 0.05 410 5 400 10 2.6022 2.5551 -0.0471 0.6659 0.6264
Genetic Matching 0.05 410 5 400 10 2.6022 2.6067 0.0045 0.8053 0.7901
CSRF 0.05 410 5 400 10 2.6022 2.5853 -0.0170 0.6700 0.6273
Causal Forest 0.05 410 5 400 10 2.6022 2.0894 -0.5128 0.5825 0.0143
Mean weight -0.05 410 5 400 10 2.6040 2.5932 -0.0109 0.6653 0.6281
Random Forest -0.05 410 5 400 10 2.6040 2.5601 -0.0440 0.6597 0.6272
Genetic Matching -0.05 410 5 400 10 2.6040 2.5944 -0.0096 0.7768 0.8054
CSRF -0.05 410 5 400 10 2.6040 2.5903 -0.0137 0.6633 0.6284
Causal Forest -0.05 410 5 400 10 2.6040 2.0888 -0.5153 0.5784 0.0142
Mean weight 0.25 410 5 400 10 2.6020 2.5898 -0.0122 0.6697 0.6277
Random Forest 0.25 410 5 400 10 2.6020 2.5582 -0.0438 0.6651 0.6270
Genetic Matching 0.25 410 5 400 10 2.6020 2.5823 -0.0197 0.7801 0.7778
CSRF 0.25 410 5 400 10 2.6020 2.5851 -0.0169 0.6691 0.6281
Causal Forest 0.25 410 5 400 10 2.6020 2.1025 -0.4995 0.5877 0.0150
Mean weight -0.25 410 5 400 10 2.6052 2.6228 0.0176 0.6690 0.6276
Random Forest -0.25 410 5 400 10 2.6052 2.5931 -0.0121 0.6640 0.6268
Genetic Matching -0.25 410 5 400 10 2.6052 2.6207 0.0155 0.7806 0.8177
CSRF -0.25 410 5 400 10 2.6052 2.6197 0.0146 0.6696 0.6279
Causal Forest -0.25 410 5 400 10 2.6052 2.1161 -0.4891 0.5794 0.0136
Mean weight 0.5 410 5 400 10 2.6007 2.5965 -0.0043 0.6628 0.6270
Random Forest 0.5 410 5 400 10 2.6007 2.5689 -0.0318 0.6583 0.6262
Genetic Matching 0.5 410 5 400 10 2.6007 2.5819 -0.0188 0.7768 0.7683
CSRF 0.5 410 5 400 10 2.6007 2.5920 -0.0087 0.6628 0.6276
Causal Forest 0.5 410 5 400 10 2.6007 2.1480 -0.4528 0.5874 0.0159
Mean weight -0.5 410 5 400 10 2.6037 2.6803 0.0766 0.6591 0.6266
Random Forest -0.5 410 5 400 10 2.6037 2.6596 0.0559 0.6544 0.6259
Genetic Matching -0.5 410 5 400 10 2.6037 2.7222 0.1185 0.7914 0.8422
CSRF -0.5 410 5 400 10 2.6037 2.6793 0.0756 0.6599 0.6271
Causal Forest -0.5 410 5 400 10 2.6037 2.1891 -0.4146 0.5781 0.0125
Mean weight 0.9 410 5 400 10 2.6025 2.6522 0.0496 0.6589 0.6300
Random Forest 0.9 410 5 400 10 2.6025 2.6346 0.0320 0.6561 0.6294
Genetic Matching 0.9 410 5 400 10 2.6025 2.6196 0.0170 0.7536 0.7372
CSRF 0.9 410 5 400 10 2.6025 2.6521 0.0496 0.6606 0.6306
Causal Forest 0.9 410 5 400 10 2.6025 2.3860 -0.2165 0.6060 0.0190
Mean weight -0.9 410 5 400 10 2.6034 2.8738 0.2705 0.6627 0.6259
Random Forest -0.9 410 5 400 10 2.60345 2.8675 0.2641 0.6569 0.6251
Genetic Matching -0.9 410 5 400 10 2.6034 3.1651 0.5617 0.8351 0.9019
CSRF -0.9 410 5 400 10 2.6034 2.8788 0.2754 0.6636 0.6263
Causal Forest -0.9 410 5 400 10 2.6034 2.4025 -0.2008 0.5672 0.0094
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Table B.3: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 410, Nc = 400, Nt = 10, and p = 10
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 10 400 10 3.8655 -0.1345 0.3777 0.3204
Random Forest 0 410 10 400 10 3.8376 -0.1624 0.3695 0.3196
Genetic Matching 0 410 10 400 10 3.8735 -0.1265 0.6226 0.5409
CSRF 0 410 10 400 10 3.8619 -0.1381 0.3761 0.3205
Causal Forest 0 410 10 400 10 3.1937 -0.8063 0.3143 0.0066
Mean weight 0.05 410 10 400 10 3.8746 -0.1254 0.3651 0.3212
Random Forest 0.05 410 10 400 10 3.8450 -0.1550 0.3584 0.3206
Genetic Matching 0.05 410 10 400 10 3.8691 -0.1309 0.6186 0.5328
CSRF 0.05 410 10 400 10 3.8698 -0.1302 0.3665 0.3214
Causal Forest 0.05 410 10 400 10 3.2041 -0.7959 0.3072 0.0067
Mean weight -0.05 410 10 400 10 3.8702 -0.1298 0.3628 0.3198
Random Forest -0.05 410 10 400 10 3.8408 -0.1592 0.3565 0.3190
Genetic Matching -0.05 410 10 400 10 3.8767 -0.1233 0.6044 0.5318
CSRF -0.05 410 10 400 10 3.8660 -0.1340 0.3630 0.3197
Causal Forest -0.05 410 10 400 10 3.1939 -0.8061 0.3076 0.0065
Mean weight 0.25 410 10 400 10 3.8727 -0.1273 0.3815 0.3245
Random Forest 0.25 410 10 400 10 3.8426 -0.1574 0.3744 0.3235
Genetic Matching 0.25 410 10 400 10 3.8446 -0.1554 0.6151 0.5250
CSRF 0.25 410 10 400 10 3.8683 -0.1317 0.3810 0.3246
Causal Forest 0.25 410 10 400 10 3.2171 -0.7829 0.3206 0.0071
Mean weight -0.25 410 10 400 10 3.9163 -0.0837 0.3693 0.3172
Random Forest -0.25 410 10 400 10 3.8885 -0.1115 0.3635 0.3163
Genetic Matching -0.25 410 10 400 10 3.9373 -0.0627 0.6037 0.5378
CSRF -0.25 410 10 400 10 3.9127 -0.0873 0.3692 0.3176
Causal Forest -0.25 410 10 400 10 3.2170 -0.7830 0.3053 0.0062
Mean weight 0.5 410 10 400 10 3.9111 -0.0889 0.3799 0.3253
Random Forest 0.5 410 10 400 10 3.8831 -0.1169 0.3719 0.3245
Genetic Matching 0.5 410 10 400 10 3.8788 -0.1212 0.5855 0.5172
CSRF 0.5 410 10 400 10 3.9052 -0.0948 0.3772 0.3253
Causal Forest 0.5 410 10 400 10 3.2905 -0.7095 0.3298 0.0077
Mean weight -0.5 410 10 400 10 3.9892 -0.0108 0.3537 0.3157
Random Forest -0.5 410 10 400 10 3.9672 -0.0328 0.3451 0.3150
Genetic Matching -0.5 410 10 400 10 4.0688 0.0688 0.6179 0.5436
CSRF -0.5 410 10 400 10 3.9880 -0.0120 0.3519 0.3164
Causal Forest -0.5 410 10 400 10 3.2749 -0.7251 0.2946 0.0060
Mean weight 0.9 410 10 400 10 4.0210 0.0210 0.3694 0.3246
Random Forest 0.9 410 10 400 10 4.0011 0.0011 0.3634 0.3234
Genetic Matching 0.9 410 10 400 10 3.9456 -0.0544 0.5427 0.4904
CSRF 0.9 410 10 400 10 4.0172 0.0172 0.3699 0.3252
Causal Forest 0.9 410 10 400 10 3.6045 -0.3955 0.3236 0.0102
Mean weight -0.9 410 10 400 10 4.2279 0.2279 0.3546 0.3168
Random Forest -0.9 410 10 400 10 4.2193 0.2193 0.3503 0.3163
Genetic Matching -0.9 410 10 400 10 4.5415 0.5415 0.6270 0.5445
CSRF -0.9 410 10 400 10 4.2294 0.2294 0.3550 0.3175
Causal Forest -0.9 410 10 400 10 3.4802 -0.5198 0.3151 0.0064
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Table B.4: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 410, Nc = 400, Nt = 10, and p = 10
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 10 400 10 2.5677 2.4331 -0.1345 0.6685 0.6185
Random Forest 0 410 10 400 10 2.5677 2.4052 -0.1624 0.6629 0.6181
Genetic Matching 0 410 10 400 10 2.5677 2.4411 -0.1265 0.8355 0.8172
CSRF 0 410 10 400 10 2.5677 2.4295 -0.1381 0.6666 0.6186
Causal Forest 0 410 10 400 10 2.5677 1.9290 -0.6386 0.5683 0.0126
Mean weight 0.05 410 10 400 10 2.5654 2.4400 -0.1254 0.6584 0.6193
Random Forest 0.05 410 10 400 10 2.5654 2.4104 -0.1550 0.6544 0.6190
Genetic Matching 0.05 410 10 400 10 2.5654 2.4345 -0.1309 0.8330 0.8064
CSRF 0.05 410 10 400 10 2.5654 2.4353 -0.1302 0.6598 0.6194
Causal Forest 0.05 410 10 400 10 2.5654 1.9353 -0.6301 0.5650 0.0127
Mean weight -0.05 410 10 400 10 2.5682 2.4384 -0.1298 0.6550 0.6184
Random Forest -0.05 410 10 400 10 2.5682 2.4091 -0.1592 0.6524 0.6181
Genetic Matching -0.05 410 10 400 10 2.5682 2.4449 -0.1233 0.8061 0.8087
CSRF -0.05 410 10 400 10 2.5682 2.4342 -0.1340 0.6552 0.6185
Causal Forest -0.05 410 10 400 10 2.5682 1.9295 -0.6388 0.5648 0.0124
Mean weight 0.25 410 10 400 10 2.5681 2.4407 -0.1273 0.6711 0.6200
Random Forest 0.25 410 10 400 10 2.5681 2.4107 -0.1574 0.6672 0.6193
Genetic Matching 0.25 410 10 400 10 2.5681 2.4126 -0.1554 0.8293 0.7920
CSRF 0.25 410 10 400 10 2.5681 2.4363 -0.1317 0.6707 0.6202
Causal Forest 0.25 410 10 400 10 2.5681 1.9431 -0.6250 0.5760 0.0131
Mean weight -0.25 410 10 400 10 2.5664 2.4830 -0.0834 0.6621 0.6179
Random Forest -0.25 410 10 400 10 2.5664 2.4549 -0.1115 0.6590 0.6173
Genetic Matching -0.25 410 10 400 10 2.5664 2.5037 -0.0627 0.8078 0.8158
CSRF -0.25 410 10 400 10 2.5664 2.4791 -0.0873 0.6618 0.6181
Causal Forest -0.25 410 10 400 10 2.5664 1.9601 -0.6063 0.5622 0.0121
Mean weight 0.5 410 10 400 10 2.5678 2.4793 -0.0885 0.6611 0.6190
Random Forest 0.5 410 10 400 10 2.5678 2.4509 -0.1169 0.6564 0.6186
Genetic Matching 0.5 410 10 400 10 2.5678 2.4466 -0.1212 0.8036 0.7810
CSRF 0.5 410 10 400 10 2.5678 2.4731 -0.0947 0.6584 0.6190
Causal Forest 0.5 410 10 400 10 2.5678 2.0097 -0.5580 0.5809 0.0141
Mean weight -0.5 410 10 400 10 2.5681 2.5573 -0.0108 0.6482 0.6174
Random Forest -0.5 410 10 400 10 2.5681 2.5353 -0.0328 0.6433 0.6171
Genetic Matching -0.5 410 10 400 10 2.5681 2.6369 0.0688 0.8226 0.8292
CSRF -0.5 410 10 400 10 2.5681 2.5561 -0.0120 0.6468 0.6180
Causal Forest -0.5 410 10 400 10 2.5681 2.0262 -0.5419 0.5514 0.0117
Mean weight 0.9 410 10 400 10 2.5678 2.5838 0.0160 0.6498 0.6211
Random Forest 0.9 410 10 400 10 2.5678 2.5650 -0.0028 0.6484 0.6207
Genetic Matching 0.9 410 10 400 10 2.5678 2.5333 -0.0345 0.7657 0.7540
CSRF 0.9 410 10 400 10 2.5678 2.5820 0.0142 0.6500 0.6219
Causal Forest 0.9 410 10 400 10 2.5678 2.2774 -0.2903 0.5947 0.0185
Mean weight -0.9 410 10 400 10 2.5692 2.7971 0.2279 0.6471 0.6175
Random Forest -0.9 410 10 400 10 2.5692 2.7885 0.2193 0.6456 0.6173
Genetic Matching -0.9 410 10 400 10 2.5692 3.1106 0.5415 0.8222 0.8387
CSRF -0.9 410 10 400 10 2.5692 2.7986 0.2294 0.6476 0.6179
Causal Forest -0.9 410 10 400 10 2.5692 2.2736 -0.2956 0.5500 0.0112
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Table B.5: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 410, Nc = 400, Nt = 10, and p = 50
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 50 400 10 3.6404 -0.3596 0.3484 0.3311
Random Forest 0 410 50 400 10 3.6368 -0.3632 0.3466 0.3304
Genetic Matching 0 410 50 400 10 3.6535 -0.3465 0.6027 0.5503
CSRF 0 410 50 400 10 3.6390 -0.3610 0.3486 0.3310
Causal Forest 0 410 50 400 10 3.0822 -0.9178 0.3034 0.0065
Mean weight 0.05 410 50 400 10 3.6324 -0.3676 0.3488 0.3315
Random Forest 0.05 410 50 400 10 3.6277 -0.3723 0.3457 0.3310
Genetic Matching 0.05 410 50 400 10 3.6408 -0.3592 0.6128 0.5448
CSRF 0.05 410 50 400 10 3.6390 -0.3610 0.3486 0.3310
Causal Forest 0.05 410 50 400 10 3.0765 -0.9235 0.3027 0.0065
Mean weight -0.05 410 50 400 10 3.6401 -0.3599 0.3518 0.3303
Random Forest -0.05 410 50 400 10 3.6365 -0.3635 0.3502 0.3299
Genetic Matching -0.05 410 50 400 10 3.6839 -0.3161 0.6079 0.5453
CSRF -0.05 410 50 400 10 3.6376 -0.3624 0.3510 0.3306
Causal Forest -0.05 410 50 400 10 3.0779 -0.9221 0.3074 0.0065
Mean weight 0.25 410 50 400 10 3.6523 -0.3477 0.3596 0.3350
Random Forest 0.25 410 50 400 10 3.6470 -0.3530 0.3563 0.3341
Genetic Matching 0.25 410 50 400 10 3.6882 -0.3118 0.6216 0.5508
CSRF 0.25 410 50 400 10 3.6490 -0.3510 0.3589 0.3352
Causal Forest 0.25 410 50 400 10 3.0948 -0.9052 0.3099 0.0067
Mean weight -0.25 410 50 400 10 3.6878 -0.3122 0.3394 0.3239
Random Forest -0.25 410 50 400 10 3.6843 -0.3157 0.3373 0.3235
Genetic Matching -0.25 410 50 400 10 3.7395 -0.2605 0.5879 0.5363
CSRF -0.25 410 50 400 10 3.6845 -0.3155 0.3403 0.3238
Causal Forest -0.25 410 50 400 10 3.1007 -0.8993 0.2958 0.0062
Mean weight 0.5 410 50 400 10 3.6387 -0.3613 0.3603 0.3295
Random Forest 0.5 410 50 400 10 3.6335 -0.3665 0.3565 0.3290
Genetic Matching 0.5 410 50 400 10 3.6905 -0.3095 0.6306 0.5436
CSRF 0.5 410 50 400 10 3.6364 -0.3636 0.3604 0.3297
Causal Forest 0.5 410 50 400 10 3.0755 -0.9245 0.3131 0.0065
Mean weight -0.5 410 50 400 10 3.6378 -0.3622 0.3491 0.3288
Random Forest -0.5 410 50 400 10 3.6333 -0.3667 0.3473 0.3282
Genetic Matching -0.5 410 50 400 10 3.6770 -0.3230 0.5950 0.5436
CSRF -0.5 410 50 400 10 3.6343 -0.3657 0.3482 0.3290
Causal Forest -0.5 410 50 400 10 3.0766 -0.9234 0.3040 0.0064
Mean weight 0.9 410 50 400 10 4.0042 0.0042 0.3814 0.3447
Random Forest 0.9 410 50 400 10 3.9971 -0.0029 0.3762 0.3425
Genetic Matching 0.9 410 50 400 10 3.8857 -0.1143 0.6322 0.5777
CSRF 0.9 410 50 400 10 3.9976 -0.0024 0.3820 0.3450
Causal Forest 0.9 410 50 400 10 3.4839 -0.5161 0.3280 0.0086
Mean weight -0.9 410 50 400 10 4.1855 0.1855 0.3384 0.3177
Random Forest -0.9 410 50 400 10 4.1838 0.1838 0.3361 0.3175
Genetic Matching -0.9 410 50 400 10 4.2911 0.2911 0.6003 0.5348
CSRF -0.9 410 50 400 10 4.1828 0.1828 0.3390 0.3178
Causal Forest -0.9 410 50 400 10 3.4138 -0.5862 0.2971 0.0064
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Table B.6: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 410, Nc = 400, Nt = 10, and p = 50
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 410 50 400 10 2.5940 2.2334 -0.3605 0.6315 0.6260
Random Forest 0 410 50 400 10 2.5940 2.2310 -0.3630 0.6317 0.6257
Genetic Matching 0 410 50 400 10 2.5940 2.2475 -0.3465 0.7904 0.8043
CSRF 0 410 50 400 10 2.5940 2.2325 -0.3615 0.6325 0.6260
Causal Forest 0 410 50 400 10 2.5940 1.8495 -0.7445 0.5471 0.0121
Mean weight 0.05 410 50 400 10 2.5957 2.2283 -0.3674 0.6328 0.6257
Random Forest 0.05 410 50 400 10 2.5957 2.2233 -0.3725 0.6313 0.6256
Genetic Matching 0.05 410 50 400 10 2.5957 2.2365 -0.3592 0.8096 0.8013
CSRF 0.05 410 50 400 10 2.5957 2.2260 -0.3697 0.6337 0.6256
Causal Forest 0.05 410 50 400 10 2.5957 1.8438 -0.7519 0.5469 0.0122
Mean weight -0.05 410 50 400 10 2.5962 2.2436 -0.3526 0.6375 0.6256
Random Forest -0.05 410 50 400 10 2.5962 2.2396 -0.3566 0.6364 0.6254
Genetic Matching -0.05 410 50 400 10 2.5962 2.2912 -0.3050 0.8329 0.8040
CSRF -0.05 410 50 400 10 2.5962 2.2406 -0.3556 0.6375 0.6255
Causal Forest -0.05 410 50 400 10 2.5962 1.8493 -0.7469 0.5481 0.0121
Mean weight 0.25 410 50 400 10 2.5924 2.2447 -0.3477 0.6400 0.6252
Random Forest 0.25 410 50 400 10 2.5924 2.2394 -0.3530 0.6384 0.6250
Genetic Matching 0.25 410 50 400 10 2.5924 2.2806 -0.3118 0.8063 0.8050
CSRF 0.25 410 50 400 10 2.5924 2.2414 -0.3510 0.6395 0.6254
Causal Forest 0.25 410 50 400 10 2.5924 1.8589 -0.7335 0.5522 0.0123
Mean weight -0.25 410 50 400 10 2.5957 2.2829 -0.3128 0.6285 0.6229
Random Forest -0.25 410 50 400 10 2.5957 2.2788 -0.3169 0.6285 0.6228
Genetic Matching -0.25 410 50 400 10 2.5957 2.3460 -0.2497 0.7992 0.8011
CSRF -0.25 410 50 400 10 2.5957 2.2813 -0.3144 0.6304 0.6229
Causal Forest -0.25 410 50 400 10 2.5957 1.8708 -0.7249 0.5428 0.0121
Mean weight 0.5 410 50 400 10 2.5956 2.2957 -0.2999 0.6407 0.6286
Random Forest 0.5 410 50 400 10 2.5956 2.2917 -0.3039 0.6385 0.6283
Genetic Matching 0.5 410 50 400 10 2.5956 2.2345 -0.3611 0.8193 0.8123
CSRF 0.5 410 50 400 10 2.5956 2.2928 -0.3029 0.6390 0.6289
Causal Forest 0.5 410 50 400 10 2.5956 1.9038 -0.6918 0.5541 0.0128
Mean weight -0.5 410 50 400 10 2.5955 2.3753 -0.2202 0.6353 0.6216
Random Forest -0.5 410 50 400 10 2.5955 2.3731 -0.2224 0.6350 0.6217
Genetic Matching -0.5 410 50 400 10 2.5955 2.4481 -0.1474 0.8003 0.7964
CSRF -0.5 410 50 400 10 2.5955 2.3731 -0.2223 0.6360 0.6217
Causal Forest -0.5 410 50 400 10 2.5955 1.9341 -0.6614 0.5438 0.0118
Mean weight 0.9 410 50 400 10 2.5985 2.6026 0.0042 0.6484 0.6303
Random Forest 0.9 410 50 400 10 2.5985 2.5956 -0.0029 0.6458 0.6296
Genetic Matching 0.9 410 50 400 10 2.5985 2.4841 -0.1143 0.8097 0.8236
CSRF 0.9 410 50 400 10 2.5985 2.5961 -0.0024 0.6489 0.6307
Causal Forest 0.9 410 50 400 10 2.5985 2.2267 -0.3718 0.5690 0.0155
Mean weight -0.9 410 50 400 10 2.5964 2.7816 0.1853 0.6304 0.6220
Random Forest -0.9 410 50 400 10 2.5964 2.7799 0.1835 0.6296 0.6220
Genetic Matching -0.9 410 50 400 10 2.5964 2.8874 0.2911 0.7999 0.7923
CSRF -0.9 410 50 400 10 2.5964 2.7791 0.1827 0.6307 0.6222
Causal Forest -0.9 410 50 400 10 2.5964 2.2496 -0.3467 0.5365 0.0123
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Table B.7: Summary of estimates of the models from homogeneous data simulation with
true ATE as 4.0 and N = 1025, Nc = 1000, Nt = 25, and p = 5
Model M Size(n) P Cont Trt Estimate Expected Bias Empirical SE Theoretical SE
Mean weight 0 1025 5 1000 25 3.9919 -0.0081 0.2397 0.2051
Random Forest 0 1025 5 1000 25 3.9706 -0.0294 0.2347 0.2041
Genetic Matching 0 1025 5 1000 25 3.9801 -0.0199 0.3941 0.3791
CSRF 0 1025 5 1000 25 3.9896 -0.0104 0.2389 0.2056
Causal Forest 0 1025 5 1000 25 3.4317 -0.5683 0.2104 0.0044
Mean weight 0.05 1025 5 1000 25 4.0027 0.0027 0.2473 0.2055
Random Forest 0.05 1025 5 1000 25 3.9804 -0.0196 0.2395 0.2044
Genetic Matching 0.05 1025 5 1000 25 4.0031 0.0031 0.3957 0.3779
CSRF 0.05 1025 5 1000 25 4.0007 0.0007 0.2460 0.2059
Causal Forest 0.05 1025 5 1000 25 3.4313 -0.5687 0.2115 0.0045
Mean weight -0.05 1025 5 1000 25 4.0072 0.0072 0.2430 0.2050
Random Forest -0.05 1025 5 1000 25 3.9860 -0.0140 0.2366 0.2041
Genetic Matching -0.05 1025 5 1000 25 3.9969 -0.0031 0.3759 0.3815
CSRF -0.05 1025 5 1000 25 4.0033 0.0033 0.2417 0.2054
Causal Forest -0.05 1025 5 1000 25 3.4469 -0.5531 0.2112 0.0045
Mean weight 0.25 1025 5 1000 25 4.0003 0.0003 0.2460 0.2061
Random Forest 0.25 1025 5 1000 25 3.9780 -0.0220 0.2397 0.2051
Genetic Matching 0.25 1025 5 1000 25 3.9951 -0.0049 0.3801 0.3687
CSRF 0.25 1025 5 1000 25 3.9944 -0.0056 0.2460 0.2067
Causal Forest 0.25 1025 5 1000 25 3.4417 -0.5583 0.2111 0.0045
Mean weight -0.25 1025 5 1000 25 4.0191 0.0191 0.2347 0.2049
Random Forest -0.25 1025 5 1000 25 3.9982 -0.0018 0.2277 0.2038
Genetic Matching -0.25 1025 5 1000 25 4.0308 0.0308 0.4021 0.3913
CSRF -0.25 1025 5 1000 25 4.0146 0.0146 0.2327 0.2056
Causal Forest -0.25 1025 5 1000 25 3.5087 -0.4913 0.2117 0.0052
Mean weight 0.5 1025 5 1000 25 4.0059 0.0059 0.2354 0.2068
Random Forest 0.5 1025 5 1000 25 3.9860 -0.0140 0.2296 0.2058
Genetic Matching 0.5 1025 5 1000 25 3.9737 -0.0263 0.3597 0.3588
CSRF 0.5 1025 5 1000 25 4.0027 0.0027 0.2345 0.2070
Causal Forest 0.5 1025 5 1000 25 3.4876 -0.5124 0.2053 0.0047
Mean weight -0.5 1025 5 1000 25 4.0572 0.0572 0.2465 0.2040
Random Forest -0.5 1025 5 1000 25 4.0405 0.0405 0.2390 0.2030
Genetic Matching -0.5 1025 5 1000 25 4.0876 0.0876 0.4439 0.4103
CSRF -0.5 1025 5 1000 25 4.0550 0.0550 0.2470 0.2046
Causal Forest -0.5 1025 5 1000 25 3.6422 -0.3578 0.2298 0.0062
Mean weight 0.9 1025 5 1000 25 4.0198 0.0198 0.2264 0.2065
Random Forest 0.9 1025 5 1000 25 4.0058 0.0058 0.2235 0.2058
Genetic Matching 0.9 1025 5 1000 25 3.9790 -0.0210 0.3344 0.3332
CSRF 0.9 1025 5 1000 25 4.0213 0.0213 0.2272 0.2071
Causal Forest 0.9 1025 5 1000 25 3.6782 -0.3218 0.2039 0.0048
Mean weight -0.9 1025 5 1000 25 4.2125 0.2125 0.2624 0.2040
Random Forest -0.9 1025 5 1000 25 4.2164 0.2164 0.2489 0.2032
Genetic Matching -0.9 1025 5 1000 25 4.4782 0.4782 0.5564 0.4843
CSRF -0.9 1025 5 1000 25 4.2177 0.2177 0.2614 0.2044
Causal Forest -0.9 1025 5 1000 25 3.7146 -0.2854 0.2744 0.0114
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Table B.8: Summary of estimates of the models from the heterogeneous data simulation
with true ATT unknown and N = 1025, Nc = 1000, Nt = 25, and p = 5
Model M Size(n) P Cont Trt ATT Estimates Expected Bias Empirical SE Theoretical SE
Mean weight 0 1025 5 1000 25 2.5833 2.5752 -0.0081 0.4158 0.4000
Random Forest 0 1025 5 1000 25 2.5833 2.5539 -0.0294 0.4135 0.3994
Genetic Matching 0 1025 5 1000 25 2.5833 2.5635 -0.0199 0.5212 0.5925
CSRF 0 1025 5 1000 25 2.5833 2.5729 -0.0104 0.4153 0.4003
Causal Forest 0 1025 5 1000 25 2.5833 2.1534 -0.4300 0.3706 0.0085
Mean weight 0.05 1025 5 1000 25 2.5830 2.5854 0.0024 0.4232 0.4000
Random Forest 0.05 1025 5 1000 25 2.5830 2.5634 -0.0196 0.4180 0.3995
Genetic Matching 0.05 1025 5 1000 25 2.5830 2.5862 0.0031 0.5198 0.5887
CSRF 0.05 1025 5 1000 25 2.5830 2.5829 -0.0001 0.4218 0.4003
Causal Forest 0.05 1025 5 1000 25 2.5830 2.1526 -0.4304 0.3741 0.0085
Mean weight -0.05 1025 5 1000 25 2.5822 2.5896 0.0075 0.4151 0.4000
Random Forest -0.05 1025 5 1000 25 2.5822 2.5681 -0.0141 0.4113 0.3996
Genetic Matching -0.05 1025 5 1000 25 2.5822 2.5791 -0.0031 0.5021 0.5975
CSRF -0.05 1025 5 1000 25 2.5822 2.5857 0.0036 0.4142 0.4002
Causal Forest -0.05 1025 5 1000 25 2.5822 2.1672 -0.4149 0.3720 0.0087
Mean weight 0.25 1025 5 1000 25 2.5830 2.5834 0.0003 0.4228 0.4003
Random Forest 0.25 1025 5 1000 25 2.5830 2.5610 -0.0220 0.4187 0.3997
Genetic Matching 0.25 1025 5 1000 25 2.5830 2.5781 -0.0049 0.5156 0.5743
CSRF 0.25 1025 5 1000 25 2.5830 2.5775 -0.0056 0.4230 0.4007
Causal Forest 0.25 1025 5 1000 25 2.5830 2.1575 -0.4255 0.3731 0.0085
Mean weight -0.25 1025 5 1000 25 2.5821 2.6012 0.0191 0.4057 0.4003
Random Forest -0.25 1025 5 1000 25 2.5821 2.5804 -0.0018 0.4017 0.3997
Genetic Matching -0.25 1025 5 1000 25 2.5821 2.6129 0.0308 0.5225 0.6129
CSRF -0.25 1025 5 1000 25 2.5821 2.5967 0.0146 0.4041 0.4007
Causal Forest -0.25 1025 5 1000 25 2.5821 2.2191 -0.3631 0.3731 0.0101
Mean weight 0.5 1025 5 1000 25 2.5822 2.5881 0.0059 0.4128 0.4006
Random Forest 0.5 1025 5 1000 25 2.5822 2.5682 -0.0140 0.4095 0.4000
Genetic Matching 0.5 1025 5 1000 25 2.5822 2.5559 -0.0263 0.4980 0.5613
CSRF 0.5 1025 5 1000 25 2.5822 2.5850 0.0027 0.4116 0.4008
Causal Forest 0.5 1025 5 1000 25 2.5822 2.1917 -0.3905 0.3693 0.0088
Mean weight -0.5 1025 5 1000 25 2.5829 2.6401 0.0572 0.4181 0.3996
Random Forest -0.5 1025 5 1000 25 2.5829 2.6234 0.0405 0.4141 0.3991
Genetic Matching -0.5 1025 5 1000 25 2.5829 2.6705 0.0876 0.5575 0.6475
CSRF -0.5 1025 5 1000 25 2.5829 2.6379 0.0550 0.4191 0.4000
Causal Forest -0.5 1025 5 1000 25 2.5829 2.3420 -0.2409 0.3965 0.0118
Mean weight 0.9 1025 5 1000 25 2.5823 2.6021 0.0198 0.4082 0.4013
Random Forest 0.9 1025 5 1000 25 2.5823 2.5880 0.0058 0.4065 0.4008
Genetic Matching 0.9 1025 5 1000 25 2.5823 2.5613 -0.0210 0.4762 0.5237
CSRF 0.9 1025 5 1000 25 2.5823 2.6035 0.0213 0.4085 0.4017
Causal Forest 0.9 1025 5 1000 25 2.5823 2.3453 -0.2370 0.3771 0.0092
Mean weight -0.9 1025 5 1000 25 2.5827 2.7979 0.2152 0.4260 0.3989
Random Forest -0.9 1025 5 1000 25 2.5827 2.8014 0.2187 0.4195 0.3984
Genetic Matching -0.9 1025 5 1000 25 2.5827 3.0602 0.4775 0.6484 0.7711
CSRF -0.9 1025 5 1000 25 2.5827 2.8032 0.2205 0.4262 0.3991
Causal Forest -0.9 1025 5 1000 25 2.5827 2.4974 -0.0853 0.4516 0.0160
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