This paper is concerned with the problem of antenna array calibration in a non-stationary signal environment. In detail, this study focuses on calibration of the antenna array geometry by employing properties of the differential geometry of the array manifold vector. The proposed algorithm is totally blind, since the only available information to the array system is the received signal emitted by a moving source of unknown characteristics. The only assumption made is that the movement of the source has an angular component and that the position of one sensor with regards to the reference point is known. It is shown through Monte Carlo simulations that this method significantly improves the ability of the array system to estimate characteristics of the moving source, such as its direction of arrival (DOA), in addition to reducing the positioning errors of the array elements.
INTRODUCTION
Antenna array systems have received much attention because of their inherent capability to exploit the physical space and time dimensions of the wireless channel. To that end, powerful algorithms have been developed to perform various tasks, such as source localisation and tracking, interference rejection, etc. However, these algorithms require exact knowledge of the array system characteristics, such as the geometry of the antenna array, its electrical characteristics (gain and phase), the mutual coupling between the array elements, etc. Any uncertainty, geometrical or electrical, usually degrades the performance of any array processing algorithm. Hence the need for array calibration arises.
Array calibration algorithms try to estimate the true values of the array parameters, which differ from the nominal values due to manufacturing errors, ageing of the array sensors, etc. A number of array calibration techniques have been proposed in the literature. For instance, in [1] pilot sources are used, while in [2] three time disjoint sources are employed for geometric and electrical calibration. In [3] , the authors utilize multiple unknown far-field sources to achieve array geometry calibration and state than in any case a minimum of 3 non co-linear sources are required for calibration. Blind calibration is proposed in [4] as well. Finally, in [5] the author has taken advantage of the signal multipaths in order to calibrate the gain and phases of the array elements. This paper focuses on calibration of array geometrical errors. The array geometry calibration problem has been sufficiently tackled in the case multiple sources with distinct DOAs, as the aforementioned publications suggest. It is interesting, however, to examine the problem when only one source/path is available. In the case of a single source with a fixed DOA, the positions of the array elements cannot be unambiguously determined. If, however, the source is moving then it is possible, at least in principle, to derive the true array geometry. Nevertheless, the movement of the source introduces complexity in the problem, as each observation of the source corresponds to slightly different DOA and thus the performance of direction finding algorithms such as MUSIC degrades. The authors in [6] have tackled this issue, but in the case of a perfectly calibrated array. The algorithm proposed in this paper tackles both these issues simultaneously and achieves array geometry calibration while at the same time improving the estimation of the sources DOA.
In Section 2 array calibration in the presence of a single, stationary source is examined. Then, in Section 3 the effects of the movement of the source are modelled and based on this modelling, in Section 4, a novel calibration algorithm is proposed. In Section 5 the accuracy of the proposed approach is examined using computer simulation studies. Finally, the paper is concluded in Section 6.
STATIONARY SOURCE
Consider a single, narrow-band, baseband signal m (t) impinging on a co-planar array of N omnidirectional antennae from a stationary source of direction θ0. It is assumed that the signal is a zero-mean complex Gaussian signal of power P s . Let us assume, also, that the are some small uncertainties in the positions of the array elements. The true x and y sensor coordinates are given by the N × 1 vectors r x and r y respectively. These differ from the nominal vectors r x,o and r y,o by the error vectors ∆r x and ∆r y . That is r x = r x,o + ∆r x , r y = r y,o + ∆r y
The baseband received signal at the antenna array x (t) ∈ C N can be modelled as
where n (t) is a vector of complex additive, white Gaussian noise (AWGN) of power σ Let us assume that a single stationary source is observed and Q snapshots are available to the receiver. Then, the received sampled values x (t k ) , k = 1, . . . , Q can be expressed as
and the sample covariance matrix Rxx of the received baseband signal x (t) can be written as
where Ps is the power of the signal and Rnn is the covariance matrix of the noise of power σ 2 n . The signal subspace H s of the entire observation space H is spanned by the principal eigenvector of R xx . In addition, according to Eq. 4, the array response vector S (θ0) is also a basis for Hs, ie
where P ⊥ H s is the projection operator matrix onto the complement of H s .
Eq. (5) is the well known MUSIC cost function. However, this equation cannot be used in this case to perform array calibration, since optimization of this equation with regards to the unknown vectors r x and r y will not produce a single solution, but rather a constraint of the type r x cos θ 0 + r y sin θ 0 = constant vector. This constraint involves 2N unknowns in N decoupled linear equations. Thus, with only one stationary source, the best that can be done is to constrain the positions of the sensors on lines perpendicular to the unknown DOA of the signal (blind) or to the known DOA of a pilot signal.
MOVING SOURCE
Consider now that the source is moving with an angular speed of ω = ∆θ × F s rad/sec where F s is the sampling frequency of the array system. The source is observed for ∆T = (2L+1)T s seconds and 2L+1 snapshots are available to the receiver. During this interval, the DOA of the moving source has changed from θ0 − L∆θ to θ0 + L∆θ. Assuming that the observation interval is sufficiently small so that the angular velocity of the moving source is constant, the 2L+1 sampled values
Note that this time the array response vector S (θ (t k )) is time varying and that each snapshot is considered to be dependent on a different value of the DOA angle. For that reason the accuracy conventional DOA finding techniques such as MUSIC will decrease. For the shake of simplicity denote
. Based on (6) and using a first order Taylor expansion of the k-th manifold vector S (θ k ) around θ 0 , that is
the sample covariance matrix Rxx of the received baseband signal can be written as where
T . Note that in the case of a moving source, S is a matrix and not a vector as in Section 2. After some algebraic manipulation Eq. (8) can be re-written as
where
. , L]
T . According to Eq. (9) the movement of the source results in the appearance of a pseudo-source with power equal to
The array response vector corresponding to this pseudosource is the tangent vectorṠ (θ 0 ) to the array manifold curve at the point S (θ 0 ). The presence of this pseudo-source can be useful in the estimation of the DOA of the real moving source. Because of Eq. (9) and the presence of the pseudo-scource, it is possible to perform a search over the tangent of the array manifold curve for its intersection with the modified signal subspace consisting of the first two principal eigenvectors of Rxx.
The accuracy of this DOA estimation method, which will be used in the proposed calibration algorithm, can be seen in Figure 1 , where it is compared with the performance of MUSIC. The array used is circular array of 8 sensors with half-wavelength separation. No array uncertainties were present and 10000 MC simulations were performed. For small values of the overall angular movement of the source, MUSIC outperforms the modified version since the power P ψ of the pseudo-source is minimal and its effects negligible. However, for larger speeds, the modified MUSIC outperforms the classical version.
ARRAY CALIBRATION
The main objective of this paper is to estimate r x and r y , ie the coordinate vectors of planar arrays. The algorithm pro-posed is based again on Eq. (9) and takes advantage of the presence of the pseudo-source. The signal subspace Hs of the entire observation space H is spanned by the two principal eigenvectors of R xx . In addition, the array response vectors corresponding to the real and the pseudo-source (that is the array manifold vector S r x , r y , θ 0 and the tangenṫ S r x , r y , θ 0 to the manifold curve A at θ 0 respectively) are also a basis for Hs, ie It was shown in Section 2 that the positions of the array elements cannot be determined unambiguously using Eq. Unfortunately, although Eq. (12) does provide a single position for each one of the array elements, its solution is very sensitive to the effects of the noise R nn . This is because P ψ is not (for reasonable velocities of the source) much larger than the power of the noise. Thus, the perturbation of the signal subspace due to the effects of the noise is significant and since P s P ψ the eigenevector corresponding to the pseudo-source is much more susceptible to the perturbations. Hence, a combined optimization method is used to derive the true coordinates vectors. The main idea behind the calibration algorithm is to take advantage of the robustness of Eq. (11) and the unique solution of Eq. (12) (at least in a region close to the true position of the array sensor). The proposed algorithm is summarised below.
1. Use the nominal array geometry to get an initial estimateθ0.
Usingθ0 from
Step 1, the array reference point and the known sensor, estimate the lines satisfying Eq. (11).
3. Project the nominal array sensors on these lines to get the new estimated array geometry r x ,r y , 0 N .
4. Repeat Steps 1-3 using r x ,r y , 0 N as the new nominal array geometry, until the sensor positions change in Step 3 less than a specified threshold.
5. Minimize Eq. (12) with respect to the array geometry using two constraints; the sensors must lie on the lines determined in Steps 1-4 and not exceed a predetermined distance from the nominal positions.
A representative example for the geometrical interpretation of the algorithm is given in Figure 2 . Steps 1-4 of the algorithm are used to determine the solution of Eq. (11) and constrain the sensors on the specified lines (dash-dot line of Fig 2) . In each step, the estimation of θ 0 improves as well, It has to be noted at this point that the assumption that one of the array sensors is free of errors is not indispensable for the algorithm. However, it renders the estimation of the solution of Eq. (11) more accurate and consequently increases the final calibration accuracy.
NUMERICAL RESULTS
In this section the performance of the proposed algorithm is evaluated. Two circular arrays of 6 and 10 elements are used. In all simulations the source is assumed to have moved 6 degrees within the observation window and 1000 snapshots are available to the array system. The optimization method used for Step 5 of the algorithm is the modified Newton method and an interior-point method is implemented to model the constraints. In all simulations, 50 iterations of the optimization method were performed and no stoppage criterion was set in order to determine a lower bound for the calibration accuracy of this algorithm. It is important to note that the proposed algorithm has not been tested against other calibration algorithms, because no algorithm known to the authors can perform array calibration using a single source/path.
Initially, the effect of the noise are studied. In Figure  3 (a) the initial and residual MSE in the positions of the array elements are plotted for different values of SNR, both for the array of 6 and the array of 10 elements. As expected, the performance of the algorithm deteriorates significantly for low values of SNR because of the severe perturbations in the signal subspace of R xx . Note that the total residual error E r − r o F in the calibration of both arrays is the same, which signifies that the residual error is mainly affected by noise and not the dimensionality of the array. In Figure 3 (b) the errors in the estimation of the true bearing θ 0 are plotted, for the uncalibrated and the calibrated array. It can be seen that the improvement in the estimation of the DOA of the incoming source is significant for all values of the SNR.
Finally, in Figure 3 (c) the calibration improvements per iteration of the optimization method is presented. The iteration corresponds to the initial error in the positions of the array elements. The second iteration corresponds to the estimated position of the array elements after projecting on the lines-solutions to Eq. (11). The iterations after that correspond to the constrained optimization of Eq. (12).
CONCLUSIONS
A blind array calibration algorithm has been proposed, based on the signal received by a single moving source. Although the algorithm cannot achieve perfect calibration because of the limited number of available signals/paths, it can, nevertheless, achieve significant reduction in the errors of the position elements and improve the accuracy of the DOA estimation of the moving source. 
