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Abstrakt
Tato baka´la´rˇska´ pra´ce se zaby´va´ odvozen´ım barycentricke´ho tvaru polynomia´ln´ı interpo-
lace a na´sledneˇ pak barycentricke´ho tvaru raciona´ln´ı interpolace. Da´le ukazuje nevy´hody
klasicke´ raciona´ln´ı interpolace a zaby´va´ se eliminac´ı teˇchto nevy´hod v jej´ım barycen-
tricke´m tvaru. Take´ ukazuje neˇktere´ konkre´tn´ı metody rˇesˇen´ı barycentricke´ raciona´ln´ı
interpolace.
Summary
This bachelor thesis deals with deducing of barycentric form of polynomial interpolation
and then barycentric form of rational interpolation. It shows disadvantages of classic
rational interpolation and deals with elimination of these disadvantages in its barycentric
form. It also shows some specific methods of barycentric rational interpolation.
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1. U´VOD
1. U´vod
V u´vodu budou uvedeny neˇktere´ za´kladn´ı pojmy. Pov´ıme si neˇco o aproximaci a inter-
polaci, uka´zˇeme vy´znam polynomu˚ a provedeme konstrukci Lagrangeova interpolacˇn´ıho
polynomu. Nakonec si prˇedstav´ıme r˚uzna´ usporˇa´da´n´ı uzlovy´ch bod˚u a rˇekneme si, jak
ovlivnˇuj´ı interpolaci.
1.1. Aproximace
U´kolem aproximace je naj´ıt pro danou funkci f z prostoru X funkci φ z Φ ⊂ X tak, aby
v pozˇadovane´m smyslu byla φ bl´ızka´ f . Rˇ´ıka´me pak, zˇe φ je aproximac´ı f , nebo zˇe φ
aproximuje f . Prostor X je Banach˚uv prostor funkc´ı. V nasˇem prˇ´ıpadeˇ pak X = C(A),
tedy mnozˇina vsˇech funkc´ı definovany´ch a spojity´ch v kazˇde´m bodeˇ mnozˇiny A, kde v
nasˇem prˇ´ıpadeˇ A = 〈a, b〉.
1.2. Interpolace
U´kolem interpolace je naj´ıt funkci φ takovou, aby na n´ı lezˇely dane´ fixn´ı body
[xi, yi], i = 0, 1, . . . , n, xi 6= xj pro i 6= j.
Tyto body nazy´va´me uzlove´ body nebo take´ uzly interpolace. Plat´ı
φ(xi) = yi, i = 0, 1, . . . , n.
V nasˇem prˇ´ıpadeˇ budeme interpolaci pouzˇ´ıvat k aproximova´n´ı funkce f na intervalu
〈a, b〉. Uzlovy´mi body interpolace pak jsou body
[xi, yi] = [xi, f(xi)], i = 0, 1, . . . , n, xi 6= xj pro i 6= j,
a pro zjednodusˇen´ı budeme nav´ıc uvazˇovat
a = x0 < x1 < · · · < xn = b.
Sourˇadnice xi, i = 1, 2 . . . , n − 1 pak jsou obvykle takove´, aby uzlove´ body meˇli rˇa´d a v
nejlepsˇ´ım prˇ´ıpadeˇ byli vhodne´ pro interpolaci. K usporˇa´da´n´ı uzlovy´ch bod˚u se vra´t´ıme
pozdeˇji.
1.3. Interpolace polynomem
Funkci f na intervalu 〈a, b〉 budeme aproximovat pomoc´ı interpolace polynomem. Vez-
meme Φ = Pn, kde Pn je mnozˇina vsˇech polynomu˚ p stupneˇ nejvy´sˇe n,
p(x) = cnx
n + cn−1xn−1 + · · ·+ c0 =
n∑
k=0
ckx
k, ck ∈ R. (1.1)
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1.4. LAGRANGEU˚V INTERPOLACˇNI´ POLYNOM
Polynom p se nazy´va´ interpolacˇn´ı polynom a splnˇuje interpolacˇn´ı podmı´nky
p(xi) = yi = f(xi), i = 0, 1, . . . , n. (1.2)
Existence takove´ho polynomu bude doka´za´na konstrukc´ı Lagrangeova interpolacˇn´ıho
polynomu. Jeho jednoznacˇnost doka´zˇeme nyn´ı.
Veˇta 1.1. Pro n+ 1 dany´ch bod˚u
[xi, yi], i = 0, 1, . . . , n, xi 6= xj pro i 6= j
existuje nejvy´sˇe jeden polynom p ∈ Pn takovy´, zˇe
p(xi) = yi, i = 0, 1, . . . , n.
D˚ukaz. Prˇedpokla´dejme, zˇe existuj´ı dva interpolacˇn´ı polynomy p, q ∈ Pn, ktere´ splnˇuj´ı
p(xi) = q(xi) = yi, i = 0, 1, . . . , n.
Polozˇme r(x) = p(x)− q(x). Zrˇejmeˇ plat´ı r(x) ∈ Pn a
r(xi) = 0, i = 0, 1, . . . , n.
Tedy polynom r je stupneˇ nejvy´sˇe n a soucˇasneˇ ma´ alesponˇ n+ 1 korˇen˚u =⇒ r(x) = 0,
tedy p(x) = q(x).
1.4. Lagrange˚uv interpolacˇn´ı polynom
Lagrange˚uv interpolacˇn´ı polynom je vy´znamny´m za´stupcem interpolace polynomem. Pro
prakticke´ u´cˇely nen´ı prˇ´ıliˇs vhodny´, ale je hojneˇ vyuzˇ´ıva´n v teoreticky´ch u´vaha´ch.
Definujme Lagrange˚uv interpolacˇn´ı polynom vztahem
p(x) = y0l0(x) + y1l1(x) + · · ·+ ynln(x) =
n∑
i=0
yili(x),
kde tzv. fundamenta´ln´ı polynomy li, i = 0, 1, . . . , n budou stupneˇ nejvy´sˇe n (aby i in-
terpolacˇn´ı polynom byl stupneˇ nejvy´sˇe n) a budou mı´t na´sleduj´ıc´ı vlastnosti (aby byly
splneˇny interpolacˇn´ı podmı´nky (1.2)):
li(xj) =
{
0 pro i 6= j
1 pro i = j.
Uvazˇujme fundamenta´ln´ı polynomy ve tvaru
li(x) = Ai(x)Bi.
Cˇlen Ai(x) je stanoven tak, aby platilo Ai(xj) = 0 pro i 6= j. Ma´me
Ai(x) = (x− x0) . . . (x− xi−1)(x− xi+1) . . . (x− xn) =
n∏
j=0
j 6=i
(x− xj).
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1. U´VOD
Fundamenta´ln´ı polynomy tedy jsou stupneˇ n (protozˇe cˇlen Bi neza´vis´ı na x) a plat´ı
li(xj) = 0 pro i 6= j. Nyn´ı je cˇlen Bi stanoven tak, aby byla splneˇna podmı´nka li(xi) = 1.
Ma´me
Bi =
1
(xi − x0) . . . (xi − xi−1)(xi − xi+1) . . . (xi − xn) =
n∏
j=0
j 6=i
1
(xi − xj) .
Konecˇny´ tvar Lagrangeova interpolacˇn´ıho polynomu tedy je
p(x) =
n∑
i=0
∏n
j=0
j 6=i
(x− xj)∏n
j=0
j 6=i
(xi − xj)
yi. (1.3)
Takto definovany´ Lagrange˚uv interpolacˇn´ı polynom splnˇuje interpolacˇn´ı podmı´nky
(1.2) a protozˇe je linea´rn´ı kombinac´ı polynomu˚ stupneˇ n, je sa´m stupneˇ nejvy´sˇe n.
Zhodnot’me nyn´ı na´rocˇnost na pocˇet operac´ı. Kazˇde´ vycˇ´ıslen´ı p(x) v neˇjake´m x ∈ 〈a, b〉
vyzˇaduje v uvedene´m tvaru O(n2) operac´ı.
1.5. Usporˇa´da´n´ı uzlovy´ch bod˚u
Nyn´ı se vrat’me ke zmı´neˇne´mu usporˇa´da´n´ı uzlovy´ch bod˚u (sekce 1.2).
1.5.1. Ekvidistantn´ı uzly
Usporˇa´da´n´ı uzl˚u mu˚zˇe by´t naprˇ. ekvidistantn´ı, tj. existuje takove´ nenulove´ rea´lne´ cˇ´ıslo h,
zˇe plat´ı
xi = xi−1 + h.
Snadno nahle´dneme, zˇe
xi = x0 + ih = a+ i
b− a
n
.
Ekvidistantn´ı uzly vsˇak nejsou pro interpolaci vhodne´. Prˇi aproximova´n´ı neˇktery´ch
funkc´ı totizˇ na okraj´ıch intervalu, v neˇmzˇ aproximujeme, roste chyba interpolace s ros-
touc´ım n. Tuto situaci ilustruje interpolace Rungeovy fukce
R(x) =
1
1 + 25x2
.
Jak mu˚zˇeme videˇt na obra´zku (obr. 1.1), chyba interpolace na okraj´ıch intervalu 〈−1, 1〉
je znacˇna´ a s rostouc´ım n pak da´le poroste.
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1.5. USPORˇA´DA´NI´ UZLOVY´CH BODU˚
Obra´zek 1.1: Rungeova funkce aproximovana´ interpolac´ı polynomem rˇa´du n = 10 na
ekvidistantn´ıch uzlech.
1.5.2. Cˇebysˇevovy uzly
Dalˇs´ı mozˇnost´ı usporˇa´da´n´ı uzlovy´ch bod˚u jsou Cˇebysˇevovy uzly (budeme se zaby´vat pouze
Cˇebysˇevovy´mi uzly druhe´ho druhu). Pro ty na intervalu 〈−1, 1〉 plat´ı
xi = cos
ipi
n
.
Cˇebysˇevovy uzly na libovolne´m intervalu pak z´ıska´me prostou linea´rn´ı transformac´ı. Pro
zaj´ımavost se na sourˇadnice xi pod´ıvejme na obra´zku (obr. 1.2). Vsˇimneˇme si, zˇe se jedna´
o pr˚umeˇty bod˚u rozmı´steˇny´ch ekvidistantneˇ na kruzˇnici.
Obra´zek 1.2: Cˇebysˇevovy uzly.
Toto usporˇa´da´n´ı uzl˚u je pro interpolaci velmi vhodne´. Opeˇt ilustrujme na interpolaci
Rungeovy funkce. Jak vid´ıme na obra´zku (obr. 1.3), chyba interpolace na okraj´ıch inter-
valu byla minimalizova´na. Celkoveˇ pak chyba interpolace bude s rostouc´ım n klesat. V
tabulce (tab. 1.1) pak mu˚zˇeme videˇt, jak s rostouc´ım n klesa´ rˇa´d max. chyby interpolace.
14
1. U´VOD
Obra´zek 1.3: Rungeova funkce aproximovana´ interpolac´ı polynomem rˇa´du n = 10 na
Cˇebysˇevovy´ch uzlech.
n 10 20 50 100 150 170
rˇa´d max. chyby interpolace 10−1 10−2 10−5 10−9 10−13 10−15
Tabulka 1.1: Za´vislost pocˇtu uzl˚u n a rˇa´du max. chyby interpolace Rungeovy funkce
polynomem na Cˇebysˇevovy´ch uzlech.
1.5.3. Za´veˇr
Polynomia´ln´ı interpolace poskytuje pomeˇrneˇ dobre´ vy´sledky na Cˇebysˇevovy´ch (a sa-
mozrˇejmeˇ i dalˇs´ıch) uzlech, ktere´ vlastneˇ byly zkonstruova´ny pra´veˇ za t´ımto u´cˇelem.
Prˇechod na tyto body vsˇak nemus´ı by´t vzˇdy mozˇny´. Na ekvidistantn´ıch (respektive
obecny´ch) uzlech pak mu˚zˇe doj´ıt k situaci, kdy chyba interpolace roste s rostouc´ım n,
cozˇ je jednoznacˇneˇ velkou nevy´hodou polynomia´ln´ı interpolace.
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2. Barycentricky´ tvar Lagrangeovy
interpolace
V te´to kapitole si uka´zˇeme, jak z Lagrangeova interpolacˇn´ıho polynomu u´pravami
z´ıska´me barycentricky´ tvar Lagrangeovy interpolace. Pov´ıme si neˇco o barycentricky´ch
va´ha´ch a nakonec zhodnot´ıme vy´hody oproti klasicke´ Lagrangeoveˇ interpolaci.
2.1. U´prava Lagrangeovy interpolace
Budeme vycha´zet z Lagrangeova interpolacˇn´ıho polynomu (sekce 1.4).
Nejprve definujme
l(x) = (x− x0)(x− x1) . . . (x− xn)
a vsˇimneˇme si, zˇe kazˇdy´ cˇitatel Ai(x) fundamenta´ln´ıho polynomu li(x) lze nyn´ı zapsat
jako
Ai(x) = (x− x0) . . . (x− xi−1)(x− xi+1) . . . (x− xn) = l(x)
x− xi .
Cˇlen Bi fundamenta´ln´ıho polynomu li(x) oznacˇme jako wi,
wi = Bi =
n∏
j=0
j 6=i
1
xi − xj . (2.1)
Fundamenta´ln´ı polynom ma´ opeˇt tvar li(x) = Ai(x)Bi a interpolacˇn´ı polynom p(x) tak
ma´ tvar
p(x) = l(x)
n∑
i=0
wi
x− xiyi. (2.2)
Toto samozrˇejmeˇ plat´ı pouze pro x 6= xi, cozˇ ovsˇem neprˇedstavuje zˇa´dny´ proble´m, protozˇe
pro x = xi je p(xi) = yi. Mus´ı pak ale platit
lim
x→xi
p(x) = yi.
Tato podmı´nka je splneˇna, protozˇe tvar (2.2) je pouze jiny´ za´pis interpolacˇn´ıho polynomu
(1.3).
2.2. Barycentricka´ Lagrangeova interpolace
Rozvinˇme u´pravu Lagrangeovy formule jesˇteˇ da´le. Prˇedpokla´dejme, zˇe interpolacˇn´ım po-
lynomem (2.2) aproximujeme funkci f(x) = 1 (tedy yi = 1 pro i = 0, 1, . . . , n), prˇicˇemzˇ n
a sourˇadnice xi ponecha´me beze zmeˇn, nezmeˇn´ı se tedy ani cˇleny wi. Podle veˇty (veˇta 1.1)
mus´ı platit
1 = l(x)
n∑
i=0
wi
x− xi .
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2. BARYCENTRICKY´ TVAR LAGRANGEOVY INTERPOLACE
Nyn´ı interpolacˇn´ı polynom (2.2) podeˇlme touto jednicˇkou. Protozˇe cˇleny l(x) se vza´jemneˇ
kra´t´ı, dosta´va´me
p(x) =
∑n
i=0
wi
x−xiyi∑n
i=0
wi
x−xi
. (2.3)
Toto je barycentricky´ tvar Lagrangeovy interpolace. Vsˇimneˇme si zmeˇny v na´rocˇnosti na
pocˇet operac´ı. Nyn´ı potrˇebujeme O(n2) operac´ı k vycˇ´ıslen´ı koeficient˚u wi neza´visly´ch na
x a na´sledneˇ pak uzˇ pouze O(n) operac´ı k vycˇ´ıslen´ı cele´ho p(x) v x ∈ 〈a, b〉.
2.3. Barycentricke´ va´hy
Koeficienty wi nazy´va´me barycentricke´ va´hy. V uvedene´m tvaru za´vis´ı pouze na pocˇtu
uzlovy´ch bod˚u a jejich sourˇadnic´ıch na ose x. To znamena´, zˇe jestlizˇe cˇasto pouzˇ´ıva´me
neˇktere´ konfigurace uzlovy´ch bod˚u, mu˚zˇeme hodnoty wi uchova´vat a nacˇ´ıtat je z pameˇti.
Pro jiste´ konfigurace je pak take´ mozˇne´ naj´ıt pro wi explicitn´ı formuli. Tomu se nyn´ı
veˇnujme pro zmı´neˇna´ usporˇa´da´n´ı uzlovy´ch bod˚u (sekce 1.5).
2.3.1. Ekvidistantn´ı uzly
Pro ekviditantn´ı uzly, kde
xi − xi−1 = h
plat´ı
xi − xj = (i− j)h.
Pocˇ´ıtejme wi z vzorce (2.1).
wi =
n∏
j=0
j 6=i
1
(i− j)h =
1
hn
n∏
j=0
j 6=i
1
i− j =
1
hn
(
i−1∏
j=0
1
i− j
)(
n∏
k=i+1
1
i− k
)
=
=
1
hn
(
1
i
1
i− 1 . . .
1
1
) (
1
−1
1
−2 . . .
1
−(n− i)
)
=
1
hn
1
i!
(−1)n−i
(n− i)! =
=
(−1)n−i
hn i! (n− i)!
n!
n!
=
(−1)n−i
hn n!
(
n
i
)
.
Po dosazen´ı do formule (2.3), se cˇleny neza´visle´ na i vzjemneˇ zkra´t´ı. Ve tvaru (2.3) tak
mu˚zˇeme pracovat se zjednodusˇeny´m tvarem barycentricky´ch vah
w′i = (−1)i
(
n
i
)
.
Prˇi vyuzˇit´ı Pascalova troju´heln´ıku pak doc´ıl´ıme zkra´cen´ı vy´pocˇetn´ı doby. Protozˇe je ale
polynomia´ln´ı interpolace na ekvidistantn´ıch uzlech sˇpatneˇ podmı´neˇna, nema´ toto prˇ´ıliˇs
velky´ vy´znam.
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2.3.2. Cˇebysˇevovy uzly
Pro Cˇebysˇevovy uzly plat´ı (po vypusˇteˇn´ı cˇlen˚u neza´visly´ch na i)
w′i = (−1)iδi, δi =
{
1
2
, pro i = 0 nebo i = n
1, pro zby´vaj´ıc´ı i.
(2.4)
Du˚kaz te´to vlastnosti je uveden v [9]. Je pomeˇrneˇ dlouhy´ a na´rocˇny´ a op´ıra´ se o fakta,
ktera´ by vyzˇadovala dalˇs´ı d˚ukazy. Proto ho zde neuvedeme.
Algoritmus pro barycentrickou Lagrangeovu interpolaci na Cˇebysˇevovy´ch uzlech na-
jdeme v [2] na straneˇ 507.
2.4. Prˇ´ıklad
Zameˇrˇme se nyn´ı na aproximaci Rungeovy funkce barycentrickou Lagrangeovou interpo-
lac´ı na Cˇebysˇevovy´ch uzlech. Pro mala´ n je tato aproximace totozˇna´ s aproximac´ı pomoc´ı
klasicke´ Lagrangeovy interpolace, viz. obra´zek (obr. 1.3). Acˇkoliv i rˇa´d maxima´ln´ı chyby
interpolace odpov´ıda´ klasicke´ Lagrangeoveˇ interpolaci, viz. tabulka (tab. 1.1), pro n = 170
je jizˇ chyba interpolace te´meˇrˇ dvakra´t nizˇsˇ´ı. Tento rozd´ıl mu˚zˇeme videˇt v tabulce (tab.
2.1). Pro vysˇsˇ´ı n je potom vy´pocˇetn´ı doba klasicke´ Lagrangeovy interpolace znatelneˇ delˇs´ı.
n 170
max. chyba barycentricke´ Lagrangeovy interpolace 3 ∗ 10−15
max. chyba klasicke´ Lagrangeovy interpolace 5, 6 ∗ 10−15
Tabulka 2.1: Maxima´ln´ı chyba barycentricke´ a klasicke´ Lagrangeovy interpolace prˇi apro-
ximaci Rungeovy funkce na Cˇebysˇevovy´ch uzlech.
2.5. Za´veˇr
Z teoreticke´ho hlediska poskytuje barycentricka´ Lagrangeova interpolace stejne´ vy´sledky
jako klasicka´ Lagrangeova interpolace (protozˇe je pouze jej´ım jiny´m za´pisem). Na ekvi-
distantn´ıch uzlech bude zrˇejmeˇ da´le docha´zet k chyba´m jako u klasicke´ Lagrangeovy
interpolace. Jestlizˇe ale ma´me mozˇnost prova´deˇt interpolaci naprˇ. na Cˇebysˇevovy´ch uz-
lech, doc´ıl´ıme pak podstatneˇ lepsˇ´ıch vy´sledk˚u. Studium numericke´ stability barycentricke´
Lagrangeovy interpolace najdeme v [5].
V prve´ rˇadeˇ zna´me pro barycentricke´ va´hy Cˇebysˇevovy´ch uzl˚u jednoduchou explicitn´ı
formuli a mu˚zˇeme tak doc´ılit velke´ho sn´ızˇen´ı na´rok˚u na pocˇet operac´ı. Da´le pak porov-
nejme vycˇ´ıslova´n´ı polynomu˚ ve tvaru (1.1) a tvaru (2.3). Vycˇ´ıslen´ı polynomu ve tvaru
(1.1) je pro vysoka´ n obt´ızˇne´ a hroz´ı prˇetecˇen´ı. Naopak, vycˇ´ıslen´ı polynomu ve tvaru (2.3)
s barycentricky´mi va´hami Cˇebysˇevovy´ch uzl˚u (2.4) je snadno proveditelne´ i pro velmi
vysoka´ n.
Za zmı´nku pak urcˇiteˇ stoj´ı projekt Chebfun [13]. Jedna´ se o projekt pod veden´ım
Lloyda N. Trefethena z University of Oxford. Chebfun je soubor funkc´ı do MATLABu
umozˇnˇuj´ıc´ı prova´deˇt mnozˇstv´ı matematicky´ch operac´ı pomoc´ı numericky´ch metod, jejichzˇ
jedn´ım ze za´kladn´ıch kamen˚u je pra´veˇ barycentricka´ Lagrangeova interpolace.
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3. Raciona´ln´ı interpolace
V te´to kapitole se sezna´mı´me s raciona´ln´ı interpolac´ı vcˇetneˇ neˇktery´ch algoritmu˚ pro
jej´ı vy´pocˇet a uka´zˇeme si take´ jej´ı nevy´hody. Tato kapitola cˇerpa´ z [11].
3.1. Raciona´ln´ı interpolace obecneˇ
U´kolem raciona´ln´ı interpolace je naj´ıt r ∈ RM,N , respektive p ∈ PM a q ∈ PN prˇicˇemzˇ
r(x) =
p(x)
q(x)
,
tak, aby funkce r procha´zela body [xi, yi], i = 0, 1, . . . , n. Plat´ı
r(xi) =
p(xi)
q(xi)
= yi.
Prˇipomenˇme, zˇe
r(x) =
p(x)
q(x)
=
aMx
M + aM−1xM−1 + · · ·+ a0
bNxN + bN−1xN−1 + · · ·+ b0 ,
pro kazˇde´ [xi, yi] tak ma´me rovnici
aMx
M
i + aM−1x
M−1
i + · · ·+ a0
bNxNi + bN−1x
N−1
i + · · ·+ b0
= yi
a ma´me tedy n+ 1 rovnic. Rovnici upravme
aMx
M
i + aM−1x
M−1
i + · · ·+ a0 = yi (bNxNi + bN−1xN−1i + · · ·+ b0)
aMx
M
i + aM−1x
M−1
i + · · ·+ a0 − yi (bNxNi + bN−1xN−1i + · · ·+ b0) = 0. (3.1)
Rovnice zapiˇsme do syste´mu linea´rn´ıch rovnic.

xM0 x
M−1
0 . . . 1 −y0xN0 −y0xN−10 . . . −y0
xM1 x
M−1
1 . . . 1 −y1xN1 −y1xN−11 . . . −y1
...
...
. . .
...
...
...
. . .
...
xMn x
M−1
n . . . 1 −ynxNn −ynxN−1n . . . −yn


aM
aM−1
...
a0
bN
bN−1
...
b0

=

0
0
...
0
 .
Ma´me tedy syste´m n+ 1 linea´rn´ıch rovnic o M +N + 2 nezna´my´ch. Protozˇe je ale v
r(x) pod´ıl, na´sobna´ rˇesˇen´ı urcˇuj´ı pouze jedno r(x). Z na´sobny´ch rˇesˇen´ı tak mu˚zˇeme jedno
rˇesˇen´ı vybrat, a to zvolen´ım konkre´tn´ı hodnoty pro jeden z nenulovy´ch koeficient˚u. Pocˇet
koeficient˚u, ktere´ r(x) jednoznacˇneˇ urcˇuj´ı, je tak pouze M+N+1. Pro jednoznacˇne´ urcˇen´ı
r(x) tak mezi M , N , n mus´ı zrˇejmeˇ platit vztah n = M +N . (Pro vyloucˇen´ı polynomia´ln´ı
interpolace jako specia´ln´ıho prˇ´ıpadu raciona´ln´ı interpolace volme N 6= 0.)
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3.2. Algoritmus pro vy´pocˇet
Uzˇ jsme si rˇekli, zˇe proble´m lze rˇesˇit pomoc´ı syste´mu linea´rn´ıch rovnic. Jeho nevy´hodou
vsˇak je obecneˇ sˇpatna´ podmı´neˇnost matice. Pro velke´ hodnoty n jsou matice cˇasto te´meˇrˇ
singula´rn´ı a vy´pocˇet je tak nestabiln´ı. Z tohoto d˚uvodu se toto rˇesˇen´ı v praxi nepouzˇ´ıva´.
Ukazˇme si proto alesponˇ jeden algoritmus pro vy´pocˇet raciona´ln´ıch interpolant˚u, ktery´ je
jiny´ nezˇ syste´m linea´rn´ıch rovnic. Existuje jich samozrˇejmeˇ v´ıce.
3.2.1. Metoda inverzn´ıch diferenc´ı
V te´to metodeˇ se nejprve spocˇ´ıta´ tabulka tzv. inverzn´ıch diferenc´ı ψ, vid´ıme v tabulce
(tab. 3.1).
i xi yi
0 x0 y0
1 x1 y1 ψ(x0, x1)
2 x2 y2 ψ(x0, x2) ψ(x0, x1, x2)
...
...
...
...
...
. . .
j xj yj ψ(x0, xj) ψ(x0, x1, xj) . . . ψ(x0, . . . , xj−1, xj)
...
...
...
...
...
. . .
...
. . .
n xn yn ψ(x0, xn) ψ(x0, x1, xn) . . . ψ(x0, . . . , xj−1, xn) . . . ψ(x0, . . . , xn)
Tabulka 3.1: Tabulka inverzn´ıch diferenc´ı
Hodnoty inverzn´ıch diferenc´ı z´ıska´me pomoc´ı rekurzivn´ıch vzorc˚u
ψ(x0, xi) =
xi − x0
yi − y0
ψ(x0, x1, xi) =
xi − x1
ψ(x0, xi)− ψ(x0, x1)
...
ψ(x0, . . . , xj−1, xj, xi) =
xi − xj
ψ(x0, . . . , xj−1, xi)− ψ(x0, . . . , xj−1, xj) .
Nyn´ı se snazˇme vyuzˇ´ıt teˇchto inverzn´ıch diferenc´ı k urcˇen´ı r(x). Vycha´zejme z toho,
zˇe pro i = 0, 1, . . . , n plat´ı
r(xi) =
p(xi)
q(xi)
= yi.
Nejprve stanovme r(x) tak, aby platilo r(x0) = y0 a soucˇasneˇ byl v r(x) prˇ´ıtomny´ prvek
(oznacˇme jej p′0(x)/q
′
0(x)), s ktery´m budeme moci da´le pracovat, ale pro x = x0 bude
tento prvek na´soben nulou. Dosta´va´me
r(x) = y0 + (x− x0)p
′
0(x)
q′0(x)
.
Upravme
r(x) = y0 +
x− x0
q′0(x)
p′0(x)
.
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Stanovme prvek q′0(x)/p
′
0(x) tak, aby platilo r(x1) = y1 a abychom opeˇt ponechali prvek
(tentokra´t p′1(x)/q
′
1(x)) pro na´sleduj´ıc´ı pra´ci. Ma´me
r(x) = y0 +
x− x0
x1 − x0
y1 − y0 + (x− x1)
p′1(x)
q′1(x)
.
Vsˇimneˇme si, zˇe
x1 − x0
y1 − y0 = ψ(x0, x1),
s jesˇteˇ jednou u´pravou tak ma´me
r(x) = y0 +
x− x0
ψ(x0, x1) +
x− x1
q′1(x)
p′1(x)
.
Stanovme q′1(x)/p
′
1(x), aby platilo r(x2) = y2, ponechme p
′
2(x)/q
′
2(x) pro dalˇs´ı pra´ci
r(x) = y0 +
x− x0
ψ(x0, x1) +
x− x1
x2 − x1
x2 − x0
y2 − y0 − ψ(x0, x1)
+ (x− x2)p
′
2(x)
q′2(x)
.
Vsˇimneˇme si, zˇe
x2 − x0
y2 − y0 = ψ(x0, x2),
x2 − x1
ψ(x0, x2)− ψ(x0, x1) = ψ(x0, x1, x2).
S u´pravou tak dosta´va´me
r(x) = y0 +
x− x0
ψ(x0, x1) +
x− x1
ψ(x0, x1, x2) +
x− x2
q′2(x)
p′2(x)
.
Takto pokracˇujeme da´le. Vy´sledny´ vzorec pro r(x) pak je
r(x) = y0+
x− x0
ψ(x0, x1) +
x− x1
ψ(x0, x1, x2) +
x− x2
ψ(x0, x1, x2, x3) +
.
...
+
x− xn−1
ψ(x0, . . . , xn)
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Nevy´hodou te´to metody je, zˇe mu˚zˇe doj´ıt k vynulova´n´ı jmenovatele jednotlivy´ch in-
verzn´ıch diferenc´ı. Da´le take´ samozrˇejmeˇ trp´ı neduhy, ktery´mi trp´ı raciona´ln´ı interpolace
obecneˇ. Co se ty´cˇe na´rocˇnosti na pocˇet operac´ı, je potrˇeba rˇa´doveˇ O(n2) operac´ı pro
vypocˇ´ıta´n´ı inverzn´ıch diferenc´ı a pak rˇa´doveˇ O(n) operac´ı pro vycˇ´ıslen´ı interpolantu v
libovolne´m x.
Tuto metodu jsem take´ naprogramoval v MATLABu. Soubor metinvdif.m obsa-
huje stejnojmennou funkci a je prˇ´ılohou k bakala´rˇske´ pra´ci. Dokumentace k neˇmu je
vytvorˇena prˇ´ıkazem publish a je dostupna´ ve slozˇce html v souboru metinvdif.html
nebo z MATLABu pomoc´ı prˇ´ıkazu showdemo metinvdif.
3.3. Nevy´hody raciona´ln´ı interpolace
Prˇi uzˇ´ıva´n´ı raciona´ln´ı interpolace lze narazit na proble´my, ktere´ jej´ı pouzˇ´ıva´n´ı zteˇzˇuj´ı. Na
tyto jej´ı nevy´hody se nyn´ı pod´ıva´me.
3.3.1. Body nespojitosti druhe´ho druhu
Body nespojitosti druhe´ho druhu zp˚usobuj´ı velkou neprˇesnost aproximace a prˇedstavuj´ı
tak proble´m. Tyto body se v interpolantu vyskytnou, pra´veˇ kdyzˇ ma´ polynom q (jmenova-
tel r(x)) alesponˇ jeden korˇen uvnitrˇ intervalu, ve ktere´m prova´d´ıme aproximaci. Ukazˇme
si nyn´ı takovou situaci.
Raciona´ln´ı interpolac´ı interpolujme body
xi = −2,−2
3
,
2
3
, 2; yi = x
3
i .
Pracujme s M = 2 a N = 1. Podle (3.1) dosta´va´me rovnice
4 a2 − 2a1 + a0 − 16 b1 + b0 = 0
4
9
a2 − 2
3
a1 + a0 − 16
81
b1 + b0 = 0
4
9
a2 +
2
3
a1 + a0 − 16
81
b1 + b0 = 0
4 a2 + 2a1 + a0 − 16 b1 + b0 = 0
Snadno oveˇrˇ´ıme, zˇe teˇmto rovnic´ım vyhovuje rˇesˇen´ı
a2 = 1 a1 = 0 a0 = −0, 4
b1 = 0, 225 b0 = 0
tedy
r(x) =
x2 − 0, 4
0, 225x
.
Vy´sledek te´to interpolace mu˚zˇeme videˇt na obra´zku (obr. 3.1). Jak vid´ıme, v interpolantu
se v bodeˇ x = 0 vyskytuje bod nespojitosti druhe´ho druhu, cozˇ je zrˇejmeˇ zp˚usobeno t´ım,
zˇe polynom q ma´ v tomto bodeˇ sv˚uj korˇen.
Abychom se bodu nespojitosti zbavili, mu˚zˇeme zmeˇnit konfiguraci uzlovy´ch bod˚u inter-
polace. Nic na´m ale nazajist´ı, zˇe v nove´ konfiguraci uzlovy´ch bod˚u, se bod nespojitosti jizˇ
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nebude vyskytovat. Raciona´ln´ı interpolace tak ztra´c´ı svou efektivitu. V tomto konkre´tn´ım
prˇ´ıpadeˇ pak stacˇ´ı naprˇ. zveˇtsˇit pocˇet uzl˚u interpolace. Meˇjme nyn´ı
xi = −2,−1, 0, 1, 2; yi = x3i .
Tomuto zada´n´ı pak bude vyhovovat interpolant
r(x) =
−4x
x2 − 5.
Vy´sledek interpolace mu˚zˇeme videˇt na obra´zku (obr. 3.2).
Obra´zek 3.1: Funkce x3 aproximovana´ raciona´ln´ı interpolac´ı na cˇtyrˇech ekvidistantn´ıch
uzlech.
Obra´zek 3.2: Funkce x3 aproximovana´ raciona´ln´ı interpolac´ı na peˇti ekvidistantn´ıch uzlech.
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3.3.2. Neexistence rˇesˇen´ı
Proble´m si ilustrujme na prˇ´ıkladu. Interpolujme body
xi = 1, 2, 3; yi = −(xi − 2)2 + 2, tedy
yi = 1, 2, 1
Zrˇejmeˇ n = 2. Pracujme s M = N = 1. Podle (3.1) z´ıska´va´me tyto rovnice
a1 + a0 − b1 − b0 = 0
2a1 + a0 − 4b1 − 2b0 = 0
3a1 + a0 − 3b1 − b0 = 0.
Snadno oveˇrˇ´ıme, zˇe teˇmto rovnic´ım vyhovuje rˇesˇen´ı
a1 = 1 b1 = 1
a0 = −2 b0 = −2
a dosta´va´me tak
r(x) =
x− 2
x− 2 = 1.
Vy´sledek mu˚zˇeme videˇt na obra´zku (obr. 3.3). Tento vy´sledek ovsˇem neinterpoluje bod
[2, 2]. Pozorujeme, zˇe zat´ımco nasˇe rˇesˇen´ı vyhovuje homogenn´ımu syste´mu rovnic (3.1), jizˇ
nevyhovuje interpolacˇn´ım podmı´nka´m. Bodu [2, 2] se v takove´m prˇ´ıpadeˇ rˇ´ıka´ nedosazˇitelny´
bod a pro dana´ M , N a n pak neexistuje raciona´ln´ı funkce, jezˇ by interpolovala vsˇechny
uzly interpolace. Jesˇteˇ uved’me, zˇe pro M = 0, N = 2 ma´ prˇ´ıslusˇny´ syste´m rovnic pouze
trivia´ln´ı rˇesˇen´ı a0 = b2 = b1 = b0 = 0. Tato situace tak nema´ rˇesˇen´ı ani pro libovolnou
kombinaci M , N (za prˇedpokladu N 6= 0, abychom vyloucˇili polynomia´ln´ı interpolaci).
Obecneˇ tedy lze rˇ´ıci, zˇe prˇi raciona´ln´ı interpolaci nen´ı zarucˇena existence rˇesˇen´ı.
3.4. Za´veˇr
Nejprve se pod´ıvejme na interpolaci Rungeovy funkce pomoc´ı metody inverzn´ıch diferenc´ı
na obra´zku (obr. 3.4). Mu˚zˇeme ho porovnat s obra´zkem (obr. 1.3).
Raciona´ln´ı interpolace poskytuje dobre´ vy´sledky, anizˇ by vyzˇadovala neˇjakou specia´ln´ı
polohu uzl˚u interpolace.
Na druhou stranu vsˇak trp´ı dveˇma velky´mi nevy´hodami. V interpolantu se obcˇasneˇ
vyskytuj´ı body nespojitosti druhe´ho druhu a nen´ı zarucˇena existence rˇesˇen´ı.
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Obra´zek 3.3: Funkce f(x) aproximovana´ raciona´ln´ı interpolac´ı na trˇech uzlech.
Obra´zek 3.4: Rungeova funkce aproximovana´ metodou inverzn´ıch diferenc´ı na ekvi-
distantn´ıch uzlech (max. chyba interpolace je rˇa´doveˇ 10−12 a nelze ji tak rozeznat).
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4. Raciona´ln´ı interpolace v
barycentricke´m tvaru
V te´to kapitole si uka´zˇeme barycentricky´ tvar raciona´ln´ı interpolace a zameˇrˇ´ıme se na
eliminaci nevy´hod klasicke´ raciona´ln´ı interpolace. Pak si prˇedstav´ıme neˇktere´ konkre´tn´ı
metody.
4.1. Barycentricky´ tvar raciona´ln´ı interpolace
Nejprve se zamysleme, jak bude raciona´ln´ı interpolace v barycentricke´m tvaru vypadat.
Dokazˇme si tuto veˇtu.
Veˇta 4.1. Kazˇdy´ raciona´ln´ı interpolant r ∈ Rn,n bod˚u [xi, yi], i = 0, 1, . . . , n lze pro
neˇjaka´ ai ∈ R zapsat ve tvaru
r(x) =
∑n
i=0
ai
x−xiyi∑n
i=0
ai
x−xi
. (4.1)
D˚ukaz. Ma´me
r(x) =
p(x)
q(x)
, r ∈ Rn,n tedy p, q ∈ Pn.
Polynomy p a q mu˚zˇeme na za´kladeˇ veˇty o jednoznacˇnosti polynomu˚ (veˇta 1.1) a nasˇ´ı
znalosti konstrukce Lagrangeova interpolacˇn´ıho polynomu zapsat nejprve ve tvaru (1.3)
a na´sledneˇ pak ve tvaru (2.2), tedy
r(x) =
l(x)
∑n
i=0
wi
x−xip(xi)
l(x)
∑n
i=0
wi
x−xi q(xi)
.
Protozˇe
r(xi) =
p(xi)
q(xi)
= yi, i = 0, 1, . . . , n,
mus´ı platit, zˇe p(xi) = yiq(xi). Dosta´va´me
r(x) =
∑n
i=0
wiq(xi)
x−xi yi∑n
i=0
wiq(xi)
x−xi
.
Tedy pro ai = wiq(xi) byla veˇta doka´za´na.
Barycentricky´ tvar raciona´ln´ı interpolace je tedy tvar (4.1). Vsˇimneˇme si jeho podob-
nosti s (2.3), zrˇejmeˇ se liˇs´ı pouze barycentricky´mi va´hami. Barycentricka´ Lagrangeova
interpolace je tak specia´ln´ım prˇ´ıpadem barycentricke´ raciona´ln´ı interpolace, kdy jsou ba-
rycentricke´ va´hy takove´, zˇe q(x) = 1. Zamysleme se nyn´ı nad barycentricky´mi va´hami pro
barycentrickou raciona´ln´ı interpolaci.
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4.2. Barycentricke´ va´hy
Dokazˇme si, zˇe barycentricke´ va´hy ai splnˇuj´ı interpolacˇn´ı podmı´nky. Respektive splnˇuj´ı,
zˇe limx→xi r(x) = yi, jelikozˇ r(xi) = yi je prˇeddefinova´no.
Veˇta 4.2. Necht’ r ∈ Rn,n je raciona´ln´ı interpolant bod˚u [xi, yi], i = 0, 1, . . . , n ve tvaru
(4.1), pak pro vsˇechna ai 6= 0 plat´ı, zˇe
lim
x→xk
r(x) = yk.
D˚ukaz. Upravujme r.
r(x) =
∑n
i=0
ai
x−xiyi∑n
i=0
ai
x−xi
=
a0y0
x−x0 +
a1y1
x−x1 + · · ·+
anyn
x−xn
a0
x−x0 +
a1
x−x1 + · · ·+ anx−xn
=
=
a0y0(x−x1)...(x−xn)+a1y1(x−x0)(x−x2)...(x−xn)+···+anyn(x−x0)...(x−xn−1)
(x−x0)(x−x1)...(x−xn)
a0(x−x1)...(x−xn)+a1(x−x0)(x−x2)...(x−xn)+···+an(x−x0)...(x−xn−1)
(x−x0)(x−x1)...(x−xn)
=
=
∑n
i=0
aiyi
∏n
j=0
j 6=i
(x− xj)∑n
i=0
ai
∏n
j=0
j 6=i
(x− xj)
.
Vsˇimneˇme si, zˇe pro k 6= i je
n∏
j=0
j 6=i
(xk − xj) = 0.
Nyn´ı vypocˇ´ıtejme limitu
lim
x→xk
r(x) =
∑n
i=0
aiyi
∏n
j=0
j 6=i
(xk − xj)∑n
i=0
ai
∏n
j=0
j 6=i
(xk − xj)
=
akyk
∏n
j=0
j 6=k
(xk − xj)
ak
∏n
j=0
j 6=k
(xk − xj)
= yk. (4.2)
Veˇta tak byla doka´za´na.
Z te´to veˇty tedy vyply´va´, zˇe pro libovolne´ barycentricke´ va´hy ai 6= 0 budou splneˇny
interpolacˇn´ı podmı´nky. Nemu˚zˇe tak doj´ıt k situaci, kdy by neexistovalo rˇesˇen´ı jako v
prˇ´ıpadeˇ raciona´ln´ı interpolace. Toto zrˇejmeˇ souvis´ı s t´ım, zˇe raciona´ln´ı funkce je ted’ z
mnozˇiny Rn,n. Za´rovenˇ mu˚zˇeme barycentricke´ va´hy libovolneˇ navrhnout, pokud dodrzˇ´ıme
ai 6= 0. Samozrˇejmeˇ je pak podstatne´ navrhnout je tak, aby se interpolant choval dobrˇe
mezi uzly interpolace. Naprˇ. tak, aby se v r(x) nevyskytovaly body nespojitosti druhe´ho
druhu.
4.3. Body nespojitosti druhe´ho druhu
Jak jsme uvedli v (subsekce 3.3.1), body nespojitosti druhe´ho druhu se v raciona´ln´ım
interpolantu vyskytuj´ı v bodech, kde se jmenovatel raciona´ln´ıho interpolantu q(x) = 0.
Ukazˇme si zp˚usob, jak navrhnout barycentricke´ va´hy tak, aby se v r(x) nevyskytovaly
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body nespojitosti druhe´ho druhu. Vycha´zejme z tvaru pro q(x) (prˇesneˇji pro limx→xk q(x)),
ktery´ je uveden v (4.2).
lim
x→xk
q(x) = ak
n∏
j=0
j 6=k
(xk − xj).
Odtud pak ma´me
ak =
limx→xk q(x)∏n
j=0
j 6=k
(xk − xj)
.
Oznacˇme
sk =
n∏
j=0
j 6=k
(xk − xj)
a vsˇimneˇme si, zˇe za prˇedpokladu x0 < x1 < · · · < xn plat´ı
sign(sk) = − sign(sk+1).
Da´le si vsˇimneˇme, zˇe aby r(x) nemeˇlo na intervalu (xk, xk+1) body nespojitosti druhe´ho
druhu, je nutnou (ale ne dostacˇuj´ıc´ı) podmı´nkou, zˇe
sign
(
lim
x→x+k
q(x)
)
= sign
(
lim
x→x−k+1
q(x)
)
.
Z toho vyply´va´, zˇe aby r(x) nemeˇlo na intervalu (xk, xk+1) body nespojitosti druhe´ho
druhu, je pro barycentricke´ va´hy nutnou (ale ne dostacˇuj´ıc´ı) podmı´nkou
sign(ak) = − sign(ak+1).
Tuto mysˇlenku prˇedstavili Schneider a Werner v [10].
4.4. Berrut
J. P. Berrut navrhl barycentricke´ va´hy ai = (−1)i. (Publikaci se nepodarˇilo z´ıskat, cˇerpa´no
z [4] a [6]). Dokazˇme, zˇe tyto barycentricke´ va´hy nemaj´ı zˇa´dne´ body nespojitosti pro
x ∈ 〈x0, xn〉 − {x0, x1, . . . , xn}. Funkce q(x) vypada´
q(x) =
n∑
i=0
(−1)i
x− xi .
Polozˇme x ∈ (x2k, x2k+1). Zrˇejmeˇ plat´ı
x− xi > 0 pro i ≤ 2k
x− xi < 0 pro i ≥ 2k + 1.
Ma´me tak
q(x) =
1
x− x0︸ ︷︷ ︸
>0
+ · · ·+ −1
x− x2k−1︸ ︷︷ ︸
<0
+
1
x− x2k︸ ︷︷ ︸
>0
+
−1
x− x2k+1︸ ︷︷ ︸
>0
+
1
x− x2k+2︸ ︷︷ ︸
<0
+ . . . .
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Da´le plat´ı
x2l > x2l−1
x− x2l < x− x2l−1
1
x− x2l >
1
x− x2l−1
1
x− x2l −
1
x− x2l−1 > 0.
Dosta´va´me tak bud’
q(x) =
1
x− x0︸ ︷︷ ︸
>0
+ . . .︸︷︷︸
>0
+
−1
x− x2k−1 +
1
x− x2k︸ ︷︷ ︸
>0
+
−1
x− x2k+1 +
1
x− x2k+2︸ ︷︷ ︸
>0
+ . . .︸︷︷︸
>0
,
nebo
q(x) =
1
x− x0︸ ︷︷ ︸
>0
+ . . .︸︷︷︸
>0
+
−1
x− x2k−1 +
1
x− x2k︸ ︷︷ ︸
>0
+
−1
x− x2k+1 +
1
x− x2k+2︸ ︷︷ ︸
>0
+ . . .︸︷︷︸
>0
+
−1
x− xn︸ ︷︷ ︸
>0
a plat´ı tak, zˇe pro x ∈ (x2k, x2k+1) je q(x) > 0. Analogicky bychom doka´zali, zˇe pro
x ∈ (x2k−1, x2k) je q(x) < 0. Na obra´zku (obr. 4.1) pak mu˚zˇeme videˇt jak q(x) prˇiblizˇneˇ
vypada´. Plat´ı, zˇe q(x) 6= 0 pro vsˇechna x ∈ 〈x0, xn〉 − {x0, x1, . . . , xn}.
Obra´zek 4.1: Jmenovatel q(x) raciona´ln´ı funkce r(x) pro barycentricke´ va´hy ai = (−1)i.
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4.5. Floater a Hormann
Na´sleduj´ıc´ı podkapitola cˇerpa´ z [4]. Floater a Hormann tam navrhli celou skupinu ra-
ciona´ln´ıch interpolant˚u
r(x) =
∑n−d
i=0
λi(x)pi(x)∑n−d
i=0
λi(x)
, (4.3)
kde
λi =
(−1)i
(x− xi) . . . (x− xi+d) =
(−1)i∏i+d
j=i
(x− xj)
a pi(x) je polynom stupneˇ d, ktery´ interpoluje d+1 bod˚u [xi, yi], . . . , [xi+d, yi+d]. Pro d = 0
pak dosta´va´me Berrutovu interpolaci.
4.5.1. Body nespojitosti druhe´ho druhu
Ukazˇme si, zˇe tato interpolace take´ neobsahuje body nespojitosti druhe´ho druhu. Rozsˇiˇrme
r(x) na
r(x) =
(−1)n−d
∏n
j=0
(x− xj)
(−1)n−d
∏n
j=0
(x− xj)
∑n−d
i=0
λi(x)pi(x)∑n−d
i=0
λi(x)
.
Upravme soucˇin ve jmenovateli q(x). (Pra´zdne´ produkty jsou samozrˇejmeˇ rovny jedne´.)
q(x) = (−1)n−d
n∏
j=0
(x− xj)
n−d∑
i=0
λi(x) =
= (−1)n−d
n−d∑
i=0
(−1)i
∏n
j=0
(x− xj)∏i+d
k=i
(x− xk)
=
= (−1)n−d
n−d∑
i=0
[
(−1)i
(
i−1∏
j=0
(x− xj)
)(
n∏
l=i+d+1
(x− xl)
)]
=
= (−1)n−d
n−d∑
i=0
[
(−1)i
(
i−1∏
j=0
(x− xj)
)
(−1)n−i−d
(
n∏
l=i+d+1
(xl − x)
)]
=
=
n−d∑
i=0
[(
i−1∏
j=0
(x− xj)
)(
n∏
l=i+d+1
(xl − x)
)]
=
=
n−d∑
i=0
µi(x),
kde µi(x) =
(
i−1∏
j=0
(x− xj)
)(
n∏
l=i+d+1
(xl − x)
)
.
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Cˇitatel p(x) uprav´ıme obdobneˇ a r(x) pak zrˇejmeˇ vypada´
r(x) =
∑n−d
i=0
µi(x)pi(x)∑n−d
i=0
µi(x)
. (4.4)
Pro zmı´neˇny´ tvar q(x) nyn´ı doka´zˇeme, zˇe q(x) > 0 pro vsˇechna x ∈ 〈x0, xn〉 a pro vsˇechna
d = 0, 1, . . . , n. Nejprve zvazˇme situaci, kdy x = xk. Mnozˇinu I = {0, 1, . . . , n − d}
rozdeˇlme na trˇi podmnozˇiny.
I1 ={0, . . . , k − d− 1} pro k ≤ d je tato mnozˇina pra´zdna´.
I2 ={k − d, . . . , k} tato mnozˇina vzˇdy obsahuje alesponˇ prvek k.
I3 ={k + 1, . . . , n− d} pro k ≥ n− d je tato mnozˇina pra´zdna´.
Plat´ı
i ∈ I1 i ∈ I2 i ∈ I3∏i−1
j=0
(xk − xj) > 0 > 0 0∏n
l=i+d+1
(xl − xk) 0 > 0 > 0
µi(xk) 0 > 0 0
Tedy
n−d∑
i=0
µi(xk) > 0.
Da´le zvazˇme situaci, kdy x ∈ (xk, xk+1). Opeˇt rozdeˇlme mnozˇinu I na trˇi podmnozˇiny,
tentokra´t ale s drobnou zmeˇnou.
I1 ={0, . . . , k − d} pro k ≤ d− 1 je tato mnozˇina pra´zdna´.
I2 ={k − d+ 1, . . . , k} pro d = 0 je tato mnozˇina pra´zdna´.
I3 ={k + 1, . . . , n− d} pro k ≥ n− d je tato mnozˇina pra´zdna´.
Nejprve si vsˇimneˇme, zˇe
µi(x) > 0 pro i ∈ I2.
Da´le se zameˇrˇme na i ∈ I1. Plat´ı
µk−d(x) = (x− x0) . . . (x− xk−d−1)︸ ︷︷ ︸
>0
(xk+1 − x) . . . (xn − x)︸ ︷︷ ︸
>0
> 0,
µk−d−1(x) = (x− x0) . . . (x− xk−d−2)︸ ︷︷ ︸
>0
(xk − x)︸ ︷︷ ︸
<0
(xk+1 − x) . . . (xn − x)︸ ︷︷ ︸
>0
< 0,
µk−d−2(x) = (x− x0) . . . (x− xk−d−3)︸ ︷︷ ︸
>0
(xk−1 − x)︸ ︷︷ ︸
<0
(xk − x)︸ ︷︷ ︸
<0
(xk+1 − x) . . . (xn − x)︸ ︷︷ ︸
>0
> 0,
...
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Tedy
µk−d−2l(x) > 0
µk−d−2l−1(x) < 0.
Vsˇimneˇme si, zˇe
|x− xk−d−1| > |x− xk| ,
tedy
|µk−d| > |µk−d−1|
µk−d︸︷︷︸
>0
+µk−d−1︸ ︷︷ ︸
<0
> 0.
Tato nerovnice pak plat´ı pro vsˇechny dvojice k − d− 2l, k − d− 2l − 1. Plat´ı tak
µi(x) > 0 pro i ∈ I1.
Obdobneˇ bychom doka´zali, zˇe
µi(x) > 0 pro i ∈ I3.
Protozˇe alesponˇ jedna z mnozˇin I1, I2, I3 je nepra´zdna´, plat´ı zˇe
µi(x) > 0 pro i ∈ I.
4.5.2. Barycentricky´ tvar
Podle tvaru (4.4) je r(x) ∈ Rn,n−d a lze tedy zapsat v barycentricke´m tvaru. Nejprve
zapiˇsme polynom pi(x) v Lagrangeoveˇ tvaru (1.3). Prˇipomenˇme, zˇe polynom pi(x) inter-
poluje body [xi, yi], . . . , [xi+d, yi+d].
pi(x) =
i+d∑
j=i
∏i+d
k=i
k 6=j
(x− xk)∏i+d
k=i
k 6=j
(xj − xk)
yj.
Toto nyn´ı dosad’me do tvaru (4.3). V cˇitateli dosta´va´me
n−d∑
i=0
λi(x)pi(x) =
n−d∑
i=0
(−1)i∏i+d
k=i
(x− xk)
i+d∑
j=i
∏i+d
k=i
k 6=j
(x− xk)∏i+d
k=i
k 6=j
(xj − xk)
yj =
=
n−d∑
i=0
(−1)i
i+d∑
j=i
yj
x− xj
i+d∏
k=i
k 6=j
1
(xj − xk) =
=
n∑
j=0
yj
x− xj
j∑
i=j−d
(−1)i
i+d∏
k=i
k 6=j
1
xj − xk =
=
n∑
j=0
bj
x− xj yj,
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kde
bj =
j∑
i=j−d
(−1)i
i+d∏
k=i
k 6=j
1
xj − xk .
Pro jmenovatel pak ma´me (protozˇe yj = 1 pro j = 0, 1, . . . , n)
n−d∑
i=0
λi(x) =
n∑
j=0
bj
x− xj .
Interpolant r(x) tak ma´ opeˇt tvar (4.1) s t´ım, zˇe
ai =
i∑
j=i−d
(−1)j
j+d∏
k=j
k 6=i
1
xi − xk . (4.5)
4.5.3. Barycentricke´ va´hy
Pod´ıvejme se nyn´ı na barycentricke´ va´hy (4.5). Zkusme pro neˇ stanovit explicitn´ı for-
muli pro ekvidistantn´ı uzly. Vycha´zejme ze subsekce (subsekce 2.3.1). Stejny´m postupem
dojdeme k
j+d∏
k=j
j 6=i
1
(i− k)h =
(−1)j+d−i
hd d!
(
d
i− j
)
.
Dosad’me a dosta´va´me
ai =
i∑
j=i−d
(−1)j (−1)
j+d−i
hd d!
(
d
i− j
)
=
(−1)d−i
hd d!
i∑
j=i−d
(
d
i− j
)
.
Protozˇe po dosazen´ı do formule (4.1) se cˇleny neza´visle´ na i zkra´t´ı, mu˚zˇeme pracovat se
zjednodusˇeny´mi va´hami
a′i = (−1)i
i∑
j=i−d
(
d
i− j
)
.
Pod´ıvejme se jak vypadaj´ı hodnoty |a′i| pro r˚uzna´ d. Pro urcˇen´ı hodnot teˇchto bary-
centricky´ch vah pak mu˚zˇeme zrˇejmeˇ vyuzˇ´ıt Pascal˚uv troju´heln´ık, ktery´ vid´ıme na prave´
straneˇ.
d = 0 1, 1, . . . , 1, 1 1
d = 1 1, 2, 2, . . . , 2, 2, 1 1 1
d = 2 1, 3, 4, 4, . . . , 4, 4, 3, 1 1 2 1
d = 3 1, 4, 7, 8, 8, . . . , 8, 8, 7, 4, 1 1 3 3 1
d = 4 1, 5, 11, 15, 16, 16, . . . , 16, 16, 15, 11, 5, 1 1 4 6 4 1
d = 5 1, 6, 16, 26, 31, 32, 32, . . . , 32, 32, 31, 26, 16, 6, 1 1 5 10 10 5 1
Jak jizˇ bylo rˇecˇeno, pro d = 0 dosta´va´me va´hy, jak je navrhl Berrut. Pro d = 1 pak ma´me
de facto va´hy (2.4), samozrˇejmeˇ ale na ekvidistantn´ıch bodech.
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4.5.4. Prˇ´ıklad
Ukazˇme si nyn´ı prˇ´ıklad.
Algoritmus pro vy´pocˇet je opeˇt z [2], strana 507, pouze zmeˇn´ıme barycentricke´ va´hy.
Toto jsem naprogramoval v MATLABu. Soubor barint.m obsahuje stejnojmennou funkci
a je prˇ´ılohou k bakala´rˇske´ pra´ci. Dokumentace k neˇmu je opeˇt vytvorˇena prˇ´ıkazem publish
a je dostupna´ ve slozˇce html v souboru barint.html nebo z MATLABu pomoc´ı prˇ´ıkazu
showdemo barint. Program barint.m pak pracuje s veˇtsˇ´ım mnozˇstv´ım barycentricky´ch
vah, viz. jeho dokumentace.
Aproximujme Rungeovu funkci R(x) a pro kazˇde´ n vyberme nejlepsˇ´ı d, vy´sledky vid´ıme
v tabulce (tab. 4.1). Tabulku mu˚zˇeme porovnat s obdobnou tabulkou pro Lagrangeovu
interpolaci na Cˇebysˇevovy´ch uzlech, ktera´ odpov´ıda´ i barycentricke´ Lagrangeoveˇ inter-
polaci (tab. 1.1). Uvid´ıme, zˇe jsme dosa´hli podobny´ch vy´sledk˚u bez pouzˇit´ı specia´ln´ıch
bod˚u. Interpolaci pro n = 10, d = 0 pak mu˚zˇeme videˇt na obra´zku (obr. 4.2).
n d rˇa´d max. chyby interpolace
10 0 10−2
20 1 10−3
50 4 10−7
100 9 10−12
150 10 10−15
Tabulka 4.1: Za´vislost pocˇtu uzl˚u n a rˇa´du max. chyby interpolace Rungeovy funkce ba-
rycentrickou raciona´ln´ı interpolac´ı na ekvidistantn´ıch uzlech. Pro dane´ n je vzˇdy vybra´no
d s nejnizˇsˇ´ı max. chybou interpolace.
Obra´zek 4.2: Rungeova funkce aproximovana´ barycentrickou raciona´ln´ı interpolac´ı na
ekvidistantn´ıch uzlech.
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4.6. Za´veˇr
Barycentricka´ raciona´ln´ı interpolace v podobeˇ metody od Floatera a Hormanna nab´ız´ı
dobre´ vy´sledky bez nutnosti pouzˇ´ıvat specia´ln´ı body. Soucˇasneˇ v interpolantu nemu˚zˇe
doj´ıt k vy´skytu bod˚u nespojitosti druhe´ho druhu nebo neexistenci rˇesˇen´ı. Prˇ´ıklady pak
naznacˇuj´ı, zˇe metoda se bude chovat stabilneˇ, i kdyzˇ pra´ce ty´kaj´ıc´ı se studia stability
dosud nevznikla.
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C´ılem bakala´rˇske´ pra´ce bylo nastudovat za´kladn´ı fakta o barycentricke´ raciona´ln´ı in-
terpolaci a jej´ım specia´ln´ım prˇ´ıpadeˇ – barycentricke´ Lagrangeoveˇ interpolaci. Tato fakta
byla nastudova´na.
Barycentricka´ Lagrangeova interpolace se ukazuje jako dobry´ kandida´t pro jedno-
rozmeˇrnou interpolaci a dokonce jizˇ nasˇla uplatneˇn´ı v projektu Chebfun spadaj´ıc´ım pod
University of Oxford.
Barycentricka´ raciona´ln´ı interpolace se take´ jev´ı jako dobra´ volba pro jednorozmeˇrnou
interpolaci, acˇkoliv jesˇteˇ nebylo provedeno d˚ukladne´ studium jej´ı numericke´ stability.
Dalˇs´ım c´ılem bakala´rˇske´ pra´ce pak byla elementa´rn´ı implementace barycetricke´ ra-
ciona´ln´ı interpolace v MATLABu. V prˇ´ıloze bakala´rˇske´ pra´ce je pak soubor barint.m
obsahuj´ıc´ı stejnojmennou funkci a take´ jeho dokumentace ve forma´tu html.
Pro u´cˇely bakala´rˇske´ pra´ce pak byla take´ naprogramova´na metoda inverzn´ıch diferenc´ı,
spadaj´ıc´ı do klasicke´ raciona´ln´ı interpolace. Prˇ´ılohou bakala´rˇske´ je proto take´ soubor
metinvdif.m, obsahuj´ıc´ı stejnojmennou funkci, a opeˇt jeho dokumentace v html forma´tu.
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Seznam prˇ´ıloh
1. CD s bakala´rˇskou prac´ı (pdf), programy metinvdif.m a barint.m (oboj´ı function
m-file do MATLABu) a slozˇkou html obsahuj´ıc´ı dokumentaci ke zmı´neˇny´m programu˚m
ve forma´tu html.
2. CD s programy metinvdif.m a barint.m (oboj´ı function m-file do MATLABu) a
slozˇkou html obsahuj´ıc´ı dokumentaci ke zmı´neˇny´m programu˚m ve forma´tu html.
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