Abstract Land cover (LC) and land use (LU) have commonly been classified separately from 9 remotely sensed imagery, without considering the intrinsically hierarchical and nested 10 relationships between them. In this paper, for the first time, a highly novel joint deep learning 11 framework is proposed and demonstrated for LC and LU classification. 
Introduction

40
Land cover and land use (LULC) information is essential for a variety of geospatial ). Yet, the ancillary geographic data for specifying the LU units might not be 100 available at some regions, and the spatial contexts are often hard to be described and an MLP and Object-based CNN were applied iteratively and conditionally dependently to 160 classify LC and LU simultaneously. The effectiveness of the proposed method was tested on 161 two complex urban and suburban scenes in Great Britain.
162
The remainder of this paper is organised as: Section 2 introduces the key components of the 163 proposed methods. Section 3 specifies the study area and data sources. The results are presented 164 in section 4, followed by a discussion in section 5. The conclusions are drawn in the last section. where i corresponds to the specific LC/LU class during iteration.
227
Through the Bayes' theorem
The classification result C* is obtained as
In which p(F) is the same at all states of Ci.
232
The p(Ci) describes the prior probability distribution of each LC/LU class. In this research, we LC and LU, and to obtain LC and LU classification results through iteration.
252
Markov Process models the joint probability distribution between LC and LU through 253 iteration, in which the joint distributions of the ith iteration are conditional upon the probability 254 distribution of LC and LU derived from the previous iteration (i-1): 
274
Land cover (LC) conditional probabilities are derived as:
276 where the MLP model is trained to solve equation (7) as:
The function concat here integrates LU conditional probabilities and the original images, and Land use (LU) conditional probabilities are deduced as:
where the OCNN model is built to solve equation (10) as:
The OCNN model is based on the LC conditional probabilities derived from MLP as its input 287 evidence. The CLU is used as the training sample sites of LU, where each sample site is used as 288 the centre point to crop an image patch as the input feature map for training the CNN model.
289
The trained CNN can then be used to predict the LU membership association of each object as:
where the function cast denotes the cropped image patch with LC probabilities derived from
292
LandCover i , and the predicted LU category for each object was recorded in SegmentImage, in 293 which the same label was assigned for all pixels of an object. 
Experimental Results and Analysis
14
Study area and data sources 307
In this research, two study areas in the UK were selected, namely Southampton (S1) and Aerial photos of S1 and S2 were captured using Vexcel UltraCam Xp digital aerial cameras on Green, Blue and Near Infrared) with a spatial resolution of 50 cm. The study sites were subset 319 into the city centres and their surrounding regions with spatial extents of 23250×17500 pixels 320 for S1 and 19620×15450 pixels for S2, respectively. Besides, digital surface model (DSM) data 321 of S1 and S2 with the same spatial resolution as the imagery were also acquired, and used for 322 image segmentation only. 10 dominant LC classes were identified in both S1 and S2, 
332
The majority of LU types for both study sites are highlighted and exemplified in Figure 2 .
333
These LC and LU classes were defined based on the Urban Atlas and CORINE land cover for LU and the corresponding sub-classes together with the major LC components in both study 338 sites are summarised in Table 1. 339 Table 1 . The land use (LU) classes with their sub-class descriptions, and the associated major land cover (LC) 340 components across the two study sites (S1 and S2). 
341
LU
Classification results and analysis
457
The classification performance of the proposed Joint Deep Learning using the above-458 mentioned parameters was investigated in both S1 (experiment 1) and S2 (experiment 2). The Woodland and Grassland, and the misclassifications between Crops and Grassland in 507 agricultural areas (Figure 5(d) ). These problems were gradually solved by the introduction of 508 spatial information at iteration 2 and thereafter, where the relationship between LC and LU was 509 modelled using a joint probability distribution which helped to introduce spatial context, and 510 the misclassification was reduced through iteration. Clearly, the shadow (red circles in Figure   511 5(a)) was successively modified and reduced throughout the process (iteration 2 -8) with the 512 incorporation of contextual information, and was completely eliminated in iteration 10 (yellow 513 circle in Figure 5 (Figure 6(c) ). Such problems were tackled with increasing iteration (Figure 6(d-h) ), 
588
In S2, the iterative process also exhibits similar improvements with iteration. For example, the 589 mixture of commercial areas and industrial areas in S2 (Figure 8(c) ) was gradually reduced 590 through the process (Figure 8(d-g) ), and was surprisingly resolved at iteration 10 (Figure 8 parts of the highway and redeveloped area were falsely identified as parking lot, but were 595 accurately distinguished at iteration 10 (Figure 8(h) ). Moreover, a narrow highway that was 596 spatially adjacent to the railway, that was not identified at iteration 1 (Figure 8(c) ), was 
617
In addition to the OA, the proposed JDL method achieved consistently the smallest values for 618 both Quantity and Allocation Disagreement, respectively. From Table 2 and 3, the JDL-LC has 619 the smallest disagreement in terms of LC classification, with an average of 6.93% and 6.73% 620 for S1 and S2 accordingly, which is far smaller than for any of the three benchmarks. Similar 621 patterns were found in LU classification (Table 4 and 
628
Per-class mapping accuracies of the two study sites (S1 and S2) were listed to provide detailed 629 comparison of each LC (Table 2 and Table 3 ) and LU (Table 4 and Table 5) For the LC classification (Table 2 and Table 3 ), the mapping accuracies of Clay roof, Metal With respect to the LU classification, the proposed JDL-LU achieved excellent classification 667 accuracy for the majority of LU classes at both S1 (Table 4 ) and S2 ( (either high-density or medium-density), with around 6% increase in accuracy for both S1 and 
Model Robustness with Respect to Sample Size
682
To further assess the model robustness and generalisation capability, the overall accuracies for 683 both LC and LU classifications at S1 and S2 were tested using reduced per-class training set For the LC classification (Figure 10(a) ), the accuracy distributions of the MLP and SVM were 699 similar, although the SVM was slightly less sensitive to sample size reduction than the MLP, 700 with about 1% higher OA for the 50% sample size reduction. The MRF was the most sensitive 701 method to LC sample reduction, with less than 60% in OA for both S1 and S2 in terms of 50% 702 sample size. The JDL-LC was the least sensitive to the reduction of training sample size, with 703 an average around 88%, 80%, and 73% in the two study areas for the 10%, 30%, and 50% of 704 sample size reduction, respectively, far outperforming the benchmarks in terms of model 705 robustness (Figure 10(a) ).
35
In terms of the LU classification (Figure 10(b) ), the CNN was most sensitive to sample size 707 reduction, with the lowest OA (53% and 56%) when 50% samples were used in S1 and S2, 708 respectively. MRF and OBIA-SVM were less sensitive to sample size reduction than the CNN,
709
with an OA close to 60% in average while reducing the sample size to 50%. The JDL-LU, 710 however, demonstrated the most stable performance with respect to sample size reduction, 711 achieving a high overall accuracy in average at study sites S1 and S2, with about 85.5%, 80%,
712
and 73% for the sample size reduction of 10%, 30%, and 50%, respectively. The major breakthrough of the proposed JDL framework is the interaction between the pixel- 
