Lifelong learning can be viewed as a continuous transfer learning procedure over consecutive tasks, where learning a given task depends on accumulated knowledge -the so-called knowledge base. Most published work on lifelong learning makes a batch processing of each task, implying that a data collection step is required beforehand. We are proposing a new framework, lifelong online learning, in which the learning procedure for each task is interactive. This is done through a computationally efficient algorithm where the predicted result for a given task is made by combining two intermediate predictions: by using only the information from the current task and by relying on the accumulated knowledge. In this work, two challenges are tackled: making no assumption on the task generation distribution, and processing with a possibly unknown number of instances for each task. We are providing a theoretical analysis of this algorithm, with a cumulative error upper bound for each task. We find that under some mild conditions, the algorithm can still benefit from a small cumulative error even when facing few interactions. Moreover, we provide experimental results on both synthetic and real datasets that validate the correct behaviour and practical usefulness of the proposed algorithm.
Introduction
In the general framework of machine learning, the learning procedure can be viewed as a system (referred to as agent in this paper) that runs an algorithm on a given dataset in order to return a hypothesis for predicting the unseen data. Typically, these algorithms require a large amount of data in order to make predictions with an acceptable level of performance. Chen and Liu (2016) termed such a paradigm as isolated learning, since it does not consider any other related information or previously learned knowledge. Instead, humans have the ability to continually learn over time by accommodating new knowledge while retaining previously learned experiences. Such a continuous learning procedure has represented a challenging problem for machine learning and for the development of artificial intelligence.
This continual learning idea has inspired various machine learning strategies. In domain adaptation (Pan and Yang, 2010) , the goal is to transfer the knowledge from a given Task finished, updating knowledge base Figure 1 : Two levels of sequences in lifelong online learning: 1) task sequence (blue arrows) and 2) instance sequence in each task (green arrows). For task j at time t, the instances x t also arrive sequentially, while in the general lifelong learning, each task is processed in a batch manner. task (i.e., source domain) to another task with few labeled or unlabeled observations (i.e., target domain). In the case of multi-task learning (Zhang and Yang, 2017) , the goal is to set a good performance on different but related tasks simultaneously. Concerning lifelong learning (Mitchell and Thrun, 1993; Chen and Liu, 2016) , the learning procedure can be viewed as a continuous transfer learning procedure over incrementally available tasks from the underlying distribution.
Lifelong learning has recently received increasing attention due to its implications in autonomous learning agents and robots. However, in most published work of lifelong learning, e.g., (Mitchell and Thrun, 1993; Ruvolo and Eaton, 2013b; Pentina and Lampert, 2014) , the learning procedure for each task is offline. That means the algorithm is generally based on the Empirical Risk Minimization (ERM) rule to obtain a good generalization performance for the unseen tasks from the same distribution. Nonetheless, there exist considerable real scenarios in which the learning procedure for each individual task is interactive. For example, in the personalized product recommendation system, we suppose that a knowledge base from current clients has been constructed, which can predict the preferences of existing clients. For an unknown new client, current lifelong learning algorithms must first collect a batch of data, then train such a batch with the help of the knowledge base, which cannot effectively handle the interaction demands. From this point of view, we should consider a new paradigm -lifelong online learning in which the agent interacts with users in each task, as showed in Figure 1 .
As opposed to the usual theoretical settings of lifelong learning, in lifelong online learning we do not assume the task generation distribution. Then the tasks are not necessarily generated in an i.i.d. fashion but are rather arbitrarily or even adversary generated, which makes this problem more challenging. Moreover, in the batch lifelong learning framework, only the total number of tasks may be unknown to us such as in (Ruvolo and Eaton, 2013b) . While in the lifelong online learning, both the total number of tasks and the number of instances in each task can be unknown for us because both of them arrive sequentially.
Motivated by the practical and theoretical considerations, we develop a new algorithm in which the agent can interactively learn with the observation in each task and also benefit from the contextual information learned by the accumulated knowledge. At each task, the algorithm will predict the arriving data via a combination of two aspects: the predictions provided by the accumulating knowledge and the current classifier constructed by the agent from scratch in the current task. As the interaction times increase, the prediction by the current classifier will gradually play a more dominant role, because the agent has continuously learned from the instances and will be more confident about the current task. This mechanism will be useful when facing a long term interactions and overcoming the possible negative transfer from the knowledge base (Pan and Yang, 2010) .
The contribution of this paper can be summarized as follows:
• We propose a computationally efficient algorithm in the lifelong online classification, which effectively leverages the information from the accumulated knowledge and the classifier which we have constructed for the current task.
• We theoretically provide an upper bound of the cumulative error of the proposed algorithm when facing a new task. We find that under some mild conditions, our approach can still benefit a small cumulative error even in the non i.i.d. task generation distribution.
• Our empirical results on both synthetic and various real datasets show good performances compared with some baseline approaches.
The rest of the paper will be organized as follows. We first introduced the related work in this field. Secondly we set up the problem and discuss the proposed algorithm. In the third part, we derive the theoretical bound for the algorithm. Finally the experimental results validate the proposed algorithm.
Related works
Batch Lifelong learning From the practical point of view, the lifelong learning approaches can be categorized as two families: parameter transfer and representation transfer (Chen and Liu, 2016) . In parameter transfer, the agent uses previously learned model parameters to help learn model parameter in the current task (Evgeniou and Pontil, 2004; Fei, Wang, and Liu, 2016) . As for the representation transfer, each task shares a common representation in a lower dimensional subspace and generally the sparse dictionary learning approach is developed, e.g., (Ruvolo and Eaton, 2013b; Maurer, Pontil, and Romera-Paredes, 2013; Sun, Cong, and Xu, 2018) . While in the theoretical understanding of lifelong learning, Baxter (2000) proposed the generalization bound on the VC dimension, while Pentina and Lampert (2014) analyzed the lifelong learning through PAC-Bayesian theory. As for the the non i.i.d. task generation assumption, analyzed lifelong learning with the task environment changing over time but limited in a consistent manner. Pentina and Urner (2016) proposed a weighted majority vote algorithm to theoretically prove the sample complexity reduction phenomena in the lifelong learning.
Online transfer/multi-task/lifelong learning Online transfer learning and online multi-task can also be viewed as a sequential learning procedure from some prior knowledge. In online transfer learning, the knowledge is transferred only once from the source domain to the target domain (Zhao et al., 2014; Wang and Pineau, 2015) . In online multi-task learning (Saha et al., 2011; Ruvolo and Eaton, 2013a; Murugesan and Carbonell, 2017) , the goal is rather to learn the task relationship and try to minimize the cumulative errors on all tasks.
There are only few published works in the lifelong online learning. For instance, Alquier and Pontil (2017) proposed a similar concept of online-within-online lifelong learning based on the representation transfer, where the data arrives sequentially in each task. However this approach is not exactly online since the high computational burden and storage requirements (i.e., all observed data) make it not scalable for real dataset. Denevi et al. (2018) proposed an improved algorithm but applied on the linear regression and adapted to the i.i.d. generation task. Moreover, the representation transfer based algorithms are still vulnerable when treating the non i.i.d. task problem. Indeed, a simple adversarial strategy is to generate instances according to two distributions which hold the same sub-feature space but different labeling distribution, for which a representation-based approach can suffer from an important cumulative error.
Problem setup
Let us define {j} ∞ j=1 as an ordered set of tasks. For each task j, let us denote N j the total number of instances
∈ {−1, +1}, and h j as the corresponding classifiers.
Suppose that we are at task T + 1 and the N T +1 examples in the task T + 1 will arrive sequentially (N T +1 might be unknown to us), we denote K T the current knowledge base that contains all the historical classifiers up to the last completed task T (i.e.,
). In the beginning of the interactive learning procedure of the current task T + 1, the classifier h T +1 cannot make an exact decision since it has not observed a sufficient number of instances. However, K T can provide some contextual information which can help the learner to perform better. Therefore, the final prediction rule P T +1 of the current task T + 1 will involve two parts, as shown in the prediction model given in Figure 1 .
Proposed algorithm
The proposed lifelong online algorithm proceeds by using the contextual information available in the accumulated knowledge to perform better in the current learning procedure. For the current task T + 1, two prediction stages are performed. Prediction from the knowledge base (O 1:T ): constructed classifiers {h j } T j=1 are evaluated on the new task T + 1 using:
where w (j) is the parameter corresponding task j ∈ [1, T ]. This accumulated knowledge is used through the application of an expert model to make predictions over the arriving observations through the pool of the previous models, as shown in (Cesa-Bianchi and Lugosi, 2006) . Prediction from the current classifier (O T +1 ): current model h T +1 is being interactively updated by the arriving observations {x t } N T +1 t=1 and the prediction rule is the same as Equation 1.
Updates to the current model h T +1 are being interactively done via online gradient descent of the regularized convex loss (Hazan, 2016) :
In the present paper we fix t to be the hinge loss, i.e.:
is the vector of parameters corresponding task (T + 1). We propose to balance between the prediction O T +1 using only the current task and the prediction O 1:T using the accumulated knowledge base through a non-increasing series
t=1 with ∀t, 0 ≤ α t+1 ≤ α t ≤ 1 as the following:
Intuitively, when gradually receiving more and more instances, the impact of the knowledge base on the final prediction will also decrease gradually. Therefore, the decreasing α t aims at balancing predictions between the knowledge base and the current classifier h T +1 . And as for the first task, we only learn from the current classifier h 1 since K 0 = ∅, i.e., P 1 (x) = O 1 (x). In this case one could see the problem as a classical online learning algorithm, with the predictions being performed by a classifier interactively updated by the arriving observations. For all T , to evaluate P T +1 , we benefit from the fact that the proposed updating rule for the knowledge base is additive. Algorithms 1 and 2 present the approach more formally. Moreover, two distinct approaches (options) are proposed in order to make predictions from the knowledge base for Accumulated Knowledge Lifelong Online (AKLO) learning: AKLO Sum and AKLO Sample.
Predict using the current classifier h T by computing the confidence:
Predict using cumulative knowledge K T by applying Equation 2 or 3, get confidence
Final Prediction:
Receive the real label y
Update weight p t by y if y
else 12:
end if 14: end for AKLO Sum Predictions are made by a weighted vote from the models in the knowledge base:
where T [a,b] is a piece-wise function defined as:
AKLO Sample Predictions are made by sampling a model i from the knowledge base according to the Categorical distribution i ∼ Cat(p t ):
where the weight p t is defined as the T simplex with
represents the cumulative error at task T + 1 for model h i (1 ≤ i ≤ T ) in the interactive learning until time t. It is also worth mentioning that since the tasks are not necessarily i.i.d. generated, the performance of the algorithm is measured by a small cumulative error in the task T + 1.
Computational complexity The computational complexity of updating rule in Algorithm 2 is O(T d + T ). Then plugging in Algorithm 1 we derive a global complexity of O(N T +1 (T d+T +d)), which corresponds to a linear time algorithm that is able to efficiently process high dimensionality datasets.
Algorithm 2 Updating the knowledge base
Receive label y
Compute error e t for each model j ∈ {1, . . . , T } in the knowledge base K T :
Update L t+1 = L t + e t 5:
exp{− tLt(j)} 6: end for
Theoretical analysis
In the following, we analyze the error bound of the proposed algorithm at current task T + 1. This is coherent with Pentina and Urner (2016) , where a batch non i.i.d. lifelong learning problem is analyzed. Two scenarios are discussed: a known horizon N T +1 and a fixed but unknown horizon N T +1 .
Known horizon N T +1
Theorem 1 Supposing x ≤ X and w ≤ R, for any {α t }
such that α 1 = 1 and ∀t, 0 ≤ α t+1 ≤
αt and we use Equation 2 (AKLO Sum)
as the prediction rule. If the algorithm predictsŷ t , then the cumulative error E T +1 = N T +1 t=1 1{ŷ t = y t } at task T + 1 can be bounded by:
where:
e t (w).
We provide the complete demonstration in the supplementary material.
If we set α t ≡ 1, then the error bound can be simplified as
t=1 e t (w ) + 4 2N T +1 log(T ), which exactly recovers to the error bound of the expert problem (Cesa-Bianchi and Lugosi, 2006) . Furthermore, if we set α t ≡ 0, the error bound can be simplified as
, which recovers to the error bound of the Follow The Adaptive Regularized Leader (FTARL) problem (McMahan, 2017) . We should also point out that the proposed algorithm is not sensible to the size of the knowledge base because of the log(T ) term in the bound. Besides the direct conclusion from Theorem 1, we can also derive the Corollary 1 if the number of instances N T +1 is small.
Corollary 1 For γ ∈ (0, 1), if N T +1 satisfies N T +1 ≤ t 0 , with t 0 = max{t|α t ≥ K 1+K }, if we assume that ζ = min
t=1 e t (w) is non zero (ζ > 0) and
}, the cumulative error bound E T +1 in Theorem 1 can be simplified as:
α t e t (w )+4 2 log(T )
The proof of Corollary 1 is also provided in the supplementary material. This corollary reveals an interesting fact: if N T +1 is smaller than a predefined threshold, then the best model in the knowledge base K T will play a dominant role in the error bound. Therefore, in the current task T + 1 and even with small interaction times N T +1 , it is still possible to obtain a good performance although the current classifier h T +1 is not well trained.
Corollary 2 Supposing all the conditions of Theorem 1 hold and now we use Equation 3 (AKLO Sampling) as the prediction rule. If the algorithm predictsŷ t , then with the probability higher than 1 − δ, with ∀δ ∈ (0, 1), the accumulative error E T +1 at task T + 1 can be bounded by:
The proof of Corollary 2 is based on Theorem 1 and Hoeffding-Azuma inequality. We also provide the demonstration in the supplementary material.
Unknown horizon N T +1
As we described in the introduction, in the lifelong online learning, both the number of tasks and the number of examples in each task can all be unknown to us. However, parameters η t and t directly depend on N T +1 . In the following, we develop some strategies for setting these hyper-parameters without the knowledge of N T +1 .
For the current learner h T +1 , if we directly adjust λ = X+R R , we can also derive a bound in this setting, where the whole proof procedure is similar to Theorem 1. As for the prediction from Algorithm 2 in the knowledge base, we apply the double trick for online learning (Cesa-Bianchi and Lugosi, 2006), which divides the time interval into periods I m = [2 m , 2 m+1 − 1] of length 2 m , for m = 0, 1, . . . , until the task completes. The modified algorithm is almost the same as Algorithm 2, with the difference of a reset L t = 0 at the beginning of each new interval I m and the use of t = log(T ) 8 2 m j=1 αj for t ∈ I m . Based on such a modified algorithm, we can derive the new error bound for the unknown N T +1 at task T + 1.
Theorem 2 Supposing x ≤ X and w ≤ R, for any
t=1 with α 1 = 1 and ∀t, 0 ≤ α t+1 ≤ α t ≤ 1, we set λ = X+R R , η t = 1/(λt), t decided by the double trick and we choose Equation 2 (AKLO Sum) as the prediction rule. If the algorithm predictsŷ t , then the cumulative error E T +1 at task T + 1 can be bounded by:
The proof of Theorem 2 is provided in the supplementary material. We should point out that this error bound is worse than the original bound proposed in Theorem 1 since we do not know the N T +1 in advance. However, in the real lifelong learning problem, the value N T +1 is generally not too large for each task, such that log(N T +1 ) and
t=1 (1 − α t ) are both small, making the learning procedure effective.
Empirical evaluations
We evaluate the empirical performance of the proposed algorithm in the online setting. We will test the proposed algorithm by two synthetic and three real datasets. Concerning real datasets, the data are already separated in different categories (i.e., tasks) and for each task a uniform sampling without replacement is performed on the original data to keep only a portion of examples. The reason behind this is twofold: 1) in the lifelong learning context the number of examples for each task is generally not large; and 2) keeping a relative smaller size theoretically emphasizes the effectiveness of the proposed algorithm, as shown in Corollary 1. In the following a further description of the dataset used is given.
Dataset description
Synthetic data 1 (syn1) For testing the behavior of the proposed algorithm particularity in the non i.i.d. assumption, we create a set of tasks {j} 50 1 generated by two different distributions, namely D 1 and D 2 (25 tasks for each distribution). Each task j is composed by N j = 100 instances {(x . Furthermore, the agent has no access to the data structure and generation information and the tasks from these two distributions will be arbitrarily provided to the agent.
Synthetic data 2 (syn2) With this dataset, we will test the performance of the proposed algorithm in a non-obvious situation (e.g., adversarial setting). For this, we adopt similar settings as in the syn1 with the same number of tasks and the same number of examples for each task. We also keep the same generation technique from D 1 and D 2 . However, for all the tasks the observations have the same feature generation distribution (i.e., the same marginal distribution) x t ∼ N (µ, σI) and a totally different labeling function. As for the first distribution D 1 , the labeling function is y t = sign(a x t ) and for the second the distribution D 2 , the labeling function is adversarial given by y t = sign(−a x t ), where a = [−1 + T , 1 + T ] and T is kept the same as in syn1. The non-obvious generation is common in the non i.i.d. settings. For example, in the personalized product recommendation for two groups of clients, the product might have the same features but these two groups may have totally different preferences on the same product. In the experiment, the agent still knows nothing except (x t , y t ).
Landmine detection
1 (Landmine) This dataset contains 29 binary classification tasks corresponding to 29 geographical regions. For each task, the goal is to detect landmines (+1) or clutters (−1). Each example contains 9 features, we also add a bias term, resulting in 10 features during the experiment. We randomly sample 150 examples for each task.
Spam detection
2 (Spam) We adopt the dataset from ECML PKDD 2006 Discovery challenge for the spam detection task of 14 different users. Each user can be viewed as a individual task and the goal is to build a personalized mail filtering system. This task is a binary classification problem with label spam (+1) and non-spam (−1). Each example has an extremely high number of features (≈ 1.5 × 10 5 ) representing the word occurrence frequency (bag of word model). We randomly select 200 examples for each task.
Shoes data
3 (Shoes) We used the shoes dataset with attributes from Kovashka, Parikh, and Grauman (2012) and the same setting as in (Pentina, Sharmanska, and Lampert, 2015) . In this experiment, we study the scenario of learning visual attributes that characterize shoes across different shoe models. We have 10 attributes representing the different tasks in the proposed lifelong online setting (pointy at the front, open, bright in color, covered with ornaments, shiny, high at the heel, long on the leg, formal, sporty, feminine) which describes the shoes models. Each attribute (i.e., task) is a binary classification problem with 100 examples: (+1) means holding such a property and (−1) means not. Each example has 990 dimensional features from the original image. In this dataset, it is worth mentioning that some tasks are clearly related such as high heel and shiny, and some tasks are not, such as high heel and sporty.
Methods and measurements
In our experiments, we compare different baseline approaches to verify that the proposed algorithms can effectively learn from the accumulating knowledge during the lifelong online learning process:
ITOL: Independent Task Online Learning -for each task, we train the classifier in an online way without taking into account the accumulated experience from the previous tasks;
TOL: Tasks Online Learning -only one online classifier is performed by concatenating the data of all the tasks; AKLO Sum: Accumulating Knowledge for Lifelong Online learning using the sum updating rule described in Equation 2 -the prediction is the weighted sum of the learned classifiers in the knowledge base; AKLO Sample: Accumulating Knowledge for Lifelong Online learning using the sampling updating rule described in Equation 3 -the prediction comes from a random sampling w.r.t. the estimated normalized weight;
Unif Sum: Uniform sum from the knowledge base -this approach is similar to the proposed algorithm with Equation 2, but the prediction is directly the average of the advice from the knowledge base, i.e., p t (i) = 1 T ; Unif Sample: Uniform sampling from the knowledge base -this approach is similar to the proposed algorithm with Equation 3, with the uniform sampling strategy.
To fix the hyper-parameters α t , t and λ of the proposed model, we adopt a simple linear time function for α t :
and t = log(T ) 8 N T +1 t=1 αt as described in Theorem 1. As for selecting the λ, we choose it as the best λ from [10 −3 , 10 −2 , . . . , 10 3 ] obtained from averaging the performance over ITOL. For some datasets which already have a training and testing set (such as Spam and Shoes datasets), we validate the best λ from the training set. For the other datasets, for each task, we randomly sample a small portion and we shuffle the sampled examples. Lastly, the learning rate in Algorithm 1 is set accordingly as η t = 1/(λt).
Results and analysis
To measure the performance, we report the average cumulative errors (ACE) over the tasks in the lifelong learning:
1 Nj Nj t=1 1{ŷ t = y t }. Table 1 presents 10 repetitions by randomly shuffling the task order and the example order in each task. The proposed AKLO Sum and AKLO Sample methods demonstrate their effectiveness by using the accumulating knowledge compared to the baseline approaches. Particularly the proposed approaches are more efficient when using datasets where the tasks are not i.i.d. generated (i.e., syn1, syn2).
It is worth mentioning that the Unif Sample is even worse than the independent training (ITOL) as negative transfers are likely to occur with non i.i.d. datasets. By comparing results obtained with Unif Sum to AKLO Sum, it reveals that the proposed AKLO Sum is not simply leveraging the information from the previous experiences, but is able to make an online selection of related tasks when effectively combining them to make predictions, such as the shoes dataset. AKLO Sum has about 10% lower error rate than the Unif Sum since some tasks are not related and Unif Sum approach treats all the tasks equivalently.
Moreover, in the landmine dataset, we find that the performance of the proposed methods are slightly higher than the results given by for instance Unif Sum technique compared to other dataset. A possible reason for this is that landmine is generally regarded as an i.i.d. realization by the task distribution Pentina and Lampert (2014) and Unif Sum behaves similarly to a parameter transfer approach in this case. Fig. 2(a) -(e) show the the evolution of the average cumulative error rate with the tasks, following the same trends reported in Table 1 . Fig. 2(f) reports the cumulative errors of one realization of tested algorithms for the last task of the shoes dataset -comparisons of other datasets are provided in the supplementary material. Such results support the claims that even in the context of non i.i.d. tasks and a relatively small scale interactions, the algorithms proposed are still able to provide a good performance for each task. Table 2 shows the average running time for each algorithm, where proposed AKLO Sample and AKLO Sum algorithms demonstrates their time efficiency. We should also point out that for the Spam dataset, the execution time are longer than the others datasets given the extremely high dimensionality of the observations. Moreover, Unif Sample and AKLO Sample approaches take a little more running time, due to the sampling operation.
Conclusion
We are proposing a novel lifelong online learning framework to deal with consecutive online learning tasks relying on knowledge accumulated during past experiences. Specific methods are given to effectively leverage the predictions from the current task classifier and the models built for previous tasks. A theoretical analysis shows the effectiveness of the proposed method even without assumptions on the distributions. Several experiments on both synthetic and real datasets with different contexts are also providing an empirical validation of the proper behaviour of the proposed algorithms. 
