Abstract. We describe an algorithm for computing the Galois automorphisms of a Galois extension which generalizes the algorithm of Acciaro and Klüners to the non-Abelian case. This is much faster in practice than algorithms based on LLL or factorization.
Introduction
Let T ∈ Z[X] be a monic irreducible polynomial of degree n, α a root of T in a fixed algebraic closure Q of Q, and K = Q(α). The aim of this paper is to present an efficient algorithm which checks whether or not K is a Galois extension of Q, and when that is the case, computes the image of α by each automorphism, expressed as a polynomial in α.
Algorithms for doing these tasks already exist in the literature and in computer algebra systems (for example [11] and [9] ). They essentially fall into four categories:
• the use of LLL algorithms, either real or p-adic (see for example [4, page 174]), • explicit factorization of T (X) in the number field K (see for example [12, page 19]), • the use of unramified p-adic extensions and block system elimination (see [6] ), • in the Abelian case, the lift of Frobenius automorphisms (see [2] ).
All these methods have advantages and disadvantages: methods based on the LLL algorithm are often quite fast but, due to the huge size of the solutions, do not always guarantee the full result in reasonable time. Explicit factorization can be implemented in polynomial time, but is nonetheless usually rather slow, although it is of course failsafe. The Frobenius lifting method is by far the best practical method, but unfortunately applies only to the Abelian case.
In the present paper, we give an efficient algorithm based on a combination of techniques.
• A combinatorial approach based on the explicit knowledge of the group structure of groups of "small" cardinality (less than 100, say) (even though the Galois group is not known initially); in particular, we will explain how to find a nearly optimal strategy for minimizing the number of Frobenius liftings necessary to find some nontrivial element in the automorphism group.
• The use of previously known elements and known relations to considerably reduce the number of Frobenius liftings necessary to find new elements of the automorphism group.
• The polynomial chinese remainder theorem, which allows us to reconstruct all the necessary Frobenius liftings from a single one.
• Several classical implementation tricks such as the "d−1-test" explained below, which are possible thanks to use of the above techniques.
The above combinatorial techniques are mostly unnecessary in the Abelian case; hence, even though our algorithm can be considered as a modification of the method of [2] which is still valid in the non-Abelian case, its essential ideas are fundamentally different. Even in the Abelian case, for reasonable-sized groups we use a more efficient strategy to find the automorphisms.
The main advantage of our algorithm is that it is much faster than the LLL or factorization methods, and of comparable speed with the Frobenius lifting methods of [2] in the Abelian case. In [6] , one can find a generalization of the Frobenius lifting method to the non-Abelian case. However, the combinatorial techniques mentioned above are not used; hence the number of necessary liftings is much larger than in our algorithm. This is confirmed by the comparison of our timings with the only available implementation of [6] in KASH, given below.
Although the ideas presented in this paper are valid in the general case, we will only present a complete algorithm when the Galois group is supersolvable (see 6.1). The reason for this is that, among the 1048 abstract groups of order less than or equal to 100, only 73 are not supersolvable. Moreover, a modification of the algorithm (as implemented in [11, function nfgaloisconj]) enables us to treat all but 22 groups, the smallest one being of order 36.
Representation of automorphisms
In this section, we assume that T is the irreducible polynomial of a primitive element α of a Galois extension K of Q. If ϕ is a Galois automorphism, we can represent ϕ in two different ways which will both be useful: the first consists in expressing ϕ(α) as a polynomial in α, and the second in expressing the action of ϕ as a permutation of the roots of T . We give some algorithmic details.
2.1. Polynomial representation of ϕ. For algorithmic reasons, it is convenient to identify K with Q[X]/(T ) and α with the class X of X modulo T . A first natural representation of a Galois automorphism ϕ is by the class modulo T of a polynomial S such that ϕ( X) = S ∈ Q[X]/(T ) . A polynomial S defines such an automorphism if and only if S is a root of T in K, in other words if and only if T | T • S. The polynomial S being known, we can compute the image of an element P ∈ Q[X]/(T ) by the formula
Permutation representation.
Let be a prime such that the factorization of T modulo is equal to a product of distinct linear factors, and let (α i ) n i=1 be suitable -adic approximations of the roots of T . The element P (α) ∈ K can be given by the -adic conjugate vector representation (β i )
Note that the only reason for which we use the -adic conjugate vector representation instead of the complex one is to avoid annoying accuracy problems which EFFICIENT ALGORITHM FOR COMPUTING GALOIS AUTOMORPHISMS 361 can be handled much more easily in the -adic case. Since the polynomial T is assumed to be Galois, the cost to find a suitable prime is small. In addition, the first stage of the algorithm will frequently return as a subproduct.
If ϕ is an automorphism defined by a polynomial S, there exists a permutation π of the roots such that S(α i ) = α π(i) , and we have
; hence the permutation π uniquely determines the automorphism ϕ.
Note that it is trivial to compute the product of two automorphisms using the permutation representation, and it is more costly to do that using the polynomial representation.
Testing permutations.
If π is a permutation of the roots, we would like to check whether π is the restriction of a Galois automorphism ϕ, and in this case to compute the corresponding polynomial S.
To do this, we need an integer D such that the polynomial DS has integral coefficients, and a bound B on these coefficients. A suitable value for D can be a common multiple of the denominators of the entries of the matrix giving an integral basis of K on the powers of α. For B we can use theoretical bounds which depend only of the coefficients of T as in [2] , but practical computations show that it is faster to spend time to compute complex approximation for the roots of T and derive a more accurate bound using the following lemma. Let us denote by V the L ∞ -norm when V is a vector, and by M the functional L ∞ -norm when M is a matrix, so that we have the inequality M V ≤ M V , which is simply the supremum of the L 1 -norms of the rows of M . 
is a suitable bound for the coefficient of DS.
proving the lemma.
Now let v(T )
−1 be the inverse of the Vandermonde matrix with -adic entries associated to the roots of T . Note that this matrix can easily be computed explicitly (row i is given by the coefficients of the polynomial T (X)/(T (α i )(X−α i )) in reverse order), and this is the only matrix that we will need in practice.
We will assume that the -adic roots (α i ) n i=1 of T have been computed with an -adic error less than (2B)
If the permutation π corresponds to an automorphism, the entries ofṼ must be close to integers which are less than B. Thus, 1. We test if the entries ofṼ are close to integers which are less than B.
Since the entries are -adic, this upper bound gives a bound on the -adic accuracy. 2. If this condition is satisfied, let (V i ) n i=1 be the vector obtained fromṼ by rounding each entry to the -adically closest integer less than B, and let
We perform the computations with a higher accuracy so as to eliminate many more permutations in Step 1, because this step is much faster than Step 2.
Remarks. To compute an integral basis is generally slow. Instead, we get a suitable value for D as follows. We partially factor the discriminant of T in the form Disc(T ) = duf 2 , where d is squarefree and u is not a perfect square and has no small prime factors. Then D = uf is a multiple of the index, hence a multiple of the common denominator of the integral basis.
As already mentioned, we could perform all the computations using complex numbers instead of -adic numbers; but, apart from the time spent in computing , computations are usually slower, and it is difficult to control rounding errors. Note that we still have to compute the roots of T two times, since we must first compute the needed accuracy.
We check whether the entries ofṼ are close to integers which are less than B by computing only a single entryṼ i0 and testing whether this is true, and only then computing the other entries. More importantly, we compute once and for all the n by the roots (α j ) n j=1 , so that we will need no multiplications when checking the i 0 -th entry. In practice, the second entry seems to be a good choice and the first entry a poor one. Furthermore, by using an idea known as the d − 1 test (see [1] ), the additions can be performed only in single precision.
Testing permutations directly
A simple method for computing the Galois automorphisms would be to test all the possible permutations of the roots using the method explained above. This would require n! tests, hence would be limited to very small values of n. A more complex method consists in testing all the transitive subgroups of S n (not up to conjugation). In the present section, we give an example of this method for the special case where we want to test whether a polynomial T of degree 12 has Galois group G ∼ = A 4 , and more importantly to find the Galois automorphisms. We choose this example because it is the smallest nonsupersolvable group (see Subsection 6.1). The group G acts simply transitively on the roots. An element g ∈ G acts as a permutation whose cycles all have the same length. Indeed, if this was not the case, if l is the length of the smallest cycle we would have g l = 1 and g l would have fixed points, and this contradicts the fact that the action is simply transitive.
The number of permutations which are products of cycles of equal length l is equal to n! (n/l)!l (n/l) .
In the group A 4 , apart from the identity there exist 3 elements of order 2 and 8 of order 3.
• For l = 2, we find 10395 possible permutations.
• For l = 3, we find 246400 possible permutations.
• More generally, n being fixed, the number of possible permutations is an increasing function of l.
We can thus find an element σ of order 2 by testing at most 10395 permutations. We must then find the two other automorphisms of order 2, which we will denote by τ and ν, which satisfy the relations στ = τσ = ν. Replacing the roots by their index and changing the ordering of the roots, we may assume that the cycle decomposition of σ is (1, 2)(3, 4)(5, 6)(7, 8)(9, 10)(11, 12). For τ (1), we have 10 possible values, i.e., roots number 3 to 12. Assume first that τ (1) = 3. It follows that στ (1) = 4, hence τσ(1) = 4 so τ (2) = 4, and of course also τ (3) = 1 and τ (4) = 2. Thus we know immediately 3 new values of τ . For τ (5), we only have 6 choices left, i.e., roots number 7 to 12. This will again give us 4 new values; for example, if τ (5) = 7, then τ (6) = 8. There remain only 2 choices for τ (9), i.e., roots number 11 and 12. To summarize, we find τ (hence ν) by testing at most 10 × 6 × 2 = 120 permutations.
In fact, possibly after exchanging τ and ν, we can always assume that τ (1) is odd, which only makes 60 permutations to test. We still need the 8 elements of order 3. One of them, which we will denote by ρ, is such that ρσ = τρ and ρτ = νρ, and a similar reasoning allows us to find ρ with only 15 tests. Since ρ, σ and τ generate A 4 , we can easily generate the remaining automorphisms. Thus, in the worst case we have tested 10470 permutations. It is important to note that, if done in a naïve way, we would instead need to test up to 12!=479001600 permutations.
For the case of a more general group, the above example shows that essentially all the tests are performed to find the first element. Thus, we must start by computing elements of minimal order. Afterwards, as the above example shows, the number of tests decreases considerably, since the number of possible transitive subgroups decreases very rapidly. In the worst case, we need at least n! (n/2)!2 (n/2) tests. With a careful implementation, it is possible to perform the tests very quickly.
As the A 4 example shows, we need to know precisely the group structure and relations between elements to generate an efficient algorithm; hence it does not seem possible to generate automatically the sequence of permutations to test in the context of a general algorithm.
p-adic methods

4.1.
The algorithm of Acciaro and Klüners. In [2] , V. Acciaro and J. Klüners give an algorithm for finding Galois automorphisms in the case where the Galois group is Abelian. It can be summarized as follows. We choose a prime number p such that T has no square factor modulo p, and we want to compute the Frobenius automorphism ϕ corresponding to p. The following result is well known.
Proposition 4.1. If p is a prime number such that T has no square factor modulo
Their method is based on the following algorithms.
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Algorithm 4.2. Under the above hypotheses on T and p, let S 0 ∈ Z[X] be such that T • S 0 ≡ 0 (mod (p, T )). There exists a unique sequence of polynomials (S
which is obtained using the recurrence relation
, T )) . 
Algorithm 4.3. Under the above hypotheses on T and p, let S
0 ∈ Z[X] be such that T • S 0 ≡ 0 (mod (p, T )
Generalization to the non-Abelian case.
We now want to generalize the above method to the non-Abelian case. We assume that the extension K/Q is Galois with Galois group G, and we let p be as above.
is the splitting of p in Z K . Let F Pi = Z K /P i be the residue fields, ϕ i = P i K/Q the corresponding Frobenius automorphisms, and f = dim Fp F Pi the residual degree of p.
Proposition 4.4. The map
is an injective group homomorphism.
Proof. Let σ ∈ Ker(Γ). In particular, σ(x) ≡ x (mod P 1 ) for all x ∈ Z K , so that σ belongs to the inertia group of P 1 , which is the trivial group since P 1 is unramified in K/Q.
The following proposition gives the structure of Aut(
is isomorphic to the wreath product
where multiplication is given by
. The image of a maximal ideal by an automorphism is again a maximal ideal; hence ρ permutes the P i . Thus, there exists σ ∈ S g such that
• ρ is an automorphism of F Pi , and since Gal(F Pi /F p ) is generated by the Frobenius automorphism x → x p , there exists a i ∈ Z/f Z such that ι
Thanks to Algorithm 4.3, we can check if an element belongs to Im(Γ) and find its inverse image by Γ if it does. It naturally leads to a second algorithm: given an integer v which is expected to be the order of some automorphism, apply Algorithm 4.3 to every element of order v of Aut(Z K /pZ K ). However, the number of elements to test quickly becomes large, and this method is restricted to polynomials of small degree. In fact, using the idea of Section 3 it is possible to greatly reduce the number of tests, and we have thus designed an algorithm for the group S 4 . This method needing knowledge of the group structure and of relations between elements; it does not lead to a general algorithm.
5. An algorithm using the two methods
Lift of diagonal elements. The idea of this section is to lift diagonals automorphisms.
Definition 5.1. We will say that an automorphism σ ∈ G is a diagonal automorphism (with respect to
Lemma 5.2. The set of diagonal automorphisms is equal to the intersection of the decomposition groups of the prime ideals above p.
Proof. The automorphism σ is diagonal if and only if for all 1 i g there exists
, which means that σ belongs to ϕ i , which is exactly the decomposition group of P i .
Let b be a positive integer and a ∈ Z/bZ. In the sequel, let us denote by a the only nonnegative integer in the class a strictly less than b. The following proposition allows us to find the diagonal automorphisms. 
G. In addition, if this condition is satisfied, we have:
, which does not depend on τ , such that
belongs to the decomposition group of P i . Finally, we must prove the stated properties of ψ, which factors as follows:
where C G ( ϕ 
, showing that ψ 3 is a well-defined injective group homomorphism. The map ψ 1 corresponds to the bijection from G/ Stab P1 to Orb P1 , where Stab P1 is the stabilizer of P 1 in the set of prime ideals above p and Orb P1 is the orbit of P 1 in the same set. The map ψ 4 is trivially a group isomorphism. The map ψ 2 is the canonical projection from G/ ϕ 1 to G/C G ( ϕ 
given by the formula N , T ) ). 
Lift the factorization
T = g i=1 T i (mod p) to a factorization T ≡ g i=1 T i (mod p N ) so that Z K /P N i ∼ = Z[X]/(p N , T i ). 5. Compute polynomials (V i ) n i=1 so that V i ≡ δ j i (mod T j , p N ) for all (i, j) ∈ {1, . . . ,S ≡ g i=1 V i U ψ(i) (mod (p N )) . (b) if T | T • S, then return S and terminate. 7. Return " ϕ d 1
G or T not Galois" and terminate.
Note that the ideas for pruning the tests given in Subsection 2.3 still apply, by precomputing the products V i U j and then by trying only one coefficient of S first, with the d − 1 test. Moreover, before testing if T | T • S, we can check whether (S(α i )) n i=1 is a permutation of the approximates roots (α i ) n i=1 of T , which is much faster.
Example of a complete computation of the Galois automorphisms.
Before giving a general algorithm, we will show by an example how the above method combined with permutation tests allows us to finish the computation of the Galois automorphisms. Assume for example that we know that the Galois group G is isomorphic to the dihedral group of order n, and assume that we know a prime number p such that 2f = n, where f = f p is the residual degree of the prime ideals above p. Algorithm 5.4 combined with a single application of Algorithm 4.3 allows us to find an element ρ of order f . We then need to find an element σ ∈ ρ . Our hypothesis on G implies that σ is of order two and that σρσ −1 = ρ −1 . We reorder the roots so that the cycle decomposition of the permutation corresponding to ρ is ((α 1 , . . . , α f )(α f +1 , . . . , α n )) . Since G acts transitively, we can assume that σ(α 1 ) = α n . Since σρ(α 1 ) = ρ −1 σ(α 1 ), we must have σ(α 2 ) = α n−1 , and by induction σ(α i ) = α n+1−i , which completely determines σ, and terminates the computation with very little extra work. This is the method that we will generalize in the next section.
5.3.
Computation of the other automorphisms using permutations. We assume that Algorithm 5.4 has succeeded, and that it has given us σ = ϕ d 1 and the corresponding map ψ. The next step is to compute a polynomial whose splitting field is K σ . We denote by s the order of σ.
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We use the following result, which follows from [8] . To apply this result, we need to have approximations of the roots with sufficient accuracy, and to find a symmetric polynomial Σ such that the resulting R is squarefree. A deterministic way to find Σ is given in [7, Lemma 32] . To reduce the needed accuracy on the roots, it is better to find a polynomial Σ of small degree. In practice, it may also be convenient to choose Σ so that R is squarefree modulo a specific prime or prime power. Note that Lemma 43 in [7] is false, since Lemma 42 applies only to irreducible polynomials.
Thus, we find a symmetric polynomial Σ such that the resulting polynomial R is squarefree and even squarefree modulo p, and we recursively apply our algorithm to R to obtain the group of Galois automorphisms Gal(K σ /Q) = G/ σ . We must now lift τ ∈ G/ σ to an element τ ∈ G. For this, we will test permutations as explained in Subsection 2.3. To reduce the number of permutations to be tested, we search for relations between σ and τ in the group S n . Proof. The subgroup σ being normal, it follows that τστ −1 ∈ σ , and there exists one and only one u ∈ Z/sZ such that (2) holds. The equality τ t = 1 implies that τ t ∈ σ . Thus there exists v ∈ Z/sZ such that (3) holds. Since
For the second bench, polynomials from our database were used. The abstract Galois groups of these polynomials are distinct. The last three polynomials are the minimal polynomials of 
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