The problem of exponential Lagrange stability analysis of Markovian jump neural networks with leakage delay and mixed timevarying delays is studied in this paper. By utilizing the Lyapunov functional method, employing free-weighting matrix approach and inequality techniques in matrix form, we establish several novel stability criteria such that, for all admissible parameter uncertainties, the suggested neural network is exponentially stable in Lagrange sense. The derived criteria are expressed in terms of linear matrix inequalities (LMIs). A numerical example is provided to manifest the validity of the proposed results.
Introduction
It is known that stability is an important research topic in the mathematical field [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . As a special class of mathematical models, neural networks are similar to the brain synapses link structure; neural networks possess multiple dynamic behaviors [14] . For these reasons, neural frameworks have received considerable attention as a result of their intensive applications in determination of some optimization issue, associative memory, classification of patterns, and other areas [15] [16] [17] [18] . Since axonal signal transmission time delays often occur in various neural networks and may also cause undesirable dynamic network behaviors such as oscillation and instability, thus, it is important to study the stability of neural networks. Many practical network systems, such as image processing, communication, fault diagnosis, fixed-point computations, parallel computations, and industrial automation, can be modeled as neural networks (NNs) with time delays [19, 20] .
Time-varying delays are used to indicate the promoted speed of signals is finite and uncertain in systems [21] [22] [23] [24] [25] [26] [27] [28] . Noting that while signal propagation is sometimes instantaneous and can be modeled with discrete delays, it may also be distributed during a certain time period so that distributed delays are incorporated into the model [29] . Thus, the issue of stability analysis for neural framework with time-varying delays is investigated via LMI technique by many authors [30] [31] [32] [33] [34] . Very recently, a leakage delay, which is the time delay in leakage term of the systems and a considerable factor affecting dynamics for the worse in the systems, has been applied to use in studying the problem of stability for neural networks [35] [36] [37] . In fact, the leakage term has also a great impact on the dynamical behavior of neural networks. The authors in [38] investigated the stability problem of neural networks with leakage delays and impulses: a piecewise delay method.
When one models real nervous systems, random disturbance and parameter uncertainties are a unit ineluctable to be thought about. As a result, the connection weights of the neuron depend upon bound resistance and capacitance values that embody uncertainties [34] . Therefore, it is of great importance to consider the random effect on the stability of neural frameworks with parameter uncertainties [39] [40] [41] . On the other hand, Markovian jump neural networks can be regarded as a special class of hybrid systems, which 2 Mathematical Problems in Engineering can model dynamic systems whose structures are subject to random abrupt parameter changes resulting from component or interconnection failures, sudden environment changes, changing subsystem interconnections, and so forth [42] [43] [44] [45] . A neural network has limited modes, which may jump from one to another at various periods. Thus, neural networks with such a jumping character may transform to each other, according to a Markovian chain [44, 46] .
Applications of this kind of neural networks can be found in modeling production systems, economic systems, and other practical systems. But in practice applications, for example, the state of electronic networks is often subject to instantaneous changes at certain instants, this is impulsive phenomenon. Impulsive neural network model belongs to new category of dynamical systems, which is neither continuous nor discrete ones. Examples of impulsive phenomena can also be found in other fields of automatic control system, artificial intelligence, robotics, etc. As we know, neural networks could be stabilized or destabilized by impulsive phenomena [44, 47] . The presence of impulse means that the state trajectory does not preserve the basic properties. One of the most desirable properties of neural framework is the Lyapunov global stability. From a dynamical system point of view, globally stable networks in Lyapunov sense are monostable systems, which have a unique equilibrium attracting all trajectories asymptotically.
However, the equilibrium sometimes does not exist in many real physical systems. When a neural network is used as an associative memory storage or for pattern recognition, the existence of many equilibriums is also necessary. On the other hand, monostable neural networks have been found to be computationally restrictive and multistable dynamics are essential to deal with important neural computations desired. For example, only the neuron with the strongest input should remain active in a winner-take-all network depending on the external input [48, 49] . This is possible only if there are multiple equilibria with some being unstable. As we know, Lagrange stability is one of the most important properties in multistability analysis of the total system which does not require the information of equilibriums [50] [51] [52] [53] [54] . The boundedness of solutions and the existence of globally attractive sets lead to a total system concept of stability: (asymptotic) Lagrange stability [55, 56] . Hence we concentrate on studying Lagrange stability of the neural networks with mixed time-varying delays and leakage delay in the presence of uncertainties.
Motivated by the above discussions, it is necessary to study the stability properties in Lagrange sense for impulsive neural networks with parameter uncertainties. To the best of our knowledge, there are no published papers on the Lagrange stability analysis of uncertain Markovian jump neural networks with mixed time-varying delays and leakage delay. To fill this gap, we try to perform an exponential stability in Lagrange sense analysis of conceded neural frameworks with mixed time-varying delays and parameter uncertainties. By using novel Lyapunov-Krasovskii functionals together with the zero function, we establish the Lagrange stability of the neural networks with parameter uncertainties. In particular, these sufficient conditions are communicated as far as LMIs that can be solved numerically. Finally, a numerical illustration is given to demonstrate the adequacy of the obtained results.
Notation. R denotes the n-dimensional Euclidean space and R × is the set of all × real matrices. The superscript denotes matrix transposition and A ≥ B (respectively, A < B) where A and B are symmetric matrices (respectively, positive definite); ‖ ⋅ ‖ denotes the Euclidean norm in R . If Q is a square matrix, denoted by max (Q) (respectively, min (Q)) it means the largest (respectively, smallest) eigenvalue of Q. Moreover, let (Ω, F, {F } ≥0 , P) be a complete probability space with a filtration {F } ≥0 satisfying the usual conditions (i.e., the filtration contains all P-null sets and is rightcontinuous). The asterisk * in a symmetric matrix is used to denote term that is induced by symmetry; diag(⋅) stands for the diagonal matrix; and 0 denote the identity matrix and zero matrix of appropriate dimensions, respectively.
Problem Formulation and Preliminaries
Given a complete probability space {Ω, F, {F } ≥0 , P} with a natural filtration {F } ≥0 satisfying the usual conditions, where Ω is the sample space, F is the algebra of events, and P is the probability measure defined on F, let { , ≥ 0} be a right-continuous Markovian chain on the probability space (Ω, F, {F } ≥0 , P) taking values in the finite space S = {1, 2, . . . , } with generator Φ = { } × ( , ∈ ) given by
Here Δ > 0 and ≥ 0 is the transition rate from to if ̸ = , while = − ∑ ̸ = . We consider the Markovian jump uncertain neural networks with both time-varying discrete delays and distributed delays as well as leakage delay and impulsive perturbations:
where ( ) ∈ R stands for the neuron state vector of the system; (⋅) ∈ R is the nonlinear activation function, respectively, J = (J 1 , J 2 , . . . , J ) ∈ R is an external input vector; B( ) = diag( 1 ( ), 2 ( ), . . . , ( )) is self-feedback parameter matrix of the neurons, where
× are connection weight matrices. Also, H ℎ ( ) is the impulses gain matrix at the moment of time
denotes the left-hand limits at ℎ . Similarly, ( + ℎ ) denotes the right-hand limits at ℎ . is the leakage delay, ( ) is the discrete time-varying delay, and ( ) is the distributed time-varying delay.
The initial condition associated with model (2) is ( ) = ( ), where ∈ [− , 0], and is differentiable on [− , 0], and = max{ , , }.
The time-varying delays ( ) and ( ) satisfy
where and are constants.
and ΔD 2 ( ) are realvalued unknown matrices representing time-varying parameter uncertainties and are assumed to be of the form
where M( ), N ( ), N 0 ( ), N 1 ( ), and N 2 ( ) are known real constant matrices for all ∈ and ( ) is the uncertain time-varying matrix satisfying ( ) ( ) = , ∀ ∈ .
Assumption (A).
There is a positive diagonal matrix L = diag{ 1 , 2 , . . . , } such that (0) = 0 and
Definition 1 (see [57] ). The neural network (2) is said to be uniformly stable in Lagrange sense, if, for any > 0, there is a positive constant = ( ) > 0 such that ‖ ( , )‖ < for any
Definition 2 (see [57] ). If there exists a radially unbounded and positive definite function (⋅), a nonnegative continuous function (⋅), and two positive constants and such that, for any solution ( ) of neural network (2), ( ( )) > implies ( ( )) − ≤ ( ) − for any ≥ 0 and ∈ , then the neural network (2) is said to be globally exponentially attractive (GEA) with respect to ( ( )), and the compact set Ω = { ( ) ∈ R : ( ( )) ≤ } is said to be a GEA set of (2).
Definition 3 (see [57] ). The neural network (2) is globally exponentially stable (GES) in Lagrange sense, if it is both uniformly stable in Lagrange sense and GEA. If there is a need to emphasize the Lyapunov-like functions, the neural network will be called GES in Lagrange sense with respect to . 
with (
Lemma 5 (see [58] ). Let , ∈ R , R be a positive definite matrix; then the following inequality holds:
Lemma 6 (see [59] 
Lemma 7 (see [59] ). The LMI R = (
) < 0 with
is equivalent to one of the following conditions:
Lemma 8 (see [57] ). Let ( ) ∈ ([0, +∞), R), and there are two positive constants and such that
and then
In particular, if ( ) ≥ / for ≥ 0, then ( ) exponentially approaches / as t increases.
Lemma 9 (see [60] ). Let D, E, and F( ) be real matrices of appropriate dimensions, and
Then, the following inequality holds for any constant > 0:
Main Results
The following theorem presents a Lagrange stability condition for the Markovian jump neural networks (2) with uncertainties (i.e., ΔB( ) 
where 
is an estimation of globally exponentially attractive set of (2) .
Proof. Consider the following Lyapunov-Krasovskii functional candidate for model (2) as
where
and
Computing the time derivative of 1 ( , ), along the trajectories of model (2), and using Lemma 5, we obtaiṅ
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Calculating the time derivative of ( , ) ( = 2, 3, 4, 5), we havė2
From assumption (A), it follows that
Left-multiplying two sides of (2) bẏ( )P 1 , we obtaiṅ
Taking the transpose on two sides of (27), we havė
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Adding (27) to (28) and using Lemma 5, we get
Similarly, we obtain the zero inequality from (2) by multiplying ( − )P 2 and using Lemma 5 as follows:
Combining (20)- (26), (29), and (30), we obtaiṅ
, and
in which
4 P 2 , and the rest of Θ are zero. Now we consider the change of ( , ) at impulse time = ℎ , ℎ ∈ Z + . By (2), we have 
Combining (33) and (34), we obtain
This yields
Obviously, by employing Lemma 6, we see that Ψ < 0 in (15) is equivalent to Θ < 0. Thus, it follows from (31) thaṫ
Combining Lemma 7 and (37), we get
On the other hand, we obtain
Let
From (38), we have
Hence, the Markovian jump neural network is globally exponentially attractive.
From definition of ( , ), we have
It follows from (41) and (42) that
Furthermore,
From the well-known Gronwall inequality, we get
Therefore, the Markovian jump neural network (2) is uniformly stable in Lagrange sense. So, the Markovian jump neural network (2) is globally exponentially stable in Lagrange sense. Moreover, we know from (41) and (42) that a globally exponentially attractive set of (2) is as follows:
The proof is completed.
Theorem 10 provides a Lagrange stability criteria for Markovian jump neural networks with uncertainties (i.e., ΔB( ) ̸ = 0, ΔD 0 ( ) ̸ = 0, ΔD 1 ( ) ̸ = 0, ΔD 2 ( ) ̸ = 0). In the following results we derived the Lagrange stability conditions for the Markovian jump neural networks without uncertainties (i.e., ΔB( ) = ΔD 0 ( ) = ΔD 1 ( ) = ΔD 2 ( ) = 0). 
Ψ =Ψ ( , ) < 0 
Proof. Define the Lyapunov-Krasovskii functional candidate as ( , ) as defined in Theorem 10. By employing the same method in Theorem 10, we can easily prove the desired result.
Remark 12. Now, we consider the following neural network, as a special case of neural network (2) that reduces to a delayed neural network without Markovian jump parameters described bẏ
Using the same method in Theorem 10, we can get the following results
Corollary 13. Under assumption (A), for given constants
, , > 0, there exist positive definite matrices 
Ψ =Ψ ( , ) < 0 ( , = 1, 2, . . . , 14) , 
Remark 14. In this paper we studied exponential Lagrange stability for Markovian jump uncertain neural networks with leakage delay and mixed time-varying delays via impulsive control. The stability of neural networks was studied by applying the differential inequality and Lyapunov method [30] [31] [32] [33] [34] . And the authors considered Lyapunov stability, where the Lyapunov stability of equilibrium point can be regarded as a special case of the Lagrange stability. In addition we considered model uncertainties, Markovian jumping parameters, and leakage delay in the concerned networks since it will affect the stability of the systems. Thus our results are more general than the results in the literature.
Numerical Example
This section provides numerical result to demonstrate the effectiveness of the presented strategy. 
In order to obtain Lagrange stability, we take = 0.8, = 0.5, = 0.5, and = 0.5 and apply Theorem 10; we get feasible solutions to LMIs (14) and (15) 
From Theorem 10, we know that the uncertain neural networks concerned are globally exponentially stable in Lagrange sense, and
is an estimation of globally exponentially attractive set of (2).
Conclusion
The problem of Lagrange stability analysis has been investigated in this paper for uncertain Markovian jump neural networks with mixed time-varying delays and leakage delay. By choosing a Lyapunov-Krasovskii functional, the improved delay-dependent criteria are based on the Lagrange stability approach with attractive set. The Lagrange stability criterion has been obtained by solving a set of LMIs, which can guarantee the global exponential stability of the concerned system. A numerical example is given to illustrate the validity and feasibility of the obtained theoretical results.
