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K EYNOTE S PEAKERS
I.

PATRICIA CRUSE

Building Communities, Partnerships, Tools, and Services in Order to Thrive in a
Dynamic Information Landscape
Digital information is vital to the research, teaching, and learning mission of academia. However,
technical transformations in research, teaching, and learning; adaption of a more business like model for
running the institution; decreased budgets; and emergent trends in the information, search, and publishing
industries are all creating major changes in today’s research institutions. In addition, the digital environment
has fundamentally transformed the way in which information is produced and disseminated within the
university, blurring the lines between knowledge creation and formal publication; changing the way users
find, access, and use information; and creating new demands for the effective curation of digital content.
In order to respond effectively to these challenges the UC system established the UC Curation Center
(UC3) at the California Digital Library (CDL). UC3 is a creative partnership bringing together the expertise
and resources of the CDL, the ten UC campuses, and the broader international curation community. We
foster collaborative analysis and solutions to ensure the long-term viability and usability of curated digital
content. The programmatic imperative of UC3 is to provide a curation environment that is comprehensive in
scope, yet flexible with regard to local policies and practices, responsive to requirements of funding agencies
for data management and open access, and cognizant of the inevitability of disruptive changes in technology
and user expectations. Harnessing the collective energy and innovation of its partners, UC3 provides
solutions to the academic communities that are out of the reach of any individual partner.
Patricia Cruse is the founding director of the University of California Curation Center (UC3) and is
responsible for all services within UC3. She works collaboratively with the ten UC campuses to develop
sustainable strategies for the curation and preservation of digital content that supports the research,
teaching, and learning mission of the University. Ms. Cruse has developed and oversees several of CDL's
major initiatives, including the NDIIP-funded Web Archiving Service and the Digital Preservation
Repository. Trisha serves on the HathiTrust Strategic Advisory Board. Her activities include specifying
preservation services for the HathiTrust initiative and working with UC campus stakeholders to develop a set
of digital curation micro-services supporting research data. Trisha’s current work focuses on developing
tools and services that support broad types of academic output. Finally Ms. Cruse is on the leadership team
for the multi-institution, NSF-funded DataONE initiative.
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II. NED GARDINER

The Future is Unwritten: Data and Information for a Transforming World
Generations of humans have demanded that the world wake up, that people stop participating in lifestyles
that push us beyond planetary boundaries, and that decision makers come to their senses. We all know this
strategy has failed to transform complex, coupled human-natural systems at a scale or rate that will slow the
biodiversity crisis, reverse anthropogenic climate change, or return the chemical state of ocean basins to preindustrial conditions. Any strategy predicated only upon providing information is likely to see similar
results, yet good information is essential for human society to collectively explore options for addressing
these complex issues while simultaneously providing for upwards of nine billion brothers and sisters on this
small planet. This paradox is good news for information managers and the discipline as a whole. Semantic
engines, Earth system grids, and other technologies aimed at retrieving and using interconnected assets can
and do aid in complex information products designed for audiences around the world. Your skills are
essential for the challenges of our age.
Ned Gardiner is the Visualization Manager for NOAA's (the National Oceanic and Atmospheric
Administration) Climate Program Office and a producer of www.climate.gov, a flagship web site providing
cutting-edge, accurate climate information. For a decade, he has used scientific visualization to help make
complex scientific information understandable. Recently, he has focused on helping decision-makers around
the country use climate data products make well-informed decisions about climate, climate change, and
interactions with living systems. Earlier in his career, Ned advanced the use of satellite data and digital
maps to produce biodiversity and Earth science video programming for museums around the world.
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Santa Barbara, CA

P REFACE
The Environmental Information Management Conference 2011 provided a cross-disciplinary forum for
information managers, computing researchers, software developers, and environmental scientists interested
in technologies that enable data collection, description, curation, discovery, access, integration and analysis
in all disciplines of environmental research. Participants from throughout the world convened in Santa
Barbara, California to showcase advances that cross computing, environmental science, and informatics
disciplines. In addition to presenting new work in environmental informatics, EIM provided a forum to build
partnerships, explore solutions to the common challenges faced by environmental observatories, and to
present advances in community standards, practical system design, implementation and assessment.
This proceedings volume contains 25 contributed papers and the abstracts of 20 contributed posters that
together were the core of the informatics advances presented at the conference. Papers were rigorously peer
reviewed by the EIM Program Committee, who we thank for their prodigious time investment, which
culminated in the high quality papers presented this year.
As we embarked on the 2nd Environmental Information Management this year, we were struck by the
enthusiasm to continue this tradition of an applied informatics conference that highlights new approaches to
computing in environmental science. As the emphasis on open science and open data continues to grow,
there is a growing need for the cross-disciplinary forum represented by EIM. While we wish that these
proceedings are useful today to environmental sciences, we are already thinking about the next incarnation
of the conference, and we invite you to participate in that discussion by contacting us with your ideas,
concerns, and inspiration.
Matthew B. Jones
Corinna Gries
EIM 2011 Co-chairs
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A services based architecture for acheiving
interoperability of environmental observational data
Scott Bainbridge
Australian Institute of Marine Science, PMB 3 MC, Townsville 4810 Australia
s.bainbridge@aims.gov.au
business to business (B2B) solutions that allow interoperability
between often disparate systems via standardized interfaces and
protocols [3]. In the geospatial world, standards such as Web
Map Service (WMS) [4] and Web Feature Service (WFS) [5],
have been used to achieve the same result [6].

Abstract— Observational data typically conform to a simple
pattern of location, time and observed value. This allows for
various types of environmental observational data to be held
within a single data framework. If a services based access protocol
is wrapped around this framework it becomes possible to build a
simple data management system that implicitly allows for and
promotes data integration and interoperability. This paper
describes such an architecture with an example of how this is
being developed to achieve interoperability between coral reef
sensor network data from four global sites.

The issue with WMS or WFS is that they are mapping
standards and so explicitly spatial but only implicitly temporal;
most observational time series data are the opposite. Many
observation time series datasets have thousands of observations
at a single spatial point while most maps have many spatial
points at a single point in time. For this reason mapping
standards do not suit time series observational data [7].

Keywords—sensor networks; coral reefs; web services; OGC SWE

I.

INTRODUCTION

To resolve these issues the Open Geospatial Consortium
(OGC) developed the Sensor Web Enablement (SWE) series of
protocols [8] for time dependant observational data including
environmental observations. The SWE ‘stack’ includes
functionality such as event detection, full temporal and spatial
querying, the delivery of data as data blocks rather than as
spatial objects, descriptions of the sensors and observation
process via SensorML records, along with standards for retasking and controlling sensors [9].

Advances in automated sampling, sensor networks and
remote instruments make it possible to collect large volumes of
environmental observation data, much in real time, to the point
where now the issue is too much raw data and not enough
derived information. Observation data, especially in real time,
has a key role in providing information to help deal with a
range of environmental and societal issues. In order to respond
to events such as cyclones, floods and disasters, such as the
Japanese tsunami, authorities need reliable real time data and
information products to optimize responses and even save
lives. In one example real time radiation maps around the
damaged Fukashima Daiichi power plant were produced using
a combination of formal data sources and crowd-sourced
Geiger counters [1,2]. The use of crowd-sourced data, while
unreliable, was for a period the only data publically available
[2] giving important information about the incident.

The SWE therefore provides a set of standards and
protocols on which a service based data management system
suitable for a range of environmental observation data could be
built. The adoption of a common set of protocols for
information exchange, via the SWE standards, should facilitate
the drive towards better data integration and use. This paper
looks at work to integrate environmental data from a series of
coral reef sensors networks using a cloud based, service
orientated data management system.

The development of such maps, using a range of data
sources, requires, and indeed mandates, full data integration.
Initial attempts at data integration revolved around setting
rigorous end-to-end standards, not only in how the data were
collected, but how they were stored (schemas) and processed.
Many of these attempts failed as there is no ‘one size fits all’
solution and many organizations are limited in what
technologies and approaches they can utilize. It therefore
became impossible to simply ‘impose’ prescriptive external
standards as a way of forcing data integration.

II.

CORAL REEF SENSOR NETWORKS

The Coral Reef Ecological Observatory Network (CREON)
is a community group facilitating the deployment of coral reef
sensor networks. It acts to coordinate existing work being done
at Moorea in French Polynesia through the US Long Term
Ecological Research (LTER) network, at Kenting National
Park in southern Taiwan through Academia Sinica Taiwan and
the Taiwan National Centre for High-Performance Computing
(NCHC), in Thailand at Racha Island near Phuket through the
University of Walailak and the Thailand National Science and
Technology Development Agency (NSTDA), and on the Great
Barrier Reef in Australia as part of the Australian Integrated
Marine Observing System (IMOS) through the Australian
Institute of Marine Science (AIMS).

The delivery of data as web or ‘HTTP’ based services
promised to solve some of these issues. By ‘wrapping’ internal
systems with standards based services it becomes possible to
abstract the internal systems and processes from the external
interfaces. This allows systems to ‘talk’ to each other even if
they utilize differing internal technologies. This approach has
been used extensively in the business world to implement
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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One of the CREON goals is to integrate data from each of
the sites to look at global issues such as coral bleaching, impact
of climatic events, and so on. In 2010 sensors were set up at
each site to measure basic environmental parameters, such as
in-water temperature, salinity and pressure and above water air
temperature, humidity, rainfall, wind direction and speed as
well as light as Photosynthetically Active Radiation (PAR).

The base use-case was developed around the need for a
person to simply find a dataset using a natural language query,
to be able to quickly display the data and assess the fitness for
purpose using the displayed data and ancillary information,
such as how the data was collected, who collected it and so on.
This was condensed down to the idea of data discovery,
display, download and exploration; or what was called D3E.

However, given the broad range of organizations involved,
it was not possible to achieve data integration through
imposing internal organizational standards such as common
data schemas. The next approach examined was that of a
federated data model with each agency managing their own
data and with data integration being achieved by exposing the
internal data via standardized interfaces (such as via the SWE
protocols and standards). This model allows agencies to keep
their internal systems with integration occurring at the external
interface level. The main issue with this model was that this
still requires agencies to maintain the servers that implement
the external interfaces and many agencies had security
concerns such as allowing access to externally-facing servers,
resulting firewall issues, and so on.

Using the initial needs analysis the following user level
functionality was described:

The final model examined was to ‘push’ the data from each
agency to a single cloud-based services-orientated data
management system. This proved to be easier in terms of
security as most security systems are design to prevent
intrusion, not control outgoing data. As the data itself are not
restricted or sensitive the Institutional security need is not to
protect the data but rather to protect the data infrastructure,
such as the internal networks and servers. The use of an
external cloud data store effectively transfers the security issue
to the provider and so, for non-sensitive data, the push model
resolves some of the organizational security issues.
The problem was that there are no publically available
environments suitable for hosting the CREON data. Work was
undertaken to investigate what functionality such a system
would need to provide and how it could be constructed given
the availability of existing software to implement the SWE
standards. As a result the CREON group looked at how cloud
computing services based architectures could deliver on the
need to integrate data from each of the sites into a single
system that could then deliver information about global scale
processes impacting coral reefs.
III.

x

Ability to discover data using natural language simple
search interfaces, typically what, where, how – so what
data exists for this area/time/theme, who collected it
and how, what ‘quality’ does the data set have and how
can I use it;

x

Quickly plot up or display data to see any overall
patterns in the data, to assess how suitable it is for the
required purpose, how it relates to other datasets and
what quality control has been applied to the data (how
‘fit for purpose’ it is);

x

Download the data either as raw data, as a processed
product (such as re-sampled to a set space/time grid,
time or space averaged, with certain quality control
rules applied, etc) in a set of standard file formats (e.g.
comma separated, spreadsheet, etc);

x

Perform basic analysis or data exploration such as
comparing two time series, time shifting data, regridding data (space / time), plotting regressions, etc;

x

To define and register events of interest from the
discovered data streams, and then define actions based
on the event triggers, these maybe simple notification
actions or more complex service chaining actions;

x

Get the complete set of ancillary data such as a full
SensorML [11] record, an International Standards
Organization (ISO) 19115 metadata record [12] and
potentially other data such as calibration data,
deployment data including photographs and so on.

The user level functionality was then translated into system
level functionality, that is things the software system needed to
do to provide the required functionality back to the user. The
following system functionality was identified:

SYSTEM DESIGN

A. Needs Analysis
The first step was to look at the required functionality,
referred to as a needs analysis. The needs analysis was done as
a three stage process. The first stage was to look at the overall
functionality that the system would need to provide to meet
some basic use-cases. The second stage was to drill down and
look at the data and functional entities that would be needed to
meet the required functionality. This step involved comparing
what the SWE components could deliver against what the usecase indicated was required. The final stage was to look at how
the system may be utilized in the future and in particular how
the system might work within emerging paradigms such as the
Internet of Things [10].

16

x

Register new data streams, preferably via a services
based interface;

x

Upload and store deployment and other details of the
data stream so that a valid SensorML record can be
generated;

x

Upload and have available as a service a full metadata
record linked into the deployment and data stream with
a preference for an ISO-19115 [12] compatible record;

x

Upload and store the sensor data itself, preferably
directly from the sensor platform itself not via a central
data centre, that is directly from the remote field
instruments;

x

Perform quality control over the stored data using
serviced based agents;

x

Produce simple graphical outputs, such as time series
graphs, from the data, again as a service;

x

Deliver the data, as an eXtensible Markup Language
(XML) file, based on a range of queries including
spatial, temporal and thematic queries;

x

Synchronize the cloud based data with Institutional
data stores so that copies of the data can be stored in
traditional data systems for backup and archiving;

x

Register events and get notifications if an event occurs,
at a higher level the ability to link event triggers into
other notification and decision support systems;

x

Perform simple statistics on multiple data streams to
allow for basic synthesis and information extraction.
Figure 1. Design of the main components of the system, arrows show the
main data flows.

The service nature of the architecture gives it flexibility to
adapt to new standards and even new paradigms such as the
Internet of Things [10,22]. New standards can be supported by
writing new wrapper services around the data stores, similarly
new types of requests can be dealt with by adapting the service
request layer. As long as the fundamental data units and
processes are incorporated into the system, along with the
correct linkages, a service based architecture should able to
adapt to future needs.

IV.

REGISTRIES

One of the fundamental requirements from the use-case was
the ability to do simple natural language searches to discover
data. To implement this, the design (Fig. 1) has a Registry that
is used to store a series of thematic, temporal and spatial search
terms along with linkages between the data stream, metadata
record, and SensorML record.

B. Identifying the main components of the system
From the needs analysis the next step was to identify the
main functional units or components that would logically
deliver the functionality derived from the needs analysis and
then see how these map onto existing solutions. Fig 1 shows
the main envisaged components. The Services Request Layer
would identify the type of request and direct the request to the
appropriate component, a Security layer sits between the
system and the external world to ensure that only appropriate
requests are processed.

The term ‘registry’ in web data systems often refers to a list
of available (web) services. In this case the term is used to
represent an entity that sits between the user and the metadata
catalogue and other supporting data, to deliver a set of data
records that reflect a query passed to it. So the registry is
almost a ‘super’ or higher order metadata catalogue that is
optimized against a number of use-cases (each of which may
have its own registry instance) to deliver targeted responses
against that use-case query.
There is seemingly a degree of overlap in the functionality
provided by the SensorML record, the metadata record and
what a registry would do. The SensorML record describes the
sensor and, as importantly, the way that the original electrical
measurement (normally a voltage measurement) gets processed
into the final real world value including any changes of units,
conversions using calibration coefficients, and so on. As such it
provides a link between the basic measurement event and the
final observation value.

The Ingest component would listen for data and on a valid
request insert the data into the data store; it may or may not do
some checking before this operation. The Registry component
would respond to queries about data sets held by the system
and return a list of matching entries. The Scheduler /
Workflow component would organize other components based
on time or events generated by other components (such as the
event detection / quality control component). The Quality
Control component would run the quality control routines on a
regular basis or as required. The Graphical Display
component would produce graphs and other display ‘widgets’.

The metadata record provides general information about the
data collection event such as the organization or person that
collected the measurement, textual summaries of the sensor
deployment, citation details, use constraints, descriptive
keywords, the location and format of the data if available and
so on. The ISO 19115 format [12] has many of these fields as
unstructured text fields and so it is not possible to know in
advance the format of the contents, this makes it difficult to
incorporate into automated searches.

The Data Download component would produce standard
format files for downloading from the data while the External
Sync component syncs the cloud based data-store to data
systems residing in other organizations. The Statistics /
Processing component would be a general purpose component
to allow for standard and custom processing of the data. It
could be based on Kepler [13] or similar system where the user
can define a workflow and access statistical routines. Some of
these may be pre-defined but others may be user defined.
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The mapping shows that it is possible to deliver a cloud
computing based services-orientated system for storing and
delivering environmental observation data using the Sensor
Observation Service of the SWE stack. What is less clear is
how to deliver graphical products, deploy a functional registry,
do complex quality control and other processing, implement
workflows and put in place some level of security.

So why have a registry? The original use-case involved the
use of natural language queries that return a limited of ‘hits’
that the user could then select from. With this was the ability to
assess the ‘fitness for purpose’ of the data returned. One area
not described, but of potential benefit, is the ability to link to
ontologies so that user can use vocabularies and terms from
other domains to search for data. This level of functionality
cannot be achieved using the SensorML record and the ISO
19115 metadata record alone and so a registry, as a separate
entity, is required to fill this need.

At this point the most obvious way forward was for one of
the agencies to install an externally facing SOS server (such as
the 52° North implementation [23]) to store and provide access
to the observational data. The next step would be to write small
programs for each of the agencies to ‘push’ their data to the
central server. Then a web based server system could be built
to allow for the D3E functionality including provision of
graphical content, registry functionality and data download.
This effectively meant writing significant amounts of custom
code to interact with SWE compliant data stores to deliver the
total suit of required functionality.

Registries have proven to be difficult to build and tend to be
complex. There are currently a number of approaches being
taken with the development of sensor data registries. The first
is mapping the SensorML record to an ebRIM catalogue [14] to
allow for searching using the SensorML attributes. The second
is the development of two new draft standards within the SWE
stack; the Sensor Instance Registry (SIR) [15] and Sensor
Observable Registry (SOR) [16] standards. Both of these
approaches do not currently have implementable software
although an incubator project is underway [17] using the SIR
and SOR standards.

While there are semi-mature implementations of the base
software (such as the SOS server) and a few basic SOS clients
the initial vision was not something that could be easily
implemented by the group. The reality was that project did not
have the resources, or the mandate, to develop extensive
software so a range of alternatives were investigated. One
alternative that is currently being trialed is the Pachube
(pronounced ‘patch-bay’) [20] system that seems to have much
of the required functionality.

Projects such as the Oceans Tethys project [18] have used a
harvested getCapabilities document from registered SOS
servers to build a basic registry and to allow for simple
searches. For the CREON project the concept of a registry was
that of a simple set of thematic search terms along with
linkages between the metadata record, the SensorML record
and the data stream itself. This would allow the system to find
datasets based on common search terms and then link the data,
the metadata and the SensorML information together.
V.

The Pachube system allows for data streams to be
registered, for data to be stored and retrieved and for simple
graphics products to be delivered, such as time series graphs. It
implements some basic security using project level keys,
includes event triggers that can activate other processes via
service chaining, and allows for simple registry to be created
using machine tags [25]. This combined functionality, hosted
by a commercial entity, was investigated as a possible way to
deliver on the initial promise of delivering integrated data from
each of the CREON sites.

BUILDING A SYSTEM

The first task was to try and map the functional units and
design elements to existing standards and software. The initial
target was the OGC SWE set of standards, along with the ISO
19115 metadata standard, as these seemed to be the most
advanced and commonly used standards for observational data.

The issue with the Pachube system is that it does not
currently support the SWE set of standards but rather uses
EEML [21] for data upload / download. This may make it
harder to integrate into SWE compatible tools, services and
systems to the point where, as SWE becomes better supported,
interoperability with Pachube may become an issue. Pachube is
also a commercial service although charges are nominal at the
moment. On the positive side the site is fully functional now, is
heavily integrated into the Internet of Things (IoT) [22], and is
looking to actively develop solutions for particular application
areas.

From Fig. 1 the Ingest and Data Download units mapped
across to the SWE Sensor Observation Service (SOS) software,
the Registry component could be a combination of the SOS
getCapabilities function, the SensorML record and the
metadata record. It is possible to deliver the metadata record as
a service using the GeoNetwork software [19] with the
appropriate metadata profile but as this sits outside the SWE
stack it has to be somehow linked back into the SWE data. The
Quality Control / Event Detection could be executed via the
SWE Sensor Alert Service (SAS) or Web Notification Service
(WNS) and this could also be used to implement a crude
Scheduler / Workflow.

In trying to build an operational system it became evident
that although many of the required standards and functionality
do exist these are still a long way from delivering simple
‘Lego®-block’ tools and software to build and deliver systems
for environmental observational data. Having said this there are
no technical reasons why it can’t be done, it is just that the
existing approaches are yet to deliver a ‘pre-fabricated’
solution. This will happen but there is still a need to drive this
process and the value of projects such as CREON maybe in
doing just this.

The SWE stack only covers standards and protocols for
data interchange; it does not explicitly include standards for
any graphical components or any other service based data
delivery. To implement these requires separate software, either
as a client or via services, that take the SOS data and format
these into other products. While the SWE standards do include
standards for workflows and sensor processing these are
limited to particular use-cases, such as tasking sensors, rather
than general workflows such as quality control.
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VI.

collected by a range of agencies many of whom may not
scientific institutions but rather, as with the example of the
Japanese radiation maps, any person with the capacity and
interest to contribute. This dramatically changes the nature of
the data (such as the quality of the data), how it should be used,
how it can be delivered and how it can be integrated into other
data sets. There are both threats (poor quality data, data used
inappropriately) and opportunities (more data, cheaper data
collection, ad-hoc data collection) in this model.

THE CREON APPROACH

The need to deliver integrated interoperable data for the
CREON community group lead to two possible approaches;
either build considerable software to implement a standards
based SWE compliant system, or look at commercial systems
that may provide equivalent functionality, even if not SWE
compliant.
The current approach is to use the Pachube system, data
from two sites (Racha Island in Thailand and the Great Barrier
Reef in Australia) are currently being fed into this system. A
simple web display of the data is available via the CREON web
site (http://www.coralreefeon.org) allowing data from the two
sites to be plotted side by side. While the Pachube system fills
a number of immediate needs the group is still looking for
opportunities to deliver or deploy a more standards based
solution. The group is still focused on the SWE set of standards
but in order to deliver a solution now it has utilized the
commercial Pachube solution.

The answer to the ‘So What?’ question is that new
advances and understandings will be made from integrating
data sets in new ways, often as totally new data products, to
deliver new understandings and knowledge. To achieve this
requires a move from institutional data centers to open
inclusive service based data systems. The relatively simplicity
of environmental observational data (numbers over images and
video) presents an opportunity to lead this process.
VIII. THE ‘INTERNET OF THINGS’ - IOT
Currently systems are being built for humans to access but
the next generation of systems will be built for machine to
machine interaction, the so called ‘Internet of Things’ [10]. As
an example it is now possible to check the coming weather
using a number of services or ‘apps’ via smart phones, tablets,
as well as traditional computers. A check in the morning can
tell you if you need to take an umbrella or not. In the Internet
of Things paradigm the umbrella will request the daily weather
each morning and if, through a machine to machine interface
with the weather service, it detects that rain is likely, it will
notify its owner that it maybe wet and that they should take the
umbrella. The interaction is no longer between the person and
the weather service, but rather a machine to machine
interaction between the umbrella and the weather service.

VII. THE ‘SO-WHAT’ QUESTION
It may seem odd that a series of coral reef biologists end up
investigating services based approaches to the delivery of data.
The primary reason for CREON is that there is no point
collecting data if no-one can find it or use it. This is the
fundamental ‘So-What’ proposition. All of the millions of
dollars spent on data collection and management are somewhat
in vain if the data cannot be found, explored and used.
The first issue is data discovery. The standard response is
that metadata catalogues fill this need; they do and they don’t.
The main issue is that metadata is collected in response to a
range of needs from fulfilling user queries to low level machine
to machine transactions. Metadata standards, such as ISO
19115, rely on profiles or community driven instances to define
the actual content in each element and so a system accessing
ISO 19115 may have to do complex decoding against the
profile, presuming one exists. The metadata does not explicitly
include links to a SensorML record or other ancillary
information, although again this can be done through the use of
profiles. Finally metadata is collected at a range of levels or
granularity which can vary from project to project.

In an observing context event detection systems will
monitor a series of data streams looking for events of interest,
if an event fires then this can be linked into modeling and
scenario systems to predict the outcome of the event and then
linked further into appropriate responses. The recent events in
Japan show how such a system could operate and the role that
real time data, sitting as input to decision support systems,
could have in such a situation.

The need for metadata to be all things to all people means
that using it to deliver specific responses against set use-cases
is difficult, especially when dealing with a range of metadata
standards and profiles. The solution is to insert another entity,
the Registry described here, between the metadata catalogue,
the SensorML record and other ancillary data, and the user.
This then allows specific use-cases to be implemented ensuring
that standard responses are delivered against queries. This
paper argues that registries are an area that requires more work
and initiatives such as the Sensor Instance Registry [15] and
Sensor Observable Registry [16] may help.

The vision is that if all of this data exists as publically
available serviced orientated data streams, complete with
quality control, metadata and ancillary data, then it becomes
possible to build a totally new set of knowledge tools. These
tools could deliver totally new outcomes from our data and it is
this that drives groups such as CREON.
IX.

CONCLUSION

The idea that agencies will continue to fund environmental
observational programs that do not make their data publically
available is outdated. As issues such as climate change,
ecosystem sustainability, and environmental impacts gain
prominence, alongside events such as the tsunami in Japan and
the Gulf of Mexico oil spill, the demand will be for multidisciplinary datasets that are freely available via service based
interfaces linked into decision support and modeling systems.

Not only do we need better tools to find the data but also
better tools to explore and extract the knowledge from the data.
As we become better at collecting data we need to also become
better at analyzing and delivering the data, or better, the
information and knowledge within the data. This knowledge
will more and more come from multi-parameter data sets

19

A simple need to integrate coral reef environmental
observatory data from a small number of sites has lead to the
larger vision of making large amounts of environmental
observation data available as centralized services. The software
to do this is either available or being developed (for example
the open source 52° North initiative [23]); what is lacking is
combining this with cloud based data storage to offer a
complete solution as detailed here. Issues such as security and
cost are impediments but the Pachube example shows that
these can be overcome.

[7]

[8]

There is an opportunity within the environmental
observatory community at large (for example the marine
observing community as represented by the OceansObs’09
conference [24]) to take leadership and to develop an open,
standards-based, cloud-computing data management system to
deliver a range of environmental, and other, observational data.
This data becomes a resource that contributes to our
understanding of how environmental systems are changing and
to help in their protection, conservation and long term
sustainability.

[9]

[10]
[11]

[12]
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NDVWXULB#\DKRRFRLQ\MDVUDL#\DKRRFRPGUQNM#JPDLOFRP


$EVWUDFW²0HDVXUHPHQW RI URRW OHQJWK DQG OHDI DUHD LQ SODQWV
6HYHUDO PHWKRGV KDYH DOVR EHHQ SURSRVHG DXWRPDWLQJ WKH
RIWHQ SURYHV WR EH WHGLRXV DQG KLJKO\ HUURU SURQH ZKHQ GRQH
OLQH LQWHUVHFW SULQFLSOH VXFK DV WKH PHFKDQLFDO GHYLFH EDVHG
PDQXDOO\ ZLWK FRQYHQWLRQDO PHWKRGV $Q LQH[SHQVLYH DQG
RQ D SKRWRGLRGH HTXLSSHG RSWRHOHFWURQLF VFDQQHU >@
DFFXUDWH URRW OHQJWK DQG OHDI DUHD PHDVXUHPHQW WHFKQLTXH ZDV
FRPSXWHUL]HGLPDJHDQDO\VLVIRUDYLGHRFDPHUDV\VWHP>@
GHYHORSHGLQWKLVZRUNXVLQJGLJLWDOLPDJHSURFHVVLQJ7KHVFULSWV
OLJKW VHQVRU HTXLSSHG ;< SORWWHU DQG VOLGH SURMHFWRU >@ DQG
ZHUH ZULWWHQ LQ 0$7/$% DQG SURYLGH WKH HDVH RI XVHU VSHFLILF
GHVNWRS RU KDQGKHOG VFDQQHU V\VWHP ZLWK D PLFURFRPSXWHU
H[WHQVLRQV RU PRGLILFDWLRQV 3HUIRUPDQFH RI WKUHH µOHQJWK
>@ 7KHVH PHWKRGV KDYH H[SHGLWHG WKH URRW OHQJWK
HVWLPDWRUV¶ZHUHFRQVLGHUHGDQGWKHEHVWVXLWDEOHRQHZDVVHOHFWHG
PHDVXUHPHQW DV FRPSDUHG WR WKH PDQXDO PHDVXUHPHQWV EXW
IRU RXU XVH LQ WKH QXUVHU\ H[SHULPHQW ZLWK $]DGLUDFKWDLQGLFD $
UHO\XSRQWKHUDQGRPSODFHPHQWRIURRWVDPSOHVHQVXULQJOHDVW
-XVV VHHGOLQJV $FFXUDF\ ZLWKLQ  ZDV DFKLHYHG DQG KHQFH
VHUYHV WKH SXUSRVH IRU WKLV SUHVHQW H[SHULPHQW 7KH LPDJH
RYHUODSKHQFHLQYROYHDWLPHFRQVXPLQJ VDPSOHSUHSDUDWLRQ
SURFHVVLQJ SURWRFRO HVWDEOLVKHG KHUH ZDV H[WUHPHO\ IDVW DQG
SURWRFRO 7KHVH PHWKRGV DUH QRZ EHLQJ HLWKHU UHSODFHG RU
SURYLGHVWKHHDVHRIDQDO\]LQJDODUJHEDWFKRILPDJHV)XUWKHUWKH
UHDOL]HG LQ D PRGLILHG ZD\ ZLWK WKH GLJLWDO LPDJH DQDO\VLV
OHDIDUHDPHDVXUHPHQWDOVR\LHOGHGDFFXUDF\RIRIWKHDFWXDO
WHFKQLTXHV RZLQJ WR WKH UDSLG GHYHORSPHQW LQ FRPSXWHU DQG
DUHD 6RXUFHV RI HUURUV DQG WKHLU PLWLJDWLRQ ZHUH GLVFXVVHG
GLJLWDO LPDJLQJ KDUGZDUH DQG VRIWZDUH 7KHVH HVVHQWLDOO\
)LQDOO\WKHWHFKQLTXHZDVDSSOLHGWR$]DGLUDFKWDLQGLFDVHHGOLQJV
LQYROYHPDQHXYHULQJLQWHQVLWLHVUHFRGHGLQSL[HOHOHPHQWVRID
DQG YDULDWLRQ RI WKH SDUDPHWHUV ZLWK DJH DQG WUHDWPHQWV LV
GLJLWDO LPDJH DQG KDYH SURYHG WR EH UHDVRQDEO\ DFFXUDWH DQG
UHSRUWHG
IDVWHU 6HYHUDO LPDJH DQDO\VLV DOJRULWKPV KDYH EHHQ
GHYHORSHG HDFK KDYLQJ LWV RZQ DGYDQWDJHV DQG LQKHUHQW
.H\ZRUGV²LPDJHSURFHVVLQJURRWOHQJWKOHDIDUHD
ZHDNQHVVHV

, ,1752'8&7,21
6RSKLVWLFDWHG FRPPHUFLDO LPDJH DQDO\VLV VRIWZDUH OLNH
5RRWDQGOHDIV\VWHPSDUDPHWHUVDUHDSSDUHQWLQGLFDWRUVRI
:LQ5+,=2 5HJHQW,QVWUXPHQWV4XHEHF&DQDGD DQG'HOWD
WKHSODQWJURZWKSHUIRUPDQFHSKRWRV\QWKHWLFFDSDELOLWLHVDQG
7 6&$1 'HOWD7 'HYLFHV /WG 8.  KDV EHHQ GHYHORSHG WR
QXWULHQW DQG ZDWHU XSWDNH HIILFLHQFLHV 0HDVXUHPHQW RI URRW
DQDO\]H PDLQ URRW SDUDPHWHUV OLNH OHQJWK GLDPHWHU VXUIDFH
OHQJWK DQG OHDI DUHD LQ SODQWV RIWHQ SURYHV WR EH WHGLRXV DQG
DUHDHWF6RPHRILWGRHVQRWDOORZXVHUGHILQHGH[WHQVLRQVRU
KLJKO\ HUURU SURQH ZKHQ GRQH PDQXDOO\ ZLWK FRQYHQWLRQDO
PRGLILFDWLRQV RI WKH VRXUFH ILOH 2SHQ DUFKLWHFWXUH VRIWZDUH
PHWKRGV VXFK DV OLQH LQWHUVHFW PHWKRG LQFK FRXQWHU PHWKRG
OLNHWKH1,+,PDJH>@DQG,PDJH-DOORZVLQFOXVLRQRI XVHU
HWF IRU URRW OHQJWK DQG JHRPHWULF PHWKRGV IRU OHDI DUHD
DQGWDVNVSHFLILFURXWLQHVDVZHOO>@)RURXU$]DGLUDFKWD
PHDVXUHPHQW  0RVW RI WKH URRW OHQJWK PHDVXUHPHQW
LQGLFDQXUVHU\H[SHULPHQWKRZHYHUDUHODWLYHO\IDVWDFFXUDWH
SURFHGXUHV DUH EDVHG RQ WKH OLQH LQWHUVHFW SULQFLSOH >@
DQG\HWVLPSOHPHWKRGIRUPHDVXULQJWKHWRWDOURRWOHQJWKDQG
0DQXDO PHWKRGV LQYROYH UHDVRQDEOH KXPDQ LQWHUYHQWLRQ DQG
URRWVXUIDFHDUHDZDVUHTXLUHG
KHQFH SURYH WR EH HUURU SURQH DQG KLJKO\ WLPH FRQVXPLQJ

PDNLQJLWGLIILFXOWWRFRPSDUHURRWOHQJWKVRIWKHVDPHVSHFLHV
+HUHDFRPSDUDWLYHHYDOXDWLRQRIVHYHUDOOHQJWKHVWLPDWRUV
ZKHQ GHWHUPLQHG LQ VHSDUDWH ODERUDWRULHV RU ZKHQ GLIIHUHQW
KDVEHHQFDUULHGRXWWRFKRRVHWKHPRVWHIILFLHQWGLJLWDOLPDJH
PHDVXUHPHQWVHWXSVDUHXVHG>@
DQDO\VLV DOJRULWKP IRU WKH URRW OHQJWK RI $]DGLUDFKWD LQGLFD

VHHGOLQJV IURP D QXUVHU\ H[SHULPHQW ,QKHUHQW OLPLWDWLRQV RI
VXFK DQ DOJRULWKP OLNH WKH LVVXHV LQYROYHG LQ VNHOHWRQL]DWLRQ
7KLVZRUNLVOLFHQVHGXQGHUD&UHDWLYH&RPPRQV$WWULEXWLRQ
RIELQDU\LPDJHVDQGRYHUODSVKDYHEHHQDGGUHVVHG$FRGHLV
8QSRUWHG/LFHQVH VHHKWWSFUHDWLYHFRPPRQVRUJOLFHQVHVE\ 
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D VLQJOH FROXPQ  RU KRUL]RQWDOO\ DORQJ D VLQJOH URZ  LQ WKH
LPDJH ,Q DOO RWKHU FDVHV IRU LQVWDQFH ZKHQ UDQGRPO\
VFDWWHUHGURRWVDUHPHDVXUHGHUURUVDUHLQWURGXFHG>@LH
FDOFXODWHG OHQJWK UF  LV DOZD\V VPDOOHU WKDQ WKH WUXH OHQJWK
UW  DQG WKXV D FRUUHFWLRQ IDFWRU LV UHTXLUHG WR EH LQWURGXFHG
>@$VVXPLQJWKDWWKHURRWVHJPHQWVLHWKHVLQJOHSL[HO
OLQHVDUHHYHQO\DOLJQHGLQDOOGLUHFWLRQVLQFUHDVHRIׇIURP
WRʌ FRYHULQJILUVWTXDGUDQW FRUUHVSRQGVWRWKHLQFUHDVHRI\
IURP  WR UW VLQ ʌ  ZKHUH  ׇLV WKH DQJOH EHWZHHQ WKH
KRUL]RQWDO [  D[LV DQG D URRW VHJPHQW UHIHU WR ILJXUH E 
$UHDRIWKHVKDGHGSDUWFDQWKHQEHUHSUHVHQWHGDV 

GHYHORSHG LQ 0$7/$% DFFRUGLQJO\ DQG DSSOLHG IRU WKH
PHDVXUHPHQWRIURRWOHQJWKLQWKHQXUVHU\SODQWV

$VHFRQGSDUWRIWKHVWXG\FRPSULVHVRIWKHPHDVXUHPHQWRI
WRWDOOHDIDUHDRISODQWVDPSOHV/HDIDUHDEHLQJDQLPSRUWDQW
DJURQRPLFDO SDUDPHWHU LV GLUHFWO\ UHODWHG WR SODQW JURZWK
SKRWRV\QWKHWLF FDSDFLW\ DQG ELRSURGXFWLYLW\ >@ ,W LV
RIWHQXVHGWRDVVHVVWKHHIIHFWRIGLIIHUHQWWUHDWPHQWVRQSODQW
VDPSOHV5HFHQWO\KDQGKHOGVFDQQHUVDQGODVHUDLGHGRSWLFDO
LQVWUXPHQWV DUH XVHG IRU OHDI DUHD PHDVXUHPHQWV 7KHVH
LQVWUXPHQWV DUH JHQHUDOO\ H[SHQVLYH DQG UDWKHU FRPSOH[ LQ
RSHUDWLRQ $ GLJLWDO LPDJH EDVHG PHDVXUHPHQW RI OHDI DUHD
VDYHV WLPH FRPSDUHG WR JHRPHWULF PHDVXUHPHQWV DQG
LQFUHDVHV DFFXUDF\ DW D QRPLQDO FRVW >@ +HUH ZH
GHPRQVWUDWHDWHFKQLTXHLQYROYLQJVFDQQHGLPDJHV>@RIDOO
WKH OHDYHV WDNHQ WRJHWKHU DQG IXUWKHU VXEMHFWHG WR 0$7/$%
EDVHGLPDJHDQDO\VLVURXWLQHV%RWKURRWOHQJWKDQGOHDIDUHD
DUHPHDVXUHGIURPWKHLUUHVSHFWLYHLPDJHVZLWKLQVHFRQGVRQ
DODSWRSUXQQLQJZLWK,QWHO&RUHLSURFHVVRU*+]ZLWK
*% 5$0 DQG RSHUDWLQJ V\VWHP :LQGRZV  +RPH %DVLF 
ELW
,,

UW VLQ S  

³



+HUH

UW   \  LVWKHOHQJWKRIWKHSURMHFWLRQ LHUF RIUW

RQWKH[D[LV IRUDJLYHQׇ7KHQ PHDQRIUFFDOFXODWHGURRW
OHQJWKIRUWKHRQHVDOLJQHGIURPWRʌFDQEHREWDLQHGE\
GLYLGLQJWKHDUHDE\WKHKHLJKWZKLFKLVUWVLQ ʌ DVIROORZV
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7KH UHFLSURFDO RI WKH FRHIILFLHQW RI UW LV PXOWLSOLHG DV D
FRUUHFWLRQ IDFWRU WR REWDLQ WKH FRUUHFWHG URRW OHQJWK UW  IURP
WKH FDOFXODWHG OHQJWK UF  %DVHG RQ WKLV SULQFLSOH WKH OHQJWK
HVWLPDWRUSURSRVHGLQ>@LV

/  1 WRW u S G 





:KHUH / LV WKH DFWXDO OHQJWK 6LPLODU WR WKLV WKH OHQJWK
HVWLPDWRUSURSRVHGLQ>@DV
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7KHPHWKRGSURSRVHGLQ>@WDNHVLQWRDFFRXQWWKHQXPEHU
RIGLDJRQDODQGRUWKRJRQDOFRQQHFWLRQVDV

UW







6HYHUDOPHWKRGVDQGOHQJWKHVWLPDWRUVKDYHEHHQSURSRVHG
LQ WKH OLWHUDWXUH WR GDWH 7R DVVHVV WKH DSSOLFDELOLW\ DQG
UHOLDELOLW\ RI WKH SRSXODU PHWKRGV D VWUDLJKW OLQH $% LV
SURMHFWHG RQ D VTXDUH JULG RI JULG XQLW HTXLYDOHQW WR SL[HO
OHQJWK  SG 7KH SL[HOV FRQWDLQLQJ LQIRUPDWLRQ RI WKH VWUDLJKW
OLQH DUH UHSUHVHQWHG E\ D VHW RI HLJKWFRQQHFWHG SL[HOV >@
(DFK SL[HO LQ LWV QHLJKERXUKRRG LV FODVVLILHG DV RUWKRJRQDOO\
FRQQHFWHG RU GLDJRQDOO\ FRQQHFWHG ZLWK UHVSHFW WR LWV
QHLJKERXULQJ SL[HOV ILJXUH D  7KHVH FRQQHFWLRQV DUH
FDWHJRUL]HGDVHLWKHURUWKRJRQDOFRQQHFWLRQV 1RF RUGLDJRQDO
FRQQHFWLRQV 1GF >@
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)LJXUH D /HQJWKFDOFXODWLRQIRUDOLQHDUVHJPHQW L 7KHVHJPHQW$%
UHSUHVHQWHGRQDPHVKJULGRIVTXDUHSL[HOVżVWDQGVIRUDGLDJRQDOO\
FRQQHFWHGSDLUDQGƔVWDQGVIRUDRUWKRJRQDOO\FRQQHFWHGSDLURISL[HOV LL 
+\SRWHQXVHRIWKHULJKWDQJOHGWULDQJOH$%&LVUHSUHVHQWHGE\WKHOLQH
VHJPHQW$%2UWKRJRQDODQGGLDJRQDOFRQQHFWLRQVDUHDUUDQJHGVXFKWKDWWKH
VLGH$&LVUHSUHVHQWHGE\1GFDQGWKHVLGH%&LVUHSUHVHQWHGE\WKHVXPRI
1GFDQG1RF E )RUPXODWLRQRIWKHFRUUHFWLRQIDFWRUIRUURRWOHQJWK
PHDVXUHPHQWUWLVWKHWUXHURRWOHQJWKUFLVWKHFDOFXODWHGURRWOHQJWKDQGࢡLV
WKHDQJOHRIWKHURRWVHJPHQWZLWKWKH[D[LV

 1 GF  1 RF u S G 



2QHVHULRXVVKRUWFRPLQJRIWKLVHTXDWLRQLVWKDWWKHOHQJWK
LVPRVWO\JRLQJWREHRYHUPHDVXUHGDV$%$''% UHIHU
WR ILJXUH D  >@ +HQFH WKH ILUVW RFWDQW DYHUDJH >@ ZDV
LQWURGXFHGDVDFRUUHFWLRQWRWKHELDVRIHTXDWLRQ  DQGWKH
HTXDWLRQEHFRPHV


7KH HDVLHVW DSSURDFK ZRXOG EH WR FRXQW XS DOO WKH SL[HOV
1WRW  WKDW WUDFH WKH OLQH LQ D VNHOHWRQL]HG ELQDU\ LPDJH 7KHQ
VLPSO\PXOWLSO\LQJWKHSL[HOFRXQWZLWKSGVKRXOGSURYLGHWKH
OHQJWK RI WKH OLQH 7KLV PHWKRG \LHOGV D SUHFLVH URRW OHQJWK
RQO\ZKHQWKHURRWVWUDQGVDUHDOLJQHGHLWKHUYHUWLFDOO\ DORQJ

/

  1 GF  1 RF u S G 



7KH 3\WKDJRUHDQ ULJKW WULDQJOH DSSURDFK IRU HVWLPDWLQJ
OHQJWKFRXOGEHDEVROXWHO\HUURUIUHHEXWZLOOZRUNHIIHFWLYHO\
IRUVWUDLJKWOLQHVHJPHQWV)RUURRWVHJPHQWVPDGHXSRIPRUH
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$ &RPSDUDWLYHSHUIRUPDQFHRIOHQJWKHVWLPDWRUV
$ VLPXODWLRQ SURJUDP KDV EHHQ GHYHORSHG WR JHQHUDWH VHWV
RILPDJHVRIVWUDLJKWOLQHV7KHWRWDOOHQJWKRIWKHVHOLQHVLQD
JLYHQ LPDJH LV NQRZQ 6HWV RI LPDJHV DUH VLPXODWHG IRU
GLIIHUHQW QXPEHU RI VWUDLJKW OLQHV RI UDQGRP RULHQWDWLRQ DQG
WRWDO OHQJWKV 7KHVH LPDJHV DUH VXEMHFWHG WR OHQJWK
PHDVXUHPHQWZLWKHVWLPDWRUVUHSUHVHQWHGE\HTXDWLRQV    
DQG  UHVSHFWLYHO\ 5HVXOWV DUH VKRZQ LQ ILJXUH  ,W FDQ EH
VHHQWKDWWKHUHLVDGLSDWOLQHVSHULPDJHIRUWKHHVWLPDWRUV
RI HTXDWLRQ   DQG   7KLV FDQ EH DWWULEXWHG WR WKH RYHUODS
HIIHFW ZKLFK LV QRW DGGUHVVHG HIIHFWLYHO\ LQ WKHVH WZR
HVWLPDWRUV 7KH LPDJH UHVROXWLRQ DQG VL]H KDV EHHQ LQFUHDVHG
 WLPHV IRU WKH LPDJHV EH\RQG  OLQHV SHU LPDJH $V WKH
QXPEHURIOLQHVDJDLQLQFUHDVHGDQRWKHUGLSFDQEHREVHUYHG
DWOLQHVLPDJH7KLVLVEHFDXVHWKDWHYHQDWWKLVLQFUHDVHG
LPDJH VL]H WKH RYHUODSV DJDLQ VWDUWV WR GRPLQDWH GXH WR WKH
FRUUHVSRQGLQJLQFUHPHQWLQWKHQXPEHURIOLQHV7KHHVWLPDWRU
RIHTXDWLRQ  RQWKHRWKHUKDQGUHPDLQVDOPRVWIODWHYHQDW
FRQVLGHUDEOHRYHUODSVDVWKHRYHUODSVKDYHDOUHDG\EHHQWDNHQ
LQWRDFFRXQW+HQFHHTXDWLRQ  VHHPVWREHWKHPRVWUREXVW
HVWLPDWRUDOEHLWDFRQVWDQWRIIVHWaKDVEHHQHQYLVDJHG

'HWDLO RI WKH VHFRQG DVSHFW RI WKLV SDSHU RI OHDI DUHD
PHDVXUHPHQWLVGLVFXVVHGLQWKHLPDJHDQDO\VLVVHFWLRQ

WKDQ RQH VWUDLJKW OLQH ZKLFK LV JHQHUDOO\ WKH FDVH
LPSOHPHQWDWLRQ RI 3\WKDJRUHDQ HVWLPDWRU ZLOO EH YHU\
FXPEHUVRPH IRU HDFK OLQH VHJPHQW $QRWKHU OHQJWK HVWLPDWRU
ZDVSURSRVHGLQ>@ZLWKWKHXVHRIYLUWXDOOLQHVDV


/
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:KHUH P LV D FRQVWDQW   P   7KH YDOXH RI P ZDV
RSWLPL]HGWRDQHPSLULFDOEDVHGRQWKHVLPXODWLRQUHVXOWV
,WFDQEHQRWHGWKDWDOOWKHDERYHOHQJWKHVWLPDWRUVUHO\RQWKH
UDWLRQDOH RI WKH VNHOHWRQL]DWLRQ SURFHGXUH IRU ELQDU\ LPDJHV
7KLV PRUSKRORJLFDO RSHUDWLRQ RI LPDJH DQDO\VLV KDV LWV RZQ
SUREOHPV UHIHU WR WKH LPDJH DQDO\VLV VHFWLRQ IRU GHWDLOV  DQG
WKH VXFFHVV RI WKLV SURFHGXUH KDV VHULRXV LPSOLFDWLRQV RQ WKH
DFWXDO PHDVXUHG OHQJWK ,Q YLHZ RI WKLV DQRWKHU OHQJWK
HVWLPDWRU ZDV SURSRVHG WKDW PDNHV XVH RI WKH PRUSKRORJLFDO
RSHUDWLRQRISHULPHWHUGHWHUPLQDWLRQLQOLHXRIVNHOHWRQL]DWLRQ
>@ 6XFK DQ DOJRULWKP IRU URRW OHQJWK PHDVXUHPHQW ZDV
HDUOLHU SURSRVHG >@ %DVLV RI WKLV DOJRULWKP LV WKDW WKH
OHQJWK/DQGZLGWK:RIDUHFWDQJXODUVKDSHFDQEHUHODWHGDV
 / :
3URRW DQG /: $URRW DQG DQ\ URRW OLNH
VWUXFWXUH FDQ EH UHSUHVHQWHG DV D FRPELQDWLRQ RI UHFWDQJXODU
VKDSHVLQDQLPDJH+HUH3URRWDQG$URRWDUHSHULPHWHUDQGDUHD
RIWKHVKDSHVFRQFHUQHG7KXVWKHHVWLPDWRULVJLYHQE\
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$ 3ODQWPDWHULDO
6HHGV RI $ LQGLFD DUH VRZQ LQ 3ODVWLF WUD\V ILOOHG ZLWK
VWHULOL]HG VDQG VRLO PL[WXUH   6HHGV JHUPLQDWHG LQ
JHUPLQDWLRQWUD\ZLWKLQGD\VDIWHUSODQWDWLRQ '$3 DQGWKH
VHHGOLQJVDUHPDLQWDLQHGWKHUHIRUDQRWKHUGD\V$W'$3
WKH VHHGOLQJV RI XQLIRUP OHQJWK  FP  DUH VHOHFWHG DQG
WUDQVIHUUHG IURP JHUPLQDWLRQ WUD\ WR URRW WUDLQHUV RI  FF
FDSDFLW\ FRQWDLQLQJ WKH VDPH VDQG VRLO PL[WXUH XVHG IRU
UDLVLQJ VHHGOLQJV 7KH VHHGOLQJV DUH PDLQWDLQHG WKHUH IRU 
GD\V6XFKVHHGOLQJVDUHLQRFXODWHGZLWKYHUPLFRPSRVW DW
'$3WUHDWPHQW7 RU$UEXVFXODU0\FRUUKL]DO)XQJL $0)
DW'$3WUHDWPHQW7 RUERWK WUHDWPHQW7 IRUREVHUYLQJ
WKHHIIHFWRIVXFKWUHDWPHQWVLQWKLVWUHHVSHFLHV7UHDWPHQW7
LVWDNHQDVFRQWURO$W'$3VHHGOLQJVDUHWUDQVIHUUHGIURP
URRWWUDLQHUVWRSRO\WKHQHEDJVRINJDQGPDLQWDLQHGXQGHU
DPELHQWFRQGLWLRQ KSKRWRSHULRG ZLWKQRUPDOZDWHULQJLQ
WKHQHWKRXVHIRUWKHVWXG\5RRWV\VWHPIURPWKHSODQWV WZR
SODQWVIURPHDFKRIWKHIRXUUHSOLFDWLRQVRIHDFKWUHDWPHQW LV
VDPSOHGDWDQLQWHUYDORIGD\VWLOOWKHHQGRIWKHH[SHULPHQW
DW  '$3  )XUWKHU DOO WKH OHDYHV DUH FROOHFWHG IURP WKH
H[SHULPHQWDO VHHGOLQJV RI DOO WKH WUHDWPHQWV VLPLODU WR URRW
OHQJWKPHDVXUHPHQWV IRUWKHOHDIDUHDPHDVXUHPHQWV


7KLV KDV WKH DGGHG DGYDQWDJH RI VFUHHQLQJ RII H[WUDQHRXV
REMHFWVIURPWKHURRWVDPSOHLPDJHXVLQJWKHOHQJWKWRZLGWK
UDWLR>@DQGWKXVVLPSOLI\LQJWKHVDPSOHSURFHVVLQJ

$OODERYHPHQWLRQHGIRUPXODHDUHEDVHGRQWKHDVVXPSWLRQ
RI UDQGRP RULHQWDWLRQ RI URRW VDPSOHV LQ WKH LPDJH 7KLV
DVVXPSWLRQ PD\ LQWURGXFH ELDV GHSHQGLQJ RQ GHQVLW\ RI URRW
VDPSOHV >@ RU ODUJH VWDQGDUG GHYLDWLRQ IRU GLIIHUHQW
RULHQWDWLRQVRIIHZHUURRWV>@EXWVKRXOGVXIILFHWKHSXUSRVH
DV ORQJ DV GHQVLW\ RI URRW VDPSOHV LV IDLUO\ ODUJH ,Q FDVH RI
IHZHUURRWVDPSOHV3\WKDJRUHDQHVWLPDWRUFDQEHLPSOHPHQWHG
WR PLQLPL]H HUURUV :LWK WKH LQFUHDVH LQ URRW GHQVLW\ WKH
RYHUODSV LQFUHDVH SURSRUWLRQDOO\ :KLOH GHWHUPLQLQJ WKH
RUWKRJRQDO DQG GLDJRQDO FRQQHFWLRQV WKLV LV FDOFXODWHG DV
GHVFULEHG LQ >@ $ FRPSDUDWLYH VWXG\ RI WKH DERYH OHQJWK
HVWLPDWRUVLVGRQHWRFKRRVHWKHEHVWRQHIRURXUFDVH


(VWLPDWHGOHQJWK$FWXDOOHQJWK








% ,PDJHDFTXLVLWLRQDQGDQDO\VLVV\VWHP
7HQGHU URRWV RI WKH SODQW VDPSOHV DUH RIWHQ RII ZKLWH LQ
FRORU DQG YDU\ LQ GLDPHWHU IURP WHQV RI P VHFRQGDU\ RU
WHUWLDU\ URRWV  WR aPP WDS URRW  7KLV DOVR YDULHV ZLWK WKH
DJHRIWKHSODQWVDPSOH7KHURRWVV\VWHPDORQJZLWKWKHVRLOLV
FROOHFWHGFDUHIXOO\ IURP WKHURRWWUDLQHUVSRO\WKHQHEDJVDQG













6DPSOHVL]H







)LJXUH 5DWLRRIPHDVXUHGOHQJWKWRDFWXDOOHQJWKIRUWKUHHHVWLPDWRUVDVD
IXQFWLRQRIVDPSOHVL]H¸±HTXDWLRQ  ż±HTXDWLRQ  Ƒ±HTXDWLRQ  
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$IWHU VNHOHWRQL]DWLRQ DOO URRW VWUDQGV DUH UHSUHVHQWHG E\
YHUWLFDO RU KRUL]RQWDO RU D FRPELQDWLRQ RI ERWK  FRQQHFWLRQV
RISL[HOV)RUHTXDWLRQ  OHQJWKRIVXFKDOLQHRISL[HOVFDQ
EH PHDVXUHG E\ PXOWLSO\LQJ WKH QXPEHU RI SL[HOV E\ SG )RU
LPSOHPHQWLQJ HTXDWLRQ   QXPEHUV RI RUWKRJRQDO DQG
GLDJRQDO FRQQHFWLRQV DUH FRXQWHG E\ DQDO\]LQJ WKH HLJKW
QHLJKERULQJ SL[HOV IRU DOO VNHOHWRQ SL[HOV .HUQHO
PXOWLSOLFDWLRQ LV XVHG IRU WKLV DQDO\VLV 7KLV LV RQH RI WKH
VOLGLQJ QHLJKERU RSHUDWLRQV ZKLFK DUH XVHG WR LPSOHPHQW
OLQHDUILOWHULQJXVLQJDPDWUL[RILQWHJHUZHLJKWV>@

VXVSHQGHG LQ ZDWHU WR JHW ULG RI WKH VRLO 7KLV DOVR HQVXUHG
PLQLPXP GDPDJH RU ORVV RI GHOLFDWH URRW ILEHUV 7KH URRW
V\VWHPLVIXUWKHUFXWLQWRVPDOOHUSLHFHVDQGGLVWULEXWHGHYHQO\
RYHU D EODFN VXUIDFH RQ WKH EDVH RI WKH LPDJH DFTXLVLWLRQ
VHWXS 7KH URRW VDPSOHV DUH QRW VWDLQHG ZLWK &RRPDVVLH
%ULOOLDQW%OXHDVRSSRVHGWRWKHFRQYHQWLRQDOWHFKQLTXH>@DV
WKHURRWVDPSOHVZLOOEHUHTXLUHGODWHUIRUIXUWKHUELRFKHPLFDO
DQDO\VLV7KLVKDVDOVRSURYHQWREHXVHIXODVOHVVHUQXPEHURI
SODQWVKDYHWREHVDFULILFHGIRUWKHH[SHULPHQW7KHLPDJHVDUH
DFTXLUHG ZLWK D GLJLWDO FDPHUD &$121 3RZHUVKRW $ 
HTXLSSHG ZLWK D  PHJDSL[HO &&' FKLS 7KH FRORU LPDJHV
5*%  DUH WDNHQ DW  URZV  î  FROXPQV  UHVROXWLRQ
DQGWUDQVIHUUHGWRWKHFRPSXWHULQ-3(*IRUPDW(DFKLPDJHLV
RI WKH VL]H RI  0E )LHOG RI YLHZ )29  RI WKH FDPHUD LV
FDOLEUDWHG ZLWK WKH LPDJH RI D JUDSK SDSHU DWWDFKHG RQ WKH
EDVHRIWKHDFTXLVLWLRQVHWXSDQGWKXVWKHVSDWLDOUHVROXWLRQRI
WKHLPDJHVDWWKHREMHFWSODQHLVDVFHUWDLQHG

)RUWRWDOOHDIDUHDPHDVXUHPHQWDOOWKHOHDYHVIURPDVLQJOH
SODQW DUH FROOHFWHG DQG VFDQQHG ZLWK D +HZOHWW3DFNDUG
VFDQQHU KSVFDQMHWF DWGSL(DFKLPDJHLVRI0E
6FDQQHUILHOGGLPHQVLRQVDUHPHDVXUHGSUHFLVHO\ZLWKYHUQLHU
FDOLSHUV DQG WKHUHE\ WKH VSDWLDO UHVROXWLRQ RI D SL[HO LV
GHWHUPLQHG 5*% LPDJHV  î   DUH SUHIHUUHG WR
ELQDU\LPDJHVWRWDNHLQWRDFFRXQWDQ\FKDQJHLQFRORURIWKH
OHDYHV GXH WR GU\LQJ $ KHDWPDS LPDJH PHDQ LQWHQVLW\ RI
5*% ZLWK  LQWHQVLW\ OHYHOV  LV IRUPHG IURP WKH 5*%
LPDJH 3L[HOV ZLWK LQWHQVLW\ OHVV WKDQ D WKUHVKROG YDOXH
LQGLFDWLYHRIWKHOHDYHVDUHFRXQWHGDQGPXOWLSOLHGE\WKHDUHD
RIDVLQJOHSL[HOWRREWDLQWKHWRWDOOHDIDUHD
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)LJXUH 9DULRXVVWDJHVRIWKHLPDJHDQDO\VLVWHFKQLTXHIRUPHDVXULQJURRW
OHQJWK D JUH\VFDOHLPDJHZLWKDJUDGLHQWLQEDFNJURXQGLQWHQVLW\ E VDPH
LPDJHZLWKXQLIRUPLQWHQVLW\EDFNJURXQG F VNHOHWRQLPDJH G ]RRPHG
YLHZRIDSRUWLRQRIWKHVNHOHWRQLPDJHWRVKRZWKHRQHSL[HOWKLFNQHVV
UHSUHVHQWLQJWKHVWUDQGVRIURRWLQWKHRULJLQDOLPDJH

& ,PDJHSURFHVVLQJ
5*%LPDJHVDUHUHSUHVHQWHGE\DîîPDWUL[
RI  WR  JUDGHV LQ LQWHQVLW\  ELW  7KHVH LPDJHV DUH
FRQYHUWHGLQWRJUD\VFDOHLPDJHVRIîGLPHQVLRQ$
JURVV WKUHVKROG FRUUHFWLRQ LV GRQH WR PDNH WKH EDFNJURXQG
LQWHQVLW\OHYHOXQLIRUP7KLVLVGRQHE\EUHDNLQJXSWKHLPDJH
LQVPDOOHUFKXQNVDQGWKHUHE\VHWWLQJWKHLQWHQVLW\OHYHORIDOO
WKHSL[HOVZKLFKDUHOHVVWKDQRIWKHPD[LPXPLQWHQVLW\
RI WKH FKXQN WR ]HUR $ VTXDUH VKDSHG PRUSKRORJLFDO
VWUXFWXULQJ HOHPHQW LV FUHDWHG ZLWK D ZLGWK RI  SL[HOV $
PRUSKRORJLFDO RSHQLQJ RI WKH JUD\VFDOH FKXQN LV SHUIRUPHG
ZLWK WKH VTXDUH VWUXFWXULQJ HOHPHQW 7KLV RSHUDWLRQ LV
HVVHQWLDOO\ HURVLRQ IROORZHG E\ GLODWLRQ RI WKH LPDJH XVLQJ
VDPH VWUXFWXULQJ HOHPHQW IRU ERWK RSHUDWLRQV 7KHUHE\
EDFNJURXQG LV VXEWUDFWHG IURP HDFK FKXQN DQG D FRPSOHWH
LPDJHLVUHFRQVWUXFWHG1RZWKHJUD\VFDOHLPDJHLVFRQYHUWHG
LQWRDELQDU\LPDJHZLWKLQWHQVLW\OHYHOVRIRU7KHELQDU\
LPDJHLVVXEMHFWHGWRDVHULHVRIPRUSKRORJLFDORSHUDWLRQVIRU
VPRRWKLQJ WKH HGJHV RI WKH URRWV VXFK WKDW WKH DUWLIDFWV RI
LPDJHVNHOHWRQL]DWLRQFDQEHDYRLGHGODWHURQ7KLVRSHUDWLRQ
PD\ QHHG WR EH RSWLPL]HG VOLJKWO\ RQFH IRU D W\SLFDO VHW RI
LPDJHV7RWDOURRWOHQJWKLQWKHLPDJHFDQEHPHDVXUHGIURPD
WKLQQHG URRW LPDJH )RU WKDW ELQDU\ LPDJHV DUH VXEMHFWHG WR
VNOHWRQL]DWLRQ 3UHSURFHVVLQJ SURFHGXUHV IRU VNHOHWRQ SUXQLQJ
DUHRSWLPL]HGLQWKHFRGH


7KLV RSHUDWLRQ WUDQVIRUPV WKH YDOXH RI SL[HOV DFFRUGLQJ WR
WKHQXPEHUVRIRUWKRJRQDODQGGLDJRQDOQHLJKERUV1XPEHURI
SL[HOVWKDWKDGVDPHYDOXH ZDVELQQHGE\KLVWRJUDP IXQFWLRQ
DQG WKH QXPEHU RI SL[HOV FRUUHVSRQGHG 1RF DQG 1GF ZHUH
VXPPHG XS WR FDOFXODWH URRW OHQJWK )RU LPSOHPHQWLQJ
HTXDWLRQ   SHULPHWHU RI DOO REMHFWV LQ WKH ELQDU\ LPDJH LV
GHWHUPLQHG DQG WRWDO VXUIDFH DUHD LV DOVR PHDVXUHG $YHUDJH
URRWGLDPHWHULVFDOFXODWHGDWWKLVSRLQWXVLQJWKLVVXUIDFHDUHD
DQG PHDVXUHG URRW OHQJWK ,W FDQ EH QRWHG WKDW ZKHQ LPDJHV
DSSHDU WR EH RI ORZ FRQWUDVW RU VRPH H[WUDQHRXV REMHFWV DUH
LQHYLWDEOHLQWKH)29 ZHKDYHWKHRSWLRQRIUHYHUWLQJWRWKH
SURFHGXUH RI >@ ZKLFK LV PRUH UHOLDEOH LQ VXFK FDVHV 7KH
SURJUDPPLQJSODWIRUPXVHGKHUHLV0$7/$%ZLWKWKHLPDJH
SURFHVVLQJ WRROER[ 6WXGHQW YHUVLRQ RI 0$7/$%

6,08/,1.5DFRPHVZLWKWKHLPDJHSURFHVVLQJWRROER[
DQGLVUHDVRQDEO\FKHDS0$7/$%EHLQJUHDGLO\DYDLODEOHIRU
DOO SODWIRUPV OLNH 3& 0DFLQWRVK RU /LQX[ FRGHV GHYHORSHG
IRUWKLVDQDO\VLVDUHDOVRSODWIRUPLQGHSHQGHQW

5RRW LPDJH LV VXEMHFWHG WR WKH LPDJH DQDO\VLV URXWLQH DQG
WKHDFWXDOOHQJWKLVREWDLQHGDVWKHRXWSXW'LIIHUHQWVWDJHVRI
LPDJHDQDO\VLVDUHVKRZQLQILJXUH)LJXUHVKRZVRULJLQDO
VFDQQHGLPDJH D DQGKHDWPDSLPDJH E RIDOOOHDYHVIURPD
VLQJOHSODQW,WKDVEHHQREVHUYHGWKDWWKHDUHDRIJUH\SDUWVRI
WKHOHDYHV DVVKRZQLQILJXUH LVFDOFXODWHGDFFXUDWHO\
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VKDSHV DQG VL]HV IRU VFDQQLQJ 'LIIHUHQW FRORXUV RI WKHVH
SDSHUVDUHFKRVHQWRVWXG\WKHLPSOLFDWLRQRIDQ\GLVFRORUDWLRQ
RUGU\LQJRIOHDYHVRQWKHLPDJHDQDO\VLV)URPILJXUHLWLV
HYLGHQW WKDW WKH DFWXDO DUHD RI WKH FRORXUHG SLHFHV RI SDSHU
FRXOG EH PHDVXUHG TXLWH SUHFLVHO\ ZLWK RXU LPDJH DQDO\VLV
WHFKQLTXH +LJK FRUUHODWLRQ FRHIILFLHQW   DQG ORZ
QRUP RI UHVLGXDOV   DUH REWDLQHG +LJK UHVROXWLRQ 
GSL  RI WKH VFDQQHG LPDJHV KDV HQVXUHG DFFXUDWH DUHD
PHDVXUHPHQW ZLWK DOO SRVVLEOH VKDSHV WKDW KDYH EHHQ FXW RXW
IURP WKH SDSHU SLHFHV RI NQRZQ DUHD 7KLV LV HVVHQWLDO IRU
WDNLQJLQWRDFFRXQWWKHILQHUGHWDLOVRIWKHOHDIOHWVRI$LQGLFD



         







)LJXUH D DQG E GHQRWHWKHVFDQQHG5*%LPDJHRIDOOWKHOHDYHVIURPD
SODQWDQG E KHDWPDSLPDJHRIWKHVDPH



0HDVXUHGDUHD PP



,9 5(68/76$1'',6&866,21
$ $FFXUDF\RILPDJHDQDO\VLV
)RU IXUWKHU YDOLGDWLRQ RI ERWK URRW OHQJWK DQG OHDI DUHD
PHDVXUHPHQW PHWKRGV WKH LPDJH SURFHVVLQJ URXWLQHV DUH
VXEMHFWHG WR WKH PHDVXUHPHQW RI OHQJWK DQG DUHD RI NQRZQ
VDPSOHV)RUOHQJWKPHDVXUHPHQWDVHWRILPDJHVLVDFTXLUHG
ZLWK NQRZQ OHQJWKV RI FRWWRQ WKUHDG  P GLDPHWHU  FXW
LQWRVPDOOSLHFHV$QDO\VLVRIWKHVHLPDJHVLVFDUULHGRXWLQWKH
VDPH PDQQHU DV GRQH IRU DFWXDO URRW OHQJWK PHDVXUHPHQW
$FFXUDF\RIWKHVHPHDVXUHPHQWVLVDOVRFRPSDUHGDJDLQVWWKH
PHDVXUHPHQWV GRQH PDQXDOO\ XVLQJ PRGLILHG OLQHLQWHUVHFW
PHWKRG>@5HVXOWVDUHVKRZQLQILJXUH,WFDQEHVHHQWKDW
WKH HVWLPDWRU RI HTXDWLRQ   VKRZQ LQ ILJXUH F \LHOGV
KLJKHVW FRUUHODWLRQ FRHIILFLHQW   DQG ORZHVW QRUP RI
UHVLGXDOV   DQG WKHVH DUH FORVHVW WR WKH PDQXDO
PHDVXUHPHQWV ILJXUH D  ZLWK D YDULDWLRQ RI  6LPLODU
UHVXOWVDUHREWDLQHGZKHQWKHFRWWRQWKUHDGVDUHUHSODFHGZLWK
FRSSHUZLUHVWUDQGV PGLDPHWHU +HQFHRXUFKRLFHIRU
WKHHVWLPDWRUVXJJHVWHGLQ>@LVIXUWKHUYDOLGDWHG










D











$FWXDOOHQJWK PP









\ [
&RUUHODWLRQFRHII 
1RUPRIUHVLGXDOV 







F










0HDVXUHGOHQJWK PP

0HDVXUHGOHQJWK PP



E







$FWXDOOHQJWK PP



\ [
&RUUHODWLRQFRHII 
1RUPRIUHVLGXDOV 







G















$FWXDOOHQJWK PP







   

$FWXDODUHD PP









% 7RWDOURRWOHQJWKRI$]DGLUFKWDLQGLFDVHHGOLQJV
5RRW OHQJWK KDV EHHQ PHDVXUHG IRU WKH VHHGOLQJV DW DQ
LQWHUYDO RI  GD\V IURP WKH GDWH RI SODQWLQJ '$3  (LJKW
VHHGOLQJV SHU WUHDWPHQW LH WZR VHHGOLQJV IURP HDFK RI WKH
IRXUUHSOLFDWLRQVSHUWUHDWPHQW KDYHEHHQVXEMHFWHGWRWKHURRW
OHQJWK PHDVXUHPHQW )LJXUH  D  VKRZV WKH PHDVXUHG URRW
OHQJWK DV D IXQFWLRQ RI DJH RI WKH VHHGOLQJ IRU DOO IRXU
WUHDWPHQWV$OOWUHDWPHQWVKDYHSHUIRUPHGVLJQLILFDQWO\EHWWHU
DVFRPSDUHGWRWKHFRQWURO 7 ZLWK7EHLQJWKHEHVW







$FWXDOOHQJWK PP



)LJXUH )LJXUH/LQHDUUHJUHVVLRQIRUWKHDFWXDODQGPHDVXUHGDUHDIRU
FRORXUHGSDSHUVDPSOHVRIGLIIHUHQWDUHD
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1RUPRIUHVLGXDOV 



)LJXUH /LQHDUUHJUHVVLRQVIRUWKHDFWXDODQGPHDVXUHGOHQJWKRIWKUHDG
VDPSOHV D WR G UHSUHVHQWWKHPDQXDOOLQHLQWHUVHFWPHWKRGHTXDWLRQ  
HTXDWLRQ  DQGHTXDWLRQ  UHVSHFWLYHO\

)RU YDOLGDWLRQ RI DUHD PHDVXUHPHQW SURWRFRO FRORXUHG
SDSHUVRINQRZQDUHDDUHWDNHQDQGFXWLQWRSLHFHVRIYDU\LQJ
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& 7RWDOOHDIDUHDRI$]DGLUDFKWDLQGLFDVHHGOLQJV
)LJXUH  E  VKRZV WKH YDULDWLRQ RI WRWDO OHDI DUHD DV D
IXQFWLRQRIDJHRIWKHVHHGOLQJIRUDOOWKHWUHDWPHQWV7RWDOOHDI
DUHDKDVLQFUHDVHGZLWKWLPHWLOO'$3IRU7DQG7$IWHU

WKDWDGLSLQWRWDOOHDIDUHDKDVEHHQREVHUYHGDW'$3GXH
WRWKHSDUWLDOVKHGGLQJRIOHDYHVDWWKHRQVHWRIZLQWHU6XFKDQ
HIIHFW ZDV QRW DSSDUHQW LQ FDVH RI 7 DQG 7 $OO WUHDWPHQWV
KDYHVKRZQVLJQLILFDQWO\JUHDWHUOHDIDUHDDVFRPSDUHGWRWKH
FRQWURO 7  ZLWK 7 EHLQJ WKH EHVW ,W FDQ EH QRWHG WKDW WKH
SODQWVKDYHJURZQWKHPRVWLQWKHLQWHUYDORI'$3


>@ 6 / 0XUSK\ DQG $ - 0 6PXFNHU ³(YDOXDWLRQ RI YLGHR LPDJH
DQDO\VLVDQGOLQHLQWHUFHSWPHWKRGVIRUPHDVXULQJURRWV\VWHPRIDOIDOID
DQGU\HJUDVV´$JURQ-YROSS±
>@ :::LOKHOP-01RUPDQDQG5/1HZHOO³6HPLDXWRPDWHG;<
SORWWHUEDVHG PHWKRG IRU PHDVXULQJ URRW OHQJWKV´ $JURQ - YRO 

>@ - - .UVWDQVN\ DQG * 6 +HQGHUVRQ ³ &RPSXWHUL]HG PHDVXUHPHQW RI
ILQHURRWOHQJWKXVLQJDGHVNWRSLPDJHVFDQQHU´,Q$JURQRP\DEVWUDFWV
SS$6$0DGLVRQ:,86$
>@ * .LUFKKRI ³0HDVXUHPHQW RI URRW OHQJWK DQG WKLFNQHVV XVLQJ D KDQG
KHOGFRPSXWHUVFDQQHU´)LHOG&URSV5HVYROSS±
>@ : 6 5DVEDQG DQG ' 6 %ULJKW ³$ SXEOLF GRPDLQ LPDJH SURFHVVLQJ
SURJUDP IRU WKH 0DFLQWRVK´ 0LFUREHDP $QDO YRO  SS ±

>@ $ / 6PLW - ) & 0 6SUDQJHUV 3 : 6DEOLN DQG - *URHQZROG
³$XWRPDWHGPHDVXUHPHQWRIURRWOHQJWKZLWKDWKUHHGLPHQVLRQDOKLJK
UHVROXWLRQ VFDQQHU DQG LPDJH DQDO\VLV´ 3ODQW 6RLO YRO  SS ±

>@ . .LPXUD 6 .LNXFKL DQG 6 <DPDVDNL ³$FFXUDWH URRW OHQJWK
PHDVXUHPHQW E\ LPDJH DQDO\VLV´ 3ODQW 6RLO YRO  SS ±

>@ ;LDRMXQ 4L -L 4L DQG :X <DMXQ ³5RRW/0 D VLPSOH FRORU LPDJH
DQDO\VLV SURJUDP IRU OHQJWK PHDVXUHPHQW RI SULPDU\ URRWV LQ
$UDELGRSVLV´3ODQW5RRWYROSS±
>@ ( 5LFR*DUFtD ) +HUQiQGH]+HUQiQGH] * 0 6RWR=DUD]~D DQG *
+HUUHUD5XL] ³7ZR QHZ PHWKRGV IRU WKH HVWLPDWLRQ RI OHDI DUHD XVLQJ
GLJLWDOSKRWRJUDSK\´,QW-$JULF%LROYROSS±
>@ ( ' &LWWDGLQL DQG 3 / 3HUL ³(VWLPDWLRQ RI OHDI DUHD LQ VZHHW FKHUU\
XVLQJDQRQGHVWUXFWLYHPHWKRG´5,$YRO  SS
>@ 2.XUW+8\VDODQG68]XQ³1RQGHVWUXFWLYHOHDIDUHDHVWLPDWLRQRI
IOD[ /LQXQXVLWDWLVVLPXP ´3DN-%RWYRO  SS
>@ =/L&-LDQG-/LX³/HDI$UHD&DOFXODWLQJ%DVHGRQ'LJLWDO,PDJH´
LQ ,),3 ,QWHUQDWLRQDO )HGHUDWLRQ IRU ,QIRUPDWLRQ 3URFHVVLQJ 9ROXPH
 &RPSXWHU DQG &RPSXWLQJ 7HFKQRORJLHV LQ $JULFXOWXUH YRO 
'DROLDQJ/L %RVWRQ6SULQJHU SS
>@ -77VLDOWDVDQG10DVODULV³(YDOXDWLRQRIDOHDIDUHDSUHGLFWLRQPRGHO
SURSRVHGIRUVXQIORZHU´3KRWRV\QWKHWLFDYRO  SS
>@ 0DWWKHZ(2¶1HDO'RXJODV$/DQGLV5XIXV,VDDFV³$QLQH[SHQVLYH
DFFXUDWHPHWKRGIRUPHDVXULQJOHDIDUHDDQGGHIROLDWLRQWKURXJKGLJLWDO
LPDJHDQDO\VLV´-(FRQ(QWRPROYRO  SS
>@ &$ *ODVEH\ DQG * : +RUJDQ ³,PDJH $QDO\VLV IRU WKH %LRORJLFDO
6FLHQFHV´-RKQ:LOH\DQG6RQV&KLFKHVWHUSS
>@ -&KLNXVKL6<RVKLGDDQG+(JXFKL³$QHZPHWKRGIRUPHDVXUHPHQW
RI URRW OHQJWK E\ LPDJH SURFHVVLQJ´ %LRWURQLFV YRO  SS 

>@ 67DQDND6<DPDXFKLDQG6.RQR³(DVLO\DFFHVVLEOHPHWKRGIRUURRW
OHQJWKPHDVXUHPHQWXVLQJDQLPDJHDQDO\VLVV\VWHP´-SQ-&URS6FL
YRO  SS±
>@ +)UHHPDQ³%RXQGDU\HQFRGLQJDQGSURFHVVLQJ´,Q3LFWXUH3URFHVVLQJ
DQG 3V\FKRSLFWRULFV (GV % 6 /LSNLQ DQG $ 5RVHQIHOG SS 
$FDGHPLF3UHVV1HZ<RUN86$
>@ =.XOSD³$UHDDQGSHULPHWHUPHDVXUHPHQWRIEOREVLQGLVFUHWHELQDU\
SLFWXUHV´&RPSXW9LVLRQ*UDSKLFV,PDJH3URFHVVYROSS±

>@ 79DPHUDOL0*XDULVH$*DQLV6%RQDDQG*0RVFD³$QDO\VLVRI
URRW LPDJHV IURP DXJHU VDPSOLQJ ZLWK D IDVW SURFHGXUH D FDVH RI
DSSOLFDWLRQWRVXJDUEHHW´3ODQWDQG6RLOYROSS±
>@ :/3DQDQG53%ROWRQ³5RRW4XDQWLILFDWLRQE\HGJHGLVFULPLQDWLRQ
XVLQJDGHVNWRSVFDQQHU´$JURQ-YROSS±
>@ 5 3 (ZLQJ DQG 7 & .DVSDU ³$FFXUDWH SHULPHWHU DQG OHQJWK
PHDVXUHPHQW XVLQJ DQ HGJH FKRUG DOJRULWKP´ - &RPSXW $VVLVW
0LFURVF9ROSS±
>@ )&=RRQDQG3+9DQ7LHQGHUHQ³$UDSLGTXDQWLWDWLYHPHDVXUHPHQW
RI URRW OHQJWK DQG URRW EUDQFKLQJ E\ PLFURFRPSXWHU LPDJH DQDO\VLV´
3ODQW6RLOYROSS±
>@ -&5XVV7KH,PDJH3URFHVVLQJ+DQGERRNQGHG&5&3UHVV%RFD
5DWRQ)/86$SS
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)LJXUH D DQG E 7RWDOURRWOHQJWKDQGOHDIDUHDDVDIXQFWLRQRI'$3

,W FDQ EH QRWHG WKDW D IDLUO\ KLJK UHVROXWLRQ ZDV RSWHG IRU
WKHURRWOHQJWKLPDJHV7KLVKHOSVXVWRVDPSOHHYHQWKHILQHVW
URRWVHJPHQWVGLVWLQFWO\2QWKHFRQWUDU\WKLVKLJKUHVROXWLRQ
PD\LQIOLFWDUWLIDFWVLQLPDJHSURFHVVLQJZKLOHVNHOHWRQL]DWLRQ
LV SHUIRUPHG 7R DOOHYLDWH WKLV SUREOHP PRUSKRORJLFDO SUH
SURFHVVLQJRSHUDWLRQVDUHSHUIRUPHGEHIRUHWKHVNHOHWRQL]DWLRQ
DQGWKLVFDQEHDIIRUGHGZHOODWWKLVKLJKUHVROXWLRQ
$&.12:/('*0(17
7KHDXWKRUVZRXOGOLNHWRDFNQRZOHGJH'U+66LQJK0U
517ULSDWKL0U5%=DOD0U0+*DGDQLDQG0U+5
3DUPDU IRU PDQ\ XVHIXO GLVFXVVLRQV 2QHRI XV .%  ZRXOG
OLNH WR DFNQRZOHGJH WKH XVHIXO LQSXWV DQG VRIWZDUH VXSSRUW
IURP0U6DQWDQX%DQHUMHH
5()(5(1&(6

>@ ( , 1HZPDQ ³$ PHWKRG RI HVWLPDWLQJ WKH WRWDO OHQJWK RI URRW LQ D
VDPSOH´-$SSO(FRO9ROSS
>@ ' 7HQQDQW ³$ WHVW RI D PRGLILHG OLQHLQWHUVHFW PHWKRG RI HVWLPDWLQJ
URRWOHQJWK´-(FRO9ROSS±
>@ : / %ODQG DQG 0 $ 0HVDUFK ³&RXQWLQJ HUURU LQ WKH OLQHLQWHUFHSW
PHWKRGRIPHDVXULQJURRWOHQJWK´3ODQWDQG6RLOYRO  SS

>@ ' 5LFKDUGV ) + *RXEUDQ : 1 *DUZROL DQG 0 : 'DO\ ³$
PDFKLQH IRU GHWHUPLQLQJ URRW OHQJWK´  3ODQW 6RLO YRO  SS ±

>@ 5()DUUHOO)/:DOOH\$3/XNH\DQG--*HUPLGD³0DQXDODQG
GLJLWDO OLQHLQWHUFHSW PHWKRGV RI PHDVXULQJ URRW OHQJWK D FRPSDULVRQ´
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26

Archiving Sensor Data
Applied to Dam Safety Information
José Barateiro1,2, Gonçalo Antunes1, Hugo Manguinhas1, José Borbinha1
1

INESC-ID, Information Systems Group, Lisbon, Portugal
National Laboratory for Civil Engineering, Lisbon, Portugal
{jose.barateiro,goncalo.antunes,hugo.manguinhas,jlb}@ist.utl.pt
2

systems able to perform real-time monitoring and trigger
automatic alarms. This paradigm creates an imminent deluge of
data captured by automatic monitoring systems (sensors), along
with data generated by large mathematical simulations
(theoretical models). Besides the fact that these monitoring
systems can save lives and protect goods, they can also prevent
costly repairs and help to save money in maintenance. In
scenarios like this, it is crucial to provide solutions that support
interoperability (i.e., the ability of two or more systems to
exchange information and to use the information that has been
exchanged [2]), including the concept of temporal
interoperability (i.e., long-term preservation).

Abstract—The consequences of structural failures in large civil
engineering structures are potentially catastrophic, varying from
high economic impacts to unrecoverable environmental damage or
loss of life. To prevent that, these structures can be continuously
monitored, therefore the management and preservation of the
resulting data is crucial to support decisions concerning structural
safety. However, preserving data also entails several risks and
threats, comprising strong safety requirements. This paper
analyzes the scenario of civil engineering safety, presenting the
current systems used at the Portuguese National Laboratory for
Civil Engineering to manage and preserve sensor data. The main
risks that can impede the digital preservation of data are
discussed and a solution is proposed where sensor data is
objectively described and packaged in order to be reused in the
future. This includes controlling the extraction of data from the
operational systems, describing the representation of data through
a Metadata Registry, and package the context information using a
METS aggregator.

This paper focuses on the digital preservation dimension of
interoperability, which aims to ensure that digital data remain
authentic, accessible and understandable over a long period of
time. As a first assumption, one can consider that the main
reason to preserve data is to preserve its value, as an asset.
Consequently, it does not make sense to preserve valueless
data. However, to determine and assess the value of data is a
difficult and error-prone task. On the other hand, it could be an
error to consider that data that cannot be used today will have
no value in the future. For instance, today’s technology allows
the simulation of mathematical models with a much higher
resolution and volume of simulated data that was not possible a
decade ago.

Keywords— Sensor Data; Digital Preservation; Risk Management;
Information Management; Workflow.

I.

INTRODUCTION

The safety of large civil engineering structures like dams,
bridges or nuclear facilities require a comprehensive set of
efforts, which must consider the structural safety, the structural
monitoring, the operational safety and maintenance, and the
emergency planning [1]. The consequences of failure of one of
these structures may be catastrophic in many areas, such as:
loss of life (minimizing human casualties is the top priority of
emergency planning), environmental damage, property damage
(e.g., dam flood plain), damage of other infrastructures, energy
power loss, socio-economic impact, etc.

From this perspective, we assume that the preservation of
data concerning the safety of large civil engineering structures
is crucial, since: (i) observational data is unique and impossible
to recreate, (ii) complies with legal requirements or contracts
established with third-parties, (iii) allows the re-use of data for
new research, and (iv) reduces costs (e.g., the retention of
expensively generated data is cheaper to maintain than to regenerate) [3].

The risks associated with these scenarios can be mitigated
by a number of structural and non-structural preventive
measures, essentially to try to detect in advance any signs of
abnormal behavior, allowing the execution of corrective actions
in time. The structural measures are mainly related to the
physical safety of the structures, while the non-structural
measures can comprise a broad set of concerns, such as
operation guidelines, emergency action plans, alarm systems,
insurance coverage, etc.

The work presented here was developed in the scope of the
SHAMAN project1, which has the aim of developing digital
preservation techniques and tools. We analyze the scenario of
monitoring dams to assure their structural safety. We show that
the digital preservation of sensor data has to deal with the
requirements of managing dynamic data, as sensors are
continuously capturing data; and heterogeneous and potential
large set of representation schemas. Finally, we present an
approach, based on the Open Archival Information System
(OAIS) Reference Model [4], and a working technical solution

In order to improve the structural safety of large civil
engineering structures, a substantial technical effort has been
made to implement or improve automatic data acquisition
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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implemented specifically to address the challenges of dam
sensor data.

purposes. Indeed, it supports the operational procedures to
manage information concerning the dam safety, but does not
assure the preservation of this information. It is a web-based
system developed on the top of the .NET framework, where the
underlying data is stored and managed in an Oracle 10g
database. It uses a SOAP interface to provide and expose
exploitation services as well as multiple ingest services.

The remainder of this paper is organized as follows: Section
II describes the scenario of monitoring concrete dams in the
scope of the Portuguese National Laboratory for Civil
Engineering 2 (LNEC). In section III, the main risks that can
hamper the preservation of this information are discussed.
Section IV describes the proposed solution to digitally preserve
dam sensor data. Finally, Section V resumes the main
conclusions and future work.
II.

TABLE I. summarizes an example of the data concerning
the dam safety of a concrete dam. Currently, LNEC supports
32 different types of instruments with manual data acquisition
and 25 different types of automatic monitoring instruments
(implemented with sensors). Both the number and type of
instruments installed in a specific structure depend on the stage
of the structure’s life and on a few hundred to thousand specific
parameters that affect its behavior. Currently LNEC monitors
about 80 concrete dams, generating an average of 264,000
records per day that have to be processed and preserved.

DAM SAFETY

The interpretation of the correlation of several parameters
measured, in different physical locations of a structure, can be
used to validate the current state of that structure and predict its
future behavior under specific and controlled conditions [1].
This is a key factor to detect potential anomalies and to be able
to make decisions on time, reducing the risk of failures with
catastrophic consequences. In the case of concrete dams, for
example, their behavior is continuously monitored by
instruments (e.g., plumb lines, piezometers) installed in
strategic points of the dam [5] [6], which can typically range
from hundreds to few thousands of instruments or sensors.

III.

Although it is impossible to define all the requirements
applicable for all digital preservation needs, a survey was made
following a set of requirements based on the scenario presented
in Section II.
First of all, digital preservation requires that a copy (or
representation) of any preserved digital data survives over the
actual system's lifetime, which is usually unknown, but may be
as long as decades or even centuries (LNEC monitors concrete
dams of more than 80 years old). This can be defined as a
reliability requirement. Therefore, a digital preservation
system must be designed to preserve data for an indefinite
period of time without suffering any data losses.

The related raw data, usually known as “readings”, is
collected manually by human operators or collected
automatically by sensors. These readings are transformed, by
specific algorithms, into engineering quantities (physical
actions that can be used to assess the behavior of the structure
as, for example, a tension or a relative displacement). Actually,
the term “reading” does not clearly correspond to raw data,
since a reading is already a transformation from the raw data.
For instance, an electrical instrument like an extensometer
might provide raw data as a voltage (mV), which is then
converted by a reading instrument (or by the sensor) into a
resistance and a resistance relation, which are finally converted
into an extension (engineering quantity). This monitoring
information includes, essentially, instrument properties,
readings and engineering quantities.

Also, a future consumer should be able to decide if the
accessed information is sufficiently trustworthy. Usually, this
requires the assurance of the authenticity of digital data
(which is already a common requirement for tangible objects),
along with an accurate identification of their provenance
(typically information about its creation, responsible entity,
lineage, etc.). Moreover, it is crucial to assure the integrity of
digital data, guaranteeing that their information content was not
modified. Authenticity, provenance and integrity are thus
crucial requirements for qualified specialists to trust and
correctly approximate and estimate the behavior of large civil
engineering structures.

The Portuguese regulations [7] state that the National
Laboratory for Civil Engineering is responsible for keeping an
electronic archive of data concerning the dam safety. Thus, the
preservation of this data is a legal obligation. Moreover, that
obligation defines the duties of the different parties involved in
dam safety, namely the dam owners, the dam safety authority
and the dam engineers and builders. As a consequence, several
entities are compelled to share data, and thus must face
interoperability and preservation issues when dealing with
heterogeneous sources of information [8].

The provenance requirement is fundamental. Furthermore,
the complex scientific computations that occur in the
production workflow (e.g. calculation of engineering quantities
from raw data, outlier’s detection) also make it complex to
manage. The production workflow can be seen as an example
of a scientific workflow [9] where data transformations and
analysis steps, as well as the mechanisms to carry them out, are
captured and represented as a workflow [10]. An access and reuse scenario, which is common in the simulation of
mathematical models should also be considered. In fact, a
mathematical model consumes observational data (preserved in
the archive) and produces new digital data that should be
preserved.

Currently, LNEC uses a modular information system
(GestBarragens) that provides components to manage dam
observations, visual inspections, physical models and
mathematical models. It also supports the management of
technical documents and provides a set of exploitation tools, in
the form of tabular and chart reports, graphical visualization of
geo-referenced information, among others. However, the
GestBarragens system was not designed for preservation
2

DIGITAL PRESERVATION RISKS

Third, digital preservation requires that future consumers
are able to obtain the preserved information as its creators

http://www.lnec.pt
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TABLE I.

Data Stage
Raw
Processed
readings
Calculated
engineering
quantities
Analyzed

Description

TYPICAL DATA REGISTERED FOR A REPRESENTATIVE CONCRETE DAM

# per day

Format

Depend on the
instrument type (e.g.
voltage)
Transformed from
raw data

Currently
discarded

Proprietary to
the sensor

This information is currently discarded by sensors and not
registered during manual acquisition

Aprox.
3300 rows

.xls, .mdb, PDT,
ascii

Calculated from
readings

Aprox.
3250 rows

Oracle database

Sensors register data in .xls or .mdb and access a web service
to send this information to LNEC. Manual acquisition can be
registered into a PDT and automatically sent to LNEC or
inserted via web interface or text file
Algorithms to filter, clean and calculate engineering quantities
are implemented as Oracle stored procedures (PL/SQL)

Tables, graphs, gis,
mathematical
simulations

Varies

.html, .xls, .pdf,
.dxf (CAD),
.xml

intended, thus it must deal with obsolescence threats [11]. This
requirement encloses several challenges, since digital data to be
explored, require a technological context defined by specific
software and, in some cases, even by specific hardware [12].
Moreover, in this special scenario, it is also crucial to preserve
the processes involved in the creation of the preserved data. For
instance, the scientific workflow for data acquisition must be
preserved and linked with the generated data.

Each of these components may present several
vulnerabilities, which we classify as: (i) data vulnerabilities,
affecting the information entities, (ii) process vulnerabilities,
affecting the execution of processes (manual or supported by
computational services) that control information entities, and
(iii) infrastructure vulnerabilities, enclosing the technical
problems in the infrastructure's components.

In previous work, a taxonomy for digital preservation risks
(see TABLE II. ) was proposed, which considers that a risk is
the impact that occurs when an event (threat) is able to exploit
a system vulnerability, affecting the achievement of the digital
preservation requirements described above.

A classification of threats to digital preservation is also
proposed which distinguishes threats into four categories:
disasters, attacks, management and business. Disasters and
attacks correspond, respectively, to non-deliberate and
deliberate actions affecting the system or its components.
Management failures are the consequences of wrong decisions
that produce threats to the preservation environment. Finally,
business threats depend on a specific business context and
occur when new or updated legislation, as well as new or
updated requirements defined by related stakeholders
concerned with the business, can produce an impact on the
achievement of digital preservation requirements.

THREATS TO DIGITAL PRESERVATION [14]

Data
Process
Vulnerabilities

Media faults
Media obsolescence
Software faults
Software obsolescence

Infrastructure

Hardware faults
Hardware obsolescence
Communication faults
Network service failures

Disasters

Natural disasters
Human operational errors

Attacks
Threats
Management
Business

Uses several tools, including reporting tools and a geographic
information system

Like common information system's architectures, this paper
considers a preservation environment as the aggregation of
different components, namely: (i) the information entities,
including preserved digital data and metadata, (ii) processes
controlling the information entities (can be supported by
computational services), and (iii) the technological
infrastructure that supports the preservation environment.

Finally, dynamic collections and environments for digital
preservation require technical scalability to face technology
evolution allowing, for instance, the addition of new
components through incremental updates [13]. This also
implies a requirement for supporting heterogeneity (which is
reinforced by the requirements for scalability).

TABLE II.

Notes

Some risks can remain unnoticed for a long period of time.
For instance, a damaged hard disk sector can remain
undetected until a data integrity validation or hard disk check is
performed. Furthermore, one cannot assume threat
independence, since a specific threat can generate other threats.
Considering the risks to digital preservation, this paper
claims that a “digital preservation system” is itself an
infrastructure in risk, comprising strong safety requirements, as
happens in civil engineering structures. Moreover, since the
safety of large civil engineering structures is directly dependent
to the monitoring systems and the preservation of the
associated data, the consequences of a failure in the
preservation system can also produce catastrophic effects (e.g.
loss of life, environmental damage, etc.).

Internal attack
External attacks
Economic failures
Organization failures
Legal requirements
Stakeholders’ requirements
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IV.

type of data when it was captured by devices using different
data representations. Finally, the nature if complex and
interlinked objects composed by datasets and their
representation (an isolated dataset is useless to interpret the
structural behaviour).

SOLUTION OVERVIEW

When addressing the problem of digital preservation for
memory institutions (e.g., libraries, archives, museums) where
the digital data to be preserved are typical static documents
(e.g., images, text documents), it is a common accepted
solution to apply the OAIS reference model, since the
information package is composed by the digital data and a set
of metadata associated with them. The ultimate objective of
solutions based on the OAIS reference model is to mitigate the
risks identified in Section III.

In order to control the complexity of data representations,
some communities developed their own metadata initiatives as,
for instance, the Ecological Metadata Language (EML3), or the
Federal Geographical Data Committee (FGDC 4 ). Yet, there
will never be a unified metadata schema for all possible data.
Thus, in a scenario that is not covered by current metadata
initiatives, or when the information can be represented in
heterogeneous schemas that can continuously change (like the
sensors used in the civil engineering domain), the use of
standard languages to describe data representations [16] is an
expected solution.

Research undertaken in the SHAMAN project determined
that a bigger understanding of the context surrounding the
production, preservation, and reuse of information (OAIS
view) was needed in order to understand its implications on
preservation. Thus, a model of the lifecycle of information was
created and can be seen in Figure 1.

The SHAMAN project developed an archival infrastructure
that follows the OAIS reference model and uses the iRODS5
data grid as storage substrate. The work presented here relies
on this infrastructure to address the digital preservation risks
related to media faults, process and infrastructure
vulnerabilities, as well as the issues related to the volume of
data and its imminent deluge. However, in the dam safety
context, an information package is an interlinked object that
must aggregate the sensor data, the information on the sensors
that produced the data, as well as the description of the
schemas used to encode them (it can include syntactic and
semantic representation). These activities are part of the
creation and assembly phases, which will influence the future
adoption and reuse of this information.
The proposed solution elaborates on the creation and
description of information packages to control the media
obsolescence vulnerabilities that occur when the representation
format becomes obsolete and unable to be rendered, even if the
"bit stream" survives over time. Since the information package
is composed by sensor data (from distinct types of sensors),
along with their contextual and representation information, a
network of object have to be aggregated to create a meaningful
object in the context of civil engineering. The Metadata
Encoding and Transmission Standard (METS6) is a widespread
metadata representation to encode structural metadata in XML.
The use of METS provides and extensible way to represent the
aggregations required by the illustrated scenario.

Figure 1. Information lifecycle [15]

During the creation phase new information comes into
existence. Normally, information is not created for the purpose
of archiving, thus archivable information can be the result of
complex processes that involve a multitude of stakeholders.
The assembly phase deals with the appraisal of information
relevant for archival and all processing and enrichment for
compiling the complete information to support future reuse.
Normally, this compilation is called an archival package. The
archival phase corresponds to the OAIS reference model and
addresses the life-time of the digital data inside the archive,
including the ingestion of and access to information. The
adoption phase encompasses all processes by which
information provided by the Archive is screened, examined,
adapted, and integrated for the proper reuse. Finally, the reuse
phase deals with the exploitation of information in the interests
of the consumer.

On the other hand, to address the management of schema
representations (including the definition of sensors, raw data,
processed readings, etc.) and their dynamic nature (new or
updated schemas to represent the same information), it is
critical to manage metadata that describes the information
representation. This is not a new requirement in the
community, where, for instance, previous work developed the
Metacat framework [17], which is able to store, retrieve and
transform XML documents managed stored in a relational
database. In this paper, we use the concept of Metadata

The preservation of dam safety sensor data raises several
challenges because of the data and process characteristics.
First, data is not static (a data set is continuously increasing).
Second, since new sensors (with different characteristics and
results) have to be accommodated in the future, new data
representations must be handled. Third, the representation of a
dataset can evolve in the future (new devices can use different
representations to store the same data), limiting the ability to
understand the same type of data, as well as relating the same
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Registry (MDR), which was conceived to represent a system
that allows the management of multiple schemas (not limited to
XML) and the export of information about the schema. It also
supports the creation and management of mappings between
different schemas. This concept is formalized by the ISO
111797 series of standards. Accordingly, the MDR can be used
to address the challenges of representing the encoding of sensor
data (including the definition of sensors and the data stages
listed in TABLE I. also supporting the future migration of
information packages.

cmp test
Creation
GestBarragens

Assembly
«flow»

(1)

For demonstrating the preservation of data in this particular
scenario, we developed a Service Oriented Architecture (SOA)
solution, as shown in Figure 2. Our proposal comprises
services for: acquiring data stored in the GestBarragens
information system, acquiring a description of the schema
representation, packaging the data together, and ingesting the
data package into the archival system. Such a solution is
controlled by a service orchestrator (Service Orchestration
component) parameterized in Business Process Execution
Language (BPEL) and executed by a GlassFish Open ESB
BPEL engine. This way, the BPEL file representing the
creation/assembly process of the information package is itself
part of the package, which is critical for provenance purposes.

MDR

«flow»

Data Extractor: Extracts data from the GestBarragens
system, according to the parameters defined by the
Assembly Orchestration. To support the dynamic nature of
sensor data, it has the option to define the time window for
data extraction, full extraction, incremental extraction and
the list of dams to extract. The recursive use of full data
sets uses more space, while incremental data sets require
the recomposition of data sets on access.

x

Metadata Registry (MDR): Supports the registration and
management of multiple data schemas, addressing “the
semantics of data”, “the representation of data”, and “the
registration of the descriptions of that data”. It also
supports the creation and management of the mappings
between data schemas, as well as the export of both
schema and mapping information.

x

iRODS

Context
Inf.

Service
Orchestration

«flow»
Assembly
Workflow
(3)

«flow»

Data Aggregator
«flow»

«flow»
(4)
SIP

SHAMAN Archive

«flow»

Figure 2. Overview of the proposed solution for digital preservation
integrated with the GestBarragens information sytem.

incremental from last export) and the dam or list of dams, and
(2) acquiring the related schema information by requesting it
from the MDR, depending on the type of data exported in the
previous step. It continues, by (3) requesting the generation of a
METS file to package the dam information and (4) submitting
the package into the archive (using the ingest Web Service of
the SHAMAN archive). When the submitted package enters the
SHAMAN archive, it is then managed as common information
packages, as those constructed for typical data objects like
images or text. In the case of the SHAMAN archive, an
information package is encoded in plain zip and includes an
OAI-ORE manifest 8 to aggregate resources contained in the
information packages (e.g., information content, preservation
metadata).
When the dam safety data is accessed from the archive for
future use (adoption), the information package is selfcontained, in the sense that it includes, not only the preserved
data, but also all the information required to render this data
(structural information provided by the schema representation
extracted from the MDR), in addition to the context
information required to understand the data itself (context
information like the type and characteristics of sensors,
location, data units, etc.).

Data Aggregator: the METS schema is used to “wrap” all
the information, acting as structural metadata. The
information that is aggregated by the METS includes: (i)
data about the characteristics of the sensor which produced
the readings (e.g., calibration constants, validation
intervals, etc.), (ii) schema information of the data
containing the characteristics of sensors, (iii) observational
data, (iv) schema information of the observational data, (v)
BPEL file representing the assembly process, and (vi)
generated HTML files to facilitate human navigation under
the METS components.

Finally, the integration of a MDR and the decoupling
between data, its schema representation and the context
information in the information packages, support the use of
migration techniques inside the archive. In fact, migration is
one of the most effective techniques used in digital
preservation to avoid the obsolescence of data
representations/formats. For observational data, mappings
between schemas supported by the MDR provide an effective

The Assembly Orchestration component starts by (1)
acquiring observational data and sensor information from the
GestBarragens through the Data Extractor component,
specifying both the type of export (time window, full, or
7

(2)

«flow»

Archival

The following components implement Java Web Services
that are orchestrated by the Service Orchestration component:
x

Data
Object

Data Extractor

8

http://metadata-standards.org/11179
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tool to migrate from an obsolete schema representation to an
updated representation. Note that migrations can be often lossy,
making it critical to plan when, how and what to migrate [18].

preservation is seen as a business continuity issue, where
business processes that ran in the past should be able to be
reproduced in the future. In the case of sensor data, the
recreation of the overall production environment (to simulate
the sensor data acquisition) can be used to study the behavior
of structures under a controlled (simulated real) environment.

The use of a SOA architecture, and the respective service
independence, allows the adoption of this solution to several
scenarios. From the proposed services, only the Data Extractor
is scenario dependent. It is also independent from the archival
solution. It only requires an archival service that can be
accessed through a Web Service that can be configured and
called by any BPEL engine.
V.
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CONCLUSIONS AND FUTURE WORK

This paper is motivated by the real case study of managing
data concerning the safety of large civil engineering structures.
It describes the technological solutions that are being used in
LNEC and shows that these solutions were designed for
operational purposes and do not address emergent digital
preservation requirements. For instance, in this type of
scenario, future research requires details about provenance and
production workflows (e.g. conversion from raw data to
engineering quantities) that are not currently handled. From the
analysis of scenarios handled at LNEC, this paper motivates the
need for digital preservation and surveys its main requirements
and threats. This analysis shows that a preservation system is
itself an infrastructure in risk, requiring continuous actions to
be safe for a long period of time. Since the safety of civil
engineering structures is directly connected to the underlying
monitoring data, a failure in the preservation system can
potentially produce catastrophic consequences.
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collections of sensors spanning multiple vendors, each with
their own vendor-specific control software; and, 6) control and
configuration of these sensors that span vendors. For typical
scientific users that have minimal background in technology
and programming, these challenges impede their ability to
deploy and utilize small to large-scale sensor networks, and
therefore limit the effectiveness of these systems for
environmental science.

Abstract—Sensor networks are increasingly being deployed to
create field-based environmental observatories. As the size and
complexity of these networks increase, many challenges arise
including monitoring and controlling sensor devices, archiving
large volumes of continuously generated data, and the
management of heterogeneous hardware devices. This paper
presents the Kepler Sensor Platform, an open-source, venderneutral extension to a scientific workflow system for full-lifecycle
management of sensor networks. This extension addresses many
of the challenges that arise from sensor site management by
providing a suite of tools for monitoring and controlling deployed
sensors, as well as for sensor data analysis, modeling,
visualization, documentation, archival, and retrieval. An
integrated scheduler interface has been developed allowing users
to schedule workflows for periodic execution on remote servers.
We discuss and evaluate the scalability of periodically executed
sensor archiving workflows that automatically download,
document, and archive data from a sensor site. We conclude by
discussing and comparing the Kepler Sensor Platform to related
software.

Vendor-neutral tools that assist the user-scientist
throughout the lifecycle of sensor data are needed for
designing, configuring, deploying, managing, and consuming
data from these networks, as well as for monitoring and
controlling the deployed sensor networks. Such management
tools need to be able to manage sensor networks in many
different deployment topologies, and manage and visualize
both small and large deployments across sensor manufacturers.
Scientific workflow systems [1], [2] provide tools for
authoring, executing, documenting, and archiving analysis and
modeling processes. Tools such as Kepler [3] can be used to
model many data processing tasks in an intuitive way by
visually depicting the graph of steps in any scientific analysis.
In previous work, Barseghian et al. [4] showed that scientific
workflow systems like Kepler could be used to conveniently
access sensor data from common sensor network middleware
platforms such as DataTurbine [5]. However, this approach
only partially solves the challenges facing scientists trying to
manage sensor networks; complete solutions would address
management of the full lifecycle of a sensor network, spanning
both the systems engineering aspects of the lifecycle (e.g.,
network design, deployment, configuration, inventory,
monitoring, and visualization) and the scientific use aspects of
the lifecycle (e.g., data stream consumption, quality assurance,
analysis,
modeling,
documentation,
archiving,
and
visualization).

Keywords—sensor network; scientific workflow; data discovery;
data preservation; data analysis; quality assurance

I.

INTRODUCTION

Automated sensing is increasingly used within field-based
environmental sciences that traditionally used much more
labor-intensive processes to collect data. In addition to the
well-known, large-scale observatory programs (e.g., the
National Ecological Observatory Network), individual graduate
students, technicians, postdoctoral fellows, and faculty are
increasingly specifying, deploying, maintaining, and managing
sensor networks consisting of tens to thousands of sensors.
These individual researchers face all of the management
burdens that these complex, technological systems engender,
but have few open software choices available to use in facing
these burdens.

The major contributions of this work are to describe and
evaluate the Kepler Sensor Platform, an extension of a
scientific workflow system for full-lifecycle management of
sensor networks. The work demonstrates the utility of the
workflow system for graphical sensor site management,
visualization, and analysis, as well as end-to-end management
of sensor infrastructure, from sensors to data archives. The
system provides a vendor-neutral client-side sensor
management application to handle the sensor engineering
lifecycle, and a suite of analysis, modeling, and visualization

Some of the challenges that arise include: 1) the need to
manage large volumes of data on a continuous basis; 2) quality
assurance analysis for these data streams; 3) archival of both
the raw data streams and quality-corrected derived data
products; 4) visualization of the data; 5) monitoring of large
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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with a SPAN (Sensor Processing and Acquisition Network)
server that provides drivers and a control interface for each of
the sensors in the network [6]. Each of these components is
used in both the engineering lifecycle and the scientific
lifecycle of sensor data. For example, the server deployment
includes components to transfer data from the field Sensor
Manager to a DataTurbine server, and a Workflow Scheduler
to manage and execute workflows on a Kepler execution
engine, which is used to execute a workflow that segments the
sensor data and metadata from DataTurbine and archives these
to a Metacat data repository [7].

Desktop Components

Server Components
search, read,
write data,
workow,
results
Scheduler
archive
results

execute
workows

Import and monitor
sensor networks
Analysis and visualization
View past workows, reports

schedule
workow
read
data

control
read data, metadata, status
Field Components

read
data

Low Power PC
DataTurbine
write
data
Datafeeder

A. Engineering Lifecycle (Sensor Site management)
To manage sensor networks, scientists need to be able to
design, inspect, monitor, and control suites of sensors deployed
in the field. The Kepler Sensor Platform supports these
functions through a client-side graphical interface to visualize a
sensor deployment site as a workflow using the Kepler GUI
(Figure 2). Hardware components such as sensors, and
dataloggers can be dragged-and-dropped onto the canvas and
connected to one another to represent the actual hardware
configuration. Users can provide metadata such as make,
model, location, and firmware for each of the hardware
components. The canvas may also be annotated with lines,
shapes, and text to further document the deployment site. This
can be used to convey contextual information about a site, for
example to depict spatial layout of sensors, experimental
treatments, relevant geographic features, and obstacles like
locked gates. Further, an engineering workflow can be
exported to KML and viewed in Google Earth to display a
satellite view of site components.

Sensor Manager API

SPAN
read
data

Data
control, Logger
read data,
status

turn on/off
change sampling rate

S

S

read data

S

S

Figure 1. Architecture of the Kepler Sensor Platform. Users interact with
sensors using the desktop Kepler application where they can import, layout,
and visualize sensor networks, monitor the status of sensors, and get real-time
data visualizations. From Kepler, they can schedule archiving and quality
assurance workflows that periodically process data from the sensor network,
provide metadata, and archive segmented snapshots of the data in the Metacat
data archive.

tools to handle the scientific lifecycle. Together, these
subsystems integrate sensor management with scientific
analysis and modeling systems via the workflow paradigm in a
visually intuitive and extensible manner.
In section II, we describe the systems across the
lifecycle of sensor data, including the systems
engineering aspects of the engineering lifecycle and the
use of sensor data in the scientific lifecycle. We
evaluate the scalability of the system for typical sensor
loads in section III, discuss related work in section IV,
and discuss conclusions and future work in section V.
II.

LIFECYCLE OF SENSOR DATA

To effectively manage sensor networks, we designed
the Kepler Sensor Platform to provide features targeting
both the systems engineering portion of the lifecycle,
focused on design, deployment, and monitoring of
sensor networks, and the scientific usage portion of the
lifecycle, focused on access to sensor data for analysis,
modeling, and visualization. Figure 1 shows the main
components of the Kepler Sensor Platform, including
Field Deployed Components (directly interfacing with
sensors), Server Deployed Components (to provide
archival and automated processing systems), and
Desktop Components (that provide Kepler as a client
user interface to the other system components).
Communication with the Field Deployed Components is
handled through a Sensor Manager interface; this
abstraction supports different types of hardware from
various vendors. The Sensor Manager communicates

Figure 2. A sensor deployment site in the Kepler Engineering View. Nine sensors
connected to a datalogger depict their relationship to real-world experimental plots.
Right-clicking on sensors allows their metadata to be viewed and edited. Current sensor
values display below the icons, and sensors that are inoperable are shown in red.
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Importing sensor sites. To efficiently create engineering
workflows, the sensor site description may be imported from a
Sensor Manager. In this case, the user need only provide the
URL of a Sensor Manager. The Kepler Engineering View
queries the hardware descriptions from the Sensor Manager
and automatically populates the canvas with components
representing the site. The user may then add annotations or edit
existing metadata parameters.

Figure 3. A scientific workflow that contains two sensor actors. In this
example workflow, the sampling rate of one sensor is changed based on the
output of another. The sensor Temp1 measures the temperature, and SMP1
measures soil moisture. When the temperature measured by Temp1 rises
above 10 C, the sampling rate of SMP1 is decreased to 2 Hz; when the
temperature goes below 10 C, the sampling rate is increased to 10 Hz.

solution for the Knowledge Network for Biocomplexity (KNB)
data federation, and can be used as Member Nodes in the
DataONE network [8], thereby making it easy for users to
connect the Kepler Sensor Platform to national and
international data federation initiatives.

Sensor Monitoring. In addition to describing a sensor
network site, the Kepler Engineering View provides an
interface to monitor deployed hardware components. When an
engineering workflow is executed, the Kepler Client queries
the sensors’ status from the Sensor Manager. As shown in
Figure 2, the icons for each hardware component change color
based on their status: green for on, red for off, blue for
changing parameters, etc. Additionally, for each active sensor,
live data values and their associated timestamps are displayed
below the icon. Live data may also easily be plotted to show
changes over time and to compare data from different sensors.

This archival process is accomplished by executing a
Kepler workflow that can inspect the sensor site metadata to
determine appropriate archiving intervals, connection
parameters, and other necessary metadata. The archival
workflow compares the currently available data against
previously archived data segments, and when appropriate
intervals have been reached, automatically downloads,
documents, and archives a new segment of the data. A
metadata document is created for each data segment. This
document is an instance of Ecological Metadata Language
(EML) [9], and provides information to describe the data
segment, such as sensor and site name, geographic location,
temporal period of data collected, measurement units, and a
link to access the data. The metadata document also contains a
SensorML [10] description of the sensor metadata, such as the
device type and manufacturer, and other relevant sensor
metadata. The data segments and associated metadata
documentation are stored in data packages on the Metacat
server. These packages can later be searched for and retrieved
with Kepler and data tools like Morpho [11], and via the web.

Sensor control. The Kepler Engineering View allows users
to turn a sensor on or off, or change its sampling rate. As
described previously, a user can also edit a sensor’s metadata
parameters. Additionally, a sensor may be controlled using its
sensor actor in a scientific workflow (Figure 3). In Kepler,
actors read inputs, perform a task, and write outputs. Actors
can be connected so that the output of one is read in as input to
another. A sensor actor may accept two inputs: sampling rate
and a boolean value indicating if it should be active. When a
sensor actor executes, it reads these inputs and, if the values
have changed, communicates them to the Sensor Manager,
which in turn enacts the changes at the site. If active, a sensor
actor also outputs the last data value sampled through its output
port. This is a powerful feature that allows users to design
workflows to monitor sensor values and control sensor sites. A
workflow can make changes to sensors based on previous data
values from the same or other sensors, creating feedback loops
that can be used for adaptive, event-driven sampling. Such
adaptive workflows may also contain more involved analyses,
e.g., comparison of live data against archived datasets.

Workflow scheduling. A workflow scheduler was created
to automate the process of archiving sensor data periodically. A
user can specify the start time, end time, and execution interval
at which the archival workflow should be run. This schedule is
passed to a remote Scheduler Server, which will trigger the
Kepler Workflow Run Engine to execute the archival workflow
to segment, document, and store the sensor data to Metacat.
Users can search for and retrieve the archives in the Metacat
server through the standard data search interface in Kepler.

Sensor data archiving. Archiving data from sensor
networks can be tedious and data loss is difficult to avoid. One
challenge is that data collection is continuous, which stresses
existing systems that are more transaction oriented. The Kepler
Sensor Platform system solves this problem by providing a
server-side temporary storage buffer (DataTurbine, an opensource streaming middleware application that provides network
ring-buffers for data storage [5]) to reliably accumulate sensor
observations and multiplex data from all sensors at a site. The
Sensor Manager stores sensor data to DataTurbine as a reliable,
short-term cache of the data.

Kepler also has a general workflow scheduler, which can be
used to execute any workflow periodically. This allows sensor
site administrators to automate the execution of, e.g., QA/QC
workflows at an appropriate frequency.
B. Scientific Lifecycle (Sensor Data Usage)
To be useful within the scientific lifecycle of sensor data, a
sensor management tool ideally provides powerful analysis,
modeling, and visualization capabilities. Kepler provides
hundreds of analysis and modeling functions, ranging from
atomic signal and image processing functions to integration [3].
For example, to accomplish a quality assurance analysis within
Kepler, one can use the sensor actor to feed a stream of data in
real-time from a sensor, connect this to the R system to use R’s
excellent time series analysis tools to detect anomalies, and

DataTurbine’s ring-buffer is necessarily finite in size, so
the data must also be archived for permanent long-term storage.
For long-term storage, the Kepler Sensor Platform segments
each of the data streams into a consistent size, generally based
on temporal or spatial windows, generates detailed metadata
describing that segment of data, and archives the segment in a
Metacat server [7]. Metacat provides a federated storage
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axes, adjusting point shapes
and colors, clearing data, and
exporting to static image files
are supported.
Scheduling and remote
execution.
The
same
scheduling subsystem that
handles periodic data archiving
workflows
from
the
engineering lifecycle can be
used in the scientific lifecycle
to periodically run analyses and
models as needed by the
scientist. When scheduling a
workflow to execute remotely,
the scientist can choose the
time period for the executions
and the interval at which the
workflow should be re-run.
For sensor data that is being
continuously generated, this is
extremely useful to periodically
produce statistical summaries,
generate or update summary
plots for display on websites,
and run forecast and hindcast
Figure 4. Kepler displays near real-time plots of sensor values over time, allowing scientists to quickly get a sense of the
status of data collection at a site. When sensors are configured (e.g., to increase sampling rate), the results are models.
immediately visible.

then feed the results of that analysis to Matlab for visualization.
One could also annotate the data as the processing occurs, and
output the resultant derived data set as a new data product, and
save this in a data repository such as Metacat. In addition to
real-time data access, Kepler provides tools to access the
archived data sets from the engineering lifecycle, and a wide
variety of other data from repositories around the world.
Scientists can therefore combine data from historical periods
with the data from real-time streams to detect changes in data
trends over time and space. This flexibility allows scientists to
mix and match the best analytical tools for the job while Kepler
handles all of the orchestration and connectivity among the
components. The end result is a workflow that fully documents
the entire process that was employed to filter, transform, and
analyze sensor data. In addition to these standard capabilities,
we have added some additional features to Kepler specifically
to help manage the scientific lifecycle of sensor data: real-time
plotting, workflow scheduling for remote execution, and
workflow run management.

Workflow run management. By allowing scheduled
workflows to be run on remote servers, it can be difficult to
track how many times a workflow has run, and for each run
whether it succeeded or failed with particular error conditions.
The Kepler Workflow Run Manager provides an interface to
browse through all of the workflow runs that were executed on
a local or remote instance of Kepler. A complete provenance
record of each workflow run is recorded, and the Workflow
Run Manager provides a graphical view of these runs. Runs
can be tagged in order to cluster related runs together, and they
can be searched based on the provenance metadata (e.g., to find
all runs for a temperature data archiving workflow that were
run after June 21, 2011). From the Workflow Run Manager,
one can also open the workflow as it was when executed, view
any reports that were generated, and save a workflow run from
a local instance of Kepler to a remote repository for backup or
to share with colleagues.

Real-time plotting. The Kepler Engineering View provides
the capability to plot live sensor data (Figure 4). The plotting
view allows users to configure multiple plots and choose which
sensors’ data to display in each plot. A single plot can be
configured to show the data from multiple sensors, allowing
visual comparison of live data in near real-time. Useful plot
interactions such as zooming, auto-range, labeling of title and

A sensor simulator was created to simulate different types
of sensor network deployments and to aid implementing and
testing Engineering View components. The simulator provides
a virtual sensor network. Configuration parameters include the
number of sensors, sampling rates, and sensor metadata such as
make, model, location, etc.

III.
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EVALUATION

scientific projects. In addition, there are open source initiatives
like the Osiris and OOSTethys projects that are using the
Sensor Web Enablement (SWE) specifications to build
interoperable sensor webs. We will now discuss three
commercial systems, followed by three open-source systems.
To the best of our knowledge, our Kepler workflow-based
solution is the only freely available open-source system that is
vendor-independent, customizable, and extensible, allowing
users to connect to, monitor, and control field-deployed
hardware in an environment that also supports sophisticated
statistical and modeling operations.
Campbell Scientific’s LoggerNet [12] provides data access,
monitoring and control for large datalogger networks.
However, along with being a proprietary solution, LoggerNet
does not allow complex analysis and models to be run on data
values, and it does not allow automatic sensor network
adaptation as a result of such analysis. In addition, LoggerNet
does not document and archive data packages into a repository
such as Metacat.

Figure 5. The archival rate as a function of archiving interval. The archival
rate is the ratio of data size to the archiving workflow execution time.

To evaluate the performance of archiving sensor data, we
measured the execution time of the archival workflow
processing different amounts of data. We first ran the sensor
simulator configured with one hundred sensors, each
generating one sample per second (1 Hz). The simulator
executed this configuration for 1, 2, 5, 12 and 24-hour periods,
storing generated data into a DataTurbine server. We then ran
the archival workflow to retrieve the samples from
DataTurbine, and to create and upload the datasets into
Metacat. The DataTurbine server and archival workflow ran on
an iMac with a dual-core 3.2 GHz Intel CPU and 4 GB of
memory. Metacat ran on an iMac with a dual-core 2.8 GHz
Intel CPU and 2 GB of memory.

National Instruments LabVIEW [13] has a graphical user
interface that integrates block diagrams with a dashboard
interface. With its extensive hardware support that involves
Field Programmable Gate Arrays (FPGAs), microprocessors
and special purpose digital signal processors (DSPs),
LabVIEW is a very versatile environment for custom data
acquisition and analysis. However, LabVIEW is also
proprietary software, and provides no archival capabilities.
Simulink [14] provides sensor platform support via the
Simulink Coder (formerly Real-Time Workshop), targeting
specific sensor hardware and architectures. Simulink Coder can
generate embedded source code from Simulink diagrams and
MATLAB scripts. Generated code can be used for real-time
and other applications, including rapid development, simulation
optimization, and testing with hardware in the loop. Although it
provides some functionality needed for field-deployed
hardware, the process for code generation and deployment can
be cumbersome and requires specific target language compiler
programs that are proprietary.

Figure 5 shows the archival rates for the different amounts
of sensor data collected. The archival rate increases almost
linearly with the sensor data. While the rate slows down for the
24-hour interval, we believe this shows good scalability when
running the Kepler Sensor Platform server-side components on
desktop hardware for the typical scale of sensor networks that
we expect at the single laboratory level.
The archival workflow was executed three times for each
archiving interval, and each point in the graph was calculated
by averaging the execution times. For all intervals except for
the 24-hour period, less than 3% standard error was observed.
In the latter case, we believe the larger variability is due to
occasional retries by the Metacat client uploading the dataset.
The client attempts to transfer the entire dataset at once, and for
larger sizes, retrying is more costly. We are planning to update
the client to address this issue.
IV.

SensorKit [15] is an open source platform for sensor
network management and data archival. As with the Kepler
Sensor Platform, SensorKit uses SPAN to interface with
dataloggers for data acquisition and device management. Data
is archived to a SensorBase Database, and while this includes a
web-based interface to graph, share, and export data, it does not
provide sophisticated analysis and modeling capabilities.
The Viptos toolkit [16], derived from Visual Ptolemy, is an
open-source system that is similar to Simulink Coder. Viptos
models TinyOS-based wireless sensor networks via a graphical
development and simulation system. TinyOS is an event-driven
runtime environment used to build wireless sensor networks.
Viptos builds on Ptolemy to enable the creation of flow
diagrams, which are then used to create TinyOS programs from
TinyOS components written in nesC, a programming language
derived from C. Because Viptos is TinyOS-based, it has limited
flexibility in sensor hardware choices. Nor does it provide
documentation and archival features for sensor data streams.

RELATED WORK

Although automated sensing is being widely used in
environmental sciences, most of the existing technology
focuses on data acquisition and analysis. However, as
mentioned before, the sensor lifecycle also includes stages that
relate to the engineering and health monitoring of a sensor
network. There are commercial solutions targeting vendorspecific technologies and protocols, e.g., LabVIEW, LoggerNet
and Simulink, which can be utilized for particular
infrastructures. A drawback of commercial solutions is they are
often too specific, hard to extend, or costly for small-scale
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The OSIRIS project [17] has developed a demonstration
system for management of in-situ sensing data using the Sensor
Web Enablement (SWE) suite of specifications from the Open
Geospatial Consortium. For example, they developed webbased applications that use the Sensor Observation Service
(SOS) [18] to access observations data from field-deployed
sensors, and the Sensor Planning Service (SPS) for controlling
sensors and sensor network components [19]. Similarly, the
OOSTethys project has deployed SWE-based systems for
managing sensors in ocean observing systems [20]. These and
similar projects demonstrate the flexibility of OGC standards
for accessing and controlling sensors, but do not provide
graphical network visualization, data access, and control
features within an application that supports sophisticated
analysis and modeling. The union of standardized sensor
network access with analysis and modeling tools as provided
by Kepler would significantly strengthen these approaches.
V.

[3]

[4]

[5]

[6]

CONCLUSION

[7]

We have described an extension to the Kepler scientific
workflow system that supports full-lifecycle management of
sensor networks. This extension addresses the needs of a wide
audience, from technicians interested in monitoring and
adjusting a site to keep it functioning effectively; to scientists
that want to conduct complex analyses on sensor data streams,
or compose workflows that will intelligently adapt a site's
configuration in real-time in response to events of interest. The
Kepler Sensor Platform supports scheduling QA/QC
workflows to be run periodically on remote servers, provides
an easy to use plotting view for quick comparisons of live data
streams, and provides functionality for documenting, archiving,
and retrieving sensor data into and from long term archives.
Our tests have shown this extension effectively handles sites
with many sensors, each sampling at a high frequency. Our
work is entirely open-source, and thus may be utilized and
extended by anyone with an interest. Future work will focus on
interoperability with the Sensor Web Enablement suite of
standards from the OGC.
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The Atlas of Living Australia’s Spatial Portal
Lee Belbin
Atlas of Living Australia
leebelbin@blatantfabrications.com
TERN focuses on systematic bio-survey data while iMOS has
focused on monitoring the marine physical/chemical
environment. In addition to infrastructure related to species
occurrence records, the Atlas also has significant projects
related to citizen science, the Bioversity Heritage Library BHL [7], Barcode of Life Data - BOLD [8], Morphbank [9]
and Identify Life [10] that link with Atlas data.

Abstract—The Atlas of Living Australia is an AUS$65m
Australian Government initiative to “To develop an authoritative,
freely accessible, distributed and federated biodiversity data
management system”. The Atlas, led by CSIRO, partners with
over 18 National, State and Territory agencies to deliver online, a
wide range of biological and environmental information. The
Atlas also supports nodes of, or links to the Global Biodiversity
Information Facility, Catalogue of Life, Encyclopedia of Life,
Biodiversity Heritage Library (BHL), Map of Life, Barcode of
Life Data Systems (BOLD), Ocean Biogeographic Information
System, Morphbank, the Taxonomic Database Working Group
and other projects. Two years into the three year project, the
Atlas delivers over 114,000 species and 22 million occurrence
records, 200+ environmental layers, a range of spatial and
annotation tools and citizen science support. The Atlas Spatial
Portal, the focus of this paper, is a tool designed to support
environmental research and management. The focus of the portal
is species, areas, environmental layers, spatial analysis and data
import/export.

II. USER NEEDS ANALYSIS
The Atlas commissioned an extensive user needs analysis
report [11]. The key applications identified were species
distribution analysis, species identification, site assessment,
habitat management and planning, managing reference
databases, public education, synecology and biosecurity. Three
issues of particular significance were identified: resolving
scientific names; integrating amateur observations and the
management of sensitive data. As well as a feedback link on all
Atlas pages, a comprehensive annotations service for species
data was also required.

Keywords—GIS; spatial; Australia; biodiversity; tools; analysis;
environment; management; conservation.

The target audience of the Spatial Portal is the scientific
community and the key statement in the analysis was
“Distribution analysis is the dominant task. The ability to
retrieve spatial information will be essential – varying in time,
varying in scale, with many different forms of content.” The
spatial priorities distilled to “Where does this species occur?”
and “What species occur in this area?” We have extended both
functions to include any taxonomic level and 13 different ways
of defining ‘area’. We have also placed a high priority on the
ability to upload and download data. Web service access to all
key Atlas functions was considered as a basic requirement and
feedback can be submitted from any web page of the Atlas.

I.
INTRODUCTION
The Atlas of Living Australia [1] is a Federal Government
initiative to provide public access to the widest range of
biodiversity-related data in the Australian region. Funding for
the project came from the national Educational Investment
Fund (AUS$30m), the National Collaborative Research
Infrastructure (AUS$8m) and from in-kind contributions from
partner agencies (AUS$26.5m).
The mission of the Atlas is “To develop an authoritative,
freely accessible, distributed and federated biodiversity data
management system”. Fortunately, at the start of the project,
Australia had useful infrastructure in place for sharing
biological data. The Commonwealth Heads of Faunal
Collections and Commonwealth Heads of Herbaria provided an
existing structure for the sharing of faunal data through the
Online Zoological Collections of Australian Museums OZCAM [2] and Australia’s Virtual Herbarium [3]. To this
base, significant volumes of data have been added from Birds
Australia [4] and various State and Territory collections. The
coverage of the Atlas includes plants, animals and
microorganisms, marine, terrestrial and limnetic species, native
and non-native species and endemic and invasive species.

III.

THE SPATIAL PORTAL

There are two closely related projects: the Terrestrial
Ecosystem Research Network [5] and the Integrated Marine
Observing System – iMOS [6]. From the Atlas perspective,
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).

Figure 1. The Atlas of Living Australia’s Spatial Portal.
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The Spatial Portal of the Atlas (Fig.
1,
http://spatial.ala.org.au) provides the main geocentric view of
Atlas data. We have tried to align with Best Current Practice;
building on what has been done effectively rather than
reinvention. A review of over 30 existing geospatial portals
provided useful criteria to address and a ‘Google Maps/Earth
look and feel’ seemed to be assumed by most users.

A.

To provide efficient functionality for the public and the
research community was however no easy quest. We addressed
this by trying to make simple and more complex functions
equally intuitive. The ‘Add to Map’ tab provides rapid public
display of taxa, areas and layers on the map while the Tools tab
provide some form of analysis. Options for all functions are
context sensitive.

An ‘auto-complete’ search strategy is used and scientific
and common names with synonymies are supported. The autocomplete list also displays the type of record, taxonomic level
and the number of occurrences.

Species
Taxa include point occurrence records (based largely on the
Darwin Core standard [14], checklists (lists of species within a
defined area) and ‘expert distribution maps – polygons defining
where a species should occur. The latter is a special case of the
checklist. We hope to be able to include species tracking data
in the next year.

Two additional taxa-related options are supported. A set of
point coordinates or a set of Life Science Identifiers – LSIDs
[15] can be imported in comma-separated variable (CSV)
format for a portal session. The coordinate file currently
supports three variables; a label, a longitude and a latitude. The
option to import (CSV initially and then Darwin Core XML)
up to 256 additional fields will be implemented in the near
future and will support faceting of the records on all fields. The
LSIDs can be of any taxonomic level entity held by the Atlas
and can therefore be used to map and analyze assemblages.
There is no QA performed on data uploaded for a session.

We also attempt to lead the casual user to explore more
advanced functions of the Spatial Portal. For example, the
lower-left area of the Portal is used to provide hints of possible
actions based on current mapped layers. For example, if a
species has been mapped, the hint area provides links to species
metadata, species records download, a scatterplot for the
species and a spatial predictive model for the species. If an area
is defined/mapped, hints include offering a checklist of all
species in that area, a spatially predictive model of mapped
taxa in that area or an environmental domains analysis for the
area.

B.

Areas
‘Areas’ correspond to objects held in our gazetteer,
generated dynamically or uploaded to the Spatial Portal. The
base used by the Atlas is an amalgamation of the 2010
Australian gazetteer [16], the Global Administrative Areas
Database [17] and all of our named polygons (e.g., States and
Territories) and classes (e.g., ‘Forestry’) from ‘contextual’
layers (see below). In all, there are 13 ways that an area can be
defined by the Spatial Portal:

On the map window, there is only one function beyond the
standard Google zoom, pan and ‘zoom to my location
functions’: a layer interrogation button (a hover tool). On the
command window, there are only three functions: ‘Add to
map’; ‘Tools’ and ‘Help’. Taxa, areas and layers can be added
to the map. Tools include species lists, sampling layer data at
species locations, scatterplots, environmental domain
generation and species spatial modelling.
Mapping data and most tool operations result in a map layer
listed on the top left of the Spatial Portal. A set of icons for
each layer provide on/off, layer type, zoom to layer extent,
access to layer metadata and layer deletion. The center-left of
the portal displays layer legends and some analysis results. The
legend provides both the keys to the mapped layers and the
ability to change the characteristics of the displayed layer. For
example, points representing species locations can be sized,
colored using a color palette or RGB slider bars, and the
transparency adjusted. The legend also allows for colour
faceting on various Darwin Core fields such as data provider,
basis of the record and spatial uncertainty. This functionally
will be extended to most Darwin Core fields.

x

Interact with the map (draw bounding box,
polygon, point and radius or select area from
contextual/polygonal layer);

x

Search (radius centered on street address or a
gazetteer polygon);

x

Preset areas (Australia, world or current view);

x

Upload (Shapefile, KML or WKT format) and

x

Define environmental envelope.

The environmental envelope option is by far the most
complex and powerful. This option uses slider bars on upper
and lower bounds of one or more of the 150+ environmental
layers to define an environmental combination and the
corresponding area on the map. For example, you can identify
where in Australia the mean annual temperature is between 1012c and the precipitation of the driest quarter is between 150250mm.

The code base of the Atlas Spatial Portal came from the
iMOS Ocean Portal [12]. Key components of the Spatial Portal
include Java ZK code base, GeoServer, OpenLayers,
GeoNetwork, Google API and OGC standards (predominantly
WMS to date). The species occurrence data and their
intersections with all the spatial layers are based on SOLR
indexing of a Cassandra database. Most of the functions
provided by Atlas components use RESTful JSON services.
Atlas code and data are generally licensed under Creative
Commons CC BY 3 [13].

Sadly, the Australian Gazetteer only contains point
locations. To enable users to determine what species are
associated with a named gazetteer location, we have added an
option to select a 1, 5, 10 or 20km radius around the points.
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individual layer level. Analysis downloads also include a
reference identifier that can be re-submitted to the Spatial
Portal in subsequent sessions to re-create the analysis and the
associated outputs and downloads.

C.

Layers
‘Layers’ are defined in a traditional GIS sense. In the Atlas,
these can be terrestrial or marine and either ‘environmental’ or
‘contextual’. Environmental layers are usually grids containing
continuous values such as mean annual temperature.
Contextual layers are usually polygonal in structure and
contain class values. An example contextual layer would be
‘Land Use’ and a class within that layer could be ‘Forestry’.

All the tools can make use of any definition of area and in
relevant cases, taxa. For example, after starting the Spatial
Portal, the spatial prediction of taxa based on uploaded
coordinates and available environmental layers over an area of
choice (based on any one of the 13 options above) could be
achieved in a few mouse clicks.

There is an obvious overlap between layers and areas. As
noted above, we have included all the classes of contextual
layers in our gazetteer even though some classes would be
defined as named multiple polygons rather than single
polygons. This strategy provides users with maximum
flexibility in mapping features. For example, the polygons of
the Land Use class ‘Horticulture’ can be mapped directly from
the Areas option as well as the complete Land Use layer via the
Layers option.

One of the highest priorities for the Atlas is addressing data
quality or more appropriately the concept of ‘fitness for use’
[21]. For the biological data, this is the responsibility of the
Data Management group within the Atlas of Living Australia
project. The Atlas philosophy is to expose the data as received,
enable annotations and only correct the ‘bleeding obvious’.
That said, the Atlas is in a good position to detect data issues
and potential solutions and direct these to the data providers to
address as needed. ‘Fitness for use’ would require a separate
paper and is not addressed further here.

The 200+ layers available through the Spatial Portal
(http://spatial.ala.org.au/layers) required two user-selection
options. Layer selection can be done by an auto-complete with
synonyms and tags supported. For example, precipitation and
rainfall can be used synonymously. In some cases, we have
included codes for well-known suits of layers. For example
“Bio01” can be used as a shortcut for the “mean annual
temperature” of the climatic layer suite of Hutchinson and
Kesteven [18].

A.

Area Reports
Like all other tools, the area can be predefined or generated
on the fly using any of the 13 options above. The report lists
the area (in square kilometers), the number of species, the
number of occurrence records, the number of species polygons
(from expert distributions and species checklists) and the
number of related publications via BioStor [22]. From the
report, the species lists and the list of full occurrence records
can be downloaded as CSV-formatted files. The report also
provides for direct mapping of all occurrences within the
defined area.

A two-level classification was also developed to guide new
users through the layer library. The top level of this
classification has the terms, area management, biodiversity,
climate, distance, hydrology, marine, political, substrate,
topography and vegetation.
IV.

SPATIAL PORTAL TOOLS

B.

Species Lists
A comprehensive list of all known species occurrences in
the Atlas can be produced and downloaded as a CSV-formatted
file for any defined area (a checklist); single or multiple
polygons. The report lists the Family Name, Scientific Name,
Common Name/s, Taxon rank, Life Science Identifier and
Number of Occurrences. Filtering of sensitive species is
performed according to the Atlas sensitive data service but no
further analysis of the checklist is performed.

Two workshops were run to determine what tools would be
appropriate for the Atlas [19] and what data would be required
to support these tools [20]. Criteria for evaluating tools
included for example “accepted as best current practice”, “wide
applicability’ and ‘robustness’. Subsequently, the ability to
import and export data was considered as a higher priority than
adding novel tools. For example, technical users wanted to
import species occurrence coordinates, append environmental
and contextual values, export the records and then use the
integrated data with their favorite desktop tools. A few
exemplar tools were however required to demonstrate the wide
range of applications that could leverage an extremely large
volume of integrated biological, environmental and contextual
data. We wanted to demonstrate a few of the possibilities.

C.

Sampling
This option is similar to the Species List except that all
species occurrence records for any defined area are listed and
downloadable in CSV format. Key Darwin Core fields [23] are
included. Optionally, any combination of the 200+ layer values
(environmental or contextual) can be appended to the
occurrence records for download. This option also enables the
appending of layer values to uploaded coordinates (which are
treated as just another biological GIS layer), which can then be
downloaded. Sampling is perceived as probably being the most
useful tool for the key target audience (environmental scientists
and managers). Data can be integrated, subset, downloaded and
readily ingested into the tools of choice. Scripts are being
written to simplify ingestion of the downloaded data into
packages such as R [24].

As one of the reviewers correctly pointed out, the Spatial
Portal is in part a “data discovery, integration and subsetting
tool that produces customized subsets of data that scientists can
use.” Downloaded data comes with whatever (usually Darwin
Core) attributes are supplied by the data provider, for example
record identifiers. In most cases, LSIDs have been added for
species if they do not exist in the original records. UUIDs have
been generated for all defined areas and GIS layers.
Metadata for species data usually applies at the species
collection level while metadata for ‘GIS layers’ is at the

41

D.

Scatterplots
Checking for ‘environmental outliers’ among occurrence
records was seen as one way of making effective use of the
environmental layers to be found through the Spatial Portal. A
scatterplot tool was however likely to bring a far wider range of
benefits for examining the environmental conditions associated
with species occurrences.

E.

Classification
How do we make rational land management decisions
where inadequate biological data is the norm? The use of
environmental domains [25] may help. If species respond to
environmental factors, it makes sense to use environment as a
surrogate where adequate biodiversity data is lacking.
Environmental domains result from a classification of multiple
environmental layers.

The scatterplot tool (Fig. 2) accepts any two taxa (a primary
and a secondary) in any defined area and any two
environmental layers. The scatterplot also identifies all possible
environmental combinations within the defined geographic
area. A grey-scale is used to display the spatial extent of the
environmental combinations; darker cells represent small
geographic areas while large areas are displayed as lighter
cells.

The Spatial Portal contains a classification method [26]
designed to generate environmental domains: areas of similar
environmental properties based on multiple environmental
layers (Fig. 3). One new environmental domains layer
hopefully contains the most salient features of all submitted
layers. The group colors are designed to represent group
differences [27]. Fig. 3 provides a realistic ecosystem view of
Australia based on only three environmental layers: annual
precipitation; temperature annual minimum mean and a fertility
scale based on lithology.

The scatterplot tool is interactive: Selecting occurrence
records on the scatterplot (environmental space) will select the
occurrences on the map (geographic space). Occurrence
records with missing values are also separately identifiable.
Included and excluded subsets (with either including the
missing value records) can be automatically generated from the
scatterplot. Each subset creates a new mapped (bio-) layer
within the Spatial Portal and can be used for any subsequent
analysis and download.
In the near future, we will generalize the scatterplot tool to
accommodate any pair-wise combination of environmental and
contextual layers. For example, we see great benefit of being
able to cross tabulate say land-use (contextual) and dynamic
land cover (contextual) or mean annual temperature
(environmental).

Figure 3. Spatial representation of the 51 group environmental domain
classification of the Australian continent generated by the ALA Spatial Portal
classification function using annual precipitation, temperature annual
minimum mean and a fertility scale based on lithology.

F.

Prediction
Spatial prediction models were seen as a stereotypic
method demonstrating the value of integrated biological and
environmental data. Such models provide environmental
interpolation; displaying where species could occur and with
what probability. Like any tool, it can be abused but that is not
the focus of this paper.
MaxEnt (maximum entropy density estimation) [27] was
recommended by the tools workshop [19] and is implemented
in the Spatial Portal as an external package. Extensive testing
suggested that realistic models could be generated from
environmental layers that were known to constrain the
distribution of the species in some way (Fig. 4).

Figure 2. Scatterplot of Eucalyptus camaldulensis (primary – colored blue)
with all Eucalyptus (secondary – brown) plotted against mean annual
temperature and annual precipitation for contiental Australia. Greyscale
envelope represents all possible terrestrial environmental combinations.
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DFFHVV DQG GHOLYHU\ RI LQIRUPDWLRQ IURP D YDULHW\ RI VRXUFHV WR
V\QWKHVL]H NQRZOHGJH IRU VFLHQWLILF FROODERUDWLRQ 2IWHQ WKH
VXFFHVV RI D ZRUNJURXSVFDOH GDWD LQWHJUDWLRQ SURMHFW FDQ EH
KLQGHUHG E\ WKH LQVXIILFLHQW FRPSXWLQJ H[SHUWLVH RI WKH WHDP
LQDGHTXDWH QHWZRUN UHVRXUFHV DQG OLPLWHG IXQGLQJ WR VXSSRUW
F\EHULQIUDVWUXFWXUH  :H H[SORUH WKH XWLOLW\ RI WKH IUHH FORXG
EDVHG *RRJOH $SSV WR RYHUFRPH WKHVH SRWHQWLDO VKRUWIDOOV DQG
SUHVHQW D FDVH VWXG\ IRU WKH GHYHORSPHQW RI D K\EULG ZHE
DSSOLFDWLRQ FDOOHG *HR6\PELR WKDW V\QWKHVL]HV JOREDO
ELRLQIRUPDWLF DQG HFRLQIRUPDWLF GDWD RI Symbiodinium D JURXS
RIXQLFHOOXODUSKRWRV\QWKHWLFGLQRIODJHOODWHVWKDWDUHIRXQGIUHH
OLYLQJ RU LQ V\PELRVLV ZLWK D ZLGH UDQJH RI PDULQH LQYHUWHEUDWH
KRVWVLQFOXGLQJVFOHUDFWLQLDQFRUDO*RRJOH$SSVDOORZHGRXUILYH
PHPEHU PXOWLGLVFLSOLQDU\ JURXS RI ELRORJLVWV WR GHYHORS D ZHE
EDVHG WRRO WR GLVFRYHU H[SORUH DQG YLVXDOL]H SURMHFW GDWD LQ D
UDSLG FRVWHIIHFWLYH DQG HQJDJLQJ PDQQHU $OWKRXJK WKH ILQDO
SURGXFWH[FHHGHGRXUH[SHFWDWLRQVWKHUHZHUHFHUWDLQOLPLWDWLRQV
WKDW ZH HQFRXQWHUHG LQFOXGLQJ ILOH GDWD VWRUDJH OLPLWV WKH VORZ
ORDGLQJ VSHHG RI VRPH WRROV DQG LQFRPSOHWH LQWHJUDWLRQ DPRQJ
DSSOLFDWLRQV 7UDGLWLRQDOO\ VFLHQWLILF GDWD V\QWKHVLV DQG
LQWHJUDWLRQ KDV EHHQ SUHVHQWHG DV VWDWLF MRXUQDO UHYLHZ DUWLFOHV
+HUH ZH GHPRQVWUDWH D SDWK WR GHYHORS D QRYHO W\SH RI ZHE
EDVHG GDWDGULYHQ DQG SXEOLFDOO\ DFFHVVLEOH UHYLHZ RI VFLHQWLILF
NQRZOHGJH WKDW DOORZV WKH XVHU WR G\QDPLFDOO\ LQWHUDFW ZLWK WKH
FRPSLOHG LQIRUPDWLRQ XVLQJ *RRJOH $SSV *HR6\PELR LV ORFDWHG
DWKWWSVVLWHVJRRJOHFRPVLWHJHRV\PELR

between our desktop computers. During the working group,
we were challenged with the issue of how our small scientific
research team could, in a rapid time frame for a low cost,
integrate various data streams, expand the database, and then
broadly share the synthesis results without having a computing
support team (such as a network administrator, database
administrator, or web programmer). Our proposed solution
involved the adoption of the Google Apps software as the
computing framework for data entry, management, and
visualization of project information. By May 2011, we had a
functional solution of web-based tools that exceeded our
project requirements. In this article, we describe the
development process relative to the compilation, integration,
access, and delivery of information for the scientific synthesis
of global symbiont data (of the genus Symbiodinium) with
Google Apps.
II.

A. Symbiodinium Biology and Taxonomy
The genus Symbiodinium is a group of uni-cellular,
photosynthetic dinoflagellates found either free-living or in
symbiosis with a wide range of marine invertebrates including
scleractinian corals. Symbiodinium encompasses nine
divergent genetic lineages called clades [1] which each contain
multiple subclade sequence types. The Internal Transcribed
Spacer 2 region (ITS2) of the nuclear ribosomal array has been
used extensively for genetic identification and taxonomic
description of over 400 distinct Symbiodinium subclade types
in invertebrate hosts sampled from a variety of marine habitats
of tropical and subtropical waters [2, 3, 4, 5].


Keywords—bioinformatics; data interoperability; ecoinformatics;
GeoSymbio; Google Apps; Symbiodinium

I.

BACKGROUND

INTRODUCTION

In March 2011, our group of five biologists was tasked with
the compilation of global bioinformatic and ecoinformatic data
on coral host-symbiont symbioses for analysis, synthesis and
visualization as part of the “Tropical Coral Reefs of the
Future” working group at the National Center for Ecological
Analysis and Synthesis (NCEAS). Over the prior two years,
we had already considered this issue and thus had created a
data schema and populated a database with approximately
2500 records manually data-mined from GenBank and journal
articles. Yet after the extensive early work on the project, the
information only existed as a spreadsheet file circulated

B. Global Symbiodinium Database Schema
Prior to the NCEAS working group, we had previously
designed a database plan to reflect the bioinformatic and
ecoinformatic information relevant to global Symbiodiniumhost symbioses (Table I). The plan had 33 variables that
described information based on Symbiodinium occurrences
such as sequence identification, method of identification, host
taxa, collection event, sampling location and citation reference
details. The variables and their definitions were adapted from
the Ocean Biogeographic Information System (OBIS) Schema
v1.1 [6] which is an extension of the Darwin Core Version 2
standard. The detailed definitions of each of the data fields are
available online at the GeoSymbio schema webpage [7].

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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TABLE I.

DATA FIELDS OF GLOBAL SYMBIODINIUM DATASET.
Field

Group

Symbiodinium

Host Taxa

Text

Subclade

Text

Gene

Text

Isolate

Text

Redundancy of Sequence

Text

Species

Text

Methodology

Text

Genbank

Text

Genbank link

Hyperlink

Host Phylum

Text

Host Class

Text

Host Order

Text

Host Family

Text

Host Genus

Text

Host Species

Text

a

Collection Event

Citation

Data Type

Clade

Host Scientific Name

in order to populate the database. We quickly discovered that
GenBank contained many redundant entries, records that were
often incomplete, and that there was little quality control on the
submitted ITS2 data. Furthermore, the missing or coarse
resolution of geographic description often encountered in
GenBank submissions severely limited our ability to automate
the geographic mapping of genetic sequence data, an important
requirement for our database. From the redundant sequences,
we identified identical sequences (i.e., 100% residue similarity)
with different accession numbers as synonyms with the first
published record as the “parent” accession number. Then, we
manually searched the source literature to confirm or ascertain
the following descriptive characteristics for each sequence:
host taxa, location, collection year, and laboratory
methodology. The mapping of Symbiodinium occurrence
locations often required reading the primary literature source
identified in the GenBank accession record, with a cross-check
of location in GEOnet Names and Google Earth. Although the
process was time consuming, we had approximately 2500
records in our global Symbiodinium data table by March 2011.
III.

Building the capacity to examine the diversity, ecology and
biogeography of Symbiodinium-host symbioses has global and
societal implications and thus, the compilation and
dissemination of this information was essential. One of the
major barriers to progress was that the geographic, host taxa,
and temporal details of the Symbiodinium occurrence records
were not exposed and documented well in existing databases.
This required manual examination of data records as well as
extensive reading of the primary literature to extract useful
ecological information to match with the genetic data. Our
data-mining activities had already provided a good foundation
for the dataset but we lacked a streamlined means to visualize
and explore the data for research. To provide better access to
this information, we determined that we required a system that
provided four basic functions: (1) geospatial visualization, (2)
text-based queries, (3) knowledge summaries, and (4) data
products for further analyses. Given the time, personnel, and
fiscal constraints, we required a simple, cost-effective (as in
free), and robust solution for the system. After exploratory
research of potential solutions, we began development of
GeoSymbio using Google Apps in March 2011 at the NCEAS
working group meeting.

Text

Host AphiaID

Text

Environment

Text

Ocean

Text

Country

Text

State Region

Text

Sub Region

Text

Locale

Text

Latitude

Numeric

Longitude

Numeric

Coordinate Precision

Numeric

Minimum Depth

Numeric

Maximum Depth

Numeric

Start Year Collect

Date

End Year Collect

Date

Reference short

Text

Reference full

Text

Reference link

Hyperlink

DEVELOPMENT OF GEOSYMBIO

A. Project Framework with Google Apps
Google Apps are a suite of cloud-based software that provides
a variety of functionality for performing computing tasks. To
meet our system functionality requirements, we utilized Google
Sites to host the web application, Google Maps and Google
Earth for geospatial visualization, Google Spreadsheets for data
entry and management, Google Fusion Tables for data
management and visualization, and Google Gadgets for data
queries, knowledge summaries, and visualization (Fig. 1).
Google APIs were also used to script minor components of the
system to retrieve data from remote servers and share map data
from Fusion Tables using Javascript, for example. Once the
initial data was imported to a Spreadsheet, the project activities
were primarily cloud-based.

a. World Register of Marine Species unique taxonomic identifier (www.marinespecies.org)

C. Data-Mining GenBank and the Scientific Literature
The primary repository for Symbiodinium genetic sequence
information is the US National Center for Biotechnology
Information’s GenBank. Sequence records are archived
digitally, identified with an accession number, and accessible
through a variety of online NCBI search tools. In 2009, we
began querying GenBank for all Symbiodinium ITS2 sequences
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over 4800 and included records from all published studies of
ITS2 gene. Once completed, the Spreadsheets data table was
manually copied to a Google Fusion Table, an action that is
not yet automated. The two data files in Spreadsheets and
Fusion Tables provided the foundation for the other
components of the hybrid web application, GeoSymbio.

GeoSymbio
Sites
Geovis

Files

Query

Sum

EARTH

CSV

TAB

FIGS

MAP

KML

C. Hybrid Web Application
GeoSymbio is the first comprehensive effort to collate and
visualize Symbiodinium ecology, diversity, and biogeography
in an online web application that is freely accessible and
searchable by the public. The application structure is a hybrid
or compilation that draws functionality and information from a
variety of visualization tools and digital data and reference
sources, with the core of the application hosted remotely or “in
the cloud” using Google Sites [8]. The interconnected
components of the application are made up of Google
Spreadsheets, Google Fusion Tables, Google Maps, Google
Earth, and Google Gadgets (Fig. 1). Thus, project information
is accessible through any web-browser with internet access, so
the application is not specific to a computer platform. The
application is comprised of a collection of 10 web pages which
include database knowledge summaries (DASHBOARD),
searchable text-based queries (DATABASE) and spatial-based
maps (MAPS and GOOGLE EARTH), the database schema
(SCHEMA), a bibliography (BIBLIOGRAPHY), frequently
asked questions (FAQ), downloadable map and sequence data
files (DOWNLOADS), and project team contact information
(CONTACT) (Fig. 2). The following sections of the paper

GADGET

Docs

FusTables

SprdShts

Data entry and management

Figure 1. Schematic of the software components of the GeoSymbio web
application. Components are white boxes, arrows are directional flow of data,
and colored boxes are component groups based on function (green) or
accessibility (yellow for public Google Site and blue for private Google
Docs). Google Spreadsheets serves as the data entry point and primary
management interface for the research team. Abbreviations in the figure are
defined as Sites: Google Sites; Geovis: geovisualization, Files: files for
download, Query: text-based tabular queries; Sum: knowledge summaries
through dashboard figures; Earth: Google Earth; Map: Google Maps; CSV: a
comma-separated tabular data file; KML: a keyhole markup language data
file; TAB: table for text-based queries; FIGS: pie-chart figures of database
element summaries; GADGET: Google Gadget; Docs: Google Docs;
FusTables: Google Fusion Tables; and SprdShts: Google Spreadsheets.

B. Data Entry and Management
A Google Spreadsheets file provided the primary data
entry and management interface for the Symbiodinium dataset.
Previously, the dataset had been kept as a desktop spreadsheet
file that was mailed to collaborators as new changes arose.
This inefficient method of data management spawned multiple
versions of the data file without a good means of tracking
changes amongst the team. Furthermore, many additional
Symbiodinium studies had been published which needed to be
added to the database for the working group. Prior to the
upload, we determined the most accurate version of the
existing dataset for the project. Once in Spreadsheets, the data
table allowed multiple simultaneous edits, versioning, and
controlled vocabularies for data entry that greatly accelerated
our ability to compile additional records in an efficient and
robust manner. Several functions within Google Spreadsheets
proved extremely useful for remote access of other data
providers such as “ImportXML”. For example, this function
allowed genetic sequence retrieval from NCBI through their
Entrez Programming Utilities (E-utilities) programs with
XPath expressions. In addition, the RESTful structure of the
applications allows direct access to the entire or subsets of the
data files through the Google Fusion Tables SQL API. Using
these methods, we nearly doubled the number of records to

Figure 2. Screenshot of GeoSymbio hybrid web application home page.
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detail the site functionality of geospatial visualization, textbased queries, knowledge summaries, and data downloads. The
GeoSymbio URL is https://sites.google.com/site/geosymbio/.
D. Geospatial Visualization
Within GeoSymbio, the maps and Google Earth pages provide
geospatial searches and visualization of the dataset for
Symbiodinium clades and subclade types. The data for both
mapping methods are stored in a Google Fusion table. The map
components access the data through AJAX using the unique
numeric identifier associated with the Fusion Table. Building
off of the basic tutorials for Fusion Tables, we customized the
map page interface with Javascript to allow a user to select the
clade or subclade with buttons or a drop-down menu,
respectively. The KML data network link for Google Earth is a
standard feature available for Fusion Tables and did not require
customization. The network link was used for both the Google
Earth embedded viewer in the web page and the creation of the
KML download file. The GeoSymbio maps webpage allows
searches for Symbiodinium clade and subclade type as
determined by ITS2 sequence type (Fig. 3). The Google Earth
(KML) page provides a dynamic globe embedded in the
website with the attributes of the GeoSymbio database
accessible for each location in pop-up info windows.
E. Text-Based Data Queries
The GeoSymbio database page provides a dynamic data table
with text filtering and grouping functions, which provide
extremely flexible means to query for data. This functionality is
provided by a Google Table Gadget that draws data from the
primary data table in Spreadsheets. Filtering the database
allows a simple yet powerful method to examine combinations
of single filters for each attribute column. For example, a
researcher interested in the occurrence of a subclade type
within a particular host could filter dynamically to view records
that meet the criteria. The grouping method of the database
lends an even greater capacity to summarizing data with
hierarchical relationships among the database attributes. To
continue the previous example, a hierarchical grouping of host
and clade with a count by subclade would dynamically update
the table to show the selected criteria with subtotal record
counts by group elements.

Figure 3. Screenshot of GeoSymbio maps webpage for geographic
visualization of Symbiodinium clades (upper map) and ITS2 subclade
sequence types (lower map) in embedded Google Maps and data from Google
Fusion Tables. Search critieria can be subset by user in both maps with
buttons and menus.

G. Data Downloads
The data download page includes links to download the map
files (as .kml and .shp) to view the data in map programs such
as Google Earth or ESRI ArcGIS. In addition, a set of genetic
sequence alignment files (.fasta) can also be downloaded. Each
of the nine sequence alignment files (including all sequences
from one of each of nine existing Symbiodinium clades) was
subjected to the following three steps. First, the sequence
alignment file was imported into the alignment software
BioEdit v7.0.9 [8] where it was subjected to automatic
alignment using ClustalW [9] and further improved manually.
Second, the aligned sequence file was run in ‘DNA to
haplotype collapser and converter’ freely available at the online
FaBox [10]. Except for the sequence and shapefile files, all
other files were created through Google tools linked to the
dataset.

F. Knowledge Summaries
The knowledge summaries represent a quick view of the
information contained in the dataset. The dashboard page
presents a set of interactive pie charts that visualize the number
and proportion of data records by Symbiodinium clade, ITS2
subclade sequence type, taxonomic order of the host, collection
year, and location. These pie charts are Google Gadgets that
pull data from the summarized subsets of information in the
dataset. The visual nature of the charts presents a powerful
means to rapidly convey relationships between fields in the
dataset. The charts are dynamically updated as data is added to
the Spreadsheets dataset. The charts can also be dynamically
queried for the count and proportion of records for each
category. In addition, the database schema and bibliography are
both dynamically linked to the database and displayed as
embedded table Google Gadgets on their respective webpages.

H. Limitations of Google Apps
The overall development process with Google Apps was a
strong success since we met our project requirements in a rapid
and cost-effective manner. Nonetheless, there were elements
about Google Apps that were not ideal including data storage
limits, slow page loads, and less than seamless integration
between applications. For example, the file data storage limit
for a table is currently 400,000 cells. With the 33 variables in
our data schema, we will be limited to approximately 12,000
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records in the data table. At that point, we would possibly need
to reconfigure the structure to multiple tables. Fusion Tables
offers more data storage but not the same data editing and
management functionality as Spreadsheets. Further, there is no
current way to automate the association between a Spreadsheet
and a Fusion Table which necessitates a manual update
between the two. Also the slow load speed of several of the
Google Gadgets and, in particular, the embedded Google Earth
viewer requires 30 seconds to several minutes of wait time.
These load times seem to improve after the first page loaded
but may detract the casual user from using the tools by clicking
away from the page during the delay. Furthermore, the high
rate of change of infrastructure and functionality of Google
Apps represents both an advantage and a disadvantage for this
type of web solution. The advantage is that desired features
may be implemented much more quickly than in a commercial
off-the-shelf package, but the disadvantage is that the way
things work can change without notice. Optimal performance
was noted with the following browsers: Google Chrome v10,
Microsoft Internet Explorer v8, and Apple Safari v4. These
concerns in sum suggest that Google Apps may be optimal for
smaller datasets and workgroup or smaller project teams. It is
unclear if the free tools are scalable for larger projects.
IV.
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CONCLUSIONS

The need for a tool like GeoSymbio arises from the difficulties
of integrating multiple data sources and information to perform
bioinformatic and ecoinformatic data synthesis particularly in a
geospatial context. These tasks can be challenging to execute
without an interdisciplinary skill set of highly specialized
scientific knowledge and a strong computing background, thus
creating a barrier for progress among researchers. We
demonstrate the rapid, cost-effective, and successful
implementation of a hybrid web application for synthesis
science developed with Google Apps. The web application
provides four primary functions: (1) geospatial visualization,
(2) text-based queries, (3) knowledge summary, and (4) data
products. Starting with an existing data schema, the web
application was developed and fully functional over a 5-week
period from March to May 2011. Some disadvantages of using
Google Apps include file data storage limits, the slow loading
speed of some tools, and incomplete integration among
applications. The rapid pace of development of Google Apps
presents the benefit of an expanding suite of functionality but
the potential for unwanted change with limited notice.
Although we have expressed some caveats regarding the tools,
we strongly endorse Google Apps for workgroup-scale projects
that seek interoperability between various datasets and a set of
web-based tools for dynamic exploration, synthesis, and
sharing of knowledge on a scientific topic.
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organization patterns will persist and data discovery systems
will face challenges similar to those documented here, but at a
significantly larger scale. In fact, data management activities
associated with storing and providing access to these data is
considered “a significant data management challenge.” [1]

Abstract—We present the results from building a data query
module within the Kepler scientific workflow application. Our
work focused on the query component of a larger use case from
the Realtime Environment for Analytical Processing project
where satellite-derived Sea Surface Temperature data were used
to build match-up data sets as part of a workflow process.
Kepler’s integrated query capabilities allowed us to locate data
described using the Ecological Metadata Language specification
that was housed in a Metacat data catalog. Satellite data sets are
significantly different from more traditional ecological data
typically stored in Metacat, and while the resulting system worked
well, it also highlighted areas where both Metacat and other
satellite data-server software could be improved.

A. The Relationship between Kepler, Metacat and EML
Kepler is open-source software that allows users to create
scientific workflows, which are formal representations of the
processes involved in scientific analyses. Kepler workflows
may be used to connect a range of disparate software, and are
saved in formats that are easily exchanged, re-run, versioned,
and archived. [2] Metacat provides data set cataloging services
to Kepler using Ecological Metadata Language (EML)
documents. The EML specification [3] includes four basic
element types; the dataset element is used to describe “broad
information such as the title, abstract, keywords, contacts,
maintenance history, purpose, and distribution of the data
themselves.” EML also contains elements for specifying
spatial and temporal coverage of the data and supports
grouping of related data objects into a single aggregated data
set.

Keywords—searching; workflow; integration; satellite data.

I.

INTRODUCTION

Our motivation for this work was to determine how well suited
the Kepler, Metacat and Ecological Metadata Language
(EML) software components were for storing and querying
descriptions of physical oceanography data. These data sets
are often structurally very different from other traditional
ecological data sets, although Sea Surface Temperature (SST)
values are fundamentally ecological data. Kepler and Metacat
have successfully provided effective storage and querying
capabilities for ecological data, but we were curious to see
how adaptable the spatial and temporal storage and search
facilities provided by Metacat and EML would be to satellite
data.

Metacat is designed to store, index and query any XML
document, but is tailored for dealing with EML. Kepler’s
search system is able to quickly find EML-described data
using predefined sets of indexed fields, including the use of
temporal and spatial constraints. The Kepler workflow system
interacts with Metacat using EarthGrid (formerly “EcoGrid”)
web services (see Fig. 1). The EarthGrid connects a number of
independent systems and networks, providing access to data
and metadata stored at distributed nodes. [4]

We found that many of the issues encountered were primarily
due to the difficulty of building generic search systems for
satellite data sets. The often-heterogeneous data storage
schemes that are utilized by different data providers indicate a
need for the server interface to abstract and generalize the
details of any particular storage technique. While this can be
accomplished using existing data servers for certain types of
satellite data, to do so in the general case is difficult.

It would seem that given the Metacat and EML features for
spatial and temporal data, they would be well suited for
storing and querying metadata that describes satellite-derived
data sets. However, this repurposing posed new development
challenges.

Providing effective query systems for satellite-derived data
is important because these data sets are likely to become both
more voluminous and more numerous. The 2007 National
Academy of Sciences report on Environmental Data
Management at NOAA estimated that satellite data volumes at
NOAA alone will grow from ~3.5PB in 2007 to a projected
level of over 40PB in 2020. It is very likely that current data

B. The REAP Project and the Ocean use-case
The Realtime Environment for Analytical Processing (REAP)
project consists (in part) of two very different use-cases which
both use the Kepler scientific workflow system. These usecases were specifically chosen to highlight fundamental
assumptions inherent in the design of Kepler and to explore
different solutions to the issues presented by these use-cases.

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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As different solutions were examined, we chose those that
both directly addressed the needs of the specific use-case and
that also could be reused more generally. In this paper we will
discuss implementing search features for the Ocean use-case.

OPeNDAP Server
THREDDS Catalogs (XML)

The Ocean use-case entails building match-up1 data sets for
comparing different Sea Surface Temperature (SST) data sets.
While a description of the complete use-case is beyond the
scope of this paper (see [5] and [6]), it is important to note that
the data sets in this use-case are very different from those used
in a typical ecology scenario - the subject of REAP’s
Terrestrial Ecology use-case [5]. The SST data sets used by
the Ocean use-case are composed of thousands of individual
files (e.g., a single Group for High-Resolution Sea Surface
Temperature (GHRSST) data set at NOAA contains on the
order of 10,000 files), each one holding SST values from one
pass of a satellite. Roughly speaking, SST data sets may
contain information in typical cartographic map projections
(e.g., Lambert conformal) or they may contain data in satellite
coordinates (i.e., each scan line is another increment along the
satellite ground track) [7]. In this work we focused solely on
those SST data sets that used a cartographic map projection
where each pass contains data for the same geographic
location. For all of the data sets used here, each file contains
data corresponding to one satellite pass in the loose sense that
while each scan line is actually a separate temporal event, they
are clearly distinct from the scan lines captured by other
passes of the satellite over the same geographic area. All the
data files considered here are stored in ‘self-describing’
formats such as HDF4 or NetCDF that contain both data and
metadata. Collections of these files are typically grouped into
aggregate data sets, even though each file can also be
considered a data set.

Crawler & Aggregator
EML Documents (XML)
Metacat/EarthGrid

Kepler
Figure 1. Data flow from the OPeNDAP server to Metacat/EarthGrid and
Kepler. This is the data flow for information from the servers to the search
system to the search client. OPeNDAP servers provide a hierarchy of
THREDDS catalogs that describe all of the granules served. The THREDDS
catalogs are crawled and the resulting granules are aggregated, resulting in
EML documents. The EML documents are then stored in MetaCat which
provides an API that Kepler uses to perform searches that return EML
documents.

sets, one is chosen and used as input to the data processing
pipeline. The data processing software is composed of a set of
legacy software, written in Fortran, that reads data from a
sequence of satellite images.
The data sets targeted by this use-case are large (greater than
10 GB) and are stored at a variety of government and
university research laboratories where they are accessible
using remote data servers. Because the data are staged at many
different remote locations, it is important to be able search for
them through a unified catalog system.

To satisfy the use-case, a user must be able to search for SST
data sets that match spatial, temporal, and resolution
parameters. Matches can then be input into the match-up data
set workflow in Kepler. Difficulty arose when we attempted to
implement this solution using the existing tools available
within Kepler. As we will show, the issues are not specific to
the implementation of Kelper but instead arise from
fundamental data organization and representation paradigms
used by our chosen data cataloging and search system.

The SST data in this use-case are accessed using servers that
implement the Data Access Protocol (DAP) developed as part
of the Distributed Oceanographic Data System (DODS) and
now extended and maintained by OPeNDAP [8]. The DAP
provides a way to access remote data over HTTP and enables
clients to request subsets of data using a constraint expression
[8]. Using constraint expressions can both reduce data transfer
sizes and relieve clients of performing subsetting tasks. Most
DAP servers are used with data sets that are stored in files or
groups of files (as is the situation for this use-case) and
provide a discrete URL for each file. The URL is used to
access the data in the file; each access can be made using a
constraint expression; and each URL can provide metadata
about the data contained in the file. DAP servers provide an
additional service to clients: they shield them from having to
know about the actual storage format of the data. The servers
translate the data into the DAP data model for transport, so all
data is sent over the network using the same representation
regardless of the data set’s native storage format.

C. A bit more about the workflow
In the Ocean use-case workflow, a user searches for a suitable
SST data set to feed into the processing pipeline. The user
must be able to search for data sets that intersect a region of
interest specified by latitude, longitude, and time. In addition
they must be able to narrow the search using both image
resolution and parameter type. From a list of candidate data

1

The term match-up refers to data sets that provide the same
measured parameter for the same geospatial location (or, more generally, set
of locations) using different sensors. For example, a match-up data set might
consist of SST values from satellite data and SST in situ measurements from
bouys.
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II.

THE SEARCH INTERFACE

The search interface was implemented as an actor in the
Kepler workflow system. Kepler uses the term actor to denote
any workflow component and to separate the components of a
workflow from the overall workflow orchestration. There are
many different kinds of actors including ones aimed
particularly at scientific applications: remote data and
metadata access, data transformations, data analysis,
interfacing with legacy applications, Web service invocation
and deployment, and provenance tracking. Once dragged to
the workspace, the Advanced Search actor we developed
automatically displays a dialog used to enter the search criteria
(see Fig. 2). When the user clicks Search the dialog will be
replaced with a list of data sets that match the specified criteria
(see Fig. 3) and the user may choose one. The output of the
actor is a list of URLs. This list of result URLs is then routed
to the processing software as part of the workflow (examples
of workflows can be seen in [5]).

Figure 2. The search system interface implemented as an actor in the Kepler
workflow system. Results from the search can be reviewed in a second pane
and then fed into subsequent stages of a workflow (not shown).

The searching system relies on EML records stored in Metacat
and accessed using the EarthGrid web services (see Fig. 1).
The EML records are built and inserted into Metacat using a
data server crawler that reads metadata from a predefined set
of DAP servers and, using a simple rule-based system, builds
EML documents describing the data sets it finds. A complete
description of this crawler/aggregator software is beyond the
scope of this paper but one important feature is that it
identifies common patterns of multi-file satellite data sets and
builds aggregations for them using EML. It does this by
examining large collections of URLs collected from a site and
grouping subsets of those URLs using patterns. Thus
groupings (i.e., aggregations) of the URLs can be formed
without the data provider making them explicit. The
aggregator component of the software then encodes these
aggregations using EML so that its output easily integrates
into the Metacat/EarthGrid/Kepler system.

Figure 3. The result dialog. Users choose a single data set from the list of
matches (here only one match was returned–shown in the left pane), browse
metadata matching the query parameters and feed the result into the workflow.
<dataset/>
<title/>
<otherEntity/>
<physical/>
<objectName/>
<encodingMethod/>
<url/>
<coverage/>
<temporal/>
<spatial/>
... (more otherEntity elements)

The structure of the EML records used by the query system is
shown in Fig. 4. As discussed previously, the EML dataset
element holds information about the aggregation, while
information about each file that makes up the aggregation is
held in an otherEntity element. In Fig. 4 the structure of the
physical child element of otherEntity is shown. This is the
element actually used to bind the URL that references a single
file with a specific date and time.

Figure 4. Within the otherEntity element, information about a single file is
held in a physical element that contains a number of other child elements. This
is repeated for each file in the data set. Spatial and temporal information is
held in the coverage element.

III.

DISCUSSION

One of the most important issues we confronted when building
the search actor was how to handle the multi-file nature of the
satellite data sets that play a central role in the Ocean use-case.
Below we review the three approaches we considered and
compare their merits and weaknesses. We found that while
Metacat was generally flexible and extensible, there were
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certain features of the system that required us to implement
additional client side query refinements.

they would have to form the groups ‘by hand,’ an almost
impossible task given the number of discrete items involved.
Thus the search criteria used by the interface are necessary but
not sufficient to select specific URLs for input in to the
workflow in the general case.

A. Building aggregations for multi-file satellite imagery
We examined three ways to form aggregations of the satellite
data sets in this use-case:
•

Building aggregations using the search system

•

Building aggregations using the data servers

•

Extending Metacat to better support aggregations

We still could have adopted the one EML document for each
URL scheme by building more intelligence into the search
interface itself. When the interface received what would likely
be 10,000 or more EML documents as the result of its query, it
could have grouped those using other metadata in the
documents. For example, it could have used the data set2 title
and the host name in the URL to form groups that would likely
be correct.3 However, doing this presents no real advantage
over the case where a single EML document stores all of the
URLs. The search client still must understand that the results
of a query should be grouped before they can be used (so
information-hiding is lost) and the task of forming the
aggregations is moved away from the data sources to the
search system (distribution of responsibility is lost). Building
the aggregation capability into the search interface has one
additional drawback. If the software that forms those
groupings is found to have a flaw, it will have to be fixed in a
subsequent release. However, a flaw in the EML stored in the
Metacat database can be fixed by editing the EML document.

B. Building aggregations using the search system
Using EML documents to hold the aggregations provides a
solution with a number of trade-offs. It de-couples the
grouping of data URLs from the server, so the search system is
no longer dependent on data providers building server-side
aggregations. In this particular use-case, even though the
technology for building and serving aggregations was
available, it was not installed for most of the data sets. Even if
the technology is installed, it may not be fully used,
particularly by smaller laboratories, since it does require effort
to configure and maintain. Moving control of the aggregations
to the search system makes it easier to ensure uniformity
among the data sets retrieved.
Building aggregations within the search system, however, has
a number of drawbacks. First, the distributed nature of the
system is subverted in that content generation cannot be
spread among many different people and organizations.
Building aggregations in the search system requires curation
and aggregation be performed by the maintainers of that
system. The complexity of the data sets compounds the
problem; local experts may have knowledge about the data
that the maintainers of the search system do not. There may be
a considerable qualitative advantage to having the data
provider build an aggregation. Another drawback is that some
of the data abstraction capabilities a data server typically
provides are lost. By building EML records that explicitly
enumerate each URL in an aggregated data set, we are
encumbering the client (the search interface in this case) with
the task of selecting which of those URLs satisfies the search
criteria.

C. Building aggregations using the data servers
Using data server aggregations, a collection of twodimensional ‘granules’ where the granules vary only in time
can be combined to form a single three-dimensional data set.
The DAP subsetting feature can then be used to access a
latitude/longitude/time subset from this larger threedimensional data set. That is, the data access operation
performs the temporal search and subsetting operations.
Effectively, that part of the search problem has been factored
out of the search system and moved into the software that
reads the data.
Building aggregations using the data servers is a technique
that presents several significant advantages. The search system
can store compact records that describe each aggregated data
set, eliminating the coupling between the internal organization
of the data sets and the search system. At the same time, this
approach frees the search system’s database maintainer from
having to form the aggregations. Users of the workflow can be
confident that the aggregations represented by the system are
valid because the people closest to, and knowledgeable about,
the data have built them.

An alternative approach to using single EML documents to
hold the aggregations is to have Metacat store a single EML
document for each URL in every data set. Using this scheme,
the search interface would return all of the URLs that match
the search criteria and the search interface would be
responsible for forming the aggregations. If the aggregation
step were skipped, one might assume that all returned imagery
perfectly matched the search criteria. But a database with
records for many SST data sets will likely return mixed
records from different data sets that share the same space,
time, and parameter values with similar resolutions but, for
example, that differ in the specific algorithms used to compute
the SST values. The user of such a system would be left to sort
through tens or hundreds of thousands of URLs – effectively

2
Note that when using DAP servers; each file is considered a unique
data set. The aggregations are logical groupings that are imposed on the
discrete elements. Forming an aggregation using a DAP server does not mean
the individual URLs are not also accessible.
3
Another solution is to include the equivalent of a foreign key in the
EML documents so that the search interface can know which are related. This
is really only an incremental improvement, however, since the search client
still has to know how to use the key (information hiding is lost).
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Unfortunately support for server-side aggregation is far from
universal, and, in fact, it could not be applied to any of the
SST data sets used by this use-case. Even if server-side
aggregations were available for the data sets in this specific
use-case, relying on them would violate our goal of generality.
Because we assumed, for the sake of simplicity, that the usecase would handle only data sets with uniform cartographic
projections covering the same geographic area, we eliminated
a significant number of potential data sources that only
provided data with satellite coordinates. We would like to use
data stored in satellite coordinates [7], but the individual files
in these data sets cannot be aggregated using the simple
techniques applied to cartographically and geographically
uniform data. Furthermore, while the technological capability
might be present to form server-side aggregations, it does not
mean that every data provider will use it. Thus, a more general
solution must address the case where a data set is available
only by individually accessing each of its files (i.e., URLs)
directly.

A second improvement to Metacat would be to preserve the
EML element hierarchy in the response it returns. In the
current implementation, Metacat ‘flattens’ the responses
making it difficult for the search interface (the recipient of the
response) to detect errors that result from missing data in the
original EML document. We found that errors did appear in a
small fraction of the automatically generated metadata. While
it would be best to detect and correct those errors at the
source, increasing the overall robustness of the search system
would also help trap the cases that will inevitably slip by.
IV.

CONCLUSION

We found that building a search interface for the REAP Ocean
use-case that used Metacat/EML/Kepler software worked
well. Although these SST data are ecological data in the
strictest sense, satellite data sets possess different
characteristics, and in larger scales, than the ecological data
for which Metacat was originally targeted. In spite of these
differences, we were able to build a query system using these
tools that was not significantly different from other similar
interfaces built in the past [9].

D. Extending Metacat to better support aggregations
At first glance, Metacat and EML provide a robust feature set
for addressing the problems presented by the REAP Ocean
use-case’s searching component. EML can represent
aggregations if and when the origin data server cannot provide
that capability; Metacat can perform geospatial queries and,
for this work, was extended to support temporal search criteria
as well.

While EML imposes no theoretical limits of the number of
discrete data objects contained in aggregate data sets, we
encountered practical obstacles when using Metacat to query
satellite data aggregations containing on the order of 104 data
objects. The inability to query and directly retrieve specific
data object records from within the containing aggregation
was the most problematic limitation. Providing support for
selective query behavior in a future release of Metacat would
eliminate the need for post-processing Metacat search results
and would better server the REAP Ocean use-case.

One limitation with the Metacat/EarthGrid system is the
difficulty in processing very large EML files and/or returning
very large numbers of EML elements as responses. While the
response structure (and EML document structure) are well
suited to tens or hundreds of records, with satellite data sets
there are often thousands, and sometimes millions, of ‘records’
returned as part of a single query. This difference, many orders
of magnitude in size, placed a strain on the components of the
Metacat/EarthGrid system and required that that we build the
custom search interface. While it may be impossible to
completely address these scalability issues, there may be ways
to mitigate them.

In addition, we found features, such as server-side
aggregations, that would have simplified our task were present
but underutilized in the software that serves these data. We
will investigate ways to simplify the deployment of these dataserver-based aggregation techniques and encourage their
increased adoption by data providers.
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Cyber-infrastructure, described and discussed in [1],
focuses on enabling scientific teams to work together despite
their geographic location yet still supporting the practices of a
research organization. The CI-Server Framework is a cyberinfrastructure technology that can be used by scientists to
document collaborative research because it enables the sharing
of data, metadata, social annotations and discussions about
research over the Web. The framework collects related
research information as projects, providing a unit of
knowledge specific to the research effort. Moreover, the
framework emphasizes embedding the CI-Server technology
in tools used by scientists as an effort to avoid scientists
having to learn the idiosyncrasies of different data
management centers and portals. Furthermore, in an effort to
enable automated use of the information captured, the
framework shares project information as RDF [2], a data
model used to describe “things” over the Semantic Web [3].

Abstract—Building cyber-infrastructure involves the management
of several facets within scientific research, e.g., data, people and
processes. Current implementations for sharing research over
cyber-infrastructure involve disjoint tools where data centers and
portals that do not necessarily focus on an individual research
effort are used to house data and metadata. In most cases, this
information is only manually searchable leaving little room for
automation or emergent knowledge. Since there is little
relationship between a data center and an individual research
effort, this leaves piecing together the value of a research effort to
publications, access to scientists or searching data management
centers and data sharing portals. The CI-Server Framework is
focused on cyber-infrastructure that supports the documentation
of individual research efforts where scientists use tools to
seamlessly publish, annotate and comment on their research
related resources and where all research information is webaccessible over the Semantic Web. The CI-Server Framework is
being used by environmental and geological scientists at the
Cyber-ShARE Research Center to describe and document their
research.

The CI-Server Framework is currently used by research
efforts supported by the Cyber-ShARE Center of Excellence
[4], an NSF funded research effort focused on enabling
scientific collaboration through cyber-infrastructure. This
paper introduces the CI-Server Framework and its support for
collaborative scientific research. Section 2 of this paper
describes an environmental case study based on a currently
active Cyber-ShARE research effort. Section 3 discusses
details of the CI-Server Framework while section 4 highlights
how the content collected in a project can enable automation.
Section 5 discusses related and future work and Section 6
discusses some conclusions.

Keywords—Cyber-Infrastructure, Semantic Web, Scientific Data
Management, Scientific Research Collaboration

I.

INTRODUCTION

Nowadays, many scientific research efforts are
collaborative, where multiple scientists, often from different
domains and even distinct geographic locations, work together
toward common research goals. There are many tools that
support the sharing of scientific knowledge; scientists use
email and chat tools to discuss research amongst two or more
collaborators, data management centers are used to publish
and share data, and social networking sites are used to discuss,
rate and tag shared information. These tools, although they
enable sharing of knowledge and information, provide
disjointed sharing techniques that are not focused on
supporting a research team during or after a collaborative
research effort. For example, a research team may use a
journal publication to describe their research and outcomes, a
data management center to publish the related data and email
or electronic meeting notes to capture discussions. Using
these tools may provide immediate support to share
information but the data they capture is stored in separate
locations and may not be accessible to all team members.

II.

ENVIRONMENTAL CASE STUDY

Eddy covariance methods [5] are being used by the
Systems Ecology Lab (SEL) at the University of Texas at El
Paso to study land-atmosphere interactions in a desert
ecosystem to better understand the process of desertification
that is affecting rangelands worldwide. The station is located
at Jornada Basin Experimental Range in Las Cruces, New
Mexico. Investigators at SEL calibrate, operate, and maintain
the instrumentation on a flux tower. They also retrieve,
process, and archive the data using customized methods and
infrastructure which have been developed after combining
scarce information from literature, fellow researchers,
manufacture’s procedures, and National and International
networks guidelines.

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).

Eddy covariance methods are some of the most direct
methods to measure the vertical turbulence that drives the
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result in unstructured artifacts that even if accessible by the
community, are difficult to find and contribute to. As a result,
SEL scientists are using a combination of techniques to
document and share their research with other scientists.

mass exchange of heat, water vapor, and carbon within the
atmospheric boundary layer) [6, 7, 8], however, deploying
eddy covariance towers is time consuming and costly, data
processing is mathematically complex and the learning curve
is high. Hence, eddy covariance tower deployments typically
are planned to be used for long-term studies. In order to justify
such investments, investigators are usually motivated not only
to answer specific scientific questions about the region where
the flux tower is deployed, but also to share the data with the
broader community, e.g., through the FLUXNET community
[9].

III.

CI-SERVER FRAMEWORK

Often times, when sharing data, scientists will choose to
place their data on some type of externally available Web
server, e.g., a portal or data management center. The metadata
is chosen by the site owners and the data itself is not normally
formatted for viewing, e.g., it is an XML file or a binary file,
thus scientists are limited in how they describe a dataset’s
relationship to a research effort. That is, how data is related to a
research effort or an organization is second to the rules by
which they publish their data.

In the case of the eddy covariance tower at Jornada,
investigators at SEL are maintaining the data in the raw
formats offered by the instrumentation used in the field. In
addition, they use specific software packages that are available
from the eddy covariance community to preprocess flux
calculations from the raw data. Due to the nature of eddy
covariance methods, it is inevitable that failures in the
environmentally exposed infrastructure will yield gaps in the
datasets being measured; furthermore, having a complete
dataset is crucial to capture the fast changing environmental
conditions of the region in a day cycle. As a result, a critical
part of the processing of eddy covariance data is the gapfilling process, by which specialized algorithms are fine tuned
according to the specific environmental conditions of the
particular eddy covariance site to identify gaps and fill them
with meaningful values. The gap-filled data, called the
corrected data, is also archived, along with flux calculations
derived from both the raw data and the corrected data.

The CI-Server Framework was created with the goal of
understanding how to support scientists in documenting and
sharing ideas and knowledge about collaborative scientific
research. The SEL scientists must describe their research for
the purposes of discussion, publication and overall
understanding. As noted in the case study, the data itself is
stored at the SEL file server and the documentation of process
is maintained separately. It was important when identifying the
characteristics of the CI-Server Framework, to avoid changing
the scientific research practices; rather the focus is on
enhancing the practices to work within the Cyber-ShARE
cyber-infrastructure. Thus, the CI-Server Framework approach
is to help scientists describe their research effort electronically
without having them focus too much on how they will share
their data. Ultimately, the goal is to provide scientists the
ability to annotate and share specific details about a research
effort so as to enable understanding, automation and reuse.

Data from the Jornada eddy covariance site is retrieved in
near real-time using a WIFI connection established through
the Jornada headquarters and transmitted over the Internet to
SEL file servers. As a backup, researchers swap internal
logger storage cards, and a laptop with an external hard drive
is used to extract the data from the on-site data loggers and
physically transported to SEL file server. At the time of
storing data in the file server, a de-duplication routine has to
be performed manually to reconcile the data received through
WIFI connection and that received by the external hard drive
dump. Using conventions conceived by SEL investigators to
store the data, the SEL file server is organized mainly by date,
and additional spreadsheet documents and readme files in text
format are created to capture additional ancillary data.

The framework consists of a Drupal–based [10] Web server
that supports the collection and management of information, a
Java-based client API that exposes server functionality and
various tools and applications that make use of the server data,
in particular to publish, retrieve and discuss data collected on
the server.
A. The CI-Server
The CI-Server, the Web server in the CI-Server
Framework, is built from a Drupal 6 Content Management
Server install and additional contributed modules from the
Drupal Community [11], e.g., Taxonomy, CCK, Services.
Modules in Drupal are PHP extensions that provide additional
functionality in a Drupal installation. The CI-Server is
implemented in a server module, that controls functionality
like menus, views and projects on the server, and a services
module that provides the server side functionality of the API.
The API is implemented as XMLRPC services. The CI-Server
considers two types of information to manage, a content type,
these are the main Drupal resources, and attachments to
content types as either files or links. Identifying content types
and a related attachment supports the fact that although the
actual files or links referenced by a scientific research effort
are unique, there are consistent attributes that can be shown in
Web forms on the CI-Server for a specific Drupal content
type. Attachments are defined by adding fields to content

From the perspective of eddy covariance dataset users,
accessing datasets from the Jornada eddy covariance tower
requires contacting investigators at SEL. Although the data can
be made accessible directly over the Web, personal contact is
still necessary to understand the idiosyncrasies specific to SEL
to store the data and ancillary data, as well as to describe the
specific gap filling routines used. This supporting information
is often maintained in a combination of notebooks, emails and
spreadsheets that are kept separately and in addition to the data
at the SEL file server.
From the point of view of colleagues operating other eddy
covariance sites, personal interaction is needed to share
calibration records, field data entry forms, and other
information required to implement, maintain, and improve site
operation. Furthermore, these personal interactions usually

56

types. A file attachment is a file that is physically loaded to
the CI-Server. A link attachment is a reference to some
resource that is located elsewhere and accessed via a URL.
Since a Drupal server can have many content types, an
administrator can configure which content types are accessible
to upload and download thru the CI-Server services module.
All content types and files located on the CI-Server are
accessible through an assigned URL.
Projects are used to group related content for a research
effort. Projects are implemented as a Drupal content type and
a taxonomy tag. In Drupal, a comments are related to content
types, thus the project content type is used to collect project
level comments for a research effort. Using a taxonomy to tag
resources as related to a research effort provides flexibility;
allowing for the same resource to be referenced by more than
one research effort. We should note that in the initial CIServer implementation, projects were organized by placing
related resources in a single directory. We learned that this
design severely limited how administrators could organize
their data and how scientists could reference their data. Now,
data is categorized by the node type defined on the server,
accessed via the URL and grouped with project tags.
We learned, from working with scientists [12], that the
reasons why scientists choose certain characteristics in their
research steps is just as important as the results. Moreover, why
research was conducted helps to understand the overall
research effort, something that could affect the long term reuse
of the research results. CI-Server leverages the comments that
can be added to Drupal content types to capture scientist’s
comments about scientific research. Project comments can be
accessed from content type views as well as the client API
enabling a scientist-centered description of scientific research.

Figure 1. The CI-Server Framework supports scientific teams in describing
their research by managing related resources in projects. This figure shows
the resource view, a list of resources, of the EddyCovariance project described
in the case study in Section 2.

B. The CI-Client API
When scientists consider the management of their scientific
data, there is often a concern as to the investment that
incorporating new tools and technologies will take and, more
importantly, the potential delay or alterations to their research
process. One goal for the CI-Server Framework was to avoid
the issues scientists have with conforming and learning
different rules for publishing and accessing their data.
Ultimately these rules are important to support collaboration,
but they are details that have little relevance during a research
process.

Figure 1 shows the resource view for the EddyCovariance
Project, described in the case study of Section 2. This view
provides a list of all content, resources, that are included in this
project, organized by content type, e.g., PMLJs, SAWs,
UDATAs and WDOs. From this view, a user can open the file
or link of a content type in a relevant tool or the content type
can be opened to view the Drupal fields for the content type.
The tool to open or visualize a project resource is configured
by a CI-Server administrator. The SEL scientists are currently
using a workflow tool to describe the process by which they are
conducting their research, these are reflected by the SAW and
WDO resources, they have published data that has been created
from conducting research and they have published some
provenance files, i.e. PMLJs, that collect knowledge about how
specific data was created.

The CI-Client API is an API built in Java that provides an
interface to the services defined in the CI-Server services
module. Through instrumentation of this API in existing tools
that our scientists are using, scientists share and collaborate
within the tools that they know. There are four classifications
of calls. Some perform administrative type actions like
creating projects, finding resources, logins to the system or
obtaining user specific information. There are calls that
publish and upload information to the server and calls that
download information from the server. Finally, there are user
interface calls that facilitate server functionality, for example,
there is a view that lists known servers, a view for logging on
to a server, a view for selecting a project on a server.

As opposed to scientists finding a Web server to place their
data, being limited to the type of data that can be uploaded,
conforming to the organizational rules of the Web server or
searching for relevant data all over the Web, the project data
on the CI-Server is accessible as a unit and the content views
can be further configured in Drupal for all CI-Server users or
for specific projects.

Since the CI-Server Framework is a Web-based
framework, it must be sensitive to the fact that all resources are
uniquely addressable. When a user places files on a local
system, files have unique names. The same occurs on a Web
server except that the CI-Client API must obtain specific URL
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names from the CI-Server in order to return appropriate URL
names. This alleviates two issues. First, by obtaining these
rules from the CI-Server, the CI-Client can create resources on
the CI-Server without violating its naming, second, if a client
tool creates documents that are internally linked, the correct
URLs can be used to create these links avoiding some type of
translation later, when the file is published on a server.

Due to the complexities in how SEL scientists are
conducting their research, these scientists are documenting
their research using tools that have been instrumented to
interact with the CI-Server Framework. WDOIT! is a tool that
provides a graphical user interface to document processes that
may be automated or human-driven. SEL scientists are using
WDOI! to capture a scientist’s understanding of a process, i.e.,
focusing on what, when, and why activities are performed to
achieve a scientific outcome, while disregarding technical
nuances, like executable knowledge of how activities are
performed. Before the CI-Server Framework, WDOIt! was
another disjoint tool that researchers used to document
scientific processes, resulting in silos of process specifications
that would be shared at a later point, e.g., published at a Web
server. Initially, scientists would build process specifications
on a local computer system; where the process specifications
would reference resources on the local file system. From a
local system, there was no mechanism to share the documents
aside from copying them to a shared location or sharing them
via email. Migrating WDOIt! process specifications to other
locations for sharing is a tedious task because internal
references, using the WDOIt! OWL encodings, to other
resources would usually break. This would require a manual
update to fit the references to resource locations on the new
system. Using email to share and discuss process specifications
would also run into issues. For example, losing reference to
which attached version was the master or only including some
team members in the discussion. By instrumenting WDOIt!
with the CI-Client API, scientists can immediately publish
process encodings for collaboration on a CI-Server. The
internal links of the processes are resolved by the CI-Server,
the process files are related to a project and all content is made
web-accessible, i.e., assigned a URL. WDOIt! also uses a CIClient API interface for submitting comments about a process
and these comments are published at the server, annotating the
resource using Drupal comments. Other users can use the CIServer to view all resources related to the project, via the CIServer resource view (see Figure 1) and they can see the
graphical representation of the process by selecting the view
link for a resource. As a result, sharing information is a
byproduct of using tools like WDOIt!, that make use of the CIServer Framework; not a subsequent step that scientist’s are
responsible for when they need to share their research.

As a result of the CI-Client API, research efforts supported
by the Cyber-ShARE Center have been able to share more data
over the Web, with little concern for the logistics of uploading
and downloading at one particular Web server. They have
published this data from tools that have been instrumented with
the API, thus they focus on describing and conducting
scientific research, not learning a Web server interface.
C. Making Use the CI-Server Framework
Currently, there are two CI-Server implementations used
by the Cyber-ShARE Research Center, one is a production
system and another is a test system used to explore server
enhancements. There are two more implementations planned
and there have been additional installations serving to
demonstrate the CI-Server Framework functionality at different
user sites. The CI-Client API has the capability to connect to
each of these servers and access the data published at a server;
client tools that are instrumented with the CI-Client API can
establish a connection to any CI-Server. There are currently 6
active research efforts that are publishing and accessing CIServer content; spanning multiple domains. For example there
is research on geological crustal modeling, environmental eddy
covariance, health related issues as well as support for more
general content like provenance traces and publications.
Scientists are publishing this data using CI-Server clients and
accessing data either through the URLs or the CI-Client API
interface. There is no restriction to the types of documents
published on a CI-Server. Currently there is a collection of
publications, data sets, OWL files, xml documents, and more.
There are also a variety of Cyber-ShARE tools 1 that
integrate with the CI-Server Framework. The CI-Desktop is a
Java tool that is provided with the CI-Server Framework.
Using the CI-Desktop interface, a user can connect to any CIServer, browse its contents and upload or download resources.
Other Cyber-ShARE tools are not provided with the CI-Server
Framework but have been enhanced to make use of the CIServer Framework, e.g., DerivA has been instrumented with
the CI-Client API to capture and publish provenance behind
manual scientific processes, ProbeIt uses the links within RDF
documents to show visual graphs of provenance described in
PML[13], a provenance data model. SPARQL-PML is a triplestore query engine that crawls, loads and reasons over all RDF
content that has been published at a single CI-Server. WDOIt!
is a tool used to describe scientific processes, this tool creates
process specifications, also called workflows, encoded in
OWL[14]. In some cases, these tools already existed but they
were lacking the capability to share in a Web-based
environment, in other cases, these tools were created taking
advantage of or contributing to the information shared on a CIServer.
1

IV.

ENABLING AUTOMATION

There are several examples on why structured semantic
data like RDF and OWL can be useful to sharing information,
e.g., information integration, ontology alignment and tagging
[15]. Using a RDF- based structure in data can also help with
searches, because of consistent terminology and categorizing
data. More importantly, for the CI-Server Framework,
structured data enables machines, i.e. software agents, to
understand data, a quality of content published over the
Semantic Web.
Several tools already exist that take advantage of RDF
data. For example, RDF browsers are tools that load and
provide browsing views for any RDF dataset without having
any prior knowledge of the content, aside from its description
in RDF. Moreover, they allow users to follow links to other

http://trust.cs.utep.edu
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application, and changes are pushed back to the server.
CrowdLabs manages projects where scientists can discuss
specific VisTrails workflows with other scientists.

related data, preferably also described in RDF. This capability
is a result of the Linked Open Data [16] effort that is focused
on making links between semantically described Web content
then allowing machines to resolve those links; relieving users
from having to find them or Web pages from having to
hardcode them. Tools that have aggregators, for example
Sindice [17], can load RDF data from multiple RDF data
locations. SPARQL [18], an RDF query language, can then be
applied to the entire RDF dataset because, despite their actual
physical location, all the data is in the same structure, i.e., an
RDF triplestore. In this way, there is access to more related
data and reasoning is enabled over more knowledge.

As opposed to the CI-Server Framework, these two
implementations support workflows and workflow
discussions, not necessarily research efforts. Both have a
predefined set of file types that can be published. The data,
e.g., myExperiment packages and VisTrails workflows, and
associated user comments, are not openly available RDF
resources. myExperiment provides a server based SPARQL
endpoint, where SPARQL queries can be executed to retrieve
RDF. By using a predefined ontology, the myExperiment
portal can control how data is described and therefore provide
some level of search. Crowdlabs requires that workflows be
accessed manually as projects and there is little openness to
data unless the user is an authenticated user in the system.
Neither portal seems to provide the ability to integrate client
tools to publish data or comments or to retrieve information,
e.g. there is no API that integrates client tools with the
functionality available at the portal. As a result, scientists
must understand each portal specifically and manually,
including menus and data organization, if they want to interact
with the portals. Finally, these two portals seem to be single
implementations whereas the CI-Server Framework is meant
to be replicated; site administrators can download the CIServer components and setup a more specific Drupal-based
server for their needs. Cyber-ShARE client tools can be
downloaded from the Cyber-ShARE website or technologists
can instrument scientist specific tools by downloading and
integrating the CI-Client API.

The information that is collected in a project within a CIServer is a nucleus of information available about a research
effort. In order to make this information useful outside the
research effort, the CI-Server provides an RDF view for
project resources. Through a URL, software agents can access
RDF descriptions of a project, its comments and all project
resources. RDF data about a CI-Server project can be loaded
into an RDF browser and users can see how this data links to
information not necessarily included in the project. Similarly,
one or more RDF project datasets from a CI-Server can be
loaded into an aggregator and SPARQL queries can be created
to answer queries about the project.
The potential here is that although we do plan on exposing
additional knowledge from the RDF that is generated for a
project, see the next section for Future Work, gaining
additional knowledge about a research effort is not restricted
to the functionality of a CI-Server. The CI-Server, in servicing
multiple research efforts, is not equipped to understand all
data. This open and structured model of the CI-Server
Framework to provide URLs for resources, group research
efforts by project and expose projects as RDF, enables further
automation by external software agents.

V.

Although the CI-Server will unlikely be able to support
reasoning for all research efforts individually, we believe that
there is some insight we can provide for the value of a focused
project-based RDF dataset. Our goals are to provide views
based on queries into the RDF data that is generated for a
project as well as browsing views, where users can follow
links to other relevant data in the Linked Open Data cloud.
We believe that with these views, scientific teams and outside
parties interested in the research can gain a better
understanding of the research effort versus what they would
find if they were to perform searches of this data over the
Web.

RELATED AND FUTURE WORK

Portals and data management centers have been mentioned
throughout this paper because they are currently used by
scientists to publish and share their data. The documentation
of a research process as graphical scientific workflows is, in
our view, an effective way to convey process for
understanding [19]. Two related implementations use
executable scientific workflow systems to conduct scientific
experimentation and support collaborations through social
Web portals, i.e., they allow workflows to be published on
Web portals for further sharing and discussion of scientific
processes. myExperiment is a web portal used to publish,
discuss and rate scientific workflows [20]. Different types of
workflows can be published as a single workflow package
giving users of the system access to reusable workflows and
related data. Users can download packages, execute them on
their local system and push changes back onto the server.
Users can also discuss their opinion of workflows and rate
workflows. Another scientific workflow based portal is
CrowdLabs, a social repository for VisTrails workflows [21].
In this repository, users are able to access, discuss and rate
workflows. VisTrails workflows can be opened and modified
locally, i.e., on the client system using a local VisTrails

VI.

CONCLUSIONS

Although there has been no formal user evaluations of the
CI-Server Framework, there has been a growing dependence
on the framework from Cyber-ShARE Center technologists
and scientists. Where before the Center’s scientists had silos
of information, scientific teams are creating projects and
publishing more information describing their research. The
framework, since its inception two years ago, now has over 56
projects where various users have found it useful to publish
data, formats, metadata, publications, workflows and
provenance as Web accessible entities, i.e., having URLs. The
main production CI-Server houses over 5000 resources with
corresponding attachments, most of which have been
published using tools instrumented with the CI-Server API,
and provides service to approximately 15 to 20 users who
logon to actively use the server. This does not include users
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who access the data via URLs. For Cyber-ShARE scientists,
this exhibits the benefits to embracing the scientific process
that these scientists are engaged in and the effect of seamlessly
integrating technology in the tools that scientists use, as
opposed to requiring them to find mechanisms for sharing.

[3]
[4]
[5]

The CI-Server Framework has a different focus from
existing scientific data management centers and data sharing
portals, namely to support the individual research effort.
Team support is achieved by allowing scientists to connect to
a CI-Server through tools that enable them to describe
research without having to understand the details of uploading
or downloading data. As a result, scientists minimally alter
the process of documenting their research because they can
use familiar tools that capture this information electronically.
Through grouping related information as projects, this
information is maintained as a unit to help describe a single
research effort and can therefore be shared as a single project
via a resource view on a CI-Server. Making the information
on a CI-Server Web-accessible via URLs enables future users
to reference project resources individually or the project as a
whole.

[6]

[7]

[8]

[9]
[10]
[11]
[12]

Furthermore, the CI-Server Framework is enabling
automation and reuse by assuring that all resources are
available as RDF.
As a result, humans can rely on
semantically enabled tools to help make use of Web content,
in particular when the information is obscure or massive. For
the SEL scientists, it is our expectation that as they add
additional resources and comments to the EddyCovariance
project, leveraging semantically enabled technologies should
provide additional understanding of the research effort.

[13]
[14]

[15]
[16]
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metadatabase. This metadata then provides the link between
the Data Discovery and Access Service and the data held by
the individual data centres for the purposes of data discovery
and download.

Abstract—Despite the fact that there are large volumes of
geological and geophysical data available for the marine
environment it is currently very difficult for users to locate and
access these datasets or use them in an integrated way. This is
due to the use of different nomenclatures, formats, scales and
co-ordinate systems not only between individual countries, but
also within the same country between different organizations. In
an attempt to overcome some of these difficulties the Geo-Seas
project is developing an e-infrastructure for the delivery and
exchange of marine geological and geophysical data. This
infrastructure is made up of 26 data centres in 17 European
coastal countries and includes research and academic institutes
as well as a number of national geological surveys.

The Geo-Seas project is now implementing a similar
model for geoscientific data in order to create an einfrastructure which allows a range of users including
researchers, academics and policy makers to directly access
harmonised marine geological and geophysical data sets
through a single dedicated portal which is available via the
project website at http://www.geo-seas.eu.
II.

Keywords—metadata; e-infrastructure; data delivery; marine
geoscience

I.

BACKGROUND

The project is building upon the work of the SeaDataNet
project which has created an e-infrastructure for the delivery
of oceanographic data throughout Europe. Geo-Seas is now
adopting and adapting the architecture, methodologies and
technologies developed by SeaDataNet for use with geological
and geophysical data. This has resulted in the development of
a joint e-infrastructure covering both oceanographic and
marine geological and geophysical data which in turn has
facilitated the development of multidisciplinary science
through the creation of interoperable data sets for use in both
ocean science and the wider user communities. Geo-Seas has
also incorporated the work done by a number of earlier
European Commission-funded projects including EUSeaSed
and SEISCAN, both of which created extensive marine
geoscience metadatabases. These pre-existing metadata
catalogues have been used as the basis for the development of
the Geo-Seas metadata standards and they have also been
upgraded to conform to the ISO19115 for incorporation into
the Geo-Seas metadatabase.

INTRODUCTION

The main objective of the Geo-Seas project is to provide
direct user-access to harmonised marine geological and
geophysical metadata and datasets through the development
and use of common standards, vocabularies and
methodologies [2, 3]. The project also aims to enhance
interoperability with other data types and infrastructures such
as those used in the wider earth sciences community [4]. GeoSeas is also underpinning key European directives such as
INSPIRE (Infrastructure for Spatial Information in Europe),
which is developing standards and a structure for delivering
integrated spatial information services, as well as international
initiatives such as the Global Monitoring for Environment and
Security (GMES) and the Global Earth Observation System of
Systems (GEOSS), both of which are encouraging the
provision and exchange of environmental data and
information.

The re-use of the SeaDataNet methodologies and
technologies, including both the architecture and middleware
components where appropriate, to interconnect the geological
and geophysical data centres, will enable the integration of
geological and geophysical datasets with other oceanographic
data currently managed by the SeaDataNet data centres. Not
only will this avoid unnecessary duplication of effort within
the two projects but will also allow the development of a
common approach to marine data management across Europe
which can potentially be extended to the wider international
community [4].

Geo-Seas is adopting and adapting the technologies
developed by the related SeaDataNet project for use with
geological and geophysical data types. SeaDataNet has
implemented an e-infrastructure for the management of
oceanographic data which is based upon a distributed data
model with each individual data centre responsible for the
management and delivery of their own data sets. Each data
centre also provides metadata records for their locally held
data sets to the centrally managed Common Data Index
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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III.

tool has also been adapted and updated for use with
geosciences data. The MIKADO tool is used to generate the
CDI metadata records, which are in an XML format, directly
from local partner databases either automatically as a batch
job or manually. Each individual partner must have first
carried out a local mapping exercise between their local
database and the Common Data Index schema and also the
common vocabularies. The MIKADO tool references these
vocabularies using local web services to get up-to-date lists as
part of the metadata generation process. Once the partner has
created the CDI metadata this is then loaded to a centralised
project database which is utilised by the Geo-Seas portal for
the data discovery services.

METHODOLOGY

A.

Metadata
The individual data centres are required to create metadata
for their datasets with each one having a metadata record
which references the data at the file level. This metadata
conforms to the ISO 19115 standard but, in order to include
the additional information required for oceanographic data the
SeaDataNet project created an enhanced metadata schema, the
Common Data Index (CDI). This schema has been further
extended and adapted to accommodate the specific
requirements for the delivery of geophysical data, and in
particular seismic data using the Observations and
Measurements (O&M) and SensorML schema. The CDI
schema has also been upgraded to include detailed tracks and
polygons for referencing geophysical data. This has been
achieved using the Open Geoscience Consortium (OGC)
compliant Geography Mark-up Language (GML) which
includes an option for additional service bindings to provide a
linkage to the viewing services which are also required for this
project.

B.

Data delivery and exchange

To facilitate the delivery of the data in a standardised
format the project partners have developed an agreed set of
data delivery and exchange formats which have been adopted
by all of the data centres (Table 1). These agreed formats
have been chosen as they are the most commonly used
standards within the oceanographic community and are also
either already used or can easily be adapted for geosciences
data. They include Ocean Data View (ODV) which is an
ASCII format widely used in the oceanographic community
for profile, time series and trajectory data; modified NetCDF
(CF) which is a data exchange format commonly used for
gridded data sets and SEG-Y which is generally used for the
delivery of geophysical data

It has been shown in previous projects that the use of
common vocabularies is essential to ensure consistency and
interoperability [1] [5]. For this reason a set of common
vocabularies is being used for the population of the keyword
fields as part of the creation of the standardised metadata.
The common vocabularies, originally established for use in
the SeaDataNet project, are widely used throughout the
oceanography community and they are now being updated by
the Geo-Seas partners to accommodate the specific
requirements of geoscientific data.

Each partner must make their data files available on a local
server in the format agreed for each data type and create a link
between them and the associated CDI metadata record using
the software tools provided. In order for these data files to be
accessible via the Geo-Seas portal each data centre is also
required to install the Download Manager software tool. The
Download Manager can be used in one of two modes. The

The update of the common vocabularies has been
undertaken in two phases. During the initial phase a domain
expert group was established which included representatives
from both the project and other relevant initiatives. This
group was tasked with evaluating and extending the preexisting vocabularies to include the geoscientific terms
required to populate the discovery metadata keyword fields.

TABLE I.

During the subsequent data population phase of the project
further extension of these common vocabularies has been
necessary to include additional terms identified by the partners
engaged in these population activities. As a result, the
updating of these common vocabularies is currently an
ongoing task with new terms being added to the relevant
vocabularies as necessary.
In order to maintain the integrity of these common
vocabularies all requests for additional terms to be added to
these lists must be validated and approved. This is achieved
through an international vocabulary content governance group
(SeaVoX)
https://www.bodc.ac.uk/data/codes_and_formats/seavox/
In order for the partners to be able to create the
standardised Common Data Index (CDI) records each data
centre has been provided with a Java® based software tool,
MIKADO, which was originally developed by the SeaDataNet
project to facilitate the creation of the required metadata. This
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EXTRACT FROM LIST OF AGREED DATA DELIVERY AND
EXCHANGE FORMATS

Data Type

Delivery Format

Geological data (point)
Geological data (gridded)
Gravimetry (tracking)
Gravimetry (gridded)
Bathymetry (tracking)
Bathymetry (gridded & swath)
Borehole
Heat Flow
Magnetic (tracking)
Magnetic (gridded)
Seismics (digital data)
Seismics (scanned images)
Seismics (navigation)
Side scan sonar

ODV & GeoSciML
NetCDF
ODV
NetCDF
ODV
NetCDF
ODV & GeoSciML
ODV
ODV
NetCDF
SEG-Y
TIFF / PNG
UKOOA
XTF

restrictions which have been put in place by the data supplier.
The datasets that can be accessed and directly downloaded by
an individual user will be determined by the status of the
registered user.
The Geo-Seas portal and discovery metadata services are
public domain but in order to use the data download service an
individual must first become a registered user. As part of the
registration process the user must agree to abide by the
conditions of the data user licence and is assigned a status
according to their affiliation (academic, commercial, etc).
Each time the user places a request to download a data set via
the Geo-Seas portal they are required to log-in. When ordering
any data the status of the user will be verified and, where there
are access and use conditions, the user may be referred
directly to the data centre to negotiate the terms and conditions
for the use of a data set before delivery can proceed.

Figure 1.

Once the end user has placed a request for data from a data
centre the progress of that order can be monitored by the user
via the Geo-Seas portal. The Request Status Manager (RSM)
application (Fig. 1) controls the ordering and delivery of the
data from the separate data centres as no data is held centrally.
All of the raw data remains under the management of the data
centres that hold the data. This allows the individual data
centres to retain responsibility for managing their data
holdings locally whilst optimising the delivery of these data
sets to the wider user community.

Geo-Seas data portal access

data centre can convert the relevant data files to the agreed
formats and store these on a local server which can then be
accessed by the Download Manager. Alternatively the data
centre can store the data in their local database in these
delivery formats which can then be downloaded using direct
database calls via the Download Manager.

IV.

Once the data centre has created the CDI metadata records
and loaded them to the central metadatabase, converted the
associated data files into the agreed formats and installed all of
the necessary software components, they can then be
connected to the Geo-Seas e-infrastructure as a fully
functioning data centre. Some of the data centres will also
install an ancillary set of software tools specifically for the
delivery of the geophysical data. However, these are not
essential for an organisation to be a fully functioning data
centre and are only required for specific data types which are
not held by all data centres.

SUMMARY

The Geo-Seas project is currently in the installation and
population phase with each of the project partners having
installed the software tools necessary in order to become a
fully operational data centre and part of the e-infrastructure.
They are also engaged in the creation of the metadata for their
respective data holdings and making the associated data sets
available on local servers in the agreed delivery formats in
order for them to be accessed via the centralized Geo-Seas
portal. Each of the data centres is now uploading metadata to
the Common Data Index metadatabase and of these data
centres more than half are now fully connected to the portal
with in excess of 41 000 data sets having already been made
available via the Geo-Seas portal. Over the coming months
this figure will increase as the remaining data centres come
on-line and those data centres that are already connected
making additional datasets available. The data sets currently
available cover a wide range of different types including
geological data derived from both observation and analysis of
geological samples e.g. grain size,

Once a data centre is connected to the e-infrastructure, the
end user can then access and download the data holdings of
that data centre. The Geo-Seas portal (Fig. 1) allows users to
search through the metadata catalogue, find the data they need
(Fig. 2), assess its suitability for their particular purpose and
then either download the data directly from the data centre or
place an order for the data according to the access and use
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Figure 2. Geo-Seas Common Data Index metadata discovery
service

V.

geochemistry; as well as bathymetric data. Additional data
types including geophysical data such as a multibeam and
side-scan sonar will also be made available over the coming
months.

[1]

The development and implementation of the Geo-Seas
portal has provided users with a single point of access for the
discovery and delivery of harmonised marine geological and
geophysical data within Europe. This is leading to a
significant improvement in the locating, accessing and
delivery of a range of interoperable marine geoscientific data
sets. Users can find the data they need and assess its suitability
for a particular purpose and then either download the data
directly or place an order for the data dependant on the status
of the registered user (academic, commercial etc.) and also the
volume of data requested.

[2]

[3]

[4]

[5]

The implementation of common standards and
methodologies is also leading to improved interoperability of
marine geological and geophysical data with other data types
and data products from other disciplines, organisations and
between countries. It is also allowing the development of
multidisciplinary marine science within Europe on a wholebasin scale.
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organism in question based on the inputs to the algorithm.
The second major component of Lifemapper is its web
services. All data and metadata in the Lifemapper system are
available from these web services and these services are both
RESTful (Representational State Transfer) and Open
Geospatial Consortium (OGC, http://www.opengeospatial.org)
compliant. Uploading user created content is done using
OGC’s Web Processing Service (WPS) standard and raster
data is retrieved using OGC’s Web Coverage Service (WCS)
standard for actual data or the Web Mapping Service (WMS)
for scaled map images. Metadata about each service item is
returned by post pending the desired interface parameter to the
end of the REST URL. This metadata includes information
about the data that is returned by an OGC service. This can
include the inputs to the experiments, keywords, modification
time, geospatial and temporal coverage of the data in question,
cell size and resolution, or anything else related to the service
items.
As an adjunct to our web services, we also provide software
clients for users to efficiently access the services through their
supported applications. These clients use the published
Lifemapper services application programming interface to post
and request data and experiments. Our software client
integration
with
VisTrails
is
especially
useful
(http://www.vistrails.org).
VisTrails (VT) is a scientific
workflow management system that allows a user to assemble
and document exploratory computational tasks. VisTrails
provides a graphical user interface for authoring workflows,
parameterizing modules, and for pipelining data through
computational steps and output visualizations. A
distinguishing feature of VisTrails is its ability to generate
comprehensive provenance information or metadata about
complete workflows. The result of our LM/VT work is a
powerful tool that can be used generate complex experiments
while maintaining an easy-to-use user interface.
One of our primary goals is to promote transparency and
repeatability in species distribution modeling. For that, we
require metadata about the inputs to an experiment. Input
metadata includes where the original data can be obtained, any
transformations that have been done to the data, etc. Once the
input data is thoroughly documented, metadata is produced
that records the processes that transform the inputs into the
final outputs. Tracking data provenance ensures that we
capture all of the manipulations of a data set from start to
finish so that we can expose them for evaluation and
validation for someone wishing to repeat an experiment [3].

Abstract— Lifemapper is an archive of species distribution models
as well as a set of web services used to access and create them. We
have decided on Ecological Metadata Language for providing
metadata for each of our service objects and process metadata for
each experiment documenting not only how the process was
completed but also how it can be re-executed in the future.
Combining this with the clients we have created, we have provided
software that can be used to regenerate and re-execute any
experiment we have created strictly from the metadata used to
describe the inputs, the process, and the outputs. This is especially
useful when combined with the VisTrails environment as it gives
non-programmers access to powerful tools for scientific
experiment generation through a user-friendly graphical
interface. Additionally, providing metadata for our service items
allows us to track data provenance over time. When this
information is added to the documentation of an experiment, a
reviewer can see exactly what was done to get from the inputs to
the outputs, promoting transparency and reproducible scientific
experiments
Keywords—metadata; software; documentation; reproducability;
web services

I.

INTRODUCTION

The Lifemapper Project (http://www.lifemapper.org) is a
National Science Foundation (NSF, http://www.nsf.gov)
funded effort to compile species distributions and computed,
predictive range and diversity models. The project is
comprised of two primary components. The first is an archive
of species distribution models and the second is a collection of
web services that access, create, and store data for species
distribution modeling and biogeographical experiments. The
experiments in the archive are compiled from occurrence data
at both the genus and species level acquired from a local cache
of species data aggregated by the Global Biodiversity
Information Facility (GBIF, http://www.gbif.org) and this data
is modeled and projected using scenarios of climate data from
WorldClim
(http://www.worldclim.org)
and
the
Intergovernmental Panel on Climate Change (IPCC,
http://www.ipcc.ch). These inputs are fed to one of several
modeling algorithms such as GARP Best Subsets [1] and
Bioclimatic Envelope [2] that are available to the
openModeller library (http://openmodeller.sourceforge.net).
Model outputs are a rule set of habitat suitability parameters
and maps indicating the predicted habitat suitability for the
This work is licensed under a Creative Commons Attribution 3.0
Unported License (see http://creativecommons.org/licenses/by/3.0).
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For assembling and archiving Lifemapper workflows, we
use
Ecological
Metadata
Language
(EML,
http://knb.ecoinformatics.org/software/eml/).
EML is a
metadata specification implemented as a series of XML
document types [4]. Our rationale for using EML was that our
existing XML metadata fit the schema and could be extended
to capture additional information required by the EML
standard. Capturing process details is facilitated by the EML
specification through the process metadata component in two
forms; protocol and method. Allowing processes to be
documented descriptively, to explain what was done, and
prescriptively, to describe how to do it [5]. This allows us to
provide information to replicate the experiment by hand as
well as provide instructions that can be used by our clients to
automate the experiment replication, a concept we are calling
“Executable EML”.
At this time, the EML process metadata standard is limited
and is primarily a free-form text field that is used to describe
the procedural step in a format that is human readable. This is
an important first step as it allows for any possible action to be
described, however, it falls short with respect to computerbased automation. We acknowledge that not every procedure
can be automated because some may be accomplished outside
of a computational environment, but we would like to add
some capability for automated execution of procedural steps
such as web service calls or conditional post processing
routines.
II.

being the content of ref X” and in the document would include
a section like Fig. 1.
Our EML reader will parse that text string and then retrieve
the referenced subsection and post it to the specified web
service. This initial step worked for a proof of concept of how
the process metadata could be read and then regenerate the
experiment, but it is not general enough for production use and
does not include the capability to operate on web services
outside of the Lifemapper environment or any new services
that we might produce that have different process metadata
text strings.
The most visible products we have produced related to
EML
are
our
clients,
including
a
Python
(http://www.python.org) library and a package of VisTrails
modules. The Python library has the capability to read
Lifemapper produced EML and produced objects from it that
can be used to resubmit the experiment. The Lifemapper
VisTrails modules can read Lifemapper produced EML and
recreate the workflow used to create the experiment. This
workflow will retrieve data for the experiment that is available
from a URL. When the workflow is executed, this data will be
posted through the Lifemapper REST services and the
experiment will be run. The EML may be loaded either in a
text box that allows copy and paste or direct entry, or the
VisTrails module will go out and retrieve the EML content
from a provided URL.
Our efforts to date have created the following architecture
represented in the flow diagram in Fig. 2. A Lifemapper
experiment starts as a request made to our web services. The
accessed web service processes the inputs it receives and
submits a job to our processing pipeline. From here, a job is
submitted to one of a variety of computational environments
depending on the type of job requested, inputs to the job, and
other factors so that we can retain optimal performance. If a
job can be done quickly and has a small footprint, it may be
run locally on one of the main servers. If the job is larger, or
would benefit from parallelization, it will be submitted to our
compute cluster or broken into smaller pieces and ran in the
cloud. After the job has completed, the results are cataloged
in our database and relevant files are entered into storage. At
this point, an EML document is available through the web
service. These metadata documents are not stored in the
Lifemapper system and are generated each time they are
requested. We do this because, until now, the resulting

PROGRESS TO DATE

Our initial step was to generate EML for all of the data we
provide in the Lifemapper archive. Each service provides
metadata for each item.
Climate layers and species
distribution projects are provided as Spatial Rasters and point
data is provided as data tables. Additionally, experiments
contain the methods used to generate them as well as the
protocols to use if the experiment is to be generated again.
Once our services started producing EML, we wrote
libraries that could read this metadata. This is our “Executable
EML” concept. For this first iteration, only very specific EML
can be read and handled correctly, however, from this
specifically formatted EML, an entire experiment can be
regenerated. The experiment EML includes the methods
actually used to generate it, including the software used, as
well as the protocol for recreating the experiment. These
protocol entries are links to web services that can be called to
post data and submit a new experiment using the parameters
contained in the document.
With respect to schema, the process metadata we have
produced strictly follows the standard EML standard. The text
produced is human-readable and notifies the consumer of the
web services called as well as what subsection of the
document is relevant to that particular step. For example, one
of the steps might say something like “Request that the
Species Distribution Modeling Experiment be generated by
sending
an
HTTP
POST
request
to
http://lifemapper.org/services/experiments with the payload

Figure 1. Sample XML Subsection
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Figure 2. Lifemapper EML Dataflow Diagram

Our present efforts also include reading and processing
more generic EML. This allows us to handle external data
both in our clients, and in our web services. The aim of this is
to increase our interoperability with other projects and data
sources. This can also allow us to expand our user upload
services while at the same time providing a simpler user
interface from our clients.
By allowing user uploads via EML, we can get all of the
metadata for a climate layer or a collection of occurrence
points. This may also be particularly useful if the user’s
desired data is a large file and available online. The
Lifemapper system can just download the data directly, rather
than the user downloading the data and then uploading it to
our server.
We are currently considering options for EML cataloging
and querying. We are initially looking at setting up a Metacat
installation for EML storage, searching, and retrieval. We are
also exploring the possibility of setting up a portal as part of a
collaboration with the University of Oklahoma, Kansas State
University, and Oklahoma State University funded by the NSF
EPSCoR program (http://www.nsfepscor.ku.edu/). This portal
would store event based EML and provide a shared catalog
among the institutions. EML will be a primary component
allowing for the interoperability of scientific data and
processes from multiple science fields.

metadata created by each service is predictable and no special
operations need to be stored. Once an EML document has
been requested it can be sent to some EML storage services.
This
might
be
a
Metacat
(http://knb.ecoinformatics.org/index.jsp) installation or a
DataONE (http://www.dataone.org) node. From there, it can
be queried and retrieved for future use. An EML document,
requested from Lifemapper or retrieved from an EML
cataloging service, can then be fed into the EML reader
included with the Lifemapper clients which will transform the
document into a series of process steps in a workflow. This
workflow can be executed through one of our client plug-ins,
such as the Lifemapper VisTrails modules, which will make
web service calls to the Lifemapper (or other) web services.
This cycle gives us “Executable EML” and provides the
capability to re-execute and verify scientific experiments.
III.

CURRENT DEVELOPMENT

We are currently working on extending the EML we
produce, and we’re continuing to explore the standard to
ensure that we are providing the most complete metadata
possible. This expansion also includes new services that we
are creating. Our goal is to provide EML for every
Lifemapper service, and to add mechanisms to ensure that new
EML passes validation testing.
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quickly transformed into a tree structure that will provide
simple access to requested data.
We would like to expand our clients to publish EML to any
server requested. This will include any EML catalog
associated with Lifemapper, any DataONE node, or any other
server that takes EML from a HTTP POST request. We will
also expand the clients to generate EML for anything
produced in the client. This improved interface will work
similar
to
the
way
Morpho
(http://knb.ecoinformatics.org/morphoportal.jsp) works and
will allow users to document their newly created experiments.
The next steps for our process metadata extensions are to
continue to research web service call metadata in pursuit of a
standard metadata format that we can leverage if one emerges.
As our process metadata is in it’s infancy stage and currently
highly fluid, we would like to use a standard created by some
governing body if possible for HTTP requests and responses
as it would likely be more complete than something we are
able to generate.
Our conditional processing metadata will be expanded as
well. Some of these additions might be adding support for
JSON condition analysis and possibly using XQuery
(http://www.w3.org/TR/xquery/) to for evaluation. Using a
standard such as XQuery will give us greater flexibility when
creating a client to read and evaluate our process metadata as
well as provide a standard for other developers to use when
utilizing these documents.
Lifemapper’s use of EML is helping us accomplish our
goals of queryability, self-standing metadata, interoperability,
and repeatable science. By using EML with our own and
external portals, users can search for our data that is related to
their interests.
Providing EML documents with all
information needed to recreate an experiment allows users to
recreate and verify experiment results without using the
Lifemapper system if they so choose. They are able to acquire
all of the data used and know how to process it from the
metadata as well as the actual procedure used to create the
experiment. They can also use our clients and “Executable
EML” to read all of the metadata about an experiment, get all
necessary data, and then re-execute the experiment
automatically. Overall, we have become a more viable option
for collaboration with other projects, expanded our user-base,
and are promoting transparent and repeatable science.

Since we rely heavily on web services to perform our
experiments, it is important that we extend the schema to
include metadata about them in order to collaborate with other
projects, especially if we expect to generate potentially new
cross-cutting science as a combination of the services of each
group. Therefore, much of our current efforts have been spent
establishing a process metadata schema extension that will
capture the procedural steps in a fashion that would be easy to
replicate, either by human or automated by a computer. For
the current extensions, we have decided to focus on two types
of process metadata that we would like to have automated.
The first being web service calls and the second being
conditional repetition and post processing.
For web service call metadata, we need to capture
everything going into the web service as well as everything
coming out. This is relatively straight-forward for HTTP GET
requests as, often, most of the inputs are included in the URL
as query parameters. There are some additional metadata that
may be included as HTTP headers as well, and for this
iteration, that is all we are including for the requests. The
responses need to be documented as well and currently we are
capturing metadata about expected HTTP response codes and
returned headers as well. HTTP POST requests are a little
more complicated as they can include more in the request
payload than a GET request. There are a few options
available for how this can be accomplished, but we are starting
by allowing the metadata to specify an external location of the
data via a URL, or the body of the payload can be specified by
referencing a section of the metadata document. This can
either be raw data encoded into the XML or an XML
subsection of the document that will be encoded as the body of
the post request.
The second process metadata extension we have focused on
is conditional post-processing instructions. At this time, our
extension will rely on the response of either a GET or POST
request being an XML document and the metadata will
include an XPath (http://www.w3.org/TR/xpath/) query to the
item to be compared. For instance, our species distribution
modeling service produces a metadata document that includes
a status variable. A conditional processing step in this case
would be set to repeat the request for this document until the
status indicates that the experiment had completed, at which
time the next procedural step would take place. Combined,
these two new process metadata extensions allow us to
prescribe how an experiment can be generated in a way that
will allow an EML reader to automate the re-execution of the
process. Additionally, these extensions are general enough
that they can be used with web service calls outside of the
Lifemapper system.
IV.
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and availability of both task and workflow-level fault
tolerance [9].

Abstract— Here we discuss the applicability of the Kepler
workflow system for basic environmental data management.
Examples for its current use by two Long-Term Ecological
Research sites are given in the areas of basic table manipulations,
managing streaming sensor data, and quality control routines
involving complex R scripts. Overall we find Kepler a very good
tool for the task and particularly well suited for a community of
practice in which specific knowledge transfer may reduce the
otherwise steep learning curve. Employing a powerful and flexible
platform like Kepler by such a community can provide for
extensive exchange of expertise and widespread reuse of
workflows and specifically developed actors.

We chose Kepler for our information management tasks
because of its strong support of general database interactions
and some specialty actors (e.g. EML [10], DataTurbine [11]).
The Kepler workflow engine provides an intuitive graphical
user interface and a wide range of workflow components,
called ‘actors’. Actors encapsulate generic functionality for
data input, conversions and calculations, output, general
purpose functionality, workflow control, and specific
functionality for accessing several analytical packages. These
actors may be dragged onto the workflow canvas and then
connected by their input and output ‘ports’ while a ‘director’
controls the data flow. Each director represents a different
computing model and the most commonly used ones come
with the Kepler installation. In addition to the actors and
directors provided with the Kepler installation, a searchable
repository for custom actors is available (for a more detailed
description of Kepler see [4]). User input may be specified via
‘parameters’ and annotations may be entered for every step or
the overall workflow. Although the graphical user interface is
very intuitive, the screen can become cluttered in complex
workflows. This can be alleviated by gathering groups of
actors, representing related functionalities, into ‘compound’
actors. This not only makes the workflow more readable, but
also facilitates the reuse of these compound actors as
individual components in new workflows.

Keywords—Kepler; workflow; environmental information
management; data curation

I.

INTRODUCTION

The benefits of using scientific workflow systems are
generally discussed in the context of data analysis and
modeling by scientists involving distributed computations and
large amounts of data [1] [2]. Workflow systems can abstract
data access, manipulations, analysis, and visualization, as well
as parameterize and run models, stage data and schedule
remote jobs. This not only results in an automation of multistep processes, but also documents data provenance and model
parameterization as well as workflow evolution [3]. Other
benefits include the reuse of workflow components and
publication and exchange of entire workflows. Most workflow
engines (e.g., Kepler [4], Taverna [5], Triana [6], VisTrails
[7]) allow encapsulation and chaining of different analytical
tools. These workflow systems have in common that they
provide a graphical user interface for designing workflows but
may differ widely in the computational approaches used for
their design and processing of workflows [8,9]. Here we focus
on Kepler, which is distinguished from other workflow
systems by its inclusion of iteration, user-defined workflow
scheduling, use of both abstract and concrete model structures

Although widely used in data analyses, the benefits of
using scientific workflow systems extend beyond analyses,
modeling and large-scale science. The open source workflow
system Kepler has utility in basic ecological data management
involving data manipulations and quality control procedures
routinely conducted during the data-curation process before
data are ready for analysis, synthesis, and modeling. The
applications presented here pertain to long-term environmental

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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monitoring, where the same data are collected monthly,
annually, or are streaming in real-time.

were generally unacceptable to data entry personnel, and that
good data curation and archiving required Excel spreadsheets
and PDA output files to be quality controlled and parsed into a
database. Transforming data from forms suitable for data entry
into forms suitable for archiving and analysis frequently
involved transposing or otherwise changing the structure of the
tables. Quality control procedures include spell checking
species names, verifying collection dates and sites, range
checking measurements, eliminating duplicate entries, assuring
consistent data types in columns (i.e., avoiding comments in a
data column), and evaluating data completeness. Many of these
steps had been conducted manually and by taking advantage of
functionality in proprietary applications, for example,
manipulating the data structure in Excel, using custom and
database engine-specific scripts for parsing and loading into a
database, stored procedures and ad hoc SQL queries for
verifying collection dates and spell checking species against
authority tables, and using database triggers for range checks.
Because the spreadsheets were standardized and didn’t change
from year-to-year and the necessary steps for data processing
were well-documented, we were able to directly translate them
into Kepler workflows employing only standard actors. These
well-annotated workflows now provide, not only complete
automation of these multi-step procedures, but they also
contain all necessary documentation of the steps taken to
manipulate the data. Additionally, these scripts are databaseengine agnostic, encapsulate some of the more complicated
custom scripts developed earlier, and are independent of
proprietary software and data formats.

Before the use of a workflow system, a combination of
esoteric scripts and proprietary software would be used to
perform conversions. Specifically, Perl, Fortran, PHP
scripts/programs, the Oracle-specific SQL language, PL/SQL,
and Oracle triggers were used in addition to MS ACCESS and
MS Excel. Data were moved between Windows and Linux
systems and converted to different proprietary formats to
accomplish most of the tasks. Extensive natural language
documentation of the procedures, the location and
idiosyncratic requirements of custom scripts were necessary to
be able to repeatedly perform all involved steps, especially if
the data handling occurred once a year or was performed by
different people. Kepler workflows not only save time by
automating the execution of these numerous steps, but also
provide graphical and text documentation in an easilyinterpretable standardized format. Although a formal
performance analysis would be impossible to conduct due to
the large number of manual steps involved prior to employing
Kepler, we can assert that the time necessary has decreased
from several tens of minutes to seconds.
The capability of documenting transformation steps and
data provenance is particularly important when harmonizing
data from different sources into an advanced data product for
synthesis and modeling. Frequently, similar data are collected
with different methods, at different time intervals, and
reported in different units and data models. Invariably some
aggregation and conversion is necessary before they can be
provided as an advanced, value added data product to be used
in analysis or modeling and documenting data provenance is
paramount.

The simple Kepler workflow depicted in fig. 1 contains all
information to transform a comma delimited text file
containing the water levels for 39 ground water wells, which
are collected monthly. Any given raw file usually has several
months worth of data. The first column is the sample date, the
second a correction factor followed by 39 columns, one for
each well. This format is efficient for data entry, but poor for
archiving and analysis. Therefore, this table needs to be
transposed into the database format of: sample date, well ID,
water level, and flag. The date has to be reformatted, the water
level calculated from meters well depth to actual elevation
based on the known well head elevation and the correction
factor, and a mix of data types in the columns where dry or
frozen wells are noted along with the meters depth, needs to be
converted to an appropriately flagged missing value. Prior to
using a Kepler workflow, the approach included many
formatting steps and moving of data within Excel, specifically
copying of the well elevation from year-to-year, copying the
formula, and a custom parsing and uploading script. The
natural
language
step-by-step
instructions
required
approximately 1.5 pages. To simplify the graphical display, this
Kepler workflow contains two compound actors, one for
formatting the date and the other for calculating the ground
water level, transposing the record and inserting appropriate
flags (iterate Over Array). If desired, these compound actors
can be opened to display the processing details, just as for the
overall workflow.

The here developed Kepler workflows are currently not
publicly accessible, but are available upon request. The
website ‘myExperiment’ (http://www.myexperiment.org/)
does not seem appropriate for this kind of workflows.
However, they may well be submitted to a more appropriate
community website in the future.
II.

EXAMPLES OF USING KEPLER

A. Kepler for basic data management applications
At the North Temperate Lakes Long-Term Ecological
Research (NTL LTER) project many long term monitoring data
are collected manually on a monthly or annual basis. Data
collection often involves many steps spread out over long
periods of time. For example, sample jars would be weighed,
labeled and stored in the winter, samples taken some time
during the summer field season along with related
measurements and then analyzed still later in the lab. Different
data entry systems were developed and tested, For example,
data entry applications for hand-held devices (PDA) in the
field, online web forms for data entry, and data entered into
standardized Excel spreadsheets. We found that online forms
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Figure 1. Kepler workflow for parsing comma delimited text file with ground water level data into a database

B. Kepler for Managing Sensor Data Streams

statistical displays and graphics to aid in quality assurance and
control activities (fig. 2). These processes make extensive use
of the link between Kepler, the Ecological Metadata Lanaguage
(EML [10]) and the R statistical language. A typical workflow
ingests an EML Metadata document containing metadata for
one or more tables in a dataset. XML actors in Kepler
transform information in EML into an R program capable of
reading data tables in the dataset. Additional Kepler actors are
used to edit that program to incorporate specific information
needed for its operation, such as the location of data files on the
local system. The R program is then executed to ingest the data
and save it as an R workspace. This method is used in
preference to using the built-in EML actor because that actor
can become overloaded when large (>10 MB) data input files
are used. An additional R program, in a separate actor, can be
customized to produce graphical displays that aid in spotting
problems with data, such as sensor drift, can also be
incorporated into the workflow. The workflow can either be
run via the graphical user interface, or as a “batch” job for
periodically updating displays.

Following the lead of the REAP project (Real-time
Environment for Analytical Processing [12]) [13] we
experimented with establishing workflows to quality control,
monitor, and parse sensor streams into final database storage.
Data streams from seven lake buoys, each holding up to 20
individual sensors currently are read into a DataTurbine server
at North Temperate Lakes LTER. Originally, these data
streams were parsed by a DataTurbine off-ramp into a
temporary database table and database triggers would apply
range checks, parse the data into final tables and calculate
hourly and daily aggregates. Employing the DataTurbine actor
in Kepler this extra step and database-specific trigger may be
bypassed adding the option of monitoring the data streams in
real time. We are expecting major improvement to our simple
workflows by the developments in the REAP project.
C. Kepler for Quality Assurance and Control
At the Virginia Coast Reserve Long-Term Ecological
Research (VCR LTER) project, Kepler is used to help produce
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Figure 2: Kepler workflow for displaying statistical QA/QC analysis

III.

ADVANTAGES AND DISADVANTAGES OF USING KEPLER

emphasize again, however, that we are dealing with consistent
input file formats and only minor changes in the workflows are
necessary at runtime.

A. Improving documentation and communication
As shown by the examples, Kepler workflows provide
substantially improved mechanisms for documenting and
communicating data management procedures. A single Kepler
workflow can replace large numbers of esoteric scripts (which
require extensive documentation, or may require locationspecific configuration). The graphical display makes it easy to
see how processing steps are linked together, and on-screen
annotations can provide what few instructions are needed to
run a workflow. The examples above illustrate how many
distinct operations and several pages of documentation could
be encapsulated in a single Kepler workflow. Kepler also has
advantages for communication of procedures between
researchers. A single Kepler workflow can be much more
easily transported than large numbers of scripts, and will run
properly on different operating systems. We would like to

B. Flexibility
Kepler provides a good framework for combining
capabilities from several different software packages. It
supports a wide array of ‘actors’, including support for the R
statistical language, relational database access, the Python
language, the ImageJ graphics package, web services,
processing of XML documents, remote processing on Linux
and Unix computers, automatic ingestion of datasets
documented using Ecological Metadata Language and even
proprietary software such as Matlab (although a separate
Matlab installation is required). Storing location-specific
information, such as the file paths used on specific systems, can
be easily accommodated by defining parameters, essentially
variables that can be accessed within Kepler actors. This makes
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it much easier to transfer workflows between individual
computers or even operating systems.

running in Kepler because error messages from R are lost if the
program crashes (although the try() and geterrmessage()
functions in R can be used as an alternative to debugging
outside Kepler).

C. Extensibility and Reuse
Clearly an experienced PHP or Python programmer could
similarly script the workflows described here without relying
on manual execution of separate steps. However, Kepler
provides basic capabilities listed above as actors which can be
reused in different workflows and provides a graphical user
interface for doing so. Therefore, designing a simple workflow
for managing data can be put together with limited
programming knowledge. Additionally, it is fairly simple to
wrap custom code written in Python and Perl or single Java
statements as well as scripts in R or Matlab in Kepler actors.
This does not require developing a custom actor from scratch.
Although we have not had the need, programming a new actor
within the Kepler framework will allow reuse of this effort in
other workflows and by other users and a central actor
repository where custom actors may be exchanged is available
and can be accessed and searched from within Kepler. Using a
workflow system rather than custom scripts has of course many
advantages in large and distributed science applications [14]
which may not be applicable to the small scale day-to-day
environmental information management requirements.
However, the re-usability of components in many small and
very similar, yet slightly varying, workflows in a single
environmental information management system makes it well
worth the effort of learning Kepler. Additionally, the aspects of
extensibility and reuse seem particularly well suited to a
distributed community of practice like the LTER information
management community in which similar tasks are performed
across many different systems most of which currently are
custom coded.

Most scientific workflow systems are built on the data-flow
model rather than the control model implemented in businessoriented workflow systems. Kepler offers some more flexibility
by providing different ‘directors’ which support a variety of
computational models including data flow and control flow
[8,9]. However, in contrast to many data-driven scientific
analysis workflows some of our more complex data
management workflows have some components of control flow
where scheduling may be complex and not data flow dependent
(e.g. database interactions involving table creation before data
already in the pipeline can be streamed into the new table). We
found it very difficult to implement these types of workflows.
This may of course be due to our still limited understanding of
Kepler’s full capacities.
IV.

CONCLUSIONS

Kepler has reached a level of maturity where it can be
reliably deployed in production environments for data
management. It continues to be improved and environmental
data management specific actors are being developed by
currently funded projects. Using a flexible and powerful
platform like Kepler to streamline general data management
procedures seems particularly appropriate for a distributed
community of practice. Specific knowledge transfer can
minimize the learning curve and custom developments may
benefit the broader community.
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D. Caveats
Of course, no such system is perfect and we have found a
few limitations of using Kepler strictly for data management
application as well as more general reservations. Kepler is very
powerful and flexible allowing for many different applications
and approaches. The flip side of this is that the learning curve
is fairly steep. Although simple workflows can be written
almost instantaneously in Kepler by following the quick start
guide [4], we found that a week or two of intense trial and error
and studying the documentation on the Kepler website [4] were
necessary before routinely designing more complex workflows.
Without any familiarity with programming or data structures it
can be hard to design workflows that link together different
components (e.g., R-scripts with Python programs) and to use
Kepler efficiently. Kepler maintains the strong data typing
from the Java language, which is good because it helps make
workflows robust, but it can be difficult for the beginner to
successfully move data from actor to actor. Additionally,
although conversion actors are provided, date and time
handling is still as cumbersome (or well controlled) as in Java.
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management of data and science metadata within individual
research labs, solves the problem of the static geospatial data
model, and interfaces with HIS to allow labs to share some or
all data via the HIS protocols.

Abstract— The Virtual Observatory and Ecological Informatics
System (VOEIS) provides a framework for data acquisition,
analysis, model integration, and display of data products from
completed workflows including geospatially explicit models,
graphs from statistical analyses, and GIS displays of classified
ecological attributes on the landscape. VOEIS is intended to
complement the capabilities of the Consortium of Universities for
the Advancement of Hydrologic Science (CUAHSI) Hydrologic
Information System (HIS) by providing sound data and metadata
management capabilities for field observations and analytical lab
actions. Functionality provided by VOEIS is supported by a Field
Data Model (FDM) that enhances the limited geospatial
capabilities of CUAHSI’s Observations Data Model (ODM).
Access to VOEIS data and metadata is also made accessible via
programmatic APIs which facilitates integration with other
service oriented “e-Science” architectures and distributed
frameworks.

The VOEIS infrastructure is designed to extend the
functionality and knowledge representation capabilities of
CUAHSI HIS by providing necessary interfaces, software
components, and a complementary Field Data Model (FDM)
schema [18] that captures data processed in the lab or collected
by scientists in the field.
VOEIS has three basic research elements: 1) the
development and deployment of sensor networks which
requires the cyber-infrastructure enhancement of hardware at
two field hubs (FLBS and HBS described in section III B); 2)
the development and deployment of an informatics system to
manage and serve hydrological and meteorological data and
metadata, and to interface with CUAHSI’s HIS and ODM; and
3) the development and usage of protocols and APIs to
interface with partnering technologies (i.e., WaterML [27]).

Keywords—framework; cyber infrastructure; data and meta-data
management

I.

INTRODUCTION
II.

CUAHSI’s Hydrological Information System (HIS) is an
internet-based system that supports the distribution of
hydrologic data. CUAHSI’s HIS “is comprised of hydrologic
databases and servers connected through web services as well
as software for data publication, discovery and access.” [1,23]
Though HIS provides exceptional server side support, data
entry and quality control client tools, HIS presumes that
individual research labs posses sound internal data
management practices, doesn't provide tools for managing
metadata about field and analytical lab actions, and has a
limited data model for geospatial reference. CUAHSI’s
Observations Data Model (ODM) [6] is founded upon an
information model for observations at stationary points. This
model is insufficient to characterize complex spatio-temporal
relationships that arise under circumstances where hierarchical
and
dynamic
sampling
locations
occur.
VOEIS is an integrated sensor and ecological informatics
system that complements CUAHSI’s HIS capabilities by
supporting all-encompassing workflows; from the collection of
streaming senor data to the application of those data in
simulation models and visualizations. VOEIS facilitates the

BACKGROUND

The challenges of managing scientific data are significant,
and over the years they have typically fallen in the hands of
investigators. There exist significant obstacles in workflows
supported by cyber-infrastructures; from operation and field
deployment of sensors – to data streams – to data management
– to data analysis – to the use of integration tools. These
multifaceted obstacles involve hardware, middleware and
software. However, significant work and progress has been
made to tackle the challenges of managing these workflows,
discovering data, storing data, and publishing scientific data in
architectures that are conducive to ease-of-use, dissemination,
documentation and research for scientists. PIs, researchers,
managers, and scientists alike need the ability to easily access
(and possibly integrate) information that is housed in distinct
geographical and distributed sites.
Additionally, such
information is very likely to be stored in different formats and
disseminated using a diverse range of communication
protocols. The Tupelo middleware [4] developed at the
National Center for Supercomputing (NCSA) and the

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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style data management, data collaboration and data publication
through its own web presence and through the CUAHSI HIS
services.

University of Illinois is an open source semantic content
management framework (middleware technology stack)
designed to manage e-Science projects. This is an all-purpose
solution whose goal is to manage information from a broad
range of sources and to provide functionality that supports data
management, provenance, workflows, people, and temporal
and geospatial relationships. Similarly, the NSF sponsored
Data Observation Network for Earth (DataOne) [2] project has
undertaken the task of developing a distributed framework and
cyber-infrastructure to support the needs of the e-Science
community. DataOne tackles the data integration problem by
developing standards based technology to support all
encompassing biological sciences domains, i.e., hydrology,
ecology, atmospherical, oceanographic, etc. DataOne uses a
service oriented architecture centered on collaborating nodes
that maintain registries of available data and their addresses.
To participate in DataOne, a researcher may choose to create a
member node and implement its associated interfaces.
Additionally, participating member nodes may choose to
implement a full set of APIs that allows the member node to
also accept data from other participating nodes. This allows
clients to access and share information, which reduces the
possibility of data loss and allows researchers to aggregate and
analyze data from many sources. Clients interact with member
nodes by using anyone of many services available through an
investigator toolkit.

VOEIS (see Figure 1) is implemented using the Yogo
Framework [9] with Ruby on Rails [20] to take advantage of
the data management tools providing flexible schema
management, RQL API, Role Based Access Controls (RBAC),
versioning and support of multiple database back-ends making
it platform independent. Currently the system uses
PostgreSQL [19] as the backend storage system. Data
processing has been optimized for PostgreSQL; however
generic implementations can make use of any DataMapper
ORM supported backend such as MySQL [13], SQLite3 [22],
Persevere [17], MongoDB [12], etc. Yogo is open source
software and is available for download [26].

VOEIS, in contrast, is focused on hydrological and
meteorological data only. VOEIS enhances and expands the
information made available by CUAHSI’s ODM through its
associated HIS server. A VOEIS server can be integrated into
any service oriented framework. For example, you can turn a
VOEIS server into a DataOne member node by implementing
the desired interfaces, registering it with a coordinating node,
and mapping content schemas. VOEIS provides a
programmatic RESTful API that can easily interface (via a
façade for example) with other APIs, and our underling
evolvable schema technology design [8] allows for the
flexibility to represent content in other formats and provides a
mechanism that supports dynamic changes to schemas.
Participation in the greater e-Science community is a VOEIS
goal, and the technical aspects of interfacing in the DataOne
network and the Tupleo technology stack are currently being
assessed. In the next section we describe the VOEIS
architecture and all services made available to potential client
nodes.
III.

Figure 1. High level architectural view of VOEIS

B. Sensor Data Collection
The means of collecting ecological data include deployed
lake, river and meteorological sensor systems. Moving vast
quantities of real-time data from deployed sensor systems
requires innovative wireless, satellite, cell, and/or combinations
of these systems. The VOEIS Data Hub currently collects
streaming data from three different sources. The Big Sky
sensor array consists of four stations deployed in distinct
stream localities and one weather station used to collect raw
data transmitted from each station via high radio frequencies.
All stations are equipped with Campbell Scientific CR1000
data loggers that store hydrological and meteorological
data. The other two data sources are deployments in lakes.
Both Flathead Lake Biological Station (FLBS) located in
Montana and Hancock Biological Station (HBS) located in
Kentucky import meteorological data and lake buoy hydrology
and water quality measurements into the system. VOEIS
currently supports parsing CSV files from data loggers and text
based data from samples organized as time-series. Both
biological stations are constantly inundated with requests for
data from researchers and also the public. The data managers
of both stations are busy handling operations for importing and

ARCHITECTURE AND FUNCTIONALITY

This section contains abridged structural and behavioral
details of VOEIS. A high level description of the software
architecture, related data collection functions and user
interface provide an overview of VOEIS functionality.
A. Architecture – High Level Overview
The VOEIS Data Hub is an open source data management
and publication software stack designed to store and organize
hydrological, water quality, water chemistry, and
meteorological data. Investigators can organize data into
projects and create geospatial sites that are associated with
temporal-tagged observations, sample readings, and sensor
measurement data. VOEIS is designed to support research lab
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curating data as well as creating reports and archives, and are
thus challenged and confronted with meeting the expanding
demands for data from their internal clients and from a public
that has become aware of the usefulness of the data for fishing
and boating purposes. VOEIS aims to alleviate some of the
demand on these individuals by allowing that both internal and
external clients have appropriate access to the data and are able
to search and acquire it in their own time with little
intervention.

The components address the management of 1) geographic
(meta)data describing the locations of study sites and sampling
locations; 2) (meta)data describing actions that occur in the
field (direct observations, sample collection, and logger
deployment/retrieval) at study sites and sampling locations; 3)
(meta)data about direct field observations; 4) (meta)data
describing and tracking laboratory analyses that generate lab
data; and 5) (meta)data describing logger deployments,
retrievals, and resulting raw data files.

C. Data and Meta Data Management
VOEIS is designed to manage information, and the science
and administrative metadata required to make the data useful to
other data consumers. VOEIS is able to capture the current
data and metadata that CUAHSI HIS ODM 1.1 is designed to
capture plus additional data types and additional metadata
significant to the research and lab data management processes.

In VOEIS, we extend ODM with the FDM to provide
investigators with the most flexible and robust solution that
supports the ability to store, manage and publish data. Figure 3
is a simplified version of the structural UML [24] class diagram
that represents the schema of FDM. There are four types of
objects: 1) administrative objects represent the set of classes
necessary to identify projects, their members, permissions (not
shown) and a TupleID used to associate a project with a
campaign and visit tuple; 2) action objects represent various
field actions, each of which can be associated with data
collected for said activity; 3) temporal objects which represent
the time characteristics associated with actions; and 4) spatial
objects, which represent the geospatial information associated
with the actions.

VOEIS uses an evolvable schema technology and data
paradigm in order to easily support the ability of scientists to
modify data models quickly [8]. Unlike relational technologies
that require significant design work a-priori, an evolvable
schema supports schema alterations during runtime that are
necessary to support new functionality.
D. Field Data Model (FDM)
The goal of FDM is to provide a complementary schema
that characterizes complex spatio-temporal relationships that
cannot be realized by ODM. FDM captures the structural
relationships necessary to augment ODM. It is not the intention
of FDM to accommodate for the modeling of information
fluxing through an environment. A simulation modeling
interface, depicted in Figure 1 will be provided to support the
ability to interface with VOEIS in order to generate said
simulations.
Significant work to develop simulation,
hydrological modeling frameworks has been done by [5,7,25].
FDM is a significant contribution (developed over two
decades) to evolving a data schema that allows functional
integration of data from field observations, analytical labs, and
data loggers whose format can be efficiently queried regardless
of data source. The FDM can be broken into five basic
components (shown in Figure 2), and a resulting unified
database of results.

Figure 3. Simplified UML class diagram of the Field Data Model (FDM)

The modular design of VOEIS is intended to allow
integration of other components and data types that originate
as a function of field work, but require different data
management pathways.
To illustrate why an FDM is
necessary, consider that observations are made, samples are
taken, and sensors are deployed at specific points in three
dimensional spaces. In order to catalog and track the location
of field “actions” (e.g., observations, samples, or deployments)
in a database, the action occurs at a “place” (e.g., monitoring
water quality at a conceptual location such as the “mouth of a
river”), but that the geographic location of virtually any
conceptual “place” may change over time (e.g., lateral erosion
of a river bank during high flow can cause the location of the
“river’s mouth” to migrate to a new geographic location).
FDM allows field actions to occurs at “places” (DataSource in
Figure 3), while “places” can be associated with multiple
spatial locations for different periods of time (TimeObject in
Figure3).

Figure 2. Schematic of general data flow for integrating data from field
observations, lab analysis of samples, and results from data loggers
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Figure 4. VOEIS UI interface for project browsing

Once data are in common formats, the system will store
data locally as well as have the capacity for rapid sharing
regionally (e.g., to campus-based HPC centers and
collaborators throughout the VOEIS community) and globally
(e.g., international colleagues, TeraGrid) via UIs or
programmatic APIs. This sharing will be the basis for bidirectional flows of data between storage and analysis,
simulation, and eventually visualization components. This
interoperability among storage and science user components of
the VOEIS Data Hub will allow for rapid iterative exchange
among different types of data, models, and user components.
At this time we plan to implement WaterML communications
for VOEIS by implementing a WaterML gateway (see section
III G) to the VOEIS server. The design specifies a gateway
similar to the HIS-gateway (described below) implemented
through a custom DataMapper REST adapter. The WaterML
gateway will respond to RESTful WaterML formatted queries
within the context of a VOEIS project and will use the existing
API security protocols to ensure data integrity. WaterML is
currently a candidate standard in the Open Geospatial
Consortium (OGC) [14] for the representation of in-situ
hydrological data. WaterML 2.0 makes use of the OGC
Observations and Measurement (O&M) standard [15]. The
success of ecological informatics is highly dependent on the
usage of common standards and the goals of VOEIS include
continued support of these standards.

E. Graphical User Interface
The VOEIS UI is served through basic html and Dojo
Toolkit JavaScript widgets [3] to support multiple
browsers. The VOEIS UI is specifically designed for
investigators.
A contextual inquiry process along with
numerous requirement validation meetings were carried out
before settling on a project centric UI. VOEIS allows
investigators to display managed projects with options to
upload, browse, search and download data. The current UI
supports simple upload of workflows for logger and
sample/chemistry data within a project with options that allow
saving the resulting parsing instructions for re-use. Simple data
graphs are supported for displaying time-series data. The
VOEIS UI provides simple views of project data that support
the end-to-end public drill down of data products. In Figure 4
we display a simple representative example of the UI.
F. Programming Interface and Data Sharing
The VOEIS Data Hub is designed to offer developers
programmatic access to data via RESTful APIs. The APIs
provide significant flexibility for users to create personalized
tools and views to interact with the data stored in
VOEIS. Access to API methods is role based and is
implemented using API keys that are linked to user accounts.
Thus, API access is managed in the same manner that regular
user access is handled. Further, the implementation of a
Resource Query Language (RQL) REST interface allows
dynamic data querying API functionality resembling SQL
database queries without the security risks and complication
inherent in exposing an SQL interface for a complex database
schema.

G. HIS Gateway
A specific goal of the VOEIS project is to integrate with
the CUAHSI HIS through HydroServer. In order for VOEIS
to leverage the power of the CUAHSI HydroServer and its
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A. The Spanish Creek Case Study
The Spanish Creek site on the Flying D Ranch, Montana, is
instrumented in support of undergraduate education at Montana
State University. We are using VOEIS to instrument the site
with four real-time nodes. The physical and chemical
characteristics of the stream are monitored to provide data for
use in Poole's class "Stream Restoration Ecology." Parameters
include river stage, temperature, conductivity, dissolved
oxygen, precipitation, wind speed, and incoming solar
radiation. In past years, students in the class have conducted
individual research projects on the creek, which have provided
the foundation for each year's class to compile an integrated set
of stream restoration recommendations and present them to
ranch staff. Data for the VOEIS network nodes on Spanish
Creek will help next year's students determine how land
management and any restoration actions may be affecting the
physical and biological aspects of water quality in the creek.

corresponding suite of tools, a fully functional REST interface
that allows for the pulling and pushing of data objects was
needed. We have constructed a HIS gateway using Ruby,
Sinatra [21] and the DataMapper ORM to provide the
necessary REST functionality. Associated requirements for
the HIS gateway include a simple authorization system to
prevent malicious access, and the ability to serve up JSON
[10] and XML results from simple URL style queries that can
behave like full APIs to the ODM data-store. The initial
implementation of the VOEIS HIS gateway is currently
available for use as a standalone JRuby [11] server application
that can be deployed on any platform and configured to
connect to any ODM database.
H. Workflows and Data Provenance
Preprocessing of data involves development of data paths
through a standardized workflow framework. During quality
control, errors are corrected, missing data are annotated, and
metadata are created. This provides robust validation and
tracking of original data which is required for comprehensive,
reliable analysis later in the data workflow. More advanced
workflow support with features offered by tools such as
NCSA’s CybeIntegrator is also currently being investigated.
Research groups have well-developed data management
systems and protocols. However, as typical throughout the
sciences, these protocols have been largely developed to fit the
specific needs of the research group. VOEIS will integrate
these separate systems into a single, interactive management
platform and implement data provenance (processing history)
tracking. VOEIS (through its underlying implementation
Yogo Framework technology) maintains data provenance by
natively versioning all data stored in the system. As a result,
for each VOEIS project, the data that is stored is never revised
or erased. When raw data is modified (through the QA/QC
process, or by some other means) the prior values are stored
for provenance. Any time a change is made to any record in
VOEIS a copy-on-write is performed of the pre-modified
record (with the addition of a user-defined comment on the
change) and is stored in a version table associated with the
model. These version records are time-stamped with creation
dates allowing the system to identify when any record was
versioned and what version of the other records it was
associated with. Therefore, as any piece of information is
modified it is possible for VOEIS to ensure that for a given
time the entire system could be reconstructed. Since the
previous versions are read-only, the interface only allows for
them to be viewed; they cannot be edited. The most recent
versions of the data are the values that are used for data
mining and exposed via the data retrieval APIs.
IV.

B. The Tenderfoot Creek Experimental Forest Case Study
The Tenderfoot Creek Experimental Forest (TCEF) is
located in central Montana within the Lewis and Clark
National Forest. As a result of collaborative hydrological and
meteorological research, efforts between the Watershed
Hydrology Lab at Montana State University (MSU) and the
USFS Rocky Mountain Research Station, several hydrologic
and meteorological monitoring stations have been set up
within the forest. These include eleven streamflow gauging
stations (flumes and open channel) and two eddy-covariance
towers (tower at 40 m height and tripod at 3 m height). The
streamflow stations collect stage, temperature, and
conductivity data for each major tributary in the forest.
Several sensors installed on the eddyͲcovariance towers assist
with discerning ecosystem trends by measuring concentrations
of water vapor, concentrations of carbon dioxide, and
threeͲdimensional wind speed every tenth of a second.
Data can only be physically stored within data loggers at
each station for a maximum of two to three months and is
manually downloaded by Forest Service employees and MSU
researchers for analysis. Access to the stations is difficult
particularly in the winter months when snowmobiles must be
used for travel within the forest. A remote communication
system will provide a method for direct data transmission
between TCEF and the VOEIS system at MSU. This will
greatly reduce the potential for lost data, eliminate costly
manͲhours spent in the field, and will provide realͲtime data
streams to forest managers and researchers. Such a system will
provide the ability to monitor sensor activity and system
power supplies as well as make watershed process predictions
based on the realͲtime data.

CASE STUDIES

C. The Timberlake Case Study
The Timberlake Observatory for Wetland Restoration
(TOWeR) is a 440 ha former agricultural field on the coastal
plain of NC that was recently abandoned, purchased by
investors, and restored to a forested wetland for use as a
wetland mitigation bank. This case study is a collaborative
effort between Duke University, Wright State University and

A number of projects are currently exercising VOEIS
functionality and the numbers are expected to grow. This
section provides a brief description of the types of projects that
are or will be using VOEIS data management capabilities.
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Montana State University.
As a result of hydrologic
reconnection coupled with severe hydrologic drought,
seasonal saltwater intrusion (via surface water) was
documented for the first time in this site in 2007. It is
anticipated that over time, these seasonal shifts will increase in
both duration and salinity until ultimately TOWeR transitions
to an estuarine ecosystem. Throughout this transition
biogeochemical cycling will shift dramatically, but the rate
and shape of this change is uncertain. Indeed, salt water
intrusion and sea level rise introduce key challenges to basic
understanding of coastal wetland biogeochemistry worldwide.
The VOEIS system at MSU will be used to catalog and store
data and metadata collected at the site. Researchers have
instrumented a total of 43 permanent sampling stations
throughout the site. Sampling sites are arrayed to encompass
the full gradient of elevation across the site in order to capture
natural variations in water levels.
V.

Reinvestment Act program with grant award M66012/66013.
The Timberlake project research is made possible by NSF
grant award 1021001.
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coral reef ecosystems, it is essential that studies are conducted
over a wide range of temporal and spatial scales.

Abstract—Environmental observation stations are systems which
allow researchers to observe rare events and to document longterm changes in ecological systems. Here we describe a system
used for acquiring and sharing numerical data and imagery with
ecological researchers that has been deployed at Racha Island,
Phuket, Thailand. This is a new observatory that aims to provide
publically accessible scientific data for researching environmental
changes on coral reefs. This project is part of the Coral Reef
Environmental Observational Network (CREON).

Cameras have been extensively used in ecology including
observations of the nocturnal behavior of coral reef fishes [30]
and the study of large cryptic animals [31-32]. Such
applications take advantage of the camera's ability to provide
unobtrusive observations over long time periods in inaccessible
locations. Most camera deployments are only for short periods
limiting the number of images that are captured and so the
number and type of events recorded. A permanently installed
network-connected web camera can capture a constant set of
images and data indefinitely ensuring that even rare events are
sampled. Similarly, networked sensors measuring physical
characteristics of ecosystems, such as temperature, conductivity
and pressure, can also provide high-resolution records over
long time periods. Integrated sensor suites for capturing
numeric and image data can generate high data rates (standard
definition video has a data rate over 3.5 Mbit/s, compressed
HD video is over 25Mbit/s or 5 GB per hour to store). These
high data rates and the heterogeneity of the data types demand
new approaches to networking, data management,
visualization, and analysis [33].

Keywords— coral reef; sensor networks;Thailand;CREON

I.

INTRODUCTION

Coral reefs are the most complex, species rich, and
productive marine ecosystem [1-3]. The benefits of coral reefs
are crucial to tourism, fisheries, shoreline protection, medicines
and they serve as environmental indicators making them a
priority for conservation and a major concern for sustainable
development [e.g. 3-9]. Elevated ocean temperatures due to
global warming, changes in salinity, intense solar radiation,
low wind, exposure to air at low tides or low sea level,
sedimentation or chemical pollutants, can cause major stress to
coral and lead to coral bleaching events [10-17].

Access to near real-time data during bleaching events, using
sensor networks, is essential in advancing our understanding.
Early warning of local conditions likely to cause coral
bleaching could enhance regional alerts to assist: (1) science in
documenting and researching the phenomena, (2) public
relations in keeping reef-based commercial operators,
politicians and the general public informed and (3) coral reef
managers in ameliorating local-scale human impacts that might
exacerbate coral bleaching. In this paper, we describe a coral
reef sensor network at Racha Island, Phuket, Thailand.

The link between physical conditions and the biological
responses that lead to coral bleaching [13] allows for the
prediction of when corals may bleach based on measurements
of the in-situ physical parameters. Monitoring of these
parameters therefore becomes an important part of
understanding and responding to coral bleaching events.
The term ‘Sensor Network’ refers to an array of
interconnected (normally using wireless technologies) small
sensors that stream real time data back to a central point. The
communication with the sensor is typically bi-directional
allowing for ‘smart’ adaptive sensing, event detection and onnode information processing. Sensor networks are powerful
tools for environmental monitoring including environmental
data collection, pollution monitoring, disaster prevention,
tsunami and seaquake warning [22, 23]. They allow for the
monitoring and detection of phenomena more accurately and
rapidly in a variety of geographical areas. Recently, applying
sensor networks in underwater environments has received
growing interest [24-29]. To improve the understanding of

II.

MATERIALS AND METHODS

A. Study Site
This study was undertaken at Racha Yai Islands, Phuket
province, Thailand (Latitude 7.60488 °N, Longitude 98.37660
°E) (Fig. 1, Google Earth). Coral reefs in this area are typically
shallow (1-15 m depth) fringing reefs.

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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TABLE I.
Sensor

DEPLOYED SENSORS IN REAL-TIME SYSTEM

Weather Station

Sampling
Interval
1 min

CTD

5 min

HOBO
EcoCam

10 min
Continuous

Measurements
Temperature,
Rain,
Wind, Humidity, Bar.
Pressure, Solar Radiation
Conductivity,
Temperature, Depth
Temperature, Light
Video

Networked
Yes
Yes
No
Yes

On June 2007, HOBO Pendant temperature and light data
loggers (UA-002-64) were deployed to measure water
temperature and light intensity with a 10 min sampling
frequency. These sensors are not networked and require a diver
to collect data every three months.
In November 2009, a Davis Vantage Pro II Plus weather
station for measuring air temperature, rainfall, wind, barometric
pressure, UV index and solar radiation was installed on shore
with a 1 min sampling frequency.

Figure 1. Racha Island, Thailand

The Racha Island site is a logistically challenging
environment for both researchers and instruments,
characterized by large but shallow bays, storms, and occasional
power and internet outages. The climate is tropical with mean
monthly temperatures that range between 25-30 °C. Note that
large scale bleaching was observed at this site in 2009-2010
with some of the HOBO loggers recording water temperatures
of up to 33 °C.

On February 2010, four EcoCams capable of real time
video capture were deployed, one underwater on the reef and
three on land. The cameras provide researchers and students
with a real time view of the reef and surrounding environment.
In October 2010, a SeaBird SBE37 conductivity (salinity),
temperature and depth (via pressure) sensor package,
commonly referred to as a CTD, was deployed on the fringing
reef in approximately 10 m water depth with five minute
sampling frequency. The deployment uses inductive coupling
technology to send the data back to the station on the shore. A
350 m plastic coated steel cable (mooring wire) runs from
shore to the CTD, secured at 10 m intervals by three kg cinder
bricks. The CTD is connected to the mooring cable via an
inductive modem connection. In the future, additional sensors
can be attached to this cable to provide additional
measurements without needing to change the cabled network
infrastructure. This system provides a scalable and robust
foundation for communication between sensors and the onshore data processing computer.

B. Collaboration
This project is part of the Coral Reef Environmental
Observatory Network (CREON) [34], a group of international
institutions made up of scientists and engineers whose goal is
to develop tools for coral reef research. Building on CREON,
this project is a collaboration between a diverse team of
ecologists, computer scientists, and engineers from the
California Institute of Telecommunications and Information
Technology at the University of California San Diego (CalIT2
UCSD, www.calit2.net), the Australia Institute of Marine
Science (AIMS, www.aims.gov.au) and the Center of
Excellence of Ecoinformatics, NECTEC-Walailak University.
This deployment builds on the experiences of CREON
members in establishing coral reef observatories that share and
interchange data from multiple sites around the Pacific Rim. It
is envisioned to be a living laboratory for long-term studies of
marine ecology and as a test-bed for evolving technologies for
environmental and biological sensing, communications, and
analysis.

2) Cyber-infrastructure
The weather station, CTD, and EcoCams stream
observations in real time to a Data Center located at Walailak
University (WU) and mirrored to UCSD and Nakhon Si
Thammarat Rajabhat University (NSTRU). The system
includes cyber-infrastructure for real-time streaming data
acquisition, scalable event stream processing, and data
publication services. Scientists at WU, UCSD, AIMS and other
remote locations access the data and event streams via a suite
of client applications for visualization, modeling, and analysis.
The system is engineered to be scalable, robust, extensible, and
secure. It is built using state-of-the-art open-source software
tools.

C. Instruments and Infrastructure
The following description of the current deployment is
organized into three areas: field deployment, cyberinfrastructure, and visualization.
1) Field Deployment
At the field site, there are a variety of aquatic and terrestrial
sensors that provide a comprehensive view of the environment
for coral reef ecology. All of these instruments are
commercially available and widely used by the marine sciences
community (Table 1).

The acquisition and transfer of data is accomplished using
DataTurbine, a real-time streaming data engine [14]. It is an
open-source middleware product supported by NSF, NASA,
and private industry managed by the NSF-sponsored Open
Source
DataTurbine
Initiative
at
CalIT2
(www.dataturbine.org). The DataTurbine middleware satisfies
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a core set of infrastructure requirements that are common in
environmental observing systems, including reliable data
transport, a framework for integrating heterogeneous
instruments, and a comprehensive suite of services for data
management, routing, synchronization, monitoring, and
visualization [35,36]. From the perspective of distributed
systems, the DataTurbine middleware is a "black box" to which
applications and devices send and receive data. DataTurbine
handles all data management operations between data sources
and sinks, including reliable transport, routing, scheduling, and
security. DataTurbine accomplishes this through the innovative
use of flexible network bus objects combined with memory and
file-based ring buffers. Network bus objects perform data
stream multiplexing and routing. Ring buffers provide tunable
persistent storage at key network nodes to facilitate reliable
data transport.

III.

RESULTS

Since becoming operational the system has provided
scientists with significant new insights into the coral reef
ecosystem at Racha Island. The data collected by the system
includes key physical parameters such as in water and above
water temperature, water salinity and meteorological
conditions (Fig. 2) as well as above water and in-water video
images (Fig. 3).
(a)

(b)

In addition to DataTurbine, a secondary system for storing
video data is used. In conjunction with the cameras, the
submersible underwater monitor system (CR110-7) and
Recorder DVR (FK-RJ2604) provide a high frequency feed for
live observation, with periodic archiving of images for
retrospective analyses. Live online feeds provide updated
images every 5 s, which is a compromise between researcher
needs and camera capabilities. Archive images are typically
taken every three hours. Files are transferred real-time online
into an FK-RJ2604 DVR device.

(c)

Data from the DataTurbine server are extracted and
uploaded to a database on a regular basis (daily) and this forms
the long term data store for the project. Data from the logging
HOBO sensors are manually uploaded to this database after
every download (three monthly) to produce a final integrated
data set. The time codes stored in the database can be manually
matched to the video to link the visual data to the physical data;
work is underway to automate this process so that for any set of
physical measurements the video can be automatically viewed.

(d)

3) Visualization
This site uses a variety of techniques to visualize and share
data. Our primary objective in creating this site was to make
information freely and easily accessible both to ecological
researchers and school students. All the research work is
documented and photographed, and activities, as well as results
of research are published to http://www.twibl.org/virtualsites/
for use by schools. The video streams are accessible through a
website by researchers and students.

Figure 2. Physical conditions at Racha Island, Thailand from 19 October
2010-6 February 2011. (a) water temperature at 10 m (°C) (solid line), air
temperature (°C) (dashed line), (b) salinity (PSU), (c) depth (m) and (d)
rainfall (mm).

All data are also accessible through the DataTurbine as well
as a number of client applications that interface with
DataTurbine that can be run remotely. Some of these operate
on real-time data streams; some operate on the archived data.
These include the DataTurbine Real-time Data Viewer (RDV),
a utility for creating embedded web page graphs, a MATLAB
interface, and a Google Earth plug-in.
Through DataTurbine, users can see temporally
synchronized streams of both video and numeric data allowing
researchers to match environmental variables on air and water
with pictures, providing context. There are also plans to utilize
the DataTurbine services to build a web site for the Racha
Island observatory to make it easier for the public to interact
with the data in real time.

(a)

(b)

(c)

(d)

Figure 3. EcoCams stream observations at Racha Islands, Thailand. (a, c, d)
Racha Island beach and (b) coral reef site.
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IV.

based access and analysis tools. While this work is on-going
the outcome will be a single system that will allow for
comparisons to be done across the CREON sites and an ability
to better understand the factors impacting coral reefs including
responses such as coral bleaching.

DISCUSSION

The system has been operational since coming on line in
19th October 2010. The Data Center services have been very
stable. The only interruptions were for scheduled system
maintenance and power outage. The field data acquisition
system has also been stable, although as the system is new
occasional user interaction has been required due to some
initial growing pains that come with deploying a new system.
The system has been robust to occasional power and network
outages, even during through several very heavy storms in
early November 2010.

V.

CONCLUSION

Understanding the processes that impact reefs, such as
temperature, requires high quality data at a range of spatial
scales on a regular basis. Autonomous smart sensor based
systems provide one way to obtain these data from the scale of
oceans to the scale of individual corals. The development of a
suite of technologies to deliver a robust, simple but effective
technology platform to support sensor webs has become a high
priority for a number of marine and environmental agencies.
This project looks to take this goal forward for coral reefs using
a number of technologies and a number of partners. Some of
the technical obstacles are similar for any marine based
monitoring system and mainly revolve around fouling,
powering equipment and the general problems of maintaining
equipment in a remote and hostile (at least to electronics)
environment.

Racha Island had extensive coral bleaching in 2010 when
the HOBO temperature loggers recorded temperatures over 33
°C (personal observation, authors MJ and KJ). The data from
2011 shows much lower temperatures (maximum of 30.6 °C.)
with a result that no bleaching has been observed this year for
this site.
In one application of the imagery, researchers plan to
sample images every 10 min to count the number of coral reef
fish, and to determine the results of the interactions between
coral and coral reef fish (feeding rate, aggressive behavior,
tourist impact and etc). The camera systems as described here
provide new capabilities for ecologists studying a wide range
of phenomena. They facilitate high-frequency monitoring over
long time spans which allowed them to capture infrequent
events that would otherwise have gone unobserved. The
infrequent events would have been impossible using a human
observer both due to the cost of paying the observer and
because the presence of a human so close to the observing site
would have altered the dynamics of animal interactions.

There are, however, a number of new challenges that need
to be addressed. This include being able to store and deal with
the large amounts of data that the system will generate (which
may include video feeds), the integration of the data into
modeling and visualization systems and the ability to manage
and maintain a system that is inherently more complex than the
simple passive systems deployed currently. We hope our
efforts will create a valuable technology knowledge base for
the further deployment of reef monitoring systems in remote
environment.

Although the camera systems presented here have proved
useful for ecological research, there remain many additional
challenges and opportunities. Some specific challenges that
need to be overcome include variable lighting intensity and
angle, plasticity in the size, configuration and orientation of
features of interest, the wide diversity of possible features of
interest and even mundane problems such as environmental
fouling as algae collects on the lens of the remote camera.
However, if such challenges can be surmounted it opens
additional opportunities for automated or semi-automated data
collection using web cameras.

The cost of sensor networks needs to be considered. While
the individual elements are not expensive, systems of this type
will only realize their true potential if they are replicated in
large numbers. We are as far as possible employing off the
shelf or simple to fabricate hardware and software solutions.
The work done opens opportunities for the development of
lower cost systems that, through the use of consumer grade
electronics (such as smart-phones), advances in the
development of more cost effective sensors and through the
work being done on open-source data management and
visualization software. One goal is to develop systems that can
be deployed simply and at a reasonable cost to dramatically
increase the number of units that can be deployed and
correspondingly our understanding of the processes that sustain
and threaten coral reef systems.

The infrastructure allows for adaptive sampling in that
sampling rates can be altered based on the data being collected.
While this was possible the lack of standard interfaces to each
of the instruments and the need to write considerable code to
automate this meant that the adaptive sampling functionality
was achieved by manually re-programming the instruments.
This is cumbersome and while it can be done remotely it is
time consuming and only practical in a small scale deployment
such as Racha Island. This is an area that is still unresolved and
where common instrument interfaces and programming
protocols would help.
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The work being done fits within the larger CREON group
and within this group solutions for higher level data
management are being investigated. These include a single
cloud-based data store for data from each of the CREON sites,
metadata for all sensors in ISO-19115 format [37] and web
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WRPLOOLRQVSHFLPHQV

,,

352&(6667(36

7KHEHORZVWHSVQRUPDOO\RFFXULQVHTXHQFHLQWKLVRUGHU
DQGDUHGULYHQE\WKH--&WRROZKLFKLVGHVFULEHGEHORZ
7KH\DUHLOOXVWUDWHGLQWKHIXQFWLRQDOPRGHORI)LJ
A. Receiving
'LJLWDULXP GRHV QRW PDQDJH LWV RZQ FROOHFWLRQV EXW LV D
VKRSIRU GLJLWLVLQJPDWHULDOVIURP ³FXVWRPHUV´ LH PXVHXPV
DQGRWKHULQVWLWXWLRQVORFDWHGHOVHZKHUH7KHUHIRUHGHOLYHU\RI
PDWHULDO LVWK H ILUVW VWHS $ Q DJUHHPHQW LV PDGH ZLWKWK H
VHQGLQJ LQVWLWXWH RIWK H PDWHULDO WKDW ZLOO EH UHFHLYHG DQG LQ
ZKDWGHWDLODQGWLPHIUDPHLWZLOOEHSURFHVVHG$IWHUUHFHLYLQJ
PDWHULDO LV VXEMHFWHG WR GHHSIUHH]LQJ WR HOLPLQDWH DQ\ SHVW
RUJDQLVPV $P HWDGDWD HQWU\ LV PDGH DERXW WKH UHFHLYHG
PDWHULDODQGDJUHHPHQWV

,Q WKH QDWLRQDO GLJLWL]DWLRQ VWUDWHJ\ RI QDWXUDO KLVWRU\
FROOHFWLRQV>@LWKDVEHHQ HVWLPDWHGWKDWWKHUHTXLUHGHIIRUWWR
GLJLWL]HPRVWRIWKHVHKROGLQJVLVSHUVRQ\HDUV7KLV
HVWLPDWHLV EDVHG RQ WKHUDWH RI  VDPSOHV SHU GD\IRU HDFK
ZRUNHU 6 XFK UDWH KDV EHHQ UHSRUWHG LQ ZHOORUJDQLVHG
GLJLWL]DWLRQ SURMHFWV> @ZLWK HDV\PDWHULDOV +RZHYHUWKH
FXUUHQWHIILFLHQF\LQPRVWGLJLWLVDWLRQSURMHFWVVWLOOVHHPVWREH
DURXQG  RI WKLV RSWLPXP 7KHVH UDWHV QHHG WR EH
LPSURYHG LI GLJLWLVDWLRQ DW DOO LV JRLQJ UHDFK LWV JRDOV 7 KH
LPSURYHPHQWVKRXOGFRPHIURPPRYLQJIURPKDQGFUDIWLQJWR
LQGXVWULDOVFDOHDVVHPEO\OLQHVDQGZRUNIORZV

B. Tagging
(DFK VDPSOH ZLOO EH WDJJHG ZLWK D JOREDOO\ XQLTXH
LGHQWLILHU LQ WKH RIIRU P RIDQ +773 85, IRU H[DPSOH
KWWSLGOXRPXVIL*$7KLVQDPHVSDFHLVPDQDJHGE\WKH
)LQQLVK0XVHXPRI1DWXUDO+LVWRU\7KH85,LVUHVROYDEOHWR
WKH VSHFLPHQ GHWDLOV  7KH ODVW SDUW RI WKH 85, ZLOO DOVR EH
ZULWWHQ LQD GLPHQVLRQDO EDUFRGH 7K HWDJ ZLOO EH JOXHGWR
WKHSDSHUVKHHWRUSLQQHGLQWKHQHHGOHRIDQLQVHFWVDPSOH7KH
ODEHOV IURP LQVHFW VSHFLPHQV DUH UHPRYHG DQG SODFHG
WHPSRUDULO\RQDVKHHWRIFDUGERDUGIRULPDJLQJ

$VDUHVSRQVHWRWKLVFKDOOHQJH'LJLWDULXPWKH'LJLWLVDWLRQ
&HQWUH RI WKH )LQQLVK 0XVHXP RI1DW XUDO +LVWRU\ DQG WKH
8QLYHUVLW\ RI (DVWHUQ )LQODQG ZDV HVWDEOLVKHG LQ 
7KLVZRUNLVOLFHQVHGXQGHUD&UHDWLYH&RPPRQV$WWULEXWLRQ
8QSRUWHG/LFHQVH VHHKWWSFUHDWLYHFRPPRQVRUJOLFHQVHVE\ 
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)LJXUH)XQFWLRQDOPRGHORIWKHGLJLWLVDWLRQSURFHVV
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SURJUDPPDWLFDOO\,QWKHFDVHRILQVHFWVDPSOHVWKHVSHFLPHQ
DQG WKH ODEHOV DUH LPDJHG VHSDUDWHO\ 6FDQQHUV DUH QRW
HPSOR\HG'HWDLOVRIWKHLPDJLQJHYHQWDQGUHVXOWVDUHVWRUHGLQ
DQ;0/GRFXPHQWDXWRPDWLFDOO\

C. Imaging
6HYHUDO SLFWXUHV DUH PDGH RIWK H VDPSOH ZLWK DK LJKHQG
GLJLWDOFDPHUD7KHFDPHUDVKDYHUHVROXWLRQRIPHJDSL[HOV
DQGSURGXFH7,))LPDJHVRI0%$S ODQWVKHHWLVLPDJHG
LQWZRSLHFHV )LJ ZKLFKJLYHVDUHVROXWLRQRIGSLRYHU
WKH HQWLUH VKHHW 7KH WZR SLHFHV DUH ODWHU MRLQHG

D.

Data entry
7KHGDWDIURPODEHOVLVHQWHUHGPDQXDOO\IURPLPDJHVXVLQJ
WKH --& WRRO  7KH GDWD DUH VWRUHG DV ZULWWHQ LQFOXGLQJ DQ\
PLVVSHOOLQJV DEEUHYLDWLRQV HWF LQWRWKH ³9HUEDWLP´ ILHOGVRI
WKH 'DUZLQ &RUH GDWD H[FKDQJH VWDQGDUG VHH
KWWSUVWGZJRUJGZF $QHZYHUVLRQ RI WKH;0/GRFXPHQW
LVJHQHUDWHGDQGWKHROGYHUVLRQIURPWKHSUHYLRXVVWHSLVNHSW
+HUHOLNHLQDOO RWKHUVWHSVRIWKHSURFHVVDVHSDUDWHGRFXPHQW
YHUVLRQLVUHWDLQHG

"[POYHUVLRQ HQFRGLQJ 87)"!
GZU'DUZLQ5HFRUG6HW
[POQV[VL KWWSZZZZRUJ;0/6FKHPD
[VLVFKHPD/RFDWLRQ KWWSUVWGZJRUJGZFGZFUHFRUG
KWWSUVWGZJRUJGZF[VGWGZJBGZFBFODVVHV[VG
[POQVGFWHUPV KWWSSXUORUJGFWHUPV
[POQVGZF KWWSUVWGZJRUJGZFWHUPV
[POQVGZU KWWSUVWGZJRUJGZFGZFUHFRUG!
GZF2FFXUUHQFH!
GZFRFFXUUHQFH,'!KWWSLGOXRPXVIL($&GZFRFFXUUHQFH,'!
GZFDVVRFLDWHG0HGLD!($&,PDJHWLI
($&,PDJHWLI($&3UHYLHZMSJ
($&3UHYLHZMSJGZFDVVRFLDWHG0HGLD!
GZFUHFRUGHG%\!/DLQH0DWWLGZFUHFRUGHG%\!
GZFSUHSDUDWLRQV!GU\GZFSUHSDUDWLRQV!
GZFLQGLYLGXDO&RXQW!GZFLQGLYLGXDO&RXQW!
GZFGLVSRVLWLRQ!LQFROOHFWLRQGZFGLVSRVLWLRQ!
GFWHUPVW\SH!3K\VLFDO2EMHFWGFWHUPVW\SH!
GFWHUPVPRGLILHG!GFWHUPVPRGLILHG!
GFWHUPVFUHDWRU!3HQQDQHQ0DUMD G /HPPHW\LQHQ-XKD
L GFWHUPVFUHDWRU!
GFWHUPVFRQWULEXWRU!'LJLWDULXPGFWHUPVFRQWULEXWRU!
GFWHUPVODQJXDJH!),GFWHUPVODQJXDJH!
GZFEDVLV2I5HFRUG!3UHVHUYHG6SHFLPHQGZFEDVLV2I5HFRUG!
GZF2FFXUUHQFH!
GZF(YHQW!
GZFHYHQW,'!KWWSLGOXRPXVIL($&GZFHYHQW,'!
GZFILHOG1XPEHU!*GZFILHOG1XPEHU!
GZFHYHQW'DWH!GZFHYHQW'DWH!
GZFKDELWDW!KDUMXQ6ULQWHHQSXROLYlOLGZFKDELWDW!
GZF\HDU!GZF\HDU!
GZFPRQWK!GZFPRQWK!
GZFGD\!GZFGD\!
GZFRFFXUUHQFH,'!KWWSLGOXRPXVIL($&GZFRFFXUUHQFH,'!
GZF(YHQW!
GZF,GHQWLILFDWLRQ!

E. Georeferencing
0RVW VSHFLPHQVGRQRWFRPHZLWKJHRJUDSKLFFRRUGLQDWHV
DQGFDQGLGDWHVIRUWKHVHZLOOEHIRXQGDXWRPDWLFDOO\XVLQJZHE
VHUYLFHVVXFKDV*(2/RFDWHDQGWKRVHRIWKH)LQQLVK1DWLRQDO
6XUYH\ 7K LV UHVXOWV QRUPDOO\ LQ VHYHUDO FKRLFHV ZKLFK DUH
UDQNHG DQG VWRUHG LQ WKH ;0/ ILOH LQ WKH 'DUZLQ &RUH ILHOG
JHRUHIHUHQFH5HPDUNV  ,Q FDVH JULG FRRUGLQDWHV KDYH EHHQ
JLYHQ LQ WKHVDPSOHXVLQJ WKH )LQQLVK QDWLRQDO V\VWHP FDOOHG
³<.-´  WKHVH DUH DXWRPDWLFDOO\ FRQYHUWHG LQWR JHRJUDSKLF
FRRUGLQDWHVDOUHDG\LQWKHSUHYLRXVSKDVHRQGDWDHQWU\DQGQR
IXUWKHUFDQGLGDWHVDUHVHDUFKHG
F. Filtering
&HUWDLQGHWDLOVRIGDWDVHWVVRPHWLPHVQHHGWREHILOWHUHGRXW
EHIRUH SXEOLVKLQJ EHFDXVH RI UHDVRQV VXFKD V HQGDQJHUHG
VSHFLHV RU WKHFXVWRPHU UHTXLULQJ DQ HPEDUJRRI WKHPDWHULDO
6XFK ILOWHULQJLVGRQHDXWRPDWLFDOO\EDVHG RQ VSHFLHVQDPHRU
DQ DJUHHPHQW VWRUHG LQWK H PHWDGDWD RI WKH GDWDVHW 'HWDLOHG
LQVWUXFWLRQVEXWVWLOOLQGUDIWIRUPH[LVWIRUWKLVVWHS>@7ZR
YHUVLRQVRIWKH;0/ILOHDUHUHWDLQHGILOWHUHGDQGXQILOWHUHG

GZFLGHQWLILFDWLRQ,'!KWWSLGOXRPXVIL($&GZFLGHQWLILFDWLR
Q,'!
GZFLGHQWLILHG%\!/DLQH0DWWLGZFLGHQWLILHG%\!
GZFRFFXUUHQFH,'!KWWSLGOXRPXVIL($&GZFRFFXUUHQFH,'!
GZF,GHQWLILFDWLRQ!
GFWHUPV/RFDWLRQ!
GZFORFDWLRQ,'!KWWSLGOXRPXVIL($&GZFORFDWLRQ,'!
GZFFRQWLQHQW!(XURSHGZFFRQWLQHQW!
GZFFRXQWU\&RGH!),GZFFRXQWU\&RGH!
GZFVWDWH3URYLQFH!9$EGZFVWDWH3URYLQFH!
GZFPXQLFLSDOLW\!/RKMDQNXQWDGZFPXQLFLSDOLW\!
GZFORFDOLW\!3HUWWLOl8QLRQLQKXROWRDVHPDQ(SXROHOODNDQWDWLH
QYLHUHOOlGZFORFDOLW\!
GZFYHUEDWLP&RRUGLQDWHV!GZFYHUEDWLP&RRUGLQDWHV!
GZFYHUEDWLP/DWLWXGH!GZFYHUEDWLP/DWLWXGH!
GZFYHUEDWLPORQJLWXGH!GZFYHUEDWLPORQJLWXGH!
GZFYHUEDWLP&RRUGLQDWH6\VWHP!<.-GZFYHUEDWLP&RRUGLQDWH6\VWHP!
GZFORFDWLRQ5HPDUNV!.DQWDWLHLVFKDQJHGLQWKH\HDU
WRYDOWDWLHGZFORFDWLRQ5HPDUNV!
GZFRFFXUUHQFH,'!KWWSLGOXRPXVIL($&GZFRFFXUUHQFH,'!
GFWHUPV/RFDWLRQ!
GZF7D[RQ!
GZFWD[RQ,'!KWWSLGOXRPXVIL($&GZFWD[RQ,'!
GZFWD[RQ5DQN!YDULHW\GZFWD[RQ5DQN!
GZFVFLHQWLILF1DPH!'LSKDVLDVWUXPFRPSODQDWXPVVSî
]HLOOHULGZFVFLHQWLILF1DPH!
GZFVFLHQWLILF1DPH$XWKRUVKLS! / -+ROXE 5R\
.XNNGZFVFLHQWLILF1DPH$XWKRUVKLS!
GZFJHQXV!'LSKDVLDVWUXPGZFJHQXV!
GZFVSHFLILF(SLWKHW!FRPSODQDWXPGZFVSHFLILF(SLWKHW!
GZFLQIUDVSHFLILF(SLWKHW!]HLOOHULGZFLQIUDVSHFLILF(SLWKHW!
GZFWD[RQ5HPDUNV!VVSPHDQVVXEVSHFLHVEXW]HLOOHULLVD
K\EULG$XWKRUQDPHVDUHPLVSHOOHGGZFWD[RQ5HPDUNV!
GZFRFFXUUHQFH,'!KWWSLGOXRPXVIL($&GZFRFFXUUHQFH,'!
GZF7D[RQ!
GZU'DUZLQ5HFRUG6HW!

G. Validation
$IWHUDOOWKHSUHSDUDWLRQDERYH VRPHVWHSVRIZKL FK EHLQJ
DXWRPDWLF DILQ DO FKHFN LV PDGH E\ DQ H[SHULHQFHG VWDII
PHPEHU  $Q\ HUURUV LQ GDWD HQWU\ DUH FRUUHFWHG  2XW RI WKH
JHRUHIHUHQFHG ORFDWLRQ FDQGLGDWHV RQH LVF KRVHQ RU D QHZ
PDQXDO VHDUFK LV PDGH DQG GDWD LV VWRUHG LQ WKH
GHFLPDO/DWLWXGH GHFLPDO/RQJLWXGH DQG SUHFLVLRQ ILHOGV RI
'DUZLQ &RUH 7 KH UHVXOW RI DQ\ ILOWHULQJ LV FKHFNHG DQG
PDVNHGYHUVLRQVRIWKHLPDJHVZLOOPDQXDOO\EHFUHDWHG
H. Publishing
7KH GDWD IURP WKH ODWHVW ;0/ GRFXPHQW YHUVLRQ DQG
LPDJHV ZLOO EHLPS RUWHG WR 'LJLWDULXP V 0RUSKEDQN GDWDEDVH
LQVWDQFH DQG 'LJLWDULXP V *%,),37VH UYLFH )URP WKHUH WKH\
ZLOOEHSXEOLVKHGDVDJUHHGZLWKWKHFXVWRPHURULISXEOLFDWLRQ
KDVQRWEHHQDJUHHGUHWDLQHGIRU'LJLWDULXP VLQWHUQDOXVH

,PDJHWLI
,PDJHWLI
3UHYLHZMSJ
3UHYLHZMSJ

I.

Delivery
7KH GDWD ZLOO EH GHOLYHUHG WR WKH FXVWRPHU LQWK H DJUHHG
IRUPDW 7K H VDPSOHV ZLOO EH VHQW EDFN XQOHVV LW KDV EHHQ
DJUHHGWRNHHSDQGFXUDWHWKHPDW'LJLWDULXP VUHSRVLWRU\

)LJXUH([DPSOHRIDVDPSOHLQ;0/GRFXPHQWDIWHUWKH
GDWDHQWU\SKDVHGHVFULELQJWKHSODQWVKHHWLQ)LJ
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)LJXUH6QDSVKRWRI--&VKRZLQJVRPHZRUNIORZIXQFWLRQV

B. Digitisation workbench
$ GHGLFDWHG WRRO KDV EHHQ ZULWWHQ IRU GLJLWLVDWLRQ DQG
DXWRPDWLRQ RI ZRUNIORZ  7KLV WRRO FDOOHG --& KDV EHHQ
ZULWWHQLQ-DYDDW'LJLWDULXPE\WKHILUVWDXWKRU7KHWRROUXQV
LQ :LQGRZV DQG SURYLGHV IRU GDWD HQWU\ LQWR WKH ;0/
GRFXPHQWVDQGGULYLQJRI1LNRQ FDPHUDVIRULPDJLQJ,WFDQ
UHWULHYHDQGZULWHWKH;0/GRFXPHQWVSHUWLQHQWWRHDFKVWHSLQ
WKHZRUNIORZ6HH)LJ

J.

Archiving
$OO WKH ;0/ GRFXPHQWV DQG LPDJHV ZLOO EHU HWDLQHG
LQGHILQLWHO\RQ 'LJLWDULXP V 0HWDFDW VHUYLFH DQG HYHQWXDOO\DW
WKHORQJWHUPDUFKLYDO VHUYLFH RIWKH 1DWLRQDO 'LJLWDO /LEUDU\
.'.3$6 
,,, 7+( ,&76<67(0$1':25.)/2:
7KHDERYHVWHSVDUHEHLQJVXSSRUWHGE\DQ,&7V\VWHPWKDW
LPSOHPHQWVWKHZRUNIORZ,WVPDLQFRPSRQHQWVDUHGHVFULEHG
EHORZ

C. Morphbank
7KLV VHUYLFH LV DYDLODEOH DW KWWSPRUSKEDQNGLJLWDULXPIL
DQG LW LV SDUW RI WKH JOREDO DQG 1RUGLF FROODERUDWLRQ
0RUSKEDQNLVDGDWDEDVHWRROGHVLJQHGLQSDUWLFXODUIRUQDWXUDO
KLVWRU\ VSHFLPHQV WKH ORFDWLRQV ZKHUH WKH\ KDYH EHHQ
FROOHFWHG LPDJHV RIWK HP DQG WKHLU SDUWV LPDJH YLHZV
WD[RQRP\ DQG DQQRWDWLRQV >@ 0R USKEDQN LV D SXEOLVKLQJ
SODWIRUP LQWK H VHQVH WKDW DIWHU SXEOLVKLQJGDWH WKH REMHFWV LQ
SULQFLSOHFDQQRW EHUHPRYHG IURPWKHVHUYLFHDQ\PRUHDQGDOO
REMHFWVKDYHVWDEOHVKRUW85,VWKDWFDQEHUHXVHGHOVHZKHUH

A.

XML and Darwin Core
$OORULJLQDO GDWDLVEHLQ JVWRUHGLQ ;0/GRFXPHQWV7KH\
FRQWDLQ RQO\ WHUPV IURP WKH 'DUZLQ &RUH DQG 'XEOLQ &RUH
KWWSGXEOLQFRUHRUJGRFXPHQWVGFHV  VWDQGDUGV $ GHWDLOHG
JXLGH IRU WKHLU DSSOLFDWLRQ DW'LJLWDULXP KDV EHHQ ZULWWHQ >@
$QH[DPSOHLVJLYHQLQ)LJ7\SLFDOO\DQHZYHUVLRQRIWKH
;0/ GRFXPHQW LV JHQHUDWHG DW HDFK VWHS RI WKHSURFHVV )RU
WKHWLPHEHLQJWKHDOOWKHGRFXPHQWVDQGLPDJHVDUHPDQDJHG
MXVW RQ WKH ILOH V\VWHP  0HWDGDWD GHVFULELQJ GDWDVHWV LH
JURXSV RI 'DUZLQ &RUH ;0/ GRFXPHQWV DQG RUGHUV E\
FXVWRPHUV  ZLOO DOVR EH VWRUHG LQ ;0/ ILOHV XVLQJ WKH (0/
(FRORJLFDO0HWDGDWD/DQJXDJH VWDQGDUG

D.

XML database
,Q RUGHUWRNHHSWUDFNRIDOOWKH;0/GRFXPHQWVDQGWKHLU
YHUVLRQV D GRFXPHQW UHSRVLWRU\QHHGV WR EH XVHG  ,GHDOO\ LW
ZLOO VXSSRUW VHDUFK ZLWKLQ WKH ;0/ GRFXPHQWV  0HWDFDW WKH
;0/ GDWDEDVH WRRO IURP WKH /7(5 QHWZRUN LVKDV EHHQ XVHG
HOVHZKHUH IRU ORQJ WHUP DUFKLYDO DQG VHDUFK RI PDWHULDO DQG
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LVQRW\HWYHU\HIIHFWLYHIRUODUJHVFDOHSURGXFWLRQ6FDOLQJXS
RIFDSDFLW\ZLOOKDSSHQJUDGXDOO\EXWLWLVWRRHDUO\WRHVWLPDWH
ZKDWOHYHORIHIILFLHQF\ZLOOEHDFKLHYHG

UHODWHG PHWDGDWD >@ 0HWD FDW LV QRW \HW LQ SURGXFWLRQ DW
'LJLWDULXPEXWLVEHLQJWHVWHG7KH1DWLRQDO'LJLWDO/LEUDU\RI
)LQODQG .'. LVEXLOGLQJDORQJWHUPDUFKLYDOV\VWHPQ 3$6 
ZKLFKDOVRZLOOEHXVHGZKHQLWEHFRPHVRSHUDWLRQDOLQ
,9

$&.12:/('*0(176
:HWKDQN0LNNR+HLNNLQHQIRUVXSSRUWIRUWKH85,WDJJLQJ
DQG 7DSDQL /DKWL IRU WKH LGHDV FRQFHUQLQJ ;0/EDVHG GDWD
PDQDJHPHQW :H DUH JUDWHIXO RI WKH KHOS DQG FRRSHUDWLRQ RI
*UHJ5LFFDUGL'HE3DXODQGRWKHUVRIWK H0RUSKEDQNWHDPDW
)ORULGD6WDWH8QLYHUVLW\:HDOVRWKDQNDQXQNQRZQUHIHUHHIRU
LPSURYHPHQWVRIWK HWH[W 7KLV ZRUNKDVEHHQ ILQDQFHGE\WKH
(XURSHDQ 6RFLDO )XQG DQG (XURSHDQ 5HJLRQDO 'HYHORSPHQW
)XQG

&21&/86,21

7KHSURFHVVDQGWRROVGHVFULEHGDERYHKDYHEHHQ GHVLJQHG
LQ  7KH\DUH ZHOO NQRZQ DQG KDYH EHHQ GHVFULEHG
HDUOLHU E\ *%,) >@ DQG RWKHUV +R ZHYHU WKHUH DUH PDQ\
XQLTXHIHDWXUHVLQWKH'LJLWDUXPSURFHVV)LUVWGLJLWLVDWLRQDQG
FROOHFWLRQ PDQDJHPHQW KDYH EHHQ VHSDUDWHG 7KL V VKRXOG
VLPSOLI\WKHSURGXFWLRQDQGKDVOHGWRWKHFKRLFHRIXVLQJMXVW
;0/GRFXPHQWV IRU GDWD PDQDJHPHQW DV WKH VROXWLRQ DQG
SURFHVVDUHLQGHSHQGHQWRIWKHFROOHFWLRQPDQDJHPHQWVRIWZDUH
XVHG E\FXVWRPHUV ,QGHHG D UHODWLRQDO GDWDEDVHPLJKW QRWEH
DQ LGHDOVROXWLRQ DW DOO IRU QDWXUDOKLVWRU\FROOHFWLRQVDVWKHUH
DUHIHZWUDQVDFWLRQV2QWKHRWKHUKDQGWKHUHLVDQHHGWRNHHS
WUDFN RI WKH KLVWRU\ RI VSHFLPHQ FXUDWLRQ LGHQWLILFDWLRQV
JHRUHIHUHQFLQJSXEOLVKLQJHYHQWVZKLFKFDQEHHDVLO\KDQGOHG
ZLWK D YHUVLRQ FRQWURO V\VWHP VXFK DV 691 $SDFKH
6XEYHUVLRQKWWSVXEYHUVLRQDSDFKHRUJ  EXWLVQRWD W\SLFDO
IHDWXUH RI D UHODWLRQDO GDWDEDVH ;0/ EDVHG GRFXPHQW
PDQDJHPHQW PDNHV LW SRVVLEOH WR HDVLO\ JR EDFN WR RULJLQDO
PDWHULDODQGUHWDLQDOOROGHUYHUVLRQVLIQHHGHG

5()(5(1&(6
>@

>@

>@

6HFRQG DOO PDWHULDO LV LPDJHG :LWKWK H ORZ FRVW RI
VWRUDJH WKLV LV EHFRPLQJ LQFUHDVLQJO\ SRSXODU DOVR HOVHZKHUH
7KLVUHGXFHVWKHQHHGIRUKDQGOLQJWKHVSHFLPHQV

>@

7KLUGO\ DQG PRUH LPSRUWDQWO\ FRPSUHKHQVLYH LPDJLQJ
PDNHVLWSRVVLEOHWRGLVWULEXWHGDWDHQWU\DQGVXEVHTXHQWVWHSV
RI WKH SURFHVV WR GLVWDQFH ZRUNHUV 7K LV ZD\ FRVWV FDQEH
UHGXFHGDQGDFFHVVWRUHPRWHH[SHUWVJDLQHGIRUSXUSRVHVVXFK
DV KDQGZULWLQJ UHFRJQLWLRQ ODQJXDJHV DQG VSHFLHV
LGHQWLILFDWLRQ

>@

>@

)RXUWK FRPSUHKHQVLYHGLJLWLVDWLRQPD\UHGXFHWKHQHHGWR
DFFHVV WKH VSHFLPHQV SK\VLFDOO\ 7KL V LV VWLOO VRPHZKDW
FRQWURYHUVLDOEXWPDQ\VWXGLHVFDQEHFDUULHGRXWMXVWXVLQJWKH
GLJLWDO FRS\ RI WKH VSHFLPHQ :KHQ GLJLWLVHG WKH VSHFLPHQV
DQGHQWLUHFROOHFWLRQVFDQEHVWRUHGLQDUH PRWHUHSRVLWRU\LQD
OHVVH[SHQVLYHWRZQDQGEXLOGLQJWKDQWKHELJPXVHXPVLQFLW\
FHQWUHVW\SLFDOO\FDQSURYLGH'LJLWDULXPRIIHUVWKLVUHSRVLWRU\
VHUYLFHIRUWKHPDWHULDOLWGLJLWLVHV

>@

,PSOHPHQWDWLRQ RI WKH SURFHVV GHVFULEHG KHUH LV E\ QR
PHDQVFRPSOHWHG7KHSURFHVVLVEHLQJWHVWHGDQGUHILQHGEXW
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%HUHQGVRKQ :* &KDYDQ 9  0DFNOLQ -  6XPPDU\ RI
5HFRPPHQGDWLRQVRIWKH*%,)7DVN*URXS RQWKH*OREDO 6WUDWHJ\DQG
$FWLRQ 3ODQ IRU WKH 'LJLWLVDWLRQ RI 1DWXUDO +LVWRU\ &ROOHFWLRQV
%LRGLYHUVLW\,QIRUPDWLFV9RO1R
3HONRQHQ 93 6DDUHQPDD +  /DXUHQQH 1 HGLWRUV  
/XRQQRQWLHWHHOOLVWHQ PXVHRNRNRHOPLHQ GLJLWRLQWL 6WUDWHJLD MD
WRLPLQWDVXXQQLWHOPD

+HOVLQJLQ
\OLRSLVWR
/XRQQRQWLHWHHOOLQHQNHVNXVPXVHR
6DDUHQPDD+/XRQQRQWLHWHHOOLVHQNHVNXVPXVHRQWLHWRDLQHLVWRMHQ
DYRLPXXVSROLWLLNDQ WRWHXWWDPLQHQ +DWLNDVVD MD PXLVVD DLQHLVWRLVVD
/XRQQRVYHUVLRKWWSJELIILILQRGH
+DDSDOD -  /HKWRQHQ - 'DUZLQ &RUH  .l\WW|RKMH
ELRORJLVWHQ DLQHLVWRMHQ WDOOHQWDPLVHHQ 0DQXVFULSW  
SDJHV
0RUSKEDQN  %LRORJLFDO,PDJLQJ KWWSZZZPRUSKEDQNQHW  0D\
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found in underlying data sets by deﬁning common “core”
concepts such as the entities or features being observed,
measurement units and protocols, and context relationships
between observations [3], [7]. A major goal of these approaches is to enable interoperability and uniform access to
data by abstracting away the underlying representation details
that often impede integration across scientiﬁc data sets.
In this paper we describe extensions to the Ecological Metadata Language (EML) [8] and supporting tools for enabling
improved discovery and integration of ecological data sets.
Our work is based on the Extensible Observations Ontology
(OBOE) [7], [9], which represents a generic observational
model implemented in OWL-DL [10] for describing domainspeciﬁc observation and measurement types. Our approach
adds additional metadata in the form of semantic annotations
that link attributes within data sets to OBOE terms for
describing the implicit observation and measurement types
found within data sets. Semantic annotations are executable
in the sense that they can be used to convert a data set
into a collection of observation and measurement instances,
providing a more uniform representation for expressing queries
and performing integration. To support the creation of annotations, we have extended the Morpho metadata editor [11]
with a high-level user interface as well as the Metacat data
catalog [12] for storing and querying annotations through a
new Semantic Mediation API. This API can also be used to
perform basic data-level integration tasks using our prior work
on the EML Data Manager Library [13].
The rest of this paper is organized as follows. Sec. II brieﬂy
describes the various components used within our approach
including the extensions we have developed for Morpho and
Metacat to support semantic annotation. Sec. III describes
the types of data discovery queries and integration services
supported by our framework. Sec. IV brieﬂy describes related
work, and we summarize our contributions in Sec. V.

Abstract—Effective discovery and integration of ecological data
within data management systems requires rich semantic information that can describe and relate the types of information
contained within disparate data sets. Within the Semtools project,
we have developed approaches for expressing and representing
semantic annotations of data sets for supplementing attribute
and data-level metadata with terms drawn from domain-speciﬁc
ontologies. Annotations provide a formal mechanism that can be
used together with reasoning systems to enhance existing data
discovery and integration approaches. We describe extensions
to the Ecological Metadata Language (EML) and associated
tools for storing and using semantic annotations. Speciﬁcally, we
describe new user interface components implemented within the
Morpho metadata editor for capturing user-supplied semantic
annotations, extensions to the Metacat system for storing and
accessing annotations and corresponding OWL-DL ontologies,
and a new API within Metacat that uses annotation metadata to
provide concept-based search and integration of data sets.
Keywords—ontologies; annotation; data discovery and integration

I. I NTRODUCTION
A major challenge in environmental information management concerns providing effective approaches for the discovery and integration of heterogeneous data sets. For instance,
locating and combining relevant observational data are often
critical and time-consuming steps for researchers studying
phenomena at broad spatial, temporal, and biological scales
[1], [2]. The underlying data sets used within such studies
frequently differ in subtle and complex ways, due in part to
the protocols used for data collection, the types of observations
made, and the experimental and other contextual information
associated with the data set. These differences in turn can
lead to structural and semantic heterogeneity among data sets
that make them hard to discover using current data management approaches and require considerable manual effort by
researchers needing to combine data sets.
A number of recent efforts within the earth and environmental informatics communities are adopting the notion of an
observation as a key modeling concept for enabling improved
discovery and integration of scientiﬁc data [3]–[7]. These
approaches provide higher-level observational data models for
describing and representing observations and measurements

II. S EMTOOLS F RAMEWORK
The Semtools project has focused development efforts on
three main components: a Java library to access and manipulate OBOE ontologies and semantic annotations, an annotation
plugin for the Morpho metadata editor, and query extensions
for the Metacat data catalog. Below we brieﬂy describe the

This work is licensed under a Creative Commons Attribution 3.0
Unported License (see http://creativecommons.org/licenses/by/3.0).
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entities, characteristics, observations, measurements, and so
on (drawn from one or more domain ontologies) that appropriately capture the semantics of the data set; and (ii) a
mapping between the attributes in the data set to speciﬁc
measurements deﬁned in the model conﬁguration. Fig. 2 shows
a high-level example of an annotation deﬁned for a simple
Kelp sampling data set. Here, the data set consists of ﬁve
attributes (bottom of Fig. 2). Each attribute is mapped to a
speciﬁc measurement type (where only the characteristic of
each measurement type is shown), and measurement types are
organized into observations of speciﬁc Kelp entities (shown
of type “Macrocystis”), temporal points (denoted by datetimes), and spatial locations (given as site names). Each
measurement associated with a Kelp observation is assumed
to have occurred within the site and during the given time as
speciﬁed by the context relationships.
Semantic annotations can be used to facilitate discovery and
integration of heterogeneous data sets. For instance, combining
semantic annotations with OBOE, it is possible to discover
data sets based on searches expressed over types of observations and measurements of interest. As simple examples,
users can pose queries such as “ﬁnd all data sets containing
observations of Kelp” and “ﬁnd all data sets containing Mass
measurements of Kelp”. Both of these queries would return the
example data set in Fig. 2 since the attribute WET is linked to a
WetMass measurement for observations of Macrocystis (where
WetMass is deﬁned as a special kind, or subclass of Mass, and
Macrocystis is deﬁned as a subclass of Kelp). Using semantic
annotations in this way can help to increase both query recall
and precision over standard keyword-based approaches [14]. In
particular, by deﬁning terms as subclasses of other terms (e.g.,
Macrocystis as a subclass of Kelp), term expansion can be used
to increase the number (recall) of data sets returned (where
subclasses of query terms are also searched). The precision
of the result can be improved since queries may specify

Fig. 1. Main classes and properties of the extensible observation ontology
(OBOE). While shown using the Uniﬁed Modeling Language (UML), the
model is deﬁned as an OWL-DL ontology.

OBOE model, the semantic annotation approach used by
Semtools, and the corresponding software components. For
a more in-depth presentation of OBOE see [7], [9].
A. The OBOE Observational Model
Fig. 1 shows the main modeling constructs of OBOE
(see: http://ecoinformatics.org/oboe/oboe.1.0/oboe-core.owl).
An observation is made of an entity (e.g., biological organisms, geographic locations, environmental features) and serves
to group a set of measurements together to form a single
“observation event”. A measurement assigns a value to a characteristic of the observed entity (e.g., the weight of a plant),
and can also include standards (e.g., units as well as standards
for coded values) and collection protocols. An observation
can occur within the surrounding context of other observations
(e.g., as part of a temporal or spatial context), and context may
include a named relationship (e.g., “partOf”, “within”) that
existed during the observation event. A key feature of OBOE
is that it allows properties (characteristics and relationships) of
entities to be asserted without being interpreted as inherently
(i.e., always) true of the entity. Depending on the context in
which the entity was observed or how the measurements were
performed, an entity’s properties may take on different values.
OBOE allows RDF-style assertions about entities to be contextualized, and thus different values can be assigned for the same
entity under distinct contexts, which is a crucial feature for
modeling ecological as well as many other types of scientiﬁc
data [6], [7]. In addition, OBOE is currently implemented as an
OWL-DL ontology that can be easily used with (or extended
by) other ontologies for specifying domain-speciﬁc types of
entities, characteristics, measurement standards, protocols, and
relationships. For instance, the Semtools project has deﬁned
speciﬁc OBOE extensions in collaboration with the Santa
Barbara Coastal Long-Term Ecological Research Project as
well as through ongoing collaborations with other projects,
and general extensions exist for OBOE that deﬁne a number
of common entities, measurement units, and corresponding
physical characteristics.
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Fig. 2. Partial OBOE semantic annotation for Kelp sampling data. Shaded
nodes represent ontological concepts; rectangular nodes are data table attributes mapped to OBOE measurement characteristics.

A semantic annotation consists of two parts: (i) a “conﬁguration” of the observation model containing the speciﬁc
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Fig. 3. Morpho metadata editor with Semantic plugin. The ﬁll-in-the-blank interface uses natural language descriptions for intuitive editing. A searchable,
hierarchical browser is used to select concepts from domain-speciﬁc ontologies.

Fig. 1). Thus, materializing a data set in this way provides
a more uniform structural representation that can make a
number of discovery and integration tasks easier. For instance,
materialization can be used to increase query expressivity by
allowing searches of the form “ﬁnd all data sets containing
Mass measurements of Kelp with values less than or equal to 5
grams”, which in our example can be answered by generating
(i.e., materializing) the measurements associated with the WET
and DRY attributes in the data set of Fig. 2.

the desired connections between terms (e.g., measurements
of Mass for Kelp observations) as opposed to returning all
data sets that simply mention the terms but without any
explicit connections (i.e., where Mass was measured, but not
for Kelp samples). Annotations also help facilitate integration
by allowing tools to align data set attributes based on their
declared measurement and observation types.
In general, semantic annotations provide a formal description of attribute semantics, whereas in many commonlyused metadata formats for describing data sets, only informal text-based descriptions of data attributes are permitted.
In the case of EML, there is some overlap between these
two mechanisms—particularly with respect to measurement
standards—however, semantic annotations extend this approach by providing a general mechanism to formally associate concepts drawn from domain ontologies to attributes. In
the Semtools framework, we employ an XML serialization
syntax for semantic annotations that is compatible with EML
but that is stored separately from the EML documentation of a
data set (allowing, e.g., annotations to be used independently
of EML or with other metadata standards if needed). In
addition, semantic annotations can be used to “materialize”
a given data set into a set of triples conforming to the model
conﬁguration given in the annotation. In other words, a tabular
data set such as the one shown in Fig. 2 can automatically be
converted into a corresponding collection of observation and
measurement instances. This in turn enables a simple form of
structural integration, where instead of having a large number
of different tabular data structures, all data is represented using
the standard set of structures deﬁned by the OBOE model (see

C. The Semantic Mediation API
The Semantic Mediation API includes basic ontology management features, annotation manipulation capabilities, and
simple concept navigation and visualization components. The
API is intended to be a centralized toolkit for use in multiple
application contexts (on either client or server deployments).
The Semantic Mediation API uses both the OWL API [15] for
ontology management services including ontology parsing, serialization, and simple class and property exploration as well as
the Pellet description-logic reasoner [16] for classiﬁcation and
exposing inferred axioms in source ontologies. The inference
services exposed through the Semantic Mediation API are used
in both discovery and integration features described below. In
our current Morpho and Metacat extensions, semantic annotations are managed and stored automatically in an underlying,
local relational database. While it is also possible to use inmemory approaches for storing and querying annotations, we
found the overhead to be prohibitive when large numbers of
data sets are managed.
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D. The Morpho Editor Plugin

As discussed above, by leveraging the relationships deﬁned
and inferred from the ontology we are able to increase recall
beyond what is possible for simple keyword-based searches
[14]. Broad queries return direct matches as well as subclass
matches. The queries can be quickly reﬁned when using the
Web application by allowing rapid exploration of the data
repository without having to deﬁne complete observational
queries de novo. The interface allows users to specify individual classes of a measurement as well as pre-conﬁgured
measurement types (representing standard data set attribute
types) as deﬁned in OBOE compatible ontologies to enable a
single concept to proxy its constituent parts, namely the characteristics of particular entities that can be measured with a set
of protocols and standards. This short-hand query generation
can save users time in specifying their queries, and highlights
a compelling reason for using OBOE extension ontologies.
Measurement templates can also be leveraged when creating
or editing semantic annotations in the Morpho interface.
Using compound semantic query criteria applies a ﬁnergrained ﬁlter on the data sets that are returned. Results can
be restricted to only those data sets that include measurements
for a set of speciﬁc characteristics of a particular observational
entity. Furthermore, a query can specify that those measurements come from precisely the same instance of that entity;
a feature that fully exercises the comprehensive observational
structure expressed in the annotation and enables higher query
precision as described above.

The semantic-annotation editor plugin for Morpho provides
a front-end to the Semantic Mediation API and allows data
owners and curators to deﬁne annotations for existing EML
data descriptions. The editor provides a simple “ﬁll-in-theblank” style form-based interface with a searchable hierarchical concept selection widget (see Fig. 3). The plugin
seamlessly integrates with a standard Morpho installation and
provides semantic query capabilities for locating data packages, marking up data sets within a package using semantic
annotations, and saving annotations locally or to a shared
repository where they can be discovered and explored by other
users. The annotation editor in Morpho allows a user to view
the data set being annotated as they ﬁll in (by selecting an
appropriate ontology term) the characteristic, measurement
standard, protocol, and associated entity for each data set
attribute. Users can also specify whether an observation spans
multiple columns, and can provide context relationships between attributes (i.e., observations). The editor provides a
number of additional features including the ability to view the
entire annotation (similar to Fig. 2) and to specify additional
mapping constraints for observations and measurements.
E. Metacat Query Extensions
The semantic plugin for Metacat augments Metacat’s existing metadata storage and search by allowing annotations to
be saved and queried alongside the metadata and data that
they annotate. In addition to traditional keyword and spatial
search criteria, the Metacat plugin allows semantic criteria
to be included where they may either increase query recall
using term-expansion (i.e., traversing the class subsumption
hierarchy) or reﬁne the result set by limiting matches to
data sets that contain the speciﬁed observational model (e.g.,
combinations of OBOE-compatible entity, characteristic, measurement standard, or protocol concepts). The observational
model can be leveraged further by materializing the annotation
and data artifact (via the Data Manager Library [13]) into a
fully instantiated OBOE model and inspecting (and querying
over) the observational values themselves.

B. Data-Level Query

In this section we describe the new data discovery and
integration applications we have built using the components
described above as part of the Semtools project.

For even more precise recall, the OBOE model can be
(partially) materialized (see above) during the query stage
after which a data range ﬁlter can be applied. Different
techniques are available for merging the annotation with the
data that it describes, but for performance reasons a hybrid
approach has been adopted in which preliminary search results
from a structured query are collated and only that subset is
materialized. Because our corpus is described using EML in
conjunction with the annotation syntax, the Data Manager
Library [13] is used to load the described raw data (into a
relational database) while the annotation informs the correct
use of the Data Manager query and ﬁltering features. For any
measurements that match the concept query criteria, we verify
that those measurements (e.g., attributes) contain data values
within the range speciﬁed in the initial semantic data query
and return the data packages that contain them (see Fig. 4).

A. Concept Query

C. Data Integration

The semantic query interface (see Fig. 4) is implemented
as a Web application over Metacat that primarily supports
locating data sets by how well their observational models
match the given criteria. The interface provides structured
as opposed to unstructured, i.e., keyword-based queries. In
particular, query criteria given by users largely mirror the
structure of a semantic annotation in that combinations of
Entity, Characteristic, and Protocol are speciﬁed and optionally
compounded when increased precision is sought.

The materialization routine for semantic data queries can
help in enabling data integration. In addition to inspecting
data for values within a range and returning the data sets that
contain a match, the data integration feature of the Semtools
Web application goes further by constructing a synthetic data
product (table) that represents the complete results of the query
in terms of both the attributes and the values that are returned.
Each original data set may have very different syntactic structures (e.g., column number, naming, order) but could share a

III. D ISCOVERY AND I NTEGRATION
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Fig. 4. Semantic data query web interface. Data packages containing observations of Kelp Wet Mass less than or equal to 5 [grams] are returned. Additional
search options and compound query criteria can be speciﬁed within the other tabs. Matches can be saved in the data cart for later exploration.

subset of attributes that are semantically compatible as deﬁned
in accompanying annotations. These compatible attributes can
then become the basis for a synthetic data set. Fig. 5 illustrates
the data integration support provided in the current implementation of the Web application. Consider the two data packages
(denoted A and B) in Fig. 5. Annotations (denoted C and D)
are used to determine semantically equivalent data attributes
contained in the data sets (denoted by E and F). The attributes
plot and site are considered equivalent measurements of
the characteristic Location; attributes weight and wt both
map to the same characteristic Mass. The Semantic Mediation
API computes an equivalence among attributes based on their
corresponding annotations. The Data Manager Library is then
used to load the data sets and then query each data set to
produce and merge a synthetic result data set.
While this approach provides a preliminary form of datalevel integration, we are currently developing additional algorithms for determining compatibility of annotated measurements (e.g., to include unit information such as that gram and
ounce are both mass units) and for converting measurement
values using ontologically-deﬁned unit conversions (e.g., 1000
milligrams in a gram), which will further support automated
data integration through the Web application.
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Fig. 5. Integration query across multiple data packages (A, B). Annotations
(C, D) determine semantically equivalent data attributes contained in the
data objects (E, F). Attributes plot and site are considered equivalent
measurements of the characteristic Location; attributes weight and wt both
map to the same characteristic Mass. The Semantic Mediation API utilizes
the Data Manager Library to load and query the source data informed by
semantic similarities between the structurally disparate data attributes.

IV. R ELATED W ORK
The need for more semantic mechanisms to describe observational data has led to many proposals for observational
data models (e.g., [3], [5], [17]) and ontologies (e.g., [4], [6],
[18]). The work presented here is complementary to these
efforts by providing a concrete set of software components
that have been integrated with popular metadata tools (namely,
Metacat [11] and Morpho [12]) to provide a more uniform,

semantic view of heterogeneous observational data. By extending Morpho and Metacat to support semantic annotations,
these tools can provide additional help to researchers interested
in performing synthetic studies by providing semanticallyenhanced discovery and integration services, which are largely
lacking in many existing environmental information manage-
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ment frameworks [19].
Our work on using semantic annotations for data integration is closely aligned to traditional information integration
approaches (e.g., [20]), where a global mediated schema
is used to (physically or logically) merge the structures of
heterogeneous data sources using mapping constraints among
the source and target schemas. As such, the observational
model we employ in our framework can be viewed as a
(general-purpose) mediation schema for observational data
sets. This schema can be augmented with logic rules (as
target constraints) where semantic annotations are used as
mapping constraints. However, instead of users specifying
logic constraints directly, we provide a high-level annotation
language and user-interface components (through Morpho)
that can simplify the speciﬁcation of mappings and more
naturally aligns with the observation model.
Annotations are playing a more prominent role in database
systems, e.g., the MONDRIAN system [21] employs an annotation model and a set of query operators to manipulate both
data and annotations. However, users must be familiar with the
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also provides well-deﬁned and unambiguous mappings from
data sets to the observation and measurement model, which is
critical for providing automated, high-quality data integration
services over heterogeneous observational data.
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V. C ONCLUSION
The Semtools project has been successful in exploring and
codifying technologies and techniques for applying semantic
concepts to observational data. By providing mechanisms for
linking data sets to ontological terms organized in a high-level
observational model (e.g., OBOE), these new extensions to
Metacat and Morpho help to overcome a number of limitations
in existing metadata management systems that strive to provide
effective data discovery and integration features. Our close
involvement with the SONet Project (Scientiﬁc Observations
Network) [24] encourages continued use-case reﬁnement that
will inform future semantic tool development and place an
emphasis on intuitive interfaces and incremental adoption. This
varied community of stakeholders is ﬁrmly invested in the use
of cutting edge semantic solutions that will ultimately beneﬁt
multiple science disciplines by reducing obstacles to broad
data sharing and innovative reuse.
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Abstract—S cientists and society increasingly rely on streaming
data from electronic sensors to assess, model, and forecast environmental changes. Because analyses of time-series data require
uninterrupted data streams or datasets, scientists regularly fill
gaps in the data by substituting modeled values. As modeling
increases in complexity, the provenance metadata needed to
describe and define processes used to model data and create
derived datasets quickly exceeds the capacity of individual flags
or groups of flags to annotate individual data values. In theory,
necessary provenance metadata could be captured in narrative
form, but the time and effort required to do so are prohibitive. A
system that can capture provenance metadata automatically and
allow scientists to query them for useful details is what scientists
really need. In this paper we describe a system that uses LittleJIL, a process programming language, to rigorously define modeling and data-derivation processes, and a mathematical graph
structure – a Data Derivation Graph (DDG) – that precisely
describes execution histories. Our system and approach support
understanding the (potentially) different processes used to create
data values, reasoning about the soundness of these processes,
and helping to ensure that the data processing in sensor networks is reliable and reproducible.

later time. Finally, a given data value may have been adjusted
more than once. All of this suggests that the different data
items in a dataset should be annotated with information (metadata) about exactly how their values were derived. A full h istory of all of the adjustments to a given datum is referred to as
the data item’s provenance; the annotation is referred to as
provenance metadata.
Often scientists “flag” values in a dataset using schemes
that identify special conditions attendant to the data. At the
Harvard Forest Long Term Ecological Research (LTER) site,
current practice is to flag estimated values (including modeled
values) with the single letter "E.” But a simple flag (or even
several flags) is insufficient to answer all of the questions that
may arise with regard to data provenance. For examp le, if a
precipitation datum in a dataset actually originated at another
site (e.g. due to sensor failure), it may be important to know
which site was the origin of the datum, especially if it turns out
that the second site was also experiencing sensor reliability
problems on that date. Or if measurements are corrected posthoc (e.g. to compensate for sensor drift), we may need to know
how the data were corrected and over what range of dates, in
order to correctly update derivative data products (e.g.
monthly or annual summaries). Finally, if a datum was computed (not actually observed) using a model, it is important to
track software and modeling tools used, as there can be variation in precision and accuracy, for example, among the different versions of the tools and algorithms used in model comp utation.

Keywords—provenance metadata, scientific workflow, sen sor network, Little-JIL

I.

INT RODUCTION

Scientists and society increasingly rely on streaming data
fro m electronic sensors to assess current environmental states
and to forecast future environmental changes. Because analyses of time-series data require uninterrupted data streams or
datasets (i.e., there must be a reliable observation for each time
slot), scientists regularly fill gaps or correct “problems” in data
streams by substituting modeled values for missing, out-ofrange, or suspect observations. Different scientists substitute,
model, or gap-fill data differently, and some approaches can
be inconsistent with subsequent analyses . Such inconsistencies
can undermine the quality and reduce the reliability of derived
datasets, but these changes in quality and reliability often are
invisible to subsequent users of the derived datasets. Therefore, it is critically important to be able to identify which data
values represent actual observations and which have been
modeled, and how modeled values have been computed . Furthermore, even observed values may undergo subsequent revision; e.g., to compensate for sensor drift that is discovered at a

As data modeling increases in comp lexity, the provenance
metadata needed to describe and define the processes, models,
and associated derived data rapidly exceeds the expressive
power of modest numbers of individual flags or groups of
flags. Provenance metadata can be captured in narrative form,
but the considerable effort required to capture these metadata
accurately and then to decipher them correctly renders narratives and their analysis error-prone, especially since narratives
are rarely machine readable. A system that can capture provenance metadata automatically and allow scientists to query
them for useful details is what scientists really need. Our solution is to continually record comprehensive metadata as the
data are collected and processed so that scientists can
(re)examine the data, perhaps in ways that were not anticipated, or not possible, init ially. In this paper we describe our
experience in treating scientific data values to be the outputs of

T his work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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In this paper we propose an extension of the current approach that will co mbine (1) automated processing of real-time
measurements, along with gap filling for missing or out-ofrange values, and (2) user-initiated post-processing to correct
for sensor drift and update modeled values using both preceding and subsequent measurements.

the execution of a (scientific data processing) process where
the provenance metadata of the generated data is a summary of
the execution history of the process . Our work uses Little-JIL,
a process programming language, to define such processes,
and a graph structure, called a Data Derivation Graph (DDG),
to summarize their execution histories. The rigorous definitions and semantics of Little-JIL, and of the derived DDGs,

Figure 1. Little-JIL diagram fo r the stream d ischarge process.
III. PROVENANCE AND LITTLE -JIL

support reasoning about the processes used to build data and
datasets. This can build confidence in, and ensure the quality
of, scientific data and derived data products [1].
II.

Little-JIL [2,3,4] is a graphical process programming language that supports the representation and execution of
processes that may involve the interaction of multip le agents
to accomplish a task (note: our terminology differs somewhat
fro m that used in the Open Provenance Model [5]; in particular, the OPM concept of “process” corresponds more closely to
the Little-JIL concept of “step”). Little-JIL processes are defined using a hierarchical deco mposition of steps and substeps.
This hierarchical decomposition allows a process to be viewed
at various levels of abstraction, with a step’s substep structure
defining the way in which the step is to be carried out. A leaf
step is carried out by assigning it to an “agent”, an entity that
is responsible for assuring the acceptable performance of the
step, but in a way that is outside of the direct control of LittleJIL. Agents may be either humans or automated devices (e.g.
software systems or sensors).

ST REAM GAGE EXAMPLE

Our example is an ongoing study of water movement
through small forested watersheds at the Harvard Forest. The
study relies on automated meas urements of stream discharge
(rate of flow) at a series of stream gages . At each gage, a pressure sensor is used to measure the stage or height of the water
at the gage. A datalogger samples the sensor every 10 seconds,
then calculates and retains 15-minute averages. The 15-minute
values are retrieved fro m the datalogger, checked to see if they
are within range, and (if they are) used to calculate stream
discharge based on empirical flow equations for the particular
gage. The resulting time-stamped 15-minute values of discharge are then posted online (http://harvardforest.
fas.harvard.edu:8080/exist/xquery/data.xq?id= hf070).
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the resulting values are added to the database. Exceptional
conditions are handled by the corresponding exception handler. For examp le, if Check Stage determines that the measured
value is out of range, the Handle Bad Value step generates a
modeled discharge value based on preceding measurements
read from the database. Similarly, if Read Sensor fails on
three attempts, the Handle Missing Value step assigns a value
of NA to stage and concurrently generates a modeled value for
discharge.

Artifacts flow through a Little-JIL process by being
passed as parameters between steps and substeps . Each edge
in a Little-JIL diagram carries a specification of the artifacts
that are being passed between parent and child, along with
binding information needed to relate the data flowing along an
edge to the parameter specifications of the steps that are co nnected by the edge. Little-JIL edges can also carry cardinality
information that specifies the number of instances of the substep that are to be instantiated for execution. The cardinality
specification may be an integer or a Boolean expression used
to determine the circumstances under which the substep is to
be generated for execution. To simplify the depiction, the
Little-JIL diagram does not directly show the artifacts, but a
user can see this information by clicking on an edge in the
Little-JIL editor.

Meanwhile Do Post Processing (shown here in abbreviated form) runs concurrently with Get Measurement. In
contrast to Get Measurement, which runs continuously to
process streaming data in real-time, Do Post Processing only
executes infrequently, when a scientist determines that post
processing is required. Do Post Processing first gets input
fro m the user (including the range of dates and adjustment and
modeling parameters), optionally adjusts a block of measurements for sensor drift, and then updates all modeled values in
that block using both preceding and subsequent data.

Each step also specifies the resources required for the step
to execute (the step’s agent is considered to be a resource, but
additional resources may also be specified), any exceptions
that may be thrown by the step, and any provisions that the
step may make for handling exceptions that could be thrown
by any of the step’s descendants.

We attach cardinality to substep edges to control the
number of times that a step is repeated. In this example, the
edge to Get Measurement has a cardinality labeled “+”, meaning that the step is done one or more times. The edge to the
Do Post Processing step has a cardinality labeled “*”, meaning
that the step is done zero or mo re times. The edge to Adjust
for Drift has a cardinality label “0..1”, meaning the step is
done either 0 or 1 times, thereby making this activity optional.
Finally, the edge to the Read Sensor step is labeled with a cardinality of 3, meaning that we will try to read the sensor 3
times before deciding that the sensor is unreachable. Due to
the semantics of the Try step, Get Stage is complete as soon as
Read Sensor successfully gets a value. If Read Sensor fails 3
times consecutively, it will throw an exception that will be
handled by the Handle Missing Value exception handler attached to the Get Discharge step.

The graphical representation of a Little-JIL step with its
different badges and possible connections to other steps is
shown in the key to Figure 1. The interface badge is a circle on
the top of the step name that connects a step to its parent. The
interface badge contains the specification of any artifacts that
are either required for, or generated by, the step's execution as
well as the type of the agent required to execute the step. Below the circle is the step's name. The icon at the left of the
black rectangle identifies the sequencing construct that controls how the step’s substeps are executed. There are four possibilit ies: sequential (all substeps in order from left to right),
parallel (all substeps in any order or concurrently), choice
(choose one substep at runtime), and try (execute substeps
fro m left to right until one succeeds). The red X at the right
edge of the black rectangle attaches a step to its exception
handlers. Exceptions may be “thrown” by any of the descendants of a step. Control flow then goes to the nearest ancestor
with a handler for that exception. After completing execution,
the handler determines where execution should resume. There
are three possibilities: continue (continue the step following
the substep that threw the exception), comp lete (treat the parent step of the handler as having completed its execution and
continue from there), and rethrow (throw the same exception
thereby passing the exception up the step hierarchy to the next
ancestor with a handler for that exception).

One of the strengths of Little-JIL is the ability to represent
processes at any desired level of detail or abstraction. In our
examp le, each of the leaf steps could be decomposed into its
constituent substeps to show (for examp le) the equations used
to calculate discharge from stage (Calculate Discharge) or the
more co mplex series of calculations used to model discharge
based on recent precipitation and discharge (Model Discharge). At the same time, the entire process shown here might
be embedded in a much larger process that calculates water
flu x in a watershed by integrating measurements such as precipitation, evapotranspiration, stream discharge, water content
of snow pack, soil mo isture, and height of the water table.

Figure 1 shows the Little-JIL diagram for the stream d ischarge process. The parallel root step (Get Data) builds and
updates a database of sensor data through the concurrent operations of its two substeps, Get Measurement and Do Post
Processing. Get Measurement collects and processes sensor
data in real time and adds a record to the database for each
measurement. Under normal conditions Read Sensor returns a
measured value, Check Stage checks to see that the value is in
range, Calculate Discharge calculates stream discharge, and

The Little-JIL diagram provides a rigorous specification
of the process but does not tell us what actually happened in
any particular execution of the process. For that, we need the
information contained in the DDG that is produced when a
Little-JIL process is executed. Figure 2 provides examp les, in
the form of four DDG frag ments, of different ways in which
the process shown in Figure 1 can be executed, leading to the
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assignment of a missing value for stage and a modeled value
for stream discharge. The last three scenarios take advantage
of Little -JIL’s ability to precisely describe and handle exceptions. In each case the DDG shows the exact derivation of the
final stream discharge value. In particular, the bottom yellow
oval in each figure represents execution of the step that writes

creation of a single stream discharge value. A DDG consists of
two kinds of nodes and two kinds of edges . In Figure 2,
rounded nodes represent process steps that have been executed, while rectangular nodes represent values that have
been used and generated by these steps . Different colors are
used to denote different kinds of steps and different kinds of

Figure 2. Four possible DDGs resulting fro m a single execution of the Get Measurement step: (a) normal sensor reading, (b) out of-range value, (c) retry of Read Sensor, (d) missing value after three successive failures of Read Sensor.
the sensor data and discharge data to the archival database. By
following the red arrows up from this oval, the scientist can
observe the origin or provenance of each value that is saved in
the database. In the first and third cases, the observed sensor
value and corresponding calculated discharge value are saved .
In the second case, the observed sensor value is saved and a
modeled discharge value is generated and saved since the observed sensor value is not usable. In the fourth case, a special
NA (missing) value is recorded for the sensor value along with
the modeled discharge value.

values. Green edges represent the flow of control between
steps while red edges show the flow of data that is generated
by one step and then used as input by others.
The graphical representations in Figure 2 show the flow
of data and control under four scenarios: (a) an in-range value
is returned by the sensor and used to calculate stream discharge, (b) the Check Stage step determines that the sensor
value is out of range and so a modeled value of stream discharge is generated, (c) the first attempt to read the sensor fails
so the Read Sensor step is tried again, successfully returning a
value on the second try, (d) Read Sensor is tried three times
and fails to return a value on any of the three tries , resulting in

Most of the processing demonstrated in this example is
sequential, leading to a single, straight control flow path
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develop queries that can distinguish exceptional situations
fro m expected situations as well.

through the process. The fourth case, however, demonstrates
parallel control flow that occurs during the execution of the
Handle Missing Value step. Here the recording of NA for the
stage value happens concurrently with the calculation of the
Fill Gap step. Note that the Fill Gap step under Handle Missing Value is a reference to the same collection of steps that is
rooted at Fill Gap under the Handle Bad Value exception
handler. This ability to refer to steps defined elsewhere in the
process provides the ability to duplicate the same behavior in
different contexts throughout a process, where the context is
determined by the parameter values passed in for use by the
step.

Provenance metadata has previously been used to track
changes made as sensor data is republished [14]. The emphasis
in that work has been on linking together sites on the Internet
that are using each other’s data in order to track how the data
are republished and to control access to the data. Thus, provenance metadata are used to track how sensor data are accessed
and updated even though they may be distributed widely. The
focus of our work is on using provenance information to support reasoning aimed at assuring that processes have the desired properties of correctness, robustness, and access control,
and also to allow processes to be used directly in computing
the data itself, as in the post-processing work described earlier.

IV. RELAT ED WORK
Scientific data provenance is receiving increased attention
[6, 7]. The Open Provenance Model [5] defines a graph representation of provenance metadata, similar in many respects to
the DDGs presented here. One area of future work is to map
DDGs into OPM to allow interoperability with other provenance repositories.

V.

DISCUSSION AND FUT URE WORK

Our experience to date suggests that our approach is effective in capturing detailed and accurate provenance info rmat ion. Moreover, our approach supports the capture of execution details down to low levels, if those low level details
are incorporated into the Little -JIL p rocess definition. Ho wever, DDGs quickly can become large and unwieldy, as can be
seen even in our simple example. We are now investigating
ways to store DDGs using various database technologies that
support querying and visualizat ion. Such databases will allow
scientists to focus on particular areas of interest, such as data
collected from a specific instrument at a specific site on a specific date. Because many data items follow the same path
through the process, we are exploring database representations
that allow us to compress the stored representation considerably, yet allow us to extract provenance metadata of an individual datum without paying the storage cost of the complete
DDG. Even in our simple examp le (e.g. Figure 2d), a repeating node pattern is easily identified. Other kinds of repetition
can arise in a DDG that represents identical derivation paths of
different individual d ischarge values. However, in mo re co mplex processes, individual paths may diverge, especially if
different data values use different computations, if there is
parallelis m in computation, or if data values often require sp ecial error handling. A similar co mpression approach has been
pursued by Anand et al. [15].

One significant difference between Little-JIL and other
scientific workflo w approaches is in exception handling. Exception handling constructs were introduced into programming
languages, such as C++ and Java, to help deal with erroneous
or unlikely situations where the appropriate response is often
best determined in the calling scope of where the exceptional
situation arose. In Little-JIL, the hierarchical levels of the
process definition serve as scopes that are searched upward for
an exception handler. This provides the benefits that normally
come fro m exception handling mechanisms, most importantly,
the ability to cleanly separate exception handling code from
code describing the computations to be carried out in nominal
(usually expected) cases, avoiding the spaghetti code that otherwise frequently arises when code to handle exceptional cases
is interleaved with the processing of nominal cases.
Some workflow management systems provide support for
detecting failures during execution, such as the failure of a
web service, and offer a limited number of ways to manage
those failures [8,9]. Kepler [10] provides the ability to annotate a collection with an exception, which an actor can then use
to filter out collections that contain exceptions . User-defined
exception handling is just beginning to appear in scientific
workflow languages [11,12,13].

We are also investigating visualization mechanisms [16,
17, 18] that build upon queries of the provenance metadata to
streamline the amount of data presented to the scientist. As
mentioned earlier, one of the strengths of Little-JIL is the way
in which the hierarchical decomposition of processes allows
processes to be viewed at varying levels of abstraction. The
DDGs that we produce capture the complete data flow, via the
red edges, but also maintain information about the hierarchy
expressed in the process, via the non-leaf start and finish
nodes. We plan to take advantage of this informat ion in visualization, to allow the scientist to zoom in and out on prov enance detail, and also allow the scientist to express queries at
varying levels of abstraction, again as reflected in the process.
For examp le, the substeps rooted at Get Discharge could be

In addition to the ability to define complex exception
handling, the provenance recorded in DDGs distinguishes exception objects from other types of data. We expect that a
common concern among scientists is to be able to easily identify when the execution of a process encountered problems. By
exp licitly capturing this informat ion in a DDG, it will be easier
for scientists to perform queries that will identify the problems
encountered during process execution. In the sample DDGs
shown in this paper, we distinguish exception nodes by their
color. As we develop the query mechanisms to access information fro m DDGs, we plan to give the scientist the ability to
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collapsed into a single node showing only the stage and discharge values output by the step or fully expanded to show
intervening details (Get Discharge Start to Get Discharge
Finish, as shown in Figure 2).

[7]
[8]
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collect data and then utilize statistical tests to draw conclusions.
In addition, recent developments in statistics and data mining
have resulted in methods to describe patterns and make
predictions automatically [4]. These approaches work well
when the number of testing variables is small and/or
hypotheses are preconceived.
Otherwise, a more
comprehensive approach may be to enable ecologists to
directly explore the data, form hypotheses, and discuss their
findings with others, prior to specific hypothesis testing.
Interactive visualizations of the data offer the potential to allow
this kind of exploration, if the representation can reveal
patterns and/or trends across variables. While typical static
charts such as scatter plots and histograms have traditionally
been utilized by ecologists to explore diversity and abundance
patterns, little work has been done to develop interactive
visualizations that support multivariate multi-species data.

Abstract—Analysis of spatial and temporal patterns of diversity
and abundance in ecological data has been an important focus in
ecology. Nevertheless, ecological data such as multi-species data
sets are often difficult to analyze because species are usually
unevenly represented and multiple environmental covariates may
describe their distributions. Although typical univariate, bivariate,
and multivariate statistics provide rigorous tests of hypotheses,
they have limited capacity to quickly identify relationships among
multiple species and environmental covariates, or detect change
over time. We propose a novel visualization technique, the
Diversity Map, which facilitates the visual inspection of the
distribution, abundance, and covariates of large multi-species data
sets using an interactive web-based visual interface. To develop
this tool, we have taken a user-centered design approach, in which
our team of ecologists, information managers, and computer
scientists collaborate closely during the development process.
Initial findings indicate that this tool is extremely valuable for
ecologists in the early stages of data exploration, prior to further
statistical analysis. In this paper, we discuss our design approach,
the design elements, and implementation of the Diversity Map tool
and we demonstrate how the tool can help scientists gain insights
into spatial and temporal patterns of ecological data. The use of
this tool is illustrated with data on moth diversity and abundance
from the HJ Andrews Experimental Forest.

Before we introduce our visualization tool, consider our
particular ecological problem of studying diversity and
abundance of moths. Ecologists have sampled moths in the 64km2 H.J. Andrews Experimental Forest (HJA) and Long Term
Ecological Research (LTER) site within the Willamette
National Forest, Lane County, Oregon. Moths were sampled at
20 sites every two weeks from May-October from 2004 to
2008. The data set has been difficult to analyze because the
data set is large (>69,000 individual moths), many species
(>500) are present, common species are widespread, and most
species are rare (see Section II.A). Typical univariate and
bivariate statistics utilized by ecologists have limited capacity
to identify relationships among species and environmental
covariates, or detect change over time in such complex
multivariate datasets. For example, a tremendous amount of
information is concealed in diversity indices (e.g. Shannon
Index [5, 6]); regressions limit researchers to species-byspecies tests; and some multivariate methods have limited tests
of species-environment relationships. Yet while exploration of
single variables (attributes) via static histograms is useful (or
rank/abundance curves [6], in particular as shown in Fig. 1),
these approaches are visually overwhelming when a large
number of variables and/or subsets of data are involved.

Keywords—interactive data visualization; web-based application;
multivariate data; user-centered design; moth diversity and
abundance; HJ Andrews Forest

I.

INTRODUCTION

Understanding how spatial and temporal patterns of species
diversity and abundance respond to environmental gradients
and temperature are fundamental problems in ecology. For
example, ecologists hypothesize that the emergence,
abundance, and distributions of moths may be indicators of
phenology and its effects in mountain landscapes as well as of
broader biological diversity in plant types and physical
environments [1, 2]. Therefore, the conservation of moths,
especially rare moths, may depend on the conservation of
associated vegetation habitat [3].
A common approach to verifying these hypotheses is to

Visualizations may assist in the process of data exploration
and manipulation, and serve as a complement to statistical
approaches. From the computing perspective, the moth data set

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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[10, 11]. This section describes data sets and the steps
involved in development of the tool.
A. Source Data – Moth Trapping
Moths were collected at 20 locations in the Andrews Forest
(Fig. 3) 10 times per year during the summers of 2004 to 2008
(2-week sampling periods), using UV light traps. Moth
abundance refers to the number of individuals caught in a
single trap in a single night, or the total number of individuals
in any aggregated assemblage of trapping events. Host plants
for moths, if known, were based on Miller and Hammond [12].
Additionally, the following environmental variables were used
to explain the distributional patterns of moths: calendar day
(sampling period), temperature (accumulated heat-units),
vegetation type, watershed, and elevation. Values of vegetation
type, watershed, and elevation are determined based on trap
sites and values of temperature are based on sampling periods.

Figure 1. Log Abundance curve showing the distribution of moth species
in the moth dataset. ‘A’ shows the common moths, ‘B’ shows the rare
moths, and ‘C’ shows the common through rare moths.

presents 1) a challenging large multivariate data set
visualization problem, 2) a unique visual exploration process
that involves inspecting distributions and relationships of
distributions as opposed to specific data samples, and 3)
valuable supporting materials for sharing of scientific findings,
if the representation of the data is readily available.

In summary, a total of 69,168 individual moths from 514
species were captured (Fig. 1). Species richness was high, but
most species were rare, producing highly varied patterns of
diversity (Fig. 1). Fifty-four (10%) of the 514 moth species
were represented by only 1 individual, and 46 (9%) were
represented by 2 individuals.

In our research, we have developed a novel visualization
technique, the Diversity Map (DM) [9], that facilitates the
visual inspection of the diversity, abundance, and relationships
among multiple variables using an interactive web-based visual
interface. To develop the tool, we have taken the user-centered
design approach in which ecologists work closely with
computer scientists during all stages of the design process [10],
[11]. Initial findings from the application of the tool to the
HJA moth data set indicate that it is highly valuable for
ecologists in the early stages of data exploration and
collaboration. In particular, ecologists can use this tool to
quickly form an overview of their entire data, drill down to
subsets of data, detect relationships among variables, identify
and share hypotheses for further exploration, and download
subsets of data for standard statistical analysis. Moreover, since
the tool is web-based and readily available, it may potentially
target a broader user pool, including educators and students.
II.

We used two subsets of the entire moth dataset in the
analyses: 26 common moth species and 66 rare moth species.
We define common moth species (n=26) as those for which
500 or more individuals were captured over the entire five-year
sampling period. We define rare moth species (n=66) as those
for which a total of 5-10 individuals were captured over the
five year sampling period. Note that we do not include moths
with 1-4 individuals as part of the rare moths because we
assume that an average abundance of at least one per year will
provide enough information to identify the moth's spatial and
temporal associations. Moth species with 1-4 individuals will
not provide the level of detail needed to sufficiently identify the
environmental associations of the moth species. For example,
singletons and doubletons are very difficult to understand
because they do not occur often enough to analyze statistically.

METHODS

The 26 most common moth species (‘A’ in Fig. 1)
accounted for 41,889 individuals (60.6% of the total
abundance). The 66 moth species considered as rare (‘B’ in
Fig. 1) accounted for 467 individuals (0.7% of the total
abundance).

We have developed the DM tool based on the information
visualization reference model [7, 8], a widely-used software
architecture pattern that models the visualization process as
discrete steps from collecting the source data and transforming
them to appropriate formats to mapping data to visual
representations and ultimately supporting view transformation
via user interactions (Fig. 2). The outcome of the process is an
interactive visualization that helps users complete their tasks
and/or gain additional insights into their data. In addition to
utilizing this model, we have integrated the users (ecologists)
into the design process with the user-centered design approach

Figure 2. Information Visualization Reference Model [7, 8] illustrating
the steps involved in building an interactive visualization.

Figure 3. Map showing the location of the Andrews Forest in the
central western Cascades, Oregon with 20 moth trap sites (red dots).
The red line is the boundary of the forest.
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TABLE I.

B. Data Transformation
We compiled the common and rare moth data sets into a
table format, with each column corresponding to an attribute
(variable) and each row corresponding to a sampled moth
species. Specifically, each row represents a moth species with
non-zero individual abundance collected at a trap site on a
sampling date. We augment each sampled species with the
aforementioned environmental variables. The structure of the
data set is described in Table I.
Note that the DM
representation, which we describe in the next section, is
currently designed to visualize only categorical data. We
transform quantitative attributes into categorical attributes by
discretizing or binning values into ranges.

Attribute Name

C. Visual Mappings – The Diversity Map Representation
The DM representation is based loosely on the parallel
coordinates [13] and small multiple histograms techniques for
visualizing multivariate data. In this representation (Fig. 4 and
5), each attribute is represented as one of a set of parallel
(vertical) axes, similar to the layout of a parallel coordinates
visualization. Unlike traditional parallel coordinates, however,
each data object (or each sampled moth individual in the case
of the moth data sets) is represented with a semi-transparent
rectangle placed on each attribute axis at the discretized range
corresponding to the individual’s value for that particular
attribute.
The representation is designed primarily for
categorical data, so continuous numerical attributes are
discretized into bins called “buckets.” The sizes and numbers
of buckets for discretized continuous attributes were based on
convenient divisions of the data (e.g., 100-m intervals for
elevation, two-week intervals for calendar date, and 100-degree
intervals for accumulated heat units).

STRUCTURE OF THE MOTH DATA SET
Type

LEP_NAME

categorical

LEP_FAMILY
LEP_GENUS
FOOD_PLANT
TRAP_ID
ELEVATION
HABITAT
WATERSHED

categorical
categorical
categorical
categorical
numerical
categorical
categorical

COLLECT_PERIOD

categorical

COLLECT_YEAR

categorical

TEMPERATURE

numerical

NO_INDIV

numerical

Description
Lepidoptera (moth) scientific name;
includes genus and species
Lepidoptera taxonomic family
Lepidoptera taxonomic genus
Host functional feeding group
Identifier for a trap site
Elevation. Discretized by 100m band.
Habitat
Watershed
2-week collect period. E.g., ‘7.2’
represents the second half of July
Collect year
Temperature (Heat unit). Discretized
by 100 unit band.
Number of individuals

We treat all individual moths equally; each semitransparent rectangle representing one moth individual
contributes an equal, fractional amount of opacity to the bucket
in which it is placed. Because the range of opacity levels is
limited, we scale the number of individuals in each bucket
according to the total abundance of all individuals in the
visualization. Thus, the opacity of each bucket x is calculated
as f(x) = |x|/|total|, where |x| denotes the number of individuals
in bucket x and |total| is the total number of individuals from
the visualized data set. Although we use linear scaling in our
implementation, the method can accommodate other forms of
scaling, such as logarithmic, for species whose abundances
span multiple orders of magnitude [14]. We choose white as
the background color and blue as the foreground color, because
the human eye is known to be more sensitive to changes in blue
than in other colors [15]. We map opacity values to values in

Figure 4. The DM representation of common moths. The data set contains 41,889 individual moths and 11 attributes (columns from left to right: LEP_FAMILY,
TRAP ID, LEP GENUS, LEP NAME, FOOD PLANT, ELEVATION, HABITAT, WATERSHED, COLLECT PERIOD, COLLECT YEAR,
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Figure 5. The DM representation of rare moths. The data set contains 467 individual moths and 11 attributes ordered as in Fig. 4

the CIELAB color space [16], which is perceptually uniform,
meaning that a visual difference in color opacity is equally
perceptible across the range of that color. We then convert
CIELAB values to RGB values for representation on a
computer screen.

Data filtering extends the static DM to facilitate subsetting
of data. For example, a user can constrain, or “filter,” a single
attribute or multiple attributes to one or more particular values
(buckets) (e.g. show all moths that were sampled at TRAP_ID
X and in COLLECT_YEAR Y) (Fig. 7). The remaining
attributes then display the distribution of only those individuals
that fall within the specified range of the filtered attribute
values. Filtering facilitates direct comparison of the attributes
of a subset of specific samples as well as comparisons of
subsets of data.

Alternatively, the DM representation can be understood by
imagining each attribute axis as a histogram over the values of
that attribute, constructed in 3D space by stacking semitransparent tiles on top of each other. When viewed from
above, the taller stacks of tiles appear darker, while the shorter
stacks appear lighter, according to the total combined
contribution of the tiles in each stack to that stack’s opacity. In
addition to the DM representation (opacity encoding), the
visualization tool also allows users to switch to a small multiple
histograms representation (bar length encoding) (Fig. 6).

Filtering is accomplished through direct manipulation of
buckets. Users can simply click on a bucket to add/remove the
corresponding attribute value to/from the filter. A filter ‘status’
bar at the bottom will show the current filter query. To
construct a complex filtering query consisting of multiple
buckets (or attribute values), we follow a simple and
commonly used rule articulated by ecologists: buckets within
an attribute are connected by the “OR” condition, whereas
groups of filtered buckets across attributes are connected by the
“AND” condition. Additionally, we plan to add an ‘export’
feature to the tool to allow users to export and download
subsets of data for standard statistical analysis. To some extent,
the tool can be used as a visual query builder to construct the
query quickly and intuitively.

The DM created in this analysis expresses diversity and
abundance patterns of an attribute by the number of buckets
with non-zero opacity and by the color distribution across the
opaque buckets of that attribute, respectively.
D. View Transformations – Interactivity
A primary characteristic that differentiates the DM tool
from static charts typically employed by ecologists is that the
tool supports a wide range of interactive features. These
features allow the transformation of the view to alternative
views so that users can interact with and explore their data. In
particular, these features can be used to query the data (e.g.,
filtering), to change the representation of the data (e.g., switch
between the Diversity Map and small multiple histograms
representations, re-order the attribute axes, or sort the buckets
within an attribute), or to show additional relevant information
(e.g., tooltips, rich data pop-ups).

To further support comparison of attributes of interest,
users are also given the ability to reorder the axes horizontally
and to sort the buckets of a single attribute by abundance or by
alphabetical order of value name if desired. Users can also hold
the mouse pointer over a particular bucket to display the
number of individuals falling into that bucket, and they can
rotate the representation to accommodate their orientation
preference (portrait or landscape) or their screen dimensions.
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Figure 6. The small multiple histograms representation of common
moths. Users can select their preferred representation in the drop-down
list located on the control bar at the top.

Figure 7. The DM representation of common moths sampled at TRAP_ID
‘26H’ and in COLLECT_YEAR of ‘2008’. Rich data pop-up showing an
aerial photo of the trap location.

Furthermore, the tool allows interactive identification of
additional relevant information. The DM tool supports rich data
pop-ups, which may display researcher-provided information
on any of the buckets. For example, double-clicking on a trap
ID pops up the aerial photo of that trap site in the Andrews
forest (Fig. 7). Each bucket can potentially be linked to other
data sources such as a GIS map, a Wikipedia page, or even
another visualization.

F. User-Centered Design with Ecologists
A close collaborative effort between ecologists and
computer scientists was required to understand the analysis
process for integration of the DM into active research. We
employed a user-centered, participatory design approach (Fig.
8) [10, 11] where the ecologists were included as part of the
design team from the beginning of the collaborative effort. The
initial prototype of the DM served as the starting point for this
particular collaboration.

E. Implementation
The DM tool was developed using Flex 3 and the Degrafa
graphics
framework.
Flex
3
(available
at
<http://opensource.adobe.com/wiki/display/flexsdk/Download
+Flex+3>) is an open-source framework by Adobe for creating
Flash rich internet applications. Degrafa (available at
<http://www.degrafa.org/>) is an open-source graphics
framework that facilitates the process of creating pre-composed
graphics in Flex 3. In particular, Degrafa helps create
lightweight geometry building blocks such as rectangular
buckets and attribute axes in the DM tool. Since Flash is webbased, no installation of the tool is required and it can be
accessible on any browser or device that supports Flash.

The initial prototype was initially developed for a small
subset of the data, and it proved invaluable as a means for
stimulating discussion and identifying design alternatives. In
early meetings, the prototype served as a way to introduce the
ecologists to the visual representation in the particular context
of their data set. Subsequent meetings followed a very
informative and dynamic process. In particular, each session
generally started with the computer science team running the
visualization, projecting the view onto a large screen for the
entire team to view. The ecologists would then begin to
explore the data set in an iterative fashion, asking questions and
modifying views to answer those questions, and repeating. The
process was typically very fast-paced and very collaborative
with team members posing questions to each other and
devising views together to answer those questions. When a
question could not be answered using the provided

In addition to the input data table as described in Section
II.B, each application requires an additional metadata table that
describes the valid domain for each of the visualized attributes.
This metadata table enumerates all possible values for each
attribute (e.g., lists each Lepidoptera family name present in the
data for attribute LEP_FAMILY) and determines the default
ordering for each axis. Additionally, any enumerated value in
the metadata table can be augmented with other relevant data
such as a URL link to an image of the actual trap indicated by
TRAP_ID, or to a GIS map for any listed WATERSHED).
Currently, both tables (input data and metadata) are stored in
comma-separated values (CSV) format. In future work, we
plan to extend the tool to load the input data and metadata
directly from a database management system (DBMS), and
take advantage of the highly structured metadata employed by
the HJA LTER website [17] to make this tool more generic and
easily applicable to other population data, such as HJA plant
and birds data sets.

Figure 8. The collaboration between ecologists and computer scientists
taking an iterative user-centered, participatory design approach
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representation and interactions, the entire team would break
from the exploration cycle to discuss how the system could be
modified to further enhance the application. In the weeks
following each meeting, the computer science team would
integrate the design modifications into the system in
preparation for the next design meeting. As the design
matured, the work centered more on dedicated exploration and
analysis of the data set.
III.

help verify that the peak in common moth abundance occurred
earlier in 2004 (and 2006) than in 2008 (Fig. 9 left and right).
Note that they show moth capture by 2-week sampling period
(8th column) and by degree days (last column). In 2004, most
moths were captured in sampling periods 7.2 and 8.1 with very
few/no moths captured after 8.1, whereas in 2008, moths were
captured in sampling periods 7.1 to 8.1 and continued to be
captured until 9.1. Common moths were initially captured in a
much more concentrated time span in 2004 than 2008, with
many more moths initially captured later in the year in 2008
than in 2004. In this example, while ecologists need to observe
only
three
attributes
(COLLECT_YEAR,
COLLECT_PERIOD, and TEMPERATURE) to answer their
question, they can potentially look at other attributes for
additional insights. For example, they may initially pre-define
the ordering of moth species in LEP_NAME attribute (e.g., by
abundance) and then quickly verify whether the ordering
pattern remains consistent over these two years.

RESULTS AND DISCUSSION

In this section, we illustrate the value of the DM tool by
several example scenarios of ecologists exploring the moth data
sets and we discuss what we have learned from our
interdisciplinary collaboration.
A. Exploration of the moth data sets – Example scenarios
Visualizations of common moths and rare moths can be
accessed at <http://purl.oclc.org/diversitymap/commonmoth>
and <http://purl.oclc.org/diversitymap/raremoth>, respectively.
The ecological findings presented in this section are primarily
for demonstrating the utility of the tool. Ecology readers are
encouraged to refer to [18] for more detailed analysis of these
findings.

B. User-Centered Design
The user-centered design process was important in reaching
a design that truly met the needs of the target users (ecologists).
An initial prototype was a key component in starting the
‘discussion’ between ecologists and computer scientists and
helping the design team to understand the exploration process.
Although the prototype may not be the final design, some
means for rapidly exploring the data allows the team members
to begin to understand the typical process and types of
questions they can and would like to ask of the data.

First, without requiring any interactions from users, the
overview of moths (Fig. 4 and 5) quickly suggests that
common moths are associated with common habitats (conifer
forests in the HJA) and rare moths are associated with rare
habitats (meadows in the HJA). In addition, the visualization
shows that common moths are mostly conifer-feeders and rare
moths are mostly hardwood, herb, and grass-feeders. That is,
the view of common moths (Fig. 4) shows ‘gymno’ is the most
opaque bucket within FOOD_PLANT axis and the view of rare
moths (Fig. 5) shows ‘herb’ and ‘hardwood’ are the most
opaque buckets within the same axis.

Characteristics/Process.
Given
interactive
tools,
ecologists were able to quickly and iteratively explore data that
was originally in a very inaccessible format. The visualization
provided an environment in which ecologists could rapidly
answer questions and visually verify expected relationships.
The process was typically iterative with several cycles of
starting with a question, taking an exploration path, getting
insight, and then starting over with a different path through the
data. In some cases, ecologists felt the need to explore two
paths simultaneously to observe the differences in the outcome.
This multiple path exploration capability is a fundamental
requirement of creativity tools [19]. Data analysis through
visualization must support the creative process of hypothesis
generation (Fig. 10).

Second, consider this example, which demonstrates how
interactions facilitate the investigation of temporal relationships
in the moth data sets. Because moth development is
temperature dependent, ecologists hypothesize that adult moths
emerge earlier in warm years and later in colder years.
According to the temperature records, while 2004 was a warm
year, 2008 was a much colder year. Ecologists can filter the
moth
records
by
COLLECT_YEAR
and/or
COLLECT_PERIOD to observe temporal trends. The views

Data Queries. In this particular collaborative effort, the

Figure 9. The DM representation of common moths sampled in COLLECT_YEAR of ‘2004’ (left) and ‘2008’ (right)

109

ACKNOWLEDGMENT
Ecologists (Steven Highland, Jeff Miller, and Julia Jones),
information managers (Donald Henshaw), and computer
scientists (Tuan Pham and Ronald Metoyer) collaborated in
this project. Funding was provided by the HJ Andrews LTER
(NSF 0823380, 0218088, and 9632921), the Ecosystem
Informatics IGERT (NSF 0333257), and NSF IIS-0546881.
REFERENCES

Figure 10. The visualization driven data analysis process

[1]

visualization served as a means for rapid high-level exploration
of complex data that was then followed with detailed statistical
analyses. Data exploration tools, such as the DM, which
overview the data, should provide mechanisms for exporting
subsets of data associated with the current view so that
scientists can conduct appropriate statistical analyses.

[2]

[3]

Communication. On several occasions an ecologist sought
to explain a particular insight or finding by walking the team
through the necessary interactions to produce a specific view.
Exploration tools must provide mechanisms for storing and
retrieving history in order to help users tell their stories. In
addition, the tools need to permit users to mark and recreate
paths of exploration in order to explain ideas to one another.

[4]

[5]
[6]

Context of Collaboration. Our meetings were typically
held in a conference room in the computer science building.
On several occasions, the team would have benefited from
being located in the context of the ecologist so that the team
could refer to or use artifacts that are typically at their disposal
– such as topographic maps. A more contextual design process
that included, for example, sessions in the office of an ecologist
or visits to field sites, might have revealed additional useful
views/tools that would provide powerful insight capabilities
when combined with the visual representation.

[7]
[8]

[9]

[10]

Educational Outreach. Education and outreach are key
components of the H.J. Andrews Experimental Forest and
LTER. We believe that visualization tools are promising in
this setting, because they provide a mechanism for clearly
communicating complex ideas and data through images, which
are often more easily explained than data sets and scientific
findings. We are currently integrating the tool into the HJA
LTER
website
(<http://andrewsforest.oregonstate.edu/
data/tools/software.cfm?topnav=149>) to make it accessible to
a broader audience, including scientists, students (K-12 and
undergraduate), and educators. The tool will allow users to
explore existing HJA data sets or upload and explore their own
data sets.
IV.

[11]
[12]

[13]

[14]
[15]
[16]
[17]

CONCLUSIONS

We have presented the design and implementation of the
Diversity Map, an interactive visualization tool and its
application to the moth data set. Collaboration between
ecologists, information managers, and computer scientists can
potentially provide powerful tools for ecologists and managers
for identifying important ecological patterns and trends as well
as data sharing. We anticipate that other LTER research
projects and data sets will also benefit from this kind of
interactive visualization tool and collaboration.

[18]

[19]

110

P.C. Hammond and J.C. Miller. “Comparison of the biodiversity of
Lepidoptera within three forested ecosystems”
Annals of the
Entomological Society of America 91: 323-328, 1998.
S. Raimondo, A.M. Liebhold, J.S. Strazanac, and L. Butler, “Population
synchrony within and among Lepidoptera species in relation to weather,
phylogeny, and larval phenology” Ecological Entomology 29: 96-105,
2004.
J.C. Miller, P.C. Hammond, and D.N.R. Ross, “Distribution and
functional roles of rare and uncommon moths (lepidoptera: noctuidae:
plusiinae) across a coniferous forest landscape” Annals of the
Entomological Society of America 96(6):847-855, 2003.
J. Elith and J.R. Leathwick, "Species Distribution Models: Ecological
Explanation and Prediction Across Space and Time," Annual Review of
Ecology Evolution and Systematics, vol. 40, 2009, pp. 677-697.
C. Shannon and W. Weaver. “The mathematical theory of information,”
Urbana: University of Illinois Press, 97, 1949.
R. Whittaker, “Dominance and Diversity in Land Plant Communities:
Numerical relations of species express the importance of competition in
community function and evolution,” Science, 147(3655):250, 1965.
Ed H. Chi, “A Framework for Information Visualization Spreadsheets,”
Ph.D. Thesis, University of Minnesota, March, 1999.
S.K. Card, J.D. Mackinlay, and B. Shneiderman, Readings in
Information Visualization: Using Vision to Think, Morgan Kaufmann,
1999.
T. Pham, R. Hess, C. Ju, E. Zhang, and R. Metoyer, “Visualization of
diversity in large multivariate data sets,” IEEE Transactions on
Visualization and Computer Graphics, vol. 16, 2010, pp. 1053-1062.
D. Schuler and A. Namioka, Participatory Design: Principles and
Practices, Routledge, 1993.
J. Preece, Y. Rogers, and H. Sharp, Interaction Design: Beyond HumanComputer Interaction, Wiley, 2007.
J.C. Miller and P.C. Hammond, “Lepidoptera of the Pacific Northwest:
Caterpillars and Adults,” Forest Health Technology Enterprise Team,
USDA Forest Service: Morgantown, West Virginia, 2003.
A. Inselberg and B. Dimsdale, “Parallel coordinates: a tool for
visualizing multi-dimensional geometry,” Proceedings IEEE Conference
on Visualization, IEEE Computer Society Press, 1990, pp. 361-378.
A.E. Magurran, Measuring biological diversity, Blackwell Publishing,
2004.
D.L. MacAdam, “Visual Sensitivities to Color Differences in Daylight,”
Journal of the Optical Society of America, vol. 32, 1942, pp. 247-274.
C. Ware, Information Visualization: Perception for Design, Morgan
Kaufmann, 2004.
D.L. Henshaw, G. Spycher, “Evolution of ecological metadata structures
at the HJ Andrews Experimental Forest Long-Term Ecological Research
(LTER) site,” North American science symposium: toward a unified
framework for inventorying and monitoring forest ecosystem resources,
1998, pp. 2-6
S.A. Highland, “The historic and contemporary ecology of western
Cascade meadows: archeology, vegetation, and macromoth ecology,”
Ph.D. Dissertation, Oregon State University, Corvallis, 2011.
B. Shneiderman, G. Fischer, M. Czerwinski, M. Resnick, B. Myers, L.
Candy, E. Edmonds, M. Eisenberg, E. Giaccardi, T. Hewett, P. Jennings,
B. Kules, K. Nakakoji, J. Nunamaker, R. Pausch, T. Selker, E. Sylvan,
and M. Terry, “Creativity Support Tools: Report From a U.S. National
Science Foundation Sponsored Workshop,” International Journal of
Human-Computer Interaction, vol. 20, 2006, pp. 61-77.

Web Services in the U.S. Long-Term Ecological
Research Network: Now and in the Future
John H. Porter1, and Mason Kortz2
1
University of Virginia
2
University of California, San Diego
jporter@virginia.edu, mkortz@ucsd.edu
field campaigns where a large amount of data are collected in a
relatively brief time period. In each case the data collection
pattern represents a compromise between the scientific
objectives and logistical and financial constraints. Diverse
organizational, institutional and data environments for
information management create variability in the structure of
information management activities at the sites and the
technologies they employ.

Abstract— The U.S. Long-Term Ecological Research Network is
using web services to help link data and technologies across a
diverse array of ecological research sites. We review existing
services that manage a dictionary of scientific measurement units
and create statistical programs, and discuss future opportunities
and plans for using web services to increase the effectiveness and
efficiency of information management.
Keywords— Web Services, Long-Term Ecological Research, REST

I.

Information management at each of the sites is conducted
by a staff of between one and three full-time equivalents [1].
Given the diverse array of tasks that need to be addressed by
this limited staff, including preparation and management of
metadata, quality assurance and control analyses, database
management, and construction and maintenance of web pages,
LTER Information Managers tend to be generalists, with skills
using a wide array of software tools, rather than specialists in
any one particular tool. Nonetheless, there are clear pockets of
expertise in databases (e.g., MySQL, SQL Server, Oracle,
PostgreSQL, eXist), languages (e.g., Ruby, JAVA, PHP and
Perl), statistical and analytical software (e.g. R, SAS,
MATLAB, SPSS) and scientific workflows (e.g., Kepler)
represented in the network, albeit by information managers at
different sites. Web services provide an ideal way to
communicate needed information across the LTER Network
because they encapsulate functionality, providing consistent
machine-interpretable products, regardless of the underlying
technologies used to generate that information.

INTRODUCTION

The U.S. Long-Term Ecological Research Network is a
collection of 26 individual Long-Term Ecological Research
(LTER) sites, which engage in a wide variety of ecological
research activities, and a LTER Network Office (LNO), which
helps coordinate interactions between the sites and maintains
network-wide databases [1]. One of the challenges faced by a
network that is both so widely-distributed, and so diverse is
how to provide necessary data services in a way that builds on
the strengths of the sites, while minimizing duplication of effort
and increasing efficiency. Web services, in the context of a
service-oriented architecture, are one way to achieve the goal
of efficiency, while still accommodating necessary diversity.
Here we present a brief description of the LTER Network, past
efforts of coordinated development activities for information
management and how web services are now being used by the
LTER Network. We conclude by discussing future
opportunities for the development of web services.
Each of the 26 LTER sites provides funding and personnel
to support information management activities at the individual
site. The LTER projects tend to vary widely in their
organization. Some are highly centralized, with only a small
number of investigators, often at a single institution. Others are
highly distributed, with large numbers of investigators spread
out over a wide array of institutions. Similarly, the forms of
data collected, although primarily ecologically-oriented (some
LTER sites also have a special mandate for conducting social
science research), also vary widely. Some sites focus primarily
on long-term measurements of a relatively small number of
parameters measured at a large number of locations throughout
the year. Other sites measure a much wider variety of
parameters, but at fewer locations or with less frequency, while
still others (particularly polar and marine sites) have intense

II.

METHODS AND TECHNIQUES

Web services offer a much-improved alternative to “screen
scraping” wherein software attempts to extract needed
information off a published web page [2]. Instead of the ad hoc
layout of web pages, web services use structured requests to
elicit structured responses across the network that are ideal for
communicating information program-to-program.
Both
requests and responses use the well-established HTTP protocol
for exchanging information. The content of the HyperText
Transfer Protocol (HTTP) messages are typically serialized in
eXtensible Markup Language (XML), although other
serializations such as JavaScript Object Notation (JSON),
Resource Description Framework (RDF), or plain text are
possible.
There are at least three major ways of implementing web
services: RPC (Remote Procedure Call) services, messaging
services, or REST (Representational State Transfer) services

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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[3]. RPC and messaging services commonly use SOAP
(Simple Object Access Protocol) to accept operational calls and
return the results of performing those operations. This model is
roughly analogous to the use of functions or subroutines in a
programming language. REST services use Uniform Resource
Locators (URLs) to identify and return representations of
resources, rather than the results of operations [4]. REST
services use the same architecture as the World Wide Web,
except that the resources being accessed are machine-readable
service endpoints, rather than human-readable web pages.

centralized, authoritative list of units to be incorporated into a
wide variety of programs, web forms, and data systems.
Additionally, it needed to be able to create products, such as
STMML [7], for metadata construction.
The Unit Registry web service, a REST web service
developed by the LTER Unit Working Group, provides read
and write access to such a library of units. The web service
interface supports endpoints for searching for and viewing units
through the GET method, as well as creating and updating units
through the POST and PUT methods. Multiple return types are
supported, including XML, JSON, and plain text. A secondtier web service, the Unit Format service, was developed on top
of the Unit Registry service to provide aggregate formats such
as comma-separated-value (CSV) and STTML unit lists.

For the LTER Network, the Web Services Working Group
(WSWG) concluded that REST-based approaches were most
appropriate for the relatively simple web services required. The
REST architecture is less rigid than the RPC or messaging
architectures. Developers have more freedom to use exchange
formats such as Ecological Metadata Language (EML) and
Scientific-Technical-Medical Markup-Language (STMML)
that have already been adopted by the LTER network, because
the REST architecture does not require a specific exchange
format, such as SOAP. The WSWG maintains a set of
recommendations for sites implementing REST services to
encourage a level of commonality between services distributed
throughout the network [5].
III.

The Unit Registry design process began with the URL
syntax (see Table 1) and the XML and JSON exchange
formats. Both the web service and the clients were developed
to these specifications; clients are agnostic to the specific
implementation of the web service, and vice versa. Refactoring
of the web service continues without interruption to the clients,
provided the URL syntax and exchange formats remain
unchanged. This well-documented interface allows services
and clients to be developed simultaneously in a distributed
environment.

RESULTS AND DISCUSSION

The Unit Registry and Unit Format web services launched
in June 2010, along with a web-based graphical user interface
built on top of the service for searching and managing units
(Table 1) [8]. The services are hosted by the LTER network
office, developed and maintained by the Unit Working Group,
and used by the entire LTER community. In the past year, 21
sites have contributed units to the Registry, and 7 have
developed site tools that access the Registry via the service.
These tools allow sites to draw from the shared list of units to
populate local and network metadata databases. Current LTER
Unit Working Group efforts are focused on improving the
usability of units by creating and applying community
standards for names, abbreviations, and unit-to-unit
conversions. The Unit Registry is playing an important role in
this process by providing an arena for information managers at
all sites to collaborate. As both the content and software of the

A. Unit Registry
One of the first applications of web services in the LTER
network was the management of a network-wide library of
scientific units. The metadata describing data sets is most
useful if the units (e.g., meters, feet) used to describe data are
consistently applied. For physical measurements SI units can
be applied [6], but unfortunately, there are no widely-accepted
standards for describing units for many kinds of environmental
data. To aid in the development of standards for describing
environmental data, the LTER Network decided to create a
“library” of units that would allow individuals and sites to
rapidly discover what scientific units and unit descriptions were
already in use and to add new units for use by others. Access to
the library needed to be provided in a way that allowed a

TABLE I.

SAMPLE UNIT REGISTRY AND UNIT FORMAT WEB SERVICES

Web Service Call

Purpose:

http://unit.lternet.edu/services/unitregistry/unit

Returns a complete list of units in the registry

http://unit.lternet.edu/services/unitregistry/unit/name=meter

Returns the unit named “meter”

http://unit.lternet.edu//services/unitregistry/unit/name~meter

Returns all units whose name contains the string “meter”

http://unit.lternet.edu//services/unitformat/stmml/unit/name=meter

Returns STMML[7] for units whose name is “meter”

http://unit.lternet.edu/services/unitformat/csv/unit/name=meter

Returns a comma-separated-value string for units named
“meter”
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Unit Registry continue to be developed, new tools such as unit
conversions, automatic updating of deprecated units, and unitaware workflow processes may be incorporated into the LTER
network information system.

Similarly the Integrated Taxonomic Information System (ITIS)
provides web services that can be used to help automate
creation of taxonomic metadata and to resolve taxonomic
naming issues in data sets.

B. Statistical Programming Service
Another opportunity for application of web services was the
creation of statistical programs for use in analyzing LTER data.
The EML metadata used for documenting LTER datasets
includes all of the information needed for users to construct
statistical programs capable of reading and performing simple
analyses (e.g., statistical summaries). A REST-based web
service “statprog” fetches the requested metadata from an
archive based on a unique identifier and uses XML stylesheets
to transform the metadata into a statistical program (Figure 1).
The statistical program that is returned can be either run, or
returned to a researcher for viewing and additional editing.
Automated checks made possible by the service can also be
used for metadata quality control [9].

D. Web Services and Interoperability
As you may have noted in the previous examples, we have
not specified details regarding which programming languages,
databases and software tools have been used in implementing
the web services. This omission is not accidental. It points out
one of the great advantages of web services for a network of
researchers that have expertise in different technologies: you
don’t need to know or understand the technology underlying a
web service in order to use it.
For the REST-based services discussed here, it is sufficient
to know the structure of the URL needed to invoke the web
service. The product returned by the web service is similarly
agnostic with respect to the tools used to process the product on
the receiving end. For example, a web service call might
generate an SQL query for a PostgreSQL database, that is then
formatted into an XML document and returned to the
requestor. That XML document then might be transformed
using a stylesheet to produce a web page, analyzed using a
statistical program, or be ingested into another database. The
user of the web service doesn’t need to know SQL in order to
make the request. Similarly, the provider of the web service
doesn’t need to know any of the details about how the user will
process the web service product. Both the web service provider
and the user are able to use the tools they are most comfortable
with, while effectively and efficiently transferring data using
web services.

C. Terminology Services
In addition to the web services produced by LTER
information managers, there is a wide array of web services
produced by others that can be used for LTER information
management. For example, the TemaTres online thesaurus
software, the National Biological Information Infrastructure
(NBII) Thesaurus and the Helping Interdisciplinary Vocabulary
Engineering (HIVE) software provide web services that are
used by the LTER Controlled Vocabulary Working Group and
the LTER Network Office to augment keyword searches for
data sets. Using web services, search terms are automatically
expanded to include synonyms (e.g., CO2 for Carbon Dioxide).

Figure 1. A REST-based web service requests a metadata document from a metadata database and transforms it into a “R” statistical program. Similar
services are also available for the SAS and SPSS statistical packages just by changing the “.r” to “.sas” or “.sps” in the request.
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supporting the decentralized use of information by allowing
each site to develop their own service-enabled systems. The
services can also be used by other members of the
environmental research community, outside LTER. As more
data, metadata, and organizational resources become available
through web services, these services will become increasingly
interlinked and cross-referenced. Web services that validate
and enhance metadata, integrate bibliographic resources,
perform quality assurance processing, and provide access to
GIS data and other visualization products are all possible. In
the next ten years, we hope to see the formation of a network of
widely distributed, highly related, machine readable
information resources - a “LTER-Wide Web” for automated
agents.

E. Standards for Web Services
The generality of web services are facilitated by the use of
community standards regarding how to structure the
information exchanged through web services. For example the
Simple Knowledge Organization System (SKOS) standard
established by the World Wide Web Consortium (W3C)
provides specifications for how lexical data used for controlled
vocabularies, taxonomys and thesauri should be structured
within an XML document[10]. Similarly, the Open GIS
Consortium provides a variety of standards for exchange of
geographical data, such as the Web Map Service specification,
which specifies how maps should be shared[11]. The
advantage of employing such standards in the creation of new
web services is that they allow services to be widely used by a
variety of clients.

G. Impacts Outside the LTER Network
Although we have largely focused here specifically on the
LTER Network, web services are a nearly ideal medium for
sharing capabilities and expertise with the larger community as
well. Some services, such as the statistical program service, can
have immediate application for any individual or group using
EML as their metadata standard. Similarly, the Unit Registry
holds promise for individuals and organizations interested in
adopting common definitions for measurement units. As more
web services come online, we expect that there will be many
additional opportunities for researchers and organizations to
exploit web services to expand services available and reduce
duplication of effort throughout the entire ecological
community.

F. Future Opportunities
In September 2009, the LTER Web Services Working
Group (WSWG) was formed to explore the possibility of using
web services in information management and make
recommendations to the network for pursuing these
possibilities. In addition to making general recommendations
for use and development of web services within the LTER
network, the WSWG was tasked with identifying specific
elements within the LTER network information system that
could be improved using web services.
The first network information system element the WSWG
addressed was the network personnel database. This database
contains roles, site affiliations, and contact information for all
members of the LTER network. However, there is no
mechanism in place for machine-to-machine access of this
data. In February 2011, the WSWG began the process of
updating the personnel database to support a REST web service
interface.
This interface will allow read and write
programmatic access to the contents of the database. The new
service, dubbed PersonnelDB, is current under development by
a subcommittee of the WSWG. When PersonnelDB is
completed, LTER sites will be able to seamlessly integrate
information from the personnel database into web pages, and
applications for creating metadata, and to provide ways of
updating the database that are best suited to the organization of
the individual LTER site.

H. Training Needs
For development and deployment of web services within
the LTER Network to be completely successful, some
additional training is likely to be necessary. Although most
LTER Information Managers are conversant with XML, as a
result of the need to create Ecological Metadata Language
documents, most are less familiar with the increasingly wide
variety of powerful tools and frameworks that are available for
providing and using web services. Fortunately most of the
applications planned in the immediate future use relatively
simple XML schemas, making them easy to parse and
manipulate with relatively simple tools. However, as more
complex web services are deployed, familiarity with more
advanced tools will be needed.

The WSWG has identified other elements of the network
information system that could benefit from a web service
architecture. In general, any information resource that benefits
from being shared among the sites from a central authoritative
source, but also requires machine-level interfaces for
implementation in distributed systems, is a candidate. Specific
elements being looked at by the working group include
bibliographies, research collaboration lists, and an expertise
database. Some of these services will leverage existing web
services such as the PersonnelDB service, creating a ‘web of
web services’ or Web Oriented Architecture [12].

One approach that has been taken by the WSWG is to
recommend that when new web services are developed within
the LTER network they should be accompanied by sample web
service clients that can then be modified and enhanced to meet
site-specific needs. For example, deployment of the Unit
Registry web service included a query interface
(http://unit.lternet.edu/unitregistry)
that
provides
both
immediate utility to anyone with a web browser, and provides
model code that could be modified by researchers at a
particular site to meet specific needs. Providing these
“models” for web service clients is a useful adjunct for
informal training.

Outside of the WSWG, many sites are beginning to use
web services, both as consumers and providers. The shift
towards online, machine-readable information supports the
centralization of information, and thereby a reduction in the
duplication of effort throughout the network, while also
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IV.

CONCLUSIONS

Web services are increasingly being employed by
information managers within the LTER Network to help knit
together heterogeneous systems. Web services promote the
sharing of information by avoiding the synchronization issues
surrounding duplicated data sources, while also avoiding the
security and access issues associated with providing remote
access directly to databases. The use of web services allows
developers at LTER sites, working groups, or the LTER
Network Office to develop applications that can then be
integrated into a wide variety of software systems. Consistent
data and metadata, shared across many sites, in turn promotes
the LTER-wide goal of scientific data integration.
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In a network as diverse as the LTER, the characteristics of
web services that allow them to side-step many of the
traditional impediments to joint development, such as use of
different types of software, languages or approaches, are
especially important. For example, with web services a
database expert at one site can develop a web service providing
access to data in a database. That web service can then be used
by an information manager at another site with expertise in
analytical workflows to develop web service-accessible
integrated data products that are then used by an expert in
geographical information systems to produce web serviceaccessible maps displaying the integrated data. Use of
standards and services developed outside the LTER Network
will enhance the generality and power. We therefore
confidently anticipate a proliferation of web services helping to
meet both current and future needs.
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I.

larger databases are generated, ecoinformatics research will be
critical to advancing the understanding of interactions among
species and between species and the environment.
Museum specimen databases (e.g. FishNet2 [4],
Ornithological Information System (ORNIS) [5] and others),
global biodiversity databases (e.g. FishBase [6], SealifeBase
[7], Encyclopedia of Life (EOL) [8] and others), and projects
facilitating the use of biodiversity data (e.g Knowledge
Network for Biocomplexity (KNB) [9], Global Biodiversity
Information Facility (GBIF) [10], Census of Marine Life
(CoML) [11] and others) provide a limited amount of species
interaction data. The Interaction Web Database [12] and Webs
on the Web [13] are species interaction databases for select
ecosystems with only presence/absence data for that does not
include interaction strength, habitat, environmental, spatial or
temporal data. NOAA’s Food Web Dynamics Program
(FWDP) at Woods Hole, MA [14] and Resource Ecology and
Ecosystem Modeling (REEM) in Seattle, WA [15], who’s
missions include collection, analysis and modeling of trophic
interaction data, each have large collections of food habits data
on slightly more than 100, mostly commercial, fish species.
Ecoinformatics emphasizes conceptual and practical tools for
the understanding, generation, processing and dissemination of
ecological data and information [16]. High performance
computing, biologically inspired computation, object oriented
data, and the internet frame informatics for ecological
modeling to integrate climate, environmental, community,
phenotypic and genomic data [17, 18]. Ecoinformatics
explicitly recognizes the heterogeneous nature of ecological
data and seeks to develop tools that consider simultaneously
the high resolution and heterogeneity of the data and create
added value to large volumes of data at multiple biological
levels and spatial scales. Informatics research has resulted in
the development of BioGeomancer [19], Lifemapper [20],

INTRODUCTION

Collection, documentation and storage of massive quantities of
biodiversity data, including archiving of museum specimens
and biodiversity data has evolved and amplified over the past
20 years, yet species interaction networks have largely been
ignored [1]. To date, species interaction networks have been
studied with small databases in the context of a very low
taxonomic, spatial and temporal resolution [2, 3]. However, as
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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Aquamaps [21], Webs on the Web (WoW) [13], Interaction
Web Database [12] and Ocean Biodiversity Informatics (OBI)
[22].

We will adopt Hierarchy Theory to develop database
architectures that address common ecological issues, such as
grain and scale, identification of entities, levels of dynamics,
and disturbances [23]. Hierarchy by definition imposes
ordinations, as from smaller to larger, or from simpler to more
complex. These concepts from Hierarchy Theory are central to
many complex systems, including ecological systems and
weather systems [24]. Database architectures built upon these
concepts will provide rich grounds for data mining and
knowledge discovery of higher level concepts [25].

Advances in ecoinformatics depend fundamentally upon
database architectures that can represent entities involved in a
system and the system structure across multiple taxonomic,
spatial, and temporal resolutions. Key challenges posed by
trophic dynamics data provide excellent ecological cases for
database architecture development. The proposed research will
build a trophic database for the Gulf of Mexico (GoM) to
support theoretical advances in trophic dynamics. Despite the
fact that many data are collected at a high level of spatiotemporal resolution (i.e., individual or size class level in each
specific habitat) food web studies are not detailed, and most
theory has been developed at species level (or higher) in
homogeneous environments [2, 3]. This has inhibited the
development of unified datasets and tools to aid development
and testing of flexible, first principle, individual-based models
able to explore consequences of individual variability and
spatio-temporal heterogeneity of raw data which will advance
the understanding of ecosystems.
II.

Database architecture includes two components: (1)
representation of reality; and (2) organization of data. The first
component concerns what concepts or objects need to be
represented in the database and how to most effectively
represent these concepts or objects in database models.
Because our proposed research aims to integrate spatial and
temporal information for ecological interactions, we need to
represent spatial and temporal characteristics of the identified
concepts or objects. The second component addresses how
different sets of data, such as species, habitat, sea surface
temperature, management zones, etc, should be organized in
the ecoinformatics to support modeling efforts that relate
multiple variables to derive new understanding or forecasting.
Both components of data representation and data organization
need to account for complexity and diversity of ecological
systems and the nature of potential data sources.

DEVELOPMENT OF THE PROPOSED DATABASE

A. Database Architecture and Development
A spatio-temporal database architecture for ecological
interactions will be designed to account for the heterogeneity
of trophic data. The complexity and diversity of the data
creates challenges in building an ecoinformatics database.
Because our approaches to data representation and
organization will center on complex system processes and
ecological interactions, as well as account for data
heterogeneity, the database architectures developed will be
transferable to other ecological domains.

B. Data Sources, Acquisition, and Quality Assurance
This project will encompass the marine and estuarine waters
of the GoM, along the United States, Mexico and Cuba.
Species that inhabit the Gulf region and its waters for at least
part of their life cycle will be included, eg. taxonomic groups
listed in Table 1. Habitats covered include estuaries and
continental shelf as well as the pelagic, mesopelagic,
continental slope, and abyssal realms.

TABLE 1, TAXONOMIC GROUPS TO BE INCLUDED IN THE GOM TROPHIC DATABASE AND THE CURRENT STATUS OF IN-HAND AND
PERCEIVED REFERENCES ADDRESSING FOOD HABITS.
7D[RQRPLF*URXS
Marine Mammals
Sea Turtles
Fishes
Sea and Shore Birds
Crustaceans
Mollusks
Polychaetes
Ctenophores
Cnidarians

1XPEHURI
5HIHUHQFHVLQ+DQG
3
9
721
4
19
3
~25
5
5
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(VWLPDWHG5HIHUHQFHV
$YDLODEOH
25
10-15
740
100-200
25-50
25
100-200
10
10

7RWDO6SHFLHV&XUUHQWO\
&LWHGZLWK'LHW'DWD
1
3
~650
4
58
45
99
2
6

Figure 1. Schematic of the GoM trophic database workflows, links and outputs.

The following categories of data will be extracted from each
source, when provided: Geopolitical location, Geospatial
areas, Habitat, Geographic location, Time, Physico-chemical
data, Collection method, Taxonomy, Specimen data, Food
description, Stable isotopes and Source. Draft metadata fields
as well as data and function requirements analysis will be
developed. The database schema will follow the Ecological
Metadata Language (EML) [26], an Extensible Markup
Language (XML)-based metadata specification, and OBIS
schema to ensure we structure marine data properly (Fig. 1).
As part of this process, we will contribute metadata standards
for trophically related data.

preserved, through maps, names, coordinates or descriptions
of sampling locations. Spatial data will be documented with
the Federal Geographic Data Committee (FGDC) Biological
Profile [28] and metadata made available with the FGDC
Clearinghouse mechanism. Metadata will provide the user
adequate information to make an assessment of the quality to
ensure informed use of the data.
C. Informatics Tools
To access, process and create value-added analyses,
informatics tools will be developed or links provided to
websites with existing tools. We will create an interactive,
spatial analyst tool for accessing, analyzing, visualizing, and
production of distribution maps of predator and prey and other
spatially based graphic displays of diet data. Users will select
and access physico-chemical, habitat, geo-political, or other
variables relevant to the study of predator-prey relationships.
Temporal data will be used to evaluate the effects of
environmental and climate change on trophic dynamics and
evolutionary processes. In addition, these data will be useful
for: assessing bioaccumulation and trophic transfer of historic
and newly emerging contaminants [29], joining large
biodiversity datasets together for better trophic ecosystem
models [30] and drawing various inferences on the ecological
functioning and fisheries impacts [31].

Data will be extracted from peer reviewed articles,
government reports, dissertations/theses, abstracts, conference
proceedings, electronic databases and unpublished data. Our
data entry system will have error checking routines built into a
data entry interface. Data available in electronic document will
be extracted with wrappers. When feasible, tabular numeric
hard copy data will be scanned with optical character
recognition (OCR) software and converted to an electronic
format for manipulation and extraction. Graphical data will be
scanned into digital format. Data quality will, to some extent,
be maintained through users reporting errors, similar to The
Paleobiology Database [27] and other community-based
cyber-infrastructure. Spatial context of the data will be
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Figure 2. Map showing the location of individual sampling sites for
~520 food habits studies in the GoM.

Figure 3. Map showing the centroid location of ~520 food habit
studies and the number of fish species examined for food habits.

A metaweb, using the raw data without any a priori
aggregation, will be flexible, (i.e., individual based to species
level, homogeneous to heterogeneous space, etc.) to explore
consequences of individual variability, and spatio-temporal
heterogeneity of the raw data, and level of taxonomic, spatial
and temporal aggregation for understanding of ecosystems.
Fuzzy kriging techniques [32] will incorporate both crisp
(certain) and fuzzy data to estimate categorical regions (such
as abundance or average) of species distributions or trophic
relations. Self-organizing maps (SOM) [33] will be developed
to measure similarity of trophic structures in different habitats.
A SOM will show clusters of habitats based on their trophic
characteristics. Other informatics tools include qualitative
reasoning models for trophic interactions among populations
[34], genetic algorithms to predict food habits of fishes in
unstudied habitats [35] and adaptive agents to simulate food
webs [36].

relevant database and informatics websites [5, 6, 7, 8, 9, 10,
11, 12, 13, 18, 20, 22 and others].
E. Challenges
Creating and using the proposed GoM trophic database
presents several challenges. The various studies were
conducted under a wide variety of objectives and methods,
requiring units and methods be standardized to the extent
possible. Data are reported in a wide array of graphic and
tabular formats, which will need to be converted to a single
database format. The spatial and taxonomic distribution of the
species is clumped (Fig 2), requiring the use rarefaction and
interpolation where feasible. While these issues present
challenges in analyzing these data, they also identify
opportunities for further research.
III.

D. Web Applications
Data will be publically available through a multi-lingual
website with relational database and geographic information
system (GIS) entry portals. Data will be available on the
website in two formats: 1) table format; and, 2) EML formats
for the purpose of information exchange with other databases.
To exchange data with other databases, server software such
as Distributed Generic Information Retrieval (DiGIR) or
Taxonomic Database working Group (TDWG) Access
Protocol for Information Retrieval (TAPIR) will be adapted to
send/retrieve data on the Internet. Links will be provided to

RESULTS AND DISCUSSION

A. Geo-Coding References
We began by capturing the spatial information for the studies
(i.e., station locations, and locations and names of systems
where the studies were conducted) and display the results in a
GIS (Fig 1). Study collection points, polygons, and centroid
points (derived from the study polygons) have been created for
~650 of the ~720 references at the University of Oklahoma
and the Florida Fish and Wildlife Research Institute.
Attributes of these points, polygons, and centroids include the
study’s author, study location, number of species studied (Fig
2 and 3), and associated metadata.

119

B. Coding the Coastal and Marine Ecological Classification
Standard (CMECS)
A pilot study was conducted at the University of Oklahoma to
unify codification of habitat data in the numerous trophic
references using CMECS [37]. Approximately 60% of the
references in hand at the time the project was undertaken were
coded. This entailed extracting all relevant habitat information
reported in the document and adapting those descriptions to
the CMECS terminology. The CMECS system first classifies a
habitat into one of two systems, and then up to five
components (Water Column, Benthic Biotic, Surface Geology,
Sub-benthic, GeoForm) can be used to provide detailed
information.
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experiments with available species occurrence data and with
current and future scenario climate data. The input species
occurrence data used by LM are aggregated from biological
museums, collections and observation databases by the Global
Biodiversity Information Facility (GBIF, http://data.gbif.org/).
LM calculates SDM experiments from GBIF specimen data
and
climate
data
using
openModeller
(http://openmodeller.sourceforge.net) [2], an open source
species modeling framework, which supports a number of
ecological niche modeling algorithms as plug-ins, including
the most widely-used methods: GARP with Best Subsets [3],
Bioclimatic Envelopes [4,5] and Maxent [6]. Climate data
includes
bioclimatic
variables
from
Worldclim
(http://www.worldclim.org) and Global Climate Model
(GCM) outputs distributed by the UK Met Office Hadley
Centre
(http://www.metoffice.gov.uk/climatechange/resources/hadley/) and the National Institute for
Environmental Studies, Japan based on International Panel on
Climate Change (IPCC) defined scenarios for the Third
Assessment
Report
(TAR,
http://www.ipccdata.org/gcm/monthly/SRES_TAR/index.html) and Fourth
Assessment
Report
(AR4,
http://www.ipccdata.org/gcm/monthly/SRES_AR4/index.html). LM maintains
an archive of automatically generated niche model maps, as
well as the input species occurrence and climate data used in
their creation, for public exploration and retrieval through the
Lifemapper web site and web services.
The Lifemapper SDM Pipeline connects the data archive
and the computational processes to monitor the system for
user-requested experiments and updated specimen data from
GBIF, which trigger initial or re- calculation of affected
experiments.
Worker threads simultaneously update
experiment status and inputs, submit experiments to and
retrieve results from a 64-node compute cluster. Once results
have been written to storage, and metadata cataloged in the
system, they are immediately available through LM web
services.

Abstract—Lifemapper is an archive of species and environmental
data, predicted habitat maps and a suite of data and analysis web
services based on these data and the computational processes used
to create them. Behind the scenes, Lifemapper relies on open
source software libraries, modular code design, and a
collaborative development process. As a community resource,
Lifemapper is committed to standard data formats and Internet
access protocols and is increasingly focused on data transparency
and repeatability through cataloging and documenting metadata
and provenance.
Keywords—biodiversity; geospatial; species distribution modeling;
macroecology; metadata; standards; infrastructure; web services

I.

INTRODUCTION

Lifemapper (www.lifemapper.org) is a computational
infrastructure project funded by the National Science
Foundation (NSF) that combines open source geospatial and
biodiversity informatics tools to: enable biogeographical
analyses of current and future distributions of species,
demonstrate the biological impacts of climate change to junior
and senior high school students, and increase the research
utilization of the data associated with biological specimens
housed in museums around the world. Lifemapper (LM) is
organized around two primary components: 1) an archive of
predicted current and future species distribution maps and, 2) a
set of software tools and services that enable biological
researchers to predict and analyze single- and multi-species,
multi-scale patterns of species distribution. Lifemapper’s
software architecture includes a data pipeline that moves
researcher requested modeling experiments to a 64-node
cluster for computation, and then retrieves the
results. Lifemapper then catalogs resulting model outputs,
datasets, statistics and metadata for retrieval through
standardized web services defined by Open Geospatial
Consortium (OGC, http://www.opengeospatial.org/) standards
and simple Representational State Transfer (REST) [1]
architectural style.
II.

III.

ARCHIVE

WEB SERVICES

Lifemapper provides the second component, a set of
geospatial data and analysis capabilities for use with the LM
archive or user data, as web services. All Lifemapper web
services
are
available
as
web
applications
at
http://www.lifemapper.org, but also can be accessed
programmatically using simple Uniform Resource Locator

The first Lifemapper component is an extensive archive of
predicted species habitat maps. LM’s species distribution
modeling (SDM) data pipeline automatically assembles
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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(URL) construction to identify the web service and appropriate
parameters.
LM data web services serve specimen
occurrences, environmental datasets and predicted habitat
maps, as well as metadata for all these data layers.

site. After computing indices, the grid is randomized and the
process repeated to assess the significance of results.
Lifemapper is concurrently developing plug-ins to
Quantum-GIS (QGIS, http://qgis.osgeo.org), a versatile open
source Geographic Information System (GIS) desktop
application, to simplify access to the LmRAD modules and
visualize experiment inputs and results in a full-featured GIS
application. By using the multi-platform QGIS as a client to
the LmRAD services, Lifemapper brings a powerful set of
macroecological analysis tools to a wide variety of users,
regardless of the computational power or operating system of
their desktop computer. All outputs are provided in standard
formats, to simplify further analysis in other software
applications.

A. Species Distribution Modeling
Analysis tools include Species Distribution Modeling
(LmSDM) services available through a REST and OGC Web
Processing Service (WPS) interfaces. LmSDM services can
be requested using either user-supplied or LM-provided data,
and offer model calculations using openModeller and the
algorithms implemented within that framework.
As part of the Kansas-Oklahoma NSF EPSCoR project “A
Cybercommons for the Great Plains” effort, Lifemapper
developed plug-ins for VisTrails scientific workflow software
(http://www.vistrails.org), developed by the Scientific
Computing and Imaging Institute at the University of Utah, to
simplify LmSDM access. This plug-in integration between
LM web services and the VisTrails workflow environment
enables climate change scientists to assemble complex
computational pipelines consisting of sequential tasks
connected through an intuitive drag-and-drop programming
user interface on the desktop. The LM-VisTrails plug-in
enables users to design species distribution modeling
experiments using LM data and LmSDM web services to run a
species distribution modeling experiment. As additional web
services move to production, the LM-VisTrails plugins will
include those services as well.

IV.

GUIDING PRINCIPLES

A. Research and Education
Students and educators are the main focus of Lifemapper
archive creation. The LM archive presents overall picture of
predicted distributions for species with adequate digital data.
In the NSF Education-funded collaborative project “Change
Thinking for Global Science” with the University of
Michigan, we are building progressive learning sets with
curricula using targeted species in the LM archive to teach
middle school students complex concepts of science and
ecology. In these learning sets, we have created online
worksheets that present material about weather, climate,
species, and allow exploration of species distribution maps
predicted for current day, and three time steps in the
future. Online worksheets guide students through the material
to build upon knowledge gained in previous exercises.
Undergraduate students, graduate students, and researchers
are the intended audience for data and analysis services, and
client tools created to access them. Graduate and postgraduate researchers may use the client applications to easily
create a suite of experiments comparing results between
different datasets, parameters, and geographic scale. As our
data and metadata publishing system goes into production, the
metadata available for datasets and provenance information
available for experiments will allow researchers to reference
and publish input data or an entire experiment with parameters
and explanatory annotations referenced in a peer-reviewed
publication.

B. Range and Diversity
In collaboration with the University of Connecticut (R.
Colwell, T. Rangel) in the NSF project “Extending
Lifemapper
to
Enable
Macroecological
Research”,
Lifemapper: Range and Diversity (LmRAD) explores the
biogeography of species and biodiversity of regions. LmRAD
focuses on two fundamental units of biogeography: species
range and species diversity. It creates species PresenceAbsence Matrices (PAMs), an approach for linking patterns of
range size and of species richness at biogeographical scales
[7]. The PAM is a gridded data format, where the x-axis
represents species and the y-axis represents geographic
sites. Each matrix element is coded for the presence (1) or
absence (0) of each of hundreds or thousands of species at a
given site, by intersecting species range data layers with a grid
representing the area of interest. PAMs are the starting points
for multiple methods used to test ecological and evolutionary
hypotheses about the spatial patterns of biological diversity on
continental and global scales.
Arita et al. [8] have shown there are correlations between:
a) the species diversity of site (marginal total of diversity) and
the mean range size of all species within that site, and b)
between the range size of a species (marginal total of
occupancy) and the mean species diversity within the range of
that species. The correlations are mirror images of the same
pattern, reflecting fundamental mathematical and biological
relationships represented by the PAM. Range-diversity scatter
plots depict these relationships graphically by-species and by-

B. Standards facilitate interoperability
Running through all aspects of the Lifemapper project is a
commitment to using data and communication standards. LM
services adhere to well-defined standards giving developers a
clear framework to work within, and providing LM users a
service
where
issues
and
solutions
are
well
documented. Metadata web services are based on the REST
service model.
Lifemapper implements four OGC standards. Web
Processing Service (WPS) is a standard that defines an
interface for publishing geospatial processing services, defines
how a client may request those services, and standardizes
requests and responses. Web Mapping Service (WMS), allows
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simple rendering of one or more spatial datasets. Two data
services, Web Feature Service (WFS) and Web Coverage
Service (WCS) return XML formatted vector data and raster
datasets respectively. All of these OGC services interact with
geospatial data in standard formats supported by the
GDAL/OGR (http://www.gdal.org) geospatial library.

distributes analysis jobs among cluster nodes. The new design
enables us to distribute different types of jobs to a variety of
compute engines, both local and remote.
As a team, we have increased our cohesiveness and
adaptability and clarified our shared vision by adopting a
modified Scrum [11] approach (http://www.scrum.org/) to
Agile software development (http://agilemanifesto.org/),
which emphasizes iterative and incremental software
development. We use a Trac (http://trac.edgewall.org/) wiki
and issue tracking system with plug-ins integrating a
Subversion code repository and Agilo for trac
(http://www.agilofortrac.com/), to set goals, document
decisions, establish milestones, determine the tasks and
subtasks required to reach those milestones, and track
timelines and progress.
This system has increased
accountability, while giving all team members a clear vision of
the road ahead.

C. Metadata empowers data
An important principle underlying Lifemapper data and
services is that consistent metadata should be available
concurrently with LM-associated data and analyses. Accurate
metadata is the cornerstone of data discovery and re-use. All
static LM data will be publicly cataloged and LM web services
will allow users to catalog metadata for LM-generated data
and experiments with varying degrees of public
access. Metadata can currently be requested for any LMgenerated data in Ecological Metadata Language (EML,
http://knb.ecoinformatics.org/software/eml), a format ideal for
a wide range of ecological datasets [9], with plans to offer
other relevant formats in the near future.
To provide a more detailed description of the procedures
performed in an LM experiment, Lifemapper is extending the
process module of EML.
This extended EML moves
Lifemapper closer to the goal of creating full provenance
documents containing a history for any research experiment.
The LM EML Reader module then enables re-execution with
the same or modified inputs and parameters to replicate or
produce variations on the documented experiment. The
metadata can be published with journal articles, linking the
research to the inputs and software, code or web services used
to perform the processing. The LM-VisTrails and LM-QGIS
plugins contain the EML Reader allowing experiments to be
recreated in those software applications. Lifemapper is also
expanding the EML Reader to transform LM experiment
metadata into narratives, suitable for different audiences. As
these EML extensions are refined, Lifemapper will submit
them to the EML working group to consider for inclusion in
the standard.
V.

B. Onward
As a core component of the NSF Experimental Program to
Stimulate Competitive Research (EPSCoR) Cybercommons
project, LM is committed to becoming a contributing node of
the NSF Data Observation Network for Earth (DataONE,
http://www.dataone.org). DataONE is a $20M, 10-year
collaboration among several universities (including KU,
UNM, Oak Ridge National Labs, and the National Center for
Atmospheric Research) whose mission is to build sustainable,
long-term infrastructure for storage, indexing, discovery and
access to earth observation data. Data sets cataloged within the
DataONE system will be available through a set of welldefined application programming interfaces (APIs) for
analytical research client packages. By implementing the
DataONE APIs for data and metadata, LM will connect to a
community-standards based distributed repository which will
archive LM-facilitated research and modeling outputs and
promote wide interoperability and integration within the
computational earth science community.
As part of the ChangeThinking and LmRAD grants, our
vision is to expand our educational resources to target
graduate researchers as well as high school students. Our
website will include guided documentation explaining and
documenting previous research in SDM, algorithm strengths
and weaknesses, the effect of various input parameters,
limiting environmental factors, macroecological indices,
species
attributes
affecting
dispersal
limits,
and
more. References to publications relevant to Lifemapper
resources will be cited and provide a primer for students new
to the field.
Our next collaboration expands the environmental data we
provide for LmSDM and LmRAD to include NASA Earth
observational data through a partnership with University of
New Mexico (UNM) Earth Data Analysis Center (EDAC) and
University of Texas at El Paso (UTEP) Cyber-ShARE
Center. Cyber-ShARE provides an instrumental approach for
collecting provenance information, the CI-Miner Method [12],
developed at University of Texas at El Paso (UTEP). This
project will instrument both EDAC and LM services to

MOVING FORWARD

A. Lessons Learned
As the Lifemapper project has matured and expanded, the
importance of a flexible codebase has become increasingly
apparent. The Lifemapper project follows the object-oriented
programming paradigm, with particular emphasis on
modularity, inheritance, and data abstraction. All code is
written in Python (http://www.python.org), an open-source,
cross-platform, high-level language that facilitates rapid
development and easy debugging.
As the project has expanded to encompass additional data
and services, we have discovered areas of the code that were
overly specific. As we encounter modules that are difficult to
extend, we revisit the design of the module and refactor, often
creating a more complex object hierarchy, or following an
accepted software design pattern [10].
Similarly, after switching to a heterogeneous cluster
environment, we generalized the scheduling code that
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519-532
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Scientific Metadata,” IEEE Internet Computing, vol. 5, no. 5, pp. 59-68,
2001.
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Patterns: Elements of Reusable Object-Oriented Software. AddisonWesley. ISBN 0-201-63361-2.
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capture end-to-end provenance within and across these two
platforms.
C. Conclusion
Lifemapper’s contribution to the biodiversity science
infrastructure began with a simple vision of computing species
distribution maps for available digital specimen data. It has
grown to provide analysis and data web services to middle
school students, researchers, and external applications.
Lifemapper will continue to expand offerings of geospatial
biodiversity data, computational resources, metadata, and
research documentation in standard formats through
community portals and well-publicized APIs to make data and
research created with Lifemapper tools more accessible,
reliable, and trustworthy.
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peer-review process. Educating the community about best data
management practices is key to promoting a new culture of
data stewardship, collaboration and data sharing.

Abstract—The ecological and environmental sciences are
comprised of many different disciplines, each with their own
methods, theories, and culture. A characteristic that most of these
different disciplines share, however, is a lack of culture for good
stewardship of data. Characteristics of good data stewardship
include understanding the importance of data management, using
best practices for managing data, and recognizing the value of
data sharing and data reuse for the future of ecology and the
environmental sciences. The Data Observation Network for Earth
(DataONE) is actively developing a community database of best
practices that can be easily accessed and adopted by scientists to
promote good data stewardship practices and lead to high quality
data products. Here we introduce DataONE’s approach to
developing the best practices database and provide a data
management primer that contains examples relevant to all
elements of the data life cycle.

In the remainder of this paper, we introduce DataONE and
its approach to developing educational resources that promote
good data stewardship. Next, we describe the Best Practices
database and highlight, as a data management primer, a subset
of the best practices that have been described to aid scientists in
relation to all elements of the data life cycle. We conclude with
recommendations for further development of educational
resources that will benefit ecologists and environmental
scientists.
II.

DATAONE AND COMMUNITY ENGAGEMENT AND
EDUCATION
DataONE is a federated data network that is being built to
improve access to data about life on Earth and the environment
that sustains it, and to support science by: (1) engaging the
relevant science, data, and policy communities; (2) facilitating
easy, secure, and persistent storage of data; and (3)
disseminating integrated and user-friendly tools for data
discovery, analysis, visualization, and decision-making.

Keywords—data management; stewardship; best practices; data
sharing; data reuse

I.
INTRODUCTION
Research data are valuable products of the scientific
enterprise that historically have not been well preserved or
archived. In recognition of this problem, research sponsors and
scientific journals are increasingly encouraging or requiring
sound data management, data preservation, and data sharing.
Government agencies, for example, are under increasing
pressure to demonstrate the benefits of the research they
sponsor, both in terms of scientific findings (published papers)
as well as data products. For instance, a 2007 US Government
and Accounting Office Report summarized the issues
associated with the loss of individual investigators’ data and
how this data loss deprives science and society of many of the
benefits of research [1].

A. Activities Central to DataONE
DataONE is being designed and built to provide a
foundation for innovative environmental research that
addresses questions of relevance to science and society. Five
activities are central to the DataONE mission:

In January 2011, the National Science Foundation (NSF)
instituted the requirement that a data management plan (up to
two pages in length) be included as a supplement to every
proposal [2]. Some individual NSF Directorates, Divisions,
and Programs provide more specific guidelines; however, NSF
is generally relying on scientists from the various disciplines it
supports to set expectations for data management through the
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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•

Discovery and access: Enabling discovery and access
to multi-scale, multi-discipline, and multi-national data
through a single location.

•

Data integration and synthesis: Assisting with the
development of transformational tools that shape our
understanding of Earth processes from local to global
scales.

•

Education and training: Providing essential skills (e.g.,
data management training, best practices, tool
discovery) to enhance scientific enquiry.

•

Building community: Combining expertise and
resources across diverse communities to collectively

a current total of 86 database entries. Best practices were
recommended by workshop participants based on experiences
within their organizations and were revised and agreed upon by
the other workshop participants.

educate, advocate, and support trustworthy stewardship
of scientific data.
•

Data Sharing: Providing incentives and infrastructure
for sharing of data from federally funded researchers in
academia.

The best practices database [3] consists of two related
components. First, database entries consist of individual best
practices. Individual entries include: the title of the best
practice; the category of best practices to which the entry
belongs; a brief phrase or sentence that summarizes the best
practice; a complete description of the best practice that
frequently includes examples; a rationale that highlights the
benefits derived from employing the best practice; and
additional information such as references to articles, books, or
web sites where an individual can discover more detailed
information. Box 1 provides an example of one of the best
practices, “Assign descriptive file names”. The overall database
was designed to be easily searchable and the best practices
have been condensed to short one-page descriptions. This was
done to make it easy for scientists and students to rapidly
answer individual questions they may have about managing
their data without having to search through a book or lengthy
technical documents.

B. Implementing DataONE
Implementing the DataONE infrastructure requires that
DataONE bring existing communities together in new ways.
This is achieved via Community Engagement Working Groups
that engage participants in identifying, describing, and
implementing the DataONE cyberinfrastructure, governance,
and sustainability models. These working groups, which
consist of a diverse group of graduate students, educators,
government and industry representatives, and leading
computer, information, and library scientists:
•

Perform computer science, informatics, and social
science research related to all stages of the data life
cycle;

•

Develop DataONE interfaces and prototypes;

•

Adopt/adapt interoperability standards;

•

Create value-added technologies (e.g. semantic
mediation, scientific workflows, and visualization) that
facilitate data integration, analysis, and understanding;

•

Address socio-cultural barriers to sustainable data
preservation and data sharing; and

•

Promote the adoption of best practices for managing
the full data life cycle.

The second component is a data management primer that is
published for the first time below. The primer describes
fundamentals of data management for scientists and students
and highlights a subset of the specific best practices that are
included in the database. The primer enables first-time users to
get a comprehensive overview of good community practices as
well as an understanding of the types of best practices they can
expect to discover in searching the database.
IV. DATA MANAGEMENT PRIMER
Although data management plans may differ in format and
content, several basic elements are central to effectively
managing data. Ideally, data should be managed so that any
scientist (including the collector or data originator) can
discover, use, and interpret the data after a period of time has
passed. A key component of data management is the
comprehensive description of the data and contextual
information that future researchers need to understand and use
the data. This description is particularly important because the
natural tendency is for the information content of a data set or
database to undergo entropy over time (i.e. data entropy),
ultimately becoming meaningless to scientists and others [4].

Community engagement and education activities are central
to the DataONE mission. Activities designed to engage the
community include: active participation of a diverse array of
experts in DataONE Cyberinfrastructure and Community
Engagement Working Groups; involvement of stakeholders
from the international community in the DataONE Users
Group, which meets annually; and numerous communication
mechanisms including newsletters, Twitter, Facebook, and list
serves. Education activities include two-hour to day-long
training programs (e.g. “data management planning”,
“managing data for your research project”) that are held at
professional society meetings, webinars, three-week long
graduate training in environmental information management,
and the creation of education resources that include a tools
database that highlights software tools that support all aspects
of the data life cycle and a similar best practices database that
is discussed below. A complete overview of DataONE,
including working group activities, is currently in press for the
Journal of Ecological Informatics.

An effective data management program would enable a
user 20 years or longer in the future to discover, access,
understand, and use particular data [5].
This primer
summarizes the elements of a data management program that
would satisfy this 20-year rule. Specifically, it includes
guidance on how to properly manage data, as well as how to
effectively create, organize, manage, describe, preserve and
share data—activities that are necessary to prevent data
entropy.

III. BEST PRACTICES DATABASE
The best practices database was developed by 40
individuals that participated in two workshops. The first
workshop was held in Santa Fe, New Mexico June 28-30,
2010, and resulted in a database consisting of 33 best practices.
A second workshop was held in Santa Fe, New Mexico May
10-12, 2011 and resulted in the addition of 53 best practices for

Here we present a series of best practices that will help
scientists manage the data they collect. We provide a guide on
data management practices that investigators could perform
during the course of data collection, processing, and analysis
(components of the data life cycle, Fig. 1) to improve the
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BOX 1. EXAMPLE OF AN ENTRY IN THE BEST PRACTICES DATABASE.

Title: Assign descriptive file names
Category: Data Files and File Management
Summary: File names should be descriptive and reflect the file content.
Best Practice: File names should reflect the contents of the file and include enough information to uniquely identify the data
file. File names may contain information such as project acronym, study title, location, investigator, year(s) of study, data
type, version number, and file type. Descriptive file names should not be a substitute for a complete metadata record.
When choosing a file name, check for any database management limitations on file name length and use of special characters.
Also, in general, lower-case names are less software and platform dependent.
If versioning is desired a date string within the file name is recommended to indicate the version.
Avoid using file names such as mydata.dat or 1998.dat.
An example of a good data file name: Sevilleta_LTER_NM_2001_NPP.csv
Sevilleta_LTER is the project name
NM is the state abbreviation
2001 is the calendar year
NPP represents Net Primary Productivity data
csv stands for the file type—ASCII comma separated variable
Description Rationale: Clear, descriptive, and unique file names may be important when your data file is combined in a
directory or FTP site with your own data files or with the data files of other investigators. File names that reflect the contents
of the file and uniquely identify the data file enable precise search and discovery of particular files.
Additional Information:
Hook, L.A., S Santhana Vannan, T.W. Beaty, R.B. Cook, and B.E.Wilson. 2010. Best Practices for Preparing Environmental
Data Sets to Share and Archive. Available at daac.ornl.gov/PI/BestPractices-2010.pdf. Oak Ridge National Laboratory
Distributed Active Archive Center
Borer et al. 2009. Some Simple Guidelines for Effective Data Management. Bulletin of the Ecological Society of America 90:
209-214.
usability of their data. We assembled the most important
practices that researchers could implement to make their data
sets ready to share and to be re-used. These practices could be
performed at any time during the preparation of the data set,
but we suggest that researchers consider them in the data
management planning stage, before the first measurements are
taken.

3) Managing your data: Who is in charge of managing the
data? How will version control be handled? How will data be
backed up, and how often?
4) Describing your data: Information that describes data is
called metadata. How will you produce a metadata record?
Which metadata standard will be used? What tool will you
use? Will you create a record at the project inception and
update it as you progress with your research? Where will you
deposit the metadata?
5) Sharing your data: Develop a plan for sharing data with
the project team, with other collaborators, and with the
broader science community. Under what conditions will data
be released to each of these groups? What are the target dates
for release to these groups? How will the data be released?
6) Preserving your data: As files are created, implement a
short-term data preservation plan that ensures that data can be
recovered in the event of file loss (e.g. backing up data by
storing the files routinely in several locations). Identify an
appropriate long-term archive or database early in your
project, and research that archive’s requirements for data,
documentation, and metadata.

A. Planning for Data Management
Plan for data management as your research proposal is
being developed, whether development is for a funding agency
proposal, a dissertation proposal, or some other project. The
following should be considered:
1) Creating your data: Based on the hypotheses and
sampling plan, what data will be generated? How will the
samples be collected and analyzed? Provide descriptive
documentation of collection rationale and methods, analysis
methods, quality assurance methods, and any relevant
contextual information.
2) Organizing your data: Decide on how data will be
organized within a file, what file formats will be used, and the
overall contents of the data products you will generate.
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Figure 1. Data management life cycle from the perspective of a researcher. The entire life cycle comprises the key elements of a data management plan. The
white boxes represent the steps an observational scientist takes to generate a primary data set for long-term archival, while the grey boxes represent the steps a
data user may take to discover, integrate, and analyze existing data. A researcher can be both an observational scientist and a data user.

non-proprietary (e.g. .txt or .csv files rather than .xls), so that
they are stable and can be read well into the future.

B. Managing Data Throughout the Data Life Cycle
A scientist or team of scientists is frequently engaged in all
aspects of the data life cycle, both as a data creator and as a
data user. Some scientists or teams (e.g. those engaged in
modeling and synthesis) may create new data in the process of
discovering, integrating, analyzing, and synthesizing existing
data. This section summarizes best practices [6,7,8] for
preparing data that can be readily shared with others.

d) Collect: Assign Descriptive File Names: File names
ideally describe the project, file contents, location, and date,
and should be unique enough to stand alone as file
descriptions. File names do not replace complete metadata
records.
e) Assure: Perform quality assurance and quality control:
check the format of the data to be sure it is consistent across
the data set. Perform statistical and graphical summaries (e.g.
max/min, average, range) to check for questionable or
impossible values and to identify outliers. Communicate the
quality of the data using either coding within the data set that
indicate quality, or in the metadata.

1) Practices for Data Collection
a) Collect: Define the Contents of Your Data Files:
Define each parameter, including its format, the units used,
and codes for missing values. Provide examples of formats
for common parameters.
b) Collect: Use Consistent Data Organization: We
recommend that you organize the data within a file in one of
two ways. Whichever style you use, be sure to place each
observation on a separate line (row). In the first way to
organize data, each row in a file represents a complete record
and the columns represent all the parameters that make up the
record (a spreadsheet format). In the second way, one column
is used to define the parameter and another column is used for
the value of the parameter (a database format). Other columns
may be used for site, date, treatment, units of measure, etc.
For specific examples, refer to [7].

f) Describe: Assign Descriptive Data Set Titles: When
giving titles to data sets and associated documentation, be as
descriptive as possible, because these data sets may be
combined with other data sets and accessed many years in the
future by people who will be unaware of the details of the
project. Data set titles should contain the type of data and
other information such as the date range, the location and, if
applicable, the instruments used.
g) Describe: Provide Documentation: Comprehensive
documentation is the key to future understanding of data.
Without a thorough description of the context in which the
data were collected, the measurements that were made, and the
quality of the data, it is unlikely that the data can be easily
discovered, understood, or effectively used. Use a stable file
format to write your documentation (e.g. .html, .pdf, .txt) and
refer to a specific data file. Both data and documentation

c) Collect: Use Consistent File Structure and Stable
Formats: Use the same format throughout the file – don’t rearrange columns or rows within the file. At the top of the file,
include one or more header rows that identify the parameter
and the units for each column. File formats should ideally be
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should have similar names (file names and titles). The
documentation should describe what future researchers need to
know to understand and use the data: the what, how, when,
where, who, and additional contextual information for the
study and observations.

14]. When datasets and data elements are used as a source for
new datasets, it is important to identify and document those
data within the documentation of the new derived dataset (i.e.
provenance). This will enable (1) tracing the use of datasets
and data elements, (2) attribution to the creators of the original
datasets, and (3) identifying impacts of errors in the original
datasets or data elements on derived datasets.

h) Describe: Generate Metadata: Metadata should be
generated in a format commonly used by the most relevant
science community. Use metadata-editing tools (e.g. Metavist
[9], Mercury Metadata Editor [10], Morpho [11]) to generate
comprehensive descriptions of the data. Comprehensive
metadata enable others to discover understand and use your
data. Metadata should describe provenance of the data (where
it originated, as well as any transformations the data
underwent) and how to give credit for (cite) the data products.

V. CONCLUSION
Data represent important products of the scientific
enterprise that are, in many cases, of equivalent or greater value
than the publications that are originally derived from the
research process. For example, addressing many of the grand
challenge
scientific
questions
increasingly
requires
collaborative research and the re-use, integration, and synthesis
of data. Consequently, academic, research and funding
institutions are now requiring that scientists provide good
stewardship of the data they collect. By implementing good
data management practices early in the data life cycle,
scientists can ensure that they are well prepared to meet these
requirements.

i) Deposit: Work with a data center or archiving service
that is familiar with the appropriate scientific domain. They
will have a basic understanding of the data and can provide
guidance as to how to prepare formal metadata and data set
documentation, how to preserve the data, and how to provide
additional services to future users of your data (discovery,
access, integration, visualization, and analysis).

The DataONE Best Practices Database represents an initial
effort to educate scientists about best practices they can follow
in managing their data. The database and accompanying
primer (this paper) will continue to be updated in response to
community feedback, as well as the availability of new
enabling technologies. Further creation and refinement of
educational resources such as the database and primer are
important for enabling good data stewardship. However, these
represent just one facet of the comprehensive education effort
that is needed. In particular, we encourage professional
societies to include data and information management training
as a routine part of societal meetings because of the constant
change in technology and the evolving expectations of research
sponsors and the public. More importantly, we recommend that
data management best practices be incorporated in introductory
biology, ecology, and environmental science courses as well as
in stand-alone graduate courses on data management. Such
sociocultural changes are necessary if the next generation of
scientists is to be equally knowledgeable of current scientific
information as well as the data and informatics practices that
lead to information and knowledge.

j) Preserve: During data collection, data should be
secured and maintained, including performing regular
backups. Ultimately, data should be preserved in a Data
Center or archive that supports polices, procedures, and
systems that protect the data. For appropriate attribution and
provenance of a dataset, the following information should be
included in the data documentation or the companion metadata
file:
• The personnel responsible for the dataset throughout
the lifetime of the dataset
•

The context of the dataset with respect to a larger
project or study (including links and related
documentation), if applicable

•

Revision history, including additions of new data and
error corrections

•

Links to source data, if the data were derived from
another dataset

•

Project support (e.g. funding agencies, collaborators,
material support)

•

How to properly cite the dataset
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2) Practices for Ensuring Data Discovery and Reuse
a) Discover: Based on information submitted with the
data (metadata), data centers can provide tools that support
data discovery, access, and dissemination of data in response
to users’ needs. Use standard terminology and keywords to
ensure that data can be searched for and discovered.
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Abstract—The Consortium of Universities for the Advancement of
Hydrologic Science, Inc. (CUAHSI) has been established to
promote research infrastructure that advances Hydrologic
Sciences. Hydrologic Information Systems (HIS) are part of this
infrastructure. Hydrologic information is collected by many
individuals and organizations in government and academia for
many purposes, including general monitoring of the condition of
the water environment and specific investigations of hydrologic
processes and environments. This paper describes HIS capability
developed to promote data sharing and interoperability in the
Hydrologic Sciences with the ultimate goal of enabling hydrologic
analyses that integrate data from multiple sources. The CUAHSI
HIS is an internet based system to support the sharing of
hydrologic data. It is comprised of hydrologic databases and
servers connected through web services as well as software for
data publication, discovery and access. The system that has been
developed provides new opportunities for the water research
community to approach the management, publication, and analysis
of their data systematically. The system’s flexibility in storing and
enabling public access to similarly formatted data and metadata
has created a community data resource from public and academic
data that might otherwise have been confined to the private files of
agencies or individual investigators. HIS provides an analysis
environment for the integration of data from multiple sources and
serves as a prototype for the infrastructure to support a network of
large scale environmental observatories or research watersheds.

The CUAHSI HIS project [1, 2] has as a goal the
development of standards, systems, and software to enhance
access to and interoperability among water data from multiple
sources. We have built a prototype system centered on a
services-oriented architecture [3] that defines the interfaces
between system components for publishing, cataloging and
accessing hydrologic data and a desktop hydrologic
information system that supports the integration and analysis of
hydrologic data retrieved from multiple sources.
II.

The HIS services-oriented architecture can be viewed as: 1)
a way of publishing hydrologic data in a uniform way; 2) a way
of discovering and accessing remote water information
archives in a uniform way; and 3) a way of displaying,
synthesizing and analyzing water information and exporting it
to other analysis and modeling systems. The connections
among components are established by web services.
The concept of HIS desktop application software is
somewhat analogous to Geographic Information System (GIS)
desktop software that supports storage and analysis of logically
linked data [4].
Our implementation, "HydroDesktop"
provides an analysis environment within which data from
multiple sources can be discovered, accessed and integrated.

Keywords—Hydrologic Information System; Web services; Data
Model; Hydrology

I.

ARCHITECTURE

Two concepts, (1) the services oriented architecture; and (2)
the desktop hydrologic information system underlie the
architecture of the system that we are developing (Fig. 1).

INTRODUCTION

The advancement of hydrologic science is critically
dependent on the assembly and synthesis of hydrologic data.
The Consortium of Universities for the Advancement of
Hydrologic Science Inc. (CUAHSI) is an organization
representing 135 universities and affiliated organizations,
funded by the US National Science Foundation, to develop
community infrastructure and services to advance hydrologic
science. This paper describes the CUAHSI Hydrologic
Information System (HIS), a community information systems
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).

Figure 1. Hydrologic Information System Overarching Vision.
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We have developed prototype functionality for all three
components of the services oriented architecture and data
transmission formats for the data exchanges between them. In
terms of the desktop hydrologic information system, we have
developed a prototype desktop application that combines the
analysis of GIS, modeling and observations. It downloads,
stores and operates on the information on a local desktop
computer. Our present implementation is still under active
development and has not yet developed the capability to
integrate weather, climate and remote sensing data illustrated in
Fig. 1, but does synthesize GIS, point observations and time
series and modeling.

(GML) for transmission of information between the three
primary components.
At the base of Fig. 2 is the information model and
community support infrastructure upon which the system is
founded. The information model is the conceptual model used
to organize and define sufficient metadata about hydrologic
observations for them to be unambiguously interpreted and
used.
Within HydroServer, it is encoded using the
Observations Data Model (ODM) [6] relational database and
the HydroServer Capabilities Database to ensure that data and
metadata are stored together. The information model also
serves as the conceptual basis for WaterML to ensure that data
and associated metadata are transmitted with fidelity when data
are downloaded. HydroDesktop implements the information
model within its data repository database ensuring that local
copies of data retrieved from a server maintain their original
context. ODM includes a number of controlled vocabularies
for metadata such as units, variable names, sample media etc.,
where semantic consistency in describing observations is
important. The information model also includes a defined
ontology used to represent a hierarchy of concepts that
categorize the variables being measured. The ontology has
been developed to support concept based search. The ontology
and controlled vocabulary components of the information
model have been developed to provide semantic consistency of
the terms used in metadata and to support search and discovery
based on these semantics. A web site collects and manages
community additions and edits to controlled vocabulary content
to allow dynamic growth of this content while encouraging
semantic consistency across the user community.

The HIS services-oriented architecture is comprised of
three classes of functionality:
1) data publication
(HydroServer), 2) data cataloging (HydroCatalog), and 3) data
discovery, access and analysis (HydroDesktop) (Fig. 2). This
functionality follows the general paradigm of the Internet.
HydroServer publishes data similar to the way Internet web
servers publish content.
HydroDesktop consumes data
published from HydroServer, similar to the way web browsers
consume Internet content.
HydroCatalog supports data
discovery based on indexed metadata similar to the way search
engines support the discovery of Internet content.
The components shown in Fig. 2 either publish or consume
information via the following categories of web services:
•

Data Services – which convey the actual data.

•

Metadata Services – which convey metadata about
specific collections or series of data.

•

Search Services – which enable search, discovery, and
selection of data and convey metadata required for
accessing data using data services.

The architecture shown in Fig. 2 has evolved as an
approach for sharing hydrologic observations data that is
general and open to allow broad participation.
The
HydroServer software stack is not the only entry point for data
publishers. Anyone can publish data using web services that
deliver data in WaterML format and thus have their data
become part of this system. Similarly the HydroCatalog and
HydroDesktop functionality is not limited to the software we
have developed. The definition of standard functionality for
transmission of information to and from a catalog provider
enables others to establish their own catalogs. HydroDesktop
is our prototype client for consumption of web service based
hydrologic data, but this does not preclude others from
establishing their own clients.

The formats for transmission of information between these
systems and the interfaces that enable the communication
between them (the connecting arrows in Fig. 2) are critical to
the functioning of the system. CUAHSI HIS has developed
WaterML, an XML based language for transmitting
observation data via web services [5]. The web services are
referred to as WaterOneFlow web services. CUAHSI HIS also
relies on other established standards such as World Wide Web
Consortium Simple Object Access Protocol (SOAP) and Open
Geospatial Consortium (OGC) Geographic Markup Language

III. HYDROSERVER
HydroServer is envisioned to be a self-contained, complete
hydrologic data and metadata publication system that permits
data publishers to control their own data while still being part
of a distributed national/international system allowing universal
access to the data [7]. HydroServer is targeted at investigators
who are collecting data within research watersheds or
observatories, although the software is general and can be used
by anyone who wants to share hydrologic observations. The
HydroServer software stack relies on the protocols and
standards established by the HIS project and consists of a
number of software applications that are being developed and
managed as open source software using an open source code
repository (http://hydroserver.codeplex.com).

Figure 2. Components of CUAHSI HIS Services Oriented Architecture.
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An important principle that has emerged
from our work on HydroServer , is that
server
functionality
should
support
complete description of the data and
metadata. We refer to this as the selfdescribing principle and this stems from the
fact that the person or organization creating
the data is generally best suited to provide
metadata, and should have control over data
publication. A catalog should not be
required to aquire or generate additional
metadata when supporting the discovery of
data from a HydroServer.
HydroServer
(Fig.
3)
supports
publication of both point observations data
stored in one or more ODM databases [6]
and published using WaterOneFlow web
services and geospatial data published using
OGC Web services from ArcGIS Server.
Each HydroServer has a Capabilities Database that catalogs
metadata about the data and web services it publishes. The
Capabilities Web Service includes methods that return, in XML
format, the list of regions for which data have been published,
the published point observations data services, and the list of
published spatial data services, along with appropriate metadata
for each. By doing so, all of the capabilities of the HydroServer
can be discovered and metadata harvested automatically by
registration and cataloging services (HydroCatalog), making a
HydroServer self-describing.
These three web services
comprise the service interface.

Figure 3. HydroServer Architecture and Functionality

CUAHSI ontology and a collection of their synonyms. Search
functionality requires that variable names in registered services
are associated with terms at the nodes of this hierarchy. Data
publishers first register their WaterOneFlow web services with
the HydroCatalog Web Service Registry. Registration of a
service triggers the Metadata Harvester to harvest the metadata
from the web service and store it in the metadata catalog
database. Once the metadata is stored in the database, data
publishers can use the tagging application on the Semantic
Annotation Website to map their variables to terms in the
hydrologic ontology. The ontology can be visualized on part of
the
Semantic
Annotation
website
(currently
at
http://hiscentral.cuahsi.org/startree.aspx).

A suite of tools to load, edit and assist with the
management of ODM data has been developed.
A
configuration tool has been built that provides an interface for
defining the contents of the Capabilities Database. The ODM
Tools suite and capabilities configuration tool comprise the
data manager interface.

Once tagging is complete, the metadata are discoverable
through the Search and Ontology Web Service. The metadata
harvester does periodic metadata harvests for each of the
registered WaterOneFlow web services to ensure that the
metadata catalog database is kept up to date. A Logging
Service records use information on WaterOneFlow services
that report use back to HydroCatalog. The Monitoring Service
periodically accesses registered WaterOneFlow services to
monitor their status so that breaks in service may be identified

Finally, a suite of data presentation and visualization tools
has been created for HydroServer. The suite includes the
HydroServer Website, the Time Series Analyst, and the
HydroServer Map Website. These provide a public browser
accessible graphical user interface to the data holdings of the
HydroServer.
IV.

HYDROCATALOG

HydroCatalog is the discovery component
of the system linking data publishers and
application clients. Data discovery across
multiple data services is enabled by a
centralized Metadata Catalog Database, which
contains descriptions of the datasets hosted on
the many federated data servers on which data
are published. HydroCatalog interfaces with
data publishers through its web sites,
interfaces with WaterOneFlow web services,
and interfaces with desktop clients through
search and ontology web services (Fig. 4).
HydroCatalog supports discovery of data
by keywords, which represent concepts in the

Figure 4. HydroCatalog Architecture and Functionality
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and rectified, or services that go offline be de-listed (after first
attempting to work with their owners to reinstate them).

source code repository (http://hydrodesktop.codeplex.com).
At the heart of HydroDesktop is the capability to search for,
discover, download, visualize and export data from the HIS
network. Search and discovery is primarily achieved through a
search plugin that allows a user to search based on:

The Search and Ontology Web Service that exposes the
contents of the metadata catalog database includes a number of
web service methods that enable spatial, temporal, and
semantic searches across all sources of data in the catalog.
Search results contain all of the information necessary to
retrieve data in WaterML format from the data server on which
the data are hosted, and client applications that use the
HydroCatalog search services (e.g., HydroDesktop) can use the
information contained within the search results to retrieve the
data on demand. HydroCatalog software is open source
software managed at (http://hydrocatalog.codeplex.com).
V.

x

Area – The user must select a polygon on the map from
one of the default data layers (counties, states, major
watersheds) or from a polygon layer added by the user.
Alternatively the user can draw a box on the map to
identify a search area.

x

Key Words – The user can optionally specify a set of
key words related to observed variables to be used in
the search query. Key words can be found by browsing
a tree-view control or by typing key words in a search
box. If no key words are selected then the query
defaults to all variables.

x

HydroServers – The user can optionally specify
specific HydroServers or HIS services to include in the
query. If none are specified then all known services are
included in the search.

x

Time Range – The user can optionally specify a time
range for the data search by indicating a start and stop
date which bound the time period of interest.

HYDRODESKTOP

HydroDesktop is a free and open source Desktop
Hydrologic Information System (Fig. 5) that helps users
discover, use, manage, analyze and model hydrologic data.
The Geographic Information System (GIS) components of
HydroDesktop are built from the open source DotSpatial
library, while the time series components use HIS web
services. The result is a spatially-enabled system for
downloading observational data describing our water
environment. The architecture of HydroDesktop (Fig. 5) is
structured to take advantage of centralized cataloging
functionality from HydroCatalog as well as distributed data
from HydroServers.

The user creates the search and executes it. This results in
the creation of a “search results” layer showing all points on
the map where data series were found. The user then selects
series of interest from the map and executes a data download
function which retrieves all of the data to the local computer
database.

The DotSpatial project (http://dotspatial.codeplex.com/) has
been under development by members of the HIS team as well
as an international open source volunteer community and
members of the MapWindow project (see mapwindow.org)
since April 2010. Since it's first release, DotSpatial has been
downloaded over 40,000 times and it currently receives
approximately
200
downloads per day by userdevelopers exploring free
and open source alternatives
for GIS enabled custom
software
targeting
the
Microsoft
Windows
operating system.
The DotSpatial engine
used by HydroDesktop
provides
geographic
visualization
capability.
HydroDesktop uses a plugin
architecture, and plugins
support
searching
for,
downloading,
viewing,
graphing, editing, exporting,
printing, and modeling with
time series data. The search
plugin allows search by
area, time range, key words,
and
server.
Like
HydroServer, HydroDesktop
is open source software
developed using an open

Once data have been downloaded into the HydroDesktop
database, they can be immediately viewed graphically or

Figure 5. HydroDesktop Architecture and Functionality
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tabularly through a “Graph View” plugin and a “Table
View” plugin respectively. Graph visualization includes
the ability to view time series, probability, histogram, and
box-and-whisker plots that are extensively customizable
and can be exported as graphic files for use in reports or
other documents. The Table View plugin allows the user
to view the data in tabular form and export the data to a
comma separated values (CSV) file. The “Edit View”
plugin enables editing.
Through its plugin interface, HydroDesktop has been
extended to support extensive statistical analysis and
modeling capabilities. Recognizing the cost prohibitive
challenges and associated massive software development
effort that would be required to build custom statistical
analysis and modeling capabilities natively into the
HydroDesktop application, HIS project team members
made the decision early in the project to provide such
capabilities through coupling with 3rd party software
applications. Specifically two unique and very powerful
plugins have been constructed for HydroDesktop. The
first is a plugin called HydroModeler that leverages the
OpenMI modeling framework developed under European
Union funding. OpenMI (see www.openmi.org) defines a
model interoperability interface that allows hydrologic and
other time-step based models to interact with each other –
passing data between models – as needed to simulate complex
natural systems. The HydroModeler plugin to HydroDesktop
provides an implementation of the 1.4 version of the OpenMI
standard and specifically allows modelers to read HIS derived
datasets into their models and write model outputs back into the
HydroDesktop database.

Figure 6. HydroDesktop Interface Illustration

HydroServer functionality from their systems. The USGS
daily
and
instantaneous
value
services
(http://waterservices.usgs.gov/rest/USGS-DV-Service.html and
http://waterservices.usgs.gov/rest/WOF-IV-Service.html)
provide data encoded as WaterML. Similarly, NCDC serves
data in WaterML format for some of their climate data online
datasets (http://www7.ncdc.noaa.gov/rest/). It is through broad
uptake of the services oriented architecture of the HIS, based
on existing and emerging standards, that this system will
become sustainable.

The second 3rd party software which has been wrapped in
the HydroDesktop plugin environment is the statistical
software, “R”. R is an extremely powerful script/command line
based open source statistical analysis software tool based on
the same scripting language used in the popular proprietary “SPlus” software. The HydroR plugin provides an R scripting and
execution environment directly within HydroDesktop, thereby
extending the statistical analysis capabilities of HydroDesktop
immensely. Fig. 6 illustrates the HydroDesktop interface
highlighting the integration of data from multiple sources and
combining, map, graph and search capability.
VI.

TABLE I.

CUAHSI HYDROSERVER USE DATA
Standard
HydroServer

Number of registered WaterOneFlow
data services
Number of sites
Number of variables
Number of data values
Number of GetValues
7/1/2009-6/30/2010
Number of GetValues
7/1/2010-6/30/2011

USE AND COMMUNITY SUPPORT

Table 1 summarizes the data available and its recorded use
from instances of HydroServer registered with the CUAHSI
HydroCatalog at SDSC. There is also use of the open source
software that is downloaded by others and not registered here
for which we do not have data. Standard HydroServer refers to
installations, typically at universities, that have used the
HydroServer software stack we have developed to publish data.
Hybrid HydroServer refers to large existing federal datasets
that the HIS project has wrapped with a WaterOneFlow web
service.

Hybrid
HydroServer

66

6

462,992

1,490,113

5,978

6,892

>4 billion

>0.9 billion

requests

46,055

64,810b

requests

571,560a

43,723b

a. 435,762 of these are from the new West Gulf River Forecast Center NEXRAD precipitation data
service that started in the latter year.
b. These are dominated by USGS NWIS Unit Values requests that dropped off when services to obtain
this data directly from the USGS became available.

Reliance on independently developed and governed
standards is one of the key elements of project sustainability.
Other considerations that support sustainability are:

The United States Geological Survey (USGS) and the
National Climatic Data Center (NCDC) have adopted
WaterML for publication of some of their data and have
programmed web services that support some of the
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x

Interacting with the community of CUAHSI HIS
adopters and users

x

Cultivating an open software development model
(including infrastructure to support distributed code
management, code reviews and refactoring, unit and
user interface testing, automated builds) and

encouraging contributions from developers outside the
project team
x

Education and dissemination effort (seminars,
workshops, presentations, class exercises, tutorials,
learning modules)

x

Maintaining a solid operational foundation of the
system (high availability data discovery system,
hardware and service monitoring and reporting, service
testing and validation)

x

Engagement with key, long-standing government,
university and industry groups, capable of contributing
to the system and data development and maintenance
beyond the funding cycle (federal and state agencies,
libraries, leading companies such as ESRI and Kisters)

x

Extending CUAHSI HIS technology in several NSFsupported research and cyberinfrastructure projects

data for a particular purpose. As with broken links on the
internet, when servers go down data becomes unavailable. The
system does enable the capability for institutions to establish
data centers to store data that is critical to them and CUAHSI is
working to establish such a long term data center to archive
community data.
The combination of HIS capabilities creates a common
window on water observations data for the United States unlike
any that has existed before, and is also extensible worldwide.
This system represents new opportunities for the water research
community to approach the management, publication, and
analysis of their data systematically. The system’s flexibility in
storing and enabling public access to similarly formatted data
and metadata has created a community data resource from
public and academic data that might otherwise have been
confined to the private files of agencies or individual
investigators. HydroDesktop provides an analysis environment
for the integration of data from multiple sources and serves as a
prototype for the infrastructure to support a network of large
scale environmental observatories or research watersheds.

Development of HIS is done under the auspices of
CUAHSI with 135 member organizations (mostly university),
which sets policies such as software licensing, data publication
and data use agreements. CUAHSI is advised by its Informatics
Standing Committee that provides user and community input
on priorities and needs necessary to support the academic
research community.

For more information about the CUAHSI HIS and access to
the tools and code, all freely distributed and open source, under
the Berkeley Software Distribution (BSD) license, go to our
website: http://his.cuahsi.org.
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There is a fundamental need within the hydrologic and
environmental engineering communities for new, scientific
methods to organize and utilize observational data that
overcome the syntactic and semantic heterogeneity in data
from different experimental sites and sources and that allow
data collectors to publish their observations so that they can
easily be accessed and interpreted by others. The tools and
partnerships that CUAHSI HIS has developed provide: (1)
Data Storage in an Observations Data Model (ODM) and
publication through HydroServer; (2) Data Access through
internet-based WaterOneFlow web services using a consistent
data language, called WaterML from HydroDesktop; (3) Data
Discovery through a National Water Metadata Catalog and
thematic keyword search system at HydroCatalog and (4)
Integrated Modeling and Analysis within HydroDesktop.
These functions support a high level of interoperability for
hydrologic data. Beyond technical aspects, HIS has also
focused on scientific, organizational, and infrastructure aspects
of hydrologic data integration, which represent an important
part of its contribution – in particular building partnerships
with major federal and state agencies to incorporate their data
into the system and ingrate with data provided by multiple
academic partners.
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Abstract— Surveys of scientists for the NSF DataONE project and
the USGS Southeast Information Node of the National Biological
Information Infrastructure (NBII), as well as follow-up interviews,
show that environmental scientists are interested in sharing their
data with certain conditions, such as citations or acknowledgment.
Government scientists are more likely to be satisfied with
the processes for data management than are academic scientists,
but less likely to be satisfied with the process of describing data
or tools for documentation. Both groups value trusted and
complete sources. There are many ways that scientists can be
assisted with data management throughout the data life cycle.
Keywords—data management, environmental information,
information needs of scientists, data practices of scientists

I.

INTRODUCTION

Access to data and information resources are critical to the
work of science, yet environmental scientists cannot always
access what they need and do not always know how to prepare
their own data for long term sharing with others. Understanding
current data management practices, as well as the needs,
barriers and challenges of data management for the future, will
help information system designers, librarians, informationalists,
and data managers provide better services to scientists now and
into the future [1] [2] [3] [4] [5] [6].
Baseline assessments are important because they provide
understanding of the practices of a group at a fixed point in
time. On-going assessments can be used to judge changes over
time, providing a means of demonstrating improvement. An
important first step in the assessment process is to better
understand the needs and practices of scientists today.
Much of the work investigating scientists’ information needs
focuses on the research needed on particular topics, or in
particular fields, and the analyses needed to address particular
questions and issues within those topics and fields, rather than
on information needs per se. Research needs and information
needs are similar, but scientific research is just one input of
information needs. Other information needs would include the
types of information and information tools needed, the
attributes of the most useful information, etc.
Furthermore, the information needs of user types differ.
While research scientists tend to focus on research needs and
This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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characteristics or attributes of their topic of focus, such as
ecosystems, environmental decision makers, including natural
resource managers, are more likely to require integrated
information and tools that highlight patterns and relationships
between various factors, decision support tools, and the
integration of scientific and social data [8]. In this sense,
models are an important information source for environmental
scientists. Appropriately scaled information has also been
identified by many studies as a need of environmental
scientists [8].
In terms of scientists’ information practices, more studies
are needed across the data life cycle from data acquisition
through data management to data sharing, archiving and re-use.
To date, data sharing and data management have garnered the
most attention. Results of past studies indicate that while
interest and support for data sharing, especially related to data
generated by publicly funded research projects, is high, actual
data sharing among scientists is minimal (although practices do
vary across fields) [1], [2], [4]. Fields with cultures supportive
of data sharing practices and attitudes within various subject
disciplines have been studied, analyses of these factors among
environmental scientists working in different scientific sectors
such as academia or government appears to be missing.
Regardless of discipline, among the many reasons for
withholding data are amount of effort vs. payoff in terms of
career interests or furthering knowledge in a particular field,
preservation of ability to publish, and misuse of data [5], [9],
[2]. Institutional policies and procedures can also be as great a
barrier to data sharing, or greater, than individual scientific
preference [1], [5], [2], [6].
For this project, surveys and interview assessments were
conducted among biological and environmental scientists in
2010 and 2011 to help understand practices, needs, and
challenges relating to research data management. We frame
our assessments in terms of the complete Data Life Cycle—
that is, all of the processes from data collection, quality
assurance, metadata description, deposition into a trusted node,
preservation, and then discovery, integration with other
datasets, analysis, and once more collection of new data (see
Fig. 1).
Assessment of user practices, perceptions, and
needs are essential throughout this process, to help build better
products and to move discovery forward.
These efforts were part of two projects: 1) NSF Data
Observation Network for Earth (DataONE) and 2) USGS
Increasing Biodiversity Information Sources (IBIS). DataONE

is a large international project, led by Principal Investigator
William Michener at the University of New Mexico. (For more
information see www.dataone.org.) The University
of
Tennessee team was responsible for the assessments of
needs and current practices surrounding research data.
IBIS is a project at the University of Tennessee in support of
the Southeast Information Node of the USGS National
Biological Information Infrastructure. (www.nbii.gov.)
DataONE is designed to be the foundation of new
innovative environmental research by ensuring preservation
and access to multi-scale, multi-discipline, and multi-national
data. DataONE is unique in that it: (1) builds on existing data
repositories including data centers; (2) creates a global,
federated data network by focusing on interoperability and
providing tools and services to enable new science and
knowledge creation; and (3) supports evolving communities of
practice enabled by the DataONE cyberinfrastructure and
informed by best practices, exemplary data management plans,
and tools that support all aspects of the data life cycle.
(www.dataone.org.)
The Usability & Assessment and Sociocultural Working
groups of DataONE are responsible for baseline and ongoing
assessments of all stakeholders. The focus of DataONE
assessments started with its primary group of stakeholders –
scientists, who were the priority group to inform all activities
across DataONE.
IBIS was a three year project for the Southeast Information
Node (SEIN) of USGS. The project focused on understanding
the information and data needs of southeastern U.S. Scientists
and facilitating access to high quality information sources and
data sets. The efforts were aligned with USGS science
priorities: first climate change, followed by aquatics and
renewable energy as they pertain to biodiversity. A survey and
interviews of southeastern scientists have provided us with
insights into data practices and needs.
Both projects use assessments of scientists to gain insights
into how scientists collect, use, share, and curate data and what
tools and other support they need to make those processes
better.
The differences between the two projects include
scope—international for DataONE versus southeast U.S. for
IBIS, funding agency (NSF vs. USGS), and specific subject
focus (earth and environmental sciences for DataONE and
biodiversity for USGS). The ultimate goals of both DataONE
and IBIS, however, are to enhance the practice of science
through enabling data and information discovery that allows
scientists to quickly respond to emerging environmental issues.
The assessments also highlight partnerships that have been
developed between DataONE and IBIS.
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Figure 1. Data Lifecycle

The findings from these surveys will help USGS and NSF
understand the issues and needs of scientists that will improve
data management and data sharing. Improved access to data
will help forward earth and environmental science discovery
and collaborative science now and into the future.
II.

FINDINGS

The DataONE survey was distributed via ―championsǁ—
that is volunteers from various institutions emailed the survey
to their faculty and colleagues. From an estimated 9,000
invitations, over 1300 responses (1329) were received, mostly
from across North America (73%) or Europe (15%). Most of
the respondents were from academic institutions (80%), with
13% from government agencies. Biological, environmental,
and ecology scientists were the largest number of respondents
(>50% combined), but respondents also came from the social
sciences, physical sciences, and other disciplines (see Fig.2).
The IBIS survey was much more focused—respondents
came from eight states in the southeastern United States, with
just over half from academic institutions. Email invitations
were sent to science faculty at many research universities in the
southeast and to employees of state, local and non-profit
environmental agencies, with 428 total respondents (See Fig.
3). A large number of the government respondents are from
federal agencies (69% of the government respondents). A
majority of respondents came from life sciences (52%) and
agriculture and natural resources (24%).

4. There are different needs, attitudes, and practices
between scientists who work in government agencies and
those who work in academia.
5. The skill level of scientists and use and access to
appropriate tools varies across the data life cycle.
6. There are many ways that scientists can be assisted
across the data life cycle.
Lesson 1: Scientists need a variety of data types
It may come as no surprise that the range of data types
collected and used by scientists varies widely. Although
experimental (54%) and observational (48%) data are the
most frequently used, data models (38%), abiotic (34%) and
biotic (33%) surveys from both field collection and remote
sensors are also used. Since few of our respondents are social
scientists it is not surprising that human subject surveys or
interviews are less common, in particular among
government scientists. This is not to say, however, that
scientists, including government scientists, do not need access
to social science data. In fact, a common theme from past
studies, particularly among natural resource managers and
other environmental decision makers, is the need for
integrated science and social data for the purposes of decision
making, as well as information and tools that summarize
patterns and relationships. Our findings support these. In
terms of the types of data needed to do their work, south
eastern scientists need equal access to raw data (65%) and
summarized data (65%). Over half (52%) say that data
models are essential or important to their work.

Figure 2. Subject disciplines (DataONE)

Figure 3. Subject disciplines (IBIS)

In-depth follow-up interviews with 30 southeastern
scientists and data managers who are interested in sharing or
preserving their datasets provided additional insights into the
motivations and practices for data management of their own
datasets. Approximately half of those interviewed worked in
academic institutions, a quarter in government agencies, and a
quarter in non-profit organizations.
These interviews also
identified the existence of unique data sets and are informing
the development of personas, or characters created to represent
typical users of science data and information products and
services. Throughout this paper we refer to two of these
personas—Joe, a biodiversity specialist employed in a
government agency and Mabel, an academic environmental
scientist. Joe and Mabel are typical representatives of the
government and academic scientists we spoke with. Their
quotes are drawn directly from the aggregated interviews.
The surveys and interviews asked many related, but
different, questions. Many integrated lessons learned emerged
by examining surveys and interviews together. Six of the
lessons learned are explored in more detail in this paper:
1.

Scientists need a variety of data types.

2.

Many scientists are interested in sharing data.

These findings can provide guidance in prioritizing the
development of information products and tools, so that efforts
can be concentrated on those data tools that will serve the
largest community of users.
Lesson 2: Many scientists are interested in sharing data
Gaining access to data is one part of the challenge, scientists
being willing to share those data is another. At least threequarters of all scientists surveyed say they currently share their
data with others and 78% are willing to put at least some of
their data into a central repository. Many fewer say they are
willing to share ALL of their data, however. Only 41% are
willing to share all of their data in a central repository with no
restrictions.
The government scientist persona echoes those sentiments
that sharing is ultimately for the good, with some concerns and
need for some restrictions. Joe says:
―We are torn between putting it out there for everyone and
worry about suffering the risk of something bad happening
with it. Saddest thing would be if the data loses its use where it
isn’t shared.
―I don’t think I would be opposed to it. It would not be a
decision I would make personally; we would have to have
permission to share.

3. There are many barriers to sharing data and conditions
that must be met.
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Academic scientists are more obviously enthusiastic about
data sharing and reuse. Mabel says:
―I’m interested in having data available to researchers
interested in larger questions, particularly climate change
questions.
-If NBII required anyone who extracted data through the
portal to also share data with the portal, then a resounding yes.
Lesson 3: There are many barriers to sharing data and
conditions that must be met.
Right now, only 36% agree that others can access their data
easily, even though they may be willing to share some of their
data by placing it into a central repository. This gap between
willingness to share and perceived accessibility of their data
reflects past findings from the literature and shows the need
for trusted repositories across disciplines. It also points to the
need for educating scientists about how they can help make
their data more easily accessible through good data practices.
Of course having a place to put data is only part of the
story. Building in habits of going to trusted sources for data
and information is another part. More than half of all
respondents in the south east agreed with the statement:
knowing where to find information I need is a challenge. Just
under half agreed with the statements: “the best way to find
information is to ask a coworker or colleagueǁ (47%), and
―finding information I need is difficult and takes too longǁ
(44%). A majority believe the information they need is
available, somewhere.
Helping scientists improve their
information seeking skills will increase the usage of data
sources, as search tools were rated as the most important
information tool by IBIS respondents. In another question
on the IBIS survey, a majority (55%) indicated that they
believe the information they need is available, but
knowing where to find the information they need is
a challenge.

Figure 4. Importance of information source criteria (IBIS)

Researchers may need assurances of security and that their
data rights are protected. Scientists in the DataONE survey
identified many conditions necessary as conditions for ―fair
exchangeǁ of data. A vast majority agree that it is a fair
condition to require formal citation or acknowledgement of
any data sets used. A majority also want the opportunity to
collaborate, have reciprocal data sharing, or receive reprints
of publications or a complete list of products that used their
data (see Fig.5).
When scientists don’t make their data available
electronically, the number one reason is insufficient time
(45%), followed by lack of funding (34%). While we can’t
put more hours in the day, we can develop the tools and
products that allow scientists to work more productively in
the time they do have. We also cannot give them more
money but through building good partnerships and
interoperability we can make the money they have go further.
Other reasons are—no place to put the data (20%) and lack
of standards (20%)—reasons that organizations such as
DataONE and USGS can directly address.

Scientists have stringent requirements for their biodiversity
information sources. A vast majority of respondents in the
Southeast rated each of the attributes shown in Fig. 4 as
important or essential. Trust is number one, followed
closely by provenance and completeness. The fact that more
than 95% consider that it is important for the information to
come from a trusted source suggests that a trusted brand adds
value to any resource. It also suggests that it is important for
organizations to follow processes that assure the quality of the
resource. Navigation and usability were also found to be very
important in the IBIS survey (see Fig. 4).
This leads directly to restrictions and conditions for data
sharing. As we saw above, most scientists are willing to
place at least some of their data into a central repository. Most
agreed they would be willing to use other’s data sets, share
their own data sets, and that it is appropriate to create new
datasets from shared data.

Figure 5. Conditions on data sharing (DataONE).
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Government and academic scientists in the interviews agree
that there should be certain restrictions and conditions to
sharing data. Joe is more concerned with who is using his data,
while Mabel wants to be sure that she gets appropriate
recognition. Both would likely agree for the necessity of
protecting endangered species to restricting access to sensitive
data.
Government Scientist Joe:
―We will share it with people who want to use the data for
restoration or research. If a consultant wants data to make
money, then we are hesitant to hand it out.
―Is there a mechanism by which we can know when our
data is being used? Knowing how valuable we are to the
general public comes from the use of our data.
Academic Scientist Mabel:
―We want to make sure that those of us who have been
involved in gathering the data get appropriate recognition for
it.
―If someone were to ask about rare or endangered plants, I
would limit that information to appropriate people; natural
heritage, universities and federal agencies.
Joe and Mabel reflect common themes from the literature in
terms of both data sharing (Lesson 2) and data withholding
(Lesson 3), however, by examining government and academic
environmental scientists’ practices and attitudes separately, it
is clear that differences, potentially quite meaningful ones,
begin to emerge.

TABLE I.

SATISFACTION WITH ABILITY TO
ENGAGE IN DATA MANAGEMENT ACTIVITIES (DATAONE)

Satisfied with the process for
cataloging/describing my data
Satisfied with the tools for preparing
my documentation
Managing data during the life of the
project
Storing data beyond the life of the
project

% Government

%Academic

47.5

61.5

33.7

45.6

52.4

39.6

53.3

34.6

Government respondents are more likely to agree that their
organizations are involved both with short-term data
management (that is, during the life of the project) and longterm data management (that is beyond the life of the project),
although even then only slightly more than half feel that way.
There is much room for organizational leadership including
training and policies in both sectors related to data management
plans, data description, data deposition and data curation.
Government respondents use several sources more often
than do academics. State environmental and wildlife resource
agencies are utilized by nearly two-thirds of the government
scientists. This suggests that finding ways to facilitate access
across these agencies could leverage existing resources and
increase use of these critical data. We don’t yet know if the
lesser usage patterns among academics is a result of a lack of
awareness of these sources or if they are less comfortable
accessing these sources. The answer to this question will
inform how USGS can better reach scientists in the academic
community.
Academic respondents are also significantly more likely
to have sole responsibility for approving access to some or
all of their datasets. This suggests activities to facilitate
creating access to these data sets would be successful
because these academic scientists have the ability to approve
access.

Both Joe and Mabel’s enthusiasm and hesitancies about
data sharing are indicative of their professional contexts.
Mabel’s enthusiasm may also reflect the generally positive
data sharing culture found within biodiversity research, the
sub-discipline from which these interviews were drawn.
While Joe must consult the bureaucratic chain of command in
order to share his data, Mabel is free to make decisions for
herself.
However, her hesitancy is indicative of the
professional pressures in academia while Joe’s indicates the
increasing need to be transparent and mindful of the
relationship between how public funds are spent and what is
gained by the costs. These differences are further discussed
in Lesson 4.

Comments from Joe and Mabel illustrate the different
perspectives that reflect being in government and academic
organizations. Joe notes that being in government means
working within boundaries established by the agency which
extends to issues related to data sharing:
―I don’t have the authority to make decisions about data
sharing.

Lesson 4: There are different needs, attitudes, and practices
who work in academia.

―Our data sharing policy makes it difficult for us to
withhold parts of the datasets we receive. As a result, some
data contributors only share sub-sets of their data.

On the whole, academic scientists who responded to our
surveys or participated in interviews are much more satisfied
with the processes for cataloging or describing their data, and
also with tools for documentation. It may be more because
they are unaware of metadata standards and practices,
however, rather than being satisfied following them.
Government scientists in the DataONE survey are much more
satisfied with their ability to manage data during the life of
their projects, and storing data long-term. (Table 1).

Conversely Mabel has the freedom to establish how she
will handle her data but also is highly motivated to be able to
cite usage of her data – especially since academics depend on
this type of credit for promotion. As Mabel notes:
―I don’t have anything I’m keeping private. I’m willing to
put it all out there.
And ―If other people are using my data then I somehow
need to report that. I need to know how it’s being used and if
any publications result.
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―We are currently redoing all of our collection databases at
the museum. We are building an in-house system. We
looked at available standards and decided to write our own.

Lesson 5: The skill level of scientists and use and access to
appropriate tools varies across the data life cycle.
Approximately 40% of scientists in the southeast say
biodiversity information is difficult or very difficult to find, yet
more than 60% say that half or more than half of the
information they need to do their work relates specifically to
biodiversity. This suggests several things.
1.
Scientists may not have the information seeking skills
needed to do their work.
2.
The information may not be easily accessible.
3.
There is room to improve system navigation and
organization.
Scientists in the south east rate a variety of tools as
important, with information search right at the top (88%),
followed by mapping (81%), data management (68%),
visualization (63%), and documentation (63%) tools. This
question did not tell us how often these tools are currently used,
however the answers suggests how tool development may be
prioritized since these were the tools deemed important by
scientists.
Although academic scientists are satisfied with the process
for cataloging and description of their data, there is little
evidence that metadata use is widespread. When we asked
scientists internationally what metadata standard they used to
describe their datasets, by far the largest choice was ―none
(56%), followed by their lab’s own standard (22%). There is
much room for education and training in best practices in use
of metadata standards.
Government and academic scientists discussed metadata.
Government scientist Joe is clearly working in an environment
which values metadata and how that can help not only describe
but manage the data. He says:
―For contemporary sets, the person who submits the data
also submits a metadata record. We create another record
representing what we think it is. We have one version of the
data, submitter may have a version they keep on their website.
We want to be able to show that these are two different things.

Lesson 6: There are many ways that scientists can be
assisted across the data life cycle.
Less than half of respondents from government and
academia in the DataONE survey feel that their
organization currently provides training on best practices or
funding or tools for short and long-term data management.
Clearly there is an opportunity here for all types of
organizations. Even scientists who are willing to share data
resources or use those from others need assistance. While it is
unlikely there are ways to increase funding, there are
opportunities for building partnerships, tools and services
that can help facilitate data management in the long and
short term – including by providing training on best practices
which can improve the efficiency of data producers.
Government and academic scientists’ comments suggest
how they would like to be assisted.
Joe notes:
―Ideally, we would like for our research results to be
disseminated in a way that’s accessible and digestible to
not just academics but to everybody.
―Manpower. We need more people to handle these sorts of
things.
Mabel needs
integration.

help

with

geo-referencing

and

data

―Maximum utility of the data would require geo- referencing
of the data. We would need help geo-referencing the part of
the collection that isn’t geo-referenced.
―It is cumbersome to put those data sets together, but only
because it is important. If there were ways to automate some of
that information collection out of the data sets, it would help.
III.

CONCLUSION

Assessment is a strategic tool to highlight barriers and
opportunities of what can be done at each stage of the data life
cycle to increase participation in better practices of data
management and, ultimately, to help scientists access and use
the information and data resources they need to improve
science into the future.

―We write FGDC records.
Conversely, academic scientist Mabel is working in an
environment that has little engagement with metadata,
although it is being used in natural history collections.
―For my research, very little metadata has been created. For
metadata associated with the museum collection, Darwin
Core has been used.

Similar to previous studies, the results of these
assessments show that environmental scientists are willing to
share data, with some restrictions. Adding to the literature, are
findings concerning differences in practices and attitudes across
scientific work sectors with regards to all aspects of the data life
cycle. For all scientists, there are still many challenges to
improved data management throughout the data lifecycle.
Many scientists need assistance, through education, training,
good systems, and access to trusted sources. This presents an

There is also activity towards building unique metadata
schema rather than adopting standardized ones in the
academic community:
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opportunity for libraries, data centers, and data curation and
information specialists to assist.
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datasets named EarthChem XML [2, 3]. The hydrologic
research community, via the Consortium of Universities for the
Advancement of Hydrologic Science, Inc.’s Hydrologic
Information System (CUAHSI HIS) project, has been creating
a service-oriented system for sharing hydrologic observations
[4, 5], and proposed a canonical data model for hydrologic
observations [6] encoded as Water Markup Language [7].
Large scale cross-observatory systems are being developed
within the Long Term Ecological Research Network [8], the
National Ecological Observatory Network [9], and several
other NSF-supported earth science projects.
Common
cyberinfrastructure challenges of earth science observatory
projects have been summarized in [10].

Abstract—The Critical Zone Observatory (CZO) program is a
multi-institutional collaborative effort to advance scientific
understanding of environmental interactions from bedrock to the
atmospheric boundary layer across scales and disciplines. To
create a comprehensive hydrogeochemical portrait of
experimental sites the observatories collect large volumes of data.
Publishing, analyzing and archiving these data in a consistent and
integrated manner across all CZO sites is challenging due to the
inherent heterogeneity in data collection and processing
techniques. We present the initial design and a prototype of the
CZO data sharing infrastructure. While each CZO site maintains
its own data management system, the integrated infrastructure
design specifies formats and protocols for presenting the
information on CZO web sites, where it can be browsed by users
as well as automatically harvested into a centralized data system.
The latter validates, archives and converts the data into
standards-compliant data services, which can be consumed by
various client applications.

The CZO program is a relatively new large-scale
observatory effort, which allows the CZO information network
design to leverage the experience and cyberinfrastructure
components developed in the neighboring projects. It currently
includes 6 observatories: the Boulder Creek CZO (led by the
University of Colorado at Boulder), the Christina River Basin
CZO (University of Delaware), the Jemez River and Santa
Catalina Mountains CZO (University of Arizona), Luquillo
CZO (University of Pennsylvania), the Southern Sierra CZO
(University of California, Merced) and the Susquehanna Shale
Hills CZO (Pennsylvania State University). Research agendas
of each site are different, yet several cross-cutting topics and
data needs have been identified, in particular with management
of hydrologic time series; water, soil and rock samples; spatial
data including LiDAR; and meteorological variables. This
justifies development of a CZO-wide data sharing
infrastructure, to enable uniform publication, discovery and
retrieval of data collected across sites.

Keywords—environmental observatory; CZO; cyberinfrastructure;
hydrology; information integration

I.

INTRODUCTION

The CZO project [1] integrates data from several earth
science disciplines in order to describe and model complex
physical processes in the critical zone. Typical research
scenarios involve accessing both geochemical samples and
hydrologic time series of water quality and water quantity
within experimental watersheds, relating the dynamics of
differently measured parameters, modeling soil nutrients under
different topographic, geologic, hydrologic and vegetation
conditions, analysis of fluxes across watershed boundaries, etc.
While closely connected research teams have been successful
in such cross-discipline analysis and modeling, accomplishing
such integration at a higher level, across CZO sites and spatiotemporal scales, faces several interoperability challenges. They
stem, in particular, from differences in information models
used in different disciplines and by different research groups to
describe observations, differences in data representation and
access, and discrepancies in metadata and their semantics. For
example, the geochemical community has been developing
infrastructure for managing geochemical sample information
and created a standard XML schema encoding for geochemical

Despite differences in research foci and scope, the
experience
of
large
environmental
observatory
cyberinfrastructure projects suggests multiple common
requirements and infrastructure issues; they have been
addressed in the literature [e.g. 10, 11, 12, 13]. Specific
requirements of the CZO-wide data management system derive
from the unique role of the CZO program as an evolving crossdisciplinary multi-site effort. They can be summarized as
follows:
x

This work is licensed under a Creative Commons Attribution
3.0 Unported License (see http://creativecommons.org/licenses/by/3.0).
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Reliance on standards for data exchange adopted in
research communities comprising the CZO program.

x

Leveraging domain data systems, synthesizing
information management experience and software from
CZO partners and neighboring earth science disciplines
(CUAHSI [4, 5], EarthChem [2, 3], CZEN [14], NCED
[15], LTER [8], etc.)

x

Uniform data modeling, data description and
formatting practices, to ensure that the published data
can be unambiguously interpreted and their provenance
can be traced.

x

CZO research teams maintain their own data
management systems, while sharing data via a
centralized publication system that is scalable and
extensible to additional data types and research sites.

x

Evolving the integrated data system towards better
standards compliance and cross-CZO integration
without burdening individual CZO sites.

x

Availability of CZO data both in a human-readable
form at individual CZO web sites as well as via web
services from the central CZO data repository.

Figure 1. Levels of interoperability and corresponding components of the
CZO data system

Further, resources of certain types may become available
via standard service interfaces, such as those developed by the
Open Geospatial Consortium (OGC), so that they can be
accessed from standards-aware client applications.

This paper presents the details of the original design of the
CZO-wide data publication and sharing system developed in
response to these requirements, and describes its main
components.
II.

Finally, at the fourth level the data become available via
standard services and in standard encodings that reflect domain
information model, to enable a much wider range of operations
across different compliant sources.

THE VISION OF THE CZO DATA SYSTEM

Different types of data considered by CZO support different
levels of interoperability, and, therefore, rely on different
system components. For example, soil samples, gridded data,
flux information are currently registered as resources with
minimal metadata and made available via the data discovery
portal, while their semantic consistency is recommended by a
set of shared vocabularies but is not currently enforced, and
standard information models are being developed. Hydrologic
observations, on the other hand, represent the type of data that
is made interoperable at all four levels within the CUAHSI HIS
project. In the current design, the CZO data infrastructure
leverages HIS components and generally follows Service
Oriented Architecture (SOA) for publishing, indexing and
accessing hydrologic observations as implemented in the HIS
project.

The CZO project is enabling access to a variety of data
types required for modeling physical processes in the critical
zone, including geochemical, geophysical and hydrologic
observations, spatial data and field measurements. For some
types of data, uniform protocols and formats for data and
metadata exchange have been established and agreed upon
within respective communities, while other domains see a wide
variety of approaches to data representation and description.
Therefore, we consider CZO data interoperability at several
levels (Fig. 1).
At the first level, different types of CZO resources (files,
services, downloadable data folders, etc.) are registered at a
CZO data portal, with Dublin Core metadata, so that these
resources can be browsed or queried by title, contributor,
spatial location, thematic category and similar fields as defined
in the Dublin core standard, and subsequently invoked or
downloaded to a user’s workstation.

The CZO data system design follows the general SOA
“publish-find-bind” pattern, with the additional requirements
described above. In particular, these requirements affect the
“publish” component which is represented as two interlinked
modules: publishing CZO data at individual web sites as
human-readable ASCII files, and their harvesting and
republishing as standard-compliant web services at the central
CZO data repository/archival site (Fig. 2). The system
components supporting CZO data interoperability at different
levels are described in the following section.

At the next level, the resources have common semantics (a
set of shared vocabularies for variable names, methods, units,
features of interest, measurement medium, qualifiers, censor
codes, etc.) which ensures that, once the resources are
discovered and downloaded they could be easier interpreted
and integrated.
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series) or the EarthChem Data Portal (for geochemical data).
CZO data products generated from the published data will be
made available via the same CZO Central services and portal.
In addition, we envision collaboration with the NSF-supported
DataNet program on long-term preservation of CZO data.
Below we describe several key components of this design,
which is now implemented in a prototype data sharing system.
A. CZO Display File Format
The CZO display file format for hydrologic time series has
the following key features:
Figure 2. A high-level view of service oriented architecture patterns in the
CZO data publication and sharing system

III.

x

The format is based on the information model adopted
from CUAHSI Observations Data Model (ODM) [6].
At the same time, it incorporates several information
model enhancements made necessary by CZO data
collection practices, including multiple types of named
vertical offsets (e.g. “upper canopy”, “lower canopy”),
support for data loggers collecting information from
groups of sampling locations, and a more flexible
definition of a data series as any logical grouping of
observations defined by data publisher.

x

The ASCII format of the display files is both humanand computer-readable, and is uniform across the CZO
sites.

x

Display files include a configuration file (specifying
which files shall be regularly harvested from a CZO
web site), sites file, methods file, series metadata file,
and a data file. In a typical scenario, each configuration
file housed by a CZO will point to single sites and
methods files, and to one or more series metadata files,
each of which would reference one or more data files.

x

The display data file closely follows a common data
logger format, to minimize re-formatting at CZOs. It
encodes the following characteristics of each observed
value: location (where the observation took place), date
and time (when), the attribute measured (what), the
measurement method (how), and the responsible
investigator (who). Details of each of these
characteristics are encoded in the sites, methods and
header (series metadata) files.

x

While initially focused on hydrologic time series, the
display file format is extensible to other types of data,
in particular geochemical samples. Further, metadata
display files (configuration, sites, methods, data series)
may reference binary data files if appropriate for
certain data types (e.g. spatial data, grids).

THE PROTOTYPE: MAIN COMPONENTS AND INTERFACES

This overall design is further detailed in Fig. 3. Data
published at each of the six CZO web sites following an agreed
upon ASCII format (display file format, described below), are
automatically harvested into a centralized data repository
housed at the San Diego Supercomputer Center (SDSC),
validated against shared vocabularies and parameter ontology
and archived in a set of databases established for each CZO.
Upon harvest and validation, standard CZO data services are
automatically updated to include the new data. The CZO data
services become available in a range of standard formats: for
hydrologic observations these are CUAHSI WaterOneFlow
services, which transmit data according to the WaterML 1.x
specification, and Web Feature Services (WFS) specified by
the Open Geospatial Consortium, which are used to exchange
time series catalog information. The services are registered and
indexed in the CZO Central’s service registry, and can be
discovered via a CZO Data Portal, which is compliant with
OGC’s Catalog Services for the Web (CSW) standard. The
standard services can then be consumed by various
applications, as well as registered in cross-project domain
registries such as CUAHSI HIS Central (for hydrologic time

B. CZO Central Catalog and Web Services
The CZO Central model generally follows the organization
of the centralized components of the CUAHSI Hydrologic
Information System [16] and extends it to accommodate the
specific CZO data management requirements: managing
centralized rather than distributed collection of ODM databases
and supporting harvesting and validation of display files. New
or updated display files are being retrieved from each of the six
CZO web sites into the CZO central data repository (currently

Figure 3. Main components of the CZO data publication workflow
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configured to re-harvest new data automatically every week or
manually by request from a data manager). The harvesting
triggers updates of respective ODM instances installed at the
CZO Central for each site, along with validation of the display
files configured by CZO data managers. Through the CZO
Central’s online interface, data managers can browse
harvesting logs and correct errors if necessary. Once the central
ODM instances are updated, the time series metadata are
harvested into the CZO Central time series catalog, which
makes the data from all CZO sites discoverable by a range of
spatial, temporal and semantics-based requests.
The data in each ODM are available via a standard set of
water data services compliant with the WaterML 1.x
specification [7]. For each CZO hydrologic observation
network the services include the following standard methods:
GetSites, GetSiteInfo, GetVariableInfo and GetValues. Once
harvested into the central catalog, metadata from all CZO sites
become available via requests that return time series
information based on spatial, temporal and attribute-based
requests
(GetSeriesCatalogForBox),
site
information
(GetSitesInBox),
information
about
services
(GetServicesInBox, GetWaterOneFlowServiceInfo), as well as
information about searchable concepts and their hierarchy
(GetOntologyTree, GetSearchableConcepts, GetWordList), and
mapping
between
variables
and
concepts
(GetMappedVariables). Compatibility with CUAHSI HIS at
the level of services and information models makes it easy to
integrate CZO data with data available from over 70
government and academic observation networks available
through CUAHSI HIS Central. This enables easier validation
of CZO-collected data against hydrologic observations made at
USGS, EPA, and possibly collocated stations from other
networks, and additional data interpolation/imputation
processing.

Figure 4. A fragment of a CZO service management and metadata editing
web page at CZO Central

the CZO Data Catalog, federated with the HydroCatalog at
CUAHSI, are shown in Fig. 5.
In addition to registering water data services to the CZO
Data Portal, the harvesting application automatically adds
display files retrieved from CZO web sites, to the same central
CSW catalog, thus enabling full text search over the content of
registered metadata files, and data file download directly from
the portal application.
One of the key roles of the CZO Central and the CZO Data
Portal is to expose CZO data via standard OGC-compliant
service interfaces, and evolve these interfaces once new
specifications are adopted. With respect to hydrologic data, an
essential new standard is WaterML 2.0, which is being
developed under the aegis of the Hydrology Domain Working
Group of the OGC and the World Meteorological Organization
[18]. At the time of writing, this specification, after being

CZO data managers login to the CZO Central
administration interface to edit service metadata for their sites:
abstract, contact information, recommended citation, data
access policy, icons/logos, etc. (Fig. 4), request harvest of their
published display files into the central system, and examine the
harvesting logs. In addition, data managers can use the CZO
Central application to associate variable names with concepts
in the ontology of hydrologic terms developed by CUAHSI.
Establishing this association enables data discovery based on
thematic categories.
The CZO Central web site is
central.criticalzone.org.
C. CZO Data Portal, and compliance with OGC services
Besides making the time series metadata available via
WaterOneFlow and CZO Central web services, the CZO
Central application also generates WFS services for each CZO
network, which list time series available from each site, and
their metadata. These services are automatically registered in
the CZO Data Portal, a custom application of the ESRI open
source GeoPortal Server [17]. With this application, the
registry of CZO services becomes available via standard OGC
Catalog Services for the Web (CSW) interface, which makes
them accessible from a variety of OGC-compatible client
applications, and enables federation with other CSW catalogs,
such as the CUAHSI HydroCatalog. Sample search results in

Figure 5. The search page of the CZO data discovery portal
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approbated and refined through OGC Interoperability
Experiments, is entering the OGC standardization process, and
is expected to be approved by the end of 2011. The first version
of WaterML 2.0 is a profile of the OGC/ISO “Observations &
Measurements” [19] model and specifies time series encoding
for hydrologic data. Thus encoded time series data will be
transmitted over OGC Sensor Observation Service (SOS) 2.0
interface, initially alongside WaterML 1.x/WaterOneFlow
services, and eventually replacing them for both CUAHSI HIS
and the CZO data system.
D. CZO Shared Vocabulary Registry
Another key component of the CZO data system is a
collection of controlled (shared) vocabularies, also inherited
from the CUAHSI HIS ODM controlled vocabulary
submission system [20] but extensible to other types of data
collected by CZO sites. These vocabularies, available via a web
interface and via web services, are used to establish semantic
conventions within the CZO system, ensuring that terms
describing key metadata elements are well defined, unique and
unambiguous, which, in turn, supports cross-CZO attributebased data discovery. The web interface for the shared
vocabulary system allows data managers to browse the
vocabulary content, and propose additions and edits, while the
web service API is used by the CZO Central’s harvesting
application to validate submitted metadata for compliance with
the vocabularies. The following vocabularies are moderated by
the system: variable names; methods; units; value type (e.g.
field observation, model output); sample type (physical
medium from which the sample is taken); data type (e.g.
average, continuous, cumulative); data level (processing level
or quality control level); spatial reference (projection and
datum, based on EPSG [21]); censor code (e.g. not-censored,
non detect); qualifier code (e.g. approved, provisional); vertical
datum. If a particular term is missing from any of the
vocabularies, data managers can submit it via the web
interface; once the term is considered and accepted by
vocabulary curators it becomes part of the master list of
approved vocabulary terms. The web site for the CZO shared
vocabulary registry is sv.criticalzone.org.
IV.

x

Individual CZO sites are responsible for maintaining
their own data systems and are not required to install
and maintain additional software (e.g. a HydroServer,
which represents the data publication platform within
CUAHSI HIS), which may not fit with the existing
software environment or skill set of local data
management personnel. Developing an ASCII export
into the display file format usually presents a lesser
problem compared with the need to manage additional
software.

x

The data publication and sharing model preserves the
autonomy of individual research sites, which reflects
the level of autonomy of investigator teams in this
large and complex project, and thus does not violate
the established relationships and practices of the CZO
virtual organization.

x

The burden of compliance with evolving standard
service interfaces and encodings is on the central data
management system, rather than on individual CZO
sites, where research and data management work can
remain focused on science objectives of each site.

x

The developed display file format serves a dual
purpose: it presents the data in a human-readable form
on CZO web site, and at the same time supports
automatic harvesting of the data into the central data
repository.

x

The publication model
data (raster data, GIS
profiles, geophysical
respective information
are agreed upon.

is extensible to other types of
layers, geochemical data, soil
data, photos, etc.), once
models and metadata profiles

At the same time, these advantages underscore the core
drawback of the publication model: it introduced a new
exchange format, which needs to be governed and further
developed as CZO needs evolve – rather than passing the
governance burden to standards organizations such as OGC.
Being a text format, it provides limited options for content
validation of the display files – which is to some extent
compensated by extensive content validation as the files are
harvested into the CZO Central repository.

DISCUSSION AND CONCLUSION

The initial effort to design and build an integrated CZO
data system prototype has achieved several important goals: the
CZO sites have converged on a uniform data publication model
and a display file format convention, enhancements to the
original information model for hydrologic observations have
been developed and tested, the initial centralized data system
has been built to share and integrate data from all CZO sites,
and each CZO has started publishing the data through the
system. Most importantly, the system has been designed and
developed in close collaboration with data managers from all
CZO sites, taking into account differences in data types,
metadata organization and data publishing practices established
at each site.

The described CZO information system prototype creates
new opportunities for critical zone environmental observatories
to publish and discover data and integrate them in new types of
cross-CZO data-intensive analysis and modeling that were not
possible or too time-consuming before. While the system is at
an early development stage (at the time of writing, only about
15 million hydrologic observations collected by CZO sites are
available via web services, and about 70 resources are
registered in the CZO Data Portal), the volume of data is
growing. The prototype demonstrated that a scalable data
sharing infrastructure for environmental observatories can be
built by leveraging and integrating service-oriented approaches
and cyberinfrastructure components developed in neighboring
Earth science disciplines, while careful consideration is given
to the specific requirements of the CZO research community,
in particular: information modeling needs; standards
compliance and semantic consistency; and distribution of data

While following the CUAHSI HIS architecture, the CZO
data system presents a new publication model, which reflects
specific requirements of the CZO cross-site and cross-domain
data integration. The key advantages of this model include:
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management roles and responsibilities between individual sites
and the central archival, cataloguing, and services system.

[6]

[7]
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However, informatics systems for water quality
investigation face the following challenges. 1) Raw data from
multiple sources are stored in different formats, e.g. CSV,
HTML, TXT, which makes it difficult to integrate and query
the data. In addition, the semantics of the raw data are often not
machine-accessible, i.e. they cannot be handled by a computer
program. 2) The semantics of the water quality data are not
explicitly encoded in the data files, but are instead described in
help pages on web sites, although not in a machineunderstandable format. 3) Analysis over the collected data are
often time consuming, since data can be large due to large
spatial regions or long time spans. 4) Some of the analysis tasks
can be complex. For example, to identify if a water source is
polluted, we need to compare all measurements of all pollutants
with their corresponding limits in the adopted water
regulations.

Abstract— Environmental informatics systems often analyze data
collected from various sources. Both data collection and data
analysis benefit from expert knowledge. However, if these
applications are to be used by a broader range of users with less
expert knowledge, applications will need to include a deeper
understanding of the data used and analysis performed. We
present the Tetherless World Constellation Semantic Water Quality
Portal as both a water quality portal application and as an
example of a semantic approach to environmental informatics
applications. The portal integrates water data from multiple
sources and captures the semantics of the data in a simple water
quality ontology. Portal users can identify polluted water sources
and polluting facilities according to multiple regulation
perspectives and geographic constraints by using visualizations of
semantically-enabled queries. Further, knowledge provenance is
encoded in the data capture and integration services to enable
provenance-based queries and reasoning capability.

In this paper, we present the Tetherless World Constellation
Semantic Water Quality Portal (TWC-SWQP). The portal is
used to detect water pollution. Here, water pollution refers to
those situations where the measured concentration of one or
more characteristics in water samples exceeds numeric criteria
for drinking water sources. The portal can identify point
sources of water pollution, including water sites monitored by
USGS and polluting facilities regulated by EPA. The portal
also demonstrates the effectiveness of semantic web
technologies in addressing the challenges faced by
environmental informatics systems. We designed ontologies to
model the domain of water quality investigation and explicitly
encode the semantics of the data. Then, data from different
sources were converted into RDF triples compatible with the
ontologies. In this way, we achieved consistent and machine
accessible semantics for the converted data. We load the data
into a triple store and retrieve data required by users’ queries
with SPARQL. Furthermore, we reason over the retrieved data
to detect water pollution with a semantic reasoner. In the
remainder of this paper, we describe our design and
implementation, highlight the benefits of our semantic
approach, and discuss the potential impact of this approach for
water quality informatics systems and other similar informatics
needs.

Keywords—Semantic Web; Visualization; Semantic Environmental
Informatics; Water Quality Portal

I.

INTRODUCTION

Water quality has been a major concern for environmental
scientists and local citizens who understand the important role
that clean water plays in our lives and the health of our planet.
Polluted water sources, the kinds of pollutants, and those
responsible for the pollution need to be discovered so that
corrective and preventative measures can be undertaken. To
monitor and control water quality, government agencies such
as the Environmental Protection Agency (EPA 1 ), U.S.
Geological Survey (USGS 2 ), regularly collect water quality
data about pollutants and establish regulations to define
pollution in terms of acceptable levels of pollutants.
To enable citizens and professionals to better utilize these
data, environmental informatics systems need to automatically
integrate and analyze the data. Such need is reflected in our
motivating example in 2009, in Bristol County, Rhode Island,
where the cause of diarrhea in children was found to be
polluted water. Local citizens expressed concerns such as
“when did the contamination begin?”, “how did this happen?”,
and “how well-equipped is the BCWA to monitor and prevent
future events?”
1
2

II.

METHODS

A. SWQP System Architecture and Components
The system architecture of the TWC SWQP is illustrated in
Fig. 1. The system comprises six major components: (a)

http://www.epa.gov/
http://www.usgs.gov/

This work is licensed under a Creative Commons Attribution 3.0
Unported License (see http://creativecommons.org/licenses/by/3.0).
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ontology, (b) data conversion, (c) storage, (d) reasoning, (e)
visualization and (f) provenance.

hoc converter we developed for SWQP. The general-purpose
csv2rdf4lod tool converts tabular data into well-structured RDF
according to declarative parameters encoded in RDF [6]. To
convert SWQP data, we wrote several conversion parameters to
map properties of the raw data to those in our ontologies. One
advantage of using the csv2rdf4lod tool is the provenance it
captures as we convert the data, which we discuss below.

Ontology Component: There are two types of ontologies in
the SWQP: the core ontology and the regulation ontology. The
core TWC Water ontology 3 consists of 18 classes, 4 object
properties, and 10 data properties. It extends existing best
practice ontologies, including SWEET [3] and OWL-Time [4].
The core ontology models domain objects (e.g. water sources,
facilities, measurements, and pollutants) as classes, and
includes terms for relevant pollution concepts. For example, a
polluted water source is modeled as the intersection of water
source and something that has a pollutant measurement outside
of an allowable a range. The application can use the core
ontology to conclude “any water source that has a measurement
outside of its allowable range” is a polluted water source.
Further, it can discover pollution with respect to any particular
pollutant such as arsenic. Subsequently, we can identify a
polluted water source with respect to a particular pollutant,
given an existing constraint. For example, the portal can
identify water sources that are polluted with arsenic, given the
rule that arsenic concentrations value greater than 0.01 mg/L
may cause adverse health effects.

Figure 2. Portion of the TWC Water Ontology.

Figure 3. Portion of EPA Regulation Ontology.

To construct OWL 2 [7] constraints that align with rules
and properties in our TWC water ontology, we wrote ad hoc
converters to extract regulation data from HTML web pages.
Storage Component: Data and ontologies supporting the
SWQP were stored in OpenLink’s Virtuoso 6 7 open source
community edition triple store, which includes a webaccessible SPARQL [8] endpoint 8 that answers queries from
web clients.

4

Figure 1. SWQP System Architecture and Workflow

The regulation ontologies 5 model the federal and state
water quality regulations for drinking water sources. For
example, in California, the state regulation defines 0.01 mg/L
as the limit for Arsenic. Because regions differ in their ecology
and each state is responsible for its own regulations, the
number of pollution concepts (pollutants and limits) and
properties vary.

Reasoning Component: We utilize the Pellet OWL
Reasoner [9] together with the Jena Semantic Web Framework
[10] to reason over the data and ontologies in order to identify
polluting facilities and polluted water sources. Using the core
ontology, we model water quality determinations such as “any
water source that has a measurement that exceeds a regulation
threshold, is to be considered a polluted water source”; using
the regulation ontology, we model regulation criteria data,
which are region-specific, e.g. California water regulation
stipulates: “the threshold for Arsenic is 0.01 mg/L”. Combining
the above two statements, the reasoning component asserts that
any water source that has a concentrattion of aresenic greater
than 0.01 mg/L is a polluted water source. At run time, the
reasoning component invokes Jena to load the water quality

Portions of the core TWC Water ontology and Regulation
Ontologies are illustrated in Fig. 2 and Fig. 3.
Data Conversion Component: We use two software tools to
convert data into Resource Description Framework (RDF) [5]
representations: the open source tool csv2rdf4lod6 and an ad3

http://purl.org/twc/ontology/swqp/core
http://was.tw.rpi.edu/swqp/system.png
5
e.g., http://purl.org/twc/ontology/swqp/region/ny and
http://purl.org/twc/ontology/swqp/region/ri; others are listed at
http://purl.org/twc/ontology/swqp/region/
6
http://purl.org/twc/id/software/csv2rdf4lod
4

7
8
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http://virtuoso.openlinksw.com/dataspace/dav/wiki/Main/VOSIntro
http://sparql.tw.rpi.edu/virtuoso/sparql

data, the regulation ontology, and the core ontology. Then,
Pellet is invoked to classify water sources as polluted or
unpolluted from measurements from water samples and their
water sources using the regulations as the criteria. The results
of this operation can then be queried and visualized.

to get the source organizations for the data and generates the
Data Source facet in the map visualization (see Fig. 4). With
this facet, the user can select the data organizations he/she
trusts and the portal will use only data from the selected
organizations.

Visualization Component: This component is responsible
for mashing up and representing the data collected from
various sources. We support two types of visualizations: (1)
map visualization that displays the sources of the water
pollution in the context of geographic regions and (2) time
series visualization that depicts pollution levels over time with
respect to a particular water source or facility.

Reasoning level provenance: When the user clicks a
polluted water source or polluting facility in the map
visualization (see Fig. 4), SWQP provides explanations in a
pop up window for why a water source is marked as polluted or
a facility is marked as polluting. The explanations include the
names of pollutants, the measured values, the limit values, and
the water measurement time. By clicking on the question marks
in the pop up window, the user can access supporting
provenance data for the explanations including the URLs of the
source data, intermediate data and the converted
data.

Figure 4. Map Visualization. The results of applying the EPA federal water
regulations on the region with zip code 02888 is visualized on a Google Map9.

The map visualization gets the reasoning results for a user
query from the back-end reasoner and displays the results on a
Google Map. Different icons are used to distinguish between
clean and polluted water sources, and between clean and
polluting facilities. Fig. 4 shows an example map visualization.
The user may select the data sources to be queried, the
regulations to apply, or the types of water sites and pollutants
he or she finds interesting. The results of applying the EPA
federal water regulation on the region with the zip code 02888
(Warwick, RI) is visualized in this example. Two polluted
water sources and eight polluting facilities are indicated with
icons.

Figure 5. Time Series Visualization. The phosphorus measurements from
2007 to 2010 and the regulation defined limit for the selected facility are
visualized10.

B. System Workflow
We now present how the components described in the
previous sections work together to identify polluted water
sources, polluting facilities, and pollutants. Fig. 1 also shows
the system workflow. SWQP first downloads data from USGS,
EPA, and state regulation agencies for conversion into RDF
using the Data Conversion component. During the conversion
process, data level provenance information for the downloaded
and converted data is captured. Next, SWQP loads the
converted data into a triple store. When the user accesses the
front-end interface of SWQP and issues a request, the request is
sent to the back-end reasoning component. The reasoning
component then loads the TWC Water Ontology, appropriate
regulation ontologies, appropriate water quality data and
performs analysis. After the reasoning component completes its
analysis, the results are sent to the visualization component for
user presentation.

The time series visualization retrieves water quality data
related to a selected water site or facility by querying the triple
store and displays the water quality data as a time series using
the Protovis visualization toolkit. Fig. 5 shows the phosphorus
measurements from 2007 to 2010 in green and the regulation
defined limit in blue. Note that the data show one violation in
2009 (in red) and no subsequent violations.
Provenance Component: The portal preserves provenance
in the Proof Markup Language (PML) [11] while downloading
data, converting data, and loading data to triple store via the
provenance support from csv2rdf4lod. The captured
provenance data include data sources, the agent that processed
the data (i.e. downloaded/converted/loaded), and when the data
was processed.

C. Source Data
The data sources incorporated into SWQP span several
government agencies, including the EPA and USGS, and
federal and state regulation agencies.

Data source level provenance: The captured provenance
data are used to support provenance-based queries. For
example, the portal queries the provenance about data sources
9

10
http://was.tw.rpi.edu/swqp/trend/epaTrend.html?state=RI&county=3&site=h
ttp%3A%2F%2Ftw2.tw.rpi.edu%2Fzhengj3%2Fowl%2Fepa.owl%23facility110000312135

http://was.tw.rpi.edu/swqp/map.html
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EPA Data: We obtain permit compliance and enforcement
status of facilities regulated by the National Pollutant Discharge Elimination System (NPDES) under the Clean Water
Act (CWA) 11 from ICIS-NPDES 12 , an EPA system. The
compliance and enforcement status of facilities contains
measurements of pollutants in the water discharged by the
facilities, and also the threshold values for up to five test types
for each pollutant. Three test types (C1, C2, C3) use
concentration-based limits, while the other two (Q1, Q2) use
quantity-based or mass-based limits.

of converting the regulations is about 2 person-days for
developing the ad hoc converter.
B. Query and reasoning supported by semantic technologies
improves responsiveness and simplifies the development of
web applications.
The large number of triples generated from the water
quality data could cause long response time of the portal. To
speed up the reasoning, we use SPARQL queries to narrow
down the data and reason over only the relevant data on one
selected regulation. In our case, we retrieve and reason only the
data for the county corresponding to the input zip code.

USGS Data: We also fetch the National Water Information
System13 (NWIS) water quality data provided by USGS. The
NWIS water quality data provides measurements of substances
contained in water samples collected at USGS data-collection
stations.

Semantic reasoning also eases the complexity of queries a
developer needs to write for software applications. For
example, to query polluted water sources without reasoning,
the web developers need to write complex queries as shown in
(1), which compares all measurements from a water source
against all limits defined in the regulation. However, with precomputed results, the developer can simply query polluted
water sources and their related information as shown in (2).

Regulation Data: The water portal makes use of water
regulations, which are lists of pollutants and their maximum
contaminant level14 (MCLs). The national level drinking water
regulations from EPA, and the state drinking water regulations
for California, Massachusetts, New York, and Rhode Island
have been encoded and incorporated into SWQP.
III.

SELECT * WHERE {
?watersource twcwater:hasMeasurement ?measurement.
?measurement twcwater:hasValue
?value;
twcwater:hasCharacteristic ?charactericsitc;
twcwater:hasUnit
?unit.
?regulation
twcwater:hasValue
?limit;
twcwater:hasCharacteristic ?characteristic;
twcwater:hasUnit
?unit.
?watersource geo:lat ?lat; geo:long ?long.
FILTER( ?value > limit )
}
SELECT * WHERE {
?watersource rdf:type twcwater:pollutedWaterSource.
geo:lat ?lat;
geo:long ?long.
}

RESULTS

In this section, we presents how semantic web technologies
can serve as useful technologies for solving problems in the
domain of water quality investigation from the following
aspects: semantic data integration, semantic reasoning, and
provenance support.
A. Semantic Data Integration provides an effective and low
cost approach for integrating data from various sources.
SWQP integrates data from various sources, including
EPA, USGS, and state governments. Our data conversion not
only generates ontology-ready RDF data, but also achieves
benefits such as aligning terminologies and linking to external
resources. For example, we map
the property
“CharacteristicName” in the USGS dataset and the property
“Name” in the EPA dataset to a common property
twcwater:hasCharacteristic. What’s more, we promote
references to characteristic names from string literals to URIs,
e.g. “Arsenic” is promoted to “twcwater:Arsenic”, which could
be linked to external resources like “dbpedia:Arsenic” using
owl:sameAs.

(1)

(2)

C. Provenance information encoded using semantic web
technology supports transparency and trust.
The primary purpose of SWQP is to discover polluted water
sources and polluting facilities in areas a user finds interesting.
However, SWQP responses may not be trusted by some users if
there is no mechanism that provides the option to examine how
the responses are obtained. As pointed out in [12], knowledge
provenance, which includes source identification, source
authoritativeness, and a supporting graph, can be used to
provide explanations. These “explanations” help users
understand where responses come from, and what they depend
on, thus allowing users to determine for themselves whether
they trust the responses they received.

The cost of our data conversion is relatively low. We have
generated 89.58 million triples for the USGS datasets and
105.99 million triples for the EPA datasets, for CA, MA, NY
and RI. For converting the water quality data with csv2rdf4lod,
all we need to do is to set up the conversion parameters for
each dataset. We converted 139 rules for the MA regulation,
104 for the CA regulation, 100 for the RI regulation, 83 rules
for the EPA regulation, and 74 for the NY regulation. The cost

Our portal not only keeps provenance for water quality
data, it also keeps provenance for water regulations via the ad
hoc converter, which include the URLs of the source,
intermediate and converted data, modification time, and source
organization. The provenance can be accessed by clicking the
question marks in the comparison table 15 of the limits for
different pollutants defined in the federal and state water
regulations.

11

http://www.epa.gov/agriculture/lcwa.html
http://www.epa-echo.gov/echo/compliance_report_water_icp.html
13
http://waterdata.usgs.gov/nwis
14
http://water.epa.gov/drink/contaminants/
12

15
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http://tw.rpi.edu/web/project/TWC-SWQP/compare_five_regulation

The user can browse the comparison table to investigate the
source of the water regulations and their differences. The user
might choose a “what if” scenario, such as to apply a stricter
regulation from another state to a local water source. For
example, if Rhode Island regulations are applied to water
quality data for zip code 02888, 13 polluted water sites are
identified. When California regulations are applied, 16 polluted
water sites are identified (shown in Fig. 5). Using California
criteria on this same region, the indicated number of polluted
water sites increases by 23% compared to the number indicated
using RI regulation criteria. If we compare the results of using
California criteria with using EPA regulations, the number of
polluted sites grows by 700%.

Figure 5. Applying California regulation data to RI water quality Data

SWQP brings together seemingly disparate regulatory and
measurement data from multiple sources and, through
automated classification and visualization, it can present the
data to non-expert users. It provides basic tools to enable users
to evaluate exploratory hypotheses. The availability and
integration of data are critical to the portal’s ability to rapidly
disseminate information to the public. With tools such as
SWQP, the public could review historical water quality data
quickly. Further, citizen scientists could provide their own
sample collection and testing data along with its provenance.
Although citizen-scientist findings may not be as reliable as
experts’, they may be timelier and lead authorities to more
appropriate testing and validation.
IV.

SWQP could be expanded in several ways. 1) We can
expand SWQP to support all 50 US states. Water quality data
can be obtained from EPA and USGS websites. Then, SWQP
could identify water pollutions in all the states according to the
federal water regulation (or other state regulations we have
already encoded such as CA and RI). To convert the remaining
state regulations, we could use our existing ad-hoc converters
or potentially new converters if the regulations are in different
forms. 2) We can quickly add interesting applications to SWQP
by integrating data from other sources, e.g. weather and flood
forecasts. Flood conditions can exacerbate pollution impacts
when pollutant control strategies fail due to floods or when a
polluted water source is mingled with a non-polluted water
source. If weather conditions suggest anticipated flood regions,
SWQP could identify polluting facilities near the flood zone
and potentially identify risks and suggest compensating
strategies. 3) Another direction is to model the health effects
from exposure to the excessive pollutants in water and support
reasoning over these effects. Then, SWQP could provide
queries customized to health concerns. If the user inputs that
he/she is concerned with water pollutants that negatively
impact kidneys, SWQP could highlight water sources with high
levels of cadmium given the rule that long-term exposure to
excessive cadmium may cause kidney damage. 5) The
architecture of SWQP can be used for other environment
topics. We can build semantic web portals for investigating air
quality, soil quality, etc. using the same architecture and
workflow used in SWQP. For example, the TWC Clean Air
Status and Trends demo 16 has gone through an update to
include provenance and could be expanded to include the
regulation views. 6) Current SWQP only supports static
regulatory levels. However, we captured provenance data about
the modification date of the regulations. A web service that
regularly checks the updates of the water regulations could
recognize when to programmatically download and convert the
updates so that the regulations in SWQP are up to date.

DISCUSSION

Environmental informatics research often benefits from
domain knowledge. For example, water quality research
requires domain knowledge concerning pollutants, thresholds
for pollution, and pollutant test options. Applications that aim
to integrate and disseminate water quality data to support
analyses related to pollution need to capture and interpret
domain knowledge such as sufficient conditions for
determining water pollution states and events. Our work is the
first we know of that uses a semantic approach to a
provenance-aware water quality portal. Other works focus on
facilitating water quality management [13, 14] and wastewater
treatment [15] via knowledge sharing and reuse. Chen [13]
proposed a prototype system that integrates water quality data
from multiple sources and retrieves data using semantic
relationships among data. Chau [14] presented an ontologybased Knowledge Management system (KMS) that can be
integrated into the numerical flow and water quality modeling
to provide assistance on the selection of a model and its
pertinent parameters. OntoWEDSS [15] is an environmental
decision-support system for wastewater management, which
augments classic rule-based and case-based reasoning with a
domain ontology. SWQP differs from these projects in that it
supports provenance based query. For example, users can
select to query data only from data sources they trust by
selecting them within the Data Source facet. Since SWQP
captured provenance information of the data collected, it knows
which data came from which sources. This information can
then be used to query and visualize only the data from selected
sources. Moreover, SWQP is built upon standard semantic
technologies (e.g. OWL, SPARQL, Pellet, Virtuoso) and thus
can be easily replicated or expanded.

As the portal is expanded for greater usage, its credibility
becomes more important. To increase the credibility of the
portal, we plan to augment its provenance support by building,
linking and displaying proof traces that track how the answers
are derived from source data. Our PML and Inference Web
(IW) provenance infrastructure [16] makes it easy to encode all
the data manipulations and use that information for presenting
either a complete trace or abstracted trace for user inspection.
16
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http://logd.tw.rpi.edu/demo/clean_air_status_and_trends_-_ozone

We also would like to support provenance granularity options
so that users can choose the granularity of the provenance they
prefer in certain contexts.
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Birds of a Feather Sessions
1. Geospatial Data Management for Ecological Research Organizations
Theresa Valentine1, Adam Skibbe2, Jamie Hollingsworth3
1

US Forest Service Research Branch, 2Konza Prairie LTER, Kansas State University, 3Bonanza Creek LTER, University of
Alaska Fairbanks,
Theresa.valentine@oregonstate.edu, askibbe@ksu.edu, jhollingsworth@alaska.edu

The management of geospatial data has traditionally been
conducted within a separate Geographic Information System
(GIS). Improvements in the interoperability of these systems
with traditional data management systems have resulted in
improved integration with place based data records.

data with research data collected as part of field studies.
Areas of interest may include providing access and analysis
tools for large LiDAR datasets, documenting geospatial data
within FGDC and EML metadata content standards,
developing and managing Citizen Scientist data, and strategies
to obtain study site locations and use these locations to provide
geographic searches using mapping tools.

Improvements in user interfaces, such as Google Earth and
other internet mapping applications, and the availability of low
cost GPS receivers have increased the public’s awareness and
use of place based data. The integration and interoperability of
these data are becoming critical for the synthesis of data within
and between different ecological sites and programs.

The session welcomes anyone interested in managing
Geospatial data, using open source or proprietary software
options. Outcomes will include a summary analysis of best
approaches to different data tools as well as an outline
document of possible tools for Ecological Information
Managers. Attendees will be encouraged to share demos,
experiences and projects that might be of interest to the group.

This session will focus on the challenges and opportunities
that information managers encounter with the increase in
demand and in volume of geospatial data and integrating this

2. Internet Mapping: What are the options?
Jamie Hollingsworth
Bonanza Creek LTER Site,
Jhollingsworth@alaska.edu
Currently, there is an increase in demand for serving and
displaying various types of spatially referenced data. As the
industry moves further towards cloud based storage and
computing and Internet-based applications, the number of
options available for data managers to communicate
information has grown quickly. In this session, we will discuss
some of the options available for serving and displaying
spatially referenced information. We will also talk about
challenges in displaying these data and associated metadata on
the internet. Specific topics may include: how to pick an
appropriate software package, determining and analyzing
various data source types (e.g. dynamic versus static), and the
extensive variety of tools a user may have access to.

looking for ideas on how to create internet mapping products as
well as more advanced programmers willing to share
experiences and insight.
The outcome of this session will be four-fold. Firstly, we
expect to discuss and record shared experiences. Secondly, we
will present demos of existing internet mapping tools, and we
will explore existing services. We will educate interested data
managers regarding what internet mapping options currently
exist. Finally, we will discuss future applications of internet
mapping within the context of ecological data management.
Session Length: This session will be two hours in length. 45
minutes will be spent discussing what internet mapping options
are currently available, one hour be used to educate and
demonstration how internet mapping applications work and
what it takes to create one, and 15 minutes will be spent
looking towards the future of internet mapping.

In this session, we welcome input and discussion from
those interested in internet mapping, regardless of experience.
We encourage participation from data managers currently

157

3. Using Web Tools and Methods to Support Earth Science Collaborations
Erin Robinson
Foundation for Earth Science
erinrobinson@esipfed.org
Many Earth science projects have participants that span
multiple timezones, organizations and domains. Sometimes
members of the group have never even met face to face. The
requirement to be co-located in order to collaborate is no longer
the norm since there are now so many alternative methods of
virtual communication and coordination using web tools and
methods. There are many tools (Drupal, Mediawiki, Google +,
Twitter, Facebook) that support communication, coordination
and collaboration around a topic. The good thing about all of
these tools is that they are flexible and customizable, but this
also poses a challenge of how to set-up the tools to best support
your group. Often these collaborations are supported by an ad-

hoc member of the group, who is working within the group, but
also is supporting the collaboration of the group. This person
often will have created methods to supporting the group such as
sending out the email reminders, hosting the telecons and
updating the web pages. This at times can be a frustrating job
because only a small fraction of the group participates at any
given time. This Birds of a Feather session is intended to bring
together these ad-hoc community manager practitioners to
compare what is working to support virtual collaboration and
what are the challenges. Hopefully, the outcome of this session
will be a web-based forum to improve the efficiency of these
Earth science community managers.

4. Automating Data Processing and Quality Control using Workflow Software:
Converting Sensor Data to Usable Environmental Information
Wade Sheldon1, John Porter2
1

Georgia Coastal Ecosystems LTER, 2Virginia Coast Reserve LTER
wsheldon@lternet.edu, jporter@lternet.edu

Advances in sensor technology, computer hardware and
wireless networking make it possible to measure a wide range
of environmental variables simultaneously across multiple
temporal and spatial scales, and acquire the data in real time.
These advances present exciting new research opportunities,
but they have also led to dramatic increases in the volume of
data that can be acquired by environmental research projects.
Processing, documenting and quality controlling high-volume
data sets is a major challenge for many environmental
information managers due to poor scalability of traditional
interactive approaches. Strategies for automating these
operations are clearly needed.

“Birds of a Feather” session at the 2011 EIM Conference to
explore this issue through a combination of 2-3 short software
demonstrations and a 1 hour round-table discussion.
Demonstrations will illustrate real-world use of workflow
software to process and quality control environmental sensor
data, with an emphasis on computer requirements, first steps,
and resources for getting started. The round-table discussion
will focus on: 1) Overcoming barriers to adoption of workflow
software, 2) Strategies for finding pre-built workflows,
collaborators and training, 3) Striking the right balance
between general (sharable but time-consuming) and specific
(proprietary but easier) approaches, and 4) What we still can't
do with workflow software (i.e. development needs).

Open source scientific workflow applications (e.g. Kepler,
https://kepler-project.org/), streaming data engines (e.g.
DataTurbine, http://www.dataturbine.org/) and metadata-driven
data processing software (e.g. GCE Data Toolbox, https://gcesvn.marsci.uga.edu/trac/GCE_Toolbox) hold great promise for
automating data processing and quality control to turn raw
sensor data into usable environmental information. However,
many barriers exist (both real and perceived) to adopting these
tools in the EIM community. We propose to conduct a 2 hour

We believe that this session will educate EIM participants
about effective strategies for automating data processing using
workflow approaches, and will foster collaboration on
workflow development and sharing within the EIM
community. Another potential outcome will be development of
a broader workshop or training proposal to NSF or the LTER
network.
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5. Functional Requirements for the EML Dataset Congrence Checker
Margaret O'Brien1, Mark Servilla2
1

University of California Santa Barbara, Santa Barbara Coastal LTER, 2University of New Mexico, LTER Network Office,
mob@msi.ucsb.edu, mservilla@lternet.edu

Ecological Metadata Language (EML) is a widely-used
specification for metadata describing environmental data
resources (e.g., data tables). Workflows and other automated
processing tools must be able to use these metadata documents
to access and process those resources, but experience indicates
that a significant fraction of available EML data entities are not
of sufficient quality for this use. Currently few tools exist for
assessing data-metadata agreement (congruence), and the
LTER Network has outlined this need (O'Brien et al, 2009).
The LTER Network has begun work on software tools for
assessing and reporting on the usability of EML datasets for
automated loading and processing (the EML Congruence
Checker) as part of the suite of Network Information System
web services. The software extends the EML Data Manager
Library, Java code which parses EML metadata documents and
handles data entities using relational database constructs. The
Congruence Checker project finished its first development
cycle during mid-2011. An initial set of checker requirements

was developed and categorized according to system, type and
return-status, and an initial report format proposed. The LTER
EML metrics and congruence group would like to introduce
this work to a broader audience and solicit feedback. Format
and target participants: The session is planned to include a
short (15 minute) demonstration of the ECC web services and
reports, a summary of the project status, and the developing
rationale behind the classification of the list of checks. The
bulk of the session is to be a discussion, e.g., of current planned
requirements, reporting scheme, priorities and possible
integration with the Data Manager Library code. EIMC
participants comprise a broad spectrum of developers,
information managers and specialists, many of whom use EML
for data management. The target participants for this session
include members of the EML development committee,
information managers and others creating or reading EML
datasets, developers using the EML Data Manager Library, and
users of other metadata specifications considering similar tools.
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Plenary Discussion
Community Standards and Practices Development
Organizer Margaret O’Brien
Synopsis: Our strengths as a community of practice are
both enhanced and complicated by the diversity of data, and to
accomplish broad data synthesis goals it would benefit
practitioners to also synthesize the knowledge systems which
model and manage those data. Development of shared tools can
frequently be simplified if data management and modeling
practices converge. The concept of common practices covers
many areas of data management. For example, the flexibility of
the EML specification has lead to a variety of construction
patterns, and common patterns would simplify development of
EMLϋrelated applications. Practices for sharing knowledge
definitions and logic could be developed (e.g., vocabularies and
ontologies), so that knowledge models from many domains can
be combined or reused rather than reinvented. Some experience
has been gained by developing web services to deliver content

in common specifications, and these experiences may be
leveraged in other areas.
Anyone considering a new (or upgraded) information
management system should be aware of existing data models
before designing new custom models, and yet no adequate
exchange mechanism currently exists. This session would be
used to discuss and promote activities which lead directly to
sharing and reusing data models and other software tools. This
discussion follows previous work at various venues, and among
data practitioners already using common models and practices.
Follow ϋ up activities may include a white paper outlining
possible partnerships between groups of practitioners, or
working groups agreeing to meet at other upcoming meetings.
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Posters
1. The Open Source DataTurbine (OSDT) Android Sensor Pod: Embedded
Cyberinfrastructure for Smart Buoy Controllers and Experiments in Ocean
Acidification and Limnology
Peter Arzberger1, Tony Fountain1, Sameer Tilak1, Peter Shin1, Gesuri Ramirez1, Tim Kratz2, Corinna Gries2, Sally
Holbrook3, Russell Schmitt3, Andrew Brooks3, Keith Seydel3, Robert Carpenter4, Jennifer Smith5, Todd Martz5,
Matthew Miller6, John Wilson6
1

University of California, San Diego, 2University of Wisconsin, Madison, 3University of California, Santa Barbara, 4California
State University, Northridge, 5Scripps Institution of Oceanography, UCSD, 6Erigo Technologies
parzberg@sdsc.edu, tfountain@ucsd.edu, sameer@sdsc.edu, pshinn@ucsd.edu, gesuri@gmail.com, tkkratz@wisc.edu,
cgries@wisc.edu, holbrook@lifesci.ucsb.edu, schmitt@lifesci.ucsb.edu, brooks@msi.ucsb.edu, seydel@msi.ucsb.edu,
robert.carpenter@csun.edu, smithj@ucsd.edu, trmartz@ucsd.edu, matt.miller@erigo.com, john.wilson@erigo.com

Increasingly, environmental observing systems have
become important tools used to understand key environmental
processes.
These
systems
require
sophisticated
cyberinfrastructure (CI) that must be easy to deploy and
maintain. The OSDT Android Sensor Pod project is a
collaboration between computer scientists, ecologists, and
marine scientists to develop cyberinfrastructure (CI) for
applications in marine biology and limnology. The project is
motivated by requirements from the NSF Long Term
Ecological Research Network (LTER), the Coral Reef
Environmental Observatory Network (CREON), and the
Global Lake Ecological Observing Network (GLEON). The
goal is to enable new types of science experiments for realtime, fine-scale monitoring in coral reefs and lakes by making
system deployment and operations more efficient. The core of
this new CI is an embedded controller for buoy management.
Funded by the Gordon and Betty Moore Foundation, this
project involves a combination of software and hardware
developments together with field deployments at the NTL
LTER site (Great Lakes), the MCR LTER site (Moorea, French
Polynesia), and Palmyra Atoll (Central Pacific). As part of the
project, we ported the OSDT middleware to the Android
platform and developed new software for configuring and
managing real-time embedded applications. By employing
standard Android operating system, the developed software is
readily available on a broad range of devices including
smartphones, tablets, and netbooks. In essence, choice of
Android platform allows us to leverage the tremendous
engineering investment made in producing what has become
commodity embedded systems. The OSDT-Android controller

communicates with sensors through the Sea-Bird Inductive
Modem interface and manages sensor interfaces, data
acquisition, on-board processing, and data transmission over
multiple types of radios, including Iridium satellite, cellular,
Bluetooth, and long-distance wireless. When combined with a
Droid cell phone or tablet, the controller becomes a robust
sensor pod that can be configured to serve as a cluster head or
gateway node in complex sensor-based systems. Developed in
Java, the OSDT sensor pod can manage a local constellation of
sensors and communicates with other OSDT-enabled
platforms. It can be readily updated to incorporate new
software modules, and dynamically reconfigured to schedule
these modules to control sensor operations and
communications. It is designed to replace “dumb” data loggers
and buoy controllers, support on-platform event detection and
real-time control and includes necessary software for
scheduling sensor operations and communications. Initial lab
tests have been successful. Field deployments are scheduled for
Fall 2011, Winter 2012, and Summer 2012. A variety of sensor
types, including pH, pCO2, dissolved oxygen, temperature, and
pressure, will be utilized during field deployments to
investigate several important ecological questions including:
(1) How sensitive are ocean systems to pH changes? and (2)
What is the variability of lake metabolic parameters such as
gross primary productivity and respiration?
Keywords: Open Source DataTurbine, Android Sensor Pod,
Ocean Acidification, Coral Reefs, Limnology, Environmental
Observing Systems
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2. From Fisheries Studies to Biodiversity Data Sharing
Julien Barde
Exploited Marine Ecosystems, EME-212 research unit, 65 avenue Jean Monnet, 34203 Sète Cedex 5, France.
julien.barde@ird.fr
In addition to target species, Ecosystemic approach to
Fisheries (EAF) aims to take into account other ecosystem
components related to them from an ecological point of view
(their preys, seamounts..). Additional information resources are
needed to make this new approach effective. Data sharing and
then interoperability is a key point required at the beginning of
the process. This poster presents our ongoing work on
interoperability to make tuna fisheries data available for
different kinds of users. The first goal is to facilitate datasets
discovery and then, by implementing different data formats and
related access protocols, make them understandable and usable
by different communities. We choosed standards sets relevant
for geospatial data (OGC), biodiversity data (TDWG),
statistical data (SDMX), fisheries data (COST). Moreover, the

ability to describe, manage and serve our data by mapping their
content with these standards requires the management of
semantic issues. A new system has been set up, driven by an
ontology (using RDF, OWL and SPARQL languages related to
semantic Web activity of W3C), which enables to summarize
and manage both knowledge and data on ecosystems related to
tropical tuna. This knowledge base is made accessible through
a Web portal (www.ecoscope.org) and can be used to visualize
relationships between components of these ecosystems (like
foodwebs). The underlying ontology can be used as a semantic
agent to convert terms, referential codes according to the
standards and user's profile.
Keywords: Ecosystem Approach to Fisheries, ontologies,
metadata, biodiversity, interoperability

3. Cyberinfrastructure for the Tropical Ecology Assessment and Monitoring (TEAM)
Network
Chaitanya Baru1, Eric Fegraus2, Jorge Ahumada2, Sandeep Chandra1, Kate Kaya1, Kai Lin1, Choonhan Youn1
1

San Diego Supercomputer Center, 2Conservation International
baru@sdsc.edu, efegraus@conservation.org, jahumada@conservation.org, chandras@sdsc.edu, kate@sdsc.edu, klin@sdsc.edu,
cyoun@sdsc.edu
The Tropical Ecology Assessment and Monitoring (TEAM)
Network (www.teamnetwork.org), organized through the
partnership of Conservation International, Missouri Botanical
Garden, Smithsonian Institution and the Wildlife Conservation
Society, is a multi-disciplinary network for monitoring longterm trends in biodiversity and ecosystem services through a
network of tropical field sites using scientifically accepted
standardized monitoring protocols. The TEAM framework is
designed to address a set of grand challenge questions that are
fundamental to understanding the dynamics of biodiversity,
ecosystem services, and human well-being, as they interact
from local to global scales in the context of multiple changing
drivers, e.g., climate change and land cover change. TEAM
sites are located in the three major continental blocks of humid
tropical forests and within those, span a range of latitudes and
current and future projected environmental (e.g., climate) and
anthropogenic (land use and climate change) gradients. The
network provides data on climate, tree and liana species
diversity and bird and mammal species diversity.

cyberinfrastructure must provide the overall capability to scaleup earth observation information from the currently prevalent
mode of small, individual investigator-based data collection
and experimentation to larger, multi-institution, multidisciplinary networks operating at national, regional and global
spatial scales.
Data collection and acquisition activities are based on
standardized protocols that define the field methodology,
spatial and temporal resolutions, and minimum data QA/QC
standards, regardless of the means by which data are collected.
The cyberinfrastructure developed in TEAM supports fully
automated data collection (Climate Sensors), semi-automated
data collection (Terrestrial Vertebrate/Camera Traps) and fully
manual data collection (Vegetation). To support the varying
nature of data collection in the network, cyberinfrastructure
tools have been developed to assist field personnel at TEAM
sites. The climate data management tool tracks all climate
sensor data, including maintenance information such as
calibrations and regular checkups. The vegetation data
management tool allows users to enter data with the correct
taxonomy authorities and validates manually collected data
with predefined rules and the previous year’s census. A desktop
application, DeskTEAM, manages camera trap data by loading
photos from TEAM camera traps into a local repository,

To support TEAM objectives, a comprehensive
cyberinfrastructure is needed with related services for
collection, management and dissemination of large amounts of
data; timely analysis of the data; and, integration of
observational data with other related datasets. The
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identifying animals in the photos using correct genus and
species names, and exporting photos to a central database.

Keywords: Tropical Ecology, Cyberinfrastructure,
Management, Climate, Vegetation, Camera Trap
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4. From Rolling Deck to Repository (R2R): Creating a National Pipeline for Underway
Shipboard Data
Suzanne Carbotte1, Stephen Miller2, Andrew Maffei3, Shawn Smith4, Robert Arko1, Vicki Ferrini1, Karen Stocks5,
Cynthia Chandler3, Mark Bourassa4, Dru Clark2, Suzanne O’hara1, Aaron Sweeney2, John Morton1
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Launched in 2009, R2R is a systematic effort to capture,
catalog and archive US underway shipboard data. Each vessel
in the US academic fleet is equipped with a multidisciplinary
suite of sensors that are available for continuous operation
during each expedition. The “underway” geophysical, water
column, and meteorological datasets obtained from these
sensors describe basic environmental conditions for the oceans
and are of high value for building global syntheses,
climatologies, satellite validation and historical time series of
ocean properties. The R2R Portal (www.rvdata.us) will be the
central gateway through which underway data are routinely
cataloged and securely transmitted to the appropriate national
data center, ensuring long-term access and relieving chief
scientists of their individual obligations under NSF policy to
submit underway data.

vocabulary terms are directly embedded as Uniform Resource
Identifier (URI) references. We envision a hierarchical
framework where a single “cruise-level” record is linked to
multiple “dataset-level” records that may be published
independently.

Protocols are being developed for quality assessing high
priority underway data types, to provide feedback to shipboard
instrument operators and inform end users. Standard metadata
will be supplied with each dataset, including provenance and
quality information. Standard products, such as qualitycontrolled navigation, are being created. As part of this work,
R2R is collaborating with NOAA to create an XML-based, ISO
19115-compliant cruise metadata template. This describes the
basic elements of a seagoing expedition: cruise identifier,
vessel name, operating institution, dates/ports, navigation track,
survey targets, science party, funding sources, scientific
instruments, daughter platforms, and data sets. Controlled

As of July 2011, data from 2,130 cruises on 26 vessels had
been submitted, totaling 7,481,290 files (>9 TB).

One of the subprojects within R2R is the development of a
shipboard scientific event logging system that incorporates best
practice guidelines, controlled vocabularies, a cruise metadata
schema, and a scientific event log. The ELOG-based cruise
event logging system, currently being tested, enables
researchers to record digitally all scientific events and assign a
unique event identifier to each entry, to assist in the ingestion
of these data into oceanographic data repositories and
subsequent reuse of the datasets.

Rolling Deck to Repository is a collaboration between
Lamont-Doherty Earth Observatory (lead institution), Scripps
Institution of Oceanography, San Diego Supercomputer Center,
Woods Hole Oceanographic Institution, and Florida State
University; and works with the vessel operating institutions,
UNOLS Office, NOAA National Data Centers, and
disciplinary data assembly centers (DACs).
Keywords: Ocean
Quality control
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5. Metadata management in NASA’s Earth Observing System (EOS) ClearingHOuse
(ECHO)
Matthew Cechini1, Andrew Mitchell2
1

Raytheon - NASA ESDIS, 2NASA – ESDIS
Matthew.F.Cechini@nasa.gov, Andrew.E.Mitchell@nasa.gov
Metadata is an important entity in the process of cataloging,
discovering, and describing earth science data. As science
research and the gathered data increases in complexity, so does
the complexity and importance of descriptive metadata. To
meet these growing needs, the metadata models required utilize

richer and more mature metadata attributes. Categorizing,
standardizing, and promulgating these metadata models to a
politically, geographically, and scientifically diverse
community is a difficult process.
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Whether a Earth Science Data System (ESDS) or an
independent Principle Investigator, each finds itself or
themselves responsible for navigating the difficult realm of
metadata management. When dealing with metadata, there are
at least 4 core activities or responsibilities that must be
addressed:
x

Generation – The process whereby metadata is
generated according to a specific format or standard
with the appropriate processing lineage.

x

Data Discovery – The utilization of metadata to
correlate and discover data based on information
provided within a metadata record.

x

Retrieval – The process of accessing metadata in its
native or a translated format for viewing or further
utilization.

x

ECHO has undertaken an internal restricting to meet the
changing needs of scientists, the consistent advancement in
technology, and the advent of new standards such as ISO
19115. These improvements were based on the following tenets
for data discovery and retrieval:

Preservation – The short and long-term archival of
metadata to ensure its accessibility for future needs.

x

There exists a set of ‘core’
recommended for data discovery.

x

There exists a set of users who will require the entire
metadata record for advanced analysis.

x

There exists a set of users who will require a ‘core’ set
metadata fields for discovery only.

x

There will never be a cessation of new formats or a total
retirement of all old formats.

x

Users should be presented metadata in a consistent
format of their choosing.

metadata

fields

In order to address the previously listed items, ECHO’s new
metadata processing paradigm utilizes the following approach:

NASA’s Earth Observing System Data and Information
System (EOSDIS) is a complex Earth Science Data System
comprised of 12 data centers, each focusing on a separate
scientific domain of research. The EOSDIS addresses each of
the identified core metadata activities. Each Data Center has
primary responsibility for metadata generation and
preservation, acting as the curators for their data holdings. An
integral component of metadata management within the
EOSDIS is NASA’s Earth Observing System (EOS)
ClearingHOuse (ECHO). ECHO is the core metadata
repository for the EOSDIS data centers providing a centralized
mechanism for metadata and data discovery and retrieval.

x

Identify a cross-format set of ‘core’ metadata fields
necessary for discovery.

x

Implement format-specific indexers to extract the ‘core’
metadata fields into an optimized query capability.

x

Archive the original metadata in its entirety for
presentation to users requiring the full record.

x

Provide on-demand translation of ‘core’ metadata to any
supported result format.

With this identified approach, the Earth Scientist is
provided with a consistent data representation as they interact
with a variety of datasets that utilize multiple metadata formats.
They are then able to focus their efforts on the more critical
research activities that they are undertaking.

NASA’s EOSDIS has taken special interest in investigating
the adoption of the International Standards Organization’s
(ISO) 19115/19/39 metadata standard. Moving to adoption of a
new standard requires significant modifications to internal
metadata workflows in each of the 4 areas of ingest activity.

Keywords: ECHO, Metadata, NASA, ISO 19115, Data
Discovery

6. NASA’s EOSDIS Coherent Web Platform Development
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1
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The Earth Observation System Data and Information
System (EOSDIS) provides valuable data and services to a
global Earth Sciences community. The twelve EOSDIS data
centers allow for focused attention on the various unique
science disciplines. While each data center has an independent
identify, each is also a part of the broader EOSDIS community.
In addition to data centers, the EOSDIS community includes a
broad array of metadata clearinghouses, data services, user
working groups, standards organizations, collected metrics, and
system interfaces. Individually, each system component serves
an important function and role, however, it is the aggregation

of components that brings enhanced value to the Earth Science
community.
The ESDIS Project, which has management responsibility
for EOSDIS, is undertaking an effort to create a consistent
presence for EOSDIS, dubbed the "Coherent Web" Project.
The first phase (Phase I) Coherent Web activities, scheduled
for completion in late 2011, has the following goals in mind:
x
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Create a consolidated website pulling together existing
content into a single location;

x

Create a top-hat navigation bar for inclusion in all
EOSDIS data center websites, improving the community
association;

x

Create a programmatic structure and workflows for
managing and approving content;

The overall approach, goals, and achievements of the Phase
I Coherent Web activities will be presented in poster form.

x

Create a methodology and platform where additional
content and services can be incorporated or hosted for
end-user access; and

Keywords: Drupal, Platform, Coherent Web, EOSDIS, NASA

x

Identify Phase II activities to provide continual
improvements to EOSDIS information and data
discovery.

7. NASA Reverb: Metadata-Driven Earth Science Data & Service Discovery
Matthew Cechini1, Andrew Mitchell2
1

Raytheon - NASA ESDIS, 2NASA – ESDIS
Matthew.F.Cechini@nasa.gov, Andrew.E.Mitchell@nasa.gov
NASA’s Earth Observing System Data and Information
System (EOSDIS) is a core capability in NASA’s Earth
Science Data Systems Program. The EOSDIS contains 12 data
centers each responsible for stewardship over separate
scientific domains. A core function of the EOSDIS is to
facilitate the discovery, access, and interpretation of data that is
collected by the EOSDIS. NASA’s EOS ClearingHOuse
(ECHO) is a metadata catalog for the EOSDIS data centers,
providing a centralized catalog of data products and registry of
related data services.

close community involvement to produce an enhanced earth
science discovery platform.
Metadata plays a vital role facilitating data and service
discovery and access. As data providers enhance their
metadata, a user’s search experience may also be enriched, as
they are able to discover items of interest using more advanced
search capabilities. Reverb’s reliance on metadata provides a
dynamic experience to users based on identified search facet
values extracted from science metadata. Utilizing cross-dataset
correlation and search based on provided metadata values,
users can discover additional dataset that they may not
previously have been aware of.

Earth scientists can access EOSDIS data and services by
using general or community-tailored clients that access
ECHO's data and service holdings. WIST, the Warehouse
Inventory Search Tool, has been the primary web-based client
for discovering and ordering cross-discipline data from all of
ECHO’s metadata holdings for many years and has served the
Earth Science community well. Working closely with this
community, the ECHO team identified a need to develop the
next generation EOS data and service discovery tool.

Data discovery and access is not limited to simply the
retrieval of data granules, but is growing into the more complex
discovery of data services. These services include, but are not
limited to, services facilitating additional data discovery,
subsetting, reformatting, and re-projecting. The discovery and
invocation of these data services is made significantly simpler
through the use of consistent and interoperable standards.
Sample standards include the OGC and OPEnDAP protocols.
By utilizing an adopted standard, developing standard-specific
adapters can be utilized to communicate with multiple services
implementing a specific protocol.

The ECHO Team based their client development efforts on
the following principles:
x

Metadata Driven User Interface – Users should be
presented with data and service discovery capabilities
based on dynamic processing of metadata describing the
targeted data.

x

Integrated Data & Service Discovery – Users should be
able to discovery data and associated data services that
facilitate their research objectives.

x

Leverage Common Standards – Users should be able to
discover and invoke services that utilize common
interface standards.

Through Reverb, users may discover services associated
with their data of interest. When services utilize supported
standards and/or protocols, Reverb can facilitate the invocation
of both synchronous and asynchronous data processing
services. This greatly enhances a users ability to discover data
of interest and accomplish their research goals.
Extrapolating on the current movement towards
interoperable standards and an increase in services, the ultimate
goal is to provide a ubiquitous experience for users when
discovering data. Services will become a natural part of data
discovery, reducing users needs to be aware of the service that
is facilitating their data access. The Reverb discovery tool
provides a platform to shift the earth science data discovery
paradigm.

After a yearlong design, development, and testing process,
the ECHO team successfully released "Reverb – The Next
Generation Earth Science Discovery Tool." Reverb was
developed in a fast-paced agile development process requiring
constant interaction between the developers, product owners,
customers, and end-users. Reverb provides a success story of
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8. An Educational Experiment Using an Ecology Data Archive -- Making the Most of
Metadata, Reproducing Results, and Training Students for Synthesis Science
Judith Bayard Cushing, Kathleen Saul
The Evergreen State College
judyc@evergreen.edu, saulk@evergreen.edu
In February, 2011, Victoria C. Stodden (Columbia
University) organized a symposium at the American
Association for the Advancement of Science Conference that
addressed Reproducibility and Interdisciplinary Knowledge
Transfer. While that symposium dealt primarily with
computational results, her contention that the inherent difficulty
in verifying published results of computational research might
be “leading to a credibility crisis affecting many scientific
fields” sparked the authors to consider the questions:

1. Quantitative methods and statistics texts typically focus
on concepts. While this is right-minded, textbook data have
usually been greatly shortened, simplified, and sanitized. As a
result students rarely leave the course understanding how to
use, manage, validate, or document large data sets – until they
collect the data themselves which often leads to painful
experiences and losses in data, time, and money. How might
we provide realistic experiences with large data sets prior to
students’ own research?

Could ecology data archives be used to verify research
results? If so, what methods would be most effective for
accomplishing this?

2. How might we train students to integrate data and
conduct synthesis science?
3. How might future researchers get into the habit of
effectively using ecology data archives, a skill that will become
increasingly important as the cost of collecting data rises, and
the ecological observatories come on board.

This poster will report on an educational experiment
conducted in our Spring 2011 Master’s level course in
quantitative methods, where we asked our 27 students to work
in teams of 2-3 to conduct an analysis on one or more data sets
from the H.J. Andrews Experimental Forest, using both
metadata and published results to guide that analysis. Students
were free to conduct “new” research, or attempt to reproduce
some of the reported results. Other questions that motivated
this experiment were:

4. How useful are existing metadata in helping scientists
use the associated data? Which are the most useful metadata?
Where are the stumbling blocks?
Keywords: Training for Synthesis Science, Reproducing
Scientific Results, Metadata Use

9. A Generative, Multisensor Model for Quality Control in Ecological Data
Ethan Dereszynski, Thomas Dietterich
Oregon State University
ewdere04@yahoo.com, tgd@eecs.orst.edu
Contemporary environmental science is increasingly reliant
upon networks of distributed automated sensors in remote
locations. Decreased cost and improved portability of these
sensors have allowed researchers to monitor landscapes at very
fine spatial and temporal granularities. An instrumented
research site may generate dozens to hundreds of nearcontinuous data streams of environmental measurements.
However, in-situ sensors are often subject to harsh conditions
that can lead to malfunctions in individual sensors and failures
in network communications. Quality control (QC) is essential
to identify incorrect measurements before these data can be
assimilated in models and analyses. However, the abundance of
data makes manual inspection by domain experts impractical
and delays the release of data.

In this poster, we describe a generative modeling approach
to automated QC. A probabilistic approach is provided that
allows us to maintain a distribution over the functioning state
of a sensor and the true value of the monitored phenomena.
This framework facilitates real-time QC wherein we
simultaneously diagnose the working state of the sensor and
infer a distribution over its current reading. We explore
machine learning techniques for learning the joint relationship
among different types of sensors at a monitoring site. Our
model is evaluated using three meteorological stations
deployed in the H.J. Andrews Forest, a Long-term Ecological
Research (LTER) site in western Oregon. We compare our
results to existing single and multiple-sensor QC models.
Keywords: Quality Control, Sensor Networks, Bayesian
Modeling, Machine Learning
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10.The BIOTA/FAPESP Program: The Virtual Institute of Biodiversity
Debora Drucker1, Tiago Estrada2, Carlos Joly2 and José Salim2
1
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Since the Convention on Biological Diversity (CBD) in
1992, biodiversity conservation (the protection of species,
ecosystems, and ecological processes) and restoration
(recovery of degraded ecosystems) have been high priorities for
many countries. CDB highlights the importance of making
information on biodiversity knowledge available to researchers,
policy-makers and the general public. This prompted scientists
in 1999 to found the Virtual Institute of Biodiversity, BIOTAFAPESP. FAPESP, the State of São Paulo Research
Foundation, is a nonpolitical, taxpayer-funded foundation, one
of the main funding agencies for scientific and technological
research in Brazil, and a supporter of this program. During its
first 10 years, the program supported 94 major research
projects, described more than 1800 new species, acquired and
archived information on over 12,000 species, and made data
from 35 major biological collections available online, a first for

Brazilian biological collections. One of the challenges for the
next 10 years of BIOTA-FAPESP is to improve its information
system in order to also accommodate ecological data, linked to
the taxonomic data. Researchers from BIOTA/FAPESP
Functional Gradient Project are testing tools to advance on
Biodiversity Information Management in order to enhance the
long-term value of existing data by making it available for
further research. Advances include a generic and spatial
enabled database system to accommodate field survey data. All
information is documented in Ecological Metadata Language
(EML). The data packages (datasets accompanied by metadata
documentation) are stored in a Metacat instance in the Institute
of Biology, UNICAMP. Our effort is a contribution to advance
on biodiversity information integration and to foster synthetic
studies.
Keywords: Biodiversity, Data sharing, Ecology

11.Near-Real Time Anomaly Detection for Eddy Covariance Data: A Case Study
Irbis Gallegos
The University of Texas at El Paso
irbisg@miners.utep.edu
Eddy covariance (EC) methods are used to measure
exchange of carbon dioxide (CO2), water vapor and energy
between land and atmosphere. The amount of eddy covariance
data being collected by sensor towers at long-term ecological
research sites is increasing and the ability to evaluate the
accuracy of the data at near-real time and to check that the
instrumentation is operating correctly become critical in order
to not lose valuable time and information. This poster presents
an approach to specify and verify data properties that detect
anomalies in EC sensor data. In this context, an anomaly is a
deviation from an expected sensor data value or data behavior.

Jornada Basin Experimental Range. The selected datasets were
of interest because the measurements were taken during the EC
tower installation period and during periods of time from the
summer and winter seasons when unusual weather events, such
as unexpected snow and rain, took place. The continuouslycollected EC tower datasets were manually split into 1-hour
interval files to simulate near-real time data collection, and
were used as input to the Sensor Data Verification (SDVe)
prototype tool. SDVe uses DaProS-generated data properties to
detect anomalies in scientific sensor data at near real time, or as
soon as the data is available from the data logger in the field.

For this work, scientists used the Data Property
Specification (DaProS) prototype tool to specify, refine, and
validate data properties of interest based on existing expertknowledge, algorithms, and protocols used by EC scientific
communities. DaProS is a scientist-centered tool that assists the
user in specifying a data property through a series of guiding
questions and selections. The tool yields the appropriate
specification as well as a disciplined natural language
representation of the specification for validation purposes.

The approach in this work allowed scientists to identify
environmental variability, instrument malfunctioning, and
seasonal and diurnal variability in the EC tower datasets. The
results of the experiment also yielded insight on the practices
followed by scientists to specify data properties, identified new
data properties challenges, and proposed a method to capture
data quality control confidence levels.
Keywords: Quality control processing, Sensor Data, Data
analysis.

Datasets of EC data were extracted from the data repository
of a newly-placed EC sensor tower located at the LTER
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12.LSID versus HTTP URI: Two Approaches and E-Infrastructures for Managing
Information about Taxon Names
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The amount of biological information has increased during
the last decades. The information is hidden in museum
specimens, data bases of observations, and in literature.
Integrating data from scattered sources is hard because
different vocabularies are used. The biggest barrier for data
integration is the changing nature of scientific names, which
hinders the interoperability of information systems. A solution
is to use machine-processable identifiers for identifying
biological names.

taxonomic rank, a reference to a publication, an author and a
common name. The same relations are applied for mapping
taxon names as using LSIDs. TaxMeOn provides
functionalities for humans and machines for accessing the
ontologies that are published in the ONKI Ontology Service.
ONKI supports content indexing, concept disambiguation,
searching, and query expansion.
Cross-linking taxon names between species lists helps users
to piece together the changes of scientific names and estimate
the approximate amount of taxonomic treatments (none vs.
many). Linking taxon names at the species level is
straightforward, but at higher levels the problem is how to
reconcile differing classifications of checklists.

Two approaches are presented for managing taxon names.
The first one is a taxonomic database of the Finnish Museum of
Natural History based on Life Scinece Identifiers (LSIDs). The
scientific names of six butterfly checklists are cross-mapped
and linked taxon names form a concept to which an LSID is
given. The concept covers a currently valid name, synonyms,
and their lexical variants, and references to original
publications and the year of publication if available. A tool for
mapping taxon names between checklists is provided.

The choice of an identifier used depends on needs, but
despite the chosen identifier, the problem remains the same i.e.
how to describe taxonomic information consistently without
losing practicality. There is no significant difference whether
LSIDs or HTTP URIs are used use to identify scientific names
of checklists. However, the latter is more flexible as it allows
interlinking the data with other Linked Data datasets increasing
their interoperability.

The second approach is based on HTTP URIs and the
taxonomic metaontology TaxMeOn is presented for depicting
the information of the butterfly species lists. The metaontology is based on RDF/OWL and the key classes are: a
scientific name, a taxonomic concept, a name status, a

Keywords: scientific name, identifier, data integration, species
list, ontology
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The Controlled Vocabulary Working Group of the U.S.
LTER Information Management Committee has completed
work on a controlled vocabulary for science keywords and
organized those keywords into a polytaxonomy for use in
enhanced searching and browsing of data. The working group
also developed a set of web-service-based tools for extracting
terms, their synonyms, their narrower (child) terms, related
terms and the narrower terms of those related terms.
Additionally, to aid in the creation of metadata using the list,
the working group developed auto-complete tools for web
forms used to create metadata and tools that scan existing
metadata and suggest suitable keywords. The controlled

vocabulary incorporates over 600 keywords used at two or
more LTER sites, or used by the National Biological
Information Infrastructure Thesaurus, along with widely used
synonyms. Structuring of the keywords into a polytaxonomy
follows recommendations the NISO Z39.19 2010 standard, and
the resulting structures are stored in a web-accessible
TemaTres database (http://vocab.lternet.edu), which supports a
variety of web services and is capable of exporting the structure
in a variety of forms, including SKOS. The polytaxonomy has
been incorporated in the the LTER Data Portal so that a search
for “CO2” will automatically find datasets tagged with “carbon
dioxide” as well as those simply tagged with “CO2” and a

168

search on “disturbance” will also return datasets tagged with
common disturbances, such as floods or hurricanes. An
advanced search capability also allows the user to select the
level of enhancement applied to searches by controlling which
types of related terms will be searched. Despite its simplicity,
relative to more complex and semantically-rich structures (such
as ontologies), the polytaxonomy has proven to be effective in
increasing the reliability of searches for data on the LTER Data
Portal. However, the working group has also begun the step of

adding relationships to create a thesaurus that incorporates
peer-to-peer links as well as parent-child relationships. This
thesaurus can serve as a starting point for efforts aimed at
developing additional semantic tools. The web services
provided by TemaTres and developed by the working group
make it relatively easy to enhance searching, browsing and
keywording using a variety of interfaces.
Keywords: Keywords, Semantics, Polytaxonomy, Thesaurus

14.ESIP Federation: Using a Collaborative, Network Approach to improve Earth Science
Interoperability
Erin Robinson, Carol Meyer
Foundation for Earth Science
erinrobinson@esipfed.org, carolbmeyer@esipfed.org
A variety of connections are needed across distributed
communities in order to reach consensus on Earth science
interoperability issues surrounding data discovery, access and
quality. There is a paradigm shift currently happening away
from silo-ed, monolithic systems, toward a loosely-coupled,
networked, community-driven approach largely aimed at
fostering Earth science interoperability between data, systems,
people and organizations. The Federation of Earth Science
Information Partners (ESIP Federation) fosters connections
among a diverse community of practitioners across the Earth
sciences and along the data value chain from data providers to
application developers. Further, the ESIP Federation is
fostering the development of a neutral research community that
cuts across traditional discipline boundaries, enabling
communities to share tools, data and technology. This synergy
between cross-community collaboration, a commitment to

openness, and broad practitioner expertise allows the ESIP
Federation to play an important coordination role for the Earth
science data and technology community. Ultimately, this
coordination across sectors and communities will address
problems central to the access and use of Earth science data
and information, will allow Earth science research to be of
higher quality and done more efficiently, and will leverage the
work of the many communities contributing to Earth science
knowledge. This poster will describe the strategic goals and
activities the Federation is involved in, how we have used
semantic web tools and methods to map our community and
foster additional useful connections to further Earth science
interoperability faster and will provide an invitation for others
to leverage the ESIP collaboration space for their own Earth
science interoperability needs.
Keywords: Community, Collaboration, Interoperabilit

15.The New Face of FLUXNET: Redesigning the Web Site and Data Organization to
Enhance User Experience
Harold Shanafield1, Ranjeet Devarakonda1, Bob Cook1, Stefanie Shamblin1, Tammy Walker Beaty1, Reid Boehm2,
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The FLUXNET global network of regional flux tower
networks serves to coordinate the regional and global analysis
of eddy covariance based CO2, water vapor and energy flux
measurements taken at more than 500 sites in continuous longterm operation. The FLUXNET database presently contains
information about the location, characteristics, and data
availability of each of these sites. To facilitate the coordination
and distribution of this information, we redesigned the
underlying database and associated web site. We chose the

PostgreSQL database as a platform based on its performance,
stability and GIS extensions. PostreSQL allows us to enhance
our search and presentation capabilities, which will in turn
provide increased functionality for users seeking to understand
the FLUXNETdata. The redesigned database will also
significantly decrease the burden of managing such highly
varied data. The website is being developed using the Drupal
content management system, which provides many
community-developed modules and a robust framework for
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custom feature development. One of the features we are
developing is a KML feed of tower sites. In parallel, we are
working with the regional networks to ensure that the
information in the FLUXNET database is identical to that in
the regional networks. Going forward, we also plan to develop

an automated way to synchronize information with the regional
networks.
Keywords: FLUXNET, Drupal, Data archival, Sociology of
collaboration and data sharing

16.GCE Data Toolbox: Metadata-driven Software for Data Acquisition, Quality Control
and Synthesis
Wade Sheldon
GCE LTER
sheldon@uga.edu
The effort required to process, document, and quality
control raw data from sensors is often a limiting step in
bringing environmental data online. Similarly, the effort
required to find, download and refactor data collected by others
can prove limiting in large-scale synthesis efforts. However,
the GCE Data Toolbox (MATLAB-based software developed
at the Georgia Coastal Ecosystems LTER) has proven effective
in overcoming both of these barriers. This software can
automate processing of data collected by a wide variety of data

logger systems, from initial acquisition through quality control
and distribution of documented data sets and plots. It is equally
adept at harvesting and integrating existing data from national
monitoring programs and environmental databases (e.g. LTER
ClimDB/HydroDB, USGS NWIS, NOAA NCDC, NOAA
NERR). This poster provides a brief overview of this software,
which is freely available under an open source license.
Keywords: software, quality, control, sensors, synthesis,
MATLAB
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Grand challenge environmental science data are complex,
highly distributed, and heterogeneous, and span both time and
space. Cross-scale analytical methods are not well understood,
so visualizing natural phenomena could be used in preliminary
studies to help scientists hone intuition and sharpen testable
hypotheses, additionally facilitating communication to broad
audiences. Recently funded by the National Science
Foundation (BIO/ABI/DBI:1062572), the VISualization of
Terrestrial-Aquatic Systems (VISTAS) project, a collaboration
among The Evergreen State College, Oregon State University,
and the HJ Andrews Long Term Ecological Research (LTER)
site, aims to facilitate understanding and communication of
ecological processes through visualizations of complex,
heterogeneous data sets. Computer scientists and ecologists are
collaborating to develop software to assist in visual analytics at
scales. In addition to software development, the project will
work with social scientists to study VISTAS’ software and
visualization co-development and assess the usability of
VISTAS and its visual analytics, and to answer the critical
question: Which visualizations work, for what purposes, with
which audiences?

synthesis science. Information Managers were asked: “What
tools are you and the scientists at your site using for
visualization, map making, chart development, and other visual
outputs?” They were then asked to assess the effectiveness of
those tools. If the tools were not effective, they were asked:
“What tools and capabilities are missing?” Our preliminary
survey of open-source and “free” software and U.S.
visualization centers focused on efforts to provide 2- and 3-D
visualization.
This poster profiles currently available visualization
software (noting specific capabilities) and articulate some areas
of inquiry not currently addressed.
For further information, see http://blogs.evergreen.edu
/vistas or contact Judy Cushing, judyc@evergreen.edu. We
gratefully acknowledge 1) the work of VISTAS researchers in
contributing insights into visualizing environmental data:
Barbara Bond (HJAndrews LTER); Denise Lach, John Bolte
(Oregon
State
University);
Nik
Stevenson-Molnar
(Conservation Biology Institute), et al, and 2) the LTER
Information Managers who responded to our request for
information: John Chamblee, Inigo San Gil, Don Henshaw,
Eda Melendez, Margaret O'Brien, John Porter, Linda Powell,
Mark Servilla, Wade Sheldon, Theresa Valentine, and Kristin
Vanderbilt.

The initial phase of our research has involved a survey of
LTER Information Managers to identify and critique
visualization tools used by LTER scientists, and review of noncommercial visualization tools that integrate data sets for
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18.Web-based Visualization Tools for Remote Sensing Data
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Remote sensing data are highly useful for environmental
and terrestrial ecology research. The diversity and availability
of remote sensing data products have made them an important
data source for analyzing key science questions relating to
Earth System processes at regional, continental, and global
scales. Remote sensing data are also useful to understand
environmental characteristics (land cover, soil, vegetation) and
dynamics (vegetation phenology and productivity). Remote
sensing data products can be created, distributed, and used in
diverse projections and formats as well. However, this diversity
can hinder the usability of the data, and limit data users’
abilities to visualize, interpret and use these data sets for
science and application purposes.

visualization tools for Moderate Resolution Imaging
Spectroradiometer (MODIS) sensor data products. Web tools
and Web services provide MODIS subsets in comma-delimited
text format and in GIS compatible GeoTIFF format. Users can
download and visualize MODIS subsets for a set of pre-defined
locations or order/visualize MODIS subsets for any land
location. Web based GIS tools are also available to visualize
the MODIS subsets. The ORNL DAAC has also created a
Web-based application called Spatial Data Access Tool
(SDAT) that is based on OGC Web services standards and
allows data distribution and consumption for users not familiar
with OGC standards. SDAT also allows for users to visualize
the data set prior to download. Google Earth visualizations of
the data set are also provided through SDAT. Remote sensing
data products such as Advanced Land Observing Satellite
(ALOS) - PALSAR (Phased Array type L-band Synthetic
Aperture Radar) Synthetic Aperture Radar subsets, Landsat,
Shuttle Radar Topography Mission (SRTM) and MODIS land
cover data are also available through the SDAT visualization
tool. This poster provides description of the ORNL DAAC
visualization tools with technical details, access information,
and use case examples.

To enhance the usability of remote sensing data products,
the Oak Ridge National Laboratory (ORNL) Distributed Active
Archive Center (DAAC), a NASA-sponsored terrestrial
ecology data center, has used geospatial Web service standards
and other Web-based visualization technology to increase the
understanding, usability and availability of remote sensing data
products. Through the ORNL DAAC visualization tools remote
sensing data sets are standardized into non-proprietary file
formats and distributed through custom Web tools supporting
Open Geospatial Consortium (OGC) Web Service standards. In
particular, ORNL DAAC has developed time series and grid

Keywords: Remote Sensing, Visualization, Web Standards,
Interoperability
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Science and technology research is becoming not only more
distributed and collaborative, but more highly instrumented.
Data repositories provide a means to capture, manage, and
access the data deluge that results from these research
enterprises. We have conducted research on data practices and
participated in developing data management services for the
Center for Embedded Networked Sensing (CENS) since its
founding in 2002 as a multi-institution, multi-domain National
Science Foundation Science and Technology Center. Over the
course of eight years, our data repository strategy has shifted
dramatically in response to changing technologies, practices,
and policies. As CENS has evolved, so has the larger social and
political framework for data sharing. Now that we have
external pressure to share our data, we have more mechanisms

to establish policies and systems. Our approach to sharing data
has come full circle from building a data repository to building
a metadata repository that will enable CENS data to be
discovered. Once discovered, prospective users can obtain data
from wherever they may be located, and from whoever has the
rights and ability to release them. CENS scientific and
technological activities have evolved at Internet speed over the
course of eight years. The focus shifted from long-term, static
deployments to short-term, dynamic campaigns, and from
single-purpose sensing technologies to cell phones as mobile
sensing devices. Concurrently, the Internet has moved from
basic web services to “web 2.0” and cloud computing. Data
repository technologies and services have not evolved as
rapidly as the applications they serve. We’ve worked
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intensively to keep pace with these moving targets over the last
eight years, and the pace shows no signs of slowing. In this
poster we report on the development of several data repository
systems and on the lessons learned, which include the difficulty
of anticipating data requirements from nascent technologies,
building systems for highly diverse work practices and data

types, the need to bind together multiple single-purpose
systems, the lack of incentives to manage and share data, the
complementary nature of research and development in
understanding practices, and sustainability.
Keywords: distributed research, collaborative research, data
practices, data repositories

20.Interoperable Geospatial Data for Carbon Cycle Research
Yaxing Wei, Robert Cook, Wilfred Post, Jerry Pan, Chris Lenhardt
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Carbon cycle research is data intensive. One major barrier
is that data, especially geospatial data, involved in carbon cycle
research is usually heterogeneous, distributed across multiple
organizations, and lacking the mechanisms to be easily shared
by a broad user community.

inventory estimates, are also prepared in CF-compatible
netCDF format. The standardization process involves two
aspects: the standardization of data content and standardization
of metadata. Interpretation metadata is prepared by following
CF-1 convention and FGDC standard is used for the
representation of discovery metadata. These standardized data
are then fed into a well-designed Spatial Data Infrastructure
(SDI). Open Geospatial Consortium (OGC) standards-based
Web Coverage Service (WCS) and Web Map Service (WMS)
and OPeNDAP service are utilized to provide on-demand
visualization and access to geospatial data for carbon cycle
researchers. These data sets are also made discoverable in an
interoperable way by feeding FGDC-compatible metadata into
an OGC Catalog Service for Web (CSW) service.

In Oak Ridge National Laboratory (ORNL), the NASAsponsored Modeling and Synthesis Thematic Data Center
(MAST-DC) promotes carbon cycle research by leveraging
emerging standards to prepare standardized geospatial data that
can be discovered, accessed, understood, and used by carbon
cycle researchers and tools in an easy and interoperable way.
The MAST-DC supports North American Carbon Program
(NACP) multi-scale synthesis and terrestrial model intercomparison and evaluation activities by processing, managing,
and distributing carbon cycle model input and output data,
observational, and inventory data products. The MAST-DC
compiles a variety of environmental driver data sets, including
climate, soil, vegetation, biome classification, land use change,
and nitrogen deposition, into Climate & Forecast (CF)
convention compatible netCDF format. It also standardizes
output data from more than 20 terrestrial biospheric models
into CF-compatible netCDF format with common attributes,
including spatial/temporal resolution and extent, units, and
coordinate reference system. Related observational and
inventory data sets, including MODIS GPP/NPP and forest

It has proved that this standards-based approach increases
the interoperability of geospatial data and benefits both the
modeling teams and the researchers performing synthesis and
model evaluation activities. Additional experiments will be
carried to investigate how the data products in the MAST-DC
can interoperate with existing cyber-infrastructures involved
with carbon cycle research, including Earth System Grid (ESG)
and Data Observation Network for Earth (DataONE).
Keywords: data, synthesis, interoperable, geospatial, carbon
cycle, ogc, netcdf
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