We study a system of all-to-all weakly coupled uniformly expanding circle maps in the thermodynamic limit. The state of the system is described by a probability measure and its evolution is given by the action of a nonlinear operator, also called a self-consistent transfer operator. We prove that when the coupling is sufficiently small, the system has a unique stable state that satisfies a linear response formula when varying the coupling strength.
Introduction
A fundamental question in the theory of dynamical systems is how the statistical properties of a system change when it is subjected to perturbation. A system exhibits linear response if the invariant measure depends smoothly on the perturbation, and an expression for the derivative of the invariant measure (in the strong or in the dual sense) is called a linear response formula.
The rigorous study of linear response dates back to Ruelle who proved linear response of uniformly hyperbolic Axiom A systems [Rue97, Rue98, Rue09a] . Similar results can be proved in some non-uniformly hyperbolic [Dol04, Zha18] or nonuniformly expanding cases such as intermittent maps [BT16, Kor16, BS15] and piecewise expanding unimodal maps [BS08, BS10] . But caution is required, as examples for the lack of linear response are also well known [Bal07, BBS15, BKL17, ABLP19] (see [Bal14] for a more comprehensive collection of references). In addition to theoretical works, linear response theory is successfully applied in geophysics, in particular climate science [LBH + 14, Maj12] .
In this paper we rigorously prove a linear response formula for all-to-all weakly coupled uniformly expanding maps in the thermodynamic limit. To the best of our knowledge, there are few results on linear response of coupled map systems. The smooth dependence of the SRB measure and the linear response formula for coupled map lattices was studied by Jiang and de la Llave [JdlL06, JL99] . Wormell and Gottwald [WG18, WG19] recently showcased numerical examples and some rigorous arguments for all-to-all coupled maps with mean-field interaction showing that it is possible for a high dimensional compound system to exhibit linear response, even if its units do not.
where the convergence is weak and follows from the continuity of the push forwards (which only requires the continuity of f and Φ ε,µ ). The evolution of the probability measure is therefore given by a transfer operator that depends on the probability measure itself. This nonlinear application is called a self-consistent transfer operator.
Fernandez [Fer14] studied in the finite setting the case of h(x, y) = g(x − y) with g : R → R a specific discontinuous, but piecewise affine function. Studying the thermodynamic limit of his setup, Bálint and Sélley [SB16] first showed that when f (x) = 2x mod 1 and for small values of ε > 0, the constant one function is the only smooth fixed density. In [BKST18] , the authors considered a general uniformly expanding smooth circle map f , and showed that the invariant density is unique and a Lipschitz continuous function of the coupling strength, with higher regularity being obstructed by the discontinuity of the function h.
In this paper we present an approach based on convex cones of functions to study self-consistent operators for general uniformly expanding f and h, satisfying certain smoothness conditions. We show that in the weak coupling regime (ε small), the self-consistent operator has a unique fixed smooth density that depends in a differentiable way on the coupling strength. Furthermore, we compute a linear response formula for the density.
We believe that assuming stronger smoothness conditions on h and f , higher smoothness of the invariant density in terms of the coupling could be also achieved and a quadratic response formula could be deduced, reminiscent of the one formulas obtained in [GS19] . Another, more difficult, open question is whether one could apply ideas similar to the one in this paper to treat the case where h is not smooth. This would require the definition of some suitable Banach spaces and cones where to restrict the action of the operators that would play an analogous role to the spaces and cones of smooth functions that we consider here.
Setup
Uncoupled Dynamics Let f ∈ C k (S 1 , S 1 ), with k > 1 to be specified later, be a uniformly expanding circle map, i.e. there exists an ω > 1 such that |f ′ (x)| > ω for all x ∈ S 1 , and call P its transfer operator.
Mean-Field Coupling
, with k > 1 to be specified later, of degree zero in the first coordinate, and ψ ∈ C k (S 1 ,
We assume that ε 0 > 0 is sufficiently small so that Φ t,ψ is a diffeomorphism, and we call Q t,ψ its transfer operator. The evolution of the density of states ψ under the mean-field coupling is then given by the nonlinear application Q t defined as Q t (ψ) := Q t,ψ ψ. In the following we use the short-hand notation A ψ (x) = S 1 h(x, y)ψ(y)dy, so we write Φ t,ψ (x) = x + tA ψ (x) and
(2)
Self-Consistent Transfer Operator Define F t,ψ := f • Φ t,ψ , and let L t,ψ := P Q t,ψ be its transfer operator. Given t ∈ [−ε 0 , ε 0 ], define the self-consistent transfer operator L t :
which describes the evolution of the all-to-all coupled system in the thermodynamic limit.
By continuity, f is an N -fold covering map of S 1 for some N ∈ N. We make a technical assumption on f ensuring that the expansion is large enough and the distortion is small enough, more precisely
Note that for example the map f (x) = kx mod 1 (where k is an integer) and moderate perturbations satisfy this condition. We remark that we could exclude this condition by working with higher iterates of the self-consistent transfer operator. However, this would complicate the calculations a great deal and we will assume (4) for the sake of clarity of the presentation. From now on, K will denote an unspecified positive number that depends on h and bounds of its derivatives only.
Summary of the results and outline of the paper
The first main result of this paper claims that for t sufficiently small, the system has a unique equilibrium density ρ(t), and any sufficiently smooth initial state will evolve towards ρ(t).
Theorem 1.1. Assume f ∈ C 2 and h ∈ C 2 . Then, there is ε 0 > 0 sufficiently small such that for any t ∈ [−ε 0 , ε 0 ], L t has a unique fixed probability density ρ(t) ∈ Lip(S 1 , R + ) and for any ϕ ∈ Lip(S 1 , R),
The second main result claims that taking f and h sufficiently smooth, the dependence of ρ(t) on t is C 1 in a strong sense.
Theorem 1.2. Assume f ∈ C 5 and h ∈ C 5 . Then
(iii) there is an ε 3 > 0 such that the following linear response formula holds for |t| < ε 3 :
where Pt = P Qt ,ρ(t) and the operator Kt is given by (6).
Remark 1.1. Both theorems depend intimately on the fact that when the coupling strength is sufficiently weak, the operators satisfy uniform Lasota-Yorke type inequalities implying uniform spectral properties. However, standard perturbation theory arguments are insufficient to obtain the results above due to the nonlinear character of the operators L t . Getting around the nonlinearity of the operators is where the main novelty of our approach lies.
We break down the proof of the above theorems into several propositions listed below and proved in the following sections.
In Section 2 we study existence, uniqueness and regularity of the fixed point for the self-consistent transfer operator L t (3). To this end, we consider the cone of log-Lipschitz functions
where |x − y| denotes the Euclidean distance between x and y on the unit circle, and show that for large enough a, L t keeps V a invariant. Most importantly, we can also show that L t is a contraction with respect to the Hilbert metric θ a (see (7) below) on V a .
Remark 1.2. Cones of functions and the Hilbert metric are common tools to prove uniqueness of the invariant density for some linear transfer operators [Liv95] . The standard approach uses the fact that a linear operator mapping a cone with finite diameter strictly inside itself is a contraction in the Hilbert metric. Unlike the standard case, L t is a nonlinear operator, and one has to prove explicitly that L t is a contraction.
Proposition 1.1. For any a > 0 there is ε 0 > 0 sufficiently small such that for t ∈ [−ε 0 , ε 0 ], L t keeps V a invariant. Furthermore, there is a > 0, and ε 0 > 0 small such that L t is a contraction on (V a , θ a ) for any t ∈ [−ε 0 , ε 0 ].
The proof of Theorem 1.1 then follows by standard arguments showing that under repeated application of L t , all the elements in the cone V a converge exponentially fast to the fixed point ρ(t) (in the C 0 norm).
To show that when f and h are C 5 , then ρ(t) is C 3 , for C = (C 1 , C 2 , C 3 , C 4 ) ∈ (R + ) 4 , we define the set
of densities with controlled derivatives up to the fourth ( · denotes the supremum norm), and we show that
The existence of a fixed point in C 3 is then implied by the fact that L t is continuous (Proposition 2.3 below), C C is relatively compact in C 3 , and Schauder fixed-point theorem. Since C C ⊂ V a for a sufficiently large, V a contains the fixed points whose existence was argued above, and this will prove point (i) of Theorem 1.2.
In Section 3 we show that, when f and h are C 5 , the curve of fixed points
Remark 1.3. Usually, the strong differentiability and higher regularity of the invariant densities of a one-parameter family of maps {f t } t , follows from the spectral properties of the maps and the smoothness of t → f t [Bal14] . Here, since the oneparameter family depends on the fixed density itself, i.e. ρ(t) is the fixed density of f t = F t,ρ(t) (self-consistent relation), the usual arguments do not apply since there is no a priori knowledge of the regularity of t → f t that has to be established first. This is achieved by showing that the set of curveŝ
is invariant for suitably chosen K 1 and K 2 greater than zero under the mapping
naturally defined by the family of operators on a curve.
Then there is ε 2 > 0 sufficiently small and K 1 , K 2 > 0 such that
. This proves point (ii) of Theorem 1.2.
In Section 4, we prove point (iii) of Theorem 1.2 by calculating a linear response formula. To ease the notation, we denote P t := L t,ρ(t) .
More generally, for anyt ∈ (−ε 3 , ε 3 )
where Pt = P Qt ρ(t) and
The formula in (5) is reminiscent of the one obtained in [Bal14, Theorem 2.2] for perturbations of expanding circle maps. This is not surprising, since for t approaching 0 the operator is very close to linear. At the end of the paper, Appendix A gathers some elementary formulae used throughout our calculations.
Acknowledgements. 
Invariant Densities for the Self-Consistent Transfer Operators
We now show using an invariant cone argument and the Hilbert metric, that the fixed point found above is unique. We remind the reader of our defintion
and of the Hilbert metric
It is a known important fact that P is a contraction with respect to this metric (see e.g. [Liv95] [Via97] ). In the following we show that for suitable values of t and a > 0, also L t is a contraction. The lemmas below gathers a few useful inequalities.
Lemma 2.1. There is ε 0 > 0 sufficiently small such that for every a > 0, every t ∈ (−ε 0 , ε 0 ), and ϕ, ψ ∈ V a with ϕ = ψ = 1,
By the mean value theorem, for any x
Since min |Φ ′ t,ϕ | ≥ 1 + K|t|, for any ϕ, (8) follows.
Lemma 2.2. There is ε 0 > 0 sufficiently small such that for every a 0 > 0, and a < a 0 there is K a > 0 such that for every t ∈ (−ε 0 , ε 0 ) and ϕ, ψ ∈ V a with ϕ = ψ = 1, the following holds:
Proof. The proof of (9) follows along the same lines of the proof of Lemma 2.1 after noticing that
since ψ ∈ V a and having integral equal to one, max ψ ≤ e a 2 . To prove (10), notice that for t sufficiently small
Then the inequality is implied by
where the last inequality follows from the fact that ϕ/ψ is lower bounded by e −a .
Analogous conclusion holds if max
We are now ready to prove Proposition 1.1.
Proof of Proposition 1.1. First of all, we show that there is K such that Q t V a ⊂ V a+K|t| for t sufficiently small and a > 0. In fact, we show more. Pick t such that
where the bound on the first factor follows from ϕ ∈ V a and (10), while that on the second factor follows from the smoothness of h (in particular K depends on the bounds on the derivatives of h). Analogously, it is easy to check (by noticing that
Therefore, there are ε 0 > 0 sufficiently small and a 0 sufficiently large such that for any a > a 0 , for a 1 , a 2 satisfying a · ω 1 − max |f ′′ |
We claim that L t : V a → V a is a contraction with respect to θ a . To prove this, we will first show that
, and picking |t| sufficiently small, equation (12) implies that L t is also a contraction. To prove (12), notice that by the triangle inequality
For the first term, notice that the operator Q t,ψ is linear and maps the cone V a to V a 1 . V a 1 is strictly inside the cone V a 2 . Since Q t,ψ (V a ) is strictly contained in V a 2 and its diameter in (V a 2 , θ a 2 ) is finite [Via97] , the mapping Q t,ψ : (V a , θ a ) → (V a 2 , θ a 2 ) is a contraction [Via97] . Therefore,
The following computations give a bound for the second term θ a 2 (Q t,ϕ ψ, Q t,ψ ψ). For the first term in the definition of α:
The bound on the first two factors follows from ψ ∈ V a , (1 + tA • ) ∈ V K|t| (again K depends on bounds on h and its derivatives), and from inequality (9) that give
For the third factor
Putting all the estimates together and using (11) one obtains
For the second term in the definition of α
where (14) follows from (9), and (16) follows from the fact that the denominator in is bounded since ϕ (1+tAϕ) • Φ −1 t,ψ belongs to V a 1 with a 1 < a 2 . The factor B can be bounded in a similar way:
Putting together all the previous estimates one obtains
We are now ready to conclude the proof of Theorem 1.1
Proof of Theorem 1.1. The existence of a fixed point in Lip(S 1 , R + ), and convergence of L n t ϕ to ρ(t) in the C 0 norm follows by standard arguments that can be found worked out for example in [Via97] .
From now on let's assume that f and h are C 5 , and prove point (i) of Theorem 1.2, i.e. we show that in this case ρ(t) ∈ C 3 (S 1 , R + ). Recall that · denotes the supremum norm on C 0 (S 1 , R), and
Proof of Proposition 1.2. We first state some bounds on the derivatives of the dynamics F t,ϕ which will be used later in our calculations. Since
we have
where K is a generic constant depending on h and K is a constant depending on f ′′′ , f ′′ and f ′ . We now choose the constants C i , i = 1, . . . , 4, starting with the choice of C 1 . We denote the inverse branches of F t,ϕ by F −1 t,ϕ,i , i = 1, . . . , N .
by the bounds (17)-(18). Since ϕ is continuous and has unit integral, we have ϕ ≤ 1 + ϕ ′ giving us
By the assumption (4) on f , we can choose t small enough such that σ 1 < 1. Choose
and then ϕ ′ ≤ C 1 implies (L t ϕ) ′ ≤ C 1 . We move on to the choice of C 2 .
For sufficiently small t we have σ 2 < 1 by assumption (4) and by (17)-(19) R
(1) 2 , R
(2) 2 are bounded uniformly in ϕ and in t if t is in some fixed neighborhood of zero, so choosing R
(1)
will be sufficient. Similar calculations can be done for the third and fourth derivative. We can conclude that
where σ 3 , σ 4 < 1 for sufficiently small t and R (j) i only depend on the derivatives of f and h and on t (such that they are bounded uniformly in t if t is in some fixed neighborhood of zero). Choosing
will be sufficient for our purposes.
Lemma 2.3. If f and h are C 5 , then for 1 ≤ k ≤ 4, Q t : C C → C C is continuous with respect to the C k distance.
Proof. Fix k ∈ {1, 2, 3, 4}. For any ϕ, ψ ∈ C k (S 1 , R), using expression (2) for Q t one obtains
For t sufficiently, small 1 1+tA ′ ϕ and Φ −1 t,ϕ belong to C k . It then follows from standard computations carried out in the Appendix (see (37)-(41), (42)-(46), and (47)-(51)), that there is K such that
To bound the second term, notice that
Once again, with standard computations, one finds that when t is sufficiently small
Since for t sufficiently small ψ 1+tA ′ ψ ∈ C k and C C ⊂ V a for some a > 0 sufficiently large, it follows from standard computations (see (42)-(46) in the appendix) and (8)
By triangle inequality one can bound Q t ϕ − Q t ψ C k and the thesis follows.
We can finally prove that ρ(t) is C 3 .
Proof of Theorem 1.2 Point (i). C C ⊂ C 4 (S 1 , R) is convex and relatively compact in C 3 (S 1 , R). From Proposition 1.2, Proposition 2.3 and Schauder fixed point theorem, it follows that L t has a fixed density in C 3 (S 1 , R). By Theorem 1.1 this density must be the unique Lipschitz density ρ(t).
Smooth Dependence of the Invariant Densities on the Coupling Strength
The relation t → ρ(t) defines a curve of fixed densities for the self-consistent transfer operators varying the parameter t.
dt 2 γ(t) C 2 <K 2 and the operator L (Lγ)(t) = L t (γ(t)) for all t ∈ [−ε 2 , ε 2 ] for γ ∈Ĉ ε 2 ,K 1 ,K 2 . The strategy consists of (i) showing that there are ε 2 , K 1 , and K 2 such that L keepsĈ ε 2 ,K 1 ,K 2 invariant, and (ii) using Proposition 1.1 to show that this implies that t → ρ(t) is C 1 .
Proof of Proposition 1.3. Let us start by noticing that the implicit function theorem implies that the function g : [−ε 0 , ε 0 ] × S 1 → S 1 , defined as g(t, y) := (Φ t,ϕ ) −1 (y), is differentiable and C 5 . Furthermore, its C 5 norm can be uniformly bounded with respect to ϕ ‡ . Pick γ ∈Ĉ ε 2 ,K 1 ,K 2 .
(22) ‡ This is a consequence of the fact that the function to which we apply the implicit function theorem, F (t, y, x) = Φt,ϕ(x) − y, has C 5 norm uniformly bounded varying ϕ.
For the first term in the RHS of (22)
Therefore, putting ϕ = γ(t) and recalling that γ(t) ∈ C C , for t sufficiently small all the functions above have bounded norm in C 3 (S 1 , R), and therefore there is a constant K such that
The second term in the RHS of (22) equals
giving
For the first term of the sum, one can argue in a way similar to the proof of Proposition 1.2 and obtain a Lasota-Yorke inequality
with σ < 1 and K > 0. To see this, notice that in the referenced calculations we use bounds uniform in the density for the derivatives of the dynamics, only exploiting its unit integral. Furthermore, since d dt γ(t) = 0, the bound ϕ ≤ 1 + ϕ ′ simplifies to d dt γ(t) ≤ ( d dt γ(t)) ′ . The regularity assumptions allow to deduce that the C 3 norm of the other terms is uniformly bounded. With computations similar to those in the proof of Proposition 1.2, one can deduce there are σ < 1 and K > 0 such that Ξ C 3 ≤ σ d dt γ C 3 +K. Putting this estimate together with the one in (24) we get
We conclude that there is a K 1 sufficiently large such that if d dt γ(t) C 3 < K 1 for all t values sufficiently small, d dt (Lγ)(t) C 3 ≤ K 1 . Now, assuming that d dt γ C 3 < K 1 , we carry out similar computations in order to bound d 2 dt 2 (Lγ)(t) C 2 .
The first term corresponds to the derivative with respect to t of (23) when ϕ = γ(t), which in turn is a combination of the functions
With the given regularity hypotheses all the t derivatives of the above terms are C in the variable x. In particular, for the first term notice that the assumed regularity of all the terms implies
.
We conclude that there exists a K > 0 such that d dt d ds L s s=t γ(t) C 2 < K. As for d dt Ξ(t), consider the decomposition of Ξ(t) given by (25)-(26). The deriv-
The first term in the sum on the RHS can be treated with computations similar to those leading to (23), and equals P lim
which can be verified to have uniformly bounded C 2 norm. The second term can be expressed as
and noticing that
have uniformly bounded C 2 norm, it follows from straightforward computations that the whole of (28) has bounded norm. § For the third term we can find a Lasota-Yorke type of inequality with a similar argument that leads to (27):
For what concerns the derivative of (26), it involves the same terms listed above. Most of the factors appearing have been previously treated apart from d ds
For the first one is easy to see that all the derivatives in t of 1 + tA ′ γ(s) have bounded C 2 norm in x. For the second one, it follows from previous computations that Q t,γ(t) γ(t) is at least C 1 ((−ε 2 , ε 2 ), S 1 ) and this implies
can be shown to have uniformly bounded C 3 norm in the variable x with the same computations used to control (22), and therefore ∂ x
so we can find K 2 sufficiently large so that d dt γ(t) C 3 < K 1 , with K 1 as above, and
implying that
and by (29)
Notice that this lemma implies that
where Kt is given by (6).
Proof of Proposition 1.4. Recall that P t is the transfer operator of f • Φ t,ρ(t) which is an at least C 3 transformation of S 1 . Furthermore, there is K > 0 such that |Φ ′ t,ρ(t) | > 1 − Kt and thus f • Φ t,ρ(t) is uniformly expanding for any t with |t| < ε for some sufficiently small ε. Standard results on uniformly expanding maps (see [BG12] ) imply that P t has a spectral gap in C 2 (S 1 , R). In particular, 1 is an isolated and simple eigenvalue and Rρ(t) is the corresponding eigenspace. Because of the uniform Lasota-Yorke type inequalities (20)-(21), a uniform bound can be given on the spectral gap of all P t such that t is small enough. This implies that we can find a positively oriented curve γ on the complex plane around 1 such that no other element of the spectrum of any P t is contained inside of it, and the projection formula
for any ϕ ∈ C 2 such that S 1 ϕ = 1. One can prove this using the decomposition of L t,ρ(t) as stated in [BG12, Theorem 7.1.1] (exploiting the fact that F t,ρ(t) is C 2 and uniformly expanding which properties by [KS69] imply that F t,ρ(t) mixing) and a residue computation. For z ∈ γ we have
where we view (z −P t ) −1 as an operator acting on C 2 (S 1 , R), (Pt −P t ) as an operator from C 2 (S 1 , R) to C 1 (S 1 , R) and (z − Pt) −1 as acting on C 1 (S 1 , R).
Letting t →t in (31) by Lemma 4.1 we have that
Substituting ϕ = ρ(t) in (30) and differentiating both sides we get
where the last step is a residue computation. Thus we can write
(1 − Pt +tP Kt)∂ t ρ(t)| t=t = −P Kt(ρ(t)).
It is a well-known fact that invertible operators form an open set in the space of bounded linear operators between normed spaces. More precisely, if an operator T is invertible, then any operator S such that T − S ≤ T −1 −1 is also invertible. Since 1−Pt is invertible as an operator from C 2 (S 1 , R) to C 1 (S 1 , R), the invertibility of 1 − Pt +tP Kt follows if we are able to chooset so small that t P Kt C 2 →C 1 ≤ (1 − Pt) −1 −1
For this it suffices to show that t → P K t C 2 →C 1 (1 − P t ) −1 C 2 →C 1 is uniformly bounded in a small interval around zero. The norm (1 − P t ) −1 C 2 →C 1 is finite for all sufficiently small t (because of the above mentioned spectral gap), so it can be uniformly bounded in an interval [−ε 2 , ε 2 ]. As for K t , we can compute that and a similar formula for sup x∈S 1 |(K t ϕ) ′ (x)| depending smoothly on ρ, ρ ′ , ρ ′′ and t. Since (t, x) → ρ(t)(x) is C 2 , K t C 2 →C 1 is uniformly bounded for t ∈ [−ε 2 , ε 2 ].
Thus we can choose ε 3 further decreasing ε 2 such that 1 − Pt +tP Kt is invertible for t ∈ [−ε 3 , ε 3 ] and
