Among the many kinds of networking technologies, the wireless ad hoc network is an important one for creating high-performance ubiquitous computing systems. The availability of a wireless ad hoc network (WANET) depends highly upon the level of node reliability. System-level fault diagnosis has long been a subject for the purpose of maintaining system reliability. This paper addresses the comparison-based approach to fault detection, and accordingly, we developed a localized algorithm for detecting faulty nodes in strongly one-step t-diagnosable WANETs. The contributions of this paper are highlighted as follows: (i) A localized fault detection algorithm is proposed for strongly one-step t-diagnosable WANETs under the comparison model, (ii) the proposed algorithm is formally proved, and it incurs only linear time complexity, which is relatively efficient compared to some others in literature, and (iii) some examples are presented for clarifying how to accomplish the comparison-based fault detection process.
capacity of a WANET. Third, it has the scalability property, such that it could be used in a large deployment. Due to the undecided number of nodes even during a short duration, the main difficulties are mobility property and reasons for node failure. The reasons for node failures are caused by some nodes with low battery situations, selfish behavior, or suffering from being compromised as well as attacked events, etc. Therefore, the WANET for any topology is needed to possess strong requirements, which must be able to exploit the high-level reliability linking with scalability and fault tolerance without compromising. In addition, many related issues have been addressed. For example, Kumar et al. [16] and Subramaniyan et al. [27] studied selfish node detection in a MANET; Renugadevi and Mala [24] proposed an improved group key agreement for MANETs. Hence, the maintaining connectivity in the face of node failures or so-called unit failures is a main concern in this paper.
The availability of a WANET depends greatly upon the node reliability, and the system-level fault detection approaches to achieve high system availability. Preparata, Metze, and Chien [23] formalized the notion of fault diagnosis and studied under what condition can a system be one-step t-fault diagnosable. Then, they further proposed a fault-tolerance metric, called the one-step diagnosability, to evaluate the degree of a system's fault-tolerance capability. According to their formal definition [23] , a WANET of n nodes is one-step t-fault diagnosable if all faulty nodes within the WANET can be identified without replacement provided the number of faulty nodes present does not exceed t. Among the various models of fault diagnosis [4, 21, 23 ], Maeng and Malek [21] proposed one classic approach in a comparison-based strategy, as known as the comparison model. Their approach makes an assumption that any node w is capable of playing the role of a "comparator" in differentiating between responses from two of its neighbors, u and v. The comparison result is 0 if w finds no difference between the returned responses from u, v; otherwise, the comparison result is 1. However, w may be either faulty or normal so that the set of comparison results is not absolutely reliable. Thus, both theoretical and algorithmic issues related to comparison-based fault diagnosis/detection have received the attention of many researchers [6, 8, 12-15, 18, 19, 29, 32] .
The one-step diagnosability [23] is a reasonable metric for evaluating a network's fault-tolerance capability, but it cannot exceed the network's minimum degree. However, for a number of well-known instances of network topologies with one-step diagnosability being τ , their onestep diagnosability cannot be further increased only when some node happens to have exactly τ faulty neighbors and no normal neighbor. Motivated by such an observation, Lai et al. [20] first proposed the concept of strongly tdiagnosable systems/networks, in which each of any set of no more than t + 1 faulty nodes can be correctly distinguished if every node has at least one normal neighbor. The aim of the localized fault detection is to identify the status of any given node in a WANET, which is classified as either "normal" or "faulty. " In this paper, we develop a localized fault detection algorithm under the comparison model for ease of handling scalability and mobility management in a strongly t-diagnosable WANET.
The remainder of this paper is structured as follows: We introduce in advance useful graph-theory terminology about formalizing the process of comparison-based fault diagnosis in Section 2. The localized fault identification algorithm and its mathematical proof are detailed in Section 3. Examples and applications are presented in Section 4. Our concluding remarks are drawn in Section 5.
Preliminaries
A WANET is composed of mobile nodes that can communicate directly and bi-directionally with the others via wireless communication if they are in the allowable communication range [3] . Every node is also responsible for forwarding data packets from the other nodes. Therefore, any two individual nodes that are outside their allowable communication range can still communicate indirectly with each other if at least one path, an ordered sequence of communication links, connects them. On this background, a simple, loopless, and undirected graph is an adequate model of a WANET's network topology. To formalize the process of comparison-based fault diagnosis in a WANET, we have to define some graph-theory notations in advance. The standard terminology of graph theory is also referred to in [5] .
An undirected graph G is composed of a vertex set V (G), which stands for mobile nodes in a WANET, coupled with an edge set E(G), which symbolizes communication links between nodes in a WANET. Here, we use {x, y} to denote an edge linking adjacent vertices x and y. Two adjacent vertices are neighbors of each other, denoted by Nhd G (v) to the set of all neighbors of a vertex v. Then, the degree of v is equal to |Nhd G (v)|, which is denoted by deg G (v) . In this paper, we make the following assumption for a given WANET: every node has the same communication range; that is, each node communicates with others within a unitary circle. Under this assumption, the network topology of a WANET is further simplified as a unit disk graph, which corresponds to a collection of unit disks in 2D or 3D space -circle/spheres of radius 1. Each vertex in a unit disk graph is associated with the center of an individual unit disk. In a unit disk graph, an edge links two vertices v 1 and v 2 if and only if the two disks associated with v 1 and v 2 cover both v 1 and v 2 .
The comparison-based fault detection
For any node in a WANET, its actual status may be either normal or faulty. The fault detection is approached by comparing data generated from two nodes that have overlapped active areas. Our fault detection scheme is on the basis of the comparison model [21] . In this model, each unit w that has at least two neighbors u, v is able to play the role of comparator in differentiating between data transmitted by u and v: w sends an identical test request to u, v and then compares it with the received responses between u and v. The comparison result γ ({u, v} w ) is set to be 0 if w finds no difference between the returned responses from u and v; otherwise, γ ({u, v} w ) is set to be 1. When γ ({u, v} w ) = 0, it also means that w agrees that both u and v are normal nodes. Because w may be either faulty or normal, the comparison model makes the following two assumptions: Fig. 1 ):
where both u and v are neighbors of w, and 
Strongly one-step t-diagnosable systems
Lai et al. [20] defined the concept of strongly one-step t-diagnosable network systems for investigating potential limitations in the one-step diagnosability. The standard definition of strongly one-step t-diagnosable graphs is presented in Definition 1.
Definition 1 [20]
A graph G is strongly one-step tdiagnosable if it satisfies either condition (1) or (2): For any two fault sets X 1 , X 2 in G, subject to |X 1 | ≤ t + 1 and
1. X 1 and X 2 are distinguishable; 2. X 1 and X 2 are indistinguishable, but there exists an individual vertex x in G such that
Definition 1 implies that two arbitrary fault sets X 1 and X 2 , both of which contain at most t + 1 elements, are indistinguishable in a strongly one-step t-diagnosable WANET only when X 1 and X 2 happen to cover all neighbors of some individual node. This special case incurs one potential limitation of the one-step diagnosability. In the remainder of this paper, a set F is a restrictive fault
Definition 2 is an extension to the original notion of onestep t-fault diagnosable systems for meeting the nature of restrictive fault sets.
Definition 2 A graph G is restrictively one-step tdiagnosable under the comparison model if every two different restrictive fault sets F 1 and F 2 in G, both of which contain at most t elements, are distinguishable.

The localized fault detection algorithm
Given a WANET with underlying topology G and any one of its node o, the localized fault identification aims to determine the actual status of o. Kung and Chen [17] first formalized the concept behind the localized fault identification under the PMC diagnostic model. The following definition extends it to the comparison model. Proof Suppose that G is one-step t-fault diagnosable under the comparison model. If there is some vertex x not one-step t-identifiable in G, then G contains a pair of indistinguishable fault sets F 1 , F 2 , both of which have at most t elements so that x is in F 1 F 2 according to Definition 3. Obviously, G is not one-step t-fault diagnosable, which is an trivial contradiction against the assumption.
Definition 3 For any positive integer t, a node o is onestep t-identifiable under the comparison model if every two
On the other hand, suppose that all vertices of G are one-step t-identifiable under the comparison model. If G is not one-step t-fault diagnosable, then G contains an indistinguishable pair F 1 , F 2 of two fault sets that satisfy |F 1 | ≤ t and |F 2 | ≤ t. Since F 1 = F 2 , the set F 1 F 2 is not empty; i.e., it has at least one vertex, say y. Therefore, it follows from Definition 3 that y is not one-step t-identifiable under the comparison model, which is a contradiction against the assumption.
By the argument of contradiction, the proof is completed.
The next theorem is an extension to the original concept behind Theorem 1 for meeting the condition on restrictive fault sets.
Theorem 2 Under the comparison model, a graph G is restrictively one-step t-diagnosable if and only if all vertices in G are restrictively one-step t-identifiable.
Proof Suppose that G is restrictively one-step tdiagnosable under the comparison model. If there is some vertex x in G not restrictively one-step t-identifiable, then G contains a pair of indistinguishable fault sets F 1 , F 2 , both of which have at most t elements so that x is in F 1 F 2 , in accordance with Definition 3. Hence, it follows from Definition 2 that G is not restrictively one-step t-diagnosable, which is an obvious contradiction against the assumption.
On the other hand, suppose that all vertices of G are restrictively one-step t-identifiable. If G is not restrictively one-step t-diagnosable, then G contains an indistinguishable pair F 1 , F 2 of two restrictive fault sets that satisfy |F 1 | ≤ t and |F 2 | ≤ t in accordance with Definition 2. Since F 1 = F 2 , the set F 1 F 2 is not empty; i.e., it has at least one vertex, say v. Consequently, it follows from Definition 3 that v cannot be restrictively one-step t-identifiable, which is a straightforward contradiction against the assumption.
By the argument of contradiction, the proof of this theorem is completed.
, which is a subgraph of G defined below:
Algorithm 1: FD(ES (4)
G (o))
Input: ES (4)
G (o).
Output: The status of node o, which is 0 (respectively, 1) if o is normal (respectively, faulty). Fig. 3, whereas A branching star architecture with root o is denoted by BS G (o), which is a subgraph of G defined below:
Example 1 Suppose that the faulty nodes are distributed as those black nodes shown in
See Fig. 2c for illustration. To prove the next theorem, we need an additional term -vertex cover, which can be referred to in [5] . Fig. 5d . Again, it follows from Lemma 1 that F 1 and F 2 constitute a pair of distinguishable restrictive fault sets.
Theorem 4 Suppose that deg G (o) ≥ 2. Under the comparison model, o is restrictively one-step (deg G (o) + 1)-identifiable if there exists a branching star architecture with root o in G.
Fig. 4 A scenario that the algorithm FD(ES (4)
Case II: r ≤ t − 2. Referring to the definition given in [5] , a component in G is the maximal connected subgraph of G. Let C o be the component of
It is straightforward to see that the cardinality of any vertex cover
Comparing this number with the value of
Hence, we get a fact that S has two nodes x, y that are adjacent and reside outside F 1 F 2 . So, both x and y are not in F because C o is a component of BS G (o) \ F). Accordingly, there exists a path in C o connecting edge {x, y} and node o through F 1 or F 2 (see Fig. 5e, f) . Again, it follows from Lemma 1 that In summary, o is restrictively one-step (t + 1)-identifiable by Definition 3, and the proof is completed.
On the basis of branching star architectures, we develop a localized fault diagnosis algorithm CFD (Algorithm 2) that can detect restrictive faults under the comparison model.
Theorem 5 Let BS G (o) denote a branching star with root o. Suppose that o is linked to a normal neighbor. Then, the proposed method CFD(BS G (o)) (Algorithm 2) returns a correct status of the root o if BS G (o) contains at most deg G (o) + 1 faulty vertices.
Proof The proof proceeds using arguments of contradiction. Let t = deg G (o) . Suppose that BS G (o) contains at most t + 1 faulty vertices and F denote the set of all faulty vertices.
If = 0 for all k ∈ {1, 2, . . . , t} and p ∈ {1, 2}. For the sake of convenience, let n[ * ]
On the contrary, we assume that o is faulty.
. . , t} and p ∈ {1, 2}, then all of o k , o k 1,p , and o k 2,p are faulty. Thus, we derive the following inequality:
which is a contradiction against the assumption of |F| ≤ t + 1. As a result, the status of o is normal.
We further make an assumption that the status of o t is normal. Obviously, the number of faulty nodes in
is faulty. Thus, we can deduce that t + 1 ≥ |F| ≥ (t − 1) + 2 = t + 1, and the status of o must be normal.
Case 2:
. . , t} and p ∈ {1, 2}, then both o k 1,p and o k 2,p are faulty. Thus, we get a contradiction as follows:
Algorithm 2: CFD(BS G (o))
Input: BS G (o).
Output: The status of node o, which is 0 (respectively, 1) if o is normal (respectively, faulty). 0) . We make the following assumption: (o) ) is analyzed below. We make an assumption that a comparator takes constant time differentiating responses from any two of its neighbors. Then, the time complexity of CFD( G (o) ). We can apply this algorithm to every node in a WANET one after another. Let denote the maximum degree of a WANET with underlying topology G. In general, the total time for identifying all nodes is O(N ), where N is the amount of nodes. In literature, Sengupta and Dahbura [25] first presented a diagnosis algorithm whose time complexity is O(N 5 ). Later, Yang and Tang [30] addressed a more efficient fault identification under the comparison model and developed an O(N 3 δ) algorithm with respect to N-node networks, where δ is the minimum node degree. Compared with these previous results, our approach contributes a significant improvement.
Applications
This section presents some examples to show how CFD(BS G (o)) (Algorithm 2) does accomplish the fault detection. In the first example, suppose that Fig. 6b . According to the decision flow of FD(ES (4) 
In the second example, suppose that In the third example, suppose that The proposed algorithm is also capable of identifying faults in some static network structures including two of the most popular ones, hypercubes and star-graph networks. These two networks have been approved for their promising topological properties. To apply the proposed algorithm, it suffices to show that branching star architectures can be embedded into them.
Lai [19] developed an O(n)-time procedure for creating 4-extending stars within an n-dimensional bijective connection graph BC n , n ≥ 5. One important instance of BC n is surely the n-dimensional hypercube Q n [10] . Below, we show how to build branching star architectures in the hypercube: A unique n-bit binary string is assigned to each node of Q n . An edge links two nodes in Q n if and only if they differ at one and only one position. When two nodes differ at ith bit with i ∈ {1, 2, . . . , n}, the edge linking these two nodes is called an (i)-edge. Figure 8 is a systematic framework to obtain branching star architectures in Q n .
For n ≥ 3, SG n stands for the star-graph network that has the set of all permutations over {1, 2, . . . , n} to form its vertex set [1] . In SG n , each vertex is labeled by an individual permutation x 1 x 2 . . . an instance of branching star architecture in SG n for any n ≥ 5.
Conclusions
Among various networking technologies, the WANET is critical for creating high-performance ubiquitous computing systems. A WANET is a kind of wireless network in which some nodes are self-organized in a wireless local area network. Node mobility is the most important property for WANETs. According to Grossglauser and Tse [11] , mobility can increase the capacity of a WANET. Due to the undecided number of nodes even during a short duration, main difficulties of maintaining a WANET result from the properties of node mobility and frequent node failure. In this paper, a comparison-based approach to system-level fault detection is addressed, and accordingly, we developed a localized fault detection algorithm for WANETs. The contributions are highlighted as follows: 
