We study the loss surface of a fully connected neural network with ReLU non-linearities, regularized with weight decay. We start by expressing the output of the network as a matrix determinant, which allows us to establish that the loss function is piecewise strongly convex on a bounded set where the training set error is below a threshold that we can estimate. This is used to prove that local minima of the loss function in this open set are isolated, and that every critical point below this error threshold is a local minimum, partially addressing an open problem given at the Conference on Learning Theory (COLT) 2015. Our results also give quantitative understanding of the improved performance if dropout is used as well as quantitative evidence that deeper networks are harder to train.
Introduction
Neural networks are an extremely popular tool with a variety of powerful applications, from object ( [1] , [2] ) and speech recognition [3] to the automatic creation of realistic synthetic images [4] . In brief, a neural network is a function approximation tool with many parameters, known as weights, that are tuned so that some measure of the error between the network output and the target function is minimized over a set of labelled data. Hence, the problem of approximating a target function is cast as an optimization problem over the weights of the network; this optimization problem is the central focus of this paper.
Despite strong empirical success on this optimization problem, little is known about the landscape of the error function over the weights besides the fact that it is not globally convex. How many local minima does this function have? Are the local minima isolated? What about the existence of local maxima or saddle points? We aim to answer several of these questions in this paper, at least for the error function restricted to an important set of weights.
Important papers on the study of the neural network's error function include [5] , [6] and [7] . In [5] , the authors analyse the error surface of a multilayer linear neural network by studying the trajectories of gradient descent on this function over the weight space. Along the way, they establish several interesting facts about the dynamics of the network weights, including the benefits of greedy unsupervised pre-training. However, these results do not give a comprehensive picture of the loss surface of the multilayer linear network as the study only considers rather restrictive initial conditions. In [6] , the authors study the loss surface of a non-linear neural network. Under a variety of assumptions, including independence of the network's input and the non-linearities, the loss function of the non-linear network can be reduced to a loss function for a linear network, which is then written as the Hamiltonian of a spin glass model. Recent ideas from spin glass theory are then brought to bear on the network's loss function, proving statements about the distribution of its critical values. This paper established an important first step in the direction of understanding the loss surface of neural networks, but is leaves a gap between theory and practise due to its analysis of the expected value of the non-linear network over the behaviour of the ReLU non-linearities, which reduces the non-linear network to a linear one. Moreover, the authors assume that the components of the input data vector are independently distributed, which need not be true in important applications such as object recognition, where the pixel values of the input image are strongly correlated.
In [7] , the results of [6] are improved and several strong assumptions in that paper are either weakened or eliminated. Through careful analysis, the author of [7] studies the loss surface of a linear neural network with a quadratic loss function, and establishes many strong conclusions, including the facts that every local minimum for such a network is a global minimum, there are no local maxima, and, under some assumptions of the rank of the product of weight matrices, the Hessian of the loss function has at least one negative eigenvalue at a saddle point. Via [8] , this indicates that if gradient descent is initiated with an appropriate distribution on the initial weights, the probability of converging to a saddle point is zero. All this is proven under some mild assumptions on the distribution of the labelled data. These results, although comprehensive for linear networks, only hold for a network with ReLU activation functions if one first takes an expectation over the network's non-linearities as in [6] , and thus have limited applicability to nonlinear networks.
Our contribution is to the understanding of the loss function for a neural network with ReLU non-linearities, quadratic error, and weight decay regularization. In contrast to [6] and [7] , we do not take an expectation over the network's non-linearities, and instead study the network in its fully non-linear form. Without making any assumptions on the labelled data distribution, we prove that in a bounded region of weight space where the training set accuracy is better than a reasonable threshold, 1. the loss function has no differentiable local maxima or saddle points, 2. the loss function is piecewise strongly convex, with domains of convexity determined by the ReLU non-linearity, and, 3. local minima of the loss function are isolated.
We emphasize the similarity of these results to those proved in [6] , which include the fact that there is a value of the Hamiltonian (i.e. the loss function of the network), below which critical points have a high probability of being low index. Our results find a threshold of the same loss function, albeit regularized with weight decay, under which every critical point in a bounded set is a local minimum, and therefore has index 0. Since we make no assumptions on the distribution of training data, we therefore hope that our results provide at least a partial answer to the open problem given in [9] .
Moreover, we show that the required bound on the training set accuracy for piecewise strong convexity gets larger, and thus easier to satisfy, if dropout [1] is used, and smaller if a deeper network is used, thus providing some quantitative evidence for popular techniques. Many of these results are made possible by a new formula which allows us to write the output of the network as the determinant of a matrix, which we hope will be of use for analysing other networks (i.e. Residual Networks [2] ). To our knowledge, these results are the first on the loss surface of a deep non-linear neural network that do not require taking an expectation over the non-linearities.
Summary of Results
Here we give informal statements of our main theorems and outline the general argument. We start by showing, in Section 3.1, that a network of ReLU's is infinitely differentiable almost everywhere in weight space. This, followed by a simple argument involving subharmonic functions, proves the following.
Proposition 1. The loss function for a feedforward neural network with ReLU non-linearities, a scalar output, a quadratic error function, and an arbitrary training data set has no differentiable maxima other than at points where the loss function is locally constant.
In Section 3.2, we prove that the output of a network of ReLU's with a scalar output can be written as the determinant of a matrix which depends on the weights and input vector. This formula gives us a compact expression for the first and second derivatives of the corresponding loss function. In Section 3.3, we estimate the second derivatives of the error function in terms of the smallest singular value of the matrix found in Section 3.2. In Sections 3.4 and 3.5 we transform this matrix so that we can use a Gershgorin circle type argument from [10] to estimate the relevant singular values. This leads to the following theorem in Section 3.6, Theorem 1. Let ℓ be the loss function for a feedforward neural network with ReLU non-linearities, a scalar output, a quadratic error function, and
be the same loss function with weight decay regularization. Then, for all R > max i ||a i || 1 there is an open set U(R) in weight space such that ℓ λ is piecewise strongly convex on U(R). Further, there is a map ǫ :
and for all R large enough, U(R) contains the set
where n(W ) gives the largest 1-norm of any column or row of the weight matrices,
This theorem shows that on a bounded weight set and provided the training set error is below a threshold we can estimate, the error function ℓ λ is piecewise strongly convex. Hence, gradient descent in this region should be locally identical to gradient descent on a strongly convex function, which comes with several convergence guarantees. Finally, in Section 3.7, we use piecewise strong convexity to prove the following theorem.
Theorem 2. For the same network as in Theorem 1, and for R > max i ||a|| i , every local minimum in U(R) is isolated and there are no differentiable saddle points in U(R).
Results and Proofs
We start by fixing notation. Consider a neural network with an n 0 dimensional input a. The neural network will have H hidden layers, which means there are H + 2 layers in total, including the input layer (layer 0), and the output layer (layer H + 1). The width of the ith layer will be denoted by n i , and we will assume n i > 1 for all i = 1, . . . , H. We will consider scalar neural networks for simplicity (i.e. n H+1 = 1), though these results can be easily extended to non-scalar networks, at a cost of some additional book-keeping. The weights connecting the ith layer to the i + 1st layer will be given by matrices W i ∈ R n i ,n i+1 , with w i j,k giving the weight of the connection between neuron j in layer i and neuron k in layer i + 1.
The neural network y : R n 0 × R m → R is described by the function
where W = (W 0 , . . . , W H ) is the collection of all the network weights, and σ(x 1 , . . . , x n ) = (max(x 1 , 0), . . . , max(x n , 0)) is the ReLU non-linearity. Let f : R n 0 → R be the target function we want to model, and let
be a set of labelled training data. The loss function is given by ℓ : R m → R,
The regularized loss function we will study is given by
where λ > 0, and ||W || is the standard Euclidean norm of the weights.
We will start by writing y(a, W ) as a matrix product. Define S i (a, W ) by
where h i : R n i → R n i is given by
where 1 x i >0 is the indicator function of the positive real numbers, which is equal to 1 if the argument is positive, and is zero otherwise. We will call the S i matrices the "switches" of the network. It is clear that
Differentiability of the neural network
Here we prove that the network is differentiable, at least on the majority of points in weight space. This will follow from the fact that the zero set of a non-zero real analytic function has Lebesgue measure zero; for a concise proof of this fact, see [11] .
Proof. Note that the claim is trivial if a = 0, so we proceed assuming a = 0. 
which is a polynomial function of W , and so is smooth. So, we may proceed assuming that at W * , at least one element of S ′ i (a, W * ) is zero for some i. Write S ′ i,j (a, W * ) as this element. We may proceed without loss of generality assuming that S ′ k,l (a, W * ) = 0 for any k < i, since otherwise we could relabel
Let us partition A into two subsets, B and C, where
Note that S is used in the definition of B, not S ′ . The function W → y(a, W ) is differentiable at all W * ∈ B. This holds because the definition of B implies that y(a, W * ) = 0, and the fact B ⊂ A implies that the same is true for all W in an open neighbourhood of W * . So W → y(a, W ) is smooth on B.
We will now show that C has measure zero. Clearly,
We will show that each of the C i,j is contained in the finite union of sets which have Lebesgue measure zero, and this will in turn show that C has measure zero by sub-additivity of measure.
If W * ∈ C i,j , then W * is in the zero set of the function
This is a polynomial in W , and is non-zero by definition of C i,j . Non-zero real analytic functions have zero sets with measure zero [11] , so the zero set of this particular polynomial has measure zero. Moreover, as we vary W * ∈ C i,j in (4) we get finitely many distinct polynomials, since the switches S i−1 , . . . , S 1 take on finitely many values. This proves that C i,j is in a finite union of measure zero sets, and hence C has Lebesgue measure zero. The map W → y(a, W ) is smooth everywhere else, so we are done.
Now that we know y(a, W ) is smooth for almost all W , we can compute its derivatives almost everywhere. We start by computing some derivatives in the coordinate directions of weight space, and use the result to prove an easy lemma about the existence of local maxima, which is a restatement of Proposition 1.
Lemma 2. The map ℓ : R m → R has no differentiable local maxima, other than at points W where ℓ is constant in an open neighbourhood.
where (5) follows since each term in y(a i , W ) is locally a polynomial in the weights where each variable has maximum degree 1. The second derivative of ℓ with respect to any variable is therefore non-negative, and so
Hence, ℓ is a subharmonic function at any differentiable point, and therefore, by the maximum principle for subharmonic functions [12] , ℓ cannot obtain a maximum on any open domain of differentiability, unless it is constant on that domain.
Remark 1 : The same proof applies to linear networks (i.e. networks with no σ non-linearity). These networks are everywhere differentiable, so we conclude that the loss functions of linear networks have no local maxima unless they are constant. This yields a simpler proof of Lemma 2.3 (iii) from [7] .
Remark 2 : It is easy to see that Lemma 2 can be generalized to the case of a loss functionl
The Determinant Formula
In this section we will establish that the output of our neural network can be expressed as the determinant of a matrix. We also give compact formulas for the first and second derivatives of the corresponding loss function. Define
where the S i are given in (2), and we set S 0 = I n 0 . The matrix V i is the same as W i , except with appropriate rows and columns zeroed out depending on the behaviour of the non-linearity. We have
Consider the following matrix,
This matrix is square with n = H+1 i=0 n i + 1 rows. Lemma 3 (The Determinant Formula). The output of the neural network y(a, W ) may be expressed as the determinant of A. In other words, y(a, W ) = det(A(a, W )).
To prove this lemma, we will follow [6] and write the output of the network as
where γ(i) is the total number of paths from input i to the output, a i is the ith component of the input data, w (k) j is the kth weight in the path given by j, and I j is either 1 or 0, depending on whether or not all neurons in path j are active (i.e. each ReLU visited by the path receives a positive input). Note that γ(i) = n 1 n 2 . . . n H , since we only allow paths that proceed through the networks layers without doubling back.
The neural network output will be connected to the determinant of A(a, W ) using the Leibniz formula,
where S n is the group of permutations on n indices, and a i,σ(i) is the i, σ(i)th entry of A(a, W ). Let us consider which of the permutations σ ∈ S n contribute a non-zero term to this sum. This will establish a bijective correspondence between permutations contributing non-zero terms to (9) , and the paths through the network appearing in (8) .
Definition 1. Let J i be the set of indices in {1, . . . , n} corresponding to the ith layer of the network.
For example, J 0 = {2, . . . , n 0 + 1}. We have, Lemma 4. If σ ∈ S n contributes a non-zero term to (9), then
Moreover, for each k ∈ {0, . . . , H}, there is a unique i ∈ J k such that
Proof. By the structure of zeroes in A(a, W ), each σ giving a non-zero term in (9) must map the first index to an element of J 0 ; this proves σ(1) ∈ J 0 . So at least one element of J 0 must move under σ. We claim that only one index in J 0 can move under σ. Suppose, by contradiction, that index i is the second index in J 0 which σ does not map to itself. Then some other index must fill in the empty slot i leaves behind. Suppose that σ(j) = i. For the resulting product to be non-zero, we must have a j,i non zero. The ith column of A(a, w) looks like 
where the 1 appears in the ith row. So the only possibilities are that j = 1, or j = i. The former is impossible, since the first index is already mapped somewhere else, and the latter means that σ fixes i, contrary to our assumption. Hence, exactly one index in J 0 moves under σ. Examining the rows corresponding to indices in J 0 , its clear that this index must move to an index in J 1 . This proves the second part of the lemma for k = 0.
We now prove the second part of the lemma for k = 1, . . . , H via induction.
As such, assume the second part of the lemma for k − 1. Hence, there exists a unique i ∈ J k−1 such that σ(i) = i, and σ(i) ∈ J k , so there must be at least one index in J k which σ moves. Suppose, by contradiction, that σ also moves index i ∈ J k . Some index j must be mapped to the ith slot to take its place. Examining the ith column, we get
where V k−1,r(i) is the appropriate column of V k−1 given by its position in A(a, W ). Thus, the only possibilities for j is that j ∈ J k−1 or j = i. The former is impossible because only one index in J k−1 moves under σ by our inductive assumption, and we have assumed it goes to an index different from i. The latter is impossible too, since we assume that i is not fixed by σ. So σ moves a unique index in J k ; examining the rows corresponding to indices in J k , its clear that σ moves this index into J k+1 . This proves the inductive step, and therefore all but the second equation of (10) has been proven. But this equation is clear, since the only non-zero element of the final row is a n,1 , and therefore we must have σ(n) = 1.
Proof of Lemma 3. Lemma 4 shows that each σ contributing a non-zero term to (9) corresponds to a path through the network starting from some input component (whatever σ(1) is) to the output. Moreover, every such path is realized by a choice of σ of this type. This establishes the bijection between paths and permutations alluded to above. Moreover, it is clear that the product appearing in (9) associated with this σ is exactly (−1) H+1 times the product appearing in (8) for the corresponding path.
The only thing left is to determine the sign of such a permutation σ; Lemma 3 will be proved if we can show that all such permutations have sign (−1) H+1 . We claim that any σ ∈ S n corresponding to a path through the network can be written as a composition of H + 1 transpositions. To see this, select a σ ∈ S n corresponding to a path through the network. The first transposition swaps the first index and the element of J 0 that σ moves. The second transposition swaps the first index with the element of J 1 that σ moves, and so on. After H + 1 of these swaps, there are no layers left, and the first slot is now home to the nth index. It should be clear that σ is realized as the composition of these H + 1 transpositions, meaning its signature is (−1) H+1 , and we are done.
We now turn to calculating the second derivative of ℓ in an arbitrary direction. Let A and X be n by n matrices. We have
In (11), we have used Jacobi's formula, where Adj(A) is the adjugate of a square matrix A. To carry on, we need to compute d dt Adj(A + tX). We use the expression (A + tX)Adj(A + tX) = det(A + tX)I n .
Differentiating, and evaluating at t = 0,
Assume that A is invertible. This corresponds exactly to the output of the neural network being non-zero, which will be reasonable in our analysis. We therefore find,
Returning to our calculation of the second time derivative of det(A + tX),
Recalling that Adj(A) = det(A)A −1 , we have
We summarize this calculation as a lemma.
Lemma 5. Let A and X be n by n matrices, with A invertible. Then
We may also easily compute the second derivative of the regularized loss function ℓ λ ,
Here, {a i } is the training set, and f is the function we are trying to approximate. By Lemma 3, we have
Note that the map W → y(a, W ) is smooth almost everywhere by Lemma 1, and therefore ℓ is smooth almost everywhere also. Let W ∈ R m be a point where ℓ is differentiable. The derivative calculation above assumed that det(A(a i , W )) = 0, so let us proceed under that assumption for all i. By the proof of Lemma 1, this implies that if W is a differentiable point, then all elements of S ′ j (a i , W ) are non-zero for all i and j. As such, the switches of the network are constant in an open set around W . Let X ∈ R m be a direction in which we perturb the weights, and let X i ∈ R n,n be a matrix that realizes this perturbation on A(a i , W ). In other words, for t ∈ R near zero,
The existence of X i is guaranteed by t being small, and the switches of the network being constant in an open set around W . We calculate
Evaluating at t = 0, we get
Differentiating again with respect to time and evaluating at zero, we get
tr(Adj(A(a i , W ))X i ) 2 ,
Here I have used the abbreviations A i = A(a i , W ) and M i = A −1 i X i . We have
Let us summarize this calculation as a lemma. Lemma 6. Let W ∈ R m be a differentiable point of the error function of the network, ℓ, such that det(A(a i , W )) = 0 for all i = 1, . . . , N. Let X ∈ R m also. Then
Estimating Second Derivatives
This section will be devoted to estimating the second derivative of ℓ at a differentiable point W . This relates to the convexity of ℓ λ , since
and therefore, if there exists θ > 0 such that
, and so if 2λ > θ, the error function ℓ λ will be at least locally convex.
So, let us estimate the second derivative of ℓ. The following lemma shows that if we assume relative error on each data point is less than 1/2, we can find a clean estimate on the second derivative. We have, Lemma 7 . Suppose that f (a i ) > 0 for all i = 1, . . . , N, and, at W
Then,
where ||A −1 i || op the operator norm of A −1 i as an operator from R n → R n , and ||X i || 2 is the sum of squared components of X i .
Proof. Re-grouping the formula from Lemma 6, we have,
Our assumptions on the relative error and sign of f (a i ) give
Thus, the first sum of (12) is positive, meaning
In (13) the angled brackets indicate the standard inner product on the vector space of n by n real matrices. Lines (14) and (15) follow from the Cauchy-Schwarz inequality and the definition of the operator norm, respectively. Note that ||X i || 2 indicates the squared Frobenius norm of X i , which is the sum of squared components. This proves the lemma.
Note that
where s i 1 is the smallest singular value of A i . This is proved by the following calculation
The following theorem from [10] allows us to estimate the smallest singular value of A i with a Gershgorin circle type argument, which we state in a simplified form.
Theorem 3 (from [10] ). For a matrix A ∈ C n×n , let b i be the magnitude of the ith diagonal element, and let d i be the sum of magnitudes of the off diagonal elements of the ith row or column, whichever is larger. Then each singular value of A resides in one of the real intervals
In its present form, this theorem is not useful, since the off-diagonal column or row sums of A could be greater than the diagonal elements, and some diagonal elements are zero. We will resolve the former issue first.
Modifying Diagonal Elements of A
Definition 2. We say that neuron j in layer i is turned on for input a and weight W if S i,j,j (a, W ) = 1, and otherwise we say it is turned off.
We have some freedom with the identity matrices that appear on the main diagonal of A(a i , W ), provided at least some neurons in each layer are turned off. Let p j ∈ N be the number of neurons in layer j which are turned on, and assume 1 < p j < n j (i.e. at least two, but not all neurons are turned on). If a neuron in layer j is turned off when the network is evaluated on a i , set the associated diagonal element of I n j to equal α j , and otherwise set it to be β j . If one works through the proof of Lemma 3, then it is clear that the term in the determinant formula corresponding to a path through the network now has, for each layer, an additional factor of α n j −p j j β p j −1 j , attached to it. This is because each relevant permutation appearing in the determinant formula must fix all but 1 index in each layer, and hence we get these factors from the diagonal elements. As such, if we set
we will maintain the contribution from each relevant permutation, and therefore have the same determinant formula.
The idea of this modification is to increase β j to offset the non-diagonal elements of the jth column of A(a i , W ), so that the intervals given by the theorem from [10] do not touch zero. There is a cost from this action, which comes from equation (17); the α's must be decreased to accommodate the increased β's, and the best estimate of the lower bound of the interval B i becomes the minimum of α j (because the off-diagonal sum for neurons that are turned off is 0) and β j − d j .
So, to maintain the determinant formula, we set
which implies
for all j ∈ {2, . . . , n − 1}; note that we write the interval B j from [10] as B j (a i , W ) to reflect its dependence on a i and W . The following lemma shows that we can artificially increase the size of our network so that it has at least d neurons per layer turned off, making the lower boundary of B i arbitrarily close to 1.
Lemma 8. There exists a networkỹ(a, W ) : Rñ 0 ×Rm → R with layer widths n i = n i + d and the same depth as y, and a map ϕ :
and a square matrixÃ withñ = H+1 i=0ñ i + 1 rows such that y(ϕ(a, W )) = det(Ã(ϕ(a, W )),
LetB j (ϕ(a, W ) ) be the interval given in the theorem from [10] for the matrix A. Then, for each ǫ > 0, R > 0, we may selectÃ and d so that
for all j ∈ {2, . . . ,ñ − 1} and all a, W such that
where || · || 1 is the 1-norm.
Proof. Letỹ(a, W ) be a neural network with H hidden layers and ReLU activations with layer widths n H+1 = 1,ñ i = n i + d, ∀i ∈ {0, . . . , H},
where d ∈ N is a parameter to be determined. Define
where each block of zeroes is of sufficient size that the resulting matrix has dimensionsñ i byñ i+1 , orñ 0 by 1 in the case of the first matrix. Theñ
This proves (20). So, the network y is identically equal to a wider network y, with at least d neurons turned off in each layer. Take the corresponding matrixÃ(ϕ(a, W )) as in (7), but so that the first n i entries of each identity matrix on the main diagonal are equal to β i ; the remaining entries will be set to α i , where
The discussion preceding the statement of this lemma proves thatÃ defined in this way satisfies (21). For this larger network, we have, by (19), that
for j ∈ 2 . . . ,ñ − 1. Choose β = R + 1, and set β i = β for all i, so that
for all (a, W ) satisfying (23). Then, necessarily,
Select d large enough that
for all i. We concludeB
for all j ∈ {2, . . . ,ñ − 1}, and all (a, W ) satisfying (23).
As such, the matrix A(a, W ) has the same determinant as the matrixÃ evaluated at ϕ(a, W ), which has better estimates for the singular values. Moreover,Ã(ϕ(a, W )) depends on the weights W in exactly the same way as A(a, W ), so our derivative formulas do not change. As such, we can proceed as if A has this modified form. We now move on to addressing the zero diagonal elements ofÃ.
Zero Diagonal Elements of A
Recall the form of A(a, w) , with the modifications to the diagonal as discussed in the last section
where D i is a diagonal matrix with diagonal entries equal to α or β. By the multi-linearity of the determinant, det (A(a, w) 
This follows from applying multi-linearity to the top row, writing it as 0 a 0 . . . . . . β = 0 a 0 . . . . . . 0 + 0 0 0 . . . . . . β , as well as using the fact that det(D i ) = β. Swapping the first and last row of the matrix in the above equation, we get y(a, W ) = det(A(a, W )) = det(C(a, W )) + (−1) H+1 β H+2 ,
where
Take g(a i ) = f (a i ) − (−1) H+1 β H+2 .
Then
As such, definel as
So, instead of studying the loss surface of ℓ, we can instead work withl, which has the advantage of having a matrix with no zero diagonal elements. At a point W where ℓ is differentiable, the functionl is differentiable also, and depends on the weights in the same way, so the above derivative formulas still hold. So as to not clutter the notation, we will now proceed as if ℓ(W ) isl(W ).
Piecewise Convexity
We will assume, without loss of generality, that H is even, so that the conditions
which imply det(A(a i , W )) > 0, will also imply det(C(a i , W )) = det(A(a i , W )) + (−1) H β H+2 > 0.
This allows us repeat the steps from the proof of Lemma 7 in the proof of the following lemma. If H is not even, we may add a layer to the network which has weight matrices given by appropriately sized identity matrices.
Our modifications to the matrix A bring us to the following estimate for the second derivative of ℓ,
Select β ∈ R such that
Then, for W a differentiable point of ℓ in U 1 ∩ U 2 ,
Proof. Our assumption on the sign of f (a i ), the parity of H, as well as the definition of U 2 gives det(C(a i , W )) ≥ 0, 2 det(C(a i , W )) − g(a i ) ≥ 0, for all W ∈ U 2 , where C(a, W ) is as given in (25). Since the derivatives of ℓ are the same as the derivatives ofl, we can then follow the proof of Lemma 7 to obtain, for W ∈ U 1 ∩ U 2 ,
By our choice of β, the theorem from [10] , and Lemma 8, we obtain that the smallest singular value of C(a i , W ) is no less than 1 − ǫ on U 1 for all ǫ > 0; as ǫ gets smaller, simply select a larger d. By (16), we may then conclude
Our assumption on the relative error gives det(A(a i , W )) ≤ 3 2 f (a i ).
Using (24) now, we get,
Thus, we have obtained the desired bound on the second derivative of ℓ. As we alluded to above, this allows us to say that ℓ λ is piecewise strongly convex below a certain threshold.
Theorem 4 (Piecewise Strong Convexity).
Let β and f be as in Lemma 9, λ > 0, and define U as the set
where U 1 and U 2 are given in (26), and (27), and
where θ ∈ (0, λ) is a parameter. Then, there exists closed sets B i ⊂ R m for i = 1, . . . , l such that
and smooth functions φ i :
Proof. To define the sets B i , take a configuration of the switches S j (a k , W ) as j = 1, . . . , H and k = 1, . . . , N, and set B 1 as the closure of all points in R m giving those values for the switches; repeat this process for all possible configurations of the switches to define the other B i 's. There are only finitely many attainable configurations for the switches since they take on binary values, so there are finitely many B i 's. 
Observe that
since ||X i || ≤ ||X||. We therefore conclude
which proves (30) for all W ∈ B i ∩ U. The definition of U uses strict inequalities, so there exists open V i ⊃ B i ∩ U such that each inequality holds for φ i on V i , and therefore (30) holds in V i .
Note that this theorem implies Theorem 1, with U(R) given by (28) with R + 1 = β, and
This theorem has some interesting consequences.
1. It shows that, if the training set error is small enough in a bounded region, as prescribed by the sets U 1 , U 2 and U 3 , the function ℓ λ is piecewise strongly convex on convex sets contained in U. A contributing factor to the required bound on training set error is ρ(W, X), which we estimated crudely in order to obtain a simple result; we shall make a slightly more subtle analysis here. In particular, the smaller ρ(W, X) is, the easier it is for the loss function ℓ λ to enter its piecewise convex regime. The function ρ(W, X) depends on the ratio of the magnitudes of the perturbation X to the observed perturbation X i on each data point, where X i only differs from X for neurons which are turned off. If dropout [1] is used, we impose that, on average, a fraction η of neurons are turned off for each mini-batch of the training set, as if the weights for those neurons were set to zero. This forces X i to be smaller relative to X, therefore decreasing the value of ρ, and causing ℓ λ to reach the piecewise convex regime sooner. This gives quantitative evidence that dropout makes the learning of good parameters easier, at least for a single mini batch, in addition to improving generalization on test data.
2. Also, observe that the upper bound in the inequality defining U 3 gets exponentially smaller as H, the depth of the network, increases. Hence, it is more difficult to reach the piecewise convex region of the loss function when working with a deeper network. This gives quantitative support for the notion that deeper networks are harder to train, a well known heuristic in the deep learning community. It is also notable that our estimates do not depend directly on the number of data points, N, or the widths of the network's layers.
3. The dependence of the sets U 1 and U 3 on β can limit the application of this theorem. For example, suppose we are working with a network and data set that we know has a good minimum at W * , but that the columns and rows of the weight matrices given by W * have a large 1-norm. Then we must pick β large to get W * ∈ U 1 , and this forces the error ℓ(W * ) to be very small if we want W * ∈ U 3 , given the dependence of U 3 on β. If ℓ(W * ) is not small enough for W * ∈ U 3 , then we can't use this theorem to study the loss surface around W * . We conjecture that this issue may be resolved with the use of Residual Networks, however, since in that case the weight matrices are more likely small in norm. Note that this is never an issue if ℓ(W * ) = 0 however, which is possible if we use a large network relative to our dataset.
Isolated Local Minima
Strongly convex and continuous functions have a unique global minimum on compact convex sets, and so for piecewise strongly convex functions, it is reasonable to hope for at least isolated local minima. This turns out to be the case. Since there are only finitely many subsets of {1, . . . , n}, we may select a subsequence of W k to proceed as if I(k) is constant in k. Therefore, set I = I(k) for all k. Note that since the B i are closed, we have
Now take k large enough that the line segment r k (t) = (1 − t)W k + tW * , is contained in U for all t ∈ [0, 1]. For all k, there exists t k ∈ (0, 1) and i ∈ I such that r k (t k ) ∈ B i .
Otherwise, we could take a sequence of t converging to zero so that r k evaluated on this sequence is contained in B p for some p ∈ I. But then r k (0) = W k ∈ B p , and so p ∈ I, a contradiction. Now, W k , r k (t k ), W * ∈ B i for some i ∈ I. Since by taking k large we can force W k to be close to W * , we may assume r k (t) ∈ V i for all t ∈ [0, 1]. By the condition on the Hessian of φ i , we must have that φ i • r k is a strongly convex function of t. As such,
The second line follows since W k , W * ∈ B i , and φ i agrees with ψ on B i ∩ U. The third line follows by (32), and the fact that r k (t k ) ∈ B i . The final inequality holds for all k, and therefore W * cannot be a local minimum. This contradiction proves the result.
The next two corollaries prove Theorem 2. Corollary 1. Local minima of ℓ λ on the set U given by (28) are isolated.
Remark : Note that the set U, for large β, is an important set because it is a bounded region of weight space where the network obtains small training error. Thus, we have shown that on a bounded region where the network obtains small training error, the regularized loss function is piecewise strongly convex, and if a local minimum exists, it is isolated. Corollary 2. The loss function ℓ λ has no differentiable saddle points in the set U given by (28).
Proof. If W ∈ U is a differentiable point of ℓ λ , then there exists φ i and V i open such that
Hence, ℓ λ is locally strongly convex at W , so W cannot be a saddle point.
Conclusion
Using a new determinant formula for the output of a network of ReLU's we have established a number of facts about the critical points of the corresponding regularized loss function. In particular, there are no differentiable local maxima, and, on a significant bounded set in weight space, the loss function is piecewise strongly convex, with isolated local minima and no differentiable saddle points. We point out, however, that our results may be not applicable to local minima with large weights and moderate training set errors, as we discussed in the remarks following Theorem 4. Future directions of research could include conducting a similar analysis of Residual Networks, to see if this problem persists. Moreover, our work says nothing at all about the existence of local minima or saddle points outside of the open set U given by (28). Studying the loss function over this region is another possible direction for future work.
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