Abstract. A least-squares mixed nite element formulation is applied to the nonlinear elliptic problems arising in each time-step of an implicit Euler discretization for variably saturated ow problems. This approach simultaneously constructs approximations to the ux in Raviart-Thomas spaces and to the hydraulic potential by standard H 1 -conforming linear nite elements. Two important properties of the least-squares approach are investigated in detail: the local least-squares functional provides an a posteriori error estimator, and Gauss-Newton methods are robust iterative solvers for the resulting nonlinear least-squares problems. Computational experiments conducted for a realistic water table recharge problem illustrate the e ectiveness of this approach.
1. Introduction. This paper contains a study of least-squares mixed nite element methods applied to the highly nonlinear elliptic boundary value problems which arise in the course of solving variably saturated subsurface ow problems. Such types of problems arise, for example, in connection with in ltration into initially dry soil. We restrict ourselves to two-dimensional problems associated with a vertical crosssection of the subsurface and concentrate on the discretization in space. The physical quantities which describe this system are the hydraulic potential and the volumetric ux, the latter of which is often of special interest. In an actual simulation, the ux causes the convective transport of solutes which is possibly the next step of the simulation. Therefore it is natural to use a mixed nite element approach which computes approximations in nite-dimensional spaces to both the pressure and the ux (see 13] ).
Least-squares nite element methods for rst-order system formulations of linear second-order elliptic boundary value problems have been studied in recent years, from an analytical point of view, e.g. in 24, 9] . In this paper, this methodology is applied to a nonlinear problem arising from modelling variably saturated subsurface ow. Two important properties of the least-squares approach which will be investigated in detail are: (i) the use of the local evaluation of the (nonlinear) least-squares functional as an a posteriori error estimator, and (ii) the robustness of the iterative solution of the resulting nonlinear least-squares problems by a Gauss-Newton method.
Adaptive re nement strategies based on the local least-squares functional allow the resolution of the steep saturation fronts which occur as water in ltrates dry soil. Such techniques are needed in order to avoid spurious oscillations in the nite element approximation (for details on this issue and other remedies see, e.g., 11] and 14]).
The following section presents the necessary background on the least-squares formulation of the system arising in variably saturated subsurface ow. The nite element approximation properties for the rst-order system least-squares formulation of the elliptic boundary value problems arising in each step of an implicit time-stepping scheme are studied in Section 3. Section 4 presents a water table recharge problem from 29] which is a standard test example for numerical methods in variably saturated ow (cf. 22] ). Computational experiments conducted for this realistic model problem are used to illustrate the features of the least-squares nite element method studied in the following sections. Section 5 discusses the suitability of the local least-squares functional as an a posteriori error estimator and the resulting re nement strategy. Approximate global and local mass balance properties are studied in Section 6. Section 7 is concerned with the iterative solution of the resulting nonlinear least-squares problems by a Gauss-Newton method. Finally, numerical results for a heterogeneous test problem are presented in Section 8.
2. Nonlinear Least-Squares Formulation. We consider unsaturatedsaturated ow in soil modelled by the rst-order system
for the hydraulic potential p : ! I R and the volumetric ux u : ! I R 2 in a domain I R 2 subject to appropriate initial and boundary conditions. Here (p) denotes the water content, K(p) the permeability (both of which are bounded) and s a source or sink term. Of course, all of these functions also depend on the point x 2 which is not explicitly stated here for notational simplicity. For instance, K and depend nonlinearly on p using the model by Mualem 23] (3.6) holds with a constant C I (which depends only on the shape regularity of the triangulation). If we combine the interpolation estimates (3.6) with (3.2), C ea's lemma (see 7 Figure 4 .1. The domain is a box of 3 m length and 2 m depth which is lled with sand. At time t = 0 we assume a constant hydraulic potential at -1.7 m (which is the position of the groundwater table). For t > 0 we have constant in ltration of 0.148 m/h through the boundary segment ? 1 . Zero ux boundary conditions are prescribed at the boundary segments ? 2 ; ? 3 and ? 4 , while the hydraulic potential is held constant at -1.7 m at the right boundary ? 5 . Note that these boundary conditions are simpler than the ones in 29] where a lateral trench (with rising water level) was modelled on the right boundary. Moreover, the value for the saturated permeability used in 29] di ers somewhat from the parametrization described below. K(p) and (p). For some types of soil (e.g. sand), this parametrization leads to unbounded K 0 (p) in the saturated limit which causes problems for the Newton iteration. Following a suggestion in 16, Chap. 6], we replace K(p) by a cubic spline interpolant in a neighborhood of the saturated limit (for 0 z ? p 10 ?2 where z is the height). We also found it useful to limit the permeability from below by 10 ?3 K s as indicated in Section 2. The left graph of Figure 4 .2 shows the resulting function K(p) in terms of the pressure head z ?p. The graph on the right contains a plot of the saturation (p) in terms of the pressure head. In both cases, the solid line corresponds to sand (which is the material in our test example) while the dashed line corresponds to clay which is obviously much less permeable and dries much slower than sand.
The graphs in Figure 4 .3 show the results of our simulation using the least-squares approach. The time-step is usually chosen adaptively using a strategy which is based on the change of water content and pressure head. For this test problem, such a strategy indicated that a constant time-step of = 0:05 hours (which we use for simplicity) is not too bad of a choice. We work with this constant time-step for simplicity and focus on adaptivity for the discretization in space. The results of our experiments with smaller time-steps did not lead to any signi cant changes in the computed approximations, in particular, for the saturation distribution. We did, however, see a change in the approximation if we weakened our tolerance for the adaptive mesh re nement described in the following section. In particular, a slowdown of the movement of the saturation front resulted from insu cient resolution of the transition region between (almost) fully saturated and dry soil. portant for variably saturated subsurface ow problems in order to resolve the saturation front with a reasonable number of degrees of freedom. We describe the use of the least-squares functional as a local error estimator which deals directly with the nonlinear problem. Clearly, the least-squares functional is the sum of its contributions from each triangle T (in the sense that the ratio of these two terms is bounded from above and from below by positive constants which are independent of h) this means that the local evaluation of the least-squares functional constitutes an a posteriori error estimator (cf. 30, Chap. 1]). In fact, using the least-squares functional as an error estimator has several advantages compared to other techniques: (i) The local evaluation of the least-squares functional is readily available and no additional computations have to performed. (ii) Evaluation of the nonlinear least-squares functional means that the error with respect to the nonlinear problem is estimated directly and no linearization of the problem has to be done. (iii) There is only one step where (unknown) constants are involved. After accepting the least-squares functional as an appropriate error measure, a prescribed accuracy can be achieved by an adaptive re nement strategy based on computing the error measure (the least-squares functional) after each re nement step. If our goal is to achieve F(u h ; p h ; p old ; s) " ; a natural re nement strategy is to re ne those triangles with F T (u h ; p h ; p old ; s) > " #T where #T is the number of triangles in the current triangulation (see 3] for a discussion of di erent re nement strategies based on least-squares functionals). This re nement strategy leads to a sequence of triangulations with characteristic sizes h l ; l = 0; : : : ; L and associated nite element spaces. Note that, in general, neither V h l?1 V h l nor Q h l?1 Q h l holds if edges resulting from irregular re nement of triangles are erased again. Nevertheless, multilevel interpolation operators can be de ned in a natural way for the Raviart-Thomas spaces as well as for standard nite elements by simply ignoring the values at those edges which are removed from the triangulation. Figure 5 .1 shows the triangulations after four steps of adaptive re nement based on the element-wise evaluation of the least-squares functional. The re nement strategy used is as follows: For each time-step we start at the same coarse triangulation and successively minimize the nonlinear least-squares functional. The triangulations are constructed according to the re nement rule of Section 5 with " = 2 10 ?4 . Table 5 .1 shows the numbers obtained on the triangulations on level 0 to 4. It is apparent that the least-squares functional which is our error measure is reduced quite e ectively by adding new degrees of freedom where suggested from our re nement strategy. It should also be remarked at this point that in our implementation we actually minimize an approximation F h ( ; ; ; ) instead of F( ; ; ; ) on the triangulation T h . This approximate least-squares functional results from replacing K(p h ) and (p h ) by piecewise linear interpolants K h (p h ) and h (p h ), respectively. One of particularly on coarse levels. In our numerical experiments, there was almost no increase of the functional when moving from level l = 3 to l = 4 which suggests that piecewise linear interpolation produces a su ciently good approximation of the functional at this ne resolution. Note that this measure of local mass balance is de ned with respect to a xed coarse triangulation T h0 in order to be able to obtain a meaningful comparison of the nite element approximations on di erent levels. We note that in some applications in hydrology involving transport calculations one may prefer a uniform normalized mass balance error measure likê whereĈ 0 is about 30 to 50 in our computational examples below. The standard mixed nite element method using Raviart-Thomas spaces satis es local mass conservation exactly (see 13] ). This is due to the fact that, in general, the test spaces for the rst equation in (2.2) contain the characteristic functions of all T 2 T h (and therefore also of T h0 ). There is no reason to expect local mass conservation to be satis ed exactly for the least-squares nite element approach. However, an accurate approximation to the solution of the subsurface ow problem should also satisfy local mass conservation approximately. is of practical interest. The values for M 0 (u h ; p h ; s) for our test problem are given in Table 6 .2 (for w 1=K s again). It is obvious from (2.3) that decreasing w should put more weight on the mass balance equation. While the above results in Tables 5.1, 6.1 and 6.2 were obtained for w 1=K s , we also ran our test problem for w 0:1=K s leading to the values listed in Table 6 .3. Since this involves a di erent least-squares functional, the adaptive re nement process also leads to di erent values for the degrees of freedom and for the functional minimum. These numbers are therefore also included in the table. Degrees of freedoms ( dimV h + dim Q h ), minimum of least-squares functional, local mass balance error and accumulated local mass balance error for w 0:1=Ks As one would expect, the results in Table 6 .3 show that better local mass conservation is achieved with fewer degrees of freedoms in this case. Some of the values of M(u h ; p h ; p old h ; s) and M 0 (u h ; p h ; s) in the third and fourth part of Table 6 .3 are actually larger than the corresponding ones in 6.1 and 6.2, respectively. Note, however, that in these cases the degrees of freedom is much smaller in the second case due to the di erent scaling of the least-squares functional.
We close this section with a theoretical investigation of the local mass balance error associated with the least-squares nite element method. From the Cauchy- with a constant C X . The proof also uses the projections R h and I h in (3.6). 
Minimizing this linear least-squares functional is equivalent to nding u h 2 V h and p h 2 Q h such that
for all v h 2V h ;
for all q h 2Ŵ h : (7.2) Note that this variational problem arising from minimizing the linearized least-squares functional is di erent from the one which would be obtained from linearizing the nonlinear variational problem (2.6). Multilevel methods may be used for solving the linear least-squares problems arising in each Gauss-Newton step. For the Raviart-Thomas spaces, this requires special smoothers (see 1], 19]) in order to handle all the local error components on the re ned triangulations. The resulting combination of Gauss-Newton and adaptive multilevel methods as well as appropriate stopping criteria are studied in 26].
As a stopping criterion for the Gauss-Newton iteration we use
with some prescribed tolerance ". Note that we cannot use the functional F(u (k) h ; p (k) h ) itself as a stopping criterion since its minimum with respect to discrete spaces is not zero. Alternatively, the residual with respect to the variational problem (7.2) could be used as a stopping criterion. However, we view the change of the least-squares functional as a more natural measure of the improvement of successive iterates.
Another important issue is the proper choice of damping parameters in order to get global convergence of the Gauss-Newton method. We use the following variant of the Goldstein-Armijo line search principle (cf. e.g. 17, Sect. 4.3.2]): Successively choose k from f1; 1=2; 1=4; : : : ; min g and set
is satis ed. Note that the cost of the evaluation of the least-squares functional
) is negligible compared to the computation of the search direction ( u h ; p h ).
The adaptive re nement technique described in the previous section constructs a sequence of triangulations T h0 ; : : : ; T hL . We exploit this multilevel structure in the solution process of the systems of nonlinear equations by imbedding the GaussNewton method into a nested iteration, i. Table 7 .1 shows the number of Gauss-Newton iterations, inside the nested iteration algorithm of Section 7, required to ful ll (7.3) with " = 10 ?4 . On the coarsest level, the iteration is started with (u old h ; p old h ), i.e., the approximation (on the nest triangulation) from the previous time step interpolated to the coarsest triangulation. The number of Gauss-Newton iterations seems to be bounded independently of the re nement level. At most 10 Gauss-Newton iterations are required in all cases except on the two coarsest levels. 8. Computational Experiments for a Heterogeneous Test Problem. We also tested our method for a heterogeneous test problem with the geometry shown in Figure 8 .1 which is taken from 20, Example 2] (see also 15, Problem 4]). A constant in ltration rate of 0.5 m per day is prescribed on ? 1 , elsewhere the boundary condition is zero for the normal ux. The initial hydraulic potential is given by z ?10 m (where z is elevation). The basic idea is that the permeability in the subdomain 1 (sand) is much higher than in 2 (clay). Table 8 .1 shows the results of our computations after a total simulation time of 24 hours using a xed time-step of = 0:25 hours. The left graph in Figure 8 .2 shows that the computed saturation distribution after 24 hours using our least-squares nite element approach, the right graph shows the pressure head. 9. Conclusions. We think that these numerical results show the e ectiveness of the least-squares mixed nite element approach to the nonlinear elliptic problems of the type arising in variably saturated subsurface ow problem. In particular, the results of our computational tests clearly demonstrate two favorable properties: (i) the use of the (local) least-squares functional as an error estimator leads to an ecient adaptive mesh re nement technique, and (ii) Gauss-Newton methods are robust iterative schemes to solve the resulting nonlinear least-squares problems. Thus, the least-squares methodology leads to a powerful new approach to handle the nonlinear problems arising in unsaturated-saturated subsurface ow.
