Abstract-Recently, various methods have emerged for subNyquist sampling and reconstruction of signals with finite rate of innovation (FRI). These methods seek to sample parametric signals at close to their information rate and later reconstruct the parameters of interest. Some proposed reconstruction algorithms are based on annihilating filters and root-finding. Stochastic methods based on Gibbs sampling were subsequently proposed with the intent of improving robustness to noise, but these may run too slowly for some real-time applications. We present a fast maximum-likelihood-based deterministic greedy algorithm, IterML, for reconstructing FRI signals from noisy samples. We show in simulation that it achieves comparable or better performance than previous algorithms at a much lower computational cost. We also uncover a fundamental flaw in the application of MMSE (minimum mean squared error) estimation, a technique employed by some existing methods, to the problem in question.
I. INTRODUCTION
T HE Nyquist-Shannon sampling theorem states that an arbitrary band-limited signal can be recovered from uniform samples, provided that the sampling rate exceeds the Nyquist rate-twice the highest frequency present in the signal [1] . This condition on the sampling rate is sufficient but not necessary for perfect reconstruction. One scenario in which there is hope for sampling at a rate lower than the Nyquist rate is when the signal is known to take a simple form that allows it to be described by finitely many parameters per second. Such signals are said to have finite rate of innovation (FRI) [2] and the rate of innovation is defined to be the number of parameters per second. It has been shown that in the absence of noise, certain classes of signals with FRI can be reconstructed from samples taken at or slightly above the rate of innovation [2] . We will consider a particular class of signals with FRI, the stream of pulses given by (1) where is the Dirac delta function. Note that the parameters and give, respectively, the time and amplitude of the th pulse. This signal is not band-limited so it cannot be recovered using conventional Nyquist sampling. However, it has been shown that for certain classes of sampling kernels, if is passed through a linear filter with known kernel and then sampled uniformly with frequency no less than the rate of innovation, the parameters and can be perfectly recovered [2] .
Although we have chosen to consider streams of delta functions, FRI reconstruction procedures can be generalized to an arbitrary pulse shape . As pointed out in [3] , this is accomplished by absorbing into the sampling kernel to yield an effective sampling kernel .
A. Motivation and Previous Work
Signals resembling those given by (1) appear in applications such as ultra-wideband communication [4] , electrocardiography [5] , neurophysiology [6] , and ultrasound imaging [7] . The necessity to sample these signals at a low rate arises when restrictions are placed on sampling, digital signal processing, or data transmission. For example, power consumption resulting from high rates of analog-to-digital conversion and wireless transmission is commonly prohibitive in implanted medical devices. For these application areas, FRI theory provides a path to efficient sub-Nyquist sampling and reconstruction.
Robustness to noise and efficiency of the reconstruction process are important considerations in the design of FRI-based sampling and reconstruction methods. In essentially every practical context there will be various noise sources to which the reconstruction process must be robust. Additionally, some applications may require reconstruction to be performed in real time. Furthermore it may be beneficial to process many simultaneous channels of data in real time using the lowest possible amount of computational power. In such cases, the efficiency of the reconstruction algorithm is critical. We now briefly review two classes of existing approaches to FRI reconstruction, one based on the annihilating filter method and another based on Gibbs sampling. We discuss their merits with respect to robustness and efficiency.
1) Algorithms Based on the Annihilating Filter Method:
The original work by Vetterli et al. [2] on FRI proposed reconstruction based on a technique called the annihilating filter method or Prony's method. This technique is standard in spectral analysis (see [8] for instance). The pulse times are recovered by solving for the roots of a polynomial and the pulse amplitudes are subsequently estimated using least squares. Vetterli et al. originally illustrated this method only for Gaussian and sinc sampling kernels. Various approaches, still based on the annihilating filter method, have emerged to improve upon this work. Some of these approaches have sought to broaden the usable class of sampling kernels [9] or to improve robustness in the presence of either noise [10] , [11] or many pulses [7] .
One of the algorithms we will investigate in this paper is the Cadzow denoising procedure proposed by Blu et al. [11] , a particular state-of-the-art algebraic method based on the annihilating filter method. This procedure, which we will call "Cadzow", includes a denoising step which alternates between singular value decomposition and Toeplitzation. Cadzow can be adapted to any sampling kernel for which there exists a reconstruction procedure based on the annihilating filter method. We refer the reader to Blu et al. for a complete description of the Cadzow denoising procedure.
Tan and Goyal [3] argued that reconstruction based on the annihilating filter method demonstrates poor robustness to noise, although this criticism predates more recent work with the annihilating filter method [7] , [11] . They suggest that the root finding step of the annihilating filter method is the source of this vulnerability.
2) Stochastic Algorithms Based on Gibbs Sampling: Motivated by the issue of robustness to noise, Tan and Goyal [3] proposed an alternative FRI reconstruction algorithm, which we will call "Gibbs", based on Gibbs sampling. Gibbs sampling is a stochastic algorithm that belongs to the class of Markov chain Monte Carlo methods. It is an iterative process used to draw samples from any multivariate probability distribution. In this case, given data and a vector of parameters to estimate, Gibbs sampling is used to draw samples from the posterior distribution . This distribution is calculated by modeling the noise in the samples, imposing a simple prior distribution on , and appealing to Bayes' rule. By drawing many of these samples and calculating statistics such as the mean, inferences can be made about the parameters .
The authors found that although various methods based on the annihilating filter method fail in the presence of noise, the Gibbs algorithm can robustly estimate parameters of FRI signals from noisy samples. This robustness can be attributed to the fact that Tan and Goyal incorporate a noise model and take a statistical approach to estimating the parameters. This is in contrast to the original method proposed by Vetterli et al. [2] which algebraically calculates the parameter values exactly under the assumption that the samples are noiseless, providing no guarantee of performance in the presence of noise. Tan and Goyal's Gibbs sampler offers the additional benefit of being applicable to any sampling kernel . However, it runs slower than the annihilating filter method, leaving room for improvement with respect to computational efficiency.
Erdozain and Crespo [12] improved upon Tan and Goyal's Gibbs sampler using ideas inspired by genetic algorithms. This modification improves the accuracy of the results but does not improve the runtime. Their stochastic procedure, the Gibbs-GA algorithm, still draws a sequence of random samples but incorporates a procedure by which to identify and retain the best set of parameters found so far. Like the basic Gibbs sampler it is adaptable to any sampling kernel.
B. Our Contributions
We present an algorithm, IterML, for estimating signals with FRI from noisy samples using a deterministic approach based on iterative maximum likelihood estimation (MLE). Like the stochastic algorithms based on Gibbs sampling, IterML is applicable to any sampling kernel . We run extensive simulations that compare IterML both with the two stochastic algorithms [3] , [12] and with the Cadzow denoising method [11] . We conclude that IterML achieves comparable or better performance than the existing algorithms while running many times faster.
II. PROBLEM STATEMENT
We now present the problem statement, adapted from Tan and Goyal [3] . We start with a parametric signal consisting of a known number of nonnegative pulses within a known time window .
(2)
The stream of pulses is convolved with the sampling kernel to yield the filtered waveform . We take to be a Gaussian kernel (3) with width , but we emphasize that our method can be easily adapted to any kernel. The filtered waveform is uniformly sampled times in the interval with period to yield for .
Finally, a vector of i.i.d. zero-mean Gaussian noise with standard deviation is added to to yield the observed samples . In the following we will use boldface to denote vectors, for instance and . The FRI reconstruction problem is to use the vector of noisy samples (along with knowledge of , and ) to estimate the parameters and . For consistency with Tan and Goyal's work [3] we will also discuss the problem of estimating the noise level , although this is not required by most applications. Once we have estimates and for the signal parameters we can construct an estimate of the original signal (5) and subsequently an estimate of the filtered waveform. For consistency with the work of Tan and Goyal Fig. 1 . Diagram illustrating the problem setup, including sampling, reconstruction, and performance evaluation. The signal with FRI is given by (2) . It is convolved with the sampling kernel to yield . The filtered waveform is sampled uniformly and corrupted by noise to yield the samples . The reconstruction algorithm uses to estimate the parameters and of the signal , yielding an estimated signal . is convolved with to yield the reconstructed filtered waveform . The reconstruction error compares and according to (6) .
[3], performance is assessed using the normalized reconstruction error .
Note that and that values closer to 0 indicate better reconstruction. We will also be discussing an alternative error metric used in [12] . If the true pulses occur at times and the reconstructed pulses occur at times , we define the error metric by
This error metric gives a direct comparison of the pulse times but disregards the amplitudes. Fig. 1 illustrates the entire process of sampling, reconstruction, and performance evaluation.
III. REVIEW OF STOCHASTIC ALGORITHMS
In this section we review two previously proposed stochastic methods [3] , [12] for reconstructing FRI signals from noisy samples, as context for describing our IterML algorithm.
A. Gibbs Sampling
We now review the algorithm proposed by Tan and Goyal [3] based on Gibbs sampling. Gibbs sampling is a Markov chain Monte Carlo algorithm for drawing samples from a multivariate probability distribution. The distribution of interest is the posterior distribution that allows us to make inferences about the unknown parameters given knowledge of the noisy samples . In this case there is no straightforward way to directly draw from but Tan and Goyal have shown how to draw a single component, for instance, from its conditional distribution provided that estimates of all the other components are available. The theory behind Gibbs sampling states that if the components are iteratively drawn from their conditional distributions (given the current estimates of the other variables) then after sufficiently many iterations (the burn-in period) have passed, the resulting draws are each distributed according to the joint distribution [13] . This result holds regardless of the initial estimates of the parameters.
Tan and Goyal's algorithm [3] works as follows. An initial estimate of the parameters is taken as input. At iteration is obtained from by drawing the components of from their conditional distributions one by one. The first iterations constitute the burn-in period. Draws generated during this period are discarded. The remaining iterations will be referred to as the steady state period. The draws generated during this period are used to estimate . and must be chosen experimentally. The total number of iterations is denoted . Tan and Goyal choose to calculate the minimum mean squared error (MMSE) estimate for by taking the (componentwise) mean of the s drawn during the steady state period. (8) Tan and Goyal's algorithm combines the aforementioned Gibbs sampling procedure with an additional step in which the estimate for is refined using least squares estimation and knowledge of the estimate for [3] . Pseudocode for Tan and Goyal's algorithm is presented below. We use to denote the process of randomly drawing from the probability distribution with density function . 
end for
Compute using (8) Refine using least squares (see [3] )
return
All pulse times and amplitudes were initialized to 0. An alternative initialization with all pulse times set to 0 and all amplitudes set to 1 produced no significant difference in performance versus number of iterations.
B. Gibbs-GA
The Gibbs-GA algorithm [12] improves upon Tan and Goyal's Gibbs sampler using ideas from genetic algorithms. It requires a fitness function that evaluates a candidate set of parameters . The fitness function is chosen based on data likelihood. The data likelihood function is (9) Recall that is a function of and given by (4) . Note that for any fixed , maximizing the likelihood with respect to and is equivalent to maximizing the function (10) Therefore, is taken to be the fitness function. The Gibbs-GA algorithm is split into phases I and II with and iterations respectively, for total iterations. We will not discuss all the details of the algorithm here. Instead we provide an overview and refer the reader to [12] for the complete pseudocode. As in Tan and Goyal's original Gibbs sampler, the algorithm iteratively samples the 's and 's from their conditional distributions. The noise parameter is assumed to be a known input. The algorithm's key feature is that it keeps track of the best set of parameters found so far in terms of the fitness function . If a newly drawn set of parameters does not attain an value higher than the best set found so far then is thrown out and the current parameter values are reverted to . This leads to a sequence of parameters with nondecreasing data likelihood. During phase II, the algorithm also incorporates the idea of mutation by drawing randomly from the uniform distribution.
Gibbs-GA provides two possible methods for computing the final estimate for the parameters . The first method approximately computes the maximum likelihood (ML) estimate by returning the best set of parameters found so far. The second computes the minimum mean squared error (MMSE) estimate similarly to the original Gibbs sampler, which requires additional iterations. We choose to use the first method in our simulated comparisons because it is more efficient and because it was shown to have a lower rate of large errors [12] . In Section VI-A we justify this choice further by explaining why ML may be a better estimator than MMSE for the problem in question. As suggested by the authors we also include a final step in Gibbs-GA which refines using least squares.
As mentioned above, one possible drawback of the Gibbs-GA algorithm as formulated in [12] is that it assumes prior knowledge of . However, there is no reason why it could not be modified to instead estimate this parameter like the Tan and Goyal Gibbs sampler does. In our simulations we provide the Gibbs-GA algorithm with the correct value. This gives it a slight advantage but we will show that IterML outperforms it anyway.
IV. ITERML

A. Motivation
Recall that we are interested in developing an FRI reconstruction method that achieves both robustness to noise and computational efficiency. Our algorithm, IterML, is motivated by the possibility of using fewer iterations without sacrificing accuracy. IterML is a greedy algorithm that uses maximum likelihood estimation (MLE) to deterministically arrive at an estimate for the parameters. In general, greedy algorithms are fast but do not always achieve good accuracy. However, in this case we will show that IterML actually gives better accuracy than the two previously discussed stochastic algorithms.
B. Algorithm
The structure of the IterML algorithm is similar to that of the Gibbs sampler in that the parameters and are iteratively updated one by one. However, instead of drawing them from their conditional distributions we update them in a deterministic manner based on maximum likelihood estimation (MLE). In particular we update each parameter with the goal of maximizing the fitness function given by (10) . Recall that this is equivalent to maximizing the data likelihood. The result is an approximate maximum likelihood estimate for . We classify IterML as a greedy algorithm because it updates one parameter optimally at each step with the hope that this will lead to a set of parameters that are, as a whole, close to optimal.
IterML requires no estimate for the noise level in order to effectively estimate the signal parameters and . If an estimate for is desired, this estimate is made at the end once and have been established. Most applications will not require this step. We now present the pseudocode for IterML. For conciseness we introduce the notation .
Algorithm 2: IterML
Require:
end for
Compute if desired (see Section IV-C)
return
In our implementation we initialized all the pulse times to 0 and all the amplitudes to 1. Note that the parameters are updated such that is always updated directly after . This order is important as discussed in Section VI-C. We now discuss the details of updating each parameter.
1) Updating : Note from (4) that the dependence of on is specific to the kernel and may be highly nonlinear. Since we want our approach to generalize to all sampling kernels , we cannot analytically maximize with respect to (given a particular ). However, we are confined to the domain and so we use an exhaustive search in which we evaluate at many test points spaced evenly throughout (while holding fixed the current values of and ) and choose the that yields the largest result. Exhaustive search is usually inefficient but as discussed in Appendix A, we can perform this calculation efficiently by precomputing certain results. The details of the update step for are as follows.
Precomputed Quantities:
• The matrix for
• The column vector where
Update
Step for : 1) Compute the column vector using (16). 2) Compute the column vector using the precomputed values and . 3) Let be the index of the minimum entry of . 4) The optimal value for is . See Appendix A for a derivation and discussion of the above procedure.
2) Updating : As derived in Appendix B we can analytically maximize with respect to (given a particular ). The optimal value is given by (11)
C. Estimating
Estimating the noise level is not usually an essential part of the FRI reconstruction problem because it is not necessary in order to reconstruct the signal . However, since it may be useful in some applications and because it is a stated goal of Tan and Goyal's Gibbs sampler [3] , we discuss the problem of estimating using IterML. Unlike Gibbs sampling, IterML requires no intermediate estimates of in order to arrive at its estimates for and . We therefore tackle the problem of estimating after IterML has already produced and .
If we assume that our estimates and match the true values and then estimating is straightforward. Recall that is the standard deviation of the white Gaussian noise corrupting to yield . In other words, the entries of are drawn from the normal distribution . Since we know and can compute an estimate for from and using (4), we can estimate by computing the sample standard deviation of . (12) We will see that this method (which we will refer to as Method I) tends to underestimate for reasons explained in Section VI-A. We can achieve better performance using Method II in which we approximately compute the MMSE estimate for . Tan and Goyal [3] derive an expression for the density function . We assume our estimate is correct and compute by marginalizing out (integrating out) the one by one. The result is taken to be our estimate for . The details of this calculation are omitted for brevity. Unlike Method I, Method II accounts for uncertainty in the estimate . In order to exactly calculate the MMSE estimate we would also need to marginalize out the 's. However, since is arbitrary, an analytic solution seems unlikely.
D. Variants of IterML
We explored a few variants of the IterML formulation presented above. One potential modification is to replace each update step for with an update step for all of . Instead of updating a single optimally as given by we update all 's simultaneously as given by .
This step is performed by solving a system of linear equations, each of which takes the form of (11) for a different value of .
Another potential modification to the original formulation is to, instead of updating and then , update and simultaneously. Each update step becomes .
We found that neither of the two modifications mentioned in this section noticeably improved the algorithm's performance.
V. SIMULATION RESULTS
In this section we present numerical simulations that compare IterML with the Gibbs [3] , Gibbs-GA [12] , and Cadzow [11] methods described previously.
A. Experimental Setup
To compare IterML with the stochastic algorithms Gibbs and Gibbs-GA, we used an experimental setup similar to that of Tan and Goyal's original evaluation of the Gibbs algorithm [3] . Tan and Goyal used two hard-coded signals , experiment A (with pulses) and experiment B (with pulses). We chose to run our simulations on a wider variety of signals by randomly generating signals that are similar to experiment A. We did, however, repeat our experiments using Tan and Goyal's hard-coded signals and observe the same trends as presented below. In our setup we fixed pulses in the interval . The pulse times were drawn independently from the uniform distribution on this interval but signals in which 2 pulses were too close together (within 2 time units) were thrown out for reasons discussed below. The pulse amplitudes were drawn independently from the normal distribution with mean 10 and standard deviation 4. The units of time and amplitude are arbitrary. Fig. 2(a) shows some typical examples of these randomly generated signals. Note that the signals are noiseless because noise is not added to the original signal but to the samples . To justify disregarding signals with close-together pulses, consider the following. The FRI reconstruction problem is most difficult when the pulses are close together. When two pulses are very close together they can yield samples that are indistinguishable from those of a single larger pulse, causing the reconstruction problem to become ill-conditioned. In some cases this can be rectified by increasing the sampling rate. However, we certainly do not want to consider signals in which two pulses are so close together that they yield a filtered waveform that is indistinguishable from that of a single larger pulse. For such signals, the reconstruction problem is ill-conditioned for all sampling rates. This problem could be resolved by using Table I ). Note that in relation to the range of sampling rates tested, the minimum pulse separation of 2 time units corresponds to a minimum of 1 sample and a maximum of 5 samples. Table I lists the default parameter values used in our simulations. Table II lists parameters that are specific to one of the three reconstruction methods. Note that for Gibbs, the iterations are evenly divided between burn-in and steady state periods. Similarly, for Gibbs-GA, the iterations are evenly divided between Phase I and Phase II. Figs. 2(b) and (c) illustrate different levels of noise and reconstruction error respectively. We ran an additional experiment to compare IterML with the Cadzow method [11] . We originally hoped to run the Cadzow method with the Gaussian kernel so that it could be compared to the other methods. Although Blu et al. present the Cadzow method in the context of the periodic sinc kernel, it can in theory be adapted to any reconstruction procedure based on the annihilating filter method simply by adding the Cadzow denoising step. However, we found that the Cadzow method was extremely unstable when applied to the Gaussian kernel reconstruction procedure described in [2] . We therefore chose to compare IterML and Cadzow using the periodic sinc kernel. This means that instead of taking to be the Gaussian kernel as in (3), we take (13) Recall that is the interval containing the pulses. As derived in [11] we choose the optimal (in terms of the Cramér-Rao bound) bandwidth based on the number of samples as follows. If is odd, let and if is even, let . The iterative denoising step of the Cadzow method terminates when the th largest diagonal element of a particular matrix is smaller than the th largest diagonal element by a pre-requisite factor. We took this factor to be but noted that performance appeared just as good with a factor as large as . Apart from this change in sampling kernel, we used the same experimental setup described above to compare IterML and Cadzow. . Method II: . Both methods tend to underestimate . Each data point shows the mean value of over 1,000 trials. 95% confidence intervals of the mean are within the size of the markers.
We ran a final experiment to explore the optimality of the various reconstruction methods in terms of the Cramér-Rao bound (CRB). The CRB provides a lower bound on the covariance matrix of an unbiased estimator of a vector of parameters, in this case . The formula for the CRB for the FRI reconstruction problem is derived in [11] in terms of the sampling kernel and the true signal parameters. For this experiment we followed the methodology of a similar experiment performed in [11] . We fixed a particular typical FRI signal with pulses on an interval of length and used samples. The first and second pulses are considered separately. For each pulse we computed the CRB using the formula from [11] . At each noise level we then ran each reconstruction method 10,000 times, each time with a different realization of the noise vector . These 10,000 trials yielded 10,000 different estimates for the time of the pulse in question. The sample standard deviation of these 10,000 pulse times is plotted on the y-axis.
We computed 95% bootstrap confidence intervals of the mean for Figs. 3, 4, 5. Each confidence interval was generated from 1,000 independent trials of the experiment, each using a different randomly generated signal . These confidence intervals are only shown in the few cases when they exceed the size of the markers. In Fig. 3 , reconstruction error values were capped at 1, i.e., whenever a trial yielded we reported . This prevents results from being skewed by rare cases in which is orders of magnitude larger than 1. Capping the error at 1 only benefits the Gibbs algorithm because it is the only method for which these large errors were observed.
B. Results
In Fig. 3 we compare the performance of Gibbs, Gibbs-GA, and IterML with various parameters: number of iterations , noise level , and number of samples in the interval. We see that IterML outperforms the two stochastic algorithms under all conditions tested. Most notably, we see that IterML achieves much faster convergence. Note from Fig. 3(a) that the are shown as a function of the noise level. Each data point shows the mean value of the error over 1,000 trials. 95% confidence intervals of the mean are within the size of the markers.
performance of Gibbs-GA improves as the number of iterations increases, eventually attaining a peak performance of about . About 20 iterations are required in order to get close to this level of performance. In contrast, IterML achieves after only 2 iterations and achieves a peak performance of about within 5 iterations. We do not show results using the pulse time error metric for this experiment because we observed that it yields the same trends as .
In Fig. 4 we compare estimation of by Gibbs and IterML. Recall from Section IV-C that IterML can estimate using one of two methods (I and II). We see that method I tends to underestimate . This problem is mitigated but still present when using method II. Reasons for this failure are discussed in Section VI-A.
In Fig. 5 we compare IterML to the Cadzow method using samples taken with the periodic sinc kernel. Here we show both the reconstruction error and the pulse time error because the two metrics yield somewhat different trends. In particular we see that Cadzow outperforms IterML in terms of in the low noise domain. It also appears that IterML has a slight advantage over Cadzow in the high noise domain under both error metrics. Reasons for these results are discussed in Section VI-B. Fig. 6 . Comparison of runtimes. The runtime for reconstructing a 5-pulse signal is shown for each algorithm. The iterative algorithms (Gibbs, Gibbs-GA, and IterML) use 3 iterations. The iterative denoising step of the Cadzow algorithm uses a termination condition that results in the use of only a few iterations (fewer than 3 on average). Results were averaged over 100 trials. The parameters used were the same as in our simulations. In particular,
, and (for IterML) . The IterML runtime does not include precomputing the quantities and (see Appendix A). Fig. 7 . Comparison of FRI methods to the Cramér-Rao Bound. We fixed a typical FRI signal with pulses on an interval of length and used samples. The signal we used has parameters and . For each of the 2 pulses we show the Cramér-Rao (CR) Bound and the sample standard deviation of reconstructed pulse times computed over 10,000 different realizations of noise. The experiment is repeated for both (a) methods using the Gaussian kernel and (b) methods using the periodic sinc kernel.
In Fig. 6 we compare the runtimes of the various FRI methods. It should be noted, however, that runtimes can be very sensitive to hardware, implementation details, and parameter choices. We ran our simulations in MATLAB [14] on a high performance desktop computer. We wrote code for the Cadzow method according to the pseudocode in [11] . We used a MATLAB implementation of Gibbs provided by the authors Tan and Goyal [3] . We adapted this Gibbs code according to the pseudocode in [12] to yield an implementation of Gibbs-GA. Our implementation of IterML is optimized for speed as described in Appendices A and B. We see from Fig. 6 that IterML runs significantly faster than the existing algorithms.
In Fig. 7 we analyze the optimality of the various methods in terms of the Cramér-Rao bound. For sufficiently low noise we see that IterML and Cadzow achieve the bound and therefore demonstrate optimal variance. In other cases, however, we see that the FRI reconstruction methods demonstrate variance that is somewhat above the CRB.
VI. DISCUSSION
A. MMSE Versus ML Estimation
In this section we discuss differences between minimum mean squared error (MMSE) and maximum likelihood (ML) estimation in the context of the FRI reconstruction problem. Recall that Tan and Goyal's Gibbs sampler uses MMSE estimation to estimate the pulse times . Gibbs-GA and IterML are instead based on ML estimation. Above we have seen that Gibbs-GA and IterML outperform the Gibbs sampler, an indication that ML may be a better estimator. In this section we argue that MMSE is not a suitable estimator for the FRI reconstruction problem.
Recall that the theory of Gibbs sampling guarantees that after sufficiently many iterations, the draws generated by the Gibbs sampling algorithm follow the distribution . This means that if we wait for a sufficiently long burn-in period and average over sufficiently many draws, we are guaranteed to arrive at an estimate that is arbitrarily close to the true MMSE estimate for . Tan and Goyal's Gibbs method also adds a final update step for . This means that the pulse times are estimated using MMSE but the amplitudes are not purely MMSE estimates.
However, there is a fundamental issue with the MMSE estimate in this context. Due to symmetry, each component of has the same posterior distribution . Therefore, the MMSE estimate actually satisfies , which means all the pulses are estimated to occur at the same time.
We observe this phenomenon when we run the Gibbs sampler for 1,000,000 iterations. Each draw tends to be close to one of the correct pulse times but they occasionally permute. For instance, the draws for and may switch values at some point during the evolution of the algorithm. When we average over 1,000,000 draws, all the 's have a very similar average value. We have seen, however, that when only 50 or so iterations are used, the Gibbs sampler performs reasonably and does not report all the pulse times to be equal. This means we have not actually been using enough iterations to accurately compute the MMSE estimate. However, these inaccurate results are actually much better than the true MMSE estimate. The Gibbs sampler produces reasonable results with a moderate number of iterations because nearby draws are correlated and therefore unlikely to permute on short time scales. However, over the course of 50 iterations it is not uncommon to see two different switch values. Gibbs-GA and IterML do not suffer from this problem because they search for a single pulse configuration that achieves high likelihood rather than averaging over many likely pulse configurations.
Although MMSE is unsuitable for estimating the pulse times and amplitudes, it works well for estimating the noise level . Fig. 4 shows that Tan and Goyal's Gibbs sampler gives good estimates for whereas IterML tends to give estimates that are too low. IterML's method I fails because of an over-fitting effect that occurs during the estimation of and . Recall that method I estimates by computing the sample standard deviation of . The problem with this is that IterML is able to find estimates and for and such that the reconstructed samples are actually a better approximation for than the true . In other words, some of the noise in is being modeled by and . This means that although the sample standard deviation of is a good estimator for , the sample standard deviation of tends to be too small. IterML's method II mitigates this issue by approximately calculating the MMSE estimate, but the results are not as good as the MMSE estimate computed by Gibbs.
B. Statistical Versus Algebraic Reconstruction
We devote this section to discussing how IterML compares to the Cadzow method [11] . Recall that the Cadzow method adds an iterative denoising step to the standard annihilating filter method. As a result, it can be adapted to any sampling kernel that has a reconstruction procedure based on the annihilating filter method.
As motivation for introducing the Gibbs algorithm, Tan and Goyal [3] claimed that methods based on the annihilating filter are unstable in the presence of noise. When we implemented the Cadzow method using the Gaussian kernel, we indeed observed that the reconstruction procedure was extremely unstable. The reason for this instability may be as follows. A key step in the reconstruction procedure for the Gaussian kernel based on the annihilating filter method (described in [2] ) is to build a particular vector based on the samples. The entries depend exponentially on . As a result, the largest entry of is many orders of magnitude larger than the smallest entry of . This may result in numerical instability.
It is not the case that all methods based on the annihilating filter exhibit this type of numerical instability. Since the Gaussian kernel caused problems, we compared IterML and Cadzow using the periodic sinc kernel. The Cadzow method performed quite well with this kernel in terms of error metrics (7) and (6) and as shown in Fig. 5 .
Before we interpret the comparison of IterML and Cadzow we should say a few things about the differences between the error metrics and . In the comparison of IterML with Gibbs and Gibbs-GA we did not present because it gave the same trends as . However, there are some important differences between the two error metrics. In the case that the correct pulse times are approximately reconstructed correctly, is a better error metric because it directly compares the true and reconstructed pulse times. However, when one or more reconstructed pulse times are incorrect, is not a good error metric. Let be the true pulse times and consider the case where are reconstructed correctly but where a spurious pulse with time is also reconstructed. This means . The first 4 reconstructed pulses match the last 4 true pulses but since pairs up the th reconstructed pulse with the th true pulse, no pulse times will be considered correct. Missing a single pulse can incur a large error. Therefore, when not all pulses are reconstructed correctly, may be a better indicator than for whether most of the pulses were reconstructed correctly. It is conceivable, however, that favors IterML because IterML seeks to minimize a quantity that is closely related to . Now we turn our attention to Fig. 5 . In the low noise domain we should expect both methods to recover all pulses, so is a good error metric. We see that Cadzow outperforms IterML in the low noise domain. As we should expect, Cadzow gives perfect reconstruction when there is very little noise because it algebraically solves for the correct pulse parameters. IterML, however, sometime misses small pulses. IterML is also limited by the resolution of its grid search for . In the high noise domain, we expect that neither method will always reconstruct all pulse times correctly. In this case is a good error metric. We see that IterML outperforms Cadzow in the high noise domain under this metric. This may indicate that IterML gives better results in the high noise domain. We have indeed observed that Cadzow generates errors such as negative amplitudes and extremely large amplitudes in high noise scenarios. As mentioned earlier we should also note that the metric may be biased towards IterML. To conclude, the data suggests that Cadzow outperforms IterML in the low noise domain and IterML outperforms Cadzow in the high noise domain.
Even in the domain where IterML does not seem to provide significantly better results than the Cadzow method in terms of and , IterML does have a few advantages. One is the improved runtime, as shown in Fig. 6 . Another is the easy adaptabality to any kernel. Any kernel can be easily substituted into the IterML algorithm. Although many kernels have associated reconstruction methods based on the annihilating filter, it may or may not be possibile to swap one kernel out for another with only a trivial modification to the Cadzow algorithm. There is also the additional concern of whether these reconstruction procedures are stable. We have seen for instance that the reconstruction procedure for the Gaussian kernel described in [2] is very unstable, even with the Cadzow denoising step.
C. Convergence and Optimality Analysis
We now turn our attention to analysis of the IterML algorithm. IterML does not come with rigorous optimality guarantees. It does not always converge to the true maximum of the likelihood function. We can, however, provide a heuristic explanation for why it performs well.
Recall that IterML iteratively updates the parameters and in order to maximize the likelihood function , or equivalently, to maximize the function given by (10). Since increases (or remains unchanged) every time a parameter is updated and is bounded above by 0, must converge to some value as the number of iterations goes to infinity. In practice we see that the parameters also converge to some , and that they do so quickly: within about 5 iterations.
Although the parameters converge, they do not always converge to the true maximum likelihood estimate, i.e., the set of parameters that maximizes . They do however achieve a local maximum in the sense that no one parameter (some or some of can be changed to yield a higher . The reader may wonder why we do not simply apply a standard numerical maximization procedure such as gradient descent in order to maximize . Gradient descent is susceptible to falling into suboptimal local maxima. If we were to apply it to this problem we would likely arrive at a highly suboptimal result because the function has many local maxima with respect to any given . Also, the local behavior of with respect to some gives little indication as to where the th pulse should optimally be placed. The update step of IterML fixes this by using exhaustive search to find the correct local maximum.
It is critical that is updated directly after . Choosing a different order is detrimental to the algorithm's performance. IterML is able to find near-optimal parameter values by identifying the pulses from largest to smallest. Regardless of the initial value for
is placed approximately at the position of the largest pulse in the real signal. is then updated to reflect this pulse's amplitude. Now that the largest pulse is well-modeled by the current choice of parameters, the algorithm is discouraged from placing another pulse in the same location. is placed at the position of the second largest pulse, and so on.
To stress the importance of the order in which the parameters are updated, consider the update order used by Tan and Goyal's Gibbs sampler: at each iteration, update all the 's and then update all the 's. Assume that the 's are initialized to very small values. gets placed at the position of the largest pulse. But may be much smaller than this pulse's true amplitude so this pulse would still not be well-modeled by the current parameters. would also be placed at the position of the largest pulse, leading to an incorrect result.
We can speculate as to why IterML outperforms Gibbs-GA. Gibbs-GA employs randomness in order to find a near-optimal local maximum of . This allows it to reach the neighborhood of a good local maximum but it requires some luck in order to pinpoint the maximum exactly. IterML, on the other hand, takes a more direct approach by updating each parameter optimally at each step. It is able to reach the neighborhood of a good local maximum because the exhaustive search for pulls it out of suboptimal local maxima and because the order in which the parameters are updated discourages multiple pulses from being placed in the same location. Once it gets close to a good local maximum it is able to pinpoint it with very good accuracy due to its optimal deterministic update steps.
In Fig. 7 we have seen that for low noise levels, IterML achieves the Cramér-Rao lower bound and therefore demonstrates the minimum possible variance in an unbiased estimator. For higher noise levels there could exist methods that offer lower variance than any of the ones we have tested. On the other hand, since the Cramér-Rao bound is not necessarily attainable, such methods may not exist. It is also unclear whether the CRB is entirely relevant to FRI reconstruction applications where variance in pulse time is not the relevant performance metric. Additionally, the CRB only provides bounds on performance for unbiased estimators and we have not shown that any of these methods provide unbiased estimators.
D. Runtime and Use in Real Applications
The primary motivation behind developing the IterML algorithm was to improve upon the runtime of the Gibbs and Gibbs-GA algorithms without sacrificing performance. In this section we evaluate the extent to which IterML improves the runtime of previous methods.
First we discuss the specifics of how to apply IterML to a continuously streaming signal. The signal needs to be broken up into time blocks of some length . As soon as the samples from a block have been recorded they can be sent to a processor for reconstruction. Some applications will demand real-time reconstruction, which imposes some constraints. First, the algorithm must run in real time, i.e., the runtime for processing a block of length must not exceed . Secondly, must be small enough such that there is not too much delay, as dictated by the specific application. For instance, if we use a block length of 10 seconds and require 10 seconds to run the algorithm, some pulses will not be reported until almost 20 seconds after they occurred.
In some applications we may want to process many channels concurrently. This could be accomplished by running many processors in parallel. However, if there are thousands of channels we would ideally use many fewer processors than this. If the algorithm runs faster than real time (i.e., processes a block of length in a time less than ) then many channels can run on a single processor. In this sort of application setting it is desirable to have the reconstruction algorithm be as fast as possible because every increase in reconstruction speed leads to a decrease in required parallel processing power.
An additional complication arises from the fact that we do not in reality know the number of pulses per time block. This can be dealt with by setting to be a reasonable upper bound on the number of pulses per block, and by then discarding all reconstructed pulses whose amplitudes are below some threshold. The reasoning behind this is that if there are pulses in a block, IterML will find the pulses but will also introduce spurious pulses that are small in amplitude. From the discussions above, we see that needs to be dictated by the amount of permissible delay and (which is related to the pulse reconstruction rate ) needs to be dictated by the maximum possible rate of pulses in the signal. There are a few other parameters that influence the runtime: the number of samples per block (which is related to the sampling rate ), the number of test points used for the update step, and the number of iterations .
Assume we need to reconstruct the pulses in some fixed length of data, say 1 second, and that we will do so by breaking the data into blocks, each of length . We then run IterML on each block using iterations and looking for pulses per block. The total number of update steps (for either or ) required has order . The runtime of a pair of update steps (one for and one for ) is dominated by the calculation (during the update step for ) of (see Appendix A). This computation runs in time because and dictate the size of the matrix and vectors involved. The overall runtime of IterML is therefore . For a constant pulse reconstruction rate this is . This is an indication that should be made as small as possible so that fewer samples and test points are required per interval of length , which decreases and . It is not practical to shrink past a certain point because complications in choosing will arise (for instance cannot be fractional). We can however conclude that IterML runs fastest when the data is processed in small batches (with a relatively small value) rather than when a long stream of data is processed all at once. We also see that there is a tradeoff between performance and runtime. Performance is better for larger values of and but runtime grows linearly with .
We should be cautious about drawing conclusions from Fig. 6 because runtimes can be very sensitive to implementation details and choice of parameters. However, if we put this issue aside for the moment we can note the following. Recall from Fig. 3(a) that IterML with 3 iterations outperforms Gibbs-GA. This means that IterML with 3 iterations achieves better robustness than Gibbs-GA while running more efficiently than the annihilating filter method.
We also see in Fig. 6 that IterML offers a runtime improvement over Gibbs and Gibbs-GA by about a factor of 10 for one iteration. Say for instance that we want to use Gibbs-GA with 20 iterations, which gives decent performance. In Fig. 3(a) we see that IterML can achieve better results using only 2 iterations, allowing for an additional speedup by a factor of 10. This means that overall, IterML can run about 100 times faster than Gibbs-GA and still give slightly better results. It is feasible, however, that Gibbs-GA could be optimized to run faster than the implementation that we used. Recall that our implementation for Gibbs-GA was adapted from Tan and Goyal's implementation of Gibbs [3] .
Many applications require real-time signal processing. The runtime for one iteration constrains the number of pulses that can be detected per second. For example, consider the scenario described in this paper where we search for pulses per interval with test point resolution . We found that we were able to run an iteration of IterML in 0.062 ms, which allows for 16,129 iterations per second. This does not depend on the value of , the length of each computation interval. If we use 5 iterations to process each interval of length then we can process such intervals in a second. Therefore, for real-time reconstruction we need to be large enough such that there are no more than 3,226 intervals of length in 1 second. This means we must require ms. Since , this means real-time reconstruction can be performed on a single processor for pulse rates up to pulses per second. If, for instance, we were dealing with only 100 pulses per second we could process 161 channels simultaneously on a single processor in real time.
Real world applications may also demand a slightly different setup from the one considered in this paper. If the sampling kernel is different then all the derivations and equations in this paper still hold. If, however, the noise is not white Gaussian, the derivations in this paper no longer hold. Similar derivations could be carried out for a different noise model, but problems may arise. For instance, there may no longer be a closed form expression for the update step for .
There may also be application areas in which extremely accurate reconstruction of pulse times is necessary, to the point that IterML becomes limited by the resolution of its grid search for . In such applications, IterML is most likely not the best choice of reconstruction algorithm. This is because its runtime increases with the resolution of the grid search. The Cadzow method would be a better choice in cases with very low noise in which very high precision is necessary. As discussed in Section VI-B, the domain in which IterML has the largest advantage over Cadzow is when the noise is very high and we do not necessarily expect every pulse to be reconstructed correctly.
VII. CONCLUSION
We have presented an algorithm, IterML, for reconstruction of FRI signals from noisy samples taken below the Nyquist rate. IterML is built on the principle of maximum likelihood estimation (MLE). Our analysis suggests that MLE is more appropriate for the FRI reconstruction problem than the minimum mean squared error (MMSE) estimator employed by the Gibbs sampler. This is because, as discussed in Section VI-A, the exact MMSE estimator suffers from a fundamental flaw due to symmetry. Using numerical simulations we have shown that IterML improves both the performance and speed of the Gibbs [3] and Gibbs-GA [12] algorithms. It also improves the speed of the Cadzow denoising method [11] . This improvement in speed is due to the fact that IterML converges in very few iterations, as well as the fact that each step is optimized for speed by utilizing precomputed values. Our results suggest that IterML could offer a path towards efficient real-time acquisition of FRI signals in noisy and resource-constrained environments.
APPENDIX A DERIVATION OF THE ITERML UPDATE STEP FOR
As discussed in Section IV-B, the update step of IterML finds the pulse time that maximizes the fitness function given the current amplitude estimates and the remaining pulse times . Recall that (14) We now rewrite this in order to isolate terms that depend on . Drop the leading negative sign, discard the constant term and remove a factor of (recall ) to arrive at an equivalent problem: find that minimizes (18) Since we cannot minimize this expression analytically for arbitrary we perform an exhaustive search in which (18) is evaluated at many potential values ("test points") in . Let be the test points, spaced evenly throughout . The exhaustive search can be implemented efficiently by precomputing a large matrix and a large vector . The precomputed values only need to be computed once and can then be reused at every iteration. In fact, they can be reused over many time windows of length provided that doesn't change. The efficient implementation is as follows.
Update
Step for : 1) Compute the column vector using (16). 2) Compute the column vector using the precomputed values and . (Note that is the value of (18) evaluated at .) 3) Let be the index of the minimum entry of . 4) The optimal value for is .
APPENDIX B DERIVATION OF THE ITERML UPDATE STEP FOR
As discussed in Section IV-B, the update step of IterML finds the pulse amplitude that maximizes the fitness function given the current pulse time estimates and the remaining amplitudes . Recall that
The partial derivative of (19) with respect to is (20)
We solve for the stationary points of with respect to by setting (20) equal to 0 and solving for . We find a single stationary point given by (21) Note that is everywhere differentiable with respect to as , and has a single stationary point with respect to . As a result, is maximized at the unique stationary point. Therefore (21) is the update step for .
Note that (21) can be computed efficiently using the precomputed values. In particular 
