ABSTRACT. We consider a fast deterministic algorithm to identify the "best" linearly independent terms in multivariate mixtures and use it to compute, up to a user-selected accuracy, an equivalent representation with fewer terms. Our algorithm employs a pivoted Cholesky decomposition of the Gram matrix constructed from the terms of the mixture. Importantly, the multivariate mixtures do not have to be a separated representation of a function and the complexity of the algorithm is independent of the number of variables. The algorithm requires O r 2 N operations, where N is the initial number of terms in the multivariate mixture and r is the number of selected linearly independent terms. Due to the condition number of the Gram matrix, the resulting accuracy is limited to about one half of the available significant digits. We also describe an alternative algorithm that is capable of achieving higher accuracy but is only applicable in low dimensions or to multivariate mixtures in separated form.
INTRODUCTION
We present (what we call) reduction algorithms for computing with multivariate mixtures that allow us to obtain solutions of PDEs in high dimensions as well as to address several problems in data science. We describe a new approach for solving partial differential and integral equations in a functional form, consider a far-field kernel summation method and the construction of equivalent sources for nonoscillatory kernels. We also present several examples of applications to kernel density estimation (KDE) for constructing a PDF of a cloud of points and show how to use reduction algorithms to produce seeds for subdividing a cloud of points into groups.
We use the well-known pivoted Cholesky factorization to identify the "best" linearly independent terms from a collection of functions 1 . The renewed interest in this problem is due to two observations: (i) the approach can be used for more general multivariate mixtures than the separated representations in [6, 7] and (ii) multivariate Gaussian mixtures can achieve any target accuracy when approximating functions since a multiresolution analysis can employ a Gaussian as an approximate scaling function [11] . The first observation makes our approach so far the only choice for reduction of general multivariate mixtures while the second assures that a multivariate Gaussian mixture (and its modifications that e.g. include polynomial factors) is sufficient to represent an arbitrary function while allowing us to exploit the fact that integrals involving Gaussian mixtures can be evaluated explicitly. We expand further on these observations below.
We consider multivariate functions that can be approximated via a linear combination of multivariate atoms,
such that the inner product between the atoms,
can be computed efficiently. We normalize the atoms so that they have unit L 2 -norm g l 2 = g l , g l = 1.
A particularly important example are multivariate Gaussian atoms yielding a multivariate Gaussian mixture. In this case the atoms are
where N (x, µ l , Σ l ) is the standard multivariate Gaussian distribution with mean µ l , symmetric positive definite covariance matrix Σ l ∈ R d×d , and g l 2 = 1. Already in early quantum chemistry computations, Gaussian mixtures were used because integrals involving them can be computed explicitly (see e.g. [14, 26, 32] ). Indeed, integrals with Gaussians (and (1.2) in particular), can be evaluated explicitly in any dimension. Multivariate Gaussian mixtures (as well as other multivariate atoms) are used within the Radial Basis Functions (RBF) approach (see e.g. [17] and references therein). A method for approximating smooth functions via Gaussians and a number of its applications have been developed in [28] .
As was demonstrated previously, a number of key operators of mathematical physics can be efficiently represented via Gaussians leading to their separated representations (see e.g. [6, 7, 9, 10, 4] ) and, as a consequence, to practical algorithms (see [21, 35, 36, 20] ). Importantly, as it was demonstrated recently, for any finite but arbitrary accuracy a Gaussian can serve as a scaling function of an approximate multiresolution analysis [11] .
These considerations combined with algorithms of this paper to reduce the number of terms in (1.1) suggest a new type of numerical algorithms. The basic idea of such algorithms is simple: in the process of iteratively solving equations, we represent both operators and functions via Gaussians and, at each iteration step, compute the required integrals explicitly. The difficulty of this approach is then a rapid proliferation of terms in the resulting Gaussian mixtures. For example, if an integral involves three Gaussian mixtures with 100 terms each, the resulting Gaussian mixture has 10 6 terms. However, in most practical applications most of these terms are close to be linearly dependent and, thus, to represent the result, we only need a fast algorithm to find the "best" linearly independent subset of the terms. We describe (what we call) reduction algorithms to maintain a reasonable number of terms in intermediate computations when using these representations.
The multivariate mixtures that we consider (and construct algorithms for) can be significantly more general than the separated representations introduced in [6, 7] for the purpose of computing in higher dimensions by avoiding "the curse of dimensionality". Recall that a separated representation is a natural extension of the usual separation of variables as we seek an approximation (1.4) f (x 1 , . . . ,
where the functions φ j (x j ) are not fixed in advance but are optimized as to achieve the accuracy goal with (ideally) a minimal separation rank r. Importantly, a separated representation is not a projection onto a subspace, but rather a nonlinear method to track a function in a high-dimensional space while using a small number of parameters. The key to obtaining useful separated representations is to use the Alternating Least Squares (ALS) algorithm to reduce the separation rank while maintaining an acceptable error. ALS is one of the key tools in numerical multilinear algebra and was originally introduced for data fitting as PARAFAC model (PARAllel FACtor analysis) [22] and CANDECOMP (Canonical Tensor Decomposition) [16] . ALS has been used extensively in data analysis of (mostly) three-way arrays (see e.g. the reviews [33, 15] , [24] and references therein). We note that any discretization of f in (1.4) leads to a d-dimensional tensor U ∈ R M 1 ×···×M d yielding a canonical tensor decomposition of separation rank r,
where the s-values σ l are chosen so that each vector u
has unit Frobenius norm u (l) j F = 1 for all j, l. However, the ALS algorithm relies heavily on the separated form (1.4-1.5) and is not available for general multivariate mixtures.
In this paper we detail and use an algorithm to reduce the number of terms in multivariate mixtures that do not necessarily admit a separated representation. In spite its accuracy limitations, this algorithm has several advantages as its complexity is independent of the number of variables, the dimension d. It requires O r 2 N operations, where N is the initial number of terms in a multivariate mixture and r is the number of selected terms. We also describe an algorithm capable of achieving higher accuracy by avoiding the loss of precision due to the use of the Gram matrix but which currently is only applicable in low dimensions or to multivariate mixtures in separated form.
We start by describing reduction algorithms in Section 2. We then present several examples of using our main algorithm for solving equations in Section 3. In Section 4 we show how to apply our approach to construct the Probability Density Function (PDF) for a cloud of points in high dimensions using the Kernel Density Estimation (KDE) approach. We then turn to far-field summation in high dimensions in Section 5 and demonstrate how to use our reduction algorithm in this problem and for the problem of finding equivalent sources. We also describe how to use the reduction algorithm for splitting a cloud of points into groups (potentially in a hierarchical manner) and briefly mention properties of such subdivisions.
REDUCTION ALGORITHMS
In this section we describe fast deterministic algorithms to reduce the number of terms of a linear combination of multivariate functions of d variables by selecting the "best" subset of these functions that can, within a target accuracy, approximate the rest of them. We describe two types of algorithms for this purpose. The first algorithm is based on a pivoted Cholesky decomposition of the Gram matrix of the initial multivariate mixture; we assume that the entries of this matrix, i.e. the inner product of these functions, can be computed efficiently. This algorithm was mentioned in the discussion of tensor interpolative decomposition (tensor ID) of the canonical tensor representation in [12] . Due to the use of a Gram matrix, the accuracy of this approach is limited to about one half of the available significant digits (e.g. 10 −7 ∼ 10 −8 when using double precision arithmetic). Nevertheless, this algorithm appears advantageous in high dimensions since its complexity is dimension independent and, if desired, full accuracy can be restored by performing some evaluations in higher precision. We also describe an alternative approach that achieves full precision, but so far limited to low dimensions or mixtures in separated form. For this alternative reduction algorithm, we need access to the Fourier transform of the functions in the mixture. Since the Fourier transform is readily available for Gaussian atoms, we present this algorithm for the case of Gaussian mixtures and note that it can be used for any functional form that allows a rapid computation of the integrals involved.
2.1. Cholesky reduction. We start with a linear combination of atoms of the form
and, within a user-selected accuracy ε, seek a representation of the same form but with fewer terms. To be precise, we look for a partition of indices I = I, I , where
, and new coefficientsc i m , m = 1, · · · r, such that the function
We present an algorithm based on a partial, pivoted Cholesky decomposition of the Gram matrix constructed using the atoms g l in (2.1) and provide an estimate for the error in (2.3). By analogy with the matrix Interpolative Decomposition (matrix-ID) (see e.g. [19] ), we call the subset {g i m } r m=1 the skeleton terms and {g i m } N m=r+1 the residual terms. In order to identify the "best" subset of linear independent terms, we compute a pivoted Cholesky decomposition of the Gram matrix of the atoms of the multivariate mixture in (2.1). If the number of terms, N, is large then the cost of the full Cholesky decomposition is prohibitive. However, we show that we can terminate the Cholesky decomposition once the pivots are below a selected threshold. As a result, the complexity of the algorithm is O r 2 N , where N is the initial number of terms and r is the number of selected (skeleton) terms. In fact, the final result will be the same as if we were to perform the full decomposition and then keep only the significant terms. This property is a consequence of the following lemma that can be found in e.g. [23, p. 434, problem 7.1.P1]. Lemma 1. Let B ∈ C n×n be positive semi-definite, i.e. B = B * and x * Bx ≥ 0 for any x ∈ C n . Then its diagonal entries b ii are non-negative and the entries b i j of B satisfy
In particular, assuming that the first i diagonal entries are in descending order and are greater or equal than the rest of the diagonal entries,
Proof. Let {e i } 1≤i≤n be the standard basis vectors, that is, (e i ) j = δ i j . The diagonal entries are nonnegative since, for any index i, a ii = e i * Be i ≥ 0. We now use the same approach to estimate the size of an off-diagonal entry b i j = b i j e iθ i j . For the vector x = x i e i + x j e j we have in (2.6), we obtain
Thus, we arrive at
For the second part of the lemma, selecting i ≤ j implies that b ii ≥ b j j and, thus, (2.5) follows from the last inequality in (2.7).
Lemma 1 implies
Corollary 2. Let G be a self-adjoint positive semi-definite matrix such that its Cholesky decomposition has monotonically decaying diagonal pivots. If we write its Cholesky decomposition as
where L r is an r × r lower triangular matrix with the smallest diagonal entry ε > 0, then a partial Cholesky decomposition is of the form
where all entries of the matrix QQ * are less than ε.
Proof. After applying r steps of Cholesky decomposition, the matrix W does not change in the consecutive steps. The remaining matrix QQ * is self-adjoint positive semi-definite and, due to the decay of the pivots, all of its diagonal entries are less than ε. Using Lemma 1, we conclude that all entries of QQ * are less than ε.
Let us organize the collection of atoms in (2.1) as
We can view A as a matrix with a gigantic number of rows resulting from a discretization of the argument x ∈ R d . If we replace operations that require row-wise summation by the inner product between the atoms, we can use matrix notation in the sequel. Without loss of generality, to simplify notation, we assume that the first r atoms in A form the skeleton, that is, A = (A s | A ns ), where A s denotes the r skeleton and A ns the N − r non-skeleton atoms.
Given the vector of coefficients c = [
and estimate the error u − u 2 of the approximation. Note that we identify u = Ac and u = A sc . We first seek an approximation of all atoms via the skeleton atoms,
Selecting the coefficients p ik as the solutions of the least squares problem, p ik satisfy the normal equations,
Introducing the matrix 
where L r is an r × r lower triangular matrix with the smallest diagonal entry ε > 0. If the coefficients of the skeleton terms are computed via (2.12), then the difference between u in (2.1) and its approximation (2.8) can be estimated as
Proof. We have (2.14)
where the coefficient matrix P solves the normal equations (2.10) and, therefore, We observe that from (2.11) using (2.19) and (2.20), we arrive at
Next we show that the non-zero block of the matrix in the right hand side of (2.18) coincides with QQ * . Using (2.20) and (2.22), we have
where we used that L r is non-singular. In Table 1 we present pseudo-code for the reduction Algorithm 1. Note that this algorithm is dimension independent (except, possibly, for the cost of computing the inner product which we always assume to be reasonable by the judicious choice of the functions in the mixture). As a consequence of Theorem 3 and Lemma 1, it is sufficient to generate only N × r entries of the Cholesky decomposition of the Gram matrix G implying that Algorithm 1 requires O r 2 N operations.
Algorithm 1 Reduction algorithm using Gram matrix
Inputs: Coefficients c l in representation of function u (x) = ∑ N l=1 c l g l (x) and error tolerance 10 −14 ≤ ε < 1. We assume that a subroutine to compute the inner product g l , g m is available. Initialization.
We maintain the diagonal for l = 1, N (1) Find the largest element of the diagonal and its index i j = i j : 
T using forward and backward substitution. Due to the poor condition number of the Gram matrix, we lose half of the significant digits using Algorithm 1 (see examples in [12] and [29] ). In order to identify "best" linear independent terms we can design a matrix with a better condition number if we use a family of "dual" functions for computing inner products instead of functions of the mixture. In the case of Gaussians (which are well localized), a natural set of such "dual" functions are exponentials with purely imaginary exponents (which are global functions); computing the inner product with them reduces to computing their Fourier transform. Therefore, as representatives of Gaussian atoms we can then use frequency vectors, i.e. samples of their Fourier transforms. The sampling strategy should be sufficient to differentiate between all Gaussian atoms; it is fairly straightforward to achieve this in low dimensions or if the functions admit a separated representation. Currently, we do not know how to do it efficiently in high dimensions. Naively it appears to require the construction of a sample matrix with O (N × Ndr) entries and additional work is required to understand how to lower this number. Alternatively, in dimensions d = 1, 2, 3 it is sufficient to use O N × r d samples if we were to use the straightforward generalization of the algorithm in dimension d = 1 described below. In all cases, the last step in this approach is to compute the matrix ID of the sample matrix.
We present a deterministic algorithm in dimension d = 1 and note that its extension to functions in separated form in high dimensions can follow the approach in [12] . We consider a univariate Gaussian atom mixture
where
and seek the best linear independent subset as in (2.2). Defining the Fourier transform of f aŝ
we obtainĝ
We set the highest frequency ξ high of {ĝ l (ξ )} N l=1 as
We also set the lowest frequency ξ low = 10 −2 ∼ 10 −3 , a positive value obtained experimentally. We then sample the interval ξ low , ξ high using frequencies ξ k , k = 1, · · · r p , equally spaced on a logarithmic scale,
where r p is the number of samples. We choose r p > r, where r is the expected final number of terms. In our setup, the column
, number of frequencies samples r p and error tolerance ε > 0. We assume that a subroutine to compute the Fourier transformĝ l (ξ ) is available.
Outputs where σ = min l=1,··· ,N {σ l }. serves as a representative of the Gaussian g l . In this way, we reduce the problem to that of using the matrix ID. Specifically, given frequencies
, and compute its matrix ID (see e.g. [19] ). We obtain a partition of indices I = I, I , where I = [i 1 , . . . , i r ]
and I = [i r+1 , . . . i N ] denote the skeleton and residual terms respectively. We also obtain a matrix X such that
where X is a r × N matrix that satisfies X [:, I] = I r . We then compute the new coefficients as
and use them to approximate
The accuracy of this approximation appears to be the same as the accuracy of matrix ID. Unfortunately, for multivariate Gaussian atoms, the size of the matrix Y appears to grow too fast with the dimension d (except in the case of separated representations where such dependence is linear). While our approach via frequency vectors can be extended in a straightforward manner to dimensions d = 2, 3, we note that the complexity of the Algorithm 1 via a Gram matrix is dimension independent and it would be of interest to construct a dimension independent algorithm yielding high accuracy approximations. In order to compare the performance of Algorithm 1 and 2 in dimension d = 1, we consider a univariate Gaussian mixture (2.24), choose N = 10000, and sample c l , σ l and µ l from uniform distributions U (−1, 1), U (0, 20), and U (−5, 5), respectively. We apply both Algorithms 1 and 2 to reduce the number of terms in the Gaussian mixture and display the original function and the errors of approximations in Figure 2 .1. Relative errors obtained by using Algorithm 1 yielding 115 terms (bottom left) and by using Algorithm 2 yielding 228 terms (bottom right).
Applications of reduction algorithms.
In the following sections, we present several examples of application of reduction algorithms in both low and high dimensions. In Section 3 we represent solutions of differential and integral equations in a functional form and adaptively solve these equations. We start with the free space Poisson's equation with non-separable right hand side and then present an example of solving an elliptic problem with variable coefficients,; we consider both examples in dimensions d = 3 through d = 7. In Section 4 we first use our algorithm in dimension d = 1 to construct an efficient representation of the PDF of a cloud of points via kernel density estimation and compare it with results obtained via the usual approach. We then present an example of constructing PDFs in high dimensions. Finally, we turn to kernel summation methods in high dimensions in Section 5, consider far-field evaluation in such computations and explore the problem of constructing equivalent sources in a similar setup. We also illustrate how a reduction algorithm can be used to partition points into groups (in a hierarchical fashion if desired).
REDUCTION ALGORITHMS FOR SOLVING DIFFERENTIAL AND INTEGRAL EQUATIONS
3.1. Poisson equation in free space in high dimensions. The Poisson's equation
arises in numerous applications in nearly all field of physics and computational chemistry (see e.g. [18] ). Reduction Algorithm 1 allows us to solve this equation in dimensions d ≥ 3 assuming that the charge distribution f (x) is given by, e.g. , a linear combination of multivariate Gaussian atoms. We obtain the solution via
where the free-space Green's function for (3.1) is given by the radial function
where · = · 2 is the standard l 2 -norm. In order to evaluate the integral (3.2), we approximate the Green's function G via a linear combination of Gaussians (see e.g. [21, 9, 10] ).
The error estimates in [10, Theorem 3] are based on discretizing the integral 1
where the step size h satisfies
2 log(cos 1) −1 + log ε −1 and ε is any user-selected accuracy. Then [10, Theorem 3] implies
To estimate the error of approximating the solution u in (3.2) using the series (3.4) instead of the Green's function (3.3), we first prove the following lemma.
Lemma 5. For any d ≥ 3, e −1 ≥ ε > 0, and f nonnegative in (3.1), there exist a step size h such that
Proof. From (3.2) and (3.6), we have
In our examples, we always consider functions f represented in the form
for some Gaussian atoms as in (1.3). In particular,
are both bounded. We assume that
Proof. It follows from Lemma 5 that
Therefore, using (3.9) , we have
In practice, when using (3.4), we truncate the sum
−e h(M+l−1) r 2 so that the removed terms contribute less than ε and we limit the range of r to some interval of the form [δ , R]; the resulting approximation has N terms = N − M + 1.
In our computations we select the accuracy range of G M,N to be 10 −10 , 10 10 with ε = 10 −14 . The number of terms in (3.11) depends on the dimension only weakly (see Table 1 ). As an illustration, we first demonstrate our approach for a single Gaussian, (3.12) f (x) = e
Using (3.11), we approximate the solution u by
Evaluating the integral explicitly (see Appendix A for details), we obtain (3.14)
. . . The number of terms in the representation of u ε is excessive and we apply Algorithm 1 to reduce their number and obtain our final approximation as Remark 7. The representation of the kernel in (3.11) can be obtained for a large spatial range since the number of terms N terms is proportional to the logarithm of the range. For this reason our approach can work where employing the Fast Fourier Transform is not an option due to the the size of the domain, c.f. [34] .
In order to demonstrate the performance of our approach, we choose the right hand side f to be a Gaussian mixture with 100 terms,
In the Gaussian mixture f , the coefficients c f i and means µ f i are sampled from a one and a d-dimensional standard normal distributions respectively. The symmetric positive definite matrices Σ f i are constructed as
where U i is a d × d matrix of standard normally distributed numbers and I d is the d × d identity matrix. We obtain u ε in (3.14) and apply Algorithm 1 to reduce the number of terms to getũ in (3.15). The results are displayed in Table 2 , where we show the dimension of the problem, d, the number of terms, N terms , in the approximation of the Green's function, the number of terms, N tot , in the solution u ε before reduction and its accuracy, the number of terms, N, in the solution u after reduction and its accuracy, and, finally, the relative error between u ε and u. We use the following approach to estimate the accuracy of the solutionũ of (3.1). We define the error
and, to ascertain its size, compute the value of h error at a collection of points in all principle directions of the right hand side f (x) . To be precise, we first solve the eigenvalue problem for all matrices Σ f i , i = 1, . . . , 100,
Here the eigenvectors v (i) j identify principle directions for each Gaussian in f so that we can select an appropriate set of samples along those directions. We note that the actual range of the eigenvalues of matrices Σ f i , λ
, is 1 10 , 40 . Next, for each pair of λ
, we find an interval −s
and generate and equally-spaced grid in −s
Finally, we select sample points
and evaluate h error x (i) jk for i = 1, . . . , 100, j = 1, . . . , d and k = 1, . . . , N s . In our experiment, we set N s = 100, and report the resulting errors in Table 2 . The results for f a single Gaussian are reported in Table 1 . For these two tables, we use the notation (3.11) is N terms , the number of terms of u ε in (3.14) after truncation of coefficients to 10 −10 is N tot and, after applying Algorithm 1, the number of terms ofũ in (3.15) isÑ.
d N terms N tot 
where d ≥ 3 and k > 0. We assume that the variable coefficient a (x) is of the form
such that max x |a (x)| / min x |a (x)| = 2, and choose the forcing function to be
The free space Green's function for the problem with a constant coefficient
where Kd 2 −1 is the modified Bessel function of the second kind of order
We approximate the Green's function (3.20) by discretizing the integral
where the number of terms N terms = M − N + 1 in G M,N weakly depends on the dimension (see Table 4 ). In our computation, k = 1 and we select the accuracy range of G M,N to be 10 −7 , 10 2 with ε = 10 −10 . We rewrite (3.17) as an integral equation,
To solve (3.21), our approach has two steps. First we look for a set of Gaussian atoms to be used as a basis to approximate the solution (3.21) . In this step we perform several iterations of the integral equation (without computing the coefficients corresponding to each atom) followed by reduction. Our approach is based on the following argument. It can be shown that, in a multiresolution basis, for a finite accuracy ε > 0, the non-standard form (see [3] ) of the Green's function for (3.21) is banded on all scales. This implies that the set of basis functions to represent the solution is fully determined by the size of the bands of the Green's function and the right hand side. This suggests that if we try to solve the integral equation (3.21) iteratively, the functions that this iteration will generate should be sufficient to approximate the solution due to the interaction between the essential supports of the functions involved (even if the fixed-point iteration does not converge).
Once the necessary Gaussian atoms are identified, we look for the solution in the form
for some coefficients c l , l = 1, · · · N, to be determined; we then substitute this ansatz forũ into either the integral equation or the differential equation and derive a system of linear algebraic equations for c l by computing appropriate inner products. To demonstrate our approach, we rewrite (3.21) as
and setup the iteration,
We perform one (or several) iteration(s), without computing coefficients, producing a large number of Gaussian atoms to represent the solution. Using Algorithm 1 after each iteration, we reduce the number of atoms by removing linearly dependent terms. In this way we find a basis of Gaussian atoms for the solution of the equation (3.17) .
Once the set of Gaussian atoms is selected, to find the coefficients c l , l = 1, · · · N, we use the weak formulation of (3.17). Substituting the selected Gaussian atoms with unknown coefficients into (3.17), we solve the resulting linear system (3.23)
The inner products −∇ · (a (x) ∇g l (x, µ l , Σ l )) , g k (x, µ k , Σ k ) are computed explicitly using integration by parts and the fact that
leading to integrals involving only Gaussians (the result is then differentiated with respect to the shift parameter µ). We solve the linear system (3.23) using the SVD to obtain an approximate solution
In order to verify that u is an approximate solution of (3.17), we note that
is a combination of Gaussians and products of Gaussians with low degree polynomials. We compute inner products of h error with a collection of exponentials, i.e., explicitly compute the Fourier transform of h, directions of the matrices Σ l of the Gaussian atoms in the representation of h error . To this end, we solve the eigenvalue problem
and select the frequency vectors along the principal directions of Σ l . In our experiment, we choose s min = 10 −5 and s max = −2 log 10 −10 /λ min 
We notice that the number of terms in the solution u grows significantly with the dimension, if the matrices Σ a and Σ f are not related (they are effectively random) and/or the range of their eigenvalues is large. In our first experiment, we select matrices Σ a and Σ f in (3.18)-(3.19) to be
where U is a d × d random unitary matrix and D a and D f are d × d diagonal matrices. We set the first two diagonal entries of D a and D f to be 0.1 and 20, and sample the other diagonal entry/entries from a uniform distribution U (0. 1, 20) . A random permutation is applied after all diagonal entries are generated. In the second experiment, we construct matrices Σ a and Σ f to be
where U a and U f are d × d random unitary matrices, D a and D f are d × d diagonal matrices. We set the first two diagonal entries of D a and D f to be 0.1 and 1, and sample the other diagonal entry/entries from a uniform distribution U (0.1, 1). Again we randomly permute the diagonals of D a and D f . We also notice that if the centers µ a and µ f are far away (no overlapping essential supports), then solving (3.17) is effectively the same as solving the Poisson's equation. In our tests, we select µ f = 0 and µ a = (1, 0, . . . , 0) T so that µ a − µ f 2 = 1. The results are displayed in Tables 3 and 4 where we show the dimension of the problem, d, the number of terms N terms in the approximation of the Green's function, the number of terms N tot obtained by performing one iteration in (3.22) , and the number of terms N in the solution u after reduction and its accuracy. 1, 1) . We note that the accuracy estimation in dimension d = 7 is computationally expensive and we skipped it.
KERNEL DENSITY ESTIMATION
We describe a new approach to Kernel Density Estimation (KDE) based on Algorithm 1. KDE is a non-parametric method for constructing the PDF of data points used in cluster analysis, classification, and machine learning. Note that the standard KDE construction is practical only in low dimensions, d = 1, 2, 3 as it requires a Fourier transform of the data points, the cost of which grows exponentially with dimension. Our approach avoids using the Fourier transform and is applicable in high dimensions. We note that a randomized approach that can be used for KDE estimation was recently suggested in [27] .
The essence of KDE is to associate a smooth PDF f with data points
where K h (x) = K (x/h) /h and K is a nonnegative function with zero mean and
In what follows, we use a multivariate Gaussian as the kernel K. A naive implementation of (4.1) would require N evaluations of the kernel K h for each point x so that the computational cost of using this approach in a straightforward manner is prohibitive if N is large. We note that the selection of the parameter h, the so-called bandwidth or scale parameter, is a well recognized delicate issue and, in our one dimensional example, we use h computed within Mathematica T M implementation of KDE. In our approach, for a user selected target accuracy ε, we seek a subset of linear independent terms in (4.1) and express the rest of the terms as their linear combinations. Thus, by removing redundant terms in the representation of f (x, h), we construct
where r N and
In other words, with accuracy ε, we obtain an approximation of the function f by a function F with a small number of terms. This reduction algorithm seeking a subset of linear independent terms in (4.1) can be used for any kernel in R d such that the cost of evaluating the multidimensional inner product
is reasonable (e.g. does not depend on the dimension d or depends on it mildly). For multivariate Gaussians, the values g i j are available explicitly.
The computational cost of our algorithm is O r 2 N and is independent of the underlying dimension d. Here N is the original number of data points and r is the final number of terms in the chosen linearly independent subset. 4.1. A comparison in dimension d = 1. In low dimensions, the standard approach to KDE relies on using the Fast Fourier transform to both, assist in estimating the bandwidth parameter h and in constructing a more efficient representation of (4.1) on an equally spaced grid (see e.g. [31, Section 3.5] ). Implementations of this approach can be found in many packages in dimensions d = 1, 2, e.g. Matlab, Mathematica, etc. While this approach is appropriate in low dimensions, an extension of this algorithm to high dimensions is prevented by the "curse of dimensionality". Thus, in high dimensions, only values at selected points can be computed (see [13] and Matlab implementation of KDE in high dimensions).
In order to illustrate our approach we provide a simple example with a bimodal distribution in dimension d = 1. Although this example is in one variable, it allows us to emphasize the differences between the existing KDE methods and our approach. We generate test data by using two normal distributions with means µ 1 = 0 and µ 2 = 4. The exact PDF of this data is given by
where σ = 1. We then use KDE implemented in Mathematica T M with the Gaussian kernel K. Using N = 10 5 data samples drawn from (4.3) (so that the initial sum (4.1) has N terms), the scaling parameter was set to h = 0.20121412622314902019. The true distribution (4.3) and the approximation error obtained by Mathematica T M by reducing (4.1) from N = 10 5 terms to 241 Gaussian terms centered on an equally spaced grid are displayed in Figure 4 .1. Using our algorithm with the same parameter h, we reduce (4.1) from N = 10 5 terms to 102 terms centered at a selected subset of the original data points. The error of the resulting approximation is displayed in Figure 4 .1, where we also show the difference between (4.1) and (4.2). The main point here is that while the standard approach in high dimensions becomes impractical (as it requires a multidimensional grid), our approach proceeds unchanged since the cost of the reduction algorithm is dimension independent.
Remark 8. We selected a much higher accuracy for reduction than the difference between the original and estimated PDFs in order to illustrate the fact that the accuracy limit of Algorithm 1 of about 7 to 8 digits is more than sufficient for this application. Note that to achieve a comparable accuracy for estimation of a PDF via KDE one needs ≈ 10 16 points since the accuracy improves as O 1/ √ N .
Remark 9. Using KDE in high dimensions requires an additional assumption that points are located in a vicinity of a low dimensional manifold (see comments in e.g. [30, Section 1.5.3] and/or Figure 5 in [27] ).
4.2.
An example in high dimensions. We generate N = 10 5 samples from a two dimensional Gaussian distributions with a PDF
where µ 1 = (0, 0), µ 2 = (3, 3) and
We pad these samples with zeros so that they belong to a d-dimensional space and denote them by
. We then apply a random rotation matrix U to obtain the test data {x i } a value that minimizes the mean integrated square error when the underlying distribution is standard normal (see e.g. [31] ). In our case, since the intrinsic dimension of the test data is 2, we set h = 0.14142135623730950488. The initial kernel density estimator using all test data is
where I d is the d-by-d identity matrix. We then reduce the number of terms in (4.4) using Algorithm 1 and obtain a sum of Gaussians with fewer terms,
In our experiments, we choose dimension d = 2, . . . 16, and the error threshold ε = 10 −1 in Algorithm 1. The number of terms after reduction is about 2000 for all d = 2, . . . , 16, and the approximation error is about 1.2 × 10 −3 (see Figure 4 .2).
In order to compare our approximation with the true PDF g (x), we consider a point y = (y 1 , y 2 , 0, . . . , 0) ∈ R d such that, under the rotation U, we have x = Uy. Evaluating (4.4) at x, we obtain
,
j denote the j-th component of y i . Notice that the kernel density estimator for the PDF of the original distribution in two dimensions is
Therefore, to assure the size of the approximation error, a set of grid points y i j , i, j = 1, . . . , 64, is gen-
We pad y i j with zeros and apply the same rotation matrix U to get a set of points x i j . In Figure 4 .2 (for dimension d = 16) we show the PDF g and the errors between g and the KDE estimate f before reduction and f after reduction as well as the difference between f and f .
FAR-FIELD SUMMATION IN HIGH DIMENSIONS
Given a large set of points in dimension d 3 with pairwise interaction via a non-oscillatory kernel, our approach provides a deterministic algorithm for fast summation in the far-field setup (i.e. where two groups of points are separated). Recently a randomized algebraic approach in a similar setup was suggested in [27] . Instead, we use Algorithm 1 as a tool to rapidly evaluate
where M and N are large and K (x, y) is a non-oscillatory kernel with a possible singularity at x = y (recall that kernels of mathematical physics typically have this type of singularity).
Let us consider sources {(y n , f n )} N n=1 and targets {(x m , g m )} M m=1 occupying two distinct d-dimensional balls. Specifically, we assume that y n − y c ≤ r s and x m − x c ≤ r t , where y c , x c and r s , r t are the centers and the radii of the balls. We also assume that sources and targets are separated, i.e., r ≤ x m − y n ≤ R. The separation of sources and targets implies that in the evaluation of the kernel we are never close to a possible singularity of the kernel at x = y. Separation of sources and targets allows us to use a non-singular approximation of the kernel and reduce the problem to finding the best linearly independent subsets of sources (or targets) as defined by such approximate kernel. We also assume that the sources are located on a low-dimensional manifold embedded in high-dimensional space (see Remark 12 below) .
In order to use Algorithm 1, we need to define an inner product and make sure that its definition incorporates the assumption of separation of sources and targets. We illustrate this using the example of the Poisson kernel (3.3), K (x, y) = x − y −d+2 which we use without standard normalization. 
Since sources and targets are separated, we can further reduce the number of terms in (5.1). In particular, we drop terms with sufficiently large exponents that produce a negligible contribution in the interval [r, R] as well as replace terms with small exponents using algorithm described in [10] . As a result, we define
where ε is slightly larger than ε. We obtain
Since x − x c ≤ r t implies r ≤ x − y n ≤ R, we define the inner product as an integral over the ball x − x c ≤ r t ,
The inner product (5.2) can be reduced to a one dimensional integral. In this case, we have where Ω d is the surface area of the d-dimensional sphere embedded in (d + 1)-dimensional space, i.e.,
and I d is the d-th order modified Bessel function of the first kind (see [1, Eq. 9.6.18] where we set d = 3. Thus, the inner product ·, · 3 no longer corresponds to the integral between the functions K (x, y n ) and K (x, y n ). However, since we use inner products only to identify the best linearly independent subset of sources (skeleton sources) and compute the coefficients to replace the rest of the terms as linear combinations of these skeleton sources, there are many choices of inner products that will produce similar results.
Associating with sources functions {K (x, y n )} N n=1 , we use Algorithm 1 to find the skeleton terms (i.e. the skeleton sources) with indices I = {n k } r s k=1 which allows us to express the rest of the source functions as
Remark 11. Using Algorithm 1 to find the skeleton sources requires O r 2 s N operations and computing interactions between skeleton sources and targets requires O (r s M) operations. Clearly, instead of working with sources, we can work with targets. If targets are located on a low-dimensional manifold, we can associate the functions {K (x m , y)} M m=1 with targets and use Algorithm 1 to find the skeleton targets. In such case, the computational cost becomes O r 2 t M + r t N , where r t is the number of skeleton targets.
Remark 12. If sources are chosen from a random distribution in R d rather than located in a small neighborhood of a low-dimensional manifold, the expected distance between two sources y n − y n becomes increasingly large as the dimension d increases (see e.g. comments in [30, Section 1.5.3] and examples in [27] ). As a result, the functions of variable x, K (x, y n ) and K (x, y n ), are effectively linearly independent as d becomes large so that in order to have compressibility, the sources must have a low intrinsic dimension. Therefore, the assumption that sources are located in a small neighborhood of a low-dimensional manifold is not specific to our approach.
5.1. Skeleton sources. We illustrate our approach using sources located on a two-dimensional manifold embedded in a high-dimensional space. For our example, we generate points {y n } N n=1 , y n ∈ R d so that the first two coordinates are random variables drawn from the two-dimensional standard normal distribution and the remaining coordinates are set to zero. Next we apply a random rotation and rescale the points so that y n ≤ 1 for all n = 1, . . . , N. For targets, we draw points {x m } M m=1 from the ddimensional standard normal distribution and rescale them so that x m ≤ 1. We then shift the first component of {y n } N n=1 by 2 and that of {x m } M m=1 by −2 so that sources and targets are well separated. Finally, we select the coefficients of sources, { f n } N n=1 , from the uniform distribution U (0, 1). In all tests we set N = 10 4 and M = 10 3 . In Table 5 we report the actual minimal and maximum distances between sources and targets (dist near and dist f ar ), the number of skeleton sources r s , and the relative error of the approximation, interaction between sources and targets in our setup).
Equivalent sources.
In this example, we consider a similar setting as in Example 5.1 for d = 2, 3. We want to replace true sources {y n } N n=1 located inside a ball by equivalent sources on its boundary so that we reproduce their interaction with the targets within a selected accuracy. We expect the number of equivalent sources on the boundary to be significantly smaller than the number of original true sources so that pairwise interactions with targets can be computed rapidly. We note that such strategy is used in many numerical algorithms (see e.g. [37] ) and here we demonstrate that our reduction algorithm can solve this problem.
We combine an initial set of candidate equivalent sources (note that their number will be reduced by the procedure) with the true sources and compute the Cholesky decomposition of their Gram matrix. We use Algorithm 1 with the inner product defined in (5.2) and modify the pivoting strategy to first pivot only among the candidate equivalent sources until we run out of significant pivots; only then we switch to We report the actual minimal and maximum distances between sources and targets (dist near and dist f ar ), the number of skeleton sources r s , and the relative error of the approximation.
pivot among the true sources. Finally, we compute new coefficients in the usual way (see Algorithm 1) noting that, initially, the candidate equivalent sources had zero coefficients. This approach allows us to (i) obtain the minimal number of equivalent sources and (ii) remove as many of the true sources as possible (we do not preclude the possibility of some of the true sources to remain).
To examine the performance of our approach, we draw source and target points from the d-dimensional standard normal distribution (where d = 2, 3), rescale and translate these points so that targets are located in a ball of radius 1 centered at x c and sources are located in a ball of radius 0.9 centered at y c . We choose x c = (−2, 0), y c = (2, 0) for d = 2 and x c = (−2, 0, 0) , y c = (2, 0, 0) for d = 3 to make sure sources and targets are well separated. Next we pick locations for the candidate equivalent sources on the surface of the ball of radius 1 centered at y c . In dimension d = 2, we pick
where the angles θ k are equally spaced on [0, 2π] with step size 2π
where the angles θ k are equally spaced on [0, 2π] with step size 2π K and the angles φ l are the GaussLegendre nodes on [0, π]. In our experiments we choose a relatively small number of true sources and targets (N, M = 1000) so that the result can be clearly visualized (see Figure 5 .1 and 5.2). Note that the number of sources can be significantly higher since the algorithm is linear in this parameter. We demonstrate the results in Figure 5 .1 and 5.2, where we display the original sources and targets, indicate both, candidate equivalent sources and selected equivalent sources obtained by Algorithm 1.
5.3.
Partitioning of points into groups. Algorithm 1 can be used to subdivide scattered points into groups. Indeed, if a set of points (seeds) are specified beforehand then, like in Voronoi decomposition, all points can be split into groups by their proximity to the seeds, i.e. a point belongs to a group associated with a given seed if it is the closest to it among all seeds. The question then becomes how to choose such seeds. There are several algorithms, e.g. Lloyd's algorithm [25] , that select such seeds, usually by an iterative procedure to optimize some properties of sought subdivision. We would like to point out that Algorithm 1 can be used to generate initial seeds using linear dependence (which is a proxy for distances between points).
Specifically, let us associate with a point a Gaussian centered at that point. The scale parameter of the Gaussians can be selected sufficiently large (so that the Gaussian is sufficiently flat) to cover the whole set of points. We can then use Algorithm 1 to select the seeds. Since the first term that Algorithm 1 selects is arbitrary, we introduce an additional point as a mean of all points,
and associate an additional Gaussian with this point to start Algorithm 1. The seeds are the first significant pivots produced by the algorithm and our choice of their number depends on the goals of the subdivision. By its nature, the reduction Algorithm 1 tends to push these seeds far away from each other. We observe that groups with a small number of points appear to contain outliers (see e.g. Figure 5. 3), so that the resulting subdivision can be helpful in identifying them. Since the computational cost of Algorithm 1 is O r 2 N , where N is the original number of points and r is the number of seeds, as long as the number of groups we are seeking is small, this algorithm is essentially linear. We note that we can subdivide the resulting groups further and, in a hierarchical fashion, build a tree structure. In this paper we simply illustrate the use of Algorithm 1 for subdivision of points into groups and plan to develop applications of this approach elsewhere.
For the example in Figure 5 .3 we use the two dimensional distribution of points described in Section 4.2. We choose the bandwidth parameter h = 200 when selecting 4 seeds and h = 16 when selecting 10 seeds in order to obtain the corresponding subdivisions of the set. Observe that outliers tend to be associated with linearly independent terms and, thus, form a group with a small number of points. Using Algorithm 1 to subdivide scattered points into groups requires further analysis and we plan to address it elsewhere.
CONCLUSIONS AND FURTHER WORK
We presented a fast algorithm for reducing the number of terms in non-separated multivariate mixtures, analyzed it, and demonstrated its performance on a number of examples. The reduction algorithm allows us to work with non-separated multivariate mixtures that are a far reaching generalization of multivariate separated representations [6, 7, 5] and can be used as a tool for solving multidimensional problems. Further work is required to develop new numerical methods that use non-separated multivariate mixtures in applications and we plan to pursue a number of multivariate problems with the techniques illustrated in this paper.
APPENDIX A
As mentioned in the paper, computing with multivariate Gaussian mixtures is particularly convenient since all common operations result in explicit integrals. We present below the key identities for multivariate Gaussians using the standard L 1 normalization,
However, when computing integrals with Gaussians atoms, it is convenient to normalize them to have unit L 2 -norm.
7.0.1. Convolution of two normal distributions. Indeed, from (7.1) we have
Alternatively, from (7.2) we have
