Abstract.
Introduction
In recent times, especially in the context of image processing and signal processing, it has become necessary to give good effective methods for the numerical integration of functions which are representable by Walsh series. A first number-theoretic approach to this problem, in some (implicit) sense, was already given by Sobol [8, 9] . (He indeed was dealing with Haar functions.) But a first systematic investigation of number-theoretic methods for the numerical integration of Walsh series with effective results and, in some sense, best possible error estimates-an investigation which only was possible on the basis of the theory of it, m, s)-nets developed by Niederreiter-was worked out only quite recently in [3] . (See also [2] .) We now give the basic concepts and the basic results of this theory. Such it, m, j)-nets have excellent distribution properties if t is small (the optimal case of course is t = 0), as was pointed out in detail in [6] .
One possibility of constructing such nets is the so-called digital method. That is:
Definition 6. Let b > 2 be a given base. Let R := {0,... , b -1} be an arbitrary ring with zero element 0. Let C, = (c[¿), k, I = I, ... , m, i = I,... , s, he m x m matrices over R. In the following we identify every integer n, 0 < n < bm -1, n = am-xbm-x + ---+ a0, a, £ {0, ... , b -1}, with the vector ñ := {äm-x, ■■■ , ûo)r, and conversely. Then let
If this point set is a (t, m, s)-net to base b, then it will be called a digital (t,m, s)-net.
Niederreiter [6] gives the following explicit examples of digital (0, m, s)-nets to any prime-power base b, provided that s < b + 1. For the proof of Theorem 1, see [3] . An attempt to prove an analog to part (b) of the theorem for prime-power case b causes technical problems, so that until now, this result is proven for b prime only. However, numerical investigations (see [7] ) lead us to conjecture that this error estimate also holds for prime-power base.
Part (b) of Theorem 1 is in some sense the best possible result that can be obtained in any case: For the optimal case of digital nets with t = 0, we have RNif)<Kis,a,c).{l0g£}S~l.
On the other hand, we have the following result:
there is a constant c' := c'ic, a, s, b) > 0 such that: For all N and every point set xx, ... ,x_N in [0, 1)* there is an f £ bE°ic) with /Xxjt) = 0 for k = I, ... , N and
For the proof of Theorem 2, again see [3] . So to make these theoretical results effective and applicable (and this is one aim of this paper), we have to ask: For given s, b, and m, how can we find digital it,m, s)-nets to base b with / as small as possible, and how small can t be for given s, b, and m ?
For most applications, the most important case is the case of base b = 2. Therefore, in the following we will concentrate on practical aspects for this case. As we have seen above, we have a concrete construction method for digital (0, m, s)-nets to base 2 for dimension s = 2 or 3. For dimension s > 4, however, it was shown by Niederreiter [6] that there cannot exist a (0, m, s)-net to base 2.
It need not be emphasized that methods for numerical integration are of increasing interest the higher the dimension is they work for. That is: We would need effective construction methods for it, m, i)-nets to base 2 with small t for dimensions s at least 8 or 10.
A special construction method for {t,m, s)-nets with t = Ois logs) for base 2, independently of m , was given in [4] . However, it is not possible to give a constructive method for nets with t uniformly small, that is, independent of m , and of the dimension s. (See [5] .)
Another attempt in solving this practical problem is to provide tables of digital nets. Some intensive computer calculation was done in this direction in [1] . For example, there is given a table of (r, m, s)-nets to base 2 for í = 4 and 2 < m < 20, and for 5 < s < 12 and 2 < m < 10, with values of t between 1 and 6. Of course, this table, for most practical purposes, still is too small.
In this paper we have tried an alternative approach for managing the practical problems, which is described in the next section.
The method and the results
We only use (0, m, s)-nets to a base 2h (/¡€N;/i>2) for the integration of base-2 Walsh series.
That is: We have to integrate a base-2 Walsh series of dimension s > 4. We choose h minimal such that 2h > s -1. Then by Niederreiter's construction method we construct a digital (0, m, s)-net to base 2h and use this net for the numerical integration of the function.
To test the quality of this procedure, we of course first have to provide a result on the integration of base-2 functions by base-2A digital nets. The basis for such a result is the following Theorem 3, which gives a relation between the Walsh coefficients of a function represented in different bases. (Here, Kis, a, c • 2hsa) means the same constant as in Theorem 1, with c • 2hsa replacing c.) So the integration error with this method is larger by a factor NBh at most. But on the other hand, the method provides a concrete effective device to integrate base-2 Walsh series in arbitrary dimension with arbitrarily large N and an integration error of at most ~ ilogN)s~x/Na~^~x, and most probably of at most ~ {logN)s~x/Na~^ , which still is a very useful order if a is not too small.
Concrete examples and calculations will be given in the last section of the paper.
Proof of the results
We only have to prove Theorem 3. Let h £ N be given and B = 2h . We write <f> and wal for Rademacher, resp. Walsh functions to base 2. Since for 0 < j < h , (j)j is constant on intervals of the form [|, ^p), it is obvious that for n > B and all j with 0 < j < h we have Here,
Jo Note that yik, 0) = 0 whenever k ^ 0. Proof. This is easily checked for h = 1,2. For h > 3 we have ^(0) = l/\fl and Fh{2h~2) = l/\f2 . These certainly are not the only maxima for h > 3 since, for example, Fni2h~2 + 2A~3) obviously gives at least as large a value. Further, it is easily checked that Fhik) = Fh{2h~x -k) for k = 1, ... , 2A~2 -1. We proceed by induction on h . Let the assertion be true for Fk with 1 < k < h -1. If h is odd, we consider j with 0 < j < 2h~2 arbitrary but j ¿ T(/z). Let r(A) }(i + T(*w)).sto(fQ + 7-(*)2t)). 
Concrete examples and calculations
For the construction of digital (0, m, s)-nets to base 2A we use the construction method of Niederreiter, cited in §1, which was developed in [6] .
As testing functions we use the following class of functions. (These functions have several advantages compared with the testing functions used in [3] and [10] . Table 1 we show the integration error of our testing function for ß = 2.0 and for ß = 3.0 for bases 4 and 8 and dimensions 3 and 7.
The exact values of the integral are:
for ß = 2. 
