In single particle imaging applications, the number of photons detected from the fluorescent label plays a crucial role in the quantitative analysis of the acquired data. For example, in tracking experiments the localization accuracy of the labeled entity can be improved by collecting more photons from the labeled entity. Here, we report the development of dual objective multifocal plane microscopy (dMUM) for single particle studies. The new microscope configuration uses two opposing objective lenses, where one of the objectives is in an inverted position and the other objective is in an upright position. We show that dMUM has a higher photon collection efficiency when compared to standard microscopes. We demonstrate that fluorescent labels can be localized with better accuracy in 2D and 3D when imaged through dMUM than when imaged through a standard microscope. Analytical tools are introduced to estimate the nanoprobe location from dMUM images and to characterize the accuracy with which they can be determined. Natl. Acad. Sci. USA 101, 6462-6465 (2004). 7. S. Ram, E. S. Ward, and R. J. Ober, "Beyond Rayleigh's criterion: a resolution measure with application to single-molecule microscopy," Proc. Natl. Acad. Sci. USA 103, 4457-4462 (2006 
Introduction
Single particle tracking is a powerful tool to study biological processes at the cellular and molecular level ( [1, 2] ). Single particle studies remove ensemble averaging effects that are characteristic of bulk studies and can provide information on the behavior of individual molecules. Such information becomes particularly important when the system under study is highly heterogeneous as is the case in a cellular environment. In the recent past several new techniques have been reported to image single fluorescent point sources in two and three dimensions at nanoscale precision and resolution ( [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] ). Moreover, there has also been significant interest in developing imaging modalities for rapid 3D imaging and tracking of sub-cellular objects in cells ( [20, 21, 22] ).
In single particle imaging applications the number of detected photons from the labeled entity plays a crucial role in the analysis of the acquired data. For instance, it has been shown that the limit to the 2D localization accuracy of the nanoprobe (i.e., best possible accuracy with which the 2D location can be determined) can be improved by collecting more photons from the nanoprobe ( [5, 23, 24, 25, 26] ). In the noise free case, the limit of the localization accuracy typically scales as 1/ √ N, where N denotes the number of detected photons from the nanoprobe. A similar behavior of the limit of the localization accuracy has also been reported for the 3D localization problem ( [27, 28, 9] ). In the resolution problem, the accuracy with which the distance between two point sources can be determined is improved by collecting more photons from the point sources ( [7, 29] ). Hence achieving a high photon collection efficiency is important in such studies.
Microscope setups that are used for single particle experiments are typically constructed from components that have high light collection, detection, or transmission efficiency. Examples include the use of high numerical aperture objective lenses and the use of highly sensitive imaging detectors. Past efforts to improve the light collection efficiency of optical microscopes have been directed towards increasing the numerical aperture of the objective lens. For example, the use of a high numerical aperture parabolic mirror objective was demonstrated in a confocal imaging configuration ( [30] ) to have superior light collection efficiency than a standard objective. Aside from technological advances, there has also been significant effort in developing bright and photostable fluorescent labels to obtain higher photon counts. For example, the introduction of quantum dots ( [31] ) and other fluorescent nanoparticles have provided beneficial alternatives to conventional fluorophores.
Currently, particle tracking experiments are typically carried out on either an inverted or an upright microscope, in which a single objective lens illuminates the sample and also collects the fluorescence signal from it. Note that although fluorescence emission from the sample occurs in all directions (i.e., above and below the sample), the use of a single objective lens in these microscope configurations results in collecting light from only one side of the sample. Even if a high numerical aperture objective lens is used, not all photons emitted at one side of the sample can be collected due to the finite collection angle of the objective lens. Thus even under the best imaging conditions conventional microscopes collect only a fraction of the photons emitted from the sample.
Here we report the use of a microscope configuration that uses two opposing objective lenses for imaging the sample. We refer to this configuration as dual objective multifocal plane microscopy (dMUM). In dMUM, one of the objective lens is in an inverted position, while the other objective lens is in an upright position (see Fig. 1 ). The sample is illuminated in widefield mode through one of the objective lenses, analogous to the way the sample is illuminated in a standard microscope. The emitted fluorescence is collected by both objective lenses. Hence for a given illumination condition, dMUM detects the fluorescence from above and below the sample, and as a result collects more photons than a standard microscope.
The use of opposing objective lenses is not new and has been reported previously, for example, in the implementation of 4pi confocal microscopy ( [32, 33] ) and I5M ( [34] ). These techniques use interference based illumination schemes to produce a narrow 3D intensity distribution of the detected photons. This results in significantly improved axial resolution when compared to regular widefield or confocal microscopes. The narrow intensity distribution profile may also lead to improved localization accuracy of point sources. An analysis by Gustafsson ([35] ) suggests that these techniques may, however, have reduced photon count capabilities due to several factors such as the use of confocal pinhole, low numerical aperture objectives, etc. Another application of opposing objective lenses is a recent proposal for generating a threedimensional lattice of focal spots with the potential for 3D cellular imaging applications ( [36] ). The dMUM configuration reported here is demonstrated for imaging single fluorescent point emitters with improved photon collection efficiency.
We perform imaging experiments with a mono-plane, nanoprobe sample and consider two specific imaging configurations of dMUM, namely 2D infocus imaging and 3D imaging configurations. In the 2D infocus imaging configuration, the objective lenses are focused on the sample. This configuration can be used in place of the classical 2D conventional microscope to image processes that are typically confined to two dimenions, for example, membrane receptor dynamics on the cell surface. The 3D imaging configuration exploits the multifocal plane imaging capability of dMUM in which the sample is imaged at two different focus levels by focusing the objective lenses at distinct planes. This configuration can be used for 3D tracking experiments and importantly high accuracy z-localization, for example, to study protein transport inside a cell. We demonstrate experimentally that in the 2D infocus imaging configuration the xand y-location coordinates of the nanoprobes can be determined with significantly better accuracy from dMUM when compared to a standard microscope. We also show using experimental data that in the 3D imaging configuration, dMUM provides high z-localization accuracy. Using analytical calculations based on the Fisher information matrix, we compare the z-localization capability of dMUM, conventional microscopy and multifocal plane microscopy (MUM), an imaging modality that we previously developed, which also supports multifocal plane imaging ( [37, 39] ). We show that the 3D imaging configuration of dMUM provides consistently better z-localization accuracy than a standard microscope and MUM. We have also validated the improved z-localization accuracy of dMUM over MUM through simulations. 
Materials and methods

Dual objective multifocal plane microscopy
The dual objective imaging configuration was built using two inverted Zeiss microscopes (AxioObserver), where one of the microscopes ('top scope') was mounted in an 'upside down' orientation on linear X-Y translation stages which were attached to the other microscope ('bottom scope'). The sample was placed in the bottom scope and the objective in the top scope was attached to the nose piece through C-mount spacers in order for it to reach the sample.
Sample preparation
A bead sample was prepared by diluting 100 nm Tetraspeck beads (Invitrogen, Carlsbad, CA) 500 fold in water and incubating 200 μl of the diluted sample on a poly-lysine coated MatTek dish (MatTek Corporation, Ashland, MA). After 2 hours unbound and freely floating beads were removed (by aspirating the water) resulting in a mono-plane distribution of beads and 1 mL of fresh water was added and the sample was imaged. A quantum dot (QD) sample (QDot R 655, Invitrogen, Carlsbad, CA) was prepared by diluting QDs to a final concentration of 100 pM in a Tris buffer (10 mM TrisHCl, 50 mM NaCl) containing 27.5 mM 2-mercaptoethanol and 200 μl of the diluted QD sample was incubated on a poly-lysine coated MatTek dish. After 1 hour, unbound QDs were removed (resulting in a mono-plane distribution of the QDs) and 200 μl of Tris buffer containing 27.5 mM 2-mercaptoethanol was added and the sample was immediately imaged.
Imaging experiments
The specific configuration of dMUM implemented here consists of a Zeiss Acroplan 63x, NA 0.95 water dipping objective in the top scope and a Zeiss C-Apochromat 63x, NA 1.2 water immersion objective in the bottom scope. The sample was epi-illuminated with a 543 nm laser line (Research Electro-Optics Inc., Boulder, CO) through the bottom scope. The light from the sample passed through a 488/543/633M emission filter in the bottom scope and in the top scope (all filters are from Chroma Technology, Battlebro, VT). A Hamamatsu CCD camera (C8484, Hamamatsu Corp., Bridgewater, NJ) was used to capture the fluorescence signal in the bottom scope and an Andor iXon camera (DV887, Andor Technologies, South Windsor, CT) was used to capture the fluorescence signal in the top scope. The Andor camera was operated in conventional gain mode. The exposure times of the cameras were set to 0.3 s.
X-Y location estimation from dMUM images -2D infocus imaging configuration
All data processing, analysis and visualization were carried out in custom written software packages MIATool ([40] ), EstimationTool ([41] ) and FandPLimitTool ([42] ) in the MATLAB programming language (The MathWorks Inc., Natick, MA). The 2D location of the fluorescent nanoprobe was determined by simultaneously fitting an Airy profile to the images captured in the two CCD cameras. From each acquired image, a small region of interest (ROI) containing the nanoprobe image was selected. Prior to curve fitting, the pixel values in the ROI were converted to photon counts by subtracting the constant offset from each pixel value and then multiplying it by the conversion factor. The constant offset and the conversion factor were taken from the specification sheet provided by the camera manufacturer.
The intensity distributions of the ROIs from the top and bottom scope cameras are modeled by image profiles μ t θ and μ b θ , respectively, which are given by
where C k (C l ) denotes the region on the detector plane occupied by the k th (l th ) pixel, k = 1,...,N t (l = 1,...,N b ) and N t (N b ) denotes the total number of pixels in the ROI selected from the top (bottom) scope image. Equations 1 and 2 describe the images of a nanoprobe in the 2D imaging scenario in which the sample is in focus with respect to both objective lenses. In the above Eqs., (x 0 , y 0 ) denotes the location of the nanoprobe in the sample, { f x , f y } denotes the mapping function that maps the X-Y coordinates of an arbitrary point in the bottom scope image to the top scope image (see Section 2. 
The following protocol was used to estimate the 2D location. For each ROI the photon detection rate of the background component, which was assumed to be a constant over the ROI, was estimated by taking the mean of the photon count from the four corner pixels of that ROI and dividing it by the exposure time. Then the photon detection rate for the top and bottom scope images were independently estimated by subtracting the background photons (product of the background photon detection rate and exposure time) from each pixel, summing the resulting values over all the pixels in the ROI and then dividing the sum by the exposure time. The X-Y coordinates of the nanoprobe along with a t and a b were determined by simultaneously fitting eqs. 1 and 2 to the bottom and top scope ROIs, respectively, using a global maximum likelihood estimation algorithm, which was implemented through the MATLAB optimization toolbox. During curve fitting, the background and photon detection rate were fixed to their corresponding pre-calculated values.
Determination of the mapping function
The following procedure was used to determine the mapping function { f X , f Y } that maps the X-Y coordinates of a point in the bottom scope image to the top scope image. For every acquired image, a local mapping function was determined for each nanoprobe whose X-Y coordinates were estimated from the dMUM images. For a given nanoprobe, several neighboring nanoprobes (about 5-6) were chosen as fiducial markers. The X-Y coordinates of the fiducial markers in the top and bottom scopes were independently determined by fitting Airy profiles to their top and bottom scope images. Using the X-Y coordinates of the fiducial makers, a mapping function was obtained that maps the X-Y coordinates of an arbitrary point in the bottom scope image to the top scope image in the vicinity of the nanoprobe whose X-Y coordinates are to be determined from dMUM images. We assumed the mapping function to be a projective transformation ([43]), which corrects for translation, rotation, scaling and shearing. deviations. This was done by using the location coordinates of the nanoprobes that were used as fiducial markers for determining the mapping function (see above). For each acquired image, a map was generated that maps the X-Y coordinates of the fiducial markers in that frame to the X-Y coordinates of the fiducial markers in the first frame. The map was assumed to be a projective transformation ([43] ). Separate maps were generated for the top and bottom scope images and were used to correct for the drift in the independent X-Y estimates reported in Table 1 . The X-Y estimates obtained using the dMUM images were drift corrected with the map generated for the bottom scope image, since the 2D location estimation algorithm used on the dMUM images estimates the bottom scope X-Y coordinates (see Section 2.4).
Estimating the z-location from dMUM images -3D imaging configuration
Previously we developed an algorithm, the MUM localization algorithm (MUMLA), to determine the z-position of a fluorescent point source from images that were simultaneously acquired at multiple focal planes ( [9] ). Here we use MUMLA to estimate the z-location of the nanoprobe from simulated and experimental data. For simulations, we consider a dMUM (MUM) setup with the distance between the two focal planes set to 1 μm. The dMUM and MUM images of the nanoprobe at different defocus levels were simulated using the Born and Wolf model of the 3D point spread function ([44]) as described in [9] . The pixel values in the simulated images are in photon counts, since MUMLA works on the photon count data. The z-position of the nanoprobe from simulated and experimental data was determined as described in [9] . Briefly, the z-position of the nanoprobe was estimated by simultaneously fitting a pair of 3D point spread function profiles (Born and Wolf model) to the dMUM (MUM) image using a global maximum likelihood algorithm that was implemented through the MATLAB optimization toolbox.
Localization measure calculations
By definition, the localization measure provides a limit to the accuracy with which the location of a nanoprobe can be estimated for a specific imaging condition. Our approach to calculate the localization measure is based on the statistical theory concerning the Fisher information matrix ([45]). A detailed discussion of this approach has been published elsewhere ( [5, 23] ) and here we provide a brief description. According to the Cramer-Rao inequality ([45]), the covariance of any unbiased estimatorθ of an unknown parameter θ is always bounded from below by the inverse Fisher information matrix, i.e., Cov(θ ) ≥ I −1 (θ ). By definition, the Fisher information matrix I(θ ) provides a quantitative measure of the total information contained in the acquired image about the parameter θ and is independent of how θ is estimated. Because the performance of estimators is typically specified in terms of its standard deviation, the CramerRao inequality implies that the square root of the Fisher information matrix provides a lower bound to the accuracy with which θ can be determined. For the location estimation problem, the square root of the leading diagonal entries of I(θ ) provides a limit to the localization accuracy of the fluorescent nanoprobe, and we refer to this as the localization measure.
To calculate the localization measure for the various microscope configurations, we require analytical expressions of the Fisher information matrix for the problem of estimating the 2D/3D location of a nanoprobe for that particular microscope configuration. The analytical expression of the Fisher information matrix for the 2D/3D location estimation problem for dMUM is given by
where Θ denotes the parameter space, I t (θ ) (I b (θ )) denotes the Fisher information matrix for the image acquired in the top (bottom) scope. The analytical expressions for I t (θ ) and I b (θ ) are analogous to those of a standard microscope, which has been published before for the 2D and 3D location estimation problems (see [5, 23, 27] ). The analytical expression for the 3D location estimation problem for a two plane MUM setup is analogous to Eq. 3 and has been published elsewhere ( [9] ). In Fig. 3 we have plotted the 2D and 3D localization measures for the various microscope configurations. For all the plots, we consider a practical imaging scenario in which the acquired data is pixelated and contains additive noise sources. In particular we consider additive Poisson noise, which, for example, models the background component in the acquired data and additive Gaussian noise, which, for example, models the readout noise of the imaging detector. In addition to pixelation and additive noise sources, the 2D/3D localization measure calculations also take into account the stochastic nature of the detected photons from the point source at each pixel, which is modeled as an independent Poisson random variable (see [23] for details). Fig. 1 . Dual objective multifocal plane microscope. The figure shows a schematic of dMUM that is capable of imaging the sample from top and bottom. Our specific implementation of the dMUM imaging configuration used two inverted microscopes (Zeiss AxioObserver), where one of the microscopes (top scope) was in an upside down orientation and mounted on linear translation stages that were then attached to the other microscope (bottom scope).
Results
dMUM imaging configuration
The dMUM configuration proposed here enables the imaging of the sample from both the top and the bottom (see Fig. 1 ). This is achieved by using two inverted microscope bodies, where one of the bodies is oriented in an upside down position (top scope) and mounted on the other microscope body (bottom scope) through linear translation stages. The sample is illuminated in widefield mode through the bottom scope. The fluorescence light from the sample is collected by objective lenses in the top and bottom scope and passes through emission filters. In each microscope, the collected fluorescence signal is focused onto a CCD camera. Prior to acquiring images from the sample, the top scope is aligned with the help of the translation stages to ensure that the objectives of the top and bottom scopes image the same field of view in the sample. Fig. 2 shows a dMUM image of a 100 nm tetraspeck bead sample (panel a) and a QD sample (panel b), which were acquired using the 2D infocus imaging configuration. The figure also shows a dMUM image of a 100 nm tetraspeck bead sample (panel c) which pertains to the 3D imaging configuration. The images shown are the raw data which are not spatially registered.
Note that there is a scale change between the top and bottom scope images due to the fact that the cameras used to acquire the images in the top and bottom scopes have different pixel sizes.
Photon collection efficiency of dMUM
To verify the improved light collection capability of dMUM over a standard microscope, we calculated the number of detected photons from the nanoprobes in the acquired data (Fig. 2) . Because of the use of different objectives and cameras in the top and bottom scopes, for a given nanoprobe the number of photons detected were different in the two scopes. For example, for the bead (QD) highlighted with an arrowhead in Fig. 2(a) (Fig. 2(b) ), 8770 (8700) photons and 4750 (3100) photons were collected from the top and bottom cameras, respectively, when the exposure time of both cameras was 300 ms. Note that a higher photon count is observed in the top camera although a lower NA objective is used in the top scope. This is due to the fact that the quantum efficiency of the camera in the top scope is higher than the quantum efficiency of the camera in the bottom scope. Also, note that the ratio of photon counts between the top and bottom scopes for the bead and QD are different due to differences in the spectral sensitivities of the two cameras.
Comparison of dMUM and standard microscope for X-Y location estimation -2D infocus imaging configuration
We next wanted to determine the 2D location of the nanoprobes from dMUM images acquired in the 2D infocus imaging configuration (Figs. 2(a) and 2(b) ). In order to achieve improved localization, we require a methodology that make use of the additional photon counts available in the dMUM images. For this, we have developed an estimation algorithm that simultaneously fits an Airy profile to the nanoprobe images acquired in the top and bottom scopes (see Section 2.4). For comparison purposes, the 2D location of the nanoprobe was also independently determined from the image acquired from the top (bottom) scope only, which pertains to a standard optical microscope. This was done by fitting separate Airy profiles to the data acquired from the top and bottom scopes. The results of the 2D location estimation are given in Table 1 , which lists the standard deviations of the X-Y location estimates of several nanoprobes from the infocus images acquired in dMUM, top scope and bottom scope. Due to stage drift, the X-Y estimates were drift corrected prior to calculating their standard deviation. From the table we see that the accuracy (i.e., standard deviation) of the 2D location estimates from the infocus images for dMUM is consistently better than the accuracy obtained from only the top or the bottom scope. In particular, we see that the X-Y accuracy for dMUM is about 20% -35% better than the X-Y accuracy when independently estimated as in a conventional microscope. Note that the X-Y accuracy for the bottom scope is consistently better than the X-Y accuracy for the top scope even though the bottom scope collects less photons than the top scope. This can be attributed in part to the fact that the objective lens in the top scope has a lower numerical aperture than the objective lens in the bottom scope. Previously, it has been shown by us that the accuracy of the X-Y coordinates not only depends on the number of detected photons, but also on other parameters such as the numerical aperture of the objective lens ( [5] ).
It should be pointed out that for the bottom scope (and for dMUM), the standard deviation of the x-coordinate estimates is consistently larger than the standard deviation of the y-coordinate estimates. This behavior is due to the residual effects of drift correction, which arise due to the non-uniform nature of drift in both x and y directions and also due to the fact that the drift correction algorithm is influenced by the noisy nature of the data. Similar issues concerning residual stage drift and standard deviation of x-y coordinates have been previously reported in the literature (e.g., see [46] ). Table 1 . Results of 2D location estimation from dMUM images. The table lists the standard deviation (std-dev) and the 2D localization measure (loc-meas) for the X/Y coordinate of 100 nm tetraspeck beads that were imaged in the 2D infocus imaging configuration. The X-Y estimates for dMUM were determined using the estimation algorithm described in Section 2.4. The X-Y estimates for the top and bottom scopes were independently determined by fitting Airy profiles to the corresponding images. All X-Y coordinates were drift corrected prior to calculating the standard deviation. For each nanoprobe sample, the standard deviation was calculated from 80 estimates. The 2D localization measure for each bead was computed as described in Section 2. In the previous section, we showed that for the 2D infocus imaging configuration, our proposed algorithm can determine the X-Y coordinates from dMUM with consistently better accuracy when compared to estimates obtained from a standard microscope. A common question that arises when designing an estimation algorithm is what is the best possible accuracy with which the unknown parameters of interest can be determined and whether a particular algorithm can attain this accuracy. Here, we have carried out a statistical analysis based on the Fisher information matrix, which provides a quantitative measure of the total information contained in the acquired data about the parameters that we wish to estimate (see Section 2.6). Specifically, we calculate the 2D localization measure of an infocus point source for dMUM and for a standard microscope. Table 1 lists the 2D localization measures of the different microscope setups for each nanoprobe. For all the microscope setups, we see that the predicted accuracy (2D localization measure) is consistently close to the experimental accuracy (standard deviation of the X-Y estimates). In some cases, we see that the predicted accuracy is larger (smaller) than the experimental accuracy. This is in part due to the finite number of samples used to calculate the standard deviations. It should be pointed out that the predicted accuracy is an analytically calculated result of the expected value of the standard deviation, whereas the experimental accuracy is a finite sample estimate of the standard deviation. Results from large sample statistics guarantee that with sufficiently large number of estimates the experimental accuracy converges to the theoretical accuracy ([45] ). In the present manuscript, due to several practical considerations (photobleaching, focus drift, etc) the number of images that was used to calculate the experimental accuracy was limited to 80. This accounts for the observed variability of the ex-perimental accuracy with respect to the predicted accuracy. Note that the predicted accuracy for the bottom scope is consistently smaller than the predicted accuracy for the top scope. This is in agreement with the behavior of the standard deviations of the X-Y estimates for the two microscope configurations, which we noted in Section 3.3. Fig. 3(a) shows the variation of the 2D localization measure for an infocus point source as a function of the expected number of detected photons for dMUM and for a standard microscope in the 2D infocus imaging configuration. From the figure we see that for a range of photon counts, the numerical value of the 2D localization measure for dMUM is consistently smaller than that of the standard microscope. An immediate implication of this result is that the 2D location of an infocus nanoprobe can be determined with better accuracy in dMUM than in a standard microscope. For example, for the practical experimental conditions considered in Fig. 3(a) , in a standard microscope the 2D location of the nanoprobe can be determined with an accuracy no better than ±12 nm when 2000 photons are collected from the nanoprobe per image. On the other hand, in dMUM if 2000 photons are collected from the nanoprobe per image in the top and bottom scopes, then the 2D location of that nanoprobe can be determined with an accuracy no better than ±8.5 nm.
Estimating z-location from dMUM -3D imaging configuration, and comparison to standard microscope and MUM
We next investigated the z-localization capability of dMUM. For this, we imaged bead samples in dMUM using the 3D imaging configuration (see Fig 2(c) ). For z-estimation, we made use of the z-localization algorithm MUMLA, which we developed for z-position determination from multifocal plane images (see Section 2.5). We applied MUMLA to the bead images highlighted with an arrow in Fig. 2(c) . The mean and standard deviation of the z-position estimates for this bead were 247 nm and 8 nm, respectively. We next compared the z-localization capabilities of dMUM, MUM and a standard microscope. For each microscope configuration, we calculate the 3D localization measure of z 0 , which provides a limit to the accuracy with which the z-position can be determined. Fig. 3(b) shows the results of our calculation as a function of z-position. In [9, 38] we had reported the 3D localization measure calculations for MUM and a standard microscope. Consistent with these results, we see that a standard microscope exhibits poor z-localization accuracy, especially near the plane of focus. On the other hand, both MUM and dMUM exhibit consistently better z-localization accuracy than a standard microscope for a range of z-values including near the plane of focus. Both MUM and dMUM capture images of a point source at different focus levels (see Fig. 4 ), which provide significant additional information that constrains the z-estimation leading to the improved accuracy.
Note that the z-localization capability of dMUM is uniformly better than that of MUM. This is because in MUM the fluorescence signal from the sample is collected from only one objective (see Fig. 4 ). Hence dMUM collects more photons from the sample than MUM resulting in better z-accuracy. To validate this, we carried out z-estimation on simulated dMUM and MUM images using MUMLA. Fig. 5 shows the plot of the z-estimates for different z-positions and Table 2 lists the standard deviations of the estimates. From the table it can be seen that consistent with the 3D localization measure calculations, the accuracy of the z-estimates for dMUM is uniformly better than that of MUM.
Effect of focal plane spacing on the 3D localization measure
In the previous section, we showed that dMUM provides consistently better accuracy than MUM and a standard microscope in determining the z-location of a point source for a range of z 0 values. We next investigated how the focal plane spacing affects the 3D localization mea- Here, the photon detection rate for the standard microscope is set to 10,000 photons/s. For dMUM we consider two scenarios, one where we have the same photon detection rate of 10000 photons/s for the top and bottom scopes (×) and the other where we have different photon detection rates of 20000 photons/s and 10000 photon/s for the top and bottom scopes, respectively (•). The latter scenario of unequal photon detection rates occurs in our experimental data (Fig. 2) . The following are the numerical values of the other parameters that are used to generate the plots in this panel: n a = 1.2, M = 63, λ = 555 nm, the pixel array size is 11 × 11, the pixel size is 12.9 μm × 12.9 μm, the background component is 300 photons/pixel/s, the mean and standard deviation of the readout noise of the imaging detector are 0 e − /pixel and 8 e − /pixel, respectively, the X-Y coordinate of the nanoprobe is assumed to coincide with the center of the pixel array, and the noise statistics is assumed to be the same for all pixels. sure of z 0 for dMUM. Fig. 6 shows the results of the 3D localization measure calculations for different focal plane spacings for dMUM. Here, the number of photons detected in the top and bottom scopes are assumed to be the same for all the focal plane spacings and we consider three different focal plane spacings of 1μm, 1.25μm and 1.5μm. From the figure we see that among the three focal plane spacings considered, the 1 μm focal plane spacing has the best 3D localization measure of z 0 for z values in the range of 0 to 0.6 μm, the 1.25 μm focal plane spacing has the best 3D localization measure of z 0 for z values in the range of 0.6 μm to 0.8 μm and the 1.5 μm focal plane spacing has the best 3D localization measure of z 0 for z values in the range of 0.8 μm to 1.05 μm. Note that there is no single focal plane spacing for which the 3D localization measure of z 0 is consistently the best over the 0 -1.05 μm range. An immediate implication of this result is that the accuracy with which the z-location of a point source can be determined is not only dependent on the number of detected photons, but also on other factors such as the focal plane spacing, which is an important aspect that needs to be considered when using dMUM for 3D single particle tracking applications. It should be pointed out that the optimal plane spacing is dependent on the specifics of the experimental setup and may vary for different experimental configurations. This includes the use of an appropriate 3D PSF model. 
Discussion
Single particle imaging approaches have become powerful tools for studying cellular processes due to several advantages they offer over conventional bulk imaging techniques. One of the important factors in conducting single particle imaging experiments is that a sufficient number of photons be detected from the fluorescent label. This is important not only for visually identifying and tracking the labeled entity, but also has implications in the quantitative analysis of the data. We have introduced a new microscope imaging configuration dMUM for single particle imaging in 2D and 3D. The dMUM configuration uses two objective lenses and collects photons from above and below the sample. That the dMUM has improved light collection capability is evident from its optical configuration and, here, we have verified this experimentally. However, an important question arises as to how one can exploit the additional photon counts available in the dMUM images to obtain improved performance. Equally important is the question of how to quantitatively assess the level of improvement that can be attained from the dMUM images. That latter is especially relevant, for example, for designing experimental setups and for evaluating the feasibility of carrying out a particular experiment. In this manuscript, we have addressed these issues by using newly developed tools as well as previously established methodologies and have demonstrated the improved performance of dMUM through experimental data, simulations and analytical calculations. We have considered two imaging configurations of dMUM, namely the 2D infocus imaging and the 3D imaging configurations. The 2D infocus imaging configuration can be used in place of the classical 2D conventional microscope to image processes that are typically confined to two dimenions. The 3D imaging configuration exploits the multifocal plane imaging capability of dMUM in which the sample is simultaneously imaged at two different focus levels and can be used for 3D tracking applications.
We have developed a new algorithm to determine the X-Y coordinates of nanoprobes from images acquired in the 2D infocus imaging configuration. Using experimental data we have showed that the X-Y coordinates of nanoprobes from their infocus images can be determined with better accuracy with dMUM than with a standard microscope. We have presented ana- sense of attaining the lowest possible standard deviation as specified by the corresponding 3D localization measure. Here, we have shown that with minor modifications the same algorithm can also be applied to dMUM data from the 3D imaging configuration for z-position estimation. A comparison of standard deviations of z-estimates from a simulation study with the 3D localization measures for this dMUM configuration confirmed that MUMLA is also optimal for this setting. Although not discussed here in detail, in the 3D imaging configuration x-y location estimation can be carried out by fitting an appropriate profile to suitably registered images of either the top scope or the bottom scope, analogous to the approach proposed for MUM data analysis in [9] . With this approach we can expect the x-y localization performance to be similar to what can be achieved with a standard microscope. Alternatively, x-y location estimation could be carried out by suitably modifying the x-y localization algorithm for the 2D infocus imaging configuration, by fitting 3D PSF models rather than infocus Airy profiles. In this case we can expect improved x-y localization performance over imaging with a standard microscope in situations when the image of the point source can be detected in the images of both focal planes. All numerical values used to generate the above plots are identical to those used in Fig. 3(b) .
In the 2D infocus imaging configuration, we have used the Airy profile ([44] ) to describe the image of the nanoprobe. In some situations, the use of an Airy profile may not be suitable, for example, in the case of polarized illumination and/or detection. In such cases, the Airy profile needs to be replaced by the appropriate image profile. In the same way, for the 3D imaging configuration we have made use of the diffraction limited 3D PSF profile that is based on the Born and Wolf model. Depending upon the specific imaging conditions, other 3D PSF image profiles may need to be used. Similar considerations also apply to other aspects of our data analysis, for example, in the use of a background estimation algorithm. It can be deduced from the analytical formula given in Eq. 3 that indeed the improved localization accuracy of dMUM will hold even if other image profiles and/or background estimation procedures need to be used.
The dMUM setup was built using commercially available, off-the-shelf components and is straightforward to implement with little or no customization. The dMUM configuration reported here supports simultaneous imaging of two focal planes. In general, more than two focal planes can be simultaneously imaged with dMUM. This can be achieved by implementing the MUM imaging configuration in the top and bottom scopes of dMUM. In our implementation of dMUM, we have placed one of the microscopes on top of the other in an upside down orientation. However, other configurations are also possible and our algorithms and analytical calculations can be used with little or no modifications. For example, an alternative configuration for dMUM is to place two inverted microscopes next to each other. The sample is placed in one of the microscopes (bottom scope) and the objective lens in that microscope illuminates the sample and collects the light from the bottom side of the sample. In the other microscope (top scope), the objective lens is attached to the nose piece through an extension arm which positions the objective lens on top of the sample.
The dMUM imaging configuration is not limited to single particle imaging applications. For example, it can be used to improve the photon collection efficiency in a wide variety of low-light level cellular imaging applications including but not limited to the tracking of single molecules, vesicles and viruses in a live cell environment. For the fitting of larger objects, the use of point-source image profiles (Airy profile and 3D point spread function profile) may not be appropriate but can be replaced by a profile that describes the image of the object being tracked. In conclusion, the dMUM imaging configuration permits high accuracy localization of individual nanoprobes in 2D and 3D.
