We study a class of semilinear elliptic equations on spaces of tempered ultradistributions of Beurling and Roumieu type. Assuming that the linear part of the equation is an elliptic pseudodifferential operator of infinite order with a sub-exponential growth of its symbol and that the non linear part is given by an infinite sum of powers of u with sub-exponential growth with respect to u, we prove a regularity result in the functional setting of the quoted ultradistribution spaces for a weak Sobolev type solution u.
Introduction
In this paper we consider a class of semilinear equations and prove a result of regularity in the spaces of tempered ultradistributions of Beurling and Roumieu type. These ultradistributions can be regarded as a global counterpart on R d of the local ultradistributions studied by Komatsu [14, 15, 17] and they represent a natural generalisation of non-quasi-analytic Gelfand-Shilov type ultradistributions, cf. [13, 19, 20] . As well as the Gelfand-Shilov spaces, they are also a good functional setting for global pseudodifferential operators of infinite order, namely with symbol a(x, ξ) admitting sub-exponential growth in both x and ξ, see [2, 3, 23] . Here we want to apply the pseudodifferential operators introduced by the third author in [23] to the study of semilinear equations of the form
where A = a(x, D), f is a given test function in our setting and F [u] is a nonlinear term given by a suitable infinite sum of powers of u. In [21] we investigated the class of operators of [23] in the context of the Weyl and the Anti Wick calculus while in the recent paper [8] , we considered the case of linear equations and proved a result of hypoellipticity via the construction of a parametrix. To treat semilinear equations, we need to adopt a more sophisticated method based on suitable commutators and nonlinear estimates. This method, previously used in [1] [4]- [7] , [11] in the case of symbols corresponding to differential operators and of nonlinear terms of finite 2010 Mathematical Subject Classification: 47G30, 46F05, 35A17 keywords: Tempered ultradistributions, pseudodifferential operators, semilinear equationsorder, is used also here but with a more advanced technique since we consider infinite series both in the case of symbols and in the case of nonlinear terms. Examples of our elliptic symbols are a(x, ξ) = e c (x,ξ) 1/m , m > 1, c ∈ R, whereas for what concerns the nonlinear terms we can consider F [u] = β c β P β (x)u |β| where P β (x) are ultrapolynomials of the form γc γ x γ /γ! m , m > 1 and c β are suitable complex numbers tending rapidly to zero. Actually, we will consider nonlinear terms also with the additional assumption that u ∈ H s (R d ), s > d/2. With this we have plenty of examples, for example F [u] = P (x) cos u or F [u] = P (x)e u k , k ∈ Z + , where P has sub-exponential growth of the order related to the order of the growth of the symbol. In this way we can analyse elliptic operators A of infinite order and sub-exponential growth as well as nonlinear terms with sub-exponential growth, not considered in the literature, which shows an intrinsic connection of the pseudodifferential calculus of [23] with the spaces of ultradistributions.
The paper is organised as follows. In the next Section 1 we introduce the main tools involved in the paper and state the main result, namely Theorem 1.2. Section 2 contains some examples of elliptic operators and nonlinear terms which motivate our analysis and for which Theorem 1.2 holds. In Section 3 we refine some results about the pseudodifferential operators studied in [23] and we prove some precise estimates for the norms of some composed operators which will be instrumental in the proof of Theorem 1.2. Finally, Section 4 is devoted to the proof of the theorem which will be divided in two parts, one corresponding to the proof of the decay properties of the solution and the other related to its regularity.
Notation and the main theorem
Before stating our results, let us fix some notation and introduce the functional setting where they are obtained. In the sequel, the sets of integer, non-negative integer, positive integer, real and complex numbers are denoted as standard by Z, N, Z + , R, C. We denote x = (1 + |x| 2 
Fixed B > 0, we shall denote by Q c B the set of all (x, ξ) ∈ R 2d for which we have x ≥ B or ξ ≥ B. Finally, for s ∈ R, we shall denote by H s (R d ) the Sobolev space of all u ∈ S ′ (R d ) for which ξ sû (ξ) ∈ L 2 (R d ), whereû denotes the Fourier transform of u. Following [14] , in the sequel we shall consider sequences M p of positive numbers such that M 0 = M 1 = 1 and satisfying all or some of the following conditions:
In some assertions in the sequel we could replace (M.3) by the weaker assumption: [14] ). We observe moreover that (M.4) implies (M.1). As an example of sequence satisfying all the conditions above we can take
We can associate to any sequence M p as above the function
This is a non-negative, continuous, monotonically increasing function which vanishes for sufficiently small ρ > 0 and increases more rapidly than ln ρ p when ρ tends to infinity, for any p ∈ N (cf. [14] ). As in [14] , see also [20] , we shall denote by R the set of positive sequences which monotonically increase to infinity. For (r p ) ∈ R, consider the sequence N 0 = 1, N p = M p R p , p ∈ Z + , where we denote R p = p j=1 r j (in the future we will often use this notation). It is easy to verify that this sequence satisfies (M.1) and (M.3) ′ . Its associated function will be denoted by N rp (ρ), i.e. N rp (ρ) = sup
ρ > 0. Note, for given (r p ) and every k > 0 there is ρ 0 > 0 such that N rp (ρ) ≤ M (kρ) for ρ > ρ 0 . Now we can introduce the space of tempered ultradistributions and its test function space. For m > 0 and a sequence M p satisfying the conditions (M.1)
endowed with the norm in (1.1) and we denote
and
In the sequel we shall consider simultaneously the two latter spaces by using the common notation S * (R d ). For each space we will consider a suitable symbol class. Definitions and statements will be formulated first for the (M p ) case and then for the {M p } case, using the notation * . We shall denote by S * ′ (R d ) the strong dual space of S * (R d ). We refer to [12, 19, 20, 22] for the properties of S * (R d ) and S * ′ (R d ). Here we just recall that the Fourier transformation is an automorphism on S * (R d ) and on S * ′ (R d ) and that for M p = p! s , s > 1, we have M (ρ) ∼ ρ 1/s . In this case S * (R d ) coincides respectively with the Gelfand-Shilov
for every h > 0 (resp. for some h > 0), cf. [13, 19] . A measurable function f on R d is said to be of ultrapolynomial growth of class * if
Following [23] we now introduce the class of pseudodifferential operators involved in the sequel. Let M p , A p be two sequences of positive numbers. We assume that M p satisfies (M.1), (M.2), (M.3) and (M.4) and that
Obviously 0 < ρ 0 ≤ 1. Let ρ ∈ R + be arbitrary but fixed such that ρ 0 ≤ ρ ≤ 1 if the infimum can be attained, or otherwise ρ 0 < ρ ≤ 1. For any fixed h > 0, m > 0 we denote by Γ Mp,∞ Ap,ρ (R 2d ; h, m) the space of all functions a(x, ξ) ∈ C ∞ (R 2d ) such that
where M (·) is the associated function for the sequence M p . Then we define
We associate to any symbol a ∈ Γ * ,∞ Ap,ρ (R 2d ) a pseudodifferential operator a(x, D) acting continuously on S * (R d ) and on S * ′ (R d ). A symbolic calculus for Γ * ,∞ Ap,ρ (R 2d ) (denoted there by Γ * ,∞ Ap,Ap,ρ (R 2d )) has been constructed in [23] . As a consequence it was proved that the class of pseudodifferential operators with symbols in Γ * ,∞ Ap,ρ (R 2d ) is closed with respect to composition and adjoints, cf. [23] and the next section for details. Moreover, in [8] we consider hypoelliptic symbols in Γ * ,∞ Ap,ρ (R 2d ) and we proved the existence of parametrices for the associated operators. Now we need to introduce a notion of elliptic symbol in Γ * ,∞ [22] proves that there are plenty of sequences of this type (in fact, the quoted lemma claims that given a sequence of R one can find such sequence which is smaller than the chosen one). Because of this property we will say that the sequence (k p ) satisfies (M.2) (although the precise statement will be to say that the sequence
ii) for every h > 0 there exists C > 0 (resp. there exist h, C > 0) such that
Given (k p ) ∈ R and γ ∈ N d , from now on we will always use the notation K p for p j=1 k j and K γ for K |γ| . Finally we introduce the class of nonlinear terms involved in our equations. For β ∈ N d , let p β (x) be smooth functions on R d such that for every h > 0 there exists C > 0 such that
For such a family of functions p β (x) and u ∈ H s (R d ), s > d/2 we can consider the function
The condition s > d/2 implies that F [u] is well defined and continuous on R d and
The main result of the paper is the following one. i) For every h > 0 there exists C > 0 (resp. there exist h, C > 0) such that |u(x)| ≤ Ce −M (h|x|) . Moreover, u ∈ C ∞ (R d ) with the following estimate on its derivatives: there existsh > 0 such that
Examples
In this section we give an example of a non standard elliptic operator a, given by (2.1) below, and of nonlinear terms to which Theorem 1.2 can be applied when
This examples underline the novelties of this paper with respect to the results obtained in [4, 5, 6] .
where, in the first inequality we used Holder's inequality with
Then a ∈ C ∞ (R 2d ). To prove that a ∈ Γ * ,∞ Ap,ρ (R 2d ) and that it is elliptic, we need some preliminary results. First we recall the following multidimensional variant of the Faà di Bruno formula (see [10, Corollary 2.10]).
The relation ≺ used in this proposition is defined in the following way (cf. [10] ). We say that β ≺ α when one of the following holds:
(ii) |β| = |α| and β 1 < α 1 ;
Before we continue, we need the following technical result. Lemma 2.2. For β ∈ N d , the following estimate holds:
We apply the Faà di Bruno formula to the composition g(f (x)) at the point x = (−1, ..., −1):
Hence, we obtain
From this, the desired inequality follows, since
If we apply the Faà di Bruno formula to the composition of a 0 and w → w and use the well known estimate
where we denote by C 0 the quantity 2C ′ h 1/(l+l ′ ) . One can easily prove that for
In fact one easily verifies this inequality for n = 2 and the general case follows by induction. We obtain
Using this estimate, together with Lemma 2.2, we conclude that
Hence, if we take
Ap,ρ (R 2d ) and the growth condition ii) of Definition 1.1 is satisfied for a. By the definition of a the lower bound i) of Definition 1.1 trivially holds forM p = p! l+l ′ and some m > 0 in the (M p ) case (resp. forM p = p! l+l ′ /2 and k p = p l ′ /2 in the {M p } case). Hence a is elliptic.
Symbols given in the Introduction, correspond to m = l + l ′ with suitable ρ. Actually, applying the Faà di Bruno formula to the composition of λ → λ 1/m and w → w , by the same technique as above using (2.2), Lemma 2.2 and the estimate
Applying again the Faà di Bruno formula to the composition of λ → e λ and w → w 1/m we obtain the estimate
which implies that such symbols can be considered in Theorem 1.2.
Example 2. An interesting nontrivial example of nonlinear term satisfying the assumptions of Theorem 1.2 can be given in the following way. Define p β by
where c α,β satisfy the following condition: for every h > 0 there exists
. By [14, Proposition 4.5.] and by simple calculation we obtain that p β (x) = R −1 β P β (x) satisfy the condition of Theorem 1.2, where R β = |β| j=1 r j for some (r p ) ∈ R (for example r p = p ǫ , ǫ > 0) and P β are entire functions which satisfy the estimate: for every h > 0 there exists
Interesting examples of this form are F [u] = P (x) cos u and F [u] = P (x)e u k , k ∈ Z + , where P (x) is an ultrapolynomial with growth condition as stated above (to verify that these are indeed examples of the stated form one only needs to write cos u and e u k in power series in u). These examples fit well in our analysis since we presumed in Theorem 1.2 that u ∈ H s (R d ) for some s > d/2, which implies that u is bounded over R d .
Pseudodifferential operators on
In this section we recall some results contained in [23] and concerning the calculus for pseudodifferential operators with symbols in Γ * ,∞ Ap,ρ (R 2d ). For the purposes of this paper we need to modify slightly some statements with respect to [23] . The proof of these new assertions is completely analogous to the original ones and do not deserve to be repeated here.
Now we recall the notion of asymptotic expansion for symbols in Γ * ,∞ 
Ap,ρ (R 2d ) the space of all formal sums j∈N a j such that for some B > 0, a j ∈ C ∞ (int Q c Bm j ) and satisfy the following condition: there exists m > 0 such that for every h > 0 (resp. there exists h > 0 such that for every m > 0) we have
Notice that any symbol a ∈ Γ * ,∞ Ap,ρ (R 2d ) can be regarded as an element
Ap,ρ (R 2d ) with a 0 = a, a j = 0 for j ≥ 1.
Ap,ρ (R 2d ) (we write a ∼ j∈N a j in this case) if there exist m, B > 0 such that for every h > 0 (resp. there exist h, B > 0 such that for every m > 0) the following condition holds:
An operator a(x, D) with symbol a ∼ 0 is * -regularizing, namely it extends to a linear and continuous map from [23, Theorem 3] . Moreover, for every sum j∈N a j ∈ F S there exists B > 0 such that for every h > 0 there exists C > 0 (resp. there exist B, h, C > 0) such that
for all j∈N a j ∈ U . Then for everyh > 0 there exists C > 0 (resp. there exist h, C > 0) such that the following condition holds: for every sum a j ∈ U there exists a symbol a ∼ j∈N a j satisfying the following estimate:
In [23, Theorem 7] it was proved that the composition of two operators b(x, D) and a(x, D) with symbols in Γ * ,∞ Ap,ρ (R 2d ) is the sum of an operator f a,b (x, D) with symbol f a,b ∈ Γ * ,∞ Ap,ρ (R 2d ), with f a,b ∼ j f a,b,j , where
and of a *-regularizing operator T a,b . In fact, f a,b = j (1 − χ j )f a,b,j where χ j is defined in the following way (cf. the proof of [23, Theorem 4] 
for n ∈ Z + and χ 0 (x, ξ) = 0, where m n = M n /M n−1 and R > 0 is large enough. R 2d , h ′ ), for some m ′ > 0 (resp. for some h ′ > 0). Then for every a ∈ U 1 and b ∈ U 2 we have b(x, D)a(x, D) = f a,b (x, D) + T a,b where f a,b = j (1 − χ j )f a,b,j and χ j are the cut-off functions defined above which can be chosen uniformly for a ∈ U 1 , b ∈ U 2 , and with f a,b,j given by (3.1). Moreover, the family T a,b of *-regularizing operators is an equicontinuous subset of
From the results above we notice that in general the composition of two operators with symbols in Γ * ,∞ Ap,ρ (R 2d ) is still an operator of infinite order. In the sequel we will be interested to the case when the composition is a finite order operator with bounded symbol, hence the related operator is bounded on Sobolev spaces. With this purpose we give the following definition.
Ap,ρ R 2d and let f (w) be a positive continuous function on R 2d such that f (w) and 1/f (w) are of ultrapolynomial growth of class * (see [16] ). The sets V and W are said to be (f, * )-conjugate if for every h > 0 there exists C > 0 (resp. there exist h, C > 0) such that
Obviously if V and W are (f, * )-conjugate then they are bounded subsets of Γ
Proposition 3.6. Let V and W be (f, * )-conjugate. Then, there exists C > 0 such that
Proof. Let f a,b be the symbol of the operator b(x, D)a(x, D) defined as above. Then
Observe that
,j with χ j defined as above, one easily obtains that for every h > 0 there exists C > 0, resp. there exist h, C > 0 such that The next result has been proved in [8] for more general hypoelliptic operators. It is immediate to verify that it holds in particular for symbols satisfying the ellipticity conditions in Definition 1.1.
Then there exists a *-regularizing operator T and a symbol b ∈ Γ * ,∞ Ap,ρ R 2d such that b(x, D)a(x, D) = Id + T . Moreover, the symbol b satisfies the following condition: there exists B ′ > 0 such that for every h > 0 there exist C > 0 (resp. there exist h, C > 0) such that
As we mentioned in the introduction, given (r p ) ∈ R and multi-index γ, R γ stands for R |γ| = |γ| j=1 r j . Lemma 3.8. Let a ∈ Γ * ,∞ Ap,ρ (R 2d ) be (M p )-elliptic (resp. {M p }-elliptic) and let b be the symbol of the parametrix of a(x, D). Then the sets {b} and
are (|a(w)|, * )-conjugate for every h > 0 (resp. for some h > 0). Hence, for every h > 0 there exists C > 0 (resp. there exist h, C > 0) such that the estimate
Proof. We have
The {M p } case trivially follows from this by choosing h small enough, since h 1 is fixed. In the (M p ) case, for each fixed h we can take h 1 arbitrary small. One easily sees that this implies that the sets under consideration are (|a(w)|, 
Lemma 3.4 of [17] we can conclude that there exists (r p ) ∈ R and C > 0 such that
If we take r p = max{r p , 1}, then (r p ) ∈ R, r 1 = 1 and the desired estimate holds for this (r p ), possibly with a larger constant C. Lemma 3.9. There exists l ≥ 1 such that the sets
and {b} are eM (m|x|) eM (m|ξ|) , (M p ) -conjugate for any h > 0, (resp. the sets
and {b} are eÑ kp (|x|) eÑ kp (|ξ|) , {M p } -conjugate for any h > 0). In particular for eachh > 0 there exists C > 0 such that
Proof. We consider first the (M p ) case. Pick l ≥ 1 such that H 2 /l ≤ m/12. Let h, h ′ > 0 be arbitrary but fixed. Pick 0 < h 1 < 1 such that
SinceM p satisfies (M.2), by Proposition 3.6 of [14] , we have
If we use this in the above estimate, by the way we defined h 1 , we have
which proofs the (M p ) case. In the {M p } case one can use the same technique as above (observe that the sequence K pMp satisfies (M.2)). The last part follows by Proposition 3.6.
Lemma 3.10. Let h > 0 and for each β ∈ N d , let p β (x) be a smooth function satisfying (1.3) in the (M p ) case (resp. satisfying (1.4) in the {M p } case) and let j β ∈ {1, ..., d}. Then the following properties hold:
a) The sets {b} and
In particular, for everyh > 0 there
b) The sets {b} and
Proof. We prove a), the proof of b) being completely analogous. In the (M p ) case, let h, h ′ > 0 be arbitrary but fixed. We have
Take h 2 < 1 such that 3h 2 H ≤ m/2 and take h 1 < 1 such that 2Hh 1 /h 2 ≤ h ′ , Hh 1 ≤ m/2 and h 1 ≤ 1/h. To estimate S 1 (x) we have
Similar estimates can be obtained for S 2 (x) in the same way and the {M p } case can be treated similarly. The estimate 4 The proof of Theorem 1.2
The proof of Theorem 1.2 needs some preparation. First of all it is useful to characterize the space S * (R d ) in terms of suitable scales of Sobolev norms. Namely, let
Moreover, for h > 0 and (r p ) ∈ R, set
Let ϕ ∈ S R d . We recall the well known result (see for example [9] or [18] ).
Lemma 4.1. The following conditions are equivalent:
ii) there exists s > d/2 such that for every h > 0 (resp. there exists h > 0) such that ϕ s,h < ∞ and ϕ {s,h} < ∞.
By Lemma 4.1 we can prove that a function u ∈ S * (R d ) by proving the decay and the regularity properties separately. This allows to simplify considerably the proofs, see also [5, 6] .
Next we state a preliminary technical result which will be used in the subsequent proofs. 
Proof. Let a p > 0, p ∈ Z + , are such that , p ∈ Z + . Then we obtain that
. Also r p /m p converges. Define the sequence (r ′ p ) by r ′ 1 = 1 and inductively
for p ∈ Z + . We will prove that this (r ′ p ) satisfies the desired conditions. First, note that r ′ p ≤ r p , for all p ∈ Z + . Since r p+1 ≥ r p and pm p+1 ≥ (p + 1)m p (which is equivalent to (M.4) for M p ) it follows that
for all p ∈ Z + . To prove that r ′ p tends to infinity, assume the contrary. Since we already proved that r ′ p is monotonically increasing, there exists C > 1 such that
is a finite sum, then we have u {s,h} < ∞ for every h > 0 (resp. for some h > 0).
Notice that by Lemma 4.1, Theorem 1.2 follows directly from the combination of Theorems 4.3 and 4.4. Let us prove the two latter results.
Lemma 4.5. Let A = a(x, D) be (M p )-elliptic (resp. {M p }-elliptic) operator and let B be its parametrix. Then the following properties hold:
ii) In the {M p } case, for each 0 < ε < 1 there exists
Proof. First we prove the (M p ) case. (The existence of such sequence (r ′ p ) ∈ R is given by Lemma 4.2.) For shorter notation, put N p = M p /R ′ p , for p ∈ Z + and N 0 = 1. Observe that
So, we obtain
By Lemma 3.8, there exists
where in the third inequality, we used (M.4) for N p and the fact α β ≤ |α| |β| . This completes the proof in the (M p ) case. For the {M p } case, let ε > 0. By Lemma 3.8,
. Then, for 0 < h < h 0 , similarly as before, we obtain
which completes the proof.
Lemma 4.6. Let A = a(x, D) be (M p )-elliptic (resp. {M p }-elliptic) operator and let B be its parametrix. Let F [u] be defined by (1.3), (1.5) in the (M p ) case (resp. by (1.4), (1.5) in the {M p } case). Then the following properties hold: i) In the (M p ) case, let (r p ) ∈ R be the sequence in Lemma 3.10. Let (r ′ p ) ∈ R be a sequence such that (r ′ p ) ≤ (r p ), r ′ 1 = 1 and the sequence M p /R ′ p satisfies (M.3) ′ and (M.4). Then for each 0 < ε < 1 there exists h 0 = h 0 (ε) such that for every
ii) In the {M p } case, for each 0 < ε < 1 there exists h 0 = h 0 (ε) such that for every 0 < h < h 0
Proof. i) Observe that the existence of such sequence (r ′ p ) ∈ R is given by Lemma 4.2. Let α ∈ N d with |α| ≥ 1 and let j = j α ∈ {1, ..., d} such that α j > 0. By Lemma 3.10, there exists C 1 > 0 such that
. We obtain
Moreover, for fixed 0 < ε < 1, since C 3 does not depend on h, we can find h 0 = h 0 (ε) such that for all 0 < h < h 0
which complete the proof in the (M p ) case. ii) In the {M p } case by using Lemma 3.10, one similarly obtains that for everỹ h > 0 there exists C 1 > 0 such that
for a constant C ′ 3 which is the same for all h. Hence, we obtain the claim in the {M p } case.
Proof of Theorem 4.3. Fixed α ∈ N d let us multiply both members of (0.1) by x α . We have
. Then, introducing commutators we get
By applying the parametrix B of A to both sides of (4.1) we have
for some *-regularizing operator T . We first consider the (M p ) case. Since f ∈ S (Mp) ,
for everyh > 0 we have sup
Hence, by Lemma 3.4 of [17] , there exist (r p ) ∈ R and C ′ > 0 such that 
We will estimate each of the terms above. First, since B is bounded on H s , there exists
To estimate the sum with T (x α u), since |α| > 0 there exists j = j α ∈ {1, ..., d} such that α j ≥ 1. Hence, there exists
Since C 3 does not depend on h, for fixed 0 < ε < 1 we can find h 0 = h 0 (ε) < 1/2 such that for all 0 < h < h 0
Now, if we use Lemmas 4.6 and 4.5 for fixed 0 < ε < 1 there exists h 0 = h 0 (ε) such that for all 0 < h < h 0 we obtain
By iterating this estimate and possibly shrinking ε we obtain that
is finite for some sufficiently small h. Ifh > 0 is arbitrary but fixed, there exists
converges. This completes the proof in the (M p ) case. The {M p } case is completely similar. We leave the details to the reader. Now we prove Theorem 4.4.
Lemma 4.7. Let A = a(x, D) be (M p )-elliptic (resp. {M p }-elliptic) operator and let B be its parametrix. Then the following properties hold: i) In the (M p ) case, let (r p ) ∈ R be the sequence in Lemma 3.8. Let (r ′ p ) ∈ R be a sequence such that (r ′ p ) ≤ (r p ), r ′ 1 = 1 and the sequence M p /R ′ p satisfies (M.3) ′ and (M.4). Then for each 0 < ε < 1 there exists h 0 = h 0 (ε) such that for every
Proof. First we prove the (M p ) case. As before, put N p = M p /R ′ p , for p ∈ Z + and N 0 = 1 (the existence of such (r ′ p ) ∈ R is given by Lemma 4.2). Observe that
By Lemma 3.8, there exists C > 0 such that
, which completes the proof.
Proof. Observe that
First we consider the (M p ) case. As before, put N p = M p /R ′ p , for p ∈ Z + and N 0 = 1. Since |α| ≥ 1, there exists j = j α ∈ {1, ..., d} such that α j > 0. By Lemma 3.10, there exists
Observe that, by (M.4),
We obtain
Since C 2 does not depend on h, for fixed 0 < ε < 1 we can take h 0 = ε/(dC 2 ). Then for all h < h 0 we obtain
Since C ′ 3 does not depend on h, for fixed 0 < ε < 1 we can choose h 0 = ε/C ′ 3 . Then, for all 0 < h < h 0 , we have Proof of Theorem 4.4. i) When F [u] is a finite sum it is clear that it is enough to prove the theorem when F [u] = p(x)u l , l ≥ 2, l ∈ N. Differentiating both terms of (0.1), we have ∂ α Au = ∂ α f + ∂ α F [u], from which we obtain
Hence, we have
We consider the (M p ) case. Since f ∈ S (Mp) , for everyh > 0, sup
bounded. Hence, by Lemma 3.4 of [17] , there exist (r p ) ∈ R and C ′ > 0 such that ∂ α f H s ≤ C ′ M α /R α . Obviously, without losing generality, we can assume that r 1 = 1. By Lemma 4.2 we can find (r ′ p ) ∈ R such that r ′ 1 = 1, (r ′ p ) ≤ (r p ), (r ′ p ) is smaller than the sequences in Lemmas 3.8 and 3.10 and the sequence N p = M p /R ′ p , for p ∈ Z + and N 0 = 1, satisfies (M.3) ′ , (M.4) and N 1 = 1. If we multiply (4.3) by h |α| /N α , take Sobolev norms and sum up for |α| ≤ N , we obtain
We estimate each of the terms above. By the growth estimate for the symbol of B (3.2) there exists C ′′ > 0 such that B(∂ α f ) H s ≤ C ′′ ∂ α f H s . Hence Since C 3 does not depend on h, for fixed 0 < ε < 1 we can find h 0 = h 0 (ε) < 1/2 such that for all 0 < h < h 0
For fixed 0 < ε < 1, by Lemmas 4.7 and 4.8 for the chosen (r ′ p ), we can find h 0 = h 0 (ε) < 1/2 such that for all 0 < h < h 0 , we have To prove ii) we consider first the (M p ) case. Proceed as in the proof i) to obtain
By Lemma 3.9, there exists l ≥ 1 such that for eachh > 0 there exists C 1 > 0 such that (B • D α p β (x)∂ γ )(x, D) L(H s ) ≤ C 1h |β| l |γ|M γ . For 0 < h < 1/(4l), we have
where in the last inequality we used that u |β| H s ≤ C |β|−1 s u |β| H s and choseh ≤ 1/(2C s u H s ). The sequenceM p satisfies (M.4), so by analogous technique as in the proof of Lemma 4.7 one can prove that for each 0 < ε < 1 there exists h 0 = h 0 (ε) < 1/2 such that for every 0 < h < h 0
