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Abstract 
This project examined which demographic sub-populations in the U.S. and E.U. are less 
likely to engage with informational technology. “Digital immigrants” experience disadvantages 
(a digital divide), though not uniformly, resulting in equity issues. Research on the variation in 
digital immigrants’ experiences is limited. Through a linear regression analysis of existing data, 
this study contributes an enhanced definition of the typical digital immigrant in both regions, and 
it describes future research for informing policies designed to bridge the digital divide.   
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Introduction 
 Since 2006, there has been a significant increase in technology use in highly developed 
states, and within that trend, there has been an increased reliance on informational technology 
use over traditional informational sources (e.g. newspapers) (Shearer et al., 2017). Informational 
technology allows a user to learn news and information from the Internet. This behavioral 
change is observable in most industrialized states, including the United States and the European 
Union member states. 
 Individuals that do not rely on informational technology use are named “digital 
immigrants” (Prensky, 2001a). Digital immigrants are less digitally literate than individuals who 
do rely on informational technology use (“digital natives”) (Prensky, 2001a). Most markets and 
services increasingly cater to digital natives at the expense of digital immigrants (Prensky, 
2001a; Rainie, 2006; Akçayır et al., 2016). For example, U.S. weather emergency alerts are 
published directly online and sent to cellphones before they are cited by traditional news 
(N.W.S., 2018). Consequently, digital immigrants are recognized as disadvantaged due to the 
resulting “digital divide” (Boyera, 2006; Hood, 2011). The digital divide encompasses the 
negative consequences that digital immigrants experience as a result of their lesser digital 
literacy and informational technology use. Although digital immigrants find themselves grouped 
on one side of this digital divide, they do not necessarily experience the divide uniformly. Some 
digital immigrants, for example, are significantly more resistant to relying on informational 
technology than others (Correa, 2013).1 Furthermore, demographic factors can influence how 
individuals approach and experience informational technology (Silverstone et al., 1994; Mitchell 
et al., 2016; Rainie, 2016).  
In the context of these conditions, I examined how different demographic factors among 
digital immigrants influence their experience with informational technology, with attention to 
their expectations as well as their levels of confidence and trust. To do this, I compared public 
and government opinion on informational technology in two highly developed regions: the 
United States and the European Union. Specifically, I sought to answer the following research 
questions: 
1. Are there differences among demographic groups regarding Internet usage and levels of 
trust in the Internet/in news received from the Internet? 
2. Do digital immigrants want policies to ensure certain user experience standards? 
a. Are there differences in those preferences among demographic groups? 
b. What is the focus of those policies by demographic group? 
c. What is the perceived solution by demographic group? 
 
 Although there has been significant research completed on the digital divide, several 
topics in this area required more attention, specifically information vulnerability, digital behavior 
                                                          
1 There are multiple components to why a given digital immigrant resists relying on informational technology, 
commonly relating to their individual habits (Prensky, 2001b) and/or fluctuating levels of confidence and trust in the 
content they find (TNS Opinion, 2017).   
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translations,2 and conducive policy structure. Notions of information vulnerability have been 
evidenced in the E.U. by its recent G.D.P.R. law (Quinn, 2018). E.U. Working Party 29 papers 
have explored the perception that different demographic groups, e.g. children, are differently 
able to discern the trustworthiness of information and news (including privacy stimuli, e.g. 
sharing email addresses), but no comparable literature or exploration exists in the U.S. policy 
sphere. In part, my study aimed to formulate what comparable literature in the U.S. may look 
like.  
Both E.U. and U.S. scholars have generally left ideas of digital behavior translations 
untouched. This is likely the case because instances of these translations are difficult to quantify. 
For example, when asking if cultural concepts of public versus private life lead to distinguishing 
expectations between different “realms” of the Internet, it would have to be possible to quantify 
what counts as an instance of this translation. This would involve qualifying what evidences a 
translation in the first place, which can possibly vary at an individual level. My study aimed to 
take a different approach to quantifying these instances, which worked backwards by measuring 
likely effects of the instances (e.g. disconnects between an individual’s expectations of 
technology use and their perceived solutions) to demonstrate their existence. 
 Finally, policy structures (and their qualities) are continuously evolving, triggered by new 
policies. A combination of social structures (i.e. public opinion) and policy structures (e.g. public 
policies) being conducive to/against a behavior influences whether the behavior takes place. 
Furthermore, certain theoretical framing3 supports the idea that policy structures heavily 
influence social structures (White et al., 2016). This framing allows the acceptance of the idea 
that any behavior can be mostly explained by policy structures being conducive to/against that 
behavior. Conversely, this also allows acceptance of the idea that policy structures could 
potentially be designed to enable certain behaviors. The positive value of enabling certain 
behaviors, e.g. increased informational technology use, is well-demonstrated (Boulianne, 2019; 
Skoric, 2015). Therefore, an understanding of the relationship between the qualities of policy 
structures and the behaviors they are influential on has value in this academic sphere. 
 
  
                                                          
2 Here, a “digital behavior translation” is defined as the online behavior a person exhibits, which is motivated by the 
same factors that shape their offline behaviors. The online and offline behaviors must be clearly related, observable, 
and share some motivational factors for the digital translation to be valid. For example: an individual who clearly 
delineates between their private and professional spheres in their “offline” life exhibits a “digital behavior 
translation” if they only share minimal personally-identifying information on SNS. 
3 Namely metabolic rift theory, elaborated on in White et al., 2016. 
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Background 
 Different demographic groups have expressed varying expectations of the confidence and 
trust they want to experience when using informational technology (Horrigan et al., 2017). 
Furthermore, how individuals want these expectations for news and information found online to 
be met may vary by the individual’s demographic group. This indicates interest in establishing 
standards for the confidence and trust informational technology users experience when finding 
information and news. To better understand the expectations for, confidence in, and trust in news 
and information found online in both the U.S. and E.U., I examined demographic factors among 
digital immigrants more closely. I also examined proposed policies that would potentially 
increase informational technology use among digital immigrants. First, I located this study 
within the broader series of milestones in the growing digital divide between digital natives and 
digital immigrants.  
 One such category of milestones is the proportion of the adult population that turns to 
social media to gather news. In August 2017, 67% of all U.S. adults got some of their news on 
social media, up 5% from 2016 (Shearer et al., 2017). Within that, 74% of U.S. adults who are 
nonwhite got some of their news on social media sites, up 10% from 2016 (Shearer et al., 2017). 
In 2017, the top three platforms used primarily for news rather than other uses were Twitter, 
Facebook, and Reddit (Shearer et al., 2017). Within this, there is the matter of the level of trust 
this age group has in the content they find. Internet-using U.S. adults trust content presented as 
objective information more than they trust content presented as news reporting (Mitchell et al., 
2016). However, once this content advances far enough in terms of the academic background 
necessary to verify it, trust decreases again; this is especially true for science-focused posts on 
social media (Funk et al., 2017). Trust can also be influenced by the notion that, with the advent 
of machine learning algorithms, user-provided data on social media may influence the content 
the user sees thereafter (Melville et al., 2009). The average E.U. adult experiences a similar 
distrust of news specifically because data collection may bias how the news is presented; this 
distrust increases with age (TNS Opinion, 2016). 
Two-thirds of U.S. adults believe there are not “adequate limits” on such types of data 
collection (Gao, 2015) and 80% of U.S. social media users are “concerned about businesses 
accessing data” they share on social media (Rainie, 2018). These sentiments are shared, to a 
weaker degree, by E.U. adults (TNS Opinion, 2017). Moreover, U.S. adults with higher incomes 
and E.U. adults with higher levels of formal education are more likely than those with 
respectively lower incomes and lower levels of formal education to regard their personal 
information as sensitive and resent data collection (Madden, 2014; TNS Opinion, 2017).  
Many U.S. adults distinguish varying expectations of data privacy in different realms of 
life, wherein these adults are concerned about data collection to different degrees (Rainie et al., 
2016). Similarly, many E.U. adults believe data collection is permissible only in certain contexts 
(TNS Opinion, 2016). Considering this general distrust and concern, it is unsurprising that 
approximately half of U.S. adults are “not confident” in their understanding of what is done with 
their personal information when they are choosing to share it (Americans Conflicted About 
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Sharing Personal Information with Companies, 2015) and that slightly over one-half of E.U. 
adults want public authorities to regulate online data collection (TNS Opinion, 2016). Social 
media, as one of the most popular forms of informational technology, typically offer enough user 
freedom for users to engage within the platform based on their personal beliefs and interests 
(Cho et al., 2014), but not enough for the user to control qualities of the social media that 
influence whether or not the user will engage within the platform at all (Faraj et al., 2011). 
  
Cases of Interest 
My study focused on the U.S. and E.U. These two cases were compelling for study 
because the data on technology use in these regions are ample and accessible, residents of these 
regions use technology on average at high levels, and the policy structures in these regions 
relating to technology use are both democratic and industrialized but different enough for 
structural comparison. Both cases have robust data sources for analysis. Pew Research Center 
collects population-level data on topics relating to technology use by U.S. residents, and 
Eurobarometer collects population-level and country-level data on topics relating to technology 
use by E.U. residents. Furthermore, an initial review of the data showed that U.S. residents use 
the Internet for multiple purposes, with a large segment of the population using it to find news 
and information (Shearer et al., 2017). In the U.S., 70% of the adult population uses social 
networking websites (“SNS”) at least once per week specifically to find news (Shearer et al., 
2017). E.U. residents similarly use the Internet for multiple purposes, but less intensely than U.S. 
residents. In the E.U., 60% of the adult population uses SNS at least once per week (TNS 
Opinion, 2016). Thus, these two cases are similar enough that I could effectively analyze their 
key difference of policy structure. 
The U.S. and E.U. have different perceptions of technology engagement as a policeable 
right.4 The U.S. leaves technology engagement largely unregulated but defines it under the 
umbrella of free speech among other equally-powerful laws (e.g. F.C.C. regulations) (F.C.C., 
2018). The E.U. thoroughly regulates technology engagement (e.g. G.D.P.R., Working Party 29 
white papers) under the umbrella of consumer protection in addition to stricter country-level 
laws (Poushter, 2016; Quinn, 2017). These different perceptions allow observable technology 
use in the different geographies to be correlated with their differing policy structures. Observable 
trends in technology use, in turn, facilitate conversation on policy conduciveness/resistance 
being responsible for the resulting behavior correlations.  
 
Timeline 
 I reviewed the available literature and data dating to as early as 2006, which allowed for 
the visibility of possible cyclical behavior (e.g., behavior caused by political elections or 
economic shifts). Additionally, contemporary informational technology (Twitter, Facebook, 
Instagram, LinkedIn) all gained status as significant Internet platforms during or after 2006.  
                                                          
4 Here, a “policeable right” is defined as a human behavior/action that can be regulated by a government body 
through public policy.  
9 
 
 
Figure 1: U.S. Informational Technology Milestones Juxtaposed to Global SNS Platform Growth 
(Sources: Shearer et al., 2017; Smith, 2009, 2013; Tancer et al., 2007; Ydstie, 2014) 
 
 
 
Figure 2: E.U. Informational Technology Milestones Juxtaposed to Global SNS Platform Growth 
(Sources: TNS Opinion, 2007, 2014, 2016; Poushter et al., 2018) 
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Figure 3: Global Informational Technology Milestones Juxtaposed to Global SNS Platform Growth 
(Sources: Estonia claims new e-voting first, 2007; Mitchell et al., 2015; Rainie et al., 2012; Savage et al., 
2013; Shearer et al., 2017) 
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Literature Review 
 My work drew upon several areas of research, namely the literatures on informational 
technology use and its benefits, on the digital divide, and on actor-network theory. Studies on 
informational technology use and its benefits summarize trends in use and measure benefits of 
use over time. Research on digital immigrants, digital natives, and the digital divide helps to 
characterize the policy actors and stakeholders at the center of my work. The existing literature 
on actor-network theory assumes that there are reflexive, dynamic relationships among all actors 
in an environment. Using this assumption as part of my own theoretical foundation, I posited 
causal relationships within my two primary topics of informational technology use and the 
digital divide. My work contributes to a deeper understanding of the roles an individual’s 
demographic factors and governing policy structures play in their informational technology use, 
how they benefit from this use, the extent to which they are a digital immigrant, how they 
perceive their digital divide, and if/how they want to bridge their digital divide. 
 
Informational Technology Use and Benefits 
 Generally, studies on the relationship between technology use and benefits have 
examined correlations between Internet or SNS use and civic engagement. These studies are 
common enough that meta-analyses of these studies are also prevalent. Overall, these meta-
analyses find that Internet use positively affects civic engagement, with the benefits 
compounding as use continues over time. Specifically, informational uses (i.e. obtaining online 
news) provide the largest positive effects on civic engagement (Boulianne, 2009). Moreover, 
trend data suggests that informational uses are increasing, and consequently predicts benefits will 
increase (Boulianne, 2009). Some studies usefully parse civic engagement into different types, 
such as change in social capital. These studies have identified increased social capital (e.g. 
increased individual enrichment) as a direct benefit of SNS use and posit a causal relationship 
(Skoric et al., 2015). This opens the door for further studies into how social capital maintenance 
(i.e. how social media is used and extent of its use) is influenced by the technology users’ 
demographic, cultural, and socio-economic characteristics. My examination of digital 
immigrants’ expectations for and levels of confidence and trust in informational technologies 
thus contributes to our understanding of how demographic factors affect informational 
technology usage.  
 These studies are a departure from the dated premise that the Internet is primarily an 
entertainment tool (Boulianne, 2009). In 2009, the Internet shifted to being used mainly for 
communication and informational purposes (Boulianne, 2009). Moreover, these communication 
and informational purposes took place in forums previously considered useful for entertainment, 
i.e. SNS (Boulianne, 2015; Skoric et al., 2015). Scholars agree that this shift marks a turning 
point in the benefits of informational technology (Boulianne, 2009; Skoric et al., 2015). 
However, past scholarship has not included external timelines (e.g. policy changes) in their 
analyses. Therefore, my consideration of policy and technology developments in understanding 
technology use patterns adds a new dimension to the analysis of types of use. 
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The scope of these studies is commonly defined by where sufficient data can be gathered; 
namely, where technology use is popular. Out of various technologies, SNS use is consistently, 
overwhelmingly popular across multiple geographies (Oh et al., 2014). Specifically, the 
comparable, exponential increase in SNS use in different geographies provides a wealth of data 
for analysis (Boulianne, 2015). Some scholars argue that SNS are the best cases to study 
informational technology use because the information has been filtered by their social ties and is 
imbued with readership bias (Boulianne, 2015). Other scholars argue that this readership bias is 
not what makes SNS the best cases to study; rather it is because SNS embody informational, 
relational, and expressive uses of technology (Skoric et al., 2015). Finally, because of the 
availability of data, most literature on the benefits of technology use only considers well-
established democracies and ignores other types of political systems (Boulianne, 2015). 
Additionally, variables that are considered more difficult to empirically quantify, such as notions 
of privilege and privacy, have not historically been given analytical weight (Van Dijck, 2013). 
My study attempted to measure likely effects of these variables (e.g. a likely effect of user social 
privilege is user expectation that they will be able to understand the language in a website’s 
terms of use) to quantify their existence. This method is novel compared to past scholarship and 
therefore enhances existing methods for quantifying objects. 
 
Digital Immigrants, Digital Natives, and the Digital Divide 
 The term “digital natives” was first coined in 2001 to identify the group of people who 
were raised with “modern” technologies (Prensky, 2001a). Some scholars demarcate this group 
as everyone born after 1980 (Prensky, 2001a; Akçayır et al., 2016). Others argue this 
generalization is too rigid (Correa, 2013) and presupposes that the digital divide might never be 
filled (Akçayır et al., 2016). Nonetheless, scholars agree that digital natives share a slew of 
qualities. Digital natives consume news from multiple sources (Veinberg, 2016), use 
informational technology more than their predecessors, prefer media enhanced with graphics 
(Prensky, 2001a), tend to use the fastest route to cater to a want (Akçayır et al., 2016), and do not 
prefer information presented sequentially versus randomly (Prensky, 2001b). As a result, 
definitions of digital natives and immigrants are native-centric. Digital natives are defined as a 
set of attributes and behaviors, whereas digital immigrants are defined by not possessing that set 
of attributes and behaviors. My research contributes a digital immigrant-centric definition to the 
literature, where digital immigrants are now defined as a set of attributes and behaviors, and 
digital natives are defined by their differences from that set.  
 To contrast against digital natives, the term “digital immigrants” was coined in 2001 to 
identify the group of people who do not grasp their environment’s entanglement with modern 
technologies (Prensky, 2001a). Scholarship in this area is overwhelmingly consistent in 
definitions of this group. Even though the delineation between digital natives and immigrants is 
clear, digital nativity is increasingly seen as a gradient; for example, impoverished children are 
less digitally native than children from wealthy families (Kirschner et. al, 2017). Similarly, 
different people can be digital immigrants to different extents (Prensky, 2001b). Most 
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scholarship affirms that class structure and age play a role in whether an individual is a digital 
immigrant (Correa, 2013; Veinberg, 2016). For example, individuals living in lower-income 
households and the elderly lag in technology adoption and use (Correa, 2013). Yet, there is scant 
literature on correlations of factors besides income and age with the extent to which a person is a 
digital immigrant. My examination of correlations of other demographic factors with the extent 
to which a person is a digital immigrant therefore enhances descriptions of digital immigrants. 
 The digital divide encompasses the consequences of digital immigrants and digital 
natives differently interpreting their shared world (Prensky, 2001a). Scholars agree that these 
consequences pervade all domains (Prensky, 2001a; Rainie, 2006). Furthermore, consequences 
are either neutral or negative (Prensky, 2001a), and negative consequences harm digital 
immigrants but do not harm digital natives (Correa, 2013). The greater extent to which someone 
is a digital immigrant, the greater the harm they experience from the digital divide (Rainie, 2006; 
Correa, 2013; Akçayır et al., 2016). Within that, age is the most significant predictor for the 
extent a digital immigrant suffers from the digital divide (Correa, 2013). Income is another 
significant predictor (Correa, 2013). Demographic predictors other than age, race, and gender 
have not been extensively explored. My examination of additional demographic descriptors 
therefore supplements the standing model that predicts how much a digital immigrant may suffer 
from the digital divide.  
The current literature on the digital divide empirically qualifies isolated instances of it 
and does not quantify collections of instances as a phenomenon. Within this, studies affirm that 
variables that would be bi-variate through quantification are instead usefully more dynamic 
through qualification (Oh et al., 2014). For example, the extent of SNS use has been shown to 
positively correlate with social benefits, e.g. sense of community and personal satisfaction (Oh et 
al., 2014). The existing efforts to observe the digital divide could benefit from additional 
qualitative work to measure the digital divide, which would allow us to account for an 
individual’s demographic groups.  
 Scholarly work on bridging the digital divide is largely focused on dynamics within the 
household and has ignored large-scale populations. Additionally, it is broadly asserted that to 
bridge the digital divide, digital immigrants must adopt the digital native practices relating to 
digital literacy and technology use (Prensky, 2001a). Scholars agree that, within households 
across all cultures, adolescents (digital natives) can effectively help their elders (digital 
immigrants) become more digitally literate (Correa, 2013; Katz, 2010). This effectiveness is 
more pronounced in lower-income households (Correa, 2013; Katz, 2010). In higher-income 
households, digital immigrants tend to self-teach digital literacy instead of receive help from 
digital natives (Correa, 2013). One study suggests that this means lower-income communities 
should be prioritized for intervention programs that promote digital literacy and technology use 
(Correa, 2013). If groups distinguished by income could benefit from tailored policies, it is 
possible that groups distinguished by other (demographic) factors would perceive benefit from 
their own tailored policies.  
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Actor-Network Theory 
There are few theoretical premises accepted across different literatures on both 
informational technology use and the digital divide. Rather, most studies have focused almost 
solely on empirical analyses and numerical interpretation of these analyses. Such studies only 
accept the premises provided by their data, i.e. the scope of their observations. The studies that 
do approach the topics from theoretical perspectives accept sociological theories relating to 
power dynamics, technology domestication (Silverstone et al., 1994), and generational values 
(Correa, 2013). Actor-network theory assumes reflexive, dynamic relationships between all 
actors in an environment and allows actors to have equal agency, including inanimate actors 
(White et al., 2016). One study accepts actor-network theory as a premise so that its authors can 
construct a causally-related “ecosystem of connective media” with actors such as user count, 
content focus, etc. (Van Dijck, 2013). Such literature is compatible with empirical studies as an 
augmentation of the empirical premises, unless the study outright rejects causal relationships. 
Fortunately, existing empirical studies do not outright reject the possibility of causation, and 
instead struggle to prove it (Boulianne, 2015; Skoric, 2015; Veinberg, 2016; Correa, 2013). 
Actor-network theory supplies a theoretical backbone for causal relationships between 
technology use and benefits that otherwise are difficult to numerically capture. There is only a 
small body of scholarship that has commented on or accepted actor-network theory; my research 
develops this limited analysis.  
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Methods 1 
I first set out to determine if there are differences among demographic groups regarding 
Internet usage and levels of trust in the Internet/in news received from the Internet. As I 
established in the Background section of this paper (p. 7-10), different demographic groups use 
the Internet at varying levels and express differences in whether their expectations of confidence 
and trust when using informational technology are met. These differences are most visible across 
different ages, races, and levels of education (see Table 1).  
An initial review of existing studies revealed that digital natives and digital immigrants 
are framed differently by scholars in the U.S. and the E.U., e.g., race is not included in the 
definition of a European digital immigrant. In the U.S., approximately twice as many adults 
under age 50 use the Internet to find news compared to adults over age 65 (Mitchell et al., 2016). 
Additionally, U.S. adults who are white are significantly more likely than U.S. adults who are 
black to seek out news online (Mitchell et al., 2016). In the E.U., there is a strong negative 
correlation between age and likelihood of daily Internet use (TNS Opinion, 2017). Twice as 
many E.U. adults under age 55 as adults over age 55 believe that public authorities should 
regulate informational technology to limit the extent to which it can personalize the user’s 
experience based on data collected about the user (TNS Opinion, 2016). There is a positive 
relationship between an E.U. adult’s level of education and level of concern about data being 
collected about them when they use the Internet (TNS Opinion, 2017).  
 
Table 1: Differences Among Demographic Groups Regarding Internet Attitudes 
Typical Digital Native Typical Digital Immigrant 
U.S. 
Age: Under age 50 
Race: Caucasian  
Education: Extensive formal education 
Beliefs on data collection: Not surveyed 
Age: Above age 65, possibly above age 50 
Race: Black 
Education: Lesser formal education 
Beliefs on data collection: Not surveyed 
E.U. 
Age: Under age 55 
Race: Not surveyed 
Education: Extensive formal education 
Beliefs on data collection: Strong public regulation 
of data collection 
Age: Above age 55 
Race: Not surveyed 
Education: Lesser formal education 
Beliefs on data collection: Weak or no public regulation 
of data collection, or no opinion on the topic 
 
Using this as a foundation, I turned to my second research question, which asks if digital 
immigrants want policies to ensure their desired user experience standards are met. I answered 
my second research question by identifying reputable public opinion surveys, developing an 
extensive coding instrument, coding the survey datasets to identify significant data, and using 
statistical regression on that data to describe different characteristics of digital immigrants. I did 
this under constraints relating to demographic parameters, types of technology, and types of 
information. In this meta-analysis, I include the demographic parameters of regional residence, 
age, race, level of formal education, religion, income bracket, type of residential population, and 
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life satisfaction. I define technology as consumptive if it directly provides news, and as 
informational if it directly provides general information. Because news and information are 
closely related and somewhat-subjectively defined, they are often interchangeable terms. I define 
information as news if it primarily derives value from being relevant as a time-sensitive event, 
and as general information if it primarily derives value otherwise. Technologies can be both, 
either, or neither.  
Within these broad constraints, I placed additional bounds on demographic parameters 
and types of technologies. I examined data only on individuals whose residence is in either the 
U.S. or E.U. Both regions contain large populations where the majority of residents frequently 
uses technology (Poushter, 2016; Mobile Fact Sheet, 2018). Additionally, researchers have 
produced multiple studies and public opinion surveys of regions (i.e., from Pew Research Center 
and Eurobarometer) eligible for this meta-analysis. This provides a more robust n for statistical 
analysis than less-industrialized regions, which do not provide similar resources to produce 
relevant studies. Furthermore, based on past scholarship, I first determined age, level of formal 
education, income bracket, and type of residential population as the other measured demographic 
parameters for inclusion. I extended this to include race and religion for their potential 
correlations with other demographic parameters. 
I examined only technologies that are informational, consumptive, and widely-used. I 
selected specific SNS to epitomize the intersection of these three qualities. I examined Twitter, 
Facebook, Snapchat, Instagram, and LinkedIn. I selected these SNS platforms for their 
widespread, increasing use over time, and because their functionalities require the user to be 
logged-in to the website. This means that statistics on user base growth are reflective of the 
website’s level of user engagement. This measure disqualified other major SNS platforms from 
comparison, such as Reddit. Reddit’s functionalities do not require the user to be logged-in to the 
website, so statistics on user base growth are not reflective of the website’s level of user 
engagement. The selected SNS are popular among the majority of U.S. and E.U. residents 
(Shearer et al., 2017; TNS Opinion, 2016), and so changes in their user bases effectively 
represent trends in overall informational and consumptive technology use.  
I then developed a study coding instrument to determine the body of data available for 
analysis (Appendix A). To select the studies for analysis, I first decided to look at only public 
opinion data, which has not been as exhaustively analyzed on this topic compared to data from 
academic experiments. Pew Research Center (“Pew”) and Eurobarometer represent public 
opinions on the U.S. and E.U. respectively. To identify suitable Pew studies, I looked through 
Pew’s database pages “Journalism & Media” and “Internet & Technology”, filtering for data 
collected between January 2006 and October 2018 (the month I performed this search) inclusive. 
I selected datasets that were cited in Pew studies I considered broadly relevant to technology use, 
approaching information, trust in information, general privacy, online security, policy 
intervention relating to technology, and the Internet. To identify suitable Eurobarometer studies, 
17 
I looked at Special Eurobarometers,5 filtering for data collected in the same time frame. I 
selected datasets that were used in reports I considered broadly relevant to the same topics. After 
gathering these datasets, I ordered them chronologically from oldest to newest in a table 
(Appendix B).6 This process resulted in 14 studies total: 7 representing the U.S. (dating 2006-
2018), 6 representing the E.U. (dating 2010-2018), and 1 representing both the U.S. and E.U. 
(dated 2015).  
Pew and Eurobarometer both have the questionnaires corresponding to their datasets 
freely available. I read the questionnaire for each study in turn. While reading each 
questionnaire, I marked questions from the questionnaire that I considered broadly relevant to the 
this study’s topics, as well as any questions relevant to demographics, the latter of which I used 
as independent variables to anchor trends in responses. I then incorporated each marked question 
into the coding instrument. This process meant that I incorporated new coding questions after 
already coding some studies; as a result, once I completed coding the chronologically newest 
study, I re-coded all studies in the same order to populate any blank cells. When completed, the 
process resulted in 44 dependent response coding questions,7 as well as 7 independent 
demographic coding questions, for a total of 51 questions (Appendix A). After finalizing the 
coding questions, I noted where Pew and Eurobarometer surveys asked respondents about 
categorically similar topics. I identified these question categories and organized questions 
accordingly: Demographics (coding questions 1-6), Privacy and Security (8-20), User Attitudes 
and Behaviors (21-31), Accessing and Gathering Information (32-38), and Policy Intervention 
(39-51). The coding questions are located in the most relevant category, but within each section, 
questions have not been organized by any particular schema.  
At this point, I noted that some coding questions had significantly more data available 
than others. No single coding question had data available across every study in each region 
(Appendix C).8 I counted the number of studies with data for the corresponding question with 
respect to the region they represented. I marked coding questions with 3 or more studies of data 
available for at least one region as potential for intraregional analysis, and coding questions with 
3 or more studies of data available for each region as potential for interregional analysis. I chose 
3 because selecting any number lower than 3 would lead to a non-meaningful representation of 
the amount of available data on a coding question. Moreover, selecting any number higher than 3 
would have eliminated 42 out of 44 dependent response coding questions for potential 
intraregional analysis (still 42 including independent demographic coding questions).  
                                                          
5 A Special Eurobarometer focuses on topics related to a central idea, such as e-communications. A normal 
Eurobarometer covers a wider range of topics. 
6 All datasets are publicly available online at data.europa.eu/euodp/en/home and pewresearch.org. 
7 Here, a “dependent response coding question” is a coding question that gauges some topic besides demographics. I 
define a relationship function with the respondent’s demographic qualities as the inputs and the respondent’s 
answers to questionnaire questions which were incorporated as dependent response coding questions as the outputs. 
8 Coding question 26 (“Does the study survey if the respondent uses the internet on at least a semi-frequent basis?”) 
had the most data available in the U.S. and overall (excluding demographics) with 7 studies from the U.S. and 6 
studies from the E.U. Coding question 28 (“Does the study survey whether the respondent uses SNS?”) tied for the 
most data available in the E.U. with 6 studies. 
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Results 1 
Under the constraints set by my methods, 7 dependent response coding questions had 
potential for intraregional analysis in at least one region9 and 2 dependent response coding 
questions had potential for interregional analysis10 (see Tables 2, 3, 4). 
Only the category User Attitudes and Behaviors contained dependent response coding 
questions determined to hold potential for interregional comparative analysis.11 The coding 
questions in that category have a significant amount of data available compared to other 
dependent response coding questions. However, there are still only two such coding questions, so 
the interregional comparative analysis was limited in scope. The overall topic of my research 
questions merited an interregional comparative component, but this limitation means there was 
not enough data for any interregional analysis to be extended meaningfully to hypothesize on 
trends that relate to topics exclusive of these two coding questions. Therefore, the bulk of this 
analysis has more depth than breadth within each category. 
 
Table 2: Coding Questions ("CQ") with Potential for Intraregional Analysis in the U.S.  
CQ #  CQ Topic Num. of Studies* Dated 
 Demographics 
**2  Age 6 2006 – 2018 
3  Race/ethnicity 6 2006 – 2018 
**4  Level of education 6 2006 – 2018 
**6  Income 5 2006 – 2016 
**7  Type of residential population 3 2016 only 
 Privacy and Security  
16  Taking extra steps to increase own online privacy and security 3 2014 – 2016  
 User Attitudes and Behaviors  
21  User attitudes relating to own experiences of using technology 3 2006 – 2018  
**26  Internet use on at least a semi-frequent basis 7 2006 – 2018 
27 
 
Internet use specifically from a mobile device on at least a semi-
frequent basis 
4 2014 – 2018  
**28  SNS use 5 2015 – 2018  
 Accessing and Gathering Information  
–  – – – 
 Policy Intervention 
–  – – – 
Total number of coding questions with at least 3 studies of data on the U.S.: 12 
*out of 8 
** potential for interregional analysis 
 
 
                                                          
9 12 when including demographic coding questions. 
10 6 when including demographic coding questions. 
11 The two coding questions have data on both regions from at least 2010 to 2018 inclusive (see Table 4). 
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Table 3: Coding Questions ("CQ") with Potential for Intraregional Analysis in the E.U. 
CQ #  CQ Topic Num. of Studies* Dated 
 Demographics 
**2  Age 7 2010 – 2018 
**4  Level of education 7 2010 – 2018 
**6  Income 6 2010 – 2016 
**7  Type of residential population 7 2010 – 2017 
 Privacy and Security 
–  – – – 
 User Attitudes and Behaviors 
23  Intentional choices to not use technology 3 2006 – 2018  
**26  Internet use on at least a semi-frequent basis 7 2006 – 2018 
**28  SNS use 5 2016 – 2018  
 Accessing and Gathering Information 
–  – – – 
 Policy Intervention 
45  Belief that certain entities should govern Internet regulations 3 2010 – 2017 
Total number of coding questions with at least 3 studies of data on the E.U.: 9 
*out of 7 
** potential for interregional analysis 
 
 
Table 4: Coding Questions ("CQ") with Potential for Interregional Analysis  
CQ #  CQ Topic Num. of Studies* Dated 
 Demographics 
2  Age 5 U.S., 6 E.U., 1 both  2006 – 2018 
4  Level of education 5 U.S., 6 E.U., 1 both 2006 – 2018 
6  Income 5 U.S., 6 E.U. 2006 – 2016 
7  Type of residential population 3 U.S., 7 E.U. 2010 – 2017 
 Privacy and Security 
–  – – – 
 User Attitudes and Behaviors 
26  Internet use on at least a semi-frequent basis 6 U.S., 5 E.U., 1 both 2006 – 2018 
28  SNS use 4 U.S., 5 E.U., 1 both 2010 – 2018  
 Accessing and Gathering Information 
–  – – – 
 Policy Intervention 
–  – – – 
Total number of coding questions with at least 3 studies of data each on the U.S. and E.U.: 6 
*out of 7 US., 6 E.U., 1 both 
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Methods 2 
I then prepared my data for a statistical regression analysis to identify trends in 
demographic subpopulations of digital immigrants. This type of analysis derives a model for 
digital natives and digital immigrants without following frequency- and histogram-based 
methods historically used by Pew and Eurobarometer. This addresses the proportionate influence 
of trends in demographic subpopulations on the degree to which a person is a digital immigrant, 
beyond simply identifying the existence of these trends. 
 I performed the intraregional analysis on the U.S. and E.U. with similar, though not 
exactly the same, methodologies because their metadata structures were so different that 
applying the same methodology to both regions would not produce sophisticated analysis.12 I 
performed the same first three steps for both regions. First, I selected all the datasets13 with data 
on at least one demographic and one dependent response coding question deemed to hold 
potential for that region’s intraregional analysis. Datasets #1, 4, 6, 7, 11, and 13 met this criteria 
with U.S. data. Datasets #2, 3, 6, 9, 10, 12, and 14 met this criteria with E.U. data.14 Second, I 
filtered15 each of these datasets to show respondents that fit in scholarship’s current definition of 
digital immigrant, i.e., born before 1980.16 I filtered each dataset for different age groups based 
on the year the dataset was collected.17 Third, I filtered for only the data that corresponded to 
coding questions deemed to hold potential for intraregional analysis for that region (see Tables 2, 
3). 
For U.S. data, I then completed three more steps (equaling six steps total). For the fourth 
step, I filtered for only responses that supplied an answer to every such question surveyed by 
each dataset to ensure each respondent’s profile would allow a maximally complete analysis. 
Fifth, I “dummy-binned” each coding question following a simple schema18 (see Appendix D) to 
create a fully discrete metadata set. Sixth, I assembled this data from each dataset into a single 
dataset (see Figure 4).  
                                                          
12 The U.S. metadata structure was a collection of complete, individual respondent profiles. The E.U. metadata 
structure was a collection of extremely detailed, but not individualized, demographic group cross-tab profiles. 
13 In this case, “datasets” is referring to the collection of data from a specified survey. For example, the collection of 
results of Special Eurobarometer #359 is one dataset. 
14 I used Version B of E.U. datasets, which cross-tabulates demographic coding questions against dependent 
response coding questions and includes results from all E.U. member nations. 
15 All filtering was done using Excel’s conditional formatting and filtering tools. 
16 Every dataset I reviewed surveyed the respondent’s age, allowing me to filter on this variable. For Eurobarometer 
data, I had to filter based on age bracket. I included age brackets wherein the majority of its members were born in 
or before 1980. For example, if someone born in 1980 would be at least 30 at the time of response, I included the 
age bracket that 30 falls only if ages 30+ represented a majority of that bracket. 
17 For example, in the dataset collected in 2006, respondents who were born before 1980 were either 25 or 26 at the 
time of collection. I filtered for respondents that identified themselves as either exactly at least 25 years old or 
belonging to an age bracket including 25 years and older. In the dataset collected in 2018, respondents who were 
born before 1980 were either 37 or 38 at the time of collection. I filtered similarly. 
18 All dummy-binning was done using Excel’s if and match formulas. 
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Figure 4: Data Cleaning Process 
 
For E.U. data, I completed four more steps (equaling seven steps total). For the fourth 
step, I deleted all vertical cross-tabs not related to the demographic coding questions marked as 
holding potential for intraregional analysis. Fifth, I created representational pseudo-populations 
using the given cross-tabular proportions. The cross-tabular nature of Eurobarometer data 
significantly limited analysis, but these pseudo-populations allowed comparable sample size 
across dependent response coding questions between all E.U. datasets. To create these 
populations, I began with a “sample” of 100 general respondents for each pair of demographic-
dependent response coding questions in each dataset. I divided these 100 respondents 
proportionately between the x possible demographic descriptors for the specific demographic 
coding question (e.g. age brackets for the demographic coding question that asks the 
respondent’s age). Then I divided each of these x groups proportionately between the y possible 
answers to the specific dependent coding question (see Figure 5). Repeating this process for all 
four demographic coding questions created a pseudo-population of 400 per demographic 
descriptor. This resulting population represents groups of “individual” profiles that appear as if 
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we know only one demographic descriptor of the respondent and only one dependent response 
answer they provided. Sixth, I “dummy-binned” each coding question following a simple 
schema19 (see Appendix E) to create a fully discrete metadata set. Seventh, I assembled the data 
from each dataset into four datasets, with each dataset representing one demographic coding 
question (see Figure 4).  
 
 
Figure 5: Question Pair (2,23) Pseudo-Population Based on Dataset 3 Cross-Tabs  
 
I performed multiple instances of linear regression analyses following the relationship 
function I defined previously (see p. 17, footnote #7). For each demographic coding question’s 
corresponding data, I used the Microsoft Excel regression tool to describe its relationship with 
each dependent response coding question’s corresponding data.20  
 
  
                                                          
19 All dummy-binning was done using Excel’s if and match formulas. 
20 Input-y: dependent response coding question’s corresponding data; input-x: demographic coding question’s 
corresponding data. 
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Results 2 
Under the constraints set by my methods, multiple relationships of different strengths 
emerged between demographic and dependent response variables: twenty-five intraregional 
relationships from U.S. data, and sixteen intraregional relationships from E.U. data (see 
Appendix F).21 For both regions, I interpreted these relationships to be either positive or 
negative,22 and described each demographic variable as holding relatively strong, average, or 
weak influence23 compared to an absolute, traditional scale of influence. I also described each 
relationship as relatively strong, average, or weak relationship24 compared to other relationships 
for that dependent response variable in the respective region. Finally, I described each 
relationship to be have either relatively high, mild, or negligible reliability compared to an 
absolute, traditional scale of reliability (see Appendix G).25 
Enhancing the definition of a digital immigrant in either region requires the relationship 
to be highly reliable so that the relationship can be generalized and therefore useful to the 
definition. Moreover, influence represents the extent of analysis the relationship adds to the 
standing definition of a digital immigrant. For these reasons, the rest of my analyses included 
only relationships that were at least medium reliability (i.e., 95% certainty) and at least weak 
influence (i.e., explained at least 5% of the overall dependent response variable behavior). Out of 
the twenty-five intraregional relationships from U.S. data, seven met these standards (see Table 
5). Out of the sixteen intraregional relationships from E.U. data, two met these standards (see 
Table 6).  
 
Table 5: Significant Relationships in the U.S. 
x # x Topic ± Influence Relationship Reliability 
(x,21): User attitudes relating to own experiences of using technology 
x=2 Age Positive Weak Strong Extreme 
x=3 Race/ethnicity Positive Weak Average Strong 
x=6 Income Negative Weak Average Extreme 
  
(x, 27): Internet use specifically from a mobile device on at least a semi-frequent basis 
x=2 Age Negative Weak Strong Extreme 
x=4 Level of education Positive Weak Average Extreme 
x=6 Income Negative Weak Weak Extreme 
x=7 Residential area Negative Weak Weak Strong 
                                                          
21 U.S.: 5 demographic coding questions multiplied by 5 dependent response coding questions. E.U.: 4 demographic 
coding questions multiplied by 4 dependent response coding questions. 
22 Positive coefficient of the (x,y) relationship indicates a positive relationship, and a negative coefficient indicates a 
negative relationship similarly.  
23 R-square rounded to two decimal places > 0.3 indicates strong influence, R-square rounded similarly > 0.15 
indicates average influence, R-square rounded similarly > 0.05 indicates weak influence, R-square rounded similarly 
< 0.05 indicates negligible influence.  
24 Done using Excel’s color scale formatting tool on the set of absolute coefficient values of an (x,y) relationship 
with a fixed y. 
25 P-value < 0.001 indicates extreme reliability, P-value < 0.01 indicates strong reliability, P-value < 0.05 indicates 
medium reliability, P-value < 0.15 indicates mild reliability, and p-value > 0.15 indicates negligible reliability.  
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Table 6: Significant Relationships in the E.U. 
x # x Topic ± Influence Relationship Reliability 
 (x, 26): Internet use on at least a semi-frequent basis 
x=2 Age Positive Weak Strong Extreme 
  
(x, 45): Belief that certain entities should govern Internet regulations 
x=2 Age Positive Weak Strong Extreme 
 
 At this point, it is important to recall that all data was dummy-binned by certain schema 
(see Appendix D, E), so further qualitative interpretation of both figures is necessary for a full 
understanding of the results. I analyzed these results in each region and then across regions.  
 
U.S. Data Interpretation 
 In the U.S., age, race/ethnicity, level of education, income, and type of residential area all 
appeared in significant relationships with dependent response variables. Age was coded with 
lower-number bins representing younger respondents, and therefore can be interpreted 
superficially. Race/ethnicity was coded with lower-number bins representing statistically more 
prevalent sub-populations, but does not weigh for the deeply complex, systematic prejudice 
experienced by minority races/ethnicities. Consequently, race can only be interpreted usefully if 
its relationship is strong (i.e., it only effectively proxies dependent response behavior at the 
lowest- and highest-number bins). Level of education was coded with lower-number bins 
representing less completed education, and therefore can be interpreted superficially; income is 
similar. Type of residential area was coded with lower-number bins representing more urban 
areas and higher-number bins representing more rural areas, and therefore can be interpreted 
superficially with this gradient in mind. 
 Additionally, in the U.S., user attitudes relating to own experiences of using technology 
(“user attitudes of technology”) and Internet use specifically from a mobile device on at least a 
semi-frequent basis (“mobile Internet use”) appeared in significant relationships with 
demographic variables. User attitudes of technology were coded with lower-number bins 
representing more positive attitudes and higher-number bins representing less informed or 
negative attitudes, and therefore can be interpreted superficially with this gradient in mind. 
Mobile Internet use was coded with lower-number bins representing less mobile Internet use, and 
therefore can be interpreted superficially. 
 Considering this schema, only six significant relationships can be interpreted usefully.26  
Age has a strong, positive relationship with user attitudes of technology, indicating that younger 
individuals hold a more positive attitude towards technology and older individuals hold a more 
negative or less informed attitude towards technology. Age also has a strong, negative 
relationship with mobile Internet use, indicating that younger individuals use mobile Internet 
more frequently and older individuals use mobile Internet less frequently. We can infer from the 
                                                          
26 The only relationship between race/ethnicity and a dependent response variable is not strong and therefore cannot 
be interpreted usefully. 
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strong nature of these relationships that these trends appear across the age gradient (e.g., a 
middle-aged individual likely holds an ambivalent or mixed attitude towards technology even 
with the variance of their other demographic qualities).  
Level of education has an average, positive relationship with mobile Internet use, 
indicating that less-educated individuals use mobile Internet less frequently than more-educated 
individuals. Income has an average, negative relationship with user attitudes of technology, 
indicating that lower-income individuals hold a more negative or less informed attitude towards 
technology and higher-income individuals hold a more positive attitude towards technology. We 
can infer from the average nature of these relationships that these trends appear frequently but 
intermittently across the education and income gradients (e.g., a middle-class individual likely, 
but not necessarily, holds an ambivalent or mixed attitude towards technology due to the 
variance of their other demographic qualities).  
Income also has a weak, negative relationship with mobile Internet use indicating that 
lower-income individuals use mobile Internet more frequently and higher-income individuals use 
mobile Internet less frequently. Finally, type of residential area has a weak, negative relationship 
with mobile Internet use, indicating that individuals from more urban areas use mobile Internet 
more frequently and individuals from more rural areas use mobile Internet less frequently. We 
can infer from the weak nature of these relationships that these trends appear only intermittently 
across the income and urban-rural gradients (e.g., an individual from a suburban area may, but 
not necessarily, use mobile Internet semi-frequently due to the variance of their other 
demographic qualities).  
In conjunction with the gradients specified in the binning schema (see Appendix D), 
these relationships can be framed based on the individual’s demographic qualities as proxies to 
that individual being a digital immigrant. This framing generated five conclusions about Internet 
users in the United States (see Table 7). First, I concluded that, with respect to user attitudes of 
technology and mobile Internet use, younger individuals behave less like digital immigrants and 
older individuals behave more like digital immigrants. Second, with respect to mobile Internet 
use, less-educated individuals behave more like digital immigrants and more-educated 
individuals behave less like digital immigrants.  
Third, with respect to user attitudes of technology, lower-income individuals behave 
more like digital immigrants and higher-income individuals behave less like digital immigrants. 
Fourth, however, with respect to mobile Internet use, lower-income individuals behave less like 
digital immigrants and higher-income individuals behave more like digital immigrants. Fifth, 
with respect to mobile Internet use, individuals from more urban areas behave less like digital 
immigrants and individuals from more rural areas behave more like digital immigrants (see 
Table 7). 
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E.U. Data Interpretation 
 In the E.U., only age appeared in significant relationships with dependent response 
variables. Age was coded with lower-number bins representing younger respondents, and 
therefore can be interpreted superficially.  
 Additionally, in the E.U., Internet use on at least a semi-frequent basis (“Internet use”) 
and belief that certain entities should govern Internet regulations (“Internet policy enforcement 
level”) appeared in significant relationships with age. Internet use was coded with lower-number 
bins representing less Internet use, and therefore can be interpreted superficially. Internet policy 
enforcement level was coded with lower-number bins representing preference away from market 
intervention (i.e., lower level) and higher-number bins representing preference towards market 
intervention (i.e., higher level), and therefore can be interpreted superficially with this gradient in 
mind.  
 Considering this schema, both significant relationships can be interpreted usefully. Age 
has a strong, positive relationship with Internet use, indicating that younger individuals use 
Internet less frequently and older individuals use Internet more frequently. Age also has a strong, 
positive relationship with Internet policy enforcement level, indicating that younger individuals 
believe that Internet policy should be enforced at a lower level and older individuals believe that 
Internet policy should be enforced at a higher level. We can infer from the strong nature of these 
relationships that these trends appear across the age gradient (e.g., a middle-aged individual 
likely uses mobile Internet semi-frequently even with the variance of their other demographic 
qualities).  
In conjunction with the gradients specified in the binning schema (see Appendix E), these 
relationships can be framed based on the individuals’ demographic qualities as proxies to that 
individual being a digital immigrant. This framing generated one conclusion and one hypothesis 
(see Table 7). First, I concluded that, with respect to Internet use, younger individuals behave 
more like digital immigrants and older individuals behave less like digital immigrants.27 Second, 
I hypothesized that, with respect to beliefs on Internet policy enforcement level, younger 
individuals behave more like digital immigrants and older individuals behave less like digital 
immigrants.28 
 
 
 
 
 
                                                          
27 This result is different than the U.S. result, where younger individuals behaved less like digital immigrants. 
28 This hypothesis is based on assuming that 1) digital immigrants do not grasp the nuances of technology and 
therefore do not grasp the nuances of technology, and 2) someone who grasps these nuances would believe in 
market intervention to regulate them. 
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Interregional Interpretation 
 Only age appeared in significant relationships with dependent response variables in both 
regions. However, no dependent response variables appeared in significant relationships with 
demographic variables in both regions. This limits comparison to how age proxies to whether an 
individual is a digital immigrant in each region. As determined in the intraregional analyses, age 
proxies differently in each region. In the U.S., age proxies negatively to whether an individual is 
a digital immigrant. In the E.U., age proxies positively to whether an individual is a digital 
immigrant.  
 
Table 7: Overall Conclusions from Analyses Concerning Digital Immigrants 
Individual Who Behaves Less Like Digital Immigrant Individual Who Behaves More Like Digital Immigrant 
U.S. 
Younger 
Less-educated 
Lower-income re: mobile Internet use 
Higher-income re: user attitudes of technology 
From more urban areas 
Older 
More-educated 
Lower-income re: user attitudes of technology 
Higher-income re: mobile Internet use 
From more rural areas 
E.U. 
Older Younger 
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Discussion 
 As discussed, the existing data allowed significantly more analysis on descriptions of 
digital immigrants in the U.S. than on descriptions of digital immigrants of the E.U. I did not 
successfully determine if digital immigrants want policies to ensure user experience standards. 
However, this shortcoming was the result of an insufficient quantity of existing data, i.e., I was 
unable to generate any answer, let alone a positive or negative answer. My secondary research 
questions which depended on this “umbrella” question were therefore left unanswered. I did 
derive other conclusions from existing data, which helped me to answer smaller claims I made 
about the contributions of my research, though not my most central questions.  
 
Explanation of Research Findings 
I defined the U.S. digital immigrant population as generally older, more-educated, and 
from more rural areas. This population is low-income if they have more negative attitudes 
towards technology, and high-income if they use mobile Internet less frequently. I defined the 
E.U. digital immigrant population as generally younger. Interestingly, age proxies differently in 
each region. This suggests an influencing factor in one or both regions that creates this gap. 
There are many potential explanations to account for this factor. For example, quick integration 
and acceptance of informational technology in E.U. society following the technology’s release 
may explain why the older population, who were in the workforce when it was integrated, 
behave less like digital immigrants: their quality of life increased at a stage in their financial 
independence where this increase was appreciable. Conversely, the negative effects on mental 
health of SNS over-exposure on youth may explain why the younger population, who are at the 
greatest risk for this over-exposure, behave more like digital immigrants: they resent the effects 
of technology on their health. However, data to support these claims is lacking in my analyses, 
so they remain unsupported hypotheses.  
 My most major non-central ambition was my intention to contribute to the standing 
definition of a digital immigrant by reframing the extent to which a person is a digital immigrant 
to reflect their demographic factors, governing policy structures, and possession of certain 
qualities besides their differences from digital natives. I successfully added to the conversation 
with regards to the first and third points (see Table 7). However, the existing data was not 
structured or detailed enough such that I could meaningfully connect the extent to which a 
person is a digital immigrant with the second point, their governing policy structures. 
Additionally, the existing data was not structured or detailed enough such that I could 
meaningfully connect digital immigrants’ expectations for, and levels of confidence and trust in, 
informational technologies to the digital immigrants’ demographic factors.  
 I also intended to quantify instances of what I called “digital behavioral translations” (see 
p.6, footnote #2) by measuring likely effects of these translations. For the same reasons as not 
being able to connect the extent to which a person is a digital immigrant with their governing 
policy structures (i.e., the existing data was not structured or detailed enough), I was unable to 
usefully measure likely effects of these translations.  
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However, by measuring each demographic variable on a spectrum, I allowed my digital 
immigrant definition to apply to the extent to which a person is a digital immigrant rather than 
just if that person is a digital immigrant, as I originally intended. This definition’s spectrum-
based structure allows it to be used for predicting how much a digital immigrant may suffer from 
the digital divide. I did not identify any demographic factors that cause a digital immigrant to 
disproportionately suffer from the digital divide compared to digital immigrants with other 
demographic factors. Within this, I was unable to quantify the digital divide for different 
demographic sub-populations due to the nature of the existing data. Therefore, my definition 
operates on the standing definition of digital immigrants and its basic, constant correlation 
between the extent a person is a digital immigrant and the extent they suffer from the digital 
divide. 
 
Usefulness to Policymakers 
 As stated in the Introduction (p. 5-6), digital immigrants, no matter the extent to which 
they experience the digital divide, are suffering more from it with each additional informational 
technology innovation or utilization. This disadvantage, while not quantifiable for all digital 
immigrants due to the nature of existing data, is compounding to the point of being a severe 
equity issue. Since informational technology use has been demonstrated to be beneficial in 
moderation, bridging this digital divide involves increasing digital immigrants’ informational 
technology use. Policy to support certain behaviors (i.e., increased informational technology use) 
is clearly the jurisdiction of policymakers and, historically, is a globally well-utilized type of 
policy (e.g., behavior-encouraging tax breaks). Therefore, analyses of the digital divide are 
invaluable to policy-makers in the U.S. and E.U., as well as other regions affected by the digital 
divide, to inform policies they develop to address this developing equity issue. 
Future research that is based on collecting three main types of data will support additional 
analyses of this study’s topics that are useful to informing such policies. First, analyzing data on 
the extent to which governing policy structure’s incentivizing components (e.g., nationalized 
campaigns to encourage certain behavior, or tax incentives) actually influence behavior will 
contribute to formulating what U.S. literature comparable to E.U. Working Party 29 papers may 
look like. Analysis on this data will also facilitate conversation on policy conduciveness/ 
resistance towards certain behaviors being utilized towards bridging the digital divide. Second, 
analyzing data on explicit user expectations of informational technology use will contribute to 
quantifying the digital divide for different demographic sub-populations. This also enables 
analysis on tailoring policies to demographic sub-populations to bridge the digital divide as each 
sub-population experiences it. Third, analyzing data structured to describe respondents’ cultural 
beliefs and online behaviors, not one or the other, will contribute to observing instances of digital 
behavioral translations and therein contribute to the body of scholarship that accepts actor-
network theory. 
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Conclusion 
In sum, I set out to determine: 1) if there are differences among demographic groups 
regarding Internet usage and levels of trust in the Internet/in news received from the Internet, 2) 
if digital immigrants want policies to ensure certain user experience standards, and 3) if there are 
potential differences in policy preferences across demographic sub-groups of digital immigrants. 
Due to the nature of the existing data, I was able to successfully investigate the first question, 
however I was unable to provide an analysis that would address the second and third questions.  
Nonetheless, I was able to use a linear regression analysis that allowed me to contribute an 
enhanced definition of digital immigrants in the United States and European Union. Moving 
forward, researchers and policymakers alike can use this study to inform policies on bridging the 
digital divide. In addition, they should consider pursuing research on respondents’ cultural 
beliefs and online behaviors so that these policies can be usefully tailored to sub-populations 
who may experience and suffer from the digital divide in very different ways.  
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Appendix A: Study Coding Instrument 
To identify suitable Pew Research Center studies, I looked through Pew’s database pages 
“Journalism & Media” and “Internet & Technology”, filtering for data collected in or after 2006. 
I selected datasets that were cited in Pew studies I considered broadly relevant to technology use, 
approaching information, trust in information, general privacy, online security, policy 
intervention relating to technology, and the Internet. To identify suitable Eurobarometer studies, 
I looked at Special Eurobarometers, filtering for data collected in or after 2006. I selected 
datasets that were used in reports I considered broadly relevant to the same topics.  
 Pew and Eurobarometer both have the questionnaires corresponding to their datasets 
freely available. I read the questionnaire for each study in turn. While reading each 
questionnaire, I marked questions I considered broadly relevant to the previously mentioned 
topics, as well as any questions relevant to demographics, the latter of which I used as an 
independent variable to anchor trends in responses. I incorporated each marked question into the 
coding instrument. I noted that Pew and Eurobarometer surveys asked respondents about 
categorically similar topics. I named these categories Demographics, Privacy and Security, User 
Attitudes and Behaviors, Accessing and Gathering Information, and Policy Intervention to locate 
specific questions more easily. I organized the coding questions into their most relevant section, 
and arbitrarily within each section.  
Demographics 
1. Are the study respondents residents of the U.S. or of the E.U.? 
a. U.S. 
b. E.U. 
c. Some combination of both. 
i. If some combination, write down nature of combination. 
2. Does the study survey age? 
a. Yes 
i. If yes, write down which range(s) or write down “FR” for “free response”. 
b. No 
3. Does the study survey race/ethnicity? 
a. Yes 
i. If yes, write down which one(s). 
b. No 
4. Does the study survey level of education? 
a. Yes 
i. If yes, write down which level(s)/age(s) or write down “FR” for “free 
response”. 
b. No 
5. Does the study survey religion? 
a. Yes 
i. If yes, write down which religion(s). 
b. No 
 
36 
6. Does the study survey income? 
a. Yes 
i. If yes, write down which range(s). 
b. No 
7. Does the study survey the type of population the respondent lives in? 
a. Yes 
i. If yes, write down which type(s). 
b. No 
 
Privacy and Security 
8. Does the study survey opinions about privacy, without specifically saying online or within 
technology? 
a. Yes 
i. If yes and if applicable, write down which context(s). 
b. No 
9. Does the study survey opinions about privacy, specifically saying online or within 
technology? 
a. Yes 
i. If yes and if applicable, write down which context(s). 
b. No 
10. Does the study survey opinions about what types of data collection are permissible? 
a. Yes 
i. If yes, write down the type(s) of data. If applicable, describe each type of data 
as secure or not secure. 
1. If it does not describe the data as secure or not secure, describe the 
type of data with “?” ahead of the type. 
b. No 
11. Does the study survey the respondent’s perception of whether different types of data require 
increased privacy? 
a. Yes 
i. If yes and if applicable, write down which type(s). 
b. No 
12. Does the study survey opinions about surveillance? 
a. Yes 
i. If yes and if applicable, write down which forms of surveillance. 
b. No 
13. Does the study survey whether the respondent thinks that privacy encroachment is necessary 
to informational technology? 
a. Yes 
b. No 
14. Does the study survey the respondent’s perception of their own online security? 
a. Yes 
i. If yes, write down the extent(s) of perception. 
b. No 
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15. Does the study survey the respondent’s perception of their own online security considering 
online data and security breaches? 
a. Yes 
i. If yes, write down the extent(s) of perception. 
b. No 
16. Does the study survey if the respondent takes extra steps to increase their own online privacy 
and security? 
a. Yes 
b. No 
17. Does the study survey if the respondent takes extra steps to increase their own offline privacy 
and security? 
a. Yes 
b. No 
18. Does the study survey the respondent’s concern for likelihood of cyberattacks? 
a. Yes 
i. If yes and if applicable, write down the extent(s) of concern. 
b. No 
19. Does the study survey if the respondent feels sufficiently informed to make decisions about 
sharing personal information? 
a. Yes 
b. No 
20. Does the study survey opinions about “terms of use”/privacy statements? 
a. Yes 
b. No 
 
User Attitudes and Behaviors 
21. Does the study survey user attitudes relating to their own experiences of using technology? 
a. Yes 
i. If yes, write down the attitude option(s). 
b. No 
22. Does the study survey user attitudes relating to people around them/society using 
technology? 
a. Yes 
i. If yes, write down the attitude option(s). 
b. No 
23. Does the study survey incidents of when the respondent intentionally chose to not use 
technology? 
a. Yes 
i. If yes, write down the type(s) of technology. 
ii. If yes and it surveys by frequency and not binary, write down the frequencies.  
b. No  
24. Does the study survey the extent to which the respondent feels dependent on technology? 
a. Yes 
i. If yes, write down the extent(s) of dependency. 
b. No 
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25. Does the study survey the willingness with which the respondent would adopt use of 
technologies new to them? 
a. Yes 
b. No 
26. Does the study survey if the respondent uses the Internet on at least a semi-frequent basis?  
a. Yes 
i. If yes and it surveys by frequency and not binary, write down the frequencies. 
b. No 
27. Does the study survey if the respondent uses the Internet specifically from a mobile device 
on at least a semi-frequent basis? 
a. Yes 
i. If yes and it surveys by frequency and not binary, write down the frequencies. 
b. No 
28. Does the study survey whether the respondent uses SNS? 
a. Yes 
i. If yes and if applicable, write down which SNS.  
b. No 
29. Does the study survey the frequency with which the respondent uses specific SNS? 
a. Yes 
i. If yes, write down the frequencies of use. 
b. No 
30. Does the study survey if the respondent recently used informational technology at a public 
library? 
a. Yes 
b. No 
31. Does the study survey respondent attitudes about the competence of their local public 
libraries? 
a. Yes 
b. No 
 
Accessing and Gathering Information 
32. Does the study survey the respondent’s opinions about having an uncensored Internet? 
a. Yes 
i. If yes and if applicable, write down the strength(s) of opinion. 
b. No 
33. Does the study survey the respondent’s preferences for having large or small amounts of 
information available? 
a. Yes 
b. No 
34. Does the study survey whether the respondent perceives they currently have too much 
information available? 
a. Yes 
b. No 
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35. Does the study survey whether the respondent perceives they currently have to do too much 
work, or are unable, to find information they want online? 
a. Yes 
b. No 
36. Does the study survey the intentionality of incidents where the respondent got news online? 
a. Yes 
i. If yes and if applicable, write down the degree(s) of intention.  
b. No 
37. Does the study survey incidents where the respondent got news offline? 
a. Yes 
b. No 
38. Does the study survey trust in information found through different means? 
a. Yes 
i. If yes and if applicable, write down the degree(s) of trust. 
b. No 
 
Policy Intervention 
39. Does the study survey whether the respondent wants help finding information they want 
online? 
a. Yes 
b. No 
40. Does the study survey opinions about the benefits or harms of government regulation? 
a. Yes 
b. No 
41. Does the study survey opinions about the extent to which libraries help people decide what 
information they can trust? 
a. Yes 
i. If yes, write down the extent(s) libraries help.  
b. No 
42. Does the study survey opinions about the extent to which libraries enhance personal data 
protection? 
a. Yes 
b. No 
43. Does the study survey opinions about programs to teach people how to use new 
technologies? 
a. Yes 
i. If yes, write down the strength(s) of opinions. 
b. No 
44. Does the study survey opinions about programs to teach people how to find trustworthy 
information? 
a. Yes 
i. If yes, write down the strength(s) of opinions.  
b. No 
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45. Does the study survey whether the respondent believes certain entities should govern Internet 
regulations? 
a. Yes 
i. If yes and if applicable, write down the entities. 
b. No 
46. Does the study survey whether the respondent believes certain levels of authority should 
regulate data collection? 
a. Yes 
b. No 
47. Does the study survey whether the respondent trusts certain entities to protect data security? 
a. Yes 
i. If yes and if applicable, write down the entities. 
b. No 
48. Does the study survey whether the respondent thinks public authorities should take action to 
mitigate problems created by companies using personal data? 
a. Yes 
i. If yes and if applicable, write down the action(s). 
b. No 
49. Does the study survey whether the respondent thinks that different groups should have 
different types of data protection? 
a. Yes 
i. If yes and if applicable, write down the group(s). 
b. No 
50. Does the study survey whether the respondent thinks their consent should be required for 
data collection? 
a. Yes 
b. No 
51. Does the study survey whether the respondent would be positively influenced by policy 
changes? 
a. Yes 
b. No 
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Appendix B: Dataset Information 
# Title Year Publisher 
1 March 2006 – Cell Phones 2006 Pew 
2 #359 Attitudes on Data Protection and Electronic Identity 2010 Eurobarometer 
3 #381 E-Communications Household Survey 2011 Eurobarometer 
4 April 2014 Political Survey 2014 Pew 
5 Jan. 27-Feb.16, 2015 – Privacy Panel #4 2015 Pew 
6 40-Nation Spring 2015 Survey  2015 Pew 
7 March 7-April 4, 2016 – Libraries 2016 Pew 
8 American Trends Panel Wave 14.5 2016 Pew 
9 #447 Online Platforms 2016 Eurobarometer 
10 #438 E-Communications and Digital Single Market 2016 Eurobarometer 
11 Sept. 29-Nov. 6, 2016 – Information Engaged and Information Wary 2016 Pew 
12 #460 Attitudes Towards the Impact of Digitisation and Automation on Daily Life 2017 Eurobarometer 
13 Jan. 3-10, 2018 - Core Trends Survey 2018 Pew 
14 #462 E-Communications and Digital Single Market 2018 Eurobarometer 
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Appendix C: Coded Metadata 
Demographics 
CQ Topic 1 2 3 4 5 6 7 
Dataset #        
1 U.S. FR Hispanic,  
White, Black, 
Asian, Other  
Grades 1st-8th, 9th-12th grade, High 
school diploma, Vocational school, 
Some college without degree, 4-
year degree, Postgraduate 
(complete or incomplete)  
No Under $10k, 
$10-20k, $20-
30k, $30-40k, 
$40-50k, $50-
75k, $75-100k, 
$100-150k, Over 
$150k  
No 
2 E.U. 15-24, 25-39, 40-
54, 55-64, 65+ 
No Under 15, 16-19, 20+, Still 
studying 
No Levels 1-10 in 
society 
Urban, Semi-
urban, Rural 
3 E.U. 15-24, 25-39, 40-
54, 55-64, 65+ 
No Under 15, 16-19, 20+, Still 
studying 
No Levels 1-10 in 
society 
Urban, Semi-
urban, Rural 
4 U.S. FR White, Black, 
Asian, Native 
American, Pacific 
Islander, U.S. 
born Hispanic, 
non-U.S. born 
Hispanic, Other 
Grades 1st-8th, 9th-12th grade, High 
school diploma, Some college 
without degree, 2-year degree, 4-
year degree, Some postgraduate 
without degree, Postgraduate 
degree 
Protestant, Roman 
Catholic, Mormon, 
Orthodox, Jewish, 
Muslim, Buddhist, 
Hindu, Atheist, 
Agnostic, 
Christian, 
Unitarian, 
Nothing, Other  
Under $10k, 
$10-20k, $20-
30k, $30-40k, 
$40-50k, $50-
75k, $75-100k, 
$100-150k, Over 
$150k 
No 
5 U.S. No No No No No No 
6 U.S. 
and 
E.U. 
FR White, Black, 
Asian, Native 
American, Pacific 
Islander, U.S. 
born Hispanic, 
non-U.S. born 
Hispanic, Other 
FR Protestant, Roman 
Catholic, Mormon, 
Orthodox, Jewish, 
Muslim, Buddhist, 
Hindu, Atheist, 
Agnostic, 
Christian, 
Unitarian, 
Nothing, Other 
No No 
7 U.S. FR White, Black, 
Asian, Native 
American, Pacific 
Islander, U.S. 
Grades 1st-8th, 9th-12th grade, High 
school diploma, Some college 
without degree, 2-year degree, 4-
year degree, Some postgraduate 
No Under $10k, 
$10-20k, $20-
30k, $30-40k, 
$40-50k, $50-
Large city, 
Suburb of large 
city, Small 
city/town, Rural  
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born Hispanic, 
non-U.S. born 
Hispanic, Other 
without degree, Postgraduate 
degree 
75k, $75-100k, 
$100-150k, Over 
$150k 
8 U.S. No No No No No No 
9 E.U. 15-24, 25-39, 40-
54, 55-64, 65+ 
No Under 15, 16-19, 20+, Still 
studying 
No Working class, 
Lower middle 
class, Upper 
middle class, 
Higher class 
Large city, 
Small city/town, 
Rural 
10 E.U. 15-24, 25-39, 40-
54, 55-64, 65+ 
No Under 15, 16-19, 20+, Still 
studying 
No Working class, 
Lower middle 
class, Upper 
middle class, 
Higher class 
Large city, 
Small city/town, 
Rural 
11 U.S. FR White, Black, 
Asian, Native 
American, Pacific 
Islander, U.S. 
born Hispanic, 
non-U.S. born 
Hispanic, Other 
Grades 1st-8th, 9th-12th grade, High 
school diploma, Some college 
without degree, 2-year degree, 4-
year degree, Some postgraduate 
without degree, Postgraduate 
degree 
No Under $10k, 
$10-20k, $20-
30k, $30-40k, 
$40-50k, $50-
75k, $75-100k, 
$100-150k, Over 
$150k 
Large city, 
Suburb of large 
city, Small 
city/town, Rural 
12 E.U. 15-24, 25-39, 40-
54, 55-64, 65+ 
No Under 15, 16-19, 20+, Still 
studying 
No Working class, 
Lower middle 
class, Upper 
middle class, 
Higher class 
Large city, 
Small city/town, 
Rural 
13 U.S. FR White, Black, 
Asian, Native 
American, Pacific 
Islander, U.S. 
born Hispanic, 
non-U.S. born 
Hispanic, Other 
Grades 1st-8th, 9th-12th grade, High 
school diploma, Some college 
without degree, 2-year degree, 4-
year degree, Some postgraduate 
without degree, Postgraduate 
degree 
No Under $10k, 
$10-20k, $20-
30k, $30-40k, 
$40-50k, $50-
75k, $75-100k, 
$100-150k, Over 
$150k 
No 
14 E.U. 15-24, 25-39, 40-
54, 55-64, 65+ 
No Under 15, 16-19, 20+, Still 
studying 
No Working class, 
Lower middle 
class, Upper 
middle class, 
Higher class 
Large city, 
Small city/town, 
Rural 
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Privacy and Security       
CQ # 8 9 10 11 12 13 14 15 16 17 18 19 20 
Dataset #              
1 No No No No No No No No No No No No No 
2 No No No Medical, 
Biometrics, 
Financial, Work 
history, 
Passport, Name, 
Home address, 
Nationality, 
Opinions, 
Photos of you, 
Your social 
network, Online 
activity, Cell 
number 
Internet 
activity, 
Location, 
Purchases 
Yes No Yes Yes Yes Yes Yes Yes 
3 No No No No No No No No No No No No No 
4 No No No No No No Very, 
Somewhat, 
Not too, 
Not at all 
I am at 
risk, I am 
not at risk 
Yes No No No No 
5 Yes Health 
care, Social 
media, 
Mobile 
gaming, 
Insurance, 
Workplace 
security, 
Smart 
thermostat 
Not secure 
purchases, 
Secure 
health 
records, 
Not secure 
social 
media, 
Secure + 
not secure 
visual, 
Secure + 
not secure 
location 
Yes Anonymity Yes No Yes Yes No No Yes No 
6 No No No No No No No No No No Very 
concerned, 
Somewhat 
No No 
45 
Concerned, Not 
too concerned, 
Not at all 
concerned 
7 No No No No No No No No No No No No No 
8 No No No No No No No No No No No No No 
9 No No ? search 
engines, ? 
SNS 
No No No Concerned, 
Not 
concerned 
No No No No No Yes 
10 No No No No No No No No No No No No No 
11 No No No No No No No No Yes No No No No 
12 No No ? medical, 
? health 
No No No No No Yes No No No No 
13 No No No No No No No No No No No No No 
14 No Phone calls 
and texts 
vs. online 
comms. 
No No No No No No No No No No No 
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User Attitudes and Behaviors     
CQ # 21                       22                       23                      24                 25       26                                       27       28                   29                       30         31 
Dataset # 
1 Like, Dislike, 
Mixed 
feelings; Do 
this, Would 
like to do 
this, Would 
not like to do 
this 
Frequently, 
Occasionally, 
Rarely, or 
Never 
(annoyed) 
No Yes Yes Yes No No No No No 
2 No No Privacy 
settings 
No No Yes No Yes No No No 
3 No No Mobile 
Internet 
No No No No No No No No 
4 No No No No No Yes Yes No No No No 
5 Discouraged, 
Confused, 
Confident, 
Impatient 
No Mobile 
applications, 
Location 
sharing 
No No No No No No No No 
6 No No No No No Yes No Yes No No No 
7 No No No No No Almost constantly, 
Several times a day, 
About once a day, 
Several times a week, 
Less often 
Yes Twitter, 
Instagram, 
Pinterest, 
Facebook, 
LinkedIn, 
Messaging 
apps 
Several times 
a day, About 
once a day, A 
few times a 
week, Every 
few weeks, 
Less often 
Yes Yes 
8 No No No No No None, Less than 15 
min, 15-30 min, 30-60 
min, 1-2 hours (in last 2 
hours) 
No Yes No No No 
9 No No No No No Every day, Sometimes, 
Never 
No Yes No No No 
10 No No No Email, 
Mobile 
Internet, 
Ethernet, 
Video 
No Every day, 
Often/sometimes, 
Never 
No Yes Several times 
a day, Once a 
day, Several 
times a week, 
Once a week, 
No No 
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call, IM, 
SMS, 
Mobile 
phone, 
landline 
(needed) 
Once a 
month, Less 
than monthly, 
Never 
11 No No No No No Yes Yes Yes No No No 
12 Very positive, 
Fairly 
positive, 
Fairly 
negative, 
Very negative 
Very positive, 
Fairly 
positive, 
Fairly 
negative, 
Very negative 
No No Yes Every day, 
Often/sometimes, 
Never 
No No No No No 
13 Good thing, 
Bad thing 
Good thing, 
Bad thing; 
Free response 
explanation 
No Very hard, 
Somewhat 
hard, Not 
too hard, 
Not hard 
at all 
No Almost constantly, 
Several times a day, 
About once a day, 
Several times a week, 
Less often 
Yes Twitter, 
Instagram, 
Facebook, 
Snapchat, 
YouTube, 
WhatsApp, 
Pinterest, 
LinkedIn  
Several times 
a day, About 
once a day, A 
few times a 
week, Every 
few weeks, 
Less often 
No No 
14 No No Internet No No Several times a day, 
Once a day, Several 
times a week, Once a 
week, Once a month, 
Less than monthly, 
Never 
No Yes Several times 
a day, Once a 
day, Several 
times a week, 
Once a week, 
Once a 
month, Less 
than monthly, 
Never 
No No 
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Accessing and Gathering Information 
CQ # 32 33 34 35 36 37 38 
Dataset #        
1 No No No No No No No 
2 No No No No No No No 
3 No No No No No No No 
4 No No No No No No No 
5 No No No No No No No 
6 Very, Somewhat, Not 
too, Not at all 
(important) 
No No No No No No 
7 No Yes Yes Yes No Yes No 
8 No No No No Specifically sought out, 
Incidental to other news, 
Incidental to non-news 
Yes No 
9 No No No Yes No No No 
10 No No No No No No No 
11 No No Yes Frequently, 
Sometimes, Not 
too often, Never 
No No A lot, Some, Not too much, Not at all 
12 No No No No No No Trust the person who shared it, Looks well-
referenced, Comes from a reliable source, Trust 
the publishing SNS, General trust of info on 
SNS, General distrust of info on SNS 
13 No No No No No No No 
14 No No No No No No No 
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Policy Intervention       
CQ # 39 40 41 42 43 44 45 46 47 48 49 50 51 
Dataset #              
1 No Yes No No No No  No No No No No No No 
2 No No No No No No  You, The website or 
company, Public 
authorities 
Yes National 
public 
authorities, 
E.U. 
institutions, 
Financial, 
Health, 
Shops 
Yes Minors Yes No 
3 No No No No No No  No No No Yes No Yes No 
4 No No No No No No No No No No No No No 
5 No No No No No No No No No No No No No 
6 No No No No No No No No No No No No No 
7 Yes No A lot, 
Somewhat, 
A little, Not 
at all, N/A 
No Definitely yes, 
Maybe yes, 
Definitely not, 
Doesn't matter 
A lot, 
Somewhat, A 
little, Not at all 
No No No No No No No 
8 No No No No No No No No No No No No No 
9 No No No No No No Yes No Public 
authorities 
No No No Yes 
10 No No No No No No No No No No No No No 
11 Yes No Yes Yes A lot, some, 
not too much, 
not at all 
A lot, some, 
not too much, 
not at all 
A lot, Some, Not too 
much, Not at all 
No No No No No Yes 
12 No No No No No No Only companies, 
Only national 
authorities, Only 
E.U., E.U. and 
national authorities, 
E.U. and companies, 
National authorities 
and companies, All 
three, None 
No No No No No Yes 
13 No No No No No No No No No No No No No 
14 No No No No No No No No No No No No No 
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Appendix D: Dummy-bin Schema for U.S. Data 
Dummy-bin each coding question with the leading number if the respondent’s response 
indicates that the associated description applies to them. Bin each response with at most one 
number. If the response is gradient-style, then a (+) on the right-hand side of one end of the 
gradient indicates an extreme correlation with being a digital immigrant and a (-) indicates the 
other extreme (correlation with being a digital native). These gradients are based on personal but 
informed interpretation and facilitate qualitative interpretation of regression analyses. 
CQ #2  
1 Born 1970-1980 (-) 
2 Born 1950-1969  
3 Born 1930-1949  
4 Born 1929 or earlier (+) 
100 Don’t know  
   
CQ #3  
1 Caucasian  
2 Black or African-American  
3 Asian or Asian-American  
4 Hispanic  
5 Other  
100 Don’t know  
   
CQ #4  
1 An incomplete secondary school degree (e.g. some high school) (+) 
2 A secondary degree school degree and nothing further  
3 A secondary school degree and an incomplete 2-year degree  
4 A secondary school degree and an incomplete 4-year degree  
5 A tertiary school degree and nothing further  
6 A tertiary school degree and an incomplete post-graduate degree  
7 A tertiary school degree and a post-graduate degree (-) 
100 Don’t know  
   
CQ #6  
1 Impoverished (for a 3-person household; < $20,000 annually) (+) 
2 “Lower” class (according to Pew’s definition of class; $20,000 – $40,000)  
3 “Lower middle” class ($40,001 – $100,000)  
4 “Upper middle” class ($100,001 – $150,000)  
5 Upper” class ($150,000 <) (-) 
100 Don’t know  
   
CQ #7  
1 Urban (-) 
2 Semi-urban  
3 Semi-rural  
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4 Rural (+) 
100 Don’t know  
   
CQ #16  
1 Takes steps to increase online security (-) 
2 Does not take steps to increase online security (+) 
100 Don’t know  
   
CQ #21  
1 Overall positive attitude (-) 
2 Overall negative attitude  
3 Overall confused/helpless attitude that prevents developing an opinion (+) 
100 Don’t know  
   
CQ #26  
1 No Internet use on a given day (+) 
2 Semi-frequent Internet use on a given day  
3 Frequent Internet use on a given day  
4 Very frequent Internet use on a given day (-) 
8 Generic Internet use on a given day, at least semi-frequent  
100 Don’t know  
   
CQ #27  
0 Not applicable (+) 
1 No mobile Internet use on a given day  
2 Semi-frequent mobile Internet use on a given day  
3 Frequent mobile Internet use on a given day  
4 Very frequent mobile Internet use on a given day (-) 
8 Generic mobile Internet use on a given day, at least semi-frequent  
100 Don’t know  
   
CQ #28  
1 No SNS use (+) 
2 At least some SNS use (-) 
100 Don’t know  
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Appendix E: Dummy-bin Schema for E.U. Data 
Dummy-bin each coding question with the leading number if the respondent’s response 
indicates that the associated description applies to them. Bin each response with at most one 
number. If the response is gradient-style, then a (+) on the right-hand side of one end of the 
gradient indicates an extreme correlation with being a digital immigrant  and a (-) indicates the 
other extreme (correlation with being a digital native). These gradients are based on personal but 
informed interpretation and facilitate qualitative interpretation of regression analyses. 
CQ #2  
1 Born in a range of years overlapping most of 1971-1986  (-) 
2 Born in a range of years overlapping most of 1956-1970   
3 Born in a range of years overlapping most of 1955 or earlier (+) 
100 Don’t know  
   
CQ #4  
1 Stopped education aged 15 or below (+) 
2 Stopped education aged 16-19  
3 Stopped education above age 20  
4 Still studying (-) 
100 Don’t know  
   
CQ #6  
1 In the highest third of social strati  (+) 
2 In the middle third of social strati  
3 In the lowest third of social strati (-) 
100 Don’t know  
   
CQ #7  
1 Urban (+) 
2 Suburban  
3 Rural (-) 
100 Don’t know  
   
CQ #23  
1 Has intentionally chosen not to use technology  
2 Has not intentionally chosen not to use technology  
100 Don’t know  
   
CQ #26  
1 No Internet use on a given day (+) 
2 Semi-frequent Internet use on a given day  
3 Frequent Internet use on a given day  
4 Very frequent Internet use on a given day (-) 
8 Generic Internet use on a given day, at least semi-frequent  
100 Don’t know  
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CQ #28  
1 No SNS use (+) 
2 At least some SNS use (-) 
100 Don’t know  
   
CQ #45  
1 No public or private Internet regulations  
2 Exclusively private Internet regulations  
3 Exclusively public Internet regulations  
4 Some non-exclusive combination of entities  
8 Generic belief that certain entities should govern Internet regulations  
100 Don’t know  
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Appendix F: Regression Analyses Data 
CQ #16: U.S. only 
n R Square 
2048 0.008402 
    
 Coefficients Standard Error P-value 
CQ #2 2.47785 0.700454 0.000413 
CQ #3 0.081866 0.088856 0.356983 
CQ #4 0.038353 0.111453 0.730793 
CQ #6 0.046319 0.029672 0.118667 
CQ #7 0.009451 0.068873 0.890872 
 
CQ #21: U.S. only  
n R Square 
2227 0.0488906 
    
 Coefficients Standard Error P-value 
CQ #2 6.905545 0.723883 3.62E-21 
CQ #3 1.592356 0.552088 0.003961 
CQ #4 0.082782 0.104358 0.427716 
CQ #6 -1.42825 0.432521 0.000975 
 
CQ #23: E.U. only 
n (2,23) R Square (4,23) R Square (6,23) R Square (7,23) R Square 
2227 0.003044 0.001213 4.29733E-05 0.0016 
    
 Coefficients Standard Error P-value 
CQ #2 1.613824 1.691769 0.340894 
CQ #4 -0.88141 1.465311 0.547955 
CQ #6 -0.22893162 2.022968 0.909975 
CQ #7 1.057987 1.53087 0.49004 
 
CQ #26: U.S. 
n R Square 
3049 0.036329 
    
 Coefficients Standard Error P-value 
CQ #2 -0.14434 0.026191 3.86E-08 
CQ #3 -0.00693 0.008819 0.431811 
CQ #4 0.089319 0.011584 1.68E-14 
CQ #6 -0.01252 0.002978 2.69E-05 
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CQ #7 0.001132 0.007297 0.876744 
 
CQ #26: E.U. 
n (2,26) R Square (4,26) R Square (6,26) R Square (7,26) R Square 
5117 0.061115 0.013909 0.004949 0.007841 
    
 Coefficients Standard Error P-value 
CQ #2 0.200932 0.011012 4.06E-72 
CQ #4 -0.12604 0.014839 2.59E-17 
CQ #6 -0.09942 0.063169 0.116166 
CQ #7 -0.11434 0.057635 0.047814 
 
CQ #27: U.S. only 
n R Square 
3049 0.054324 
    
 Coefficients Standard Error P-value 
CQ #2 -0.23781 0.026842 1.34E-18 
CQ #3 0.003518 0.009038 0.697116 
CQ #4 0.085763 0.011872 6.35E-13 
CQ #6 -0.01522 0.003052 6.49E-07 
CQ #7 -0.02252 0.007478 0.002624 
 
CQ #28: U.S. 
n R Square 
3049 0.000165 
    
 Coefficients Standard Error P-value 
CQ #2 0.009154 0.047712 0.84787 
CQ #3 -0.00253 0.016066 0.874956 
CQ #4 0.000876 0.021102 0.966901 
CQ #6 -0.00325 0.005425 0.549395 
CQ #7 -0.00386 0.013293 0.771383 
 
CQ #28: E.U. 
n (2,28) R Square (4,28) R Square (6,28) R Square (7,28) R Square 
4917 0.00136 0.001215 0.00179 0.004412 
    
 Coefficients Standard Error P-value 
CQ #2 0.024505 0.009471 0.009698 
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CQ #4 0.071269 0.029141 0.014495 
CQ #6 0.556626 0.761491 0.465373 
CQ #7 -0.71451 0.621751 0.251398 
 
CQ #45: E.U. only 
n (2,45) R Square (4,45) R Square (6,45) R Square (7,45) R Square 
300 0.068478 0.025319 2.92E-05 0.00086 
    
 Coefficients Standard Error P-value 
CQ #2 11.90673 2.543927 4.35E-06 
CQ #4 -5.3596 1.926334 0.005742 
CQ #6 0.173406 1.857681 0.925692 
CQ #7 1.311233 2.588415 0.612826 
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Appendix G: Regression Analyses Coding 
All Intraregional Relationships in the U.S. 
x # x Topic ± Influence Relationship Reliability 
(x,16): Taking extra steps to increase own online privacy and security 
x=2 Age Positive Negligible Strong Extreme 
x=3 Race/ethnicity Positive Negligible Average Negligible 
x=4 Level of education Positive Negligible Average Negligible 
x=6 Income Positive Negligible Average Mild 
x=7 Residential area Positive Negligible Weak Negligible 
  
(x,21): User attitudes relating to own experiences of using technology 
x=2 Age Positive Weak Strong Extreme 
x=3 Race/ethnicity Positive Weak Average Strong 
x=4 Level of education Positive Weak Weak Negligible 
x=6 Income Negative Weak Average Extreme 
  
 (x, 26): Internet use on at least a semi-frequent basis 
x=2 Age Negative Negligible Strong Extreme 
x=3 Race/ethnicity Negative Negligible Weak Negligible  
x=4 Level of education Positive Negligible Average Extreme 
x=6 Income Negative Negligible Weak Extreme 
x=7 Residential area Negative Negligible Weak Negligible  
  
(x, 27): Internet use specifically from a mobile device on at least a semi-frequent basis 
x=2 Age Negative Weak Strong Extreme 
x=3 Race/ethnicity Positive Weak Weak Negligible  
x=4 Level of education Positive Weak Average Extreme 
x=6 Income Negative Weak Weak Extreme 
x=7 Residential area Negative Weak Weak Strong 
  
(x, 28): SNS use 
x=2 Age Positive Negligible Strong Negligible 
x=3 Race/ethnicity Negative Negligible Average Negligible 
x=4 Level of education Positive Negligible Weak Negligible 
x=6 Income Negative Negligible Average Negligible 
x=7 Residential area Negative Negligible Average Negligible 
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All Intraregional Relationships in the E.U. 
x # x Topic ± Influence Relationship Reliability 
(x,23): Intentional choices to not use technology 
x=2 Age Positive Negligible Strong Negligible 
x=4 Level of education Negative Negligible Average Negligible 
x=6 Income Negative Negligible Weak Negligible 
x=7 Residential area Positive Negligible Average Negligible 
  
 (x, 26): Internet use on at least a semi-frequent basis 
x=2 Age Positive Weak Strong Extreme 
x=4 Level of education Negative Negligible Average Extreme 
x=6 Income Negative Negligible Weak Mild 
x=7 Residential area Negative Negligible Average Medium 
  
(x, 28): SNS use 
x=2 Age Positive Negligible Weak Strong 
x=4 Level of education Positive Negligible Weak Medium 
x=6 Income Positive Negligible Strong Negligible 
x=7 Residential area Negative Negligible Strong Negligible  
  
(x, 45): Belief that certain entities should govern Internet regulations 
x=2 Age Positive Weak Strong Extreme 
x=4 Level of education Negative Negligible Average Strong 
x=6 Income Positive Negligible Weak Negligible 
x=7 Residential area Positive Negligible Weak Negligible 
 
