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Abstract _ 
:Many of the "real world" situations analyzed using the theory of non-cooperative games are 
characterized by the fact that players can communicate with one another. The possibility of 
communication introduces opportunities for cooperation among players that must be taken into 
account as they can alter the outcome in a fundamental way. In this essay different equilibrium 
concepts for this kind of situations are presented and discussed. 
Resumen _ 
Muchas de las situaciones "reales" que se analizan utilizando la teoria de los juegos no co­
operativos se caracterizan porque los jugadores pueden comunicarse entre si. La posibilidad 
de comunicaci6n introduce oportunidades de cooperaci6n entre los jugadores que han de ser 
tenidas en cuenta, pues pueden alterar el resultado de una manera fundamental. En este ensayo 
se presentan y discuten nociones de equilibrio alternativas para este tipo de situaciones. 
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1\'luchas de las situaciones reales que se analizan utilizando la teoria de los juegos no coop­
erativos se caracterizan porque los jugadores pueden comunicarse entre si. La posibilidad 
de comunicacion introduce oportunidades de cooperacion entre los jugadores que han de 
ser tenidas en cuenta, pues pueden alterar el resultado de una manera fundamental. En 
este ensayo se presentan y discuten nociones de equilibrio alternativas para este tipo de 
situaciones. 
En la literatura se han sugerido dos estrategias distintas para el analisis de estas situa­
ciones. El enfoque mas formal de la teoria de los juegos requeriria modelar explicitamente 
el proceso por el que los jugadores se comunican (10 que constituiria una etapa previa 
al juego original), y analizar el juego ampliado por esta etapa previa de comunicacion. 
Esta modelizacion, sin embargo, ignora cualquier clase de consideraciones estrategicas 
que conciernen a la formacion de coaliciones y a la con~ucta cooperativa que propicia la 
oportunidad de comunicacion. Ademas, los procesos de comunicacion que se observan en 
situaciones reales son demasiado complejos para que esta posibilidad sea practicable. 
Una alternativa a este enfoque consiste en incorporar la posibilidad de comportamien­
tos cooperativos como resultado de la comunicacion entre los jugadores a la hora de diseiiar 
conceptos de solucion apropiados para estas situaciones. En esta linea de investigaci6n, 
la etapa de comunicaci6n previa al juego mismo no se modela y, en cambio, se ofrecen 
argumentos intuitivos para justificar las propiedades que se espera cumplan los conceptos 
de soluci6n cuando los jugadores tienen libertad de comunicaci6n. 
Una premisa fundamental de este enfoque es que los jugadores intentaran coordinar 
sus acciones para producir resultados que les sean mutuamente beneficiosos: el objetivo 
de la comunicaci6n entre los jugadores es, por tanto, el de alcanzar un "compromiso" que 
permita realizar las posibles ganacias derivadas de la cooperacion entre los jugadores. Se 
supone, sin embargo, que el juego conserva el caracter de "no cooperativo", de manera 
que los compromisos que los jugadores puedan alcanzar no tienen fuerza "contractual". 
Asi pues, un "compromiso de equilibrio" debe ser invulnerable frente a desviaciones tanto 
de individuos como de coaliciones de jugadores. Por ejemplo, en el juego de la Figura 
1.1, el equilibrio de Nash (T, L) domina a los demas equilibrios de Nash. Si los jugadores 




capaces de coordinarse en este equilibrio. 
L R 
T 2,2 0,0 
B 0,0 1,1 
Figura 1.1 
Una de las primeras complicaciones que se encuentran en este enfoque es la de definir 
criterios de consistencia para los acuerdos entre los jugadores. En el caso sencillo del 
dilema del prisionero de la Figura 1.2, es evidente que, a pesar de que la estrategia (C, C) 
ofrezca resultados mas atractivos para ambos jugadores que la estrategia (D, D), es este 
ultimo el unico equilibrio posible, puesto que la renegociacion desde (D, D) hacia (C, C) 
no se sostiene, al tener los individuos incentivos a violar este acuerdo (por ejemplo, (D, C) 
es preferible a (C, C) para el jugador fila). 
C D 
C 4,4 0,5 
D 5,0 1,1 
Figura 1.2 
Como extender estas ideas a juegos mas complejos es 10 que motiva los conceptos de 
equilibrio examinados en este trabajo. 
La mayoria de las aplicaciones de la teoria de los juegos a situaciones economicas en las 
que los agentes pueden comunicarse libremente entre si, pero no pueden firmar contratos, 
usan los resultados de este enfoque no clasico. Estas aplicaciones incluyen el estudio del 
comportamiento oligopolistico, contratos de agente y principal, la teoria de los sistemas 
electorales, regateo e implementacion. 
La organizacion de este ensayo es la siguiente: la Seccion 2 se dedica a repasar algunos 
conceptos basicos; en la Seccion 3 se estudian distintas nociones de equilibrio a prueba 
de renegociacion para juegos repetidos, y se discute el problema de consistencia temporal 
implicito (en esta seccion se ignora la posibilidad de desviaciones coalicionales). La Seccion 
4 se dedica a estudiar distintas nociones de equilibrio a prueba de coaliciones en un 
contexto estatico. En la Seccion 6 se presentan nociones de equilibrio que incorporan 
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simultaneamente los aspectos de consistencia temporal (i.e., renegociacion) y desviaciones 
, coalicionales. Finalmente, en la Secci6n 6 se ofrecen algunas conclusiones. 
2 Definiciones preliminares 
En esta seccion se discuten las nociones de juego en forma normal y juego repetido, y 
se introducen nociones de equilibrio bien conocidas y que a menudo resultan apropiadas. 
Asimismo se introduce notacion y algunas definiciones que seran de utilidad en el desar-
rolIo del presente ensayo. 
Vn juego en forma normal, G, es una terna (N, A, u), donde N = {I, ... , n} es el 
conjunto de jugadores, A = Di=1 Ai es el conjunto de perfiles de acciones (Ai es el conjunto 
de acciones 0 estrategias puras del jugador i), y u = (Ui, ... , un) es la Juncian de pagos 
(para cada i E N, Ui : A -+ ~ es una funcion de utilidad von Neumann-Morgenstern). En 
este ensayo supondremos que el conjunto A es finito. 
Dado un conjunto arbitrario B, denotamos por b.B al conjunto de distribuciones de 
probabilidad sobre B; asirnismo, IB I denota la cardinalidad de B (I B I es el mimero de 
elementos de B, si B es finito, y es infinito en otro caso). Nos referimos a 108 elementos 
ai del conjunto ~Ai como estrategias mixtas del jugador i; asimismo, a E DiEN(b.Ai) 
denota un perfil de estrategias mixtas. Dado a E DiEN(b.Ai), la utilidad esperada del 
jugador i puede calcularse como 
Ui(a) = L adal) ...an(an)Ui(a). 
aEA 
El concepto de equilibrio comunmente utilizado en juegos no cooperativos es el de 
equilibrio de Nash. V n perfil a E DiEN (b.Ai) es un equilibrio de Nash si ningu.n jugador i E 
N tiene una estrategia rnixta a~ E b.Ai tal que Ui(ai, ... , ai-I, a:, ai+l, ... , an) > Ui(a). ASl 
pues, en un equilibrio de Nash ningUn jugador tiene incentivos a desviarse. El concepto de 
equilibrio de Nash resulta apropiado para juegos no cooperativos en los que los jugadores 
no tienen la oportunidad de comunicarse antes de decidir sus estrategias, pero, como , 
veremos, no es apropiado cuando los jugadores pueden comunicarse. 
En un juego repetido, los jugadores se enfrentan a un juego en forma normal durante 
un nu.mero de ocasiones. Dado un juego en forma normal G, denotamos por GT el juego 
repetido en el que los jugadores se enfrentan a G durante T perfodos (T es el horizonte del 
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juego, y puede ser un numero finito 0 infinito). En los juegos repetidos que se consideran 
suponemos que los jugadores observan al final de cada periodo (i.e., tras cada repeticion) 
las acciones realizadas hasta ese momento. 
Sea at = (ai, ... , a~J el perfil acciones tomadas por los jugadores en ~l periodo t. 
Una historia es un vector de perfiles de estrategias que especifica un perfil de estrategias 
para cada periodo t = O,l, ... ,T, h = (aD,al ,a2 , ... ,aT ), donde aD = a E A.1 Dada una 
historia h y un periodo t, denotamos por ht al vector de las acciones elegidas en todos los 
periodos anteriores a t, (aD, aI, ... , at-I). Sea Ht = (A)t el conjunto de todas las posibles 
historias de t periodos (cada ht E Ht es una posible historia en el·periodo t). Denotamos 
por H = Ut~D Ht al conjunto de historias posibles en el juego repetido al comienzo de 
cualquier periodo. Una estrategia pura para un jugador i en el juego GT es una funcion 
fi : H --+ Ai. Sea Fi el conjunto de estrategias puras del jugador i, y sea F = DiEn Fi el 
conjunto de perfiles de estrategias puras. Una estrategia mixta para el jugador i es una 
distribucion de probabilidad sobre el conjunto de estrategias puras, ai E 6Fi. Para cada 
historia h E H, denotamos por gh al subjuego continuacion de la historia h. Dado un 
perfil de estrategias a, ah representa la proyeccion de a en el subjuego gh. 
Puesto que todos los jugadores observan ht, una estrategia pura fi del jugador i en 
el juego repetido es una· secuencia de funciones (una para cada periodo t) del conjunto 
de historias Ht en el conjunto de acciones Ai. Suponiendo que los jugadores recuerdan 
las acciones jugadas en todos los periodos (i.e., que el juego es de memoria perfecta) , una 
estrategia mixta ai E 6Fi del jugador i en el juego repetido GT puede representarse como 
una secuencia de funciones a; de Ht en 6Ai . Asi pues, dados (a E DiEN 6Fi , h EH), 
denotamos por a(ht ) el perfil de estrategias mixtas inducido por a en el periodo t del 
juego repetido. 
No es obvio como calcular la utilidad esperada de un jugador derivada de un per~l 
de estrategias mixtas a. En juegos repetidos con horizonte finito, suele considerarse la 
suma (en ocasiones descontada) de las utilidades esperadas obtenidas en cada periodo. 
En juegos con horizonte infinito, sin embargo, la suma infinita de las utilidades en cada 
periodo no esta definida, y se consideran varias alternativas. En este ensayo la utilidad 
esperada de un jugador se calcula como la suma descontada de las utilidades de cada 
1La inclusion de aD = a facilita la formalizaci6n de las estrategias posibles en el juego GT 
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periodo. Sea 0 < 1 el vector de las tasas de descuento de los jugadores, la utilidad del 
jugador i se calcula como 
00 
V/(a) = (1 - Oi) LO~(L PI1(ht)Ui(at(ht))), 
t=l hEH 
donde PI1 (ht ) es la probabilidad de ht cuando los jugadores seleccionan sus acciones de 
acuerdo con a. En otras palabras, tras cada historia ht, at(ht ) indica la eleccion de acciones 
en el periodo t. Como cada historia ocurre con una cierta probabilidad seglin la estrategia 
a, el pago es la media del pago tras cada historia seglin su probabilidad. El factor de 
normalizacion (1 - Oi) sirve para poder comparar los pagos del juego repetido (GT ) y del 
juego de etapa (G): el valor normalizado de recibir un util por periodo es 1. Cuando el 
factor de descuento este sobrentendido, 10 omitiremos en nuestra notacion. 
Un equilibrio de Nash de un juego repetido se define de manera analoga al de un 
juego en forma normal: un perfil de estrategias a es un equilibrio de Nash si ningun 
individuo tiene una estrategia alternativa a~ E l::..Fi tal que V/ (a-i, aD > v:6(a). En un 
juego repetido, sin embargo, un perfil de estrategias de Nash puede prescribir un compar-
tamiento irracional fuera de la "senda de equilibrio". El concepto de equilibrio perfecto 
en subjuegos permite distinguir aquellos equilibrios de Nash consistentes con un compor-
tamiento racional de aquellos que no los son. Un perfil de estrategias a es equilibrio 
perfecto en subjuegos, BPE, si el comportamiento que prescribe en cada subjuego con-
stituye un equilibrio de Nash del subjuego. La definicion de BPE introduce el requisito 
de consistencia temporal en la nocion de equilibrio. 
Una caracteristica de los juegos repetidos con horizonte infinito es su estructura esta-
cionaria: cada sl.lbjuego definido por una historia ht es virtualmente identico al juego Gce. 
Dada una estrategia a y una historia h, denotamos por V 6h (a) los pagos de continuacion 
en el subjuego que empieza en t, definidos como el vector de las utilidades esperadas de los 
jugadores en el subjuego renormalizadas de manera que queden actualizadas al periodo t. 
El pago de continuacion de un jugador que reciba un uti! por periodo a partir del periodo 
t es 1. 
Los juegos con mUltiples etapas son analogos a los repetidos, pero con la caracteristica 
de que en cada periodo se juega un juego en forma normal diferente. Finalmente, conviene 
seiialar que ambos tipos de juegos repetidos con horizonte finito son casos especiales de 
juegos en forma extensiva, a los referiremos solo al final de este ensayo. 
5 
3 Equilibrios a prueba de renegociaci6n 
En esta seccion estudiamos el problema de la renegociacion en el marco de los juegos 
repetidos. Se discuten varias definiciones alternativas de equilbrio a prueba de renego-
ciacion, algunas de las cuales pueden ser ampliadas a juegos con multiples etapas 0 a 
juegos en forma extensiva. En primer lugar discutimos el problema de la renegociacion en 
el ejemplo de la Figura 3.1. Este juego (tornado de Berheim y Ray[9]) es un dilema del pri-
sionero al que se ha aiiadido una "estrategia de castigo". El juego tiene dos equilibrios de 
Nash en estrategias puras, (M, C) y (B, R). Si los jugadores pudi~ran comtmicarse cabria 
esperar el equilibrio (M, C), puesto que este domina en sentido de Pareto al equilbrio 
(B,R). 














Supongase ahora que este juego se repite dos veces. En este juego repetido hay 
un equilibrio perfecto en subjuegos en el que los jugadores eligen (T, L) en el primer 
periodo (observese que esta conducta "cooperativa" no es un equilibrio de Nash en el 
juego estatico), y en el segundo periodo eligen (M, C) si en el primer periodo se juga 
(T,L), o (B,R) si en el primer periodo no se juga (T,L). La eleccion de (B,R) en el 
segundo periodo cuando alg{m jugador se desvia de (T, L) en el primer periodo puede 
interpretarse como una estrategia de castigo. Es inmediato comprobar que el perfil de 
estrategias descrito constituye un equilibrio perfecto en subjuegos. Sin embargo, si los ju-
gadores pueden comunicarse, esta estrategia no es creible: en el momento de elegir (B, R) 
los jugadores pueden renegociar el "acuerdo" y elegir (M, C), 10 que mejoraria a ambos. 
La posibilidad de cooperacion en el primer periodo se ve comprometida por la falta de 
credibilidad del castigo en caso de incumplimiento. 
Este ejemplo parece sugerir que la comunicacion reduce las posibilidades de coop-
eracion entre los jugadores. De hecho, en las demostraciones conocidas del "Folk Theo-
rem" (que establece la posibilidad de conducta cooperativa en juegos repetidos con hori-
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zonte infinito) se utilizan estrategias de castigo similares a la descrita. Sin embargo, van 
Damme[12] ha mostrado que, al menos en el dilema del prisionero repetido infinitas veces, 
existen estrategias de equilibrio que sustentan la cooperacion y no requieren que ambos 
jugadores sean castigados simultaneamente. 
Para juegos repetidos con horizonte finito, el ejemplo anterior sugiere que la induccion 
hacia atras permite una definicion natural de equilibrio a prueba de renegociacion, el 
equilibrio Pareto perfecto: en un equilbrio a prueba de renegociacion, las estrategias 
del Ultimo periodo deben ser un equilibrio de Nash no Pareto dominado por ningun 
otro equilibrio de Nash. En el penulimo periodo se consideran equilibrios a prueba de 
renegociacion aquellos equilibrios que son Pareto optimos entre los que implican equilibrios 
a prueba de renegociacion en el Ultimo periodo. La definici6n continua por induccion hasta 
el comienzo del juego. Esta definicion se establece formalmente a continuacion. 
Definicion 3.1. (Bernheim y Ray[9]) Sea eT un juego repetido. 
(i) Si T = 1, entonces a es un equilibrio Pareto perfecto (PP£) si es un equilibrio de 
Nash de e que no esta estrictamente .dominado por otro equilibrio de Nash de e. 
(ii) Supongase que PPE ha sido definido para todo eT con T < K. Se dice que a es 
un equilibrio Pareto perfeeto de eK si 
h(a) a es un equilibrio de Nash de eK y para toda historia h E H, h :f:. 0, a es un 
PPE de gh, y 
(b) no existe a' E IliEN(6Fi) que satisfaga (a) y tal que para todo i EN: ui(a) < 
Ui ( a'). 
Bernheim y Ray (B&R)[9] y Farrell y Maskin (F&M)[15] independientemente propo-
nen una extension de esta nocion de equilibrio a juegos repetidos con horizonte infinito 
basada en dos hipotesis fundamentales: (1) la estructura estacionaria del juego repetido 
con horizonte infinito debe implicar que el conjunto de equilibrios a prueba de renego-
ciacion sea el mismo en cada subjuego (es decir, la nocion de equilibrio debe ser consistente 
con la estacionariedad del juego), y (2) tras cualquier historia del juego, un acuerdo sera. 
renegociado (abandonado) si y solo si hay disponible un equilibrio a prueba de renego-






a menos que todos puedan mejorar de lllla manera creible. El primer paso de estos au-
tores es detectar los equilibrios perfectos en subjuegos llamados debilmente a prueba de 
renegociaci6n (WRP) en la terminologia de Farrell y Maskin. Un conjllllto de equilibrios 
perfectos en subjuegos es WRP si entre todos los pagos de continuacion inducidos por 
estos equilibrios, no hay dos comparables en sentido de Pareto. La idea es rechazar como 
viable un equilibrio que permite, tras una determinada historia, lllla continuacion que da 
a los jugadores llllOS pagos muy pequefios comparados con los que se pueden conseguir, 
seglin llll equilibrio de este mismo conjllllto, en otra continuacion posible del juego. 
Definicion 3.2. (F&M, B&R) Sea P conjunto de llll equilibrios perfectos en subjuegos 
del juego Coo. P es debilmente a prueba de renegociaci6n (WRP) si no existen er, er' E P, 
h, h' E H tales que para cada i E N, se tiene Vi(erh) > Vi(er'h I ). 
La definicion de WRP requiere que el conjunto de 'equilibrios tenga consistencia in-
terna: un equilibrio de este conjunto no debe ser Pareto dominado por otro equilibrio del 
conjunto. Notese, ademas, que si un equilibrio perfecto en subjuegos pertenece a un con-
junto WRP, el mismo constituye un conjunto WRP. Considerese, por ejemplo, el juego del 
dilema del prisionero de la Figura 1.2. Es facil mostrar que para factores de descuento (6) 
inferiores a 1/4 el unico equilibrio perfecto en subjuegos del juego repetido con horizonte 
infinito consiste en jugar (D, D) en todos los periodos. Cuando el factor de descuento 
de cada individuo es superior a 1/4 aparecen nuevos equilibrios. Por ejemplo, el perfil 
de estrategias er en el que cada jugador elige C en el primer periodo, y despues elige C 
cuando en el periodo anterior ocurrio (C, C) y elige D en otro caso, es un equilibrio per-
fecto en subjuegos. Sin embargo er no pertenece a ninglin conjunto WRP pues el pago de 
continuacion tras (D, D) (es decir (1,1)) esta dominado por el pago de continuacion tras 
(C, C) (es decir, (4,4)). El siguiente perfil de estrategias describe un SPE que es WRP en 
el que se obtiene el resultado cooperative en cada etapa: cada jugador elige C en el primer 
periodo y continua con este comportamiento cooperativo mientras el oponente continue 
tambien eligiendo C. Si el jugador i deja de cooperar (y el j no), entonces el jugador j 
juega D hasta que el jugador i elija C. Tan pronto como el jugador i haya mostrado su 
arrepentimiento jugando C, el jugador j perdona la desviacion inicial y retorna tambien 
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al modo de juego cooperativo. N6tese que esta estrategia no requiere jugar D siempre 
que el oponente haya jugado D (esta estrategia es conocida como "Tit-for-Tat"), sino 
solo si 10 ha hecho como desviaci6n del comportamiento cooperativo (y no como parte del 
castigo). 
Para describir mas formalmente este comportamiento utilizaremos la nocion de per-
fil simple de estrategias (Abreu[l]). Un perfil simple de estrategias 0'(7rO,7r},7r2) (los 
subfndices corresponden a la componente) se describe por (i) un perfH de acciones 7ro 
para el primer perfodo y para los perfodos posteriores si no hay ninguna desviacion, y (ii) 
un perfil de acciones 7ri para cada jugador i E N, que se utiliza despues de una desviaci6n 
de dicho jugador. En estas estrategias incorporaremos la convencion de que la mllneracion 
de los perfodos comienza a contar desde cero cada vez que se cambia de componente. Con 
esta notacion la estrategia anterior es el perfil simple definido por 
7ro: jugar siempre (C, C) 
7r} : jugar (C, D) por un periodo (t = 0) y seguir con (C, C) 
7r2: jugar (D, C) por un perfodo (t = 0) y seguir con (C, C) 
Para verificar que el perfil anterior es un WRP con 6 ~ 1/4, observese que los pagos de 
continuacion estan dados, por 
(4,4) si k = 0, 0 t > 0, 
(46,5 - 6) si k = 1, y t = 0, 
(5 - 6,46) si k = 2, y t = 0, 
de manera que ningun pago de continuacion domina a otro. Van Damme demuestra 
que cuando cada jugador puede observar no solo las acciones pasadas, sino tambien 
las estrategias mixtas usadas por el oponente, entonces cualquier pago individualmente 
racional es sostenible como pago del juego repetido en estrategias WRP. En otras pal-
abras, el concepto WRP no reduce el conjunto de resultados posibles en el dilema del 
prisionero repetido (aunque si reduce el conjunto de equilibrios en otros ejemplos-ver 
van Damme[12]). 
Para formalizar la nocion de equilibrio a prueba de renegociacion es preciso introducir 
tambien lID requisito de consistencia externa: un perfil perteneciente a un conjunto de 
equilibrios WRP no debe estar Pareto dominado por otro perfil perteneciente a algun 
otro conjunto WRP. Es decir, si un equilibrio (J que pertenece a un conjunto WRP puede 
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inducir en algun subjuego un vector de pagos de continuacion que este Pareto dominado 
por algun otro vector de pagos inducido por un equilibrio a' en otro conjunto tambien 
WRP, l,que razon habria para jugar de acuerdo con a si en alglin subjuego los jugadores 
pueden proponer a', que es unammemente preferido e igualmente "creible" seglin el cri-
terio WRP? Un conjunto de equilibrios WRP, ninguno de cuyos equilibrios esta Pareto 
dominado en ninglin subjuego por algun otro equilibrio de cualquier otro conjunto WRP, 
es llamado juertemente a prueba de renegociacion (BRP). Mientras que cada juego posee 
alglin conjunto WRP, la existencia de conjuntos BRP no esta garantizada; puecle no haber 
un equilibrio WRP Pareto superior, sine dos 0 mas WRP Pareto maximales que se in-
tersectan, como muestra la Figura 3.2. La curva A representa el conjunto de pagos de 
continuacion para los dos jugadores de un determinado juego seglin un equilibrio perfecto 
en subjuegos y la B segun otro. 
Figura 3.2 
Esta ultima posibilidad conduce a diferentes e interesantes definiciones intermedias 
entre WRP y BRP, aunque ninguna de ellas sea completamente satisfactoria. La primera 
que veremos es la propuesta por Bernheim y Ray, que se basa en una relacion de dom-
inacion entre conjuntos de equilibrios definida de la siguiente manera. El conjunto de 
equilibrios P domina directamente al conjunto de equilibrios pI (P ~ PI) si existe algun 
pago de continuacion en P Pareto superior a algun pago de continuacion en PI. Se dice 
que el conjunto P domina al pI (P ~'" PI) si P ~ pI 0 si existe un numero finito de 
conjuntos P1"",Pn tales que P ~ P{ ~ P2 ~ ... ~ Pn ~ PI. 
Con esta relacion de dominacion, B&R definen un conjunto consistente como aquel 
conjunto de equilibrios WRP, P, tal que para todo otro conjunto de equilbrios WRP, 
pI, se cumple que si pI ~ '" P entonces P ~ '" PI. Todo juego repetido tiene al menos 
un conjunto consistente. En un juego cuyos pagos de continuacion de equilibrio son 
los refiejados en la Figura 3.2, cada equilibrio constituiria un conjunto consistente: en las 
situaciones inducidas por cada uno de estos equilibrios, dicho equilibrio es creible mientras 
el otro no 10 es, de manera que la credibilidad de uno se basa en la no credibilidad del 
otro. 
F&1\,1 definen el conjunto de equilibrios juertemente a prueba de renegociacion relativo 
(RBRP) de la siguiente manera. Primero se consideran conjuntos formados por la union 
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de conjuntos WRP. De entre ellos se consideran aquellos conjuntos maximales dentro de la 
clase de conjuntos que tienen la propiedad de que alglin conjunto WRP esta enteramente 
en la frontera eficiente. Un conjunto WRP que este en la frontera eficiente de un conjunto 
maximal asi considerado sera llamado RSRP. Es decir, un conjunto es RSRP si es SRP 
restringido a algun conjunto maximal de SPE. RSRP requiere entonces reducir al minimo 
la posibilidad de dominacion externa, sin llegar a excluirla. 
Pearce[29] propone una definicion basada en una idea diferente, cuya motivacion se 
aprecia mas claramente en los juegos con equilibrios perfectos en subjuegos que tienen 
pagos medios simetricos. En el momento t, los jugadores rehusaran continuar con un 
equilibrio cuyos pagos a partir de t son menores que los de este mismo equilibrio tras 
alguna otra historia, si la Unica razon para ello es que esto era necesaro para inducir 
cierta cooperacion en el pasado. Si estaran dispuestos a seguir, en cambio, si esta contin-
uacion es necesaria como incentivo para acciones futuras. Sea Goo un juego repetido con 
horizonte infinito, y sea 9 un subjuego cualquiera de Goo; dado un perfil de estrategias 
a del juego Goo, Cg (a) denota el conjunto de vectores de pagos de continuacion en 9 
inducidos por la estrategia a. Diremos que un juego es simetrico si todos los jugadores 
tienen el mismo conjunto de estrategias y si para cada par de jugadores i, j se cumple 
Ui(aI, ... ,ai, ... , aj, ... , an) = Uj (aI, ... , aj, ... , ai, ... , an). Un equilibrio es simetrico si ofrece 
pagos identicos a todos los jugadores. 
Definicion 3.3. (Pearce[29]) Sea Goo un juego repetido simetrico con horizonte in-
finito. Se dice que a es un SPE simetrico (SSP£) a prueba de renegociaci6n si para todo 
subjuego 9 de Goo y todo x E Cg(a) no existe otro SSPE a
' 
tal que 
(i) U(a' ) > x, y 
(ii) y ~ U(a
' 
) para todo y E Cg(a' ). 
Observese que no se requiere que todos los pagos tras cualquier posible historia sean no-
dominados (como en WRP), sino que no sea posible encontrar en el conjunto de equilibrios 
a prueba de renegociacion ninglin otro que evite estos pagos tan bajos. Esta nocion de 
equilibrio tiene implicita la idea de no crear "precedentes": los jugadores no deben creer 
que pueden salir de un castigo tal vez demasiado severo en el presente, pero pueden 
comprometerse a no caer en el en el futuro. 
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Asheim[3] presenta una definicion alternativa siguiendo un enfoque totalmente difer-
ente, que usa la Teoria de las Situaciones Sociales de Greenberg[21], y que a su vez es 
una extension de la definicion de conjuntos estables de von Neumann y Morgenstern[28]. 
La idea es dividir el conjunto de equilibrios perfectos para subjuegos de un juego repetido 
y de sus posibles continuaciones en dos subconjuntos A y B, de manera que en A esten 
105 equilibrios crefbles y en BIos no crefbles. La credibilidad. se basara en que, dentro del 
conjunto A, ningun equilibrio ofrece pagos Pareto superiores a otro en el propio conjunto 
A (estabilidad interna de A), y en que paracada pago de alglin equilibrio en B, existe 
algUn equilibrio en A que ofrece mejores perspectivas a todos 108 jugadores (estabilidad 
externa). A sera considerado como el conjunto estable, el que reline a los equilibrios a 
prueba de renegociacion al comienzo del juego y tras cada historia. 
Para la definicion formal necesitamos los siguientes conceptos. Un sistema abstracto 
von Neumann-Morgenstern es un par (D, -<) donde D es un conjunto arbitrario (por 
ejemplo, de equilibrios) y -< es un relacion binaria (interpretada como de dominacion). 
Dado fED, el dominio de f es el conjunto t1(f) = {d E Did -< f}. Esto es, t1(f) 
contiene todos los elementos de D que f domina de acuerdo con la relacion de dominacion 
-<. De manera similar, dado un subconjunto FeD, el dominio de F es el conjunt.o 
t1(F) = U {t1(f) I f E F}. Un conjunto FeD es un conjunto abstracto estable von 
Neumann-I\lorgenstern (ASS) del sistema (D, -<) si F = D \ t1(F). 
En la definicion de equilibrio de Asheim, en un juego repetido 0, en general, en un 
juego en forma ext.ensiva, D es el conjunto de pares (g\ a), donde gh es un un subjuego 
cualquiera (incluido el propio juego), y a es un SPE de este subjuego; Le., 
D = {(gh,a) I hE H,a E SPE(gh)} , 
donde SPE(gh) es el conjunto de SPE de gh. 
La relacion de dominacion se define de la siguiente manera. Dados (gh, a), (gk, v) E D, 
escribimos 
(gh,a) -< (l,v) si y solo si k E Hh y u:(a) < u:(v) para todo i E N, 
donde H h es el conjunto de historias que pueden ocurrir tras la historia h, y uf (a) es 
la ut.ilidad para i de seguir la estrategia a, evaluada tras la historia h. Sobre la base 
del sistema abst.racto (D, -<) asi definido puede extenderse la nocion de equilibrio Pareto 
perfecto como sigue. 
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Definici6n 3.4. (Asheim) Sea GT un juego repetido con un horizonte finito 0 infinito. 
Un perfil de estrategias a es un equilibrio Pareto perfecto de GT si a es un equilibrio 
perfecto en subjuegos de GT , y si existe un conjunto abstracto estable F de (D, -<) tal 
que (GT, a) E F. 
Esta definicion extiende la nocion de equilibrio Pareto perfecto a juegos repetidos con 
horizonte infinito. Para juegos repetidos con horizonte finito, esta definicion es equiva-
lente a la Definicion 2.1. Ademas, la noci6n de equilibrio Pareto perfecto puede extenderse 
fa.cilmente a juegos en forma extensiva, algo que no ocurre con ninguna otra de las defini-
ciones para juegos de horizonte infinito vistas hasta ahora. 
Desde el punto de vista conceptual, la definicion de Asheim ofrece una explicacion clara 
de por que se incluyen unos equilibrios y no otros en el conjunto de los equilibrios a prueba 
de renegociacion. No se ha establecido existencia y, como el propio Asheim muestra, 
cuando este tipo de equilibrio existe, puede no satisfacer alguna nocion de estacionariedad 
incluso en ejemplos sencillos. La estacionariedad del equilibrio (la idea de que el conjunto 
de equilibrios viables sea independiente de la historia) parece, en principio y tal como se 
indic6 al comienzo de esta secci6n, una propiedad deseable, dada la estructura estacionaria 
de los juegos repetidos con horizonte infinito. Asheim argumenta, en cambio, que si la 
no estacionariedad es necesaria para que exista un acuerdo de equilibrio a prueba de 
renegociaci6n, no deberia haber ningun problema con aceptar este hecho. 
El siguiente ejemplo de Asheim[3] permite comparar varias de las definiciones dis-
cutidas en esta seccion. Considerese el juego repetido con horizonte infinito donde los 
jugadores se enfrentan en cada periodo al juego de la Figura 3.3. Supongase que el factor 
de descuento de ambos jugadores es 8 = ~, y que solo estan permitidas estrategias puras. 
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a2m a2n a2p a2q 
aIm 1,3 -8,-8 -8,0 -8,-8 
aln 0,-8 2,4 4,0 7,-8 
alp -8,-8 -8,-8 3,1 -8,-8 
alq -8,-8 -8,-8 -8,0 4,2 
Figura 3.3 
Sea a j = (ali,a2i) y denotemos por tri la repeticion infinita de ai, j = m,n,p,q. Para 
definir los equilibrios de interes sera de nuevo uti! usar el concepto de perfil simple de 
estrategias. Con esta notacion es facil ver que (jn = (7rn ,7rn ,7rn ), (jP = (7rp ,7rn ,7rn ) Y (jq = 
(7rp , 7rm , 7rm ) son cada uno un conjunto WRP ya que los posibles pagos de continuacion, 
dentro de cada equilibrio, no son comparables. El equilibrio (jn es BRP puesto que ninguna 
continuacion, ni en (jn ni en otro equilibrio WRP, es preferida por los dos jugadores a 
1T'n, eI resultado de obedecer (jn. En cambio, (jq no es BRP puesto que 7rm (una posible 
continuacion en (jq) es unanimemente menos preferida que trn (posibles continuaciones 
tanto en (jn como en (jP). Como trq es preferido a trp por los dos jugadores, tampoco (jP 
es BRP. Segun la definicion de Asheim, (jP sf es PPE: informalmente, la razon es que 
(jq (unico equilibrio que tiene una continllacion preferida a alguna continuacion de (jP) 
no es una objecion viable, puesto que el mismo es objetable. Es inmediato observar que 
(jn tambien es PPE. Contrariamente a 10 que sugiere este ejemplo, no existe relacion de 
inclusion alguna entre los conceptos de BRP y PPE. 
En la linea de no abandonar la estacionariedad se encuentra el trabajo de Abreu y 
Pearce[2]. Estos autores continuan en la formulacion de conjuntos estables, pero relajando 
la nocion de estabilidad externa y buscando conjuntos estables estacionarios en el conjunto 
de las desviaciones. Ademas, introducen un concepto de dominacion distinto al de Pareto 
optimaIidad que refieja cosideraciones de poder de regateo. 
Como Kahn y Mookherjee[23] han mostrado, no siempre es posible dividir los elemen-
tos de un sistema en dos conjuntos (acaso uno de ellos vacio) de acuerdo con la metodologfa 
de los conjuntos estables. En el trabajo citado se propone la idea de semiestabilidad, 




el "bueno" (correspondiente al antiguo estable), el "malo" (aquel cuyos elementos son 
dorninados) yel "feo" (el complementario de la union de los anteriores). Serniestabilidad 
coincide con estabilidad cuando el conjunto de acciones (estrategias puras) es finito. Con 
este nuevo concepto, Asilis, Kahn y Mookherjee[4] encuentran una descripcion unificada 
para las teorias de renegociacion de Farrell y Maskin, Bernheim y Ray y de Asheim, en 
donde las distintas definiciones se derivan de considerar distintas relaciones de dominacion 
en la definicion de serniestabilidad. 
Otro trabajo unificador 10 constituye el de Bergin y MacLeod[7]. Aqui se presenta 
un sistema axiomatico que genera varias de las soluciones existentes en la literatura. Sin 
embargo, estas axiomatizaciones parecen forzadas, por 10 menos en algunos casos. 
Coaliciones 
En esta seccion se presentan varias nociones de equilibrio a prueba de coaliciones para 
juegos estaticos (i.e., en forma normal). En la siguiente seccion se presentan extensiones 
alternativas de algunos de estos conceptos parajuegos dinamic9s (i.e., en forma extensiva), 
que incorporan tambien la posibilidad renegociacion. 
En la discusion del problema de la renegociacion, se considera la posibilidad de desvia-
ciones colectivas realizadas por el conjunto de todos los jugadores (ademas de desviaciones 
individuales). Sin embargo, si los jugadores pueden comunicarse entre si, no puede ex-
cluirse la posibilidad de que cualquier coalicion (no necesariamente de todos los jugadores) 
discuta y organice desviaciones conjuntas. En juegos con dos jugadores, en donde no hay 
coaliciones intermedias entre las individuales y la de todos los jugadores, el concepto de 
equilibrio a prueba de renegociacion es satisfactorio. En juegos con mas de dos jugadores, 
es preciso considerar la posibilidad de que desviaciones llevadas a cabo por coaliciones 
intermedfas desestabilicen 0 hagan inviable un acuerdo. 
Sea G = (N, A, u) un juego en forma normal, y sea a = (aI, a2, ... , an) E I1iEN ~A un 
perfil de estrategias. Supongamos que cualquier coalicion de jugadores S E 2N , S =I- 0, 
considera desviarse. Asumiendo que el comportamiento de la coalicion complementaria 
es el prescrito por a, una desviacion de la coalicion S resultaria en un nuevo perfil de 
estrategias a' = (a~, a~, ... , a~) E I1iEN ~A, donde a~ = ai para cada i E N \ S. Asi pues, 
dado un perfil de estrategias mixtas a y una coalicion S, escribimos D(a, S) para denotar 
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el conjunto de desviaciones factibles de a por la coalicion S. Observese que a E D(a, S), 
puesto que siempre es factible para una coalicion comportarse de acuerdo con el perfil de 
estrategias prescrito. 
El concepto de desviacion factible es muy util para definir nociones de equilibrio al-
ternativas. Por ejemplo, un equilibrio de Nash es un perfil de estrategias tal que ninglin 
individuo tiene una desviacion factible que le reporta mayor utilidad esperada. Cuando 
los jugadores pueden comunicarse entre si, el hecho de que un perfil de estrategias no sea 
vulnerable a desviaciones individuales no garantiza que un perfil de estrategias sea "de 
equilibrio" , puesto que un grupo de individuos podria organizar Una desviacion conjunta 
si con ello puede beneficiarse. En el juego de coordinacion de la Figura 1.1, por ejemplo, 
los perfiles de estrategias (T, L) y (B, R) son ambos equilibrios de Nash (ninglin individuo 
puede mejorar desviandose); sin embargo, el perfil (B, R) es vulnerable a la desviacion de 
ambos jugadores consistente en jugar (T, L), 10 que resultaria en una mayor utilidad para 
ambos jugadores. Si estas desviaciones son posibles, el perfil (B, R) no es un equilibrio . 
Aumann introduce la nocion de equilibrio fuerte de Nash (SNE); un perfil de es-
trategias mixtas es un SNE si ,ninguna coalicion puede desviarse y mejorar a todos sus 
miembros. 
Definicion 4.1. (Aumann[5]) Un perfil a es un equilibrio fuerte de Nash si ninguna 
coalicion S E 2N , S =1= 0, tiene una desviacion factible a' E D(a, S) tal que para todo 
i ESse cumple Ui(a') > Ui(a). 
Puesto que un equilibrio fuerte de Nash debe ser invulnerable frente a desviaciones 
de la coalicion de todos los jugadores, debe producir un resultado (debilmente) Pareto 
optimo. En el juego de la Figura 1.1, por ejemplo, (B, R) no es un equilibrio fuerte de 
Nash, mientras que (T, L) si 10 es. La nocion de equilibrio fuerte de Nash, no obstante, 
puede resultar demasiado fuerte, pues requiere que un perfil de estrategias sea invulnerable 
a desviaciones que a su vez son vulnerables a desviaciones ulteriores, y que, por tanto, no 
son viables. 
Por ejemplo, el unico equilibrio de Nash del dilema del prisionero de la Figura 1.2, 
(D, D), no es un equilibrio fuerte de Nash: la coalicion de ambos jugadores puede desviarse 
y jugar (C, C), resultando en una mejora para ambos jugadores. Esta desviacion, sin 
embargo, es vulnerable frente a desviaciones ulteriores de cualquiera de los jugadores (el 
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pedil (C, C) no es un equilibrio de Nash) , y por tanto dicha desviaci6n no es viable. 
Puesto que los acuerdos que los jugadores puedan alcanzar no tienen fuerza contractual, 
debe esperarse que cualquier jugador 0 grupo de jugadores se desv?en de un acuerdo si 
con ello pueden incrementar su utilidad. La desviaci6n (C, C) no es, pues, 'Viable y por 
t.ant.o no deber?a amenazar la "estabilidad" del equilibrio (D, C). Observese que puesto 
que todo equilibrio fuerte de Nash es un equilibrio de Nash, dicho juego no tiene ninglin 
equilibrio fuerte de Nash. De hecho, la no existencia de un equilibrio fuerte de Nash es 
una situaci6n comlin. 
Bernheim, Peleg y Whinston[8] (a quienes nos referiremos como BP&W), introducen 
un criterio para distinguir las desviaciones viables de las que no 10 son: desviaciones 
viabIes 0 sostenibles (self-enforcing en la terminologia de BP&W) se caracterizan por ser 
invulnerables a desviaciones sostenibles ulteriores. La noci6n de desviaci6n sostenible es, 
pues, recursiva. 
Definici6n 4.2. Sea a E fliEN .6Ai Y 8 E 2N , 8 #- 0, arbitrarios. El conjunto de 
desviaciones sostenibles de a por la coalici6n 8, D8(a, 8), viene dado por 
(i) si 181= 1, entonces D8(a, 8) = D(a, 8); 
(ii) si I 8 I> 1, ent.onces D8(a, 8) = {a' E D(a,8) 1/3 [R E 2S\8, R #- 0, a"E 
D8(a', R)] tal que Ui(a") > Ui(a'), 'Vi ER}. 
La noci6n de desviaci6n sost.enible proporciona un criterio para determinar si una 
des\'iaci6n es viable 0 no 10 es. Un pedil de equilibrio a prueba de coaliciones no debe 
ser vulnerable a desviaciones sostenibles. Est.a es la noci6n de equilibrio propuesta por 
BP&\V. 
Definicion 4.3. (Berheim, Peleg y Whinston[8]) Un perfil a es un equilibrio de Nash a 
prueba de coaliciones (CP N E) si ninguna coalici6n 8 E 2N , 8 #- 0, tiene una desviaci6n 
sostenible a' E D(a, 8) que mejora a sus miembros (Le., tal que para todo i E 8 se cumple 
BP&W formalizan la noci6n de CPNE de una manera distinta, aunque equivalente. 
Dado a E fliEN .6Ai Y 8 E 2N , 8 #- 0, se define el juego G I a-s = (8, (Ai)iES' (Ui)iES)' 
donde para cada as E fliES Ai, 
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Observese que G I er-5 es el juego al que se enfrenta la coalicion S si la coalicion comple-
mentaria N\S juega de acuerdo con el pedil er_so En este juego, los pagos asociados con 
un perfil de estrategias as son simplemente la utilidad esperada que los jugadores de S 
obtienen cuando la coalicion complementaria selecciona sus acciones de acuerdo con er_s, 
y los jugadores de S eligen as. La definicion de BP&W es recursiva. 
Definici6n 4.3b. Sea er E TIiEN .6Ai . 
(i) Si I N 1= 1, entonces er es un equilibrio de Nash a prueba de coaliciones si para 
todo er' E .6A, U1 (er) 2: U1(er'). 
(ii) Supongase que la nocion de equilibrio de Nash a prueba de coaliciones se ha 
definido para juegos con 1N 1< n, y sea G un juego con 1N 1= n; (iLl) er es sostenible en 
G si para cada coalicion S E 2N , S::j:. 0, ers es un CPNE en el juego G I er_s; (ii.2) er es 
un CP N E si es sostenible en G y si no existe er' sostenible en G tal que Ui (er') > Ui (er) 
para todo i E N. 
Esta definicion es equivalente a la Definicion 4.3 (vease Moreno y Wooders[26]) , y lleva 
asociado implicitamente el concepto de desviacion sostenible formulado en la Definicion 
4.2. 
La motivacion de esta nocion de equilibrio a prueba de coaliciones puede entenderse 
mejor si se tiene en mente el siguiente escenario. Los jugadores se encuentran en una sala 
en donde discuten libremente las posibles estrategias que podrian emplear. Cualquier 
jugador puede abandonar la sala en cualquier momento, siempre que deje escrita en sobre 
cerrado su estrategia (cuya eleccion es personal). Ahora bien, si un jugador deja la sala, 
aquellos que todavia permanezcan pueden considerar fija la estrategia del que no esta 
presente e intentar un nuevo acuerdo entre ellos. Se trata entonces de encontrar un 
acuerdo tal que, sin importar el orden en que los jugadores abandonen la sala, los que se 
quedan no encuentren incentivos para desviarse. 
El concepto de equilibrio de Nash a prueba de coaliciones selecciona (T, L) en el juego 
de la Figura 1.1 como el tinico equilibrio de Nash a prueba de coaliciones. En el juego 
de la Figura 1.2, (D,D) es un CPNE (la desviacion (C,C) no es sostenible). De hecho, 
en juegos con solo dos jugadores, el conjunto de CPNE es simplemente el conjunto de 
equilibrios de Nash que no estan Pareto dominados por otros equilibrios de Nash. Asi 
pues, en juegos con dos jugadores siempre existe un CP NE. Desafortunadamente, en 
18 
juegos con tres 0 mas jugadores no puede garantizarse la existencia de un equilibrio de 
Nash a prueba de coaliciones. Por ejemplo, el juego de la Figura 4.1 no tiene ninglin 
GPNE. 
PI 1,1,-2 -1,-1,2 PI -1,-1,2 -1,-1,2 
NI -1,-1,2 -1,-1,2 NI -1,-1,2 1,1,-2 
Figura 4.1 
En este juego, los jugadores 1 y 2 juegan Pares 0 Nones contra el jugador 3. Si los tres 
jugadores eligen pares 0 los tres jugadores eligen nones, entonces los jugadores 1 y 2 ganan 
una moneda cada uno, y el jugador 3 pierde dos monedasi en otro caso, los jugadores 1 y 
2 pierden una moneda cada uno, y el jugador 3 gana dos monedas. 
Este juego tiene tres equilibrios de Nash, dos en estrategias puras (los perfiles (PI, P2 , N3) 
y (NI ,N2,P3), que resultan en los pagos (-1,-1,2)), y uno es estrategias mixtas (en el 
que cada jugador juega pares con pro?abilidad !, y que resulta en las utilidades esperadas 
(- !, -!, 1)). Ninguno de estos equilibrios es un GPNE, pues cada uno de ellos es vul-
nerable a una desviaci6n sostenible por parte de la coalici6n de los jugadores 1 y 2: en los 
equilibrios en estrategias puras, si ambos jugadores alteran simultaneamente su estrategia 
y eligen la misma estrategia que el jugador 3, inducirian el resultado (1,1, -2); en el equi-
librio en estrategias mixtas, los jugadores 1 y 2 pueden desviarse eligiendo ambos pares 0 
ambos nones, 10 que resultaria en las utilidades esperadas (0,0,0). Estas desviaciones son 
beneficiosas para ambos jugadores, y ademas son sostenibles (ninguno de los jugadores 
puede mejorar mediante una desviaci6n ulterior). Ninguno de los equilibrios de Nash del 
juego es pues un GPN E, y por tanto este juego no tiene ninglin equilibrio de Nash a 
prueba de coaliciones (observese que todo GPN E es tambien un equilibrio de Nash). 
El concepto de equilibrio de Nash a prueba de coaliciones adolece de los mismos prob-
lemas de existencia que nociones como la del nucleo en juegos cooperativos. Moreno y 
Wooders[26] han demostrado que cuando el conjunto de perfiles de estrategias que sobre-
viven la eliminaci6n iterativa de estrategias estrictamente dominadas contiene un perfil 
de estrategias Pareto superior a los otros perfiles de estrategias en este conjunto, dicho 
perfil de estrategias es un GPNE. Asi, cuando el conjunto de estrategias que sobrevive 
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la eliminacion iterativa de estrategias estrictamente dominadas contiene un linico punto 
(i.e., cuando el juego es "resoluble por dominacion"), dicha estrategia (el linico equilibrio 
de Nash del juego) es un CPNE. 
Ademas del inconveniente de la no existencia, se han sefialado en la literatura otros . 
dos tipos de problemas relacionados con la nocion de equilibrio de Nash a prueba de coali-
ciones: en primer lugar, el criterio para determinar si una desviacion es sostenible podrfa 
no ser adecuado, pues solo se consideran desviaciones ulteriores de subcoaliciones de la 
coalicion desviante, mientras que el comportamient.o de la coalicion complementaria se 
supone dado (por el perfil de estrategias del que la coalicion esta considerando desviarse). 
Es concebible, sin embargo, que una desviacion sea contrarrestada con otra desviacion 
en la que participen miembros de la coalicion inicialmente desviante y miembros de la 
coalicion complementaria (que no participaban en esta desviacion). En segundo lugar, la 
nocion de CPNE no contempla la posibilidad de que los jugadores alcancen acuerdos que 
requieran le seleccion de sus estrategias de manera correlada. Este problema se discute a 
cont.inuacion. 
4.1 Comunicacion y correlacion 
Como ya hemos indicado, una nocion de equilibrio que tenga en cuenta las posibilidades 
de cooperacion existent.es entre los individuos tiene interes en situaciones en las que los 
jugadores t.ienen la oport.unidad de comunicarse ant.es de decidir su estrategia. Comu-
nicacion introduce ademas la posibilidad de que los jugadores seleccionen su acciones (y 
desviaciones) de manera correlada. 
Considerese por ejemplo el juego Pares y Nones con tres jugadores de la Figura 4.1. 
En este juego, los intereses de los jugadores 1 y 2 son completamente coincidentes (pierden 
siempre que sus acciones no coinciden). Si tuvieran la oportunidad de comunicarse, cabrfa 
esperar que ambos eligiesen H 0 ambos eligiesen T. Ademas, puesto que sus intereses son 
completamente opuestos a los del jugador 3, estarfa en su interes ocultar su estrategia al 
jugador 3, quiza eligiendo aleatoriamente entre (PI, P2 ) y (NI, N2). Este tipo de estrategias 
correladas, sin embargo, resultarfa en una distribucion de probabilidad sobre los perfiles 
de acciones que no podrfa obt.enerse si los jugadores seleccionasen sus acciones de acuerdo 





De hecho, existe una estrategia correlada que es invulnerable a cualquier desviacion. 
En esta estrategia correlada, J.L*, los jugadores 1 y 2 eligen (H, P2 ) con probabilidad ! y 
(NI, N2 ) con probabilidad !' y el jugador 3 elige P3 0 N3 con probabilidad !. Claramente 
ningtin jugador puede mejorar desvhindose: los jugadores 1 y 2 perderian si eligiesen 
acciones distintas; dada la estrategia de los jugadores 1 y 2, el jugador 3 es indiferente 
entre P3 y N3 (0 cualquier distribucion de probabilidad sobre {P3 , N3 }). Por tanto, J.L* es 
un equilibrio correlado. Ninguna coalicion tiene tampoco una desviacion que mejore a sus 
miembros: los jugadores 1 y 2 obtienen la utilidad maxima dada la estrategia del jugador 
3; por otra parte, puesto que los intereses del jugador 3 son completamente opuestos a 
los de los jugadores 1 y 2, ninguna coalicion que contenga a este jugador puede mejorar. 
Asi pues, esta estrategia es un equilibrio (correlado) a prueba de coaliciones, que deberia 
ser reconocido como tal por cualqllier nocion de equilibrio a prueba de coaliciones. 
Puesto que en la formulacion de la nocion de CPN E no se considera la posibilidad 
de que los jugadores seleccionen sus acciones de manera correlada (solo se consideran es-
trategias mixtas), este comportamiento no se preve: el concepto de CPN E no contempla 
la posibilidad de que los jugadores 1.y 2 coordinen sus acciones de la forma descrita. 
Asi pues, cuando los jugadores pueden comunicarse entre si, hay que considerar la 
posibilidad de que elijan sus estrategias de manera correlada. Esta posibilidad amplia 
considerablemente el conjunto de acuerdos posibles, aunque tambien amplia el conjunto 
de desviaciones coalicionales que han de considerarse (ahora se ha de prever la posibilidad 
de desviaciones correladas). A continuacion se discuten tres nociones de equilibrio que 
incorporan la posibilidad de acuerdos y desviaciones correladas. 
Basandose en la nocion de desviacion sostenible de la Definicion 3.2 (implicito en el 
concepto de CPNE), Moreno y Wooders[26] proponen una nocion equilibrio correlado 
a prueba de coaliciones para juegos con informacion completa e incompleta. Ray[31] 
propone una nocion de equilibrio a prueba de coaliciones en la que las posibilidades 
de correlacion estan limitadas a aquellas que puedan obtenerse mediante un dispositivo 
aleatorio dado exogenamente. Finalmente, Einy y Peleg[13] introducen una nocion de 
equilibrio con comunicacion a prueba de coaliciones que identifica aquellos acuerdos (i.e., 
estrategias correladas) que no son vulnerables ex-post (una vez que cada jugador conoce 
la accion que ha sido seleccionada sobre la base de la estrategia bajo consideracion) a 
desviaciones correladas de ninguna coalicion de individuos. 
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4.2 Equilibrio correlado a prueba de coaliciones 
En este apartado y en el siguiente se discuten las nociones de equilibrio correlado a prueba 
de coaliciones formulados por Moreno y Wooders[26] (a partir de ahora M&W) y Ray[31] 
en el contexto de juegos con informaci6n completa. 
Dado un juego en forma normal G = (N, A, u), una estrategia correlada J.1 es una 
distribuci6n de probabilidad sobre el conjunto de perfiles de acciones A (i.e., J.1 es un 
miembro de .6.A); observese que una estrategia correlada J.1 podria no ser descomponible 
en estrategias mixtas (para ello J.1 tendria que ser igual al producto de sus "marginales" 
sobre los conjuntos Ai). Cuando los jugadores eligen sus acciones de acuerdo con la 
estrategia J.1 E .6.A , la utilidad esperada de cada jugador es 
Ui(J.1) = L J.1(a)ui(a). 
aEA 
La noci6n de equilibrio correlado a prueba de coaliciones propuesto por M&W otorga 
amplias posibilidades de desviaci6n alas coaliciones de jugadores: dada una estrategia 
J.1, el conjunto de desviaciones factible para una coalici6n S es el conjunto de todas las 
estrategias correladas que la coalici6n puede "inducir" seleccionando las acciones de los 
miembros de la coalici6n de acuerdo con una distribuci6n de probabilidad que podria 
depender de las acciones seleccionadas (de acuerdo con J.1) para la coalici6n. Asi pues, la 
coalici6n S puede condicionar su desviaci6n (la distribuci6n de probabilidad sobre As que 
genera las acciones para los miembros de S) alas acciones que los miembros de S habrian 
de utHizar si fuesen a jugar de acuerdo con la estrategia J.1. 
Formalmente, dada una estrategia correlada J.1 y una coalici6n S E 2N , S :/= 0, el 
conjunto de desviaciones correladas de J.1 por la coalici6n S, DC(J.1, S), es el conjunto de 
estrategias correladas J.1' E .6.A tal que para cada a E A, 
J.1'(a) = L J.1(o:s, a_s)T/s(as I o:s), 
QsEAs 
donde T/s : As -+ .6.As . 
La situaci6n que M&W consideran puede entenderse mejor si suponemos que la es-
trategia correlada J.1 es implementada por un mediador, que selecciona un perfil de acciones 
para los jugadores de acuerdo con la distribuci6n de probabilidad J.1, y comunica (0 re-
comienda) privadamente a cada jugador la acci6n que ha de jugar. Una coalici6n S puede 
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desviarse de j), estableciendo un nuevo mediador que recibe la recomendaciones de los 
miembros de la coalicion S, as, y selecciona un nuevo perfil de acciones para la coalicion, 
as, de acuerdo con una distribucion de probabilidad T}s(as) sobre As. Este mediador 
comunica a cada miembro i E S la accion ai que ha de tomar. 
Observese que este esquema supone que cada miembro i de la coalicion S solo observa 
la recomendacion ai' Este supuesto evita los problemas de transmision de infomaci6n entre 
jugadores que plantearfa problemas de compatibilidad con incentivos, y que habrian de 
tratarse en el contexto de juegos con informaci6n incompleta. 
Sobre la base de esta nocion de desviacion correlada es posible formular muy sen-
cillamente la nocion de equilibrio correlado: una estrategia correlada j), E .6A es un 
equilibrio correlado si ninglin individuo i E N dispone de una desviaci6n correlada de j)" 
j),' E DC(j)" i), tal que Ui(j),') > Ui(j),). Asimismo, es posible formular una nocion equilibrio 
correlado fuerte de manera analoga al concepto de equilibrio fuerte de Nash formulado 
por Aumann. 
Definici6n 4.4. (:t-.foreno & Wooders[26]) Una estrategia correlada j), es un equilibrio 
correlado fuerte (SCE) si ninguna coalicion SE 2N , S =J 0, tiene una desviacion correlada 
,/ E D(j)" S) que mejora a sus miembros (i.e., tal que para todo i ESse cumple Ui(j),') > 
Ui(j),)) . 
El concepto de equilibrio correlado fuerte adolece de los mismos inconvenientes que 
la nocion de equilibrio fuerte de Nash (SNE): para que una estrategia correlada sea un 
SCE ha de ser invulnerable a desviaciones correladas que podrfan no ser sostenibles. Los 
mismos argumentos que se utilizaron para criticar el concepto de SNE en el ejemplo 
del dilema del prisionero de la Figura 1.2 son de aplicacion al concepto SCE; el unico 
equilibrio correlado de este juego, (D, D), no es un SCE por ser vulnerable a la desviacion 
(C, C), a pesar de que esta desviaci6n es tambien vulnerable a desviaciones ulteriores. 
Para distinguir aquellas desviaciones correladas que son viables de las que no 10 son, 
M&V\' introducen la noci6n de desviaci6n correlada sostenible (para 10 que basta sustituir 
en la Definicion 4.2 los conjuntos de desviaciones factibles de una coalicion, D(j)" S), por 
los conjuntos de desviaciones correladas, DC(j)" S)), y formulan una nocion de equilibrio 
correlado a prueba de coaliciones identico al propuesto por BP&\V, excepto por el hecho 
de que los acuerdos y desviaciones posibles son estrategias correladas. Para cada j), E .6A 
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y S E 2N , S i= 0, sea DCS(J-t, S) el conjunto de desviaciones correladas sostenibles de J-t 
por la coalicion S. 
Definici6n 4.5. (:Moreno & Wooders[26]) Una estrategia correlada J-t es un equilibrio 
correlado a prueba de coaliciones (CPCE) si ninguna coalicion S E 2N , S i= 0, tiene una 
deviacion J-t' E DCS(J-t, S), tal que para cada i ESse tiene Ui(J-t') > Ui(J-t). 
En juegos con dos jugadores, el conjunto de CPCE es el conjunto de equilibrios 
correlados que no estan Pareto dominados por otros equilibrios correlados. Por tanto, en 
juegos con dos jugadores la existencia de un equilibrio correlado a prueba de coaliciones 
esta garantizada. Como en el caso de CPNE, en juegos con mas de dos jugadores no 
puede garantizarse la existencia de un CPCE. Por ejemplo, el juego de la Figura 4.2 no 
tiene ninglin CPCE (vease Moreno y Wooders[26], Apendice A; este juego se debe a Einy 
y Peleg[13]). Este juego tampoco tiene ningun CPNE. 
3,2,0 0,0,0 3,2,0 0,3,2 
2,0,3 2,0,3 0,0,0 0,3,2 
Figura 4.2 
No obstante, :Moreno y Wooders demuestran que en juegos resolubles por dominacion, el 
\lnico equilibrio de Nash del juego es un CPCE. 
En el juego de coordinacion de la Figura 1.1, la estrategia correlada consistente en 
jugar (T, L) con probabilidad 1 es el unico CPCE del juego. En el dilema del prisionero 
de la Figura 1.2, la estrategia correlada consistente en jugar (D, D) con probabilidad 1 
es el unico CPCE del juego. As? pues, en estos juegos los conceptos CPN E y CPCE 
seleccionan las mismas estrategias. Sin embargo, en el juego de la Figura 4.1, para el 
que no existe ningun CPNE, la estrategia correlada J-t* es el linico CPCE del juego. De 
hecho esta estrategia correlada es tambien un equilibrio correlado fuerte (SCE). 
Conviene observar que no hay relacion de inclusion alguna entre los conceptos de 
CPCE y CPNE. Aunque el concepto de CPCE introduce la posibilidad de compor-
tamiento correlado entre los jugadores y, por tanto, amplia considerablemente el con-
junto de acuerdos posibles, tambien amplia las posibilidades de desviacion. Puesto que 
24 
------------------------------~---
el concepto de desviacion sostenible es recursivo, el "efecto neto" sobre el conjunto de 
desviaciones sostenibles para cada coalicion es ambiguo. 
4.3 Correlaci6n limitada 
Ray[31] considera situaciones en las que las posibilidades de correlacion entre los jugadores 
estan restringidas a aquellas que pueden implementarse mediante un dispositivo aleatorio 
exogenamente dado, y define el equilibrio correlado a prueba de coaliciones como un 
equilibrio de Nash a prueba de coaliciones del juego ampliado por el dispositivo aleatorio. 
Para establecer formalmente esta nocion de equilibrio es precise introducir los concep-
tos de dispositivo aleatorio y de juego ampliado. Sea C = (N, A, u) un juego en forma 
normal. Un dispositivo aleatorio d es un par (M,p), donde M = TI7:1 Mi es un espacio 
de mensajes y p es una distribucion de probabilidad sobre M. Un dispositivo aleatorio di-
recto es un dispositivo aleatorio tal que M = A (observese que, en este caso, cada mensaje 
mi E A1i puede interpretarse como la estrategia que el dispositivo recomienda al jugador 
i). 
Dado un juego C y un dispositivo aleatorio d, el juego ampliado Cd es la terna 
(N~~, Ud)~ donde ~ = TI7:1 ~i, con ~i={8i 18i : Mi ---+ Ai}, Y para cada i E N, y 
8 = (61~ ... ~6n) E~,
 
uf(6) = L p(m)ui(81 (ml)' ... , 8n (mn )). 
mEAl 
Una estrategia 6 del juego ampliado Cd induce una estrategia correlada en el juego C, 
p E 6A, dada por 
p(a) = L p(m). 
mE6- 1 (a) 
Con estas definiciones podemos establecer el concepto de equilibrio correlado a prueba 
de coaliciones formulado por Ray[31] 
Definici6n 4.6. Una estrategia correlada p es un equilibrio correlado a prueba de coali-
ciones (CPCER ) del juego C si existe un dispositivo aleatorio d y un equilibrio de Nash 
a prueba de coaliciones 8 del juego ampliado Cd, tal que 8 induce p. 
Sea 8 un equilibrio de Nash a prueba de coaliciones de un juego ampliado por un 
dispositivo aleatorio directo, y tal que para cada i E N, 8i es la identidad (i.e., consiste en 
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obedecer la recomendacion recibida). La estrategia correlada J.L inducida por 8 se denomina 
un equilibrio correlado directo a prueba de coaliciones. Ray demuestra que para juegos de 
dos jugadores, el conjunto de equilibrios correlado directo a prueba de coaliciones contiene 
al conjunto de equilibrios correlados no Pareto dominados por otros equilibrios correlados. 
Por tanto, los juegos de dos jugadores poseen un equilibrio correlado directo a prueba de 
coaliciones. Ray demuestra que todo CPNE es tambien un CPCER . Se desconoce, sin 
embargo, si un CPCER existe para juegos de mas de dos jugadores. 
El concepto de equilibrio correlado a prueba de coaliciones propuesto por Ray esta 
sujeto a criticas fundamentales. Por una parte, no parece razonable restringir las posibili-
dades de correlacion a aquelIas permitidas por un dispositivo aleatorio exogeno. Forges[18] 
ha demostrado que en juegos con mas de cuatro jugadores y en Ibs que los jugadores se 
comunican "con ruido" , cualquier dispositivo aleatorio puede emularse mediante pura con-
versacion. Asi pues, pura conversacion permitiria a los jugadores correlar sus acciones (y, 
en particular, sus desviaciones) mas alIa de las posibilidades limitadas que proporcionaria 
un unico dispositivo aleatorio. Por otra parte, la nocion de CPCER no contempla la posi-
bilidad de que una coalicion desviante organice desviaciones condicionadas a los mensajes 
recibidos por todos los miembros de la coalicion (en el juego ampliado solo se consid-
eran estrategias mixtas), y por tanto no esta claro que un CPCER sea "compatible en 
incentivos" . 
4.4 Juegos con informacion incompleta 
En este apartado discutimos la extension a juegos con informacion incompleta de los 
conceptos de equilibrio correlado fuerte y equilibrio correlado a prueba de coaliciones 
formulados por Moreno y Wooders. Para elIo es precise extender la nocion de desviacion 
factible introducida para juegos con informacion completa. Estas extensiones dan lugar a 
conceptos de equilibrio fuerte con comunicacion y equilibrio con comunicacion y a prueba 
de coaliciones2• Asimismo, se formula la nocion de equilibrio con comunicacion y a prueba 
de coaliciones introducido por Einy y Peleg[13], y se discuten las relaciones entre estas 
nociones de equilibrio. 
2Un desarrollo ana.logo al seguido aqui, pero restringiendo el conjunto de acuerdos y desviaciones a 
solo las estrategias mixtas, permitiria formular los conceptos de equilibrio bayesiano fuerte (Definicion 




La posibilidad de desviaciones coalicionales condicionadas a las recomendaciones recibidas 
por los miembros de la coalicion plantea problemas de incentivos derivados de la trans-
mision de informacion entre los miembros de la coalicion desviante cuyo tratamiento 
requiere representar este tipo de situaciones como juegos bayesianos 0 juegos con infor-
macion incompleta. En un juego bayesiano, los jugadores tienen incertidumbre acerca 
de las caracteristicas de los demas jugadores. Para describir un juego bayesiano hay 
que especificar, ademas de los jugadores, acciones y funciones pagos, los conjuntos de 
caracteristicas posibles de cada jugador y las creencias de cada jugador acerca de las 
caracteristicas de los demas jugadores (representadas mediante una distribuci6n de prob-
abilidad sobre el conjunto de caracteristicas posibles para todos los jugadores). 
Asi pues, un juego bayesiano r viene dado por (N,T,A,p,u), donde N = {I, ... ,n} 
es el conjunto de jugadores, T = I1iEN 1i es el conjunto de perfiles de caracteristicas 0 
tipos de jugadores posibles, A = I1iEN Ai es el conjunto de perfiles de acciones posibles, 
P = (Pi)iEN es el perfil de creencias de los jugadores, Pi E ,6.T, Y U = (Ul' ... ,Un) es el 
vector de funciones de utilidad (Ui : T x A --+ ~). Por simplicidad, supondremos que 
todos los conjuntos anteriormente mencionados son finitos. 
Observese que cuando los conjuntos 1i contienen un solo elemento, el juego r es un 
juego con informacion completa. Por tanto, cualquier nocion de equilibrio formulada para 
juegos con informacion incompleta es tambien una nocion de equilibrio para juegos con 
informacion completa. Asi pues, las nociones de equilibrio que se formulan en esta seccion 
son tambien de aplicacion a juegos con informacion completa. 
La siguiente notacion sera de utilidad. Dado un conjunto arbitrario B = I1iEN Bi Y 
una coalicion S E 2N, S :f 0, definimos el conjunto Bs = I1iES Bi , Y B-s = I1iEN\S Bi ; 
para cada b E B y S E 2N , S:f 0, escribimos b = (bs, b-s), donde bs E Bs y b-s E B-s 
(cuando S = N, establecemos la convencion b = (bs, b-s) = bs). 
En un juego bayesiano r, una estrategia pura para el jugador i es una funcion Si 
1i --+ Ai, Y una estrategia mixta es una distribucion de probabilidad sobre el conjunto 
de estrategias puras. Asimismo, una estrategia correlada es una funcion /-L : T --+ ,6.A. 
Observese que implementar una estrategia correlada podria requerir que los jugadores 
revelen sus caracteristicas, pues la distribucion de probabilidad que la estrategia correlada 
prescribe para seleccionar el perfil de acciones pueden ser distintas para distintos perfiles 
de caracteristicas. Sea C(r) el conjunto de estrategias correladas del juego r. Dada una 
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estrategia correlada J.L, la utilidad esperada de un jugador cuyo tipo es ti viene dada por 
Ui(J.Llt i) = L L pi(Lilti)J.L(alt)ui(a, t). 
LiET_i aEA 
En un juego con informacion incompleta, una coalicion S puede desviarse de una 
estrategia correlada J.L revelando caracteristicas de sus miembros distintas de las verdaderas 
y tomando acciones distintas de las generadas por la estrategia J.L. Una desviacion requiere, 
pues, planear que tipos van a revelar los miembros de la coalicion dependiendo de sus 
verdaderos tipos, y que acciones van a realizar los miembros de la coalicion en funcion de 
los tipos revelados por los miembros de la coalici6n, los tipos verdaderos de los miembros 
de la coalicion, y las recomendaciones 0 acciones generadas por la estrategia correlada 
de la que la coalicion se desvia. As! pues, dada una estrategia correlada J.L, el conjunto 
de desviaciones factibles de la coalicion S E 2N , S =I 0, es el conjunto de estrategias 
correladas J.L' ECtal que para cada (a, t) E A x T se cumple 
J.L'(alt) = L L fs(rslts)J.L(os, a-sirs, LS)7]s(aslts, rs, os), 
LsET_s asEAs 
donde fs : Ts --+ 6Ts , indica los tipos que los miembros de la coalicion revelan como 
funcion de sus verdaderos tipos, y 7]s : Ts x Ts x As --+ 6As indica como se selecciona 
el perfil de acciones para la coalicion dependiendo de los verdaderos tipos de los miem-
bros de la coalicion (ts), los tipos revelados por los miembros de la coalicion (rs), y las 
recomendaciones recibidas por los miembros de la coalicion, os. Dada una estrategia cor-
relada J.L E C(f) y una coalicion S E 2N , S =I 0, denotaremos por D(J.L, S) el conjunto de 
desviaciones factibles de J.L para la coalicion S. Esta nocion de desviacion factible permite 
obtener una extension del concepto de equilibrio correlado para juegos con informacion 
incompleta3. 
Definicion 4.7. Una estrategia correlada J.L es un equilibrio con comunicacion (CE) si 
ninglin jugador i E N tiene una desviacion factible J.L' E D(J.L, i) tal que para alguno de 
sus tipos ti E Ti, se tiene Ui(J.L'ltd > Ui(J.Llt i). 
Asimismo, sobre la base de este concepto de desviacion factible puede formularse una 
nocion de equilibrio fuerie con comunicacion. En un equilibrio fuerte con comunicacion, 
3Esta noci6n de equilibrio con comunicaci6n no es la unica razonable; vease por' ejemplo Forges [19] . 
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ninguna coalicion debe tener una desviacion factible que sea Pareto superior para los 
miembros coalicion. No es obvio, sin embargo, emU es la nocion de Pareto superioridad 
apropiada en este contexto. Una nocion (debil) de Pareto superioridad requiriria que todos 
los miembros de la coalicion mejoraran para alguno de sus tipos (pero no necesariamente 
para todos). Una nocion alternativa (mas fuerte) se obtendria si se requiriera que todos 
los miembros de la coalicion mejorasen cualquiera que sea su tipo. Estas nociones de 
Pareto superioridad se formalizan a continuacion. 
Definici6n 4.8. Dados S E 2N , S =I- 0, Y /-L, /-L' E C, se dice que /-L' es debilmente Pareto 
superior a /-L para la coalicion S si 
(4.8.1) para todo ts E Ts , Y todo i E S: Ui(/-L'lts) ~ Ui(/-L'lts), y 
(4.8.2) existe is E Ts, tal que para todo i E S : Ui(/-L'lis ) > Ui(/-L'lts). 
Asimismo, se dice que /-L' es juertemente Pareto superior a /-L para la coalicion S si la 
desigualdad en (4.8.1) es estricta. 
La nocion de Pareto superioridad se utiliza para determinar el conjunto de desviaciones 
frente a las que una estrategia de equilibrio ha de ser invulnerable. Cada nocion de Pareto 
superioridad da lugar a un concepto de equilibrio fuerte con comunicacion distinto. Si, 
por ejemplo, se utilizase la nocion de Pareto superioridad fuerte, desviaciones en las que 
un individuo mejora para casi todos (pero no todos) sus tipos sedan ignoradas. Asi, si un 
jugador tiene una funcion de utilidad constante para alguno de sus tipos, entonces ninguna 
desviacion en la que participase este individuo seria relevante, incluso si la probabilidad 
de que el individuo sea de ese tipo es muy pequena. De hecho, una estrategia correlada 
invulnerable frente a desviaciones fuertemente Pareto superiores no es necesariamente un 
equilibrio con comunicacion (de acuerdo con la Definicion 4.7). 
La nocion de Pareto superioridad debil no tiene este inconveniente. Sin embargo, puede 
argiiirse que la disponibilidad de un individuo a participar en una desviacion que mejora 
solo a algunos de sus tipos podria revelar informacion acerca de su verdadero tipo, 10 que 
induciria a los participantes en dicha desviacion a revisal' sus creencias. Esto alteraria el 
juego de una manera fundamental. Este inconveniente se podria obviar si cada individuo 
anunciara su disponibilidad a participar en cualquier desviacion que mejore al menos a 
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uno de sus tipos. Este anuncio seria perfectamente crefble y haria que los participantes 
en una desviacion no pudieran hacer inferencias acerca de las posibles caracteristicas de 
los otros participantes. Moreno y Wooders introducen un concepto de equilibrio fuerte 
con comunicacion formulado sobre la base de la nocion de Pareto superioridad debil. 
Definicion 4.9. (Moreno y Wooders[26]) Una estrategia correlada J..L es un equilibrio 
fuerte con comunicaci6n si ninguna coalicion 8 E 2N , 8 =f 0 tiene una desviacion factible 
J..L' E D(J..L, 8) tal que J..L' es debilmente Pareto superior a J..L para 8. 
Obviamente, todo equilibrio fuerte con comunicacion es un equilibrio con comunicacion 
(como ya se ha indicado, este no seria el caso si la nocion de Pareto superioridad debil 
se reemplaza por la de Pareto superioridad fuerte). Esta nocion de equilibrio fuerte con 
comunicacion es una extension para juegos con informacion completa de la nocion de 
equilibrio correlado fuerte, y conserva los mismos inconvenientes que esta. En particular, 
no distingue aquellas desviaciones que son viables de las que no 10 son. 
El concepto de desviaci6n sostenible introducido en la Definicion 4.2 para juegos con 
informacion completa, puede utilizarse tambien aqui para diferenciar desviaciones viabIes 
de aquellas que no 10 son°, De nuevo el concepto de Pareto superioridad con que evaluamos 
las posibles desviaciones determina el conjlmto de desviaciones sostenibles de una estrate-
gia para una coalicion. Moreno y Wooders introducen la nocion de desviaci6n sostenible 
basado en la nocion de Pareto superioridad debil. 
Definicion 4.10. Sea J..L E C y 8 E 2N , 8 =f 0, arbitrarios. El conjunto de desviaciones 
sostenibles de J..L por la coalicion 8, D8(J..L, 8), viene dado por 
(i) D8(J..L, 8) = D(J..L, 8), si I8 1= 1, Y 
(ii) D8(J..L, 8) = {J..L' E D(J..L,8) 11-1 [R E 28 \8, R =f 0, J..L"E D8(J..L' , R)] tal que J..L" es 
debilmente Pareto superior para 8}, si I8 I> 1. 
Esta nocion de desviacion sostenible permite a M&W formular una nocion de equilibrio 
con comunicaci6n y a prueba de coaliciones, que no es mes que una extension para juegos 
con informacion incompleta del concepto de equilibrio correlado a prueba de coaliciones. 
Definicion 4.11 (:r..,loreno y Wooders[26]). Una estrategia correlada J..L es un equilibrio 
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con comunicaci6n y a prueba de coaliciones si ninguna coalicion S E 2N , S::J. 0, tiene una 
desviacion sostenible J.L' E DS(J.L, S), tal que J.L' is debilmente Pareto superior a J.L para S. 
El conjunto de equilibrios con comunicacion y a prueba de coaliciones de cualquier 
juego r esta contenido en el conjunto de equilibrios con comunicacion del juego, y contiene 
al conjunto de equilibrios fuertes con comunicacion. 
Una nocion alternativa de equilibrio con comunicacion y a prueba de coaliciones ha 
sido propuesta por Einy y Peleg[13] (a los que nos referimos como E&P). E&P consideran 
la posibilidad de desviaciones de coaliciones solo despues de que los jugadores han recibido 
sus recomendacion~s, y utilizan la nocion de Pareto superioridad fuerte para determinar 
las desviaciones que mejoran a una coalicion. 
Supongamos que cada uno de los jugadores de un juego r recibe privadamente la 
recomendacion de tomar una accion, que sabe ha sido seleccionada de acuerdo con la 
estrategia correlada J.L. Cualquier coalicion que considere desviarse de dichas recomenda-
ciones se enfrenta a un juego revisado con informacion incompleta (independientemente 
de si res un juego con informacion completa 0 incompleta), donde las caracteristicas de 
cada uno de los miembros de la coalicion incluyen las recomendaciones que con probabili-
dad positiva podria haber recibido de J.L (ademas de las caracteristicas de cada jugador, si 
se trat.a de un juego con informacion incompleta). Para describir este juego, introducimos 
la nocion de juego Bayesiano aumentado (JBA). 
Un JBA es un juego bayesiano al que se afiade un grupo de jugadores pasivos, que 
no toman accion alguna, pero cuyas caracteristicas determinan la utilidad de las demas 
participant.es en el juego. Asi pues, un JBA viene dado por (NUM, T, A,p, u), donde N es 
el conjunto de jugadores activos, M es el conjunto de jugadores pasivos, T = TIiENU.M Ti , 
A = TIiEN Ai, P = (Pi)iEN, con Pi : Ti -+ !:::.T_i , YU = (Ui)iEN, con Ui : T x A -+ at Cuando 
el conjunto !v! es vado, un JBA es simplemente un juego bayesiano. Una estrategia 
correlada en un JBA es una funcion J.L : TN -+ A. Asi pues, en un JBA los jugadores 
activos solo pueden condicionar sus acciones en el perfil de tipos de jugadores activos. 
Las nociones de equilibrio formuladas anteriormente tienen una extension obvia para 
JBA; basta restringir las condiciones a las coaliciones que puedan formarse con jugadores 
pertenecientes a N. 
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Sea f un JBA arbitrario, sea J.L una estrategia correlada, y sea 8 una coalicion 
cualquiera. El juego revisado f /l,S es el JBA (8 U N\8, T x A, As,p, '11), donde para 
cada i E 8 
Pi(Li, a-ilti, ai) = Pi(Lilti)J.L(alt), y 
ui(aS, t, a) = ui(aS, aN\S, t). 
En un juego revisado f /l,S, los jugadores de la coalicion complementaria N\8 repre-
sentan un papel pasivo (puesto que no participan en las discusiones 0 los acuerdos que 
los miembros de la coalicion 8 puedan alcanzar), y su conducta se supone determinada 
por la estrategia J.L. Para establecer la nocion de E&P de equilibrio con comunicacion 
y a prueba de coaliciones necesitamos primero formular el concepto de desviacion inter-
namente consistente. Dado un JBA, f, representamos med.iante CE(f) al conjunto de 
equilibrios con comunicion de f. 
Definici6n 4.12. Sea f un JBA, y sean J.L E C(r), y 8 E 2N, 8 =I: 0, arbitrarios. El 
conjunto de desviaciones internamente consistentes de J.L para la coalicion 8, DJC(J.L,8), 
,'iene dado por 
(i) si 181= 1, entonces DJC(J.L, 8) = {7] E C(f/l,s) I J.L E CE(f/l,s)} , 
(ii) si 18 I> 1, entonces DJC(J.L, 8) ={7] E C(f/l,s) I (1) 7] E CE(f/l,S) , Y (2) ;aR E 8, 
R :f:. 0, y 7]' E C((f/-i,S)ry,S\R), tal que 7]' E DJ8(J.L, R) y 7]' es Pareto superior a 7] para la 
coalicion R}. 
Con est.a nocion de consistencia interna podemos formular el concepto de equilibrio 
con comunicacion y a prueba de coaliciones introducido por E&P. 
Definici6n 4.13. (Einy y Peleg[13]) Sea f un JBA. Una estrategia correlada J.L es un 
equilibrio con comunicacion y a prueba de coaliciones de f, si J.L (1) J.L E CE(f) y (2) 
no existe ninguna coalicion 8 E 2N , 8 =I: 0 que que tenga una desviacion internamente 
consistente, 7] E DJC(f/l,s), tal que 7] es Pareto superior a J.L para la coalicion 8. 
Las dos nociones de equilibrio con comunicacion y a prueba de coaliciones discutidas 
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en este apartado estan sujetas a criticas. La nocion formulada por Moreno y Wooders 
no es apropiada en la situacion mBs comUn en la que las posibles coaliciones desviantes 
se enfrentan al problema de transmision de informacion que se plantea si los jugadores 
tienen que revelar la accion que le fue recomendada por la estrategia correlada de la que 
la coalicion se desvia. Para evitar este problema, M&W suponen que las coaliciones se 
desvian estableciendo un nuevo mediador, que se encarga de recibir las recomendaciones 
del mediador encargado de implementar el acuerdo original; este mediador selecciona un 
nuevo perfil de acciones para los miembros de la coalicion que comunica a cada jugador 
privadamente. Este esquema, aUn no siendo el mBs natural, no esta sujeto a los intentos 
de manipulacion que cabria esperar si los jugadores de una coalicion desviante tuvieran 
que comunicar al nuevo mediador la recomendacion recibida. 
Por el contrario, Einy y Peleg enfatizan el hecho de que los jugadores de una coalicion 
desviante se enfrentan a un problema de transmision de informacion. Su formalizacion de 
equilibrio con comunicacion y a prueba de coaliciones ignora, sin embargo, la posibilidad 
de que una coalicion (consistente en mBs de un jugador) planee desviaciones en las que 
los jugadores de la coalicion revelan tipos distintos a su verdaderos tipos. La existencia 
de este tipo de desviaciones plantea problemas de compatibilidad con incentivos que esta 
nocion de equilibrio no resuelve (para una discusion mBs extensa de este problema vease 
I\Ioreno y Wooders[26]). 
Cooperaci6n y renegociaci6n. 
En esta seccion se discuten nociones de equilibrio que recogen las ideas de renegociacion 
y de posibilidad de desviaciones coalicionales en juegos en forma extensiva. Un juego en 
forma extensiva se caracteriza porque los jugadores deciden sus acciones a 10 largo de 
varias etapas y, a medida que transcurre el juego segUn las estrategias de los jugadores, se 
revela completa 0 parcialmente a cada jugador las acciones tomadas hasta ese momento 
por el resto de los jugadores, asi como el resultado de los movimientos aleatorios 0 de 
la naturaleza que inc1uya el juego. Asi pues, un juego en forma extensiva especifica (1) 
que jugador decide en cada eventualidad 0 nudo de decision, (2) que informacion tiene 
un jugador cada vez que tiene que decidir, (3) que acciones puede tomar un jugador cada 
vez que tiene que decidir, (4) que distribuciones de probabilidad generan los movimien-
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tos aleatorios del juego, y (5) cuales son los posibles resultados (pagos) del juego (una 
definicion formal de juego en forma extensiva puede encontrarse en cualquier manual de 
Teoria de Juegos). 
Los juegos repetidos y multietapa con horizonte finito son un caso particular de juegos 
en forma extensiva. En estos juegos, al principio de cada etapa ninglin jugador conoce 
la accion tomada por los demas jugadores en esa etapa, pero si se conocen las acciones 
tomadas en las etapas anteriores. 
En un juego en forma extensiva, una estrategia pura para un jugador asigna una 
accion a cada eventualidad en la que el jugador tiene que decidir. Una estrategia mixta 
es un distribucion de probabilidad sobre el conjunto de las estrategias puras. Un perfil 
de estrategias inducini una distribucion sobre los resultados posibles del juego, por 10 que 
podremos asignar a cada jugador la utilidad esperada de seguir ese perfil de estrategias. 
Por tanto, a cada juego en forma extensiva le podemos asociar un juego en forma normal 
definiendo de manera adecuada los conjuntos de estrategias y las funciones de utilidad. 
Esto nos permite aplicar las definiciones establecidas para juegos en forma normal a juegos 
en forma extensiva. 
En ocasiones, un juego en forma extensiva puede descomponerse en varios "subjuegos" 
cada uno de los cuales constituye un juego en si mismo. Un subjuego propio es cualquier 
subjuego distinto del juego original. El mimero de etapas de un juego en forma extensiva 
es el mimero maxima de subjuegos que se pueden encontrar en el camino desde el comienzo 
del juego hasta un "vertice" final. Una etapa, por tanto, es el juego entre dos subjuegos 
consecutivos. De esta manera podemos aplicar a juegos en forma extensiva las definiciones 
referentes a las historias dadas para juegos repetidos. 
Una nocion de equilibrio apropiada para juegos en forma extensiva con comunicacion 
debe tener en cuenta los aspectos dinamicos (implicitos en el concepto de renegociacion) 
y de formacion de coaliciones que se han tratado de manera separada en las secciones 3 
y 4. Existen dos definiciones que tienen en cuenta ambos aspectos: La primera es una 
extension del concepto de equilibrio de Nash a prueba de coaliciones (CPNE), introducido 
tambien por Berheim, Peleg y 'Whinston. La motivacion de este nuevo concepto se puede 
entender en el mismo contexto que se propuso coma explicacion de CPNE, donde un 
grupo de jugadores Began a un acuerdo y deben abandonar uno a uno la sala de manera 
aleatoria. El CPNE debia sobrevivir a posibles desviaciones del grupo todavia presente 
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en la sala tras cualquier posible orden en la salida. Un acuerdo que sea un equilibrio de 
Nash perfectamente a prueba de coaliciones (PCPNE) debe sobrevivir este procedimiento 
cuando se aiiade la posibilidad de que, a medida que los jugadores abandonan la sala 
(dejando automatas que jueguen en el futuro el resto de la estrategia seglin el acuerdo), 
el tiempo transcurre y se van alcanzando las siguientes etapas del juego. 
Siguiendo la notacion utilizada en las secciones anteriores, denotemos por N el con-
junto de jugadores ypor A el conjunto de perfiles estrategias de los jugadores. Por r Ia_s 
denotaremos el juego al que se enfrenta la coalicion S cuando el resto de jugadores (N\S) 
emplea el vector de estrategias a_so 
Definici6n 5.1. (BP&W). Sea r un juego en forma extensiva con n jugadores y t 
etapas. 
(i) Si (n, t) = (1,1), a* E A es un equilibrio de Nash perfectamente a prueba de 
coaliciones (PCPNE) si a* maximiza la utilidad del jugador. 
(ii) Sea (n, t) =I (1,1), y supongase que se ha definido la nocion de PCPNEparajuegos 
con m jugadores y s etapas , donde (rn, s) :::; (n, t) y (rn, s) =I (n, t). 
(a) s* E S es perfectamente sostenible si (a.I) para todo S C N, a:"s es un PCPNE en 
el juego r I a:"s, y (a.2) para cualquier subjuego propio 9 de r, a'"(g) es un PCPNE en g. 
(b) Para cada juego r con n jugadores yt etapas, a'" E A es un PCPNE si es perfecta-
mente sostenible" y si no existe otro vector de estrategias perfectamente sostenible a E A, 
tal que ui(a) > ui(a'") para todo i EN. 
El problema con esta definicion es que, en su condici6n (ii) (a.I) se consideran fijas las 
estrategias de la coalici6n complementaria en todo el juego. Si bien este es un requerim-
iento plausible cuando las acciones se eligen simultaneamente, no 10 es en el caso de juegos 
en forma extensiva, donde a medida que transcurre el juego algunas acciones pasadas son 
conocidas por los jugadores. En este tipo de juegos no se puede rechazar la posibilidad 
una reacci6n ante un desviaci6n observada por alguno de los jugadores de la coalicion 
complementaria. Ferreira[I7] introduce la noci6n de equilibrio a prueba de comunicaci6n 
que tiene en cuenta este aspecto de consistencia temporal. En el contexto utilizado para 
motivar la nocion de CPN E y PCP N E, esta nueva definicion considera la posibilidad 
de que los jugadores puedan volver a ocupar la sala al comienzo de cada nueva etapa, y 
35 
reaccionar frente a cualquier desviacion observada en etapas anteriores. 
La formalizacion de esta nocion de equilibrio requiere la introduccion de la siguiente 
notacion. Dado un subconjunto de estrategias B C A, el conjunto de equilibrios a prueba 
de coaliciones restringido a B (CPNE(B)) se define de manera analoga a CPNE; basta 
substituir el conjunto IIiEN ~Ai al que deben pertenecer todas las estrategias (y desvia-
ciones) en la Definicion 4.3b, por el conjunto B. 
Definicion 5.2. Sea f un juego en forma extensiva con t etapas. 
(i) Si t = 1, a* es un equilibrio a prueba de cornunicacion (C~rn-PE) si es un CPNE. 
(ii) Sea t > 1 Ysupongase que Corn-PE ha sido definido para juegos con r < t etapas. 
Entonces a* es Corn-PE si es un CPNE(A), donde 
A = {a E IIiEN~Ai : a induce un Corn-PE en subjuegos propios de f} . 
La diferencia entre las dos definiciones puede apreciarse en el ejemplo de la Figura 5.!. 
(debido a Peleg[30]) 
Figura 5.1 
Es inmediato comprobar que a = (h, r2, li, la) y a' = (1 1 ,12,ri, ra) son los unicos 
equilibrios (en estrategias puras) perfectos en subjuegos. Si a' es propuesto, los tres 
jugadores tienen incentivos para renegociar a la estrategia dictada por a en el subjuego 
en que el jugador 2 mueve. No es posible encontrar una desviacion similar por la coalicion 
de todos los jugadores en a. Este proceso de renegociacion aisla a a como el linico 
equilibrio Pareto perfecto. El juego no posee ningun PCPNE: el perfil a' no puede serlo 
por el argumento anterior y porque (r2' li, la) es un PCPNE en el juego inducido por rr. 
Para mostrar que a no es un PCPNE, considerese el juego inducido por r2 (Figura 5.2). 
La coalicion formada por los jugadores 1 y 3 renegociara desde (l}, li, la), la estrategia 
inducida por a en el juego inducido en esta coalicion tras fijar la estrategia del jugador 
2, hacia (rI, rj, ra). Este ultimo vector es un PCPNE en el juego inducido y, por tanto, a 





El perfil a si es en cambio un Corn-PE: si ocurre la desviacion de los jugadores 1 y 2 
arriba descrita, tras ri, el jugador 2 la observara. Una renegociacion del acuerdo en este 
punto necesita que, a partir de este momento, continue un equilibrio. El perfil (rz, li, 13 ) 
es el unico posible; pero entonces el jugador 1, que al anticipar esta manera de jugar se 
ve perjudicado con respecto a la estrategia original, nunca habria dado su conformidad a 
la desviacion propuesta. La estrategia a es un Corn-PE. 
Ambas definiciones coinciden con PPE en juegos de dos jugadores. Sin embargo, 
excepto para el caso de 2 etapas, en el que PCPNE C Corn-PE, no se da ninguna relacion 
de inclusion. La existencia es, como siempre en equilibrios coalicionales, problematica. No 
obstante, Corn-PE existe en juegos de informacion perfecta; el ejemplo anterior muestra 
que este no es el caso para PCPNE. 
Las definiciones de PCPNE y Corn-PE han sido extendidas al caso de infinitos ju-
gadores e infinitos periodos por Asheim [3] y Ferreira[16], respectivamente, usando la 
metodologia de los conjuntos estables. La ventaja de estas nuevas definiciones es doble. 
Por una parte ofrecen una version unificada en el tratamiento de juegos finitos e infinitos 
y, por otra, las relaciones de dominacion muestran las pautas de comportamiento de cada 
coalicion en cada periodo de un modo mas claro que la definicion recursiva del caso finito; 
de esta manera la comparacion entre las diferentes definiciones es mas dara.  
Para ambos conceptos definiremos el mismo conjunto abstracto 
D" = {(S,gh,a) IS eN, S =10, hE H, a E SPE(gh)} , 
donde la primera componente es una coalicion S de jugadores y las otras dos compo-
nentes son una historia h, y un equilibrio perfecto en el subjuego gh, respectivamente. A 
continuacion presentamos las relaciones de dominacion. 
La relacion de dominacion asociada con PCPNE, -<P, se define a continuacion. Dados 
(S, gk, J-L) Y (R, gh, a) E D*, escribimos 
(S,gk,J-L) -<P (R,gh,a) si y solo si 
h E H k,ReS, a-8 = J-L-8 Yuf(J-L) < uNa) para todo i E R. 
Asimismo, dados (S,gk,J-L), (R,gh,a) E D", definimos la relacion de dominacion aso-
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ciada con Corn-PE, -<0, por 
(S,gk,/l) -<0 (R,gh,O') si y solo si 
uf(/l) < uf(O') para todo i E R, 0'-5 = /l-5, 
Y bien h E Hk Y h :f. k, 0 bien h = k, y ReS. 
Las nociones de PCPNE y Corn-PE pueden extenderse para juegos infinitos sin mas 
que sustituir el conjunto abstracto y la relacion de dominacion de la Definicion 3.4 por 
los asociados con las nociones de PCPNE y Com- PE, respectivamente. Observese que 
arnbas relaciones de dominacion se reducen a la asociada con PPE en la Definicion 3.4 
para el caso de dos jugadores, y que para juegos en forma normal (por tanto con historia 
nula) coincidirian con CPNE. 
Conclusiones 
Como el lector habra podido conduir, hasta ahora no se ha encontrado una nocion de 
equilibrio que implicitamente incorpore las oportunidades de cooperacion propiciadas que 
la posibilidad comunicacion entre los' jugadores, y que tenga validez general en juegos no 
cooperativos. Cada una de las nociones de equilibrio propuestas esta sujeta a criticas 
importantes que plantean dudas sobre su validez general. 
En el problema de la renegociacion discutido en la Seccion 3, la nocion de equilibrio 
Pareto perfecto resulta satisfactoria para juegos repetidos con horizonte finito y con dos 
jugadores. Para juegos con horizonte infinito, se han propuesto varias nociones de equilib-
rio que difieren en el criterio utilizado para distinguir entre las estrategias que son creibles 
y las que no 10 son. Aunque la nocion de credibilidad responde a la idea basica de que un 
jugador seguira una determinada estrategia si cualquier desviacion induce un resultado 
peor al que obtendria si siguiera la estregia prescrita4 , su formulacion concreta esta sujeta 
a controversia. En juegos con mas de dos jugadores, al problema de la renegociacion se 
aiiade el de la posibilidad de desviaciones por coaliciones intermedias. 
Las definiciones de equilibrio a prueba de coaliciones para juegos estaticos estan sujetas 
a una controversia similar. Todas las definiciones discutidas en la Seccion 4, excepto las 
nociones de equilibrio fuerte (SNE) SCE, equilibrio fuerte con comunicacion), utilizan el 
4La credibilidad de una estrategia, por tanto, se debe a la credibilidad de la estrategia alternativa. 
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criterio de sostenibilidad para distinguir las desviaciones que son viabIes de las que no 10 
son. Este criterio solo tiene en cuenta posibles desviaciones posteriores de subcoaliciones 
de la coalicion desviante. Se ha seiialado, sin embargo, que algunas desviaciones podrian 
no ser viables si existen incentivos para organizar desviaciones por coaliciones compuestas 
por algunos miembros de la coalicion desviante y otros de la coalicion complementeria. 
Admitir esta posibilidad romperia la "recursividad" de la nocion de desviacion sostenible, 
y alteraria la nocion de equilibrio de manera fundamental. 
Este problema ha sido estudiado por Greenberg[20], que propone la de equilibrio de 
amenazas coalicionales contingentes (GGTE), y por Chakravorti y Kahn[lO], quienes for-
mulan la nocion de equilibrio universal a prueba de coaliciones (UGPE). Ambas defini-
ciones se aplican a juegos en forma normal y se diferencian de GPNE fundamentalmente 
en que las desviaciones son inmunes a desviaciones consistentes, no solo por parte de 
subcoaliciones, sino de cualquier otra coalicion. La primordial diferencia entre ellos es 
que, mientras en GGTE las desviaciones son publicamente observables, en UGPE no 10 
son. Ambas definiciones se formulan utilizando la metodologia de los conjuntos esta-
bles. Los criterios de consistencia ~ecogidos en la relacion de dominacion no son, sin 
embargo, los llnicos posibles. Existen otros criterios de consistencia aperantemente ra-
zonables que conducirian a nociones de equilibrio distintas. Chwe[ll] estudia un criterio 
de consitencia distinto, en el que las coaliciones evaluan las consecuencias "futuras" de sus 
desviaciones. Este enfoque requiere introducir una dinamica concreta, que determine la 
situacion generada por una desviacion. Las nociones de equilibrio propuestas por Green-
berg, Chakravorti y Kahn, y Chwe no tienen en cuenta la posibilidad de que los jugadores 
de un juego estatico utilicen estrategias correladas. 
Como ya se indico en la Secci6n 4, esta posibilidad no debe ignorarse si los jugadores 
pueden comunicarse, pues en este caso ciertamente pueden utilizar estrategias correladas. 
Las nociones de equilibrio correlado y equilibrio con comunicacion y a prueba de coali-
ciones formulados en la Seccion 4 incorporan esta posibilidad, pero no resuelven de man-
era completamente satisfactoria los problemas de incentivos que introduce esta "conducta 
correlada" . 
Las dos extensiones de equilibrios coalicionales a juegos dinamicos (0 de renegociacion 
al caso de mas de dos jugadores) son de aplicacion mas general que el marco de los 
juegos repetidos. Ambas parten del concepto de GPNE, por 10 que usan la nocion de 
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sostenibilidad y no tienen en cuenta la posibilidad de desviaciones corre1adas. S~n embargo 
constituyen e1 primer acercamiento para una unificaci6n de 10s prob1emas derivados de 
la renegociaci6n y de la desviaci6n coalicional. Entre ellas, la noci6n de equilibrio a 
prueba de comunicaci6n propuesta por Ferreira tiene la ventaja de que su definici6n 
podria reformularse de manera automatica si un nuevo concepto de equilibrio para juegos 
estaticos a1ternativo a GPNE se toma como punto de partida. 
40 
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