Abstract. The main purpose of this paper is to prove g l o b a l c o n vergence of the new trust region method based on smoothed CGS algorithm. This method is suprisingly convenient f o r n umerical solution of large sparse systems of nonlinear equations as it is demonstrated by n umerical experiments. A modi cation of the proposed trust region method do not use matrices, so it can be used for large dense systems of nonlinear equations.
Introduction
Let f j : R n ! R 1 j n, be real-valued functions with continuous second order derivatives. We are concerned with nding a solution x (4) where J(x) is the Jacobian matrix of the original system (1) (its rows are gradients of the functions f j (x) 1 j n).
If the Jacobian matrix J(x) i s n o t i n vertible then the linear system (4) The most commonly used globalization approach for the Newton method is based on a trust region strategy applied to minimization of the function (2) . L e t u s d enote g j (x) a n d G j (x) as the gradients and the Hessian matrices of the functions f j : R n ! R, 1 j n respectively, a n d g(x) a n d G(x) the gradient and the Hessian matrix of the function F : R n ! R respectively. Then, using (2), we obtain
and
Let B(x) be some approximation of the Hessian matrix G(x) (usually B(x) = J T (x) J(x)) and
where g = g(x) and B = B(x). Then a typical iteration step of a trust region strategy applied to minimization of the function (2) has the following form.
(T1) Direction determination :
where > 0 is a trust region bound, 0 ! ! 0 < 1 0 > 0 ( ! 0 and 0 do not depend on the iteration step) g = g(x) a n d B = B(x). (T2) Stepsize selection : Set
(T3) Trust region update : Compute
When < 1 then determine the value
(quadratic interpolation) and set
When 2 < then set
Here 0 < 1 2 < 1 < 1 < 2 0 < 1 < 2 < 1 a n d > 0 (barred constants do not depend on the iteration step).
The trust region strategy with the iteration step (T1)-(T3) has strong global convergence properties (see Refs. 1-3). Even if it also works well for inde nite matrices B(x), we con ne our attention to the positive semide nite case which appears if B(x) = J T (x) J(x).
The most complicated part of the trust region strategy is computing the vector d 2 R n satisfying the conditions (8)- (9) . There exist two basic possibilities. 
where the scaling factor > 0 i s c hosen so that k d k= . It is obvious that this choice together with (D1)-(D3) implies (8)- (9). Steihaug Ref.3 has proved that the conditions (D1)-(D3) are satis ed for the conjugate gradient method applied to the equation Bd+ g = 0. Our main propose is to prove that these conditions are also satis ed for the smoothed CGS method applied to the equation Jd+ f = 0. This leads to the new inexact trust region method whose numerical properties are suprisingly good as it will be shown in Section 3.
Inexact Trust Region Method Based on Smoothed CGS algorithm
First we slightly reformulate the conditions (8)- (9) and (D1)-(D3) to obtain conditions more convenient for systems of nonlinear equations. Instead of (8)- (9) we use the conditions 
(22) (see (5) and (7)). Therefore (21) implies
The inequality (23), which is also a consequence of (8b), is important f o r p r o ving global convergence of the trust region method (see Ref.1).
Using Lemma 2.1 and Lemma 2.2 we can reformulate (D1)-(D3) as follows
for a given 0 ! < 1. Note that this assumption requires that breakdown not occur (as we will see later). The equation Jd+ f = 0 can be solved by m a n y iterative methods. Especially advantageous for our purpose are methods with short recurrences based on the unsymmetric Lanczos process. We focus our attention to the so-called transpose free methods since they allow us to easily compute
for an arbitrary vector v ( is a small di erence). The rst discovered and most simple method of this type is the conjugate gradient squared (CGS) algorithm introduced in Ref. The main disadvantage of the CGS algorithm is the fact that the sequence kr i k = k Jd i + f k, 1 i n is not nonincreasing. Therefore the CGS algorithm has to be smoothed. We use the quasi-minimized CGS algorithm (QCGS) described in Ref. where i and i are chosen to minimize k r i k (again r i = ;(Jd i + f)). From this minimization property w e obtain k r i k kr i k (if we set i = 0 a n d i = 0 ) a n d k r i k k r i;1 k (if we set i = 1 a n d i = 0). Therefore (D1') and (D2') are satis ed for the QCGS algorithm if the breakdown does not occur. It remains to formulate conditions that guarantee the assumption (D3'). 
where P i = I ; V i (V T i V i ) ;1 V T i is an orthogonal projection matrix (symmetric and idempotent) which projectsr i into the subspace orthogonal to the vectors r i;1 ;r i and v i so that P i (r i;1 ;r i ) = 0. This fact and (35) imply r i = P iri = P i r i;1 (36) Now w e use (36) for proving (27) in the assumption (D3').
Lemma 2.4 Let r 1 be generated by the QCGS algorithm, let (26) hold and let
where (J) = k J kk J ;1 k is the condition number of the matrix J. Then (27) holds for 0 < 1.
which together with (39) gives
Using (37) we then obtain (27).
2
Now w e are in a position to describe the complete inexact trust region method based on the smoothed CGS algorithm and prove its global convergence. Algorithm 2.1 Data : 0 < 1 < 2 < 1 < 1 < 2 , 0 < 1 < 2 < 1, 0 < 0 < 1, 0 < ! 0 < 1, 0 < , 0 < , k 2 N, l 2 N.
Step 1 : Choose an initial point x 2 R n . Compute the values f j := f j (x) of the functions f j :R n !R, 1 j n, a t t h e p o i n t x 2 R n and, consequently, . S e t k := 1.
Step 2 : If F then stop. Otherwise compute the gradients g j := g j (x) of the functions f j : R n !R, 1 j n, a t t h e p o i n t x 2 R n (by n umerical differentiation) and, consequently, the Jacobian matrix J := J(x). Compute the gradient g := g(x) of the objective function F : R n ! R by ( 5 ) . S e t l := 1.
Step Step Step Step 3c : Step Step 5 : If 0 and l l then stop (too many reductions). If 0 a n d l < l then set l := l + 1 and go to Step 3. If > 0 a n d k k then stop (too many iterations). If > 0 a n d k < k then set x := x + , f := f + , F := F + , set k := k + 1 a n d g o t o S t e p 2 .
The maximum number of iterations k 2 N serves as an alternative termination criterion in the case when the convergence is too slow. The maximum number of reductions l 2 N serves as a safeguard against a possible in nite cycle.
There are two possibilities when Algorithm 2.1 can fail. If~ = 0 o r g T v = 0 i n Step 3b then division by zero (breakdown) prevents continued computations. We h a ve not treated this situation since it did not appear in any of our test examples. The matrix V T V + D is used in Step 3b to remove the situation when V T V is singular. The technique for its construction is the same as in Ref. 6 .
We suppose in the subsequent considerations that all computations were performed accurately and that k = l=1. W e use the following assumption on functions f j : R n ! R, 1 j n. (A) The functions f j : R n ! R, 1 j n, h a ve c o n tinuous second-order derivatives and there exist constants C 1 > 0, C 2 > 0, C 3 > 0 s u c h that j f j (x) j C 1 , k g j (x) k C 2 , k G j (x) k C 3 , 1 j n, for all x 2 R n . This assumption is relatively strong. Apparently, i t c o u l d b e w eakened, but, for our purposes, it is quite convenient. Theorem 2.1 Let Assumption (A) be satis ed. Let x k 2 R n , k 2 N, be the sequence generated by Algorithm 2.1, where breakdown does not occur. Let there exist constants C 4 > 0 a n d C 5 > 0 s u c h t h a t
Proof : From the de nition of the Jacobian matrix we h a ve
and (6) implies
2 + C 1 C 3 ) Therefore both matrices B(x) = J T (x)J(x) a n d G(x) are bounded from above. The conditions (D1') and (D2') are satis ed from the nature of the QCGS algorithm and from the fact that breakdown does not occur. Using (40) and Corollary 2.1 we get (26) with 1 = 1 =(4C 2 4 ). Using (41) and Lemma 2.4 we obtain (27) with 2 = 1 =(8C 2 4 C 5 ). Therefore the condition (D3') is also satis ed. This together implies (20) and (21) that have the same signi cance as (8) and (9) . Thus, Algorithm 2.1 is exactly the trust region method (T1)-(T3) described in Section 1. Therefore, since both matrices B(x) = J T (x)J(x) a n d G(x) are bounded from above, we can apply the proof of global convergence proposed in Ref. 
Computational Experiments
In this section we present results of a comparative study of three trust region methods for large sparse systems of nonlinear equations. The rst method, which we denote QCGS1, is represented by Algorithm 2. The second method, which w e denote QCGS2, is a modi cation of the previous one. Instead of computing the Jacobian matrix, we use formula (28) 
for i 2 N, instead of (29). The other parts of Algorithm 2.1 remain unchanged.
All test results were obtained by means of the 17 problems given in the Appendix. All these problems were considered with 100 variables. Therefore sparse Jacobian matrices were used. A summary of the results for all problems is given in tables 1-3. Rows of these tables correspond to individual problems and columns contain numbers of iterations denoted IT, n umbers of objective function evaluations denoted IF and the logarithms of the nal values of the objective function denoted P. Tables 1-3 show that the QCGS1 algorithm is much better, measured in both the number of function evaluations and the number of successfully solved problems, than the CGLS algorithm which is frequently used for nonlinear least squares. The CGLS algorithm found a wrong local minimum of the function (2) in the case of problems 4 and 9. Also in the case of problems 5, 8 and 16 the CGLS algorithm probably converged to a wrong local minimum of the function (2) but 2000 function evaluations did not su ce.
The QCGS2 algorithm is slightly worse, measured in the number of function evaluations, than the QCGS1 algorithm. In the other hand the QCGS2 algorithm does not use matrices so it is very convenient for large dense problems.
