In this paper, we first study the linear regression model y Xβ ε = + and obtain a norm-minimized estimator of the parameter vector β by using the g-inverse and the singular value decomposition of matrix X . We then investigate the growth curve model (GCM) and extend the GCM to a generalized GCM (GGCM) by using high order tensors. The parameter estimations in GGCMs are also achieved in this way.
Introduction
Linear regression model, or called linear model (LM), is one of the most widely used models in statistics. There are many kinds of linear models including simple linear models, general linear models, generalized linear models, mixed effects linear models and some other extended forms of linear models [1] [2] [3] [4] [5] . The growth curve model (GCM) is a special kind of general linear models which have applications in many areas such as the psychology data analysis [6] . The GCMs can be used to handle longitudinal data or missing data or even the hierarchical multilevel mixed case [2] [3] [5] [7] - [12] . There are some variations of GCMs such as the latent GCMs which are also very useful. The traditional treatment of the GCMs in the estimation of the parameters in the case of mixed effects for a single response factor is usually to stack all the dependent observations vertically into a very long column vector, usually denoted by y, and all the design matrices (both the fixed effect design matrix and the random effect design ma-trix), the random errors are accordingly concatenated to fit the size of y. This treatment makes the implementation of the related programming much slow due to the magnificent dimensions of the data (matrices and vectors). Things will get even worse if we encounter a huge dataset (big data) such as the data of genome, web related, image gallery, or social network etc.
In this paper, we first use the generalized inverse of matrices and the singular value decomposition to obtain the norm-minimized estimation of the parameters in the linear model. Then we introduce some basic knowledge about tensors before we employ tensors to express and extend the multivariate mixed effects linear models. The extended tensor form of the model can be also regarded as a generalization of the GCM.
Let us first begin with some basic linear regression models. We let y be a response variable and 1 , , r x x  be independent random variables for explaining y. where ε is the error term, and f is an unknown regression function. In linear regression model, f is assumed to be a linear function, i.e., 
It is easy to verify that 
where * denotes any matrix of suitable size and ( ) 
Based on Lemma 1.2, we get
in Equation (1.4) and X satisfies condition in Lemma 1.2. Then the estimator of β with minimal 2-norm is in form
where 
We can reach a norm-minimised estimator of β . Now denote
By Gauss-Markov Theorem, we have ( ) X β , the system components, and the link function f, strictly monotone differentiable function in GLM ( )
The parameters in a GLM include regression parameters β and the discrete parameters in the covariance matrix, both can be estimated with maximum likelihood method. The estimation of the regression parameter for model (1.4) can be expressed as In order to extend the GLMS to more general case, we need some knowledge on tensors. In the next section, we will introduce some basic terminology and operations implemented on tensors, especially on low order tensors.
The 3-Order Tensors and Their Applications in GLMs
A tensor is an extension of a matrix in the case of high order, which is an important tool to study high-dimensional arrays. The origin of tensor can be traced back to early nineteenth century when Cayley studied linear transformation theory and invariant representation. Gauss and Riemann et al. promoted the development of tensor in mathematics. In 1915 Albert Einstein used tensor to describe his general relativity, leading tensor calculus more widely accepted. In the early twentieth century, Ricci and Levi-Civita further developed tensor analysis in absolute differential methods and explored their applications [14] . An mth order n-dimensional real tensors  is always associated with an m-order homogeneous polynomial
 is called positive definite or pd (positive semidefinite or psd) if
A nonzero psd tensor must be of an even order. Let  be of size m n p × × .
Given an r-order tensor
The product of  with U along k-mode is defined as the r-order
There are two kinds of tensor decomposition, i.e., the rank-1 decomposition, also called the CP decomposition, and the Tucker decomposition, or HOSVD. The former is the generalization of matrix rank-1 decomposition and the latter is the matrix singular value decomposition in the high order case. A zero tensor is a tensor with all entries being zero. A diagonal tensor is a tensor whose off-diagonal elements are all zero, i.e., 
, , , 1, 2, , .
, and a slice of a 4-order tensor is a 3-order tensor. Let k be a positive integer. The k-moment of a random variable x is defined as the expectation of x, i.e.,
The traditional extension of moments to a multivariate case is done by an iterative vectorization imposed on k.
This technique is employed not only in the definition of moments but also in other definitions such as that of a characteristic function. By introducing the tensor form into these definitions, we find that the expressions will be much easier to handle than the classical ones. In the next section, we will introduce the tensor form of all these definitions. 
x is called a rank-1 tensor generated by x which is also symmetric. It is shown by Comon et al. [15] that a real tensor  (with size 1 2
can always be decomposed into form
where
The smallest positive integer r is called the rank of  , denoted by ( ) rank  . We note that Equation (2.14) can also be used to define the tensor product of two matrices, which will be used in our next work on the covariance of random matrices. Note that the tensor product of two rank-one matrices is ( ) ( )
Tucker decomposition decomposes the original tensor into a product of the core tensor and a number of unitary matrices in different directions [15] so  can be decomposed into
where S is the core tensor, and 
Then the unfolded matrices along 1-mode, 2-mode and 3-mode are respec- 
Application of 3-Order Tensors in GLMs
The growth curve model (GCM) is one of the GLMs introduced by Wishart in
1938 [16] to study the growth situation of animals and plant between different groups. It is a kind of generalized multivariate variance analysis model, and has been widely used in modern medicine, agriculture and biology etc. GCM originally referred to a wide array of statistical models for repeated measures data [2] [14]. The contemporary use of GCM allows the estimation of inter-object variability such as time trends, time paths, growth curves or latent trajectories, in intra-object patterns of change over time [17] . The efficient estimator has the form ( ) ( )
If the subjects are grouped in a balanced way, i.e., The N observations are clustered into m groups, each containing the same number, say n, of observations. For simplicity, we may assume that first n each then Example 3.1. We recorded the heights of n boys and n girls whose ages are 2, 3, 4 and 6 years. From the observations we make an assumption that the average height increases linearly with age. Since the observed data is partitioned into two groups (one is for the heights of n boys and another is for the height of n girls), each consisting of n objects, and 
where k k l ∈  is an all-ones vector of dimension k. Here 11 12 , β β are respectively the intercept and the slope for girls and 21 22
, β β are respectively the intercept and the slope for boys. We find that it is not so easy for us to investigate the relationship between the gender, height, weight, and age. In the following we employ tensor expression to deal with this issue.
Using the notation in tensor theory, we rewrite model (3.16) in form Here the tensor-matrix multiplication is defined by Equation (2.12) according to the dimensional coherence along each mode.
The potential applications of Equation (3.21) 
The decomposition Equation (3.20) yields a set of compressed images, each with size 16 16 × . If each individual can be characterized by five images (this is called a balanced compression), then the kernel tensor  consists of 50 compressed images where each i U is a projection matrix along mode-i (i = 1, 2, 3). Specifically, 1 U and 2 U together play a role of compression of each image into an 16 16 × image, while 3 U finds the representative elements (here is the 50 images) among a large set of images (the set of 1000 face images). 1 4 , , T T  , 10 indexes such as the lower/higher blood pressures, heartbeat rate, urea, cholesterol, bilirubin, etc. We label these indexes respectively by 1 10 , ,
Suppose that the 30 people are partitioned into three groups (denoted by 1 2 3 , , C C C ) with respect to their ages, consisting of 5, 10, 15 individuals respec-Advances in Linear Algebra & Matrix Theory tively. Denote   5   1 0  1  2  3  4  2  2  2  2  15  1  2  3  4 0 0 1 1 1 1 
Tensor Normal Distributions
In the multivariate analysis, the correlations between the coordinates of a random 
2) Each row
It is easy to show that a matrix normal distribution
(see e.g. [8] ). We now define the tensor normal distribution. Let 
where each matrix 2) ( )
3) ( )
The following property of the multiplication of a tensor with a matrix is shown by Kolda [18] and will be used to prove our main result.
Lemma 4.4. Let  be a real tensor of size From which the result Equation (4.27) is immediate. □ Note that our Formula (4.27) is different from that in Section 2.5 in [18] since the definition of tensor-matrix multiplication is different.
We have the following result for the estimation of the parameter matrix B : Theorem 4.5. Suppose ( ) rank X r mn = ≤ in Equation (4.23) . Then the optimal estimation of the parameter matrix B in Equation Proof. We first write Equation (4.25) in a matrix-vector form by vectorization by using the first item in Lemma 4.3, 
