Abstract. We solve the problem of counting elliptic curves with fixed j-invariant in projective space with tangency conditions. This is equivalent to couting rational nodal curves with condition on the node of the image. The solution is given in the form of effective recursions. We give explicit formulas when the dimension of the ambient projective space is at most 5. Many numerical examples are provided. A C++ program implementing all of the recursions is available upon request.
introduction
Charateristic numbers of curves in projective spaces is a classical problem in algebraic geometry: how many curves in P r of given degree and genus that pass through a general set of linear subspaces, and are tangent to a general set of hyperplanes? Presented in this form, the problem seems almost unattackable, as not much is known even in the case of genus two space curves. However, the cases of genus zero and genus one space curves are well understood. Incidence-only (meaning no tangency condition is considered) characteristic numbers of rational plane curves were first computed by Kontsevich, see [FP] . The method was to pull back the WDVV equation on M 0,4 onto the moduli space of stable maps M 0,n (2, d) to obtain a recursion counting rational plane curves. The same method works equally well for rational space curves. In [P1] , Lemma 2.3.1, it was shown that the tangency divisor is numerically equivalent to a linear combination of the incident divisor and boundary divisors on M 0,n (r, d). Hence one can write down a recursion computing full characteristic numbers of rational space curves.
In genus one, there are at least two counting problems. One could try to obtain enumeration of genus one curves with generic j− invariant, or of genus one curves with fixed j− invariant. This note will deal with the latter. Incidence-only characteristic numbers for genus one space curves with fixed-j invariant have been computed in [I] and [Z] . In this note, recursions computing all characteristic numbers will be provided. In case of incidence-only numbers, we obtain an algebraic solution that works over any closed field of zero charactersistic, in contrast to the analytic method in [I] and [Z] . The results in this note will also be used to compute characteristic numbers of elliptic space curves in an upcoming paper by the author.
All the recursions are based on our algorithm counting rational two nodal reducible curves. These are projective curves having two rational smooth component intersecting at two points (or with a choice of two intersection points in the case of plane curves). Counting these curves is in turn based on an algorithm counting rational curves, now with an additional type of conditions: special tangent conditions. This will be defined in Section 2. We work out in detail the algorithm counting rational curves with special tangent conditions in ambient space of dimension at most 5. For dimension 6 or higher, the numbers could in theory be expressed as intersections of tautological classes on a blowup of M 0,1 (r, d), but this is much less implementable.
We use the following results to obtain our recursions. We use the WDVV equation on M 0,n (r, d). We use the divisor theory on M 0,n (r, d) as developed in [P1] . We do not use any outside input, and our method for incidence-only characteristic numbers is different from those in [I] , [Z] .
The author is very grateful to R.Vakil, his advisor, for numerous helpful conversations and ideas, and for introducing him to the beautiful subject of enumerative geometry.
Definitions and Notations
2.1. The moduli space of stable maps of genus 0 in P r . As usual, M 0,n (r, d) will denote the Kontsevich compactification of the moduli space of genus zero curves with n marked points of degree d in P r . We will also be using the notation M 0,S (r, d) where the markings are indexed by a set S. The following are Weil divisors on M 0,S (r, d):
• The divisor (U || V ) of M 0,S (r, d) is the closure in M 0,S (r, d) of the locus of curves with two components such that U ∪ V = S is a partition of the marked points over the two components. 2.2. The constraints and the ordering of constraints. We will be concerned with the number of curves passing through a constraint. Each constraint is denoted by a (r+1)−tuple ∆ as follows :
is the number of hyperplanes that the curves need to be tangent to.
(ii) For 0 < i ≤ r, ∆(i) is the number of subspaces of codimension i that the curves need to pass through.
(iii) If the curves in consideration have a node and we place a condition on the node, that is the node has to belong to a general codimension k linear subspace, then ∆ has r + 2 elements and the last element, ∆(r + 1), is k.
Note that because in general a curve of degree d will always intersect a hyperplane at d points, introducing an incident condition with a hyperplane essentially means multiplying the cycle class cut out by other conditions by d. For example, if we ask how many genus zero curves of degree 4 in P 3 that pass through the constraint ∆ = (1, 2, 3, 4, 0)(∆(1) = 2), that means we ask how many genus zero curves of degree 4 pass through three lines, four points, are tangent to one hyperplane, and then multiply that answer by 4 2 . We will also refer to ∆ as a set of linear spaces, hence we can say, pick a space p in ∆.
We consider the following ordering on the set of constraints, in order to prove that our algorithm will terminate later on. Let r(∆) = − i≤r i>1 ∆[i] · i 2 , and this will be our rank function. We compare two constraints ∆, ∆ using the following criteria, whose priority are in the following order :
• If ∆(0) = ∆ (0) and ∆ has fewer non-hyperplane elements than ∆ does, then ∆ < ∆ .
Informally speaking, characteristic numbers where the constraints are more spread out at two ends are computed first in the recursion. We write ∆ = ∆ 1 ∆ 2 if ∆ = ∆ 1 + ∆ 2 as a parition of the set of linear spaces in ∆.
2.3. The stacks R, N , RR, RR 2 . We list the following definitions of stacks of stable maps that will occur in our recursions.
1) Let R(r, d) be the usual moduli space of genus zero stable maps M 0,0 (r, d).
2) Let N (r, d) be the closure in M 0,{A,B} (r, d) of the locus of maps of smooth rational curves γ such that γ(A) = γ(B). Informally, N (r, d) parametrizes degree d rational nodal curves in P r .
3)
2 ) where the fibre product is taken over evaluation maps ev C to P r .
4)
Similarly we can define N R(r, d 1 , d 2 ) (see figure 1) .
(the projections are evaluation maps e C ) of the locus of maps γ such that γ(A) = γ(B). We call maps in this family rational two-nodal reducible curves. 2.4. Special Tangent Condition. It is necessary to understand the enumerative geometry of rational curves, now considering extra conditions of the form: there is a fixed marked point A on the curve, and the projective tangent line at A passes through a given codimension 2 linear subspace M . The corresponding (Weil) divisor is denoted by W M A . When there is no need to consider any particular codimension 2 subspace M , we will only write W A . We would also need to consider the case where there is a condition on A, which means it could be specified to lie on a certain linear subspace. By characteristic numbers of rational space curves with special tangent conditions, we mean the numbers of rational space curves having a marked point A that satisfy the following conditions :
• Pass through various linear spaces and are tangent to various hyperplanes.
• The tangent line at A to the curve passes through various codimension 2 linear spaces.
• The point A may or may not lie on a given linear space. If a stack F is supported on a finite number of points then we denote #F to be the stack-theoretic length of F.
If F is a closed substack of the stacks N R, RR then we denote (F, Γ 1 , Γ 2 , k) to be the closure in F of the locus of maps γ such that the restriction of γ on the i−th component satisfies constraint Γ i and that γ(C) lies on k general hyperplanes. We use the notation (F, ∆, k) if we don't want to distinguish the conditions on each compo.nent.
If F is a closed substack of RR 2 (r, d 1 , d 2 ) then we denote (F, Γ 1 , Γ 2 , k, l) to be the closure in F of the locus of maps γ such that the restriction of γ on the i−th component satisfies constraint Γ i and that γ(C) lies on l general hyperplanes, and that γ(A) = γ(B) lies on k general hyperplanes. Similary, we use the notation (F, ∆, k, l) if we don't want to distinguish the conditions on each component.
Note that for maps of reducible source curves, tangency condition include the case where the image of the node lies on the tangency hyperplane, as the intersection multiplicity is 2 in this case.
3. Counting one-nodal reducible curves in P r In this section we discuss how to count maps with reducible source curves.
Proposition 3.1. Let F 1 and F 2 be two families of stable maps with marked point C. Let Γ 1 and Γ 2 be two constraints. Then we have
where ∆ i are determined as follows. Let e 1 be the dimension of the pushforward under ev C of (F 1 , Γ 1 ) into P r . Let e 2 be the dimension of the pushforward under ev C of (F 2 , Γ 2 ) into P r . Then ∆ i is obtained from Γ i by adding a subspace of codimension e i .
Proof. Let α i be the class of ev C * (F i , Γ i ) in the Chow ring of P r . Let h be the class of a subspace of codimension k. Then #(F 1 × ev C F 2 , Γ 1 , Γ 2 , k) is equal to the intersection product α 1 · α 2 · h which is deg(α 1 ) · deg(α 2 ). To compute deg(α i ), we intersect α i with a subspace of codimension e i , thus deg(α i ) = #(F i , ∆ i ) which proves the proposition.
The following lemma is useful because it allow us to express the tangency condition on maps of reducible curves in terms of tangency conditions on maps of each component and condition on the node. Lemma 3.2. Let X 1 , X 2 be stacks of stable maps into P r . Assume each map in each family carries at least one marked point C. Let X = X 1 × ev C X 2 . Let T be the tangency divisortangenttangent on X , and T i be the pull-back of the tangency divisor on the i−th component. Then on X we have this divisorial equation:
Proof. Let C be a general curve in X . C has the following description. There is a family of nodal curves over C, π : S → C such that S is the union of two families of nodal curves X 1 , X 2 along a section s : C → S. The section s represents the marked point C of each family. There is also a map µ : S → P r such that the restriction of µ on each fiber is an element (a map) of X 1 × ev C X 2 . Now choose a general hyperplane H in P r . Then the restriction of the tangency divisor T on C is the branched divisor of the map π : µ −1 (H) = D → C. This map is a d 1 + d 2 sheet covering of C. The ramification points of this map come from three sources :
• The ramification points on µ
The first two sources contribute to the pull backs T 1 · C and T 2 · C respectively. The intersections points µ −1 (H) ∩ s correspond precisely to the maps γ with γ(C) ∈ H. These points are the nodes of the curve D, because through each of them, there are two branches : one from
is one of such points, then the branched divisor of π contains π(P ) with multiplicity 2. Thus we have
Using the lemma, we can "expand" the tangency conditions on F 1 × ev C F 2 until we have tangency conditions only on each individual component.
Proposition 3.3. Let ∆ be a constraint and let ∆ l be the constraint obtained from ∆ by removing l tangency conditions. Then we have the following equality :
Proof. There are ( n l ) ways to remove l tangency conditions. Doing this results in a codimension k + l condition on the node (the image of C) , and the multiplicity is 2 l .
Applying the proposition to the family RR 2 (r, d 1 , d 2 ) we have :
Counting Rational Space Curves With Special Tangent Conditions
In this section, we will describe the algorithm counting rational space curves with special tangent conditions in P r . Let X = M 0,{A} (r, d) throughout this section. Following the notation in [P1] let H be the incident divisor (incident to a codimension 2 subspace), and let K A,j be the boundary divisor of M 0,{A} (r, d) whose points represent reducible curves in which the component containing A is mapped with degree j. The main difficulty when we have multiple special tangent conditions is excess intersection: any special tangent divisor W M A passes through the locus of maps γ where γ(A) is not a smooth point of the image.
However, we have the following result that helps us reduce the number of special tangent divisors in our computation.
Proposition 4.1. Any characteristic number of rational curves with l ≥ r−1 special tangent conditions is expressible in terms of characteristic numbers of rational curves with at most r − 2 special tangent conditions. Proof of this statement will be given in section 5.
Thus, we only need to care about excess intersection locus in codimension at most r − 2. The following proposition lists all components of this locus.
Proposition 4.2. Let S n be the closure of locus of maps γ in X such that the source curve has n + 1 components, and the component containing A, called the principal component, is incident with n other components. Moreover, γ contracts the principal component. Then S 2 , . . . , S r−2 are the components of codimension at most r − 2 of the excess intersection locus of the special tangent divisors. Furthermore, S n contributes to the excess intersection only if there are at least 2n − 2 special tangent conditions. In particular, only S n 's with 2n ≤ r are relevant in counting curves with special tangent conditions. Proof. Let γ be a map in X such that γ(A) is not a smooth point of its image. If γ does not contract the component of the source curve containing A then γ(A) is at least a nodal singularity. Maps of this type vary in a family of codimension at least r − 1. Thus if γ belongs to a component (of the excess locus) of codimension at most r − 2, γ must contract the component of the source curve that containts A. For a multi-index
where the product is taken over the evaluation maps ev A . It is easy to see that each component of S n is a finite quotient of a M 0,n+1 ×V I(d,n) , where M 0,n+1 is the moduli space of genus zero stable curves with n + 1 marked points. Now M 0,n+1 is of dimension n − 2, which means the "enumerative codimension" of S n is n − 2 less than its codimension, hence is 2n − 2. Since we will only need to count rational curves with at most r − 2 special tangent conditions, only S n in which 2n − 2 ≤ r − 2, or equivalently 2n ≤ r, is relevant. We will blow up S n 's in order to discount the excess contribution. The above proposition provides us with an useful guideline. In P 3 , no blowup is needed. One blowup of S 2 is needed for P 4 and P 5 . More generally, we need one more blowup for each increase by two in the dimension of the ambient space. In the rest of this section, we provide explicit formula for the cases P 3 , P 4 , P 5 , which only requires at most one blowup as expect.
Case 1: Counting rational curves with one special tangent condition in P r , r ≥ 3.
We can express the special tangent divisor as linear combinations of boundary divisors and incident divisors, as shown in the following lemma.
Lemma 4.3. The following equality holds in the group A 1 (X ) ⊗ Q, for r > 2 :
where ψ A is the psi-class. In particular, we have
Proof. We use the method as described in [P1] , intersecting the two sides of the equations with a general curve C in X . Let γ denote the image of C under the evaluation map ev A . Let M be the codimension 2 subspace in P r corresponding to the special tangent condition W A . Beccause C is a general curve, we can assume γ is smooth. Let L be a general line in P r , and let π M : P r − M → L be the projection onto L from M . Let φ A be the line bundle on γ described as follows. For each point p ∈ γ, ev
The fibre of φ A over p is then the tangent vector to the image of α at α(A). Let R be the zero scheme of the bundle map
, with T L being the tangent bundle of L. Geometrically, R represents the locus pf points p ∈ γ, such that the map ev −1 A (p) satisfies special tangent condition with respect to the subspace M . Thus
The pullback of φ A by ev A is isomorphic to the line bundle on C obtained by attaching to each map the tangent vector at A to the source curve.
In short, we have
The second equality follows from the fact that
Case 2: Counting rational curves with two special tangent conditions in P r , r ≥ 4.
Let π : X → X the blowup of X along S 2 . Let S j 2 be the component of S 2 with degree partition (j, 0, d − j), and let E j 2 be the corresponding exceptional divisor. We have that S j 2 is a Z 2 -quotient of RR(j, d − j). A general element E j 2 has following geometric interpretation: it is a pair (γ, l) where γ is a map in RR(j, d − j) , and l is a line in P r . l must lie on the plane (l 1 , l 2 ) where l i is the projective tangent line to the image (under γ) of the i-th component at the image (under γ) of A (here we use A to denote the node of the family RR(j, d − j), instead of using C as in the definition in Section 2.2, but this does not change anything). For each divisor D of X , let D be its proper transformation. The next lemma allows us to compute the class π * ( W 2 A )
Lemma 4.4. The following equality holds in A 2 (X ) ⊗ Q:
The class π * ( W A K A,j ) is the class of the closure of the locus of maps with reducible source curves, where the restriction onto the component containing A satisfies one special tangent condition.
Counting maps in π * ( W A K A,j ) is doable by Lemma 4.1 and results in section 3. Counting maps in S j 2 is equivalent to counting maps in RR(j, d − j) which is also doable by results in section 3.
Proof. We pull back the main equation of Lemma 4.3:
where m j is 1 if j = d − j and 2 if j = d − j. Rearranging the terms, we have
Now it is obvious that π * (
Multiply the above equation with W A and pushforward yields the desired equation.
Using Lemma 4.4, we can reduce a counting problem involving two special tangent conditions into various counting problems involving at most one special tangent condition.
Case 3: Counting rational curves with three special tangent conditions in P r , r ≥ 5.
be the pullback of the special tangent divisor of the i-th factor. Let p : RR(j, d−j) → S j 2 be the natural projection. We have the following lemma.
Lemma 4.5. The following equality holds in A 3 (X ) ⊗ Q:
is the closure in X of the locus of maps with reducible source curves, where the restriction of the map on the component containing A satisfies two special tangent conditions. Counting maps in this locus is doable by Lemma 4.4 and results in section 3. Furthermore, for any constraint ∆ we have
if both sides are finite.
Proof. Only the last equality needs proving. Because the constraint ∆ cuts out a onedimensional family on RR(j, d − j), proving the equality is an intersection theory problem on a P 1 -bunlde over a curve. We reformulate the problem as follows. Let F 1 be a onedimensional family of projective rational curves of degree j with a marked point A. We associated with F 1 the line bundle l 1 which is the line bundle of the projective tangent lines at A. Similarly, we have F 2 and l 2 , where curves in
which is a curve (F i 's are choosen so that C is not empty). Let P be the projectivization of l 1 ⊕ l 2 . Thus π : P → C is a rank-one projective bundle. A general element of P is a pair of curve-line (γ, l) with γ ∈ C and l ⊂ (l 1 , l 2 ). Let W be the divisor on P define as follows. For a general codimension 2 subspace M ∈ P r , a pair (γ, l) ∈ P is in W if and only if l ⊂ M . We have a natural inclusion F i = P (l i ) ⊂ P, with P (l i ) being the projectivization of the line bundle l i . Let D be the canonical line bundle on P, and let G be the pullback of a point π (−1) (p) for any p ∈ C. With this reformulation, the equality that we need to prove becomes
Let a i = −c 1 (l i ) · C. We have
1 is of dimension 0 in the Chow ring of P. Similarly 
2 . Add the two equalities together we have
Using Lemma 4.5, we can reduce a counting problem involving three special tangent conditions into various counting problem involving at most 2 special tangent conditions.
We end this section with some examples.
Example 4.6. How many conics in P 3 passing through 3 points, that have a marked point A which must lie on a fixed line M , and that the tangent line at A to the curve passes through a fixed line L? The answer is 1.
Proof. Because the three points that the conic passes through determine its plane H, this problem reduces to an enumerative problem in P 2 : how many conics in P 2 that pass through 3 points and is tangent to a line at a fixed point? The answer is therefore 1. Now we will compute this number in a different way, using Lemma 4.3. Let ∆ = (0, 0, 0, 3), and ∆ = (0, 0, 1, 3). We need to compute #((M 0,{A} (3, 2), ∆), L 2 A W A ). On M 0,{A} (3, 2), there is one boundary divisor, K = (∅, 1 || {A}, 1), which parametrize pair of lines intersecting at one point, and the marked point A is on one of them. Using lemma 4.3 we have
The first "#" term of the right hand side is the number of conics in P r passing through 4 points. The second "#" term is the number of conics in P r passing through 3 points and 2 lines. The last "#" term is the number of pair of lines in P r with one common point, that pass through 3 points, and that the component with the marked point A intersect a line at A.
Example 4.7. There are 2 conics in P 4 satisfying the following conditions. The conics pass through 3 points and a plane, and there is a marked point A on the curve, the projective tangent line at which passes through 2 other planes.
Proof. Again, the three point conditions determine the plane H for the conics. Thus in fact we have a plane curve counting problem. The conics must pass through 4 points (the plane condition now become point condition), and the tangent line at A must pass through 2 other points on the plane H. Thus the problem is equivalent to counting plane conics through 4 points and tangent to 1 line, thus the answer is two. We must show that #((M 0,A (4, 2), ∆), W 
Multiply the equation with W A , pushforward and integrate against (M 0,{A} (4, 2), ∆) we have
where ∆ = (0, 2, 0, 0, 3). We list below several numbers of curves with special tangent conditions in P 3 , P 4 , P 5 . The special class (a, b) means the marked point as a codimension a condition and there are b special tangent conditions. First we need a result about the Chow ring of Bl D (P r × P r ), which is the blowup of P r × P r along the diagonal. For details of the derivation, we refer the readers to [N2] .
Degree Condition Special Classes Numbers
Proposition 5.1. The Chow ring of Bl D (P r × P r ) is generated by h, k, the hyperplane class of the first and second factor, and the exceptional divisor e with the following relations :
Example. The following are the third relation in the case r = 1, 2, 3, 4:
2 ) of maps γ such that γ(A) = γ(B). We rephrase the problem of counting maps in RR 2 (r, d 1 , d 2 ) as follows :
Given two families F 1 and F 2 of maps of rational curves with two marked points A, C. How many times a map γ 1 from F 1 and a map γ 2 from F 2 intersect in such a way that :
• γ 1 (A) = γ 2 (A) and γ 1 (C) = γ 2 (C).
• γ i (A) lies on a fixed linear space of codimension p.
• γ i (C) lies on a fixed linear space of codimension q.
We consider the evaluation map
Let T i be the closure in Bl D (P r × P r ) of ev AC (F i ). Let h, k be the hyperplane classes of the first and second factor in Bl D (P r × P r ). Then the answer to our enumerative problem above is the intersection number
where the product is evaluated in the Chow ring of Bl D (P r × P r ). (T i parametrizes ordered pair of points on the curves in F i . The blowup is to prevent us from counting in the case where two points run into each other).
To count maps in RR 2 (r, d 1 , d 2 ) satisfying the constraint (∆, p, q), we first consider all the partitions ∆ = Γ 1 Γ 2 , and for each such partition, assign constraint Γ i to the i-th component. If ∆(0) = 0, meaning if there are tangency conditions, we also have to distribute the tangency conditions over each component first, in the sense of Proposition 3.3. Then the constraint Γ 1 cuts out a family F 1 on M 0,{A,C} (r, d 1 ). Similarly, γ 2 cuts out a family F 2 on M 0,{A,C} (r, d 2 ). Let T i be the closure of ev AC (F i ) in Bl D (P r × P r ) . We then calculate the product
). Then we take the sum over all partitions ∆ = Γ 1 Γ 2 to get the number of maps # (RR 2 (r, d 1 , d 2 ) , ∆, p, q). We need a result to calculate the classes of T i in A * (Bl D (P r × P r )). The following lemma is useful:
Lemma 5.2. Let F be a family of stable maps in M 0,{A,C} (r, d) such that A, C moves freely, that is, the forgetful map M 0,{A,C} (r, d) → M 0,0 (r, d) has fibre dimension 2. Let T be the closure in Bl D (P r × P r ) of the image of F under the evaluation map ev AC : F → P r × P r . Let G be the family of stable maps in M 0,{A} (r, d) that is the image of F under the forgetful
Proof. The first equality is trivial. The number T h m k n is the number of maps γ ∈ F such that γ(A) belongs to h hyperplanes, and that γ(C) belongs to k hyperplanes. That is precisely the number #(F, L m A L n C ). The second equality follows from the fact that multiplying with e is the same as replacing the family F by the family G. Now we prove the third equality. Let
be a homogeneous coordinate system of P r × P r . Let H be the hypersurface
H contains D with multiplicity one and T
Let us examine what it means to intersect T with e and H. Let π : Bl D (P r × P r ) → P r × P r be the blow up, and let S = π(T ). We have a map γ : S → S ∩ D defined as folows. For each point x ∈ S, let P x be the subspace {p} × P r ⊂ P r × P r , where {p} ∈ P r is chosen so that x ∈ P x . The intersection S ∩ P x is a genus zero curve f x in P x , and γ maps the entire curve f x onto x. The intersection H ∩ P x is a hyperplane in P x which is the span of x and the codimension 2 subspace x 0 = y 0 = 0. Then for a point y ∈ T with π(y) = x, we have y ∈ T ∩ e ∩ H iff f x , as a curve in the projective space P x is tangent to H x at x. Thus intersecting with H (after intersecting with e) has the effect of imposing one special tangent condition on the family G. It follows that intersecting with n − 1 instances of T has the effect of imposing n − 1 special tangent conditions.
Fig 4.
Now we have enough to be able compute the class of T = ev AC * (F) in A * (Bl D (P r × P r )). The formal statement of that fact is the following proposition, whose proof is trivial.
. Then the following intersection products determine T :
with m, n appropriately choosen so that the intersection number is well-defined.
The reason the power n of h + k − e is at most r − 2 is because e r is expressible as polynomials in h and k, so we never need to multiply T with a power of e that is more than r − 1, in order to determine T .
In particular, if we know all characteristic numbers of rational curves with at most r − 2 special tangent conditions, then that is enough to count maps in
Proof of Proposition 4.1. If the number of special tangent conditions l is greater than 2r − 2, then the number is 0 because the tangent line at γ(A) can pass through at most 2r − 2 general codimension 2 subspaces. Now assume l ≤ 2r − 2. Let ∆ be the constraint (beside the special tangent conditions). Let F be (M 0,{A,C} (r, d), ∆) and T be the closure in Bl D (P r × P r ) of the image of F under ev AC . We have dim T < 2r. If we know all the characteristic numbers with at most r − 2 special tangent conditions, then Proposition 5.3 shows that we can determine T . Then the characteristic number with constraint ∆ (and L m A ) and l special tangent conditions is the intersection number T h m e(h + k − e) l .
We end the section with some examples.
Example 5.4. How many pair of lines (L 1 , L 2 ) in P 3 such that they intersect twice, and that each of them passes through 3 lines? The answer is 0.
The answer is obvious because two distinct lines can never intersect twice. But our algorithm does not know that. Let ∆ = (0, 0, 3, 0). We need to compute 1 2 #(RR 2 (3, 1, 1), ∆, ∆).
The factor 1/2 accounts for the fact that the statement of the problem does not distinguish the two intersection points. Let F i be the family of the lines L i with a choice of two marked points A, C on them. Let T i be the pushforward of F i under the evaluation maps ev AC :
. T 1 is three dimensional, so we can assume
The coefficients of h 3 and k 3 must be the same due to symmetry. Similarly the coefficients of h 2 k and hk 2 must be the same.
is the number of lines with a marked point A in P 3 that pass through 3 lines, such that A lies on a fixed plane, and such that the tangent line at A passes through a general line. This number is the same as the number of lines passing through 4 general lines in P r , which is 2. Thus γ = −2µ − T 1 hk(h + k − e) = −4 − 2 = −6. Therefore
Obviously T 1 = T 2 , so after a bit of algebra we have
Example 5.5. How many pair of conics-twisted cubics in P 5 intersecting at two nodes, with the first node being on a fixed hyperplane and the second node being on a fixed 3−space, such that the conic passes through one 3−space, one general plane, one general line, one general point, and the cubic passes through two general 3−spaces, one general plane, one general line, two general points? The answer is 956.
Let Γ 1 = (0, 0, 1, 1, 1, 1, 0) and Γ 2 = (0, 0, 2, 1, 1, 2, 0). We need to compute #(RR 2 (5, 2, 3), Γ 1 , Γ 2 , 1, 2).
Let F 1 be a family of lines conics in P 5 with a choice of two marked points A, C on them, such that the conics satisfy Γ 1 . Let F 2 be the a family of twisted cubics in P 5 with a choice of two marked points A, C on them, such that the cubics satisfy Γ 2 . Let T i be the pushforward of F i under ev AC * onto the Chow ring A * (Bl D (P 5 × P 5 )). The we need to compute the intersection product hk 2 T 1 T 2 . Using Lemma 5.2 and Proposition 5.3, we can find the classes of T i to be : Table 6 . Some enumerative numbers of pair of rational curves in P 5 .
6. Counting rational nodal curves in P r First we gave a recursion counting incidence-only characteristic numbers of rational nodal curves (with condition on the node) in P r .
Theorem 6.1. Let ∆ be a constraint that ∆(0) = 0. Let k = ∆(r + 1). Choose a subspace u in ∆ which is not a hyperplane, such that the dimension of u is largest possible. Then choose any two other subspaces s, t in ∆. The following constraints are derived from ∆ : 0) ∆ by removing u, s, t from ∆. 1) ∆ 0 by replacing u with two subspaces : a hyperplane p and a subspace q such that p∩q = u.
2) ∆ 1 is derived from ∆ 0 , by replacing p and s with p ∩ s.
3) ∆ 2 is derived from ∆ 0 , by replacing q and t with q ∩ t. 4) ∆ 3 is derived from ∆ 0 , by replacing s and t with s ∩ t.
If Γ is a set of linear spaces, and a and b are two linear spaces, denote Γ (a,b) the set obtained from Γ by adding a and b. Then the following formula holds :
Furthermore, ∆ 1 , ∆ 2 , ∆ 3 are all of lower rank than that of ∆. Here
for any two tuples α, β having the same length.
Proof. Let S be a set of markings that is in one-to-one correspondence µ : ∆ 0 → S with the linear spaces in ∆ 0 . Let X be the moduli space M 0,{A,B}∪S (r, d), and let N (S) (r, d) be the closure in X of the locus of maps γ such that γ(A) = γ(B). Let Y be the closure in N (S) of the locus of maps γ such that γ(µ(m)) ∈ m for all m ∈ ∆ 0 . Because # (N (r, d) , ∆) is finite, Y is one-dimensional. We consider two equivalent divisors on X :
. Let us analyze the left-hand side of the equation. Let γ be a general point of Y ∩ K 1 . Then γ is a stable map whose source curve has two components C 1 , C 2 joined at a node, such that µ(p), µ(q) ∈ C 1 and µ(s), µ(t) ∈ C 2 . There are several cases to consider:
• deg γ |C 1 = 0. If only A or C is on C 1 then by dimension couting we have that this case has no contribution. If both A, C are on C 1 then the image curve has a cusp, on which we impose condition like those we impose on p, q. By dimension count again, we also have that the case has no contribution. The quick reason is that if a map contracted a component containing at least 4 special points (marked or nodes), then the dimension of the family of image curves is less than the dimension of the family of maps, therefore is enumeratively irrelevant. Now if A, B ∈ C 2 , γ |C 2 is a rational nodal curve and satisfies the constraint ∆ (but these conditions are marked). The contribution to #(Y ∩ K 1 ) in this case is #(N (r, d), ∆).
• deg γ |C 2 = 0. Arguing similarly, we have that the contribution to #(
There are three subcases : -A, B ∈ C 1 : In this case, γ |C 1 is a rational nodal curve and γ |C 2 is a rational curve. The contribution in this case is
, 0).
The contribution is
-A ∈ C 1 , B ∈ C 2 or vice versa. In this case the image of γ is a curve having two components that intersect twice at distinguished points. The contribution is therefore
We can analyze Y ∩ K 2 in the same way and after rearranging the terms, we derive the equation in the statement of the theorem.
It is now possible to use the results so far to compute the characteristic number of rational nodal curves.
Theorem 6.2. Let ∆ be a constraint such that ∆(0) > 0. Let ∆(r + 1) = k Let ∆ be the constraint obtained from ∆ by removing a tangency hyperplane. Let ∆ be the constraint obtained from ∆ by adding an incident codimension 2 subspace. Then we have the following equality, provided that the left hand side is finite.
Warning : if ∆(0) = 0 then those summands above involving reducible curves contain (twice) the case where the node is mapped to a tangency hyperplane. Also, in computing those summands, one needs to consider all possible splitting of constraints over two components (see Proposition 3, 3 and Corollary 3, 4).
Proof. We have the following equality of divisors on M 0,{A.B} (r, d) Sum up all possibilities, we derive the formula in Theorem 6.2.
Calculation of #(RR 2 (r, d 1 , d 2 ), ∆ , k, 0) should make use of Corollary 3.4. One point worth mentioning when counting rational nodal curves with tangency conditions and with condition on the node is that maps with degree 2 do contribute enumeratively. Rational nodal curves with degree two are rational degree two covers of P 1 with a marked point specified as the node. For these maps, having a hyperplane passing through the branched points count as tangency.
From characteristic number of rational nodal curves, it is easy to get characteristic number of rational nodal curves. Let m = ∆(0), and ∆ i be the constraint received by removing i tangency conditions and replace them by a codimension i on the node. Then we have the number of elliptic curves with fixed j− invariant, with j generic, of degree d in P r satisfying constraint ∆ denoted #(J (r, d), ∆), is :
Now we give several numerical examples. We recover all previously known numbers in literature. The characteristic numbers of plane nodal cubics were computed in [A] . The charactersitic numbers of elliptic plane curves with fixed j− invariant were computed in [V2] . Charactersitic numbers of rational plane cubics in P 3 were computed in [HMX] . Let N, N l , N p be the family of rational nodal curves, rational nodal curves with the node on a fixed line, rational nodal curves with the node on a fixed point. Similarly, we denote N s , N b , N f for the same family with the node on a fixed plane, a fixed 3−space, or a fixed 4−space. The following tables list the characteristic numbers of such families and of elliptic curves with fixed j− invariant (denoted by J ). Below are tables of characteristic numbers of such families of low degree (2, 3, 4, 5) . In some tables, we put some point conditions so that the numbers are small enouch to fit in the table. The only other conditions are tangency, and top incident condition. For example, in the table for quartics in P 4 , the curves must pass through 2 points, the other conditions are combination of tangency and incident to planes. 
