In this paper we give a sufficient condition for the exact controllability of the following model of the suspension bridge equation proposed by Lazer and McKenna in [7] w tt + cw t + dw xxxx + kw
Introduction
After The Tacoma Narrows Bridge collapsed on November 7, 1940 a lot of work have been done in the study of suspension bridge models. An important contribution is the work done by A.C.
Lazer and P.J. McKenna in [7] and J. Glover, A.C. Lazer and P.J. McKenna in [6] who proposed the following mathematical model for suspension bridges w tt + cw t + dw xxxx + kw + = p(t, x), 0 < x < 1, t ∈ IR, w(t, 0) = w(t, 1) = w xx (t, 0) = w xx (t, 1) = 0, t ∈ IR The existence of bounded solutions of this model (1.1) and other similar equations has been carried out recently in [2] , [3] , [1] , [8] , [9] and [5] . To our knowledge, the exact controllability of this model under non-linear action of the control has not been studied before. So, in this paper we give a sufficient condition for the exact controllability of the following controlled suspension bridge equation w tt + cw t + dw xxxx + kw + = p(t, x) + u(t, x) + f (t, w, u(t, x)), 0 < x < 1 w(t, 0) = w(t, 1) = w xx (t, 0) = w xx (t, 1) = 0, t ∈ IR (1.2) where the distributed control u belong to L 2 (0, t 1 ; L 2 (0, 1)) and f : [0, t 1 ] × IR × IR → IR is a continuous function on t and globally Lipschitz in the other variables. i.e., there exists a constant l > 0 such that for all x 1 , x 2 , u 1 , u 2 ∈ IR we have
To this end, we prove that the linear part of this system
is exactly controllable on [0, t 1 ] for all t 1 > 0; moreover, we find the formula(4.31) to compute
for the the linear system (1.4). Then, we use this formula to construct a sequence of controls u n that converges to a control u that steers an initial state z 0 to a final state z 1 for the non-linear system (1.2), which proves the exact controllability of this system. That is to say, the controllability of the linear system (1.4) is preserved under the non-linear perturbation −kw + + p(t, x) + f (t, w, u(t, x)).
Abstract Formulation of the Problem
The system(1.2) can be written as an abstract second order equation on the Hilbert Space X = L 2 (0, 1) as follows:ẅ 5) where the unbounded operator A is given by Aφ = φ xxxx with domain
, and has the following spectral decomposition:
where λ n = n 4 π 4 , φ n (x) = sin nπx, < •, • > is the inner product in X and
So, {E n } is a family of complete orthogonal projections in X and
b) −A generates an analytic semigroup {e −At } given by
c) The fractional powered spaces X r are given by:
with the norm
and
Also, for r ≥ 0 we define Z r = X r × X, which is a Hilbert Space with norm given by:
Using the change of variables w = v, the second order equation (2.5) can be written as a first order system of ordinary differential equations in the Hilbert space
where
11)
A is an unbounded linear operator with domain
and the function F : [0,
Since X 1/2 is continuously included in X, we obtain (for all z 1 , z 2 ∈ Z 1/2 and u 1 , u 2 ∈ X) that
where L = k + l. Throughout this paper, without lost of generality we will assume that,
The Uncontrolled Linear Equation
In this section we shall study the well-posedness of the following abstract linear Cauchy initial value problem
which is equivalent to prove that the operator A generates a strongly continuous group. To this end, we shall use the following Lemma from [10] .
Lemma 3.1 Let Z be a separable Hilbert space and {A n } n≥1 , {P n } n≥1 two families of bounded linear operators in Z with {P n } n≥1 being a complete family of orthogonal projections such that
Define the following family of linear operators
(a) T (t) is a linear bounded operator if
for some continuous real-valued function g(t).
(b) under the condition (3.17) {T (t)} t≥0 is a C 0 -semigroup in the Hilbert space Z whose infinitesimal generator A is given by
20)
whereĀ n = A n P n .
Theorem 3.1
The operator A given by (2.11), is the infinitesimal generator of a strongly continuous group {T (t)} t∈I R given by
where {P n } n≥0 is a complete family of orthogonal projections in the Hilbert space Z 1/2 given by
This group {T (t)} t∈I R decays exponentially to zero. In fact, we have the following estimate
Proof Computing Az yields,
It is clear that A n P n = P n A n . Now, we need to check condition (3.17) from Lemma 3.1. To this end, we compute the spectrum of the matrix B n . The characteristic equation of B n is given by λ 2 + cλ + dλ n = 0, and the eigenvalues σ 1 (n), σ 2 (n) of the matrix B n are given by
where,
Therefore,
From the above formulas we obtain that
where a(n) = cos l n t + c 2l n sin l n t, b(n) = sin l n t, c(n) = sin l n t, d(n) = cos l n t − c 2l n sin l n t, and
If we set,
we have,
Hence, applying Lemma 3.1 we obtain that A generates a strongly continuous group given by (3.21). Next, we will prove this group decays exponentially to zero. In fact,
Exact Controllability of the Linear System
Now, we shall give the definition of controllability in terms of the linear system
For all z 0 ∈ Z 1/2 equation (4.25) has a unique mild solution given by
Definition 4.1 (Exact Controllability) We say that system (4.25) is exactly controllable on [0, t 1 ], t 1 > 0, if for all z 0 , z 1 ∈ Z r there exists a control u ∈ L 2 (0, t 1 ; X) such that the solution z(t) of (4.27) corresponding to u, verifies: z(t 1 ) = z 1 .
Consider the following bounded linear operator
Then, the following proposition is a characterization of the exact controllability of the system (4.25). 
Now, consider the following family of finite dimensional systems y = A j P j y + P j Bu, y ∈ R(P j ); j = 1, 2, . . . , ∞, (4.29)
where R(P j ) = Range(P j ).
Then, the following proposition can be shown the same way as Lemma 1 from [11] .
Proposition 4.2
The following statements are equivalent:
given by:
is invertible. Now, we are ready to formulate the main result on exact controllability of the linear system (4.25).
Theorem 4.1
The system (4.25) is exactly controllable on [0, t 1 ]. Moreover, the control u ∈ L 2 (0, t 1 ; X) that steers an initial state z 0 to a final state z 1 at time t 1 > 0 is given by the following formula:
Proof . First, we shall prove that each of the following finite dimensional systems is controllable
In fact, we can check the condition for controllability of the systems
In this case the operators A j = B j P j and A are given by
and the eigenvalues σ 1 (j), σ 2 (j) of the matrix B j are given by
Therefore, A * j = B * j P j with
Then,
which implies that y = 0.
From Proposition 4.2 the operator W j (t 1 ) : R(P j ) → R(P j ) given by:
we have
Now, we shall prove that the family of linear operators,
is bounded and W −1 j (t 1 ) is uniformly bounded. To this end, we shall compute explicitly the matrix W −1 j (t 1 ). From the above formulas we obtain that
The determinant Δ(j) of the matrix W j (t 1 ) is given by
Passing to the limit as j goes to ∞, we obtain,
Therefore, there exist constants R 1 , R 2 > 0 such that
, where b n,m (j), n = 1, 2; m = 1, 2; j = 1, 2, . . . are bounded. Using the same computation as in Theorem 3.1 we can prove the existence of constant L 2 (c, d) such that
Now, we define the following linear bounded operators
Using the definition we see that, W (t 1 )W −1 (t 1 )z = z and
Next, we will show that given z ∈ Z 1/2 there exists a control u ∈ L 2 (0, t 1 ; X) such that Gu = z.
In fact, let u be the following control
Then, Gu = 
Exact Controllability of the Non-Linear System
Now, we shall give the definition of controllability in terms of the non-linear systems z = Az + Bu + F (t, z, u(t)) z ∈ Z 1/2 , t > 0, z(0) = z 0 . Consider the following non-linear operator
given by G F u = where z(t) = z(t; z 0 , u) is the corresponding solution of (5.34).
Then, the following proposition is a characterization of the exact controllability of the nonlinear system (5.33).
