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We propose a brand-new protocol called machine learning continuous-variable quantum key distri-
bution (ML-CVQKD), aiming to break the limitation of traditional pattern in CVQKD and establish
a cross research platform between CVQKD and machine learning. ML-CVQKD divides the whole
system into state learning process and state prediction process. The former is used for training
and estimating quantum classifier, and the latter is used for predicting unlabeled signal states.
Meanwhile, a quantum multi-label classification (QMLC) algorithm is designed as an embedded
classifier for ML-CVQKD. Feature extraction for coherent state and machine learning-based criteria
for CVQKD are successively suggested. QMLC-embedded ML-CVQKD protocol could improve the
performance of CVQKD system in terms of both secret key rate and transmission distance, and it
provides a novel approach for improving the practical CVQKD system.
PACS numbers: 42.50.St
I. INTRODUCTION
For decades, continuous-variable quantum key distri-
bution (CVQKD) [1, 2] has been a hotspot in quantum
communication and quantum cryptography. It provides
an approach to allows two distant legitimate partners,
Alice and Bob, to share a random secure key over inse-
cure quantum and classical channels.
One of the advantage of CVQKD protocols comparing
its discrete-variable quantum key distribution (DVQKD)
[3, 4] counterpart is that the most state-of-art telecom-
munication technologies can be compatible to CVQKD
protocols, so that one may apply CVQKD system to
the practical communication network in use. Moreover,
CVQKD protocols have been shown to be secure against
arbitrary collective attacks, which are optimal in both the
asymptotic limit [5–8] and the finite-size regime [9, 10].
Recently, CVQKD is further proved to be secure against
collective attacks in composable security framework [11],
which is the security analysis by carefully considering ev-
ery detailed step in CVQKD system.
In general, there are two modulation approaches in
CVQKD protocol, i.e., Gaussian modulated CVQKD
protocol [12, 13] and discretely modulated CVQKD pro-
tocol [14–17]. For the first approach, Alice usually en-
codes key bits in the quadratures (pˆ and qˆ) of opti-
cal field [18], while Bob can restore the secret key bits
through high-speed and high-efficiency coherent detec-
tion techniques. This strategy usually has a repetition
rate higher than that of single-photon detections so that
Gaussian modulated CVQKD could potentially achieve
higher secret key rate. However, it seems unfortunately
limited to much shorter distance due to the problem of
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quite low reconciliation efficiency in long-distance trans-
mission. For the other approach, it generates several
nonorthogonal coherent states and exploits the sign of
the measured quadrature of each state to encode infor-
mation rather than using the quadrature pˆ or qˆ itself.
This discrete modulation strategy is more suitable for
long-distance transmission since the sign of the measured
quadrature is already discrete, thereby validating most
excellent error-correcting codes even at low SNR.
However, most of the existing CVQKD protocols,
whether Gaussian modulated protocols or discretely
modulated protocols, are based on communication-
related techniques, and comply with the similar pat-
tern in which raw key is firstly generated and followed
by the post-processing including reconciliation, parame-
ter estimation, error-correcting and privacy amplification
[19]. These nearly identical procedures with a variety of
communication-related techniques of CVQKD protocols
have been investigated for a dozen years. Although a
number of excellent CVQKD protocols have been pro-
posed such as measurement-device-independent (MDI)
CVQKD protocols [20–24], plug-and-play (PP) CVQKD
protocols [25, 26], unidimensional CVQKD protocols [27–
29], entangled-source-in-middle (ESIM) CVQKD proto-
cols [30, 31], phase-encoded and basis-encoded CVQKD
protocols [32, 33] etc., one may hardly make a further
breakthrough for CVQKD due to the limitation of its
traditional pattern and techniques.
In recent years, machine learning (ML) [34] has been
widely applied and has shown its powerful impact upon
diverse research fields such as artificial intelligence, im-
age processing, data mining and so on. However, few re-
searches about applying machine learning to CVQKD has
been conducted except some preliminary studies [35, 36].
To break the limitation of traditional pattern and es-
tablish a cross research platform between CVQKD and
machine learning, in this paper, we suggest a special-
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2ized framework for performing continuous-variable quan-
tum key distribution. By introducing machine learning
methodology, we redesign the whole process of CVQKD
system, called machine learning CVQKD (ML-CVQKD),
making it more suitable for the various machine learn-
ing implementations. In particular, the process of ML-
CVQKD contains all possible steps for supervised learn-
ing algorithms [37] involving training, testing and pre-
diction, each step of which is vital for classifying the re-
ceived coherent state. ML-CVQKD waives the necessity
of error correction and parameter estimation during post-
processing so that one can exploit more raw key to gener-
ate the final secret key. In the meantime, a well-behaved
quantum multi-label classification (QMLC) algorithm is
proposed as an embedded classifier. This specially de-
signed quantum classifier is not only quite suitable for
the ML-CVQKD system, but also beneficial for the per-
formance improvement of CVQKD. The quality of the
whole system can be simultaneously assessed by a single
machine learning parameter so that the complicated es-
timation of covariance matrix of quantum system is no
longer required. Moreover, the proposed protocol can
be applied to the existing system without deploying any
extra equipment. We show that the proposed QMLC-
embedded ML-CVQKD protocol can improve the perfor-
mance of CVQKD system with tolerable low error rate.
The size of data block used for generating positive se-
cret key is much less so that ML-CVQKD is much more
suitable for real-time transmission.
This paper is structured as follows. In Sec. II, we
demonstrate the proposed machine learning CVQKD sys-
tem, namely ML-CVQKD. In Sec. III, we elaborate the
principle of embedded QMLC algorithm. Performance
analysis are discussed in Sec. IV and final conclusions
are drawn in Sec. V.
II. MACHINE LEARNING CVQKD SYSTEM
In this section, we first briefly retrospect the tradi-
tional process of CVQKD system, and then give the
detailed description of the specialized framework, ML-
CVQKD.
A. Traditional process of CVQKD
Since F. Grosshans and P. Grangier put forward the
initial Gaussian modulated coherent state (GG02) pro-
tocol [38], scholars have proposed plenty of improved
schemes. Subsequently, A. Leverrier et al. further mod-
ified the process by taking finite-size effect into account
[39], rendering the traditional process become a standard
for most CVQKD systems.
As can be seen from Fig. 1(b), the prepare-and-
measurement (PM) process for traditional CVQKD sys-
tem is composed of following steps [11].
FIG. 1. (a) Schematic diagram of prepare-and-measurement
CVQKD protocol. (b) The process for traditional CVQKD
protocol. (c) ML-CVQKD in which steps of error correction
and parameter estimation are substituted by machine learning
process.
State Preparation Alice first prepares a modulated
coherent state, and sends it to Bob through an untrusted
quantum channel.
Measurement Bob then measures the incoming state
with coherent detection so that Alice and Bob share two
correlated sets variables, i.e. raw key.
Error Correction One first needs to discretize the
yielded raw key if Gaussian modulation is used, and then
a linear error correcting code, usually a low density parity
check (LDPC) code [40], is exploited to automatically
reconciliate the data between Alice and Bob.
Parameter Estimation Bob sends a part of bits of
information to Alice that allow her to infer the character-
istic of the quantum channel and compute the covariance
matrix of quantum system.
Privacy Amplification Alice and Bob apply a ran-
dom hash function to their respective strings so that they
can obtain two identical strings, i.e., secret key.
The above process is based on information theory, so
that one needs to correct the erroneous code and evalu-
ate the quality of quantum channel, which makes error
correction and parameter estimation become the most
crucial steps in traditional CVQKD protocol. However,
a part of resources such as the generated raw key, storage
and computing of devices have to be inevitably sacrificed
for these two steps. To break the limitation and reduce
the cost, ML-CVQKD is suggested in what follows.
B. Process of ML-CVQKD
As shown in Fig. 1(c), it depicts that parts of tradi-
tional CVQKD process are replaced by machine learning.
The classic machine learning, especially supervised learn-
ing, involves three modules, i.e., training, testing and pre-
diction. Each module is responsible for respective task,
3FIG. 2. The framework for machine learning CVQKD pro-
cess. It is composed of two parts, state learning for modeling
and evaluation, and state prediction for classification.
i.e. modeling, evaluation and classification. Specifically,
to construct the classifier, a training set is first used for
learning the classification rules. Subsequently, another
set of data, called testing set, is exploited to evaluate the
classifier’s performance. Finally, the trained classifier can
be used for predicting unknown data if the evaluation is
passed. Inspired by the classic machine learning process,
we design a framework for ML-CVQKD process which
includes two parts. As shown in Fig. 2, we now explain
each step as follows.
State Learning
Step 1 Alice first prepares labeled coherent states, and
sends them to Bob through untrusted quantum channel.
Step 2 Bob measures the incoming states with coher-
ent detector thereby obtains the measurement results.
Note that these results are similar to, but not identical
to the modulated information sent by Alice, this is be-
cause the transmitted signals are inevitably distorted by
several negative effects such as channel noise and loss.
Step 3 After collecting sufficient data, Bob divides
them into two datasets, i.e. training set and testing set.
The former is used for training classifier, and the latter
is used to evaluate the classifier’s performance and the
quality of quantum channel.
Step 4 A well-behaved quantum classifier for ML-
CVQKD is prepared if testing is passed.
Once the classifier has been trained successfully, one
does not need to perform state learning repeatedly.
State Prediction
Step 1 Alice prepares modulated coherent states and
sends them to Bob through untrusted quantum channel.
Step 2 Bob obtains the measurement results (unla-
beled) by measuring the received states with coherent
detector.
Step 3 Bob first extracts features from the obtained
unknown data, these features are subsequently used as
input data for the prepared classifier.
Step 4 Bob classifies the input data using the well-
behaved classifier, so that he can predict the state that
Alice sent to him. After many rounds of prediction, Alice
and Bob share a string of key.
Step 5 To further enhance the security, Alice and Bob
apply a random hash function to their respective strings.
Finally, they respectively obtain two identical strings, i.e.
secret key.
The proposed ML-CVQKD process is quite different
with traditional CVQKD. Due to the framework is de-
signed for various machine learning algorithms so that a
learning process (state learning) is necessary for training
the classifier. Error correction and parameter estimation
are no longer required for ML-CVQKD since their duties
can be integrated into state learning. Once the classifier
is prepared, all data can be used for generating secret key
rather than sacrifice part of it for error correcting and
parameter estimation, resulting in the performance im-
provement of CVQKD. Furthermore, the data-processing
of ML-CVQKD does not need any extra device or com-
ponent so that it is convenient to apply existing machine
learning algorithms to enhance the practical CVQKD
system.
III. QUANTUM CLASSIFIER FOR ML-CVQKD
As known, lots of classification algorithms have pro-
posed for solving traditional classifier problems, such as
Decision Tree, Neural Network, Support Vector Machine
(SVM) and so on. However, few algorithms are suggested
for classifying quantum state. To enhance the perfor-
mance of CVQKD system, we propose a quantum multi-
label classification (QMLC) algorithm for ML-CVQKD.
QMLC is derived from a traditional lazy learning ap-
proach called k-nearest neighbor (kNN) [41]. It selects k
nearest neighbors for each unknown data point. Based on
the number of neighboring data belonging to each possi-
ble class, maximum a posteriori (MAP) principle can be
exploited to allocate the label to the unknown data point.
Fig. 3 depicts an example of kNN approach in feature
space. The green circle denotes an unknown data point,
while triangles and rectangles represent the labeled data
points which respectively belong to red class and yellow
class. The green circle will be assigned to the red class
for k = 3, since two of the 3-nearest labeled data points
belong to the red class while only one point belongs to
the yellow class. Similarly, the green circle will be labeled
as yellow class for k = 7.
kNN classifies unknown data in feature space which
enlightens us that coherent states can probably be clas-
sified in its phase space. As shown in Fig. 4(a), the
phase space is divided into several regions, which are la-
beled as Li (i = 1, 2, 3, 4) according to their located quad-
rant. We find that each QPSK-modulated coherent state
belongs to a single label, which can be deemed quan-
tum single-label learning depicted in Fig. 4(c). How-
4FIG. 3. The k-nearest neighbor classification algorithm in
feature space. Green circle denotes an unknown data point,
triangles and rectangles belong to red class and yellow class,
respectively. Blue dashed circle represents k = 3 while blue
dotted circle represents k = 7.
FIG. 4. (Top) Phase space representation of coherent states
with (a) QPSK and (b) 8PSK modulation. Each coherent
state is assigned only one label in QPSK or multiple (at least
one) labels in 8PSK. (Bottom) Quantum machine learning
model for (c) single-label learning and (d) multi-label learn-
ing.
ever, with the development of modulation technique,
8PSK [42], 16PSK and even quadrature amplitude mod-
ulation (QAM) [43] are applied to further improve the
performance of CVQKD system. As an example, Fig.
4(b) shows the phase space representation of coherent
states with 8PSK modulation. Thereinto, some of 8PSK-
modulated coherent states, such as |α2〉, |α4〉, |α6〉 and
|α8〉, simultaneously belong to multiple labels, which can
be generalized into quantum multi-label learning in Fig.
4(d).
In fact, single label is a special case of multiple labels,
so that both can be described by the model of multi-
label learning. In what follows, we detail the proposed
QMLC algorithm for addressing the generalized multi-
label CVQKD model. Without loss of generality, we
consider the algorithm for the 8PSK-modulated CVQKD
since it is the simplest multi-label modulation scheme.
We note that the proposed QMLC algorithm can also be
extended for other complicated modulation schemes.
A. Feature extraction for coherent state
As known, feature extraction is an important data-
preprocessing step in machine learning, since a set of
suitable features would significantly enhance classifica-
tion performance. The more features are extracted, the
more details about the object can be obtained. How-
ever, there is few apparent features to describe a modu-
lated coherent state, except for a few attributes such as
p-quadrature, q-quadrature and modulated variance VM .
To solve the above-mentioned problem, we construct
a set of distance features for each coherent state. As
shown in Fig. 5, Alice sends a modulated coherent state
through an untrusted quantum channel (usually a sin-
gle mode fiber, SMF), and then the transmitted coher-
ent state is received by Bob. Note that the transmit-
ted state is no longer identical with its initial modulated
state due to the phase drift (θ′ 6= θ) and energy atten-
uation (
√
p′2 + q′2 <
√
p2 + q2) caused by the imper-
fect channel noise and loss. Subsequently, a number of
virtual states (we named them reference states) are set
for calculating the similarities of the transmitted state
and reference states. In particular, the similarity can be
measured by Euclidean metric, which is the straight-line
distance between two points in Euclidean space [44]. In
the Cartesian coordinates, we assume y = (y1, y2, ..., yn)
and z = (z1, z2, ..., zn) are two points in Euclidean n-
dimensional space, and the distance d between y and z
is given by
d(y, z) =
√√√√ n∑
i=1
(yi − zi)2. (1)
Specifically, in the 2-dimensional phase space we have
dw(t, r) =
√
(p′ − prw)2 + (q′ − qrw)2, (2)
where w is the number of reference state, t = (p′, q′)
and r = (pr, qr) are the respective Cartesian points of
transmitted state and r-th reference state. After that,
we can extract a set of feature vectors d = (d1, d2, ..., dw)
for better description of the transmitted states.
As mentioned above, reference states are a set of vir-
tual states that do not really exist, and hence one does
not need to prepare them at Bob’s side. In general, refer-
ence states are set to be identical with initial modulated
states, which can help us to investigate the influence of
imperfect channel on transmitted state.
5FIG. 5. Feature extraction of 8PSK-modulated coherent
state. (Left) Alice sends the modulated coherent state
through the noisy and lossy channel. (Right) Bob receives
the transmitted coherent state and extracts its distance fea-
tures. Green dot denotes signal state, and yellow dot denotes
virtual state, i.e. reference state.
B. Quantum multi-label classifier
After extracting robust features, these features are sub-
sequently used as input data of classifier for state learn-
ing. Assuming X = Rd is d-dimensional data space,
and Y = {y1, y2, ..., yl} is label space containing l cat-
egories. A training set is given by D = {(xi, Yi)|1 ≤
i ≤ m}, where xi ∈ X is d-dimensional attribute vec-
tor (xi1, xi2, ..., xid)
T and Yi ⊆ Y is a set of labels to
which xi belongs. The task of learning system is to
find a multi-label classifier h(·) : X → 2Y . Namely,
for a given threshold function t : X → R, it renders
h(x) = {y|f(x, y) > t(x), y ∈ Y}.
Let |x〉 be an unlabeled coherent state, and N (|x〉)
denotes the subset of k nearest coherent states of |x〉 in
training set. The following statistic will be calculated as
Cj =
∑
(|x∗〉,Y ∗)∈N (|x〉)
[[yj ∈ Y ∗]], (3)
where Cj counts the number of neighbors of |x〉 belong-
ing to the j-th category yj (1 ≤ j ≤ l). Assuming Hj
represents the event that coherent state |x〉 has label yj ,
then P(Hj |Cj) denotes the posteriori probability, where
Hj is true under the condition that Cj is the labeled
data in N (|x〉) have label yj . Accordingly, P(H¯j |Cj) de-
notes the posteriori probability which Hj is false under
the condition that Cj labeled data in N (|x〉) with label
yj . Let f(|x〉, yj) = P(Hj |Cj)/P(H¯j |Cj), the quantum
multi-label classifier can be expressed by
h(|x〉) = {yj |P(Hj |Cj)/P(H¯j |Cj) > t(|x〉), 1 ≤ j ≤ l}.
(4)
In other words, unlabeled coherent state |x〉 can be
assigned to category yj when posteriori probability
P(Hj |Cj) is greater than t(|x〉) · P(H¯j |Cj).
Specifically, based on Bayesian theorem [35], function
f(|x〉, yj) can be rewritten as
f(|x〉, yj) = P(Hj |Cj)P(H¯j |Cj) =
P(Hj) · P(Cj |Hj)
P(H¯j) · P(Cj |H¯j) , (5)
where P(Hj) and P(H¯j) respectively represent the prior
probability that event Hj is true or false, P(Cj |Hj) and
P(Cj |H¯j) respectively represent the conditional probabil-
ity of Cj labeled coherent states in N (|x〉) with label yj
under the condition that event Hj is true or false.
The probabilities in Eq. (5) can be estimated by fre-
quency counting in training set. In particular, prior prob-
abilities can be calculated by
P(Hj) =
s+
∑m
i=1[[yj ∈ Yi]]
s× 2 +m (1 ≤ j ≤ l), (6)
and
P(H¯j) = 1− P(Hj) (1 ≤ j ≤ l), (7)
where s is a smoothing parameter controlling the weight
of uniform prior distribution during probability esti-
mates, and it usually set to 1 for Laplace smoothing.
Different from prior probability, the estimation of con-
ditional probabilities in Eq. (5) is complicated. For the
j-th category yj (1 ≤ j ≤ l), we calculate two arrays ςj
and ς¯j , each of which contains k + 1 elements given by
ςj [r] =
m∑
i=1
[[yj ∈ Yi]] · [[ψj(|xi〉) = r]] (0 ≤ r ≤ k), (8)
and
ς¯j [r] =
m∑
i=1
[[yj /∈ Yi]] · [[ψj(|xi〉) = r]] (0 ≤ r ≤ k), (9)
where
ψj(|xi〉) =
∑
(|x∗〉,Y ∗)∈N (|xi〉)
[[yj ∈ Y ∗]]. (10)
ψj(|xi〉) counts the number of neighbors that belong to
category yj in k nearest neighbors of the i-th coherent
state. Correspondingly, ςj [r] counts the number of co-
herent states that belong to category yj themselves and
exactly have r neighbors which belong to category yj in
k neighbors, while ς¯j [r] counts the number of coherent
states that does not belong to category yj and exactly
have r neighbors which belong to category yj in k neigh-
bors. Consequently, the conditional probabilities in Eq.
(5) can be calculated by
P(Cj |Hj) = s+ ςj [Cj ]
s× (k + 1) +∑kr=0 ςj [r] , (11)
and
P(Cj |H¯j) = s+ ς¯j [Cj ]
s× (k + 1) +∑kr=0 ς¯j [r] , (12)
where 1 ≤ j ≤ l and 0 ≤ Cj ≤ k. Finally, a well-behaved
quantum multi-label classifier h(|x〉) is obtained by the
successful state learning.
6Comparing with state-discrimination detector re-
ported by our previous work [35], the proposed QMLC al-
gorithm has several advantages. The most obvious merit
is that QMLC has the ability to address the model of
multi-label learning, thereby it is suitable to the high
dimensional modulation strategy. In essence, QMLC be-
longs a part of data-processing in ML-CVQKD, so that
it can be ran without any extra device or component.
Moreover, the proposed ML-CVQKD with QMLC can
further improve system’s performance, we give the de-
tailed analysis in next section.
IV. PERFORMANCE ANALYSIS
Before illustrating the detailed performance analysis
of the QMLC-embedded ML-CVQKD system, it is neces-
sary to present all input data since the proposed protocol
is quite different from the traditional GG02 protocol.
As known, quantum channel of the fiber-based one-
way quantum key distribution can be deemed a mapping
function which can be described as [45]
q′ =
√
η(q cosϕ0 + p sinϕ0) + ε, (13)
p′ =
√
η(p cosϕ0 − q sinϕ0) + ε, (14)
where ϕ0 = |θ−θ′| is the phase drift during transmission
and ε is Gaussian (0, N0 + η) distribution. Fig. 6 shows
104 data points of eight-state modulated coherent state
in phase space after passing 20km fiber-based quantum
channel. Due to the impact of channel loss and noise, the
transmitted states are distributed in phase space with a
certain probability distribution. As can be seen, how-
ever, these chaotic points are hardly distinguished and
their format cannot be directly used as input data for
QMLC. We subsequently plot eight reference states and
calculate the distance between each data point and each
reference state. As a result, the original data points are
mapped into eight-dimensional vector. Fig. 7 shows a
part of 104 data points after extracting their distance fea-
tures, each line represents a feature vector of each data
point. We find that most distance values of feature vec-
tors are located range from 0 to 9.5, while a few feature
vectors contains high distance values. These high-value
feature vectors are corresponding to the edge outliers in
Fig. 6, which leads to performance reduction. To obtain
better performance, we put forward a threshold function
to filter the high-value feature vectors. As shown in Fig.
7, feature vectors which feature value beyonds black line
should be discarded for performance improvement.
Different from the traditional CVQKD protocols, our
protocol takes advantage of machine learning-based
method to predict the unlabeled signal state, so that
the traditional information theory-based metrics used in
GG02 cannot precisely and comprehensively estimate the
performance of our protocol. Hence, several machine
learning criteria need to be introduced.
FIG. 6. 104 data points (colored) of eight-state modulated
coherent state in phase space after passing 20km quantum
channel. Yellow dots denote reference states. Modulation
variance Vm = 50 and excess noise  = 0.01.
FIG. 7. Feature vectors of data points after extracting eight-
dimensional distance values. Black dashed line represents fil-
ter threshold function.
Assuming there are three datasets, i.e., dataset A de-
notes samples which predicted as positive, dataset B de-
notes all positive samples, and dataset C denotes all
samples. Fig. 8 shows the relationship between these
datasets and their corresponding criteria, which are listed
below.
Precision (Prec) describes the rate of positive samples
in the samples which predicted as positive.
Recall (Rec) describes the rate of samples which pre-
dicted as positive in all positive samples.
7FIG. 8. The relationship of different datasets and their cor-
responding criteria.
False Positive Rate (FPR) describes the rate of sam-
ples which predicted as positive in all negative samples.
Actually, besides the above-listed criteria, there may
be other criteria used in machine learning to estimate the
specific system. The reason why we select these three is
that the primary concern of our protocol is the correct-
ness of the coherent state classification. We need to know
how accurate QMLC can be and how many misclassifi-
cations it occurs. In addition, since QMLC is designed
for solving multi-label classification problem, we deploy
another criterion called Average Precision (AP), which
evaluates the average fraction of labels ranked above a
particular label y ∈ Y which are in Y . It can be ex-
pressed as
AP =
1
g
g∑
i=1
1
|Yi|
×
∑
y∈Yi
|{y′|rankf (|xi〉, y′) ≤ rankf (|xi〉, y), y′ ∈ Yi}|
rankf (|xi〉, y) ,
(15)
where g is the number of data in testing set and
rankf (·, ·) is ranking function related to labels [41]. The
performance improves with the increased AP, and the
maximum perfect value is AP = 1.
Fig. 9 shows the performance of the QMLC-embedded
ML-CVQKD system in terms of precision (a), recall (b),
false positive rate (c) and average precision (d). Ac-
cording to the plots (a), (b) and (d), the performance
of Prec/Rec/AP show the similar trend. Namely, it in-
creases with the enlarged modulation variance and de-
creases with the risen channel loss. More specifically,
the optimal performance can be achieved in both Prec
and Rec when Vm ≥ 40 regulated at a certain channel
loss range. It illustrates that the QMLC-embedded ML-
CVQKD has the ability to accurately predict unlabeled
positive signal states. In the meanwhile, plot (d) shows
that the AP has larger range of perfect performance area.
It illustrates that our protocol is well qualified for han-
dling the multi-label classification problem of CVQKD.
On the other hand, plot (c) shows the reduced FPR, and
it illustrates that the level of misclassification of our pro-
tocol is well acceptable.
Although Prec/Rec/FPR/AP have shown the respec-
tive performance from different aspects, we still hope that
one can use a metric to check the overall quality of the
embedded QMLC. Therefore, Receiver Operating Char-
acteristic Curve (ROC) [46], which describes the true
positive rate of a certain classifier as a function of its
FPR, is introduced. With ROC curve, one can explicitly
tell the quality of the classifier: the curve more close to
point (0,1), the performance better. Fig. 10 shows the
ROC curves of QMLC. The gray line is the result of ran-
dom guess, which illustrates that there is no performance
improvement without using any classifier. For each la-
bel, however, the ROC curve is close to point (0,1) with
embedded QMLC, which means the proposed classifier
can dramatically improve the prediction performance of
ML-CVQKD. We further calculate the Area Under Curve
(AUC) for each label and thus obtain AUC value, which
is a probability value range from 0 to 1. As a numeri-
cal value, AUC can be directly used for evaluating the
quality of classifier. Therefore, the efficiency of quantum
classifier Λ can be described by its AUC value, namely
Λ =Average AUC in our case. Moreover, a threshold
range from 0.5 to 1 can be set to monitor the effective-
ness of classifier. The state learning process must be in-
terrupted and restarted if AUC value of current trained
classifier less than a certain threshold.
Actually, the modulation variance is one of the cru-
cial parameters impacting the performance of CVQKD
system. However, the modulation variance Vm of the
traditional eight-state modulated CVQKD cannot be set
large value according to our previous work [42] in which
the optimal Vm = 0.3@100km. Indeed, small modulation
variance is usually required for the discretely-modulated
CVQKD protocol as it is the only way to prevent in-
formation from being eavesdropped by Eve [7]. In the
proposed ML-CVQKD protocol, fortunately, this prob-
lem can be well solved due to the usage of the machine
learning framework. As known in the discrete modula-
tion scheme, Eve can intercept modulated coherent states
and resend them to Bob without introducing any noise
if the modulation variance is large enough. The reason
is that the encoding rule of discrete modulation is public
for all users, so that Eve can precisely recover the infor-
mation carried by their intercepted coherent states. For
the proposed protocol, however, only Alice knows the en-
coding rule at the beginning, and Bob will learn the rule
at the end of state learning process. Therefore, even Eve
intercept the modulated coherent states, she cannot ex-
actly recover information without knowing any encoding
rule. Even if encoding rule is compromised somehow,
8FIG. 9. Performance of the QMLC-embedded ML-CVQKD system in terms of (a)Precision, (b)Recall, (c)FPR and (d)Average
Precision. The number of nearest neighbors is k = 9 and excess noise is  = 0.01. The training set contains 5000 data points
and the testing set contains 104 data points.
FIG. 10. ROC curves with respective AUC values of em-
bedded quantum multi-label classifier. Gray line denotes the
performance of random guess.
Alice and Bob can share a new encoding rule by restart-
ing the state learning process. Therefore, the security of
our protocol can still be guaranteed even if modulation
variance is large.
Till now, we have demonstrated the performance of
QMLC-embedded ML-CVQKD protocol in terms of ma-
chine learning-based metrics and thereby have shown its
advantages. However, we still want to present a perfor-
mance comparison for ML-CVQKD in traditional way so
that researchers who do not familiar with machine learn-
ing can immediately evaluate how much improvement of
the proposed protocol can be. As known in finite-size
scenario, the secret key rate of the traditional CVQKD
is given by [39]
Kfini =
n
N
[βI(A : B)− SPE (E : B)−∆(n)], (16)
where β is the efficiency for reverse reconciliation and
I(A : B) is the Shannon mutual information between Al-
ice and Bob. The value N denotes the total number of
the exchanged signals and n denotes the number of sig-
nals that is used for sharing key between Alice and Bob.
The remained m = N − n signals is used for parameter
9estimation with failure probability is PE . The parame-
ter SPE (E : B) represents the Holevo bound [47] of the
mutual information between Eve and Bob and needs to
be calculated in parameter estimation. The parameter
∆(n) is related to the security of the privacy amplifica-
tion, which is given by
∆(n) = (2dimHB + 3)
√
log2(2/¯)
n
+
2
n
log2(1/PA),
(17)
where ¯ is a smoothing parameter, PA is the failure prob-
ability of privacy amplification, and HB is the Hilbert
space corresponding to the Bob’s raw key. Since the
raw key is usually encoded on binary bits, we have
dimHB = 2. However, Eq.16 cannot be directly used to
describe the finite-size performance of ML-CVQKD due
to the data processing is quite different. First, nearly all
raw key can be used for generating final secret key rather
than sacrificing part of them for parameter estimation so
that nM is approach to 1. Second, reconciliation includ-
ing error correction is no longer required in ML-CVQKD
since its duty is taken over by the embedded quantum
classifier, so that reconciliation efficiency β is replaced by
Λ. Therefore, the finite-size secret key rate for QMLC-
embedded ML-CVQKD protocol can be expressed as
KMLfini = ΛQMLCI(A : B)− χMLE −∆(n). (18)
It is worthy noticing that term SPE (E : B) in Eq.16 is
substituted by term χMLE , which denotes the useful in-
formation Eve acquired by interacting with the quantum
states during state prediction procedure. As shown in
Tab.I, the encoding rule in discretely-modulated CVQKD
is fixed and public, while it can be changed in ML-
CVQKD by restart state learning procedure and only
known by Alice at first. For example, Tab.II shows the
decoding results caused by different encoding rules de-
picted in Tab.I. Assuming Alice randomly sends |α3〉,
|α6〉 and |α1〉 to Bob, and Eve has the ability to totally
intercept and resend these signal states without introduc-
ing any noise. For eight-state modulated CVQKD, Eve
can precisely recover secret key according to the public
encoding rule 1 (Alice, Bob and Eve share an identical
secret key 001110001). For the proposed ML-CVQKD
protocol, Eve cannot correctly decode secret key from
intercepted states since only Alice and Bob know the en-
coding rule 2 after state learning 1 (Alice and Bob share
an identical secret key 100001110, while Eve obtains a
false secret key 011110001 if she decodes with public en-
coding rule 1). Even if encoding rule 2 is compromised, a
new encoding rule 3 can be generated by restarting state
learning procedure 2. As a result, Eve still cannot obtain
the correct secret key (Alice and Bob share an identical
secret key 1101110101, while Eve obtains a false secret
key 100001110 if she decodes with compromised encoding
rule 2). Moreover, the encoding length of ML-CVQKD
is variable and, theoretically, it can be set to arbitrary
length just as shown in encoding rule 3. Therefore, Eve
become more difficult to obtain correct secret key from
FIG. 11. Finite-size secret key rate as a function of trans-
mission distance. Solid lines denote traditional eight-state
CVQKD protocol with modulation variance Vm=0.3 [42],
dashed lines and dotted lines represent the proposed ML-
CVQKD with Vm=0.3 and Vm=50 respectively. From left
to right, the colors correspond to block lengths of 103(pink),
106(black), 108(red), 1010(green), 1012(yellow), 1014(purple),
1016(blue).
its intercepted states in ML-CVQKD.
Finally, fig.11 shows the finite-size performance of the
proposed ML-CVQKD comparing with traditional eight-
state CVQKD protocol. The result shows various ad-
vantages of the proposed protocol. First of all, both
maximum transmission distance and secret key rate are
improved, which makes ML-CVQKD more suitable for
both high-speed and long-distance transmission situa-
tion. Moreover, since small variance is no longer required
for the security of ML-CVQKD, the performance of ML-
CVQKD can be further increased with the increase of
modulation variance. Secondly, as can be seen from the
pink dotted line and black dashed line, ML-CVQKD still
can generate positive secret key when the block length is
103@Vm = 50 and 10
6@Vm = 0.3 respectively, while the
minimum block length of traditional eight-state CVQKD
for generating positive secret key is 108@Vm = 0.3. This
merit benefits to reducing computing and storing re-
source which makes ML-CVQKD better meets the need
of real-time transmission. Note that Fig. 11 is a com-
parison which shows the upper bound of our protocol,
a rigorous security proof is still needed for ML-CVQKD
protocol, we leave this part to future study.
V. CONCLUSION
We have proposed a brand-new QMLC-embedded ML-
CVQKD protocol, aiming to break the limitation of tra-
ditional pattern in CVQKD and establish a cross re-
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TABLE I. Encoding rules in different scenarios.
|α0〉 |α1〉 |α2〉 |α3〉 |α4〉 |α5〉 |α6〉 |α7〉
Encoding rule 1: Eight-state modulated CVQKD (fixed, public) 000 001 010 011 100 101 110 111
Encoding rule 2: ML-CVQKD with state learning 1 (unfixed, private) 111 110 101 100 011 010 001 000
Encoding rule 3: ML-CVQKD with state learning 2 (unfixed, private) 00 10101 11 1 1001 01 1011 101
TABLE II. Decoding results for Alice randomly sends |α3〉, |α6〉 and |α1〉 to Bob.
Alice Eve Bob
|α3〉 |α6〉 |α1〉 |α3〉 |α6〉 |α1〉 |α3〉 |α6〉 |α1〉
Eight-state modulated CVQKD 011 110 001 011 110 001 011 110 001
ML-CVQKD after state learning 1 100 001 110 011 110 001 100 001 110
ML-CVQKD after state learning 2 (encoding rule 1 is compromised) 1 1011 10101 100 001 110 1 1011 10101
search platform between CVQKD and machine learn-
ing. A specialized quantum multi-label classification al-
gorithm is elegantly designed as an embedded classifier
for performance improvement of the ML-CVQKD sys-
tem. The feature extraction for coherent state and ma-
chine learning-based criteria for ML-CVQKD are suc-
cessively suggested. As a result, we have demonstrated
a whole feasible process of the QMLC-embedded ML-
CVQKD system with several potential characteristics.
For example, the ability of tolerable excess noise and
channel loss can be enhanced by taking advantage of
the precise prediction, so that both secret key rate and
transmission distance can be increased for the practical
implementations. In addition, it waives the necessity of
parameter estimation and error correction so that one
can exploit more raw key to generate the final secret key,
enabling in the high-rate CVQKD system. Moreover, the
quality of the whole system can be assessed by a single
machine learning parameter so that the complicated es-
timation of covariance matrix of quantum system is no
longer required. The size of data block used for correctly
predicting unlabeled signal states is much less so that it
is more suitable for real-time transmission. Besides, the
QMLC-embedded ML-CVQKD protocol can be applied
to the existing practical system without deploying any
extra equipment.
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