Abstract. We study stochastically forced semilinear parabolic PDE's of the GinzburgLandau type. The class of forcings considered are white noises in time and colored smooth noises in space. Existence of the dynamics in L ½ , as well as existence of an invariant measure are proven. We also show that the solutions are with high probability analytic in a strip around the real axis and give estimates on the width of that strip.
Introduction
We consider the stochastic partial differential equation Think for the moment of Ù ´Øµ as a distribution on the real line. We will introduce later the space of functions in which (SGL) makes sense. The symbol É denotes a bounded operator of the type É ³ ½ ´³ ¾ µ where ³ ½ , the Fourier transform of ³ ½ , is some positive ½ ¼ function and ³ ¾ is some smooth function that decays sufficiently fast at infinity to be squareintegrable. In fact, we will assume for convenience that there are constants ¼ and ¬ ¼ such that
The space in which we show the existence of the solutions is Ù´R µ, the Banach space of complex-valued uniformly continuous functions. The reason of this choice is that we want to work in a translational invariant space which is big enough to contain the interesting part of the dynamics of the deterministic part of the equation, i.e. the three fixed points ¼ and ¦½, as well as various kinds of fronts and waves. The meaning of the assumptions on ³ ½ and ³ ¾ is the following.
-The noise does not shake the solution too badly at infinity (in the space variable Ü). If it did, the solution would not stay in L ½ .
-The noise is smooth in Ü (it is even analytic), so it will not lead to irregular functions in Ü-space. This assumption is crucial for our existence theorem concerning the invariant measure.
Remark. The motivation for our choice of stochastic forcings is related to questions of energy transport in stochastically driven systems. For example, our assumptions allow to force the system only at frequencies beyond a certain minimal frequency ¼ . A natural question is then the existence of an invariant measure, which we answer in this paper. Further research will then have to consider the question of uniqueness, and questions of transport of energy between high and low frequencies. The uniqueness of the invariant measure for the corresponding problem in a bounded domain will be shown in a forthcoming paper [EH00] .
For convenience, we write (SGL) as Ù ´Øµ ´ÄÙ ´Øµ · ´Ù ´Øµµµ Ø · É Ï´Øµ , Ä ¡ ½ ,´ ´Ùµµ´Üµ Ù´Üµ ·´½ Ù´Üµ ¾ µÙ´Üµ (1.2) This is also to emphasize that our proofs apply in fact to a much larger class of SPDE's of the form (1.2). For example, all our results apply to the stochastically perturbed Swift-Hohenberg equation Ù ´Øµ ´½ ¡µ ¾ Ù ´Øµ Ø ·´½ Ù ´Øµ ¾ µÙ ´Øµ Ø · É Ï´Øµ , but one has to be more careful in the computations, since one does not know an explicit formula for the kernel of the linear semigroup. It is also possible to replace the nonlinearity by some slightly more complicated expression of Ù´Øµ. For a derivation of the bounds on the linear semigroup in the Swift-Hohenberg case, see, e.g., [EW98] .
For any Banach space , a -valued stochastic process Ù ´Øµ is called a mild solution of (1.2) with initial condition if it satisfies the associated integral equation in the sense that every term defines a stochastic process on and that the equality holds almost surely with respect to the probability measure on the abstract probability space underlying the Wiener process. The initial condition does not have to belong to , provided ÄØ ¾ for all times Ø ¼. Its dual semigroup È £ Ø is defined on and into the set of Borel probability measures on bý
where is a -Borel set. If the existence of the solutions is shown for initial conditions in a larger Banach space ¼ in which is continuously embedded, È £ Ø can be extended to a map from the ¼ -Borel probability measures into the -Borel probability measures.
An invariant measure for (1.2) is a probability measure on which is a fixed point for
If Ì is a weaker topology on , we can under appropriate conditions extend È £ Ø by (1.5) to a mapping from the Ì -Borel probability measures into themselves. In the case of L ½´R µ, we may for example consider a "weighted topology" Ì ± induced by some weighted norm ± ¡ ½ .
If we take ³ ¾´Ü µ ½, it is known (we refer to [DPZ96] for details) that (1.2) possesses a mild solution in L Ô´R ±´Üµ Üµ for a weight function ± that decays at infinity. Our choice for É makes it possible to work in flat spaces, since the noise is damped at infinity. In fact, we will show that, for every initial condition Ù ¼ ¾ L ½´R µ, (1.2) possesses a mild solution in Ù´R µ, the space of bounded uniformly continuous functions on R. This leads to slight technical difficulties since neither L ½´R µ nor Ù´R µ are separable Banach spaces, and thus standard existence theorems do not apply.
After proving the existence of the solutions, we will be concerned with their regularity.
We prove that with high probability the solution Ù ´Øµ of (SGL) for a fixed time is analytic in a strip around the real axis. We will also derive estimates on the width of that strip. These estimates will finally allow to show the existence of an invariant measure for È £ Ø , provided we equip Ù´R µ with a slightly weaker topology. The existence of an invariant measure is not a trivial result since a. The linear semigroup of (SGL) is not made of compact operators in Ù´R µ.
b. The deterministic equation is not strictly dissipative, in the sense that there is not a unique fixed point that attracts every solution.
c. The deterministic equation is of the gradient type, but the operator É is not invertible, so we can not make the a priori guess that the invariant measure is some Gibbs measure. This is also the reason why the setting considered in this paper imposes ³ ½ to have compact support, although the extension to exponentially decaying functions would have been easy.
The next sections will be organized as follows. In Section 2, we give detailed bounds on the stochastic convolution, i.e. on the evolution of the noise under the action of the semigroup generated by Ä. In Section 3 we then prove the existence of a unique solution for (1.2) and derive an a priori estimate on its amplitude. Section 4 is devoted to the study of the analyticity properties of the solution. In Section 5, we finally show the existence of an invariant measure for the dynamics, i.e. we prove Theorem 1.1 which will be restated as Theorem 5.4. The appendix gives conditions under which one can prove the existence of a global strong solution to a class of semilinear PDE's in a Banach space. Üµ. For Å a metric space and a Banach space, the symbol ´Å µ (resp. Ù´Å µ) stands for the Banach space of bounded (uniformly) continuous functions Å endowed with the usual sup norm. If C, it is usually suppressed in the notation. Moreover, the symbol denotes a constant which is independent of the running parameters and which may change from one line to the other (even inside the same equation).
Definitions and notations

Consider
The symbol Ä´ µ denotes the probability law of a random variable . The symbol ´Å Öµ denotes the open ball of radius Ö centered at the origin of a metric vector space Å.
The Stochastic Convolution
This section is devoted to the detailed study of the properties of the stochastic process obtained by letting the semigroup generated by Ä act on the noise.
Basic properties
Let us denote by´ª
Pµ the underlying probability space for the cylindrical Wiener process Ï , and by E the expectation in ª. We define the stochastic convolution
The argument will be suppressed during the major part of the discussion. For a discussion on the definition of the stochastic integral in infinite-dimensional Banach spaces, we refer to [DPZ92b] . Notice that since ³ ½ has compact support, we can find a ½ ¼ function such that ´Üµ ½ for Ü ¾ supp ³. We define É and fix a constant Ê such that
We have of course ÉÉ É. An important consequence of this property is 
is measurable with respect to the Borel -field generated by the strong topology on
Remark. The meaning of the word "version" is that the process constructed here differs from (2.1) only on a set of P-measure ¼. We will in the sequel not make any distinction between both processes.
Proof of Lemma 2.1. We first notice that Ï Ä´Ø µ has an «-Hölder continuous version in L ¾´R µ. This is a consequence of the fact that the Hilbert-Schmidt norm in L ¾´R µ of exp´ÄØµÉ is bounded by Ø ³ ½ ¾ ³ ¾ ¾ . Since L ¾´R µ is separable, the mapping 
where the constant Ê is defined in (2.2). We thus have the estimate
and thus
Collecting (2.5) and (2.8) proves the claim.
Remark 2.2
As an evident corollary of the proof of the lemma, note that Ï Ä´Ø µ ¾ ´Äµ for all times Ø ¼ and that the mapping
has the same properties as the mapping Ï Ä if we equip ´Äµ with the graph norm. In particular, Ï Ä has almost surely «-Hölder continuous sample paths in ´Äµ.
We will now give more precise bounds on the magnitude of the process Ï Ä . Our main tool will be the so-called "factorization formula" which will allow to get uniform bounds over some finite time interval.
Factorization of the stochastic convolution
We define, for AE ¾´¼ ½ ¾µ, We have, using (2.10), Lemma 2.3, and the Hölder inequality,
where Õ is chosen such that Ô ½ · Õ ½ ½. It is easy to check that the first integral converges when Ô ¿ ¾AE (2.12)
In that case, we have
So it remains to estimate Ä AE´Ø µ Ô .
Estimate on the process Ä AE´Ø µ
This subsection is devoted to the proof of the following lemma. 
An explicit computation shows the equality
Using Lemma 2.5, the fact that ³ ½´Ü µ AE Ü AE for every AE, and the well-known inequality × ³ ½ ´Üµ ³ ½ ½ , we get the estimaté
Using again Lemma 2.5 and (1.1), we get
It is now an easy exercise to show that
Defining ¬ ¼ min ½ ¾ ¬ , and using Ü ½, we have
This proves the assertion.
As a corollary of Lemma 2.4, we have the following estimate on the process Ï Ä´Ø µ. Proof. Using again the equality Ï Ä´Ø µ ÉÏ Ä´Ø µ, we notice that it is enough to have an estimate on E Ï Ä´Ø µ Ô Ô . This can be done by retracing the proof of Lemma 2.4 with AE replaced by ¼.
We have now collected all the necessary tools to obtain the main result of this section. holds as a consequence of Eqs. (2.6) and (2.8). We thus need an estimate on Ï Ä´Ø µ ½ which is uniform on some time interval. This is achieved by combining Lemma 2.4 with Eq. (2.13).
Let us first choose a constant AE ½ ¾, but very close to ½ ¾ and then a (big) constant Ô such that Ô max ¾ ¿ ´¾AEµ . Since sup Ø¾´¼ Ì ℄ Ï Ä´Ø µ ½ is a positive random variable, we have
The exponent AE ½ ´¾Ôµ can be brought arbitrarily close to ½ ¾. This, together with the previous estimate (2.15), proves the claim.
We have now the necessary tools to prove the existence of a unique solution to the SPDE (1.2).
Existence of the Solutions
Throughout this section, we denote by the Banach space Ù´R µ of bounded uniformly continuous complex-valued functions on the real line endowed with the norm ¡ ½ .
The reason why we can not use a standard existence theorem is that is not separable. Nevertheless, the outline of our proof is quite similar to the proofs one can find in [DPZ92b] . The technique is to solve (1.2) pathwise and then to show that the result yields a well-defined stochastic process on which is a mild solution to the considered problem. In order to prepare the existence proof for solutions of (1.2), we study the dynamics of the deterministic equation We now show that the solution of (1.2) not only exists in ´Rµ but also stays bounded in probability. In fact we have 
The claim follows now easily from Corollary 2.6.
Analyticity of the Solutions
Our first step towards the existence proof for an invariant measure consists in proving that the solution of (SGL) constructed in Section 3 lies for all times in some suitable space of analytic functions. More precisely, we show that there is a (small) time Ì such that the solution of (SGL) up to time Ì belongs to Ì . (Recall the definition of Ì given in Subsection 1.1.)
The proof is inspired by that of [Col94] for the deterministic case, making use of the estimates of the preceding sections, in particular of Theorem 2.7. We split the evolution into a linear part and the remaining nonlinearity. Recall the definitions Ä ¡ ½ and ´Ùµ´Üµ Ù´Üµ´¾ Ù´Üµ ¾ µ Throughout this section, we assume that Ù´Øµ is a stochastic process solving (SGL) in the mild sense, i.e. there exists a ¾ L ½´R µ such that Ù´Øµ satisfies (1.3). Such a process exists and is unique (given ) by Theorem 3.3. Until the end of this proof, we write ¡ instead of ¡ Ì . It is possible to show -see [Col94] -that Å is always well-defined on Ì and that there are constants
We now show that Ù´Øµ ¾ with high probability for some ¼. Proof. We fix Ì bigger than the value Ì £ we found in Lemma 3.4, say Ì Ì £ · ½. We also fix some time Ì ½ to be chosen later and we choose an arbitrary time Ø Ì . We show that with high probability, the solution Ù´Ø Ì ·¡µ belongs to Ì . To begin, we take Ù´Ø Ì µ and, for × ¼, we define 
we see that Å is a contraction on that ball. This, together with the uniqueness of the solutions of (SGL), proves the claim. It moreover shows that the width of analyticity behaves asymptotically like Ç´ µ.
The above theorem tells us the probability for the solution to be analytic in a strip at a fixed time. Another property of interest is the behavior of the individual sample paths. We will show that any given sample path is always analytic with probability ½. Recall that denotes the -field of the probability space underlying the cylindrical Wiener process. 
Existence of an Invariant Measure
We can now turn to the proof of Theorem 1.1. We first define the set of weight functions Ï as the set of all functions ± R R which satisfy a. The function ±´Üµ is bounded, two times continuously differentiable and strictly positive.
b. For every is not allowed to decay faster than exponentially.
For every ± ¾ Ï , we define the weighted norm
We can now consider the topological vector space ± which is equal as a set to Ù´R µ, but endowed with the (slightly weaker) topology induced by the norm ¡ ± . The space ± is a metric space, but it is neither complete nor separable. Since the topology of ± is weaker than that of the original space , every ± -Borel set is also a -Borel set and every probability measure on can be restricted to a probability measure on ± . Let us show that we can define consistently a transition semigroup È £ Ø ± acting on and into the set of ± -Borel probability measures. We have This construction is reminiscent of what was done in [MS95, FLS96] to construct an attractor for the deterministic case. They also introduce a weighted topology on L ½´R µ to overcome the fact that the attractor of the deterministic Ginzburg-Landau equation is not compact. Our result is the following.
Theorem 5.4 For every ± ¾ Ï , there exists a ± -Borel probability measure ± which is invariant for the transition semigroup È £ ± Ø .
The proof follows from a standard tightness argument. The main point is to notice that the unit ball of is compact in ± for any weight function ± ¾ Ï . We formulate this as a lemma.
Lemma 5.5
The unit ball of is a compact subset of ± for every ± ¾ Ï .
Proof. Since ± is a metric space, compact sets coincide with sequentially compact sets [Köt83] . We use the latter characterization. in a Banach space . We do not require that the domain of Ä be dense in . Let us denote by ´Äµ the Banach space obtained by closing the domain of Ä in . Since, by assumption A1 below, Ä is chosen to be closed, we can equip ´Äµ with the graph norm Ü Ä Ü · ÄÜ to obtain a Banach space. Our assumptions on Ä and Ø will be the following. A1. The operator Ä is sectorial in the sense that its resolvent set contains the complement of a sector in the complex plane and that its resolvent satisfies the usual bounds [Lun95, Def 2.0.1].
This assumption implies [Lun95] that Ä generates an analytic semigroup Ë´Øµ which is strongly continuous on ´Äµ and maps into ´Ä µ for any ¼. Furthermore, a bound of the form Ë´Øµ Å ªØ holds. We will assume without loss of generality that Å ½ and ª ¼. The latter assumption can be made since a constant can always be added to the nonlinear part. The former assumption is only made for convenience to simplify the notations.
All the results also hold for Å ½. Another useful property of Ë´Øµ is that there exists a constant such that Ë´Øµ Ä Ø ½ for ¾ and Ø ¼. These assumptions allow us to show the existence of the solutions of (A.4) in the mild sense for any initial condition ¾ and in the strict sense for ¾ ´Äµ. Furthermore, we show that for any initial condition ¾ , the solution lies in ´Äµ after an infinitesimal amount of time. Similar results can be found in the literature (see e.g. [Lun95, Hen81] and references therein), but with slightly different assumptions. The present result has by no means the pretension to generality but is tailored to fit our needs. Since the proof is not excessively long, we give it here for the sake of completeness. 
