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Understanding the effects of uncertainty on modeling has seen an increased focus
as engineering disciplines rely more heavily on computational modeling of complex
physical processes to predict system performance and make informed engineering
decisions. These computational methods often use simplified models and assumptions
with models calibrated using uncertain, averaged experimental data. This commonplace
method ignores the effects of uncertainty on the variation of modeling output.
Qualitatively, uncertainty is the possibility of error existing from experiment to
experiment, from model to model, or from experiment to model. Quantitatively,
uncertainty quantification (UQ) methodologies seek to determine the how variable an
engineering system is when subjected to variation in the factors that control it. Often
performed in conjunction, sensitivity analysis (SA) methods seek to describe what model
factor contributes the most to variation in model output.
UQ and SA methodologies were employed in the analysis of the Modified
Embedded Atom Method (MEAM) model for a pure aluminum, a microstructure
sensitive fatigue crack growth model for polycarbonate, and the MultiStage Fatigue

(MSF) model for AZ31 magnesium alloy. For the MEAM model, local uncertainty and
sensitivity measures were investigated for the purpose of improving model calibrations.
In polycarbonate fatigue crack growth, a Monte Carlo method is implemented in code
and employed to investigate how variations in model input factors effect fatigue crack
growth predictions. Lastly, in the analysis of fatigue life predictions with the MSF model
for AZ31, the expected fatigue performance range due to variation in experimental
parameters is investigated using both Monte Carlo Simple Random Sampling (MCSRS)
methods and the estimation of first order effects indices using the Fourier Amplitude
Sensitivity Test (FAST) method.
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INTRODUCTION
Summary
This study offers a comprehensive procedure for future applications of forward
propagation Uncertainty Quantification (UQ) and Sensitivity Analysis (SA) methods for
engineering models and experiments. Often times in engineering practice both UQ and
SA is ignored in favor of quantifying the “average” model or experimental quantity of
interest. In doing so, this commonplace practice ignores the power of being able to
predict the extremes due to the natural variation in the factors that control physical
phenomenon.
Fatigue is the predominant failure mode in mechanical structures. The
phenomenon of fatigue was first analyzed by Wohler in the mid 1800s where he noticed
that, depending on the applied loading to a rotating train axle, different lives were
observed. Using his observations, he created the first stress-strain tables for railroad axels
which would form the basis of future work in fatigue studies. Throughout the history of
fatigue analysis, there were consistently large variations in fatigue life for parts cycled at
the same stress or strain amplitudes.
Statistical analysis has been applied to fatigue in the past to explain these large
variations in the life of a fatigue test specimen. Typically this statistical analysis is
conducted in the absence of cause-effect understanding of the fatigue behavior and only
1

raw descriptive statistics are considered. Instead of just applying mathematics without a
physical basis, the intent of a more accurate model would be to garner the cause-effect
understanding as realized by the structure-property relationships and then apply
uncertainty principles to quantify the variations in the fatigue test specimen results.
The structure-property relationships for metals and polymers are just being
quantified in the literature and as such the fatigue community is in a place to capture the
variations in fatigue life due to cause and effect mechanisms from material
microstructure-properties. To date, no study has quantified the uncertainties for the
structure-property relationships for the MultiStage Fatigue (MSF) model or performed a
detailed examination of model sensitivities. Hence, the contribution of this work is the
first of its kind to account for microstructural uncertainties and to show the effect of
uncertainty on the fatigue crack incubation and microstructurally small crack (MSC)
regimes to be used for a MultiStage Fatigue (MSF) model as well as the quantification of
the uncertainties and sensitivities related to electronics scale calculations for the Modified
Embedded-Atom Method (MEAM) model.
Chapter II describes the application of local uncertainty and sensitivity measures
for the calibration of the Modified Embedded Atom Method (MEAM) model. A
generalized truncated Taylor series expansion method is applied and the expected range
is quantified for FCC, BCC, HCP, Vacancy Formation Energy (VFE), Generalized
Stacking Fault Energy (GSFE), and elastic constants (C’, C44). Local sensitivity
measures are calculated for the FCC and GSFE curves to allow for the targeting of
factors to improve model calibration and to demonstrate the interdependent nature of the
MEAM model factors for these calculations.
2

Chapter III introduces a microstructure sensitive fatigue crack growth model for
use with a polycarbonate thermoplastic polymer. Scanning electron microscope (SEM)
fractographs of fatigue failure specimens were used to garner fatigue crack growth data
from fatigue striations. A single parameter set for the microstructurally small crack
(MSC) growth regime of the MultiStage Fatigue (MSF) model was found to describe all
experimental data sets. Model factors were sampled randomly using a Monte Carlo
Simple Random Sampling (MCSRS) routine to generate uncertainty bounds for the crack
growth rate calibrations. The uncertainty data was then used to determine if the model
was capable of distinguishing between different crack incubation conditions, namely
inclusion size, as an extra level of model validation for the application of the MSF model
outside the domain of metals. Though the model was capable of distinguishing between
different crack incubation conditions without the inclusion of polymer specific
deformation modes, the typical relationship with respect to applied load was inverted;
that is, higher remote applied loads lead to lower crack growth rates. Based on the
findings of this study, future applications of the MSF model’s MSC regime will require
implementation of local stresses affected by stress relaxation due to crazing.
Chapter IV utilizes a Monte Carlo Simple Random Sampling (MCSRS) method
with the experimental factors of the MSF model to make a prediction of the range of
performance for the fatigue of AZ31. The data output from the MCSRS routine are
analyzed using an Anderson-Darling statistical hypothesis test to determine what
statistical distribution best describes the data. Based on the Anderson-Darling tests, it was
found that a combination of Log-Normal and Birnbaum-Saunders distributions best
described the data at each discrete applied strain amplitude. To assess sensitivity, a
3

Fourier Amplitude Sensitivity Test (FAST) method is implemented to compute first order
effect global sensitivity measures and determine the most influential factors with respect
to AZ31 fatigue. The FAST method revealed that, for this particular calibration of MSF
to AZ31, that factors relating to the stress amplitude contributed the most to model
variations.
Intellectual Merit
The included case studies offer a seldom implemented yet important aspect of
model verification and validation (V&V). The scientific contributions of this work
include the use of uncertainty and sensitivity methods to improve model calibration
routines as well as the establishment of an analysis framework for the application of
uncertainty quantification (UQ) and sensitivity analysis (SA) methodologies to various
engineering problems.
Due to a high barrier to entry with regards to the knowledge needed to implement
and use UQ and SA methods for disparate engineering problems, UQ and SA are often
ignored. To alleviate this problem, the analysis methods used for each case study are
automated and implemented into a code base to aid future work and lower the barrier of
entry into the field of UQ and SA. The tools generated will be made freely available in
open source code on the Center for Advanced Vehicular Systems (CAVS) Integrated
Computational Materials Engineering (ICME) website:
https://icme.hpc.msstate.edu/mediawiki/index.php/Uncertainty_Quantification_and_Sensi
tivity_Analysis_Tool#Introduction_and_Download.

4

Broader Impact
With the implementation of Uncertainty Quantification (UQ) and Sensitivity
Analysis (SA) methods into automated Python scripts, the barrier to entry into the field of
UQ and SA for different engineering problems is reduced. This will allow for the
proliferation of UQ and SA work within academia and industry.
Dissertation Structure
Chapter I describes the motivation for this work and introduces the concept of the
dissertation. Chapter II describes the application of local uncertainty and sensitivity
methods to electronics scale Modified Embedded-Atom Method (MEAM) electronic
potential model for improving model calibration. Chapter III is a study of the small
fatigue crack growth of a polycarbonate thermoplastic polymer and the correlation of the
microstructure sensitive MultiStage Fatigue (MSF) to experimental data. A brute force
Monte Carlo Simple Random Sampling (MCSRS) methodology is implemented into a
generalized code framework to assess uncertainty due to variation in the factors of the
MSF model’s microstructurally small crack (MSC) growth regime. Chapter IV describes
the application of the MSF model to fatigue life predictions for an AZ31 magnesium
alloy. The previously developed MCSRS routine is applied to the full MSF model to
determine the expected fatigue performance range based on variation in experimental
quantities. A Fourier Amplitude Sensitivity Test (FAST) global sensitivity analysis
routine is implemented into the existing analysis framework (collectively named UQSA)
to calculate first order effect sensitivity measures to determine the controlling model
factors.

5

HIERARCHICAL BRIDGING BETWEEN AB INITIO AND ATOMISTIC LEVEL
COMPUTATIONS: UNCERTAINTY QUANTIFICATION (UQ) AND
SENSITIVITY ANALYSIS (SA) FOR THE MODIFIED
EMBEDDED-ATOM METHOD (MEAM)
POTENTIAL
Introduction
The Modified Embedded-Atom Method (MEAM) model is a modification of the
Embedded-Atom Method (EAM) to account for angular forces in atomic interactions and
was first introduced by (Daw et al 1984). The MEAM model is a semi-empirical, manybody framework based on density functional theory and pair potentials for the calculation
of electronic potentials between atoms. MEAM has been used in numerous studies in the
characterization for various elemental systems and atomic interfaces (Baskes 1987,
Baskes 1992, Lee et al 2001, Jelinek et al 2012, Cruz et al 2013) and has been used in an
Integrated Computational Materials Engineering (ICME) framework (Horstemeyer
2012). The calibration methodology and tool is described in (Horstemeyer et al 2015).
This chapter discusses the associated sensitivities and uncertainties the different MEAM
factors have on calculated material properties.
In the larger context of validation and verification (often called V&V),
uncertainty plays an important role when comparing modeling and experimental results
6

(Coleman et al 1999). Validation is “doing the right thing”, meaning checking the model
results against an experimental standard. Verification is “doing things right”, meaning the
codes and algorithms need to be checked with other codes and algorithms even though
the same model might be employed. Hence, to be validated, a model’s uncertainty be
inside the the range of the experimental data’s uncertainty. If this is true, then the model
is said to be validated. The sequence of ensuring that a model and associated simulations
are scientifically viable include (1) model calibration, (2) model validation, (3) model
verification, and (4) model prediction calculations. We are not focused on all of these
aspects but just the uncertainty related to validation.
In terms of ICME tools, uncertainties can come into play from both the
experimental and modeling perspectives as shown in Figure 2.1; that is, from both
extrinsic and intrinsic sources. In this chapter, we are focused on the underlying physics
(ab initio) and constitutive model (MEAM) and the intrinsic uncertainties within this
single length scale.
Sensitivities give a measure as to have the model output changes with respect to a
change in input and can show which parameters most affect model output. In terms of the
methodology presented by (Coleman et al 1999), “sensitivity” refers to the partial
derivative of the model with respect to some input variable. For simple, closed-form
analytical models these sensitivities can be directly calculated quite easily using
analytical derivatives. However, for large, complex models, analytical solutions for these
sensitivities can be either too tedious to perform or too computationally intensive to be
viable. For these types of models, a “black box” approach is often used that considers the
change in model output to a change in an input factor and removes the need for analytical
7

solutions. Such a technique is known as a perturbation methodology and has been used
for various models (Pusa 2012).
MEAM model sensitivities were estimated using a one-factor-at-a-time (OFAT)
perturbation methodology. Though the use of forward or backward finite difference
methods calls for almost half the total number of model evaluations, central finite
differences were chosen due to their relative stability and with approximation of partial
derivatives of nonlinear functions. This methods requires 2k+1 (k being the number of
factors) model runs to characterize the base parameter state and produces enough data for
a central finite difference approximation of the local derivatives and is a numerical
solution to the limit definition of a derivative of the form:
𝛿𝑓
𝛿𝑥𝑖

=

𝑓(𝑥0,𝑖 +𝛥𝑥𝑖 ) −𝑓(𝑥0,𝑖 −𝛥𝑥𝑖 )
2𝛥𝑥𝑖

(2.1)

where f is a general model function, 𝑥𝑖 is a model input factor, 𝑥0,𝑖 is the base value of a
given factor, and 𝛥𝑥𝑖 is the perturbation size around the base value for a given parameter.
The perturbation size was taken as 1% of the base parameter value as it has given
acceptable results when applied to different models at different length scales. Depending
on the computational platform, smaller perturbations may be used. However, care must
be taken to ensure that calculations are performed above the minimum storable floating
point to avoid major round off errors.
Despite a factor having a high model sensitivity, it is often the case that the
uncertainty associated with a factor causes the significance in model sensitivity to
diminish; that is, it is possible that the measurable uncertainty in a given variable is low
enough that the sensitivity can have a negligible effect on model output. The inverse is
also true; a factor’s high uncertainty is nullified due to low sensitivity. These
8

uncertainties are quantified by analyzing statistical data associated with the measurement
process for a given variable.
There exists a number of methods to analyze the uncertainty in a mathematical
model. Forward propagation techniques such as the Monte Carlo random sampling
method, latin hypercube sampling (LHS), and truncated Taylor series expansion
propagation equation are widely used to assess the effects of uncertainty in measured
variables on modeling results. Monte Carlo methods take a brute force approach by
randomly sampling factors from a statistical distribution to simulate a very high number
of observations, typically on the order of 100000 or more. Statistics of the output data can
then be used to create confidence intervals from the model output distribution. Like
Monte Carlo methods, LHS techniques sample from representative statistical
distributions for each input factor. However, instead of randomly sampling, the statistical
distributions are partitioned and combinatorics is used to provide a set of unique model
input factors to evaluate. The idea behind LHS is that the partitioning and combinatorics
will guarantee coverage of the model statistical distribution. Taylor series expansion
methods simplify this by using known or assumed distributions of input factors and
“propagating” the component uncertainties to the model output. The method proposed by
(Coleman et al 1999) propagates the uncertainty using a root-of-the-sum-of-the-squares
(RSS) method and is an analysis of variance (ANOVA) like technique based on a
truncated Taylor series approximation of the original function.
For Taylor series expansion methods, the function of interest must be linearized
using a first order Taylor series (or truncated Taylor series) expansion of the form:
𝛿𝑓

𝑓(𝑥𝑖 + 𝛥𝑥𝑖 ) = 𝑓(𝑥𝑖 ) + ∑𝑛𝑖 𝛿𝑥 𝛥𝑥𝑖 + 𝑅(𝑥𝑖 + 𝛥𝑥𝑖 )
𝑖

9

(2.2)

𝛿𝑓

where 𝑓(𝑥𝑖 + 𝛥𝑥𝑖 ) is the approximation of the function 𝑓 at some point 𝑥𝑖 + 𝛥𝑥𝑖 , 𝛿𝑥 is
𝑖

the partial derivative of the function 𝑓 with respect to the ith variable evaluated at a
model point of interest, 𝑥𝑖 , 𝑓(𝑥𝑖 ) is the function evaluated at the model point 𝑥𝑖 , and R is
the remainder of the expansion. The remainder term is generally close to zero and is
neglected. Subtracting the Taylor series operating point and representing the Δx variables
as the distance between a random observation k for the ith variable, 𝑥𝑖,𝑘 , from the true
value results in the following:
𝛿𝑓

𝛿𝑓

𝑓𝑘 − 𝑓𝑡𝑟𝑢𝑒 = ∑𝑛𝑖 𝛿𝑥 (𝑥𝑖,𝑘 − 𝑥𝑡𝑟𝑢𝑒 ) = ∑𝑛𝑖 𝛿𝑥 𝛿𝑖,𝑘
𝑖,𝑘

𝑖,𝑘

(2.3)

Using the definition of sample variances of an arbitrary variable:
1

2
𝜎 2 = 𝑁 ∑𝑁
𝑘 (𝑥𝑘 − 𝜇)

(2.4)

Substituting equation (2.3) into (2.4) gives:
1

𝛿𝑓

1

𝑛
𝑁
2
2
𝜎𝑓2 = 𝑁 ∑𝑁
𝑘 (𝑓𝑘 − 𝑓𝑡𝑟𝑢𝑒 ) = 𝑁 ∑𝑘 (∑𝑖 𝛿𝑥 𝛿𝑖,𝑘 )
𝑖,𝑘

(2.5)

By expanding the right hand side of equation (2.5):
1

2

𝛿𝑓

𝛿𝑓

𝜎𝑓2 = 𝑁 (∑𝑛𝑖 (𝛿𝑥 ) 𝛿𝑖,𝑘 2 + 2 ∑𝑛𝑖 ∑𝑛𝑗 𝛿𝑥
𝑖,𝑘

𝛿𝑓

𝑖,𝑘

𝛿 𝛿 )
𝛿𝑥𝑗,𝑘 𝑖,𝑘 𝑗,𝑘

(2.6)

Using the definition of sample variances and substituting in for the 𝛿𝑖,𝑘 terms
yields the general equation for uncertainty propagation:
𝛿𝑓 2

𝛿𝑓 𝛿𝑓

𝜎𝑓2 = (∑𝑛𝑖 (𝛿𝑥 ) 𝜎𝑖 2 + 2 ∑𝑛𝑖 ∑𝑛𝑗 𝛿𝑥
𝑖

𝑖

𝛿𝑥𝑗

𝜎𝑖 𝜎𝑗 )

(2.7)

where the first term of the right hand side accounts for first order, or main, effects
directly attributed by the ith variable and the second term accounts for second order
interactions. Typically the quantity 𝜎𝑖 𝜎𝑗 is the covariance of the ith variable with respect
10

to the jth variable. Assuming all variables in the study are not correlated, this eliminates
the second term of (7) (zero covariance assumption). Since sparse data is typically used
for the calculation of the factor variances, statistical confidence intervals are used to
expand the variance. It is most common to assume that the factors adhere to normal
distributions. The confidence interval for a normally distributed random variable is
described by:
𝑥 − 𝑡𝛼,𝜈

𝑆𝑥
√𝑁

= 𝜇 = 𝑥 + 𝑡𝛼,𝜈

𝑆𝑥
√𝑁

(2.8)

where 𝜇 is the true average of the random variable x, 𝑆𝑥 is the sample standard deviation
of variable x, and N is the number of observations. The term 𝑡𝛼,𝜈 is an expansion factor
for the sample standard normal distribution (also called the student t distribution) for α
confidence level and ν=(N-1) degrees of freedom.
MEAM model input uncertainties were estimated from 95% normal distribution
confidence intervals resulting from a statistical analysis of the MEAM parameter sets
calibrated for a pure aluminum system (Horstemeyer 2012, Horstemeyer et al 2015). For
parameters that did not have enough data to perform the necessary statistical analysis, 5%
of the calibrated parameter value was used as an approximation. For the following
section, uncertainty percentage contribution (UPC) was calculated for each parameter
that had a non-zero model sensitivity with respect to a given MEAM output. UPCs are
calculated by normalizing (2.7) by the factor 𝜎𝑓2 on the left hand side of the equation.
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Figure 2.1

Uncertainties are prevalent in both the modeling/simulation space and the
experimental space as defined by (Coleman et al 1999)

MEAM Potential
The total energy calculated by the MEAM model is governed by the equation:
(2.9)

𝐸 = ∑𝑖 𝐸𝑖
where the energy of atom i consists of the sum of the embedding function and pair
potential terms:
1

𝐸𝑖 = 𝐹𝜏 (𝜌̅𝑖 ) + 2 ∑𝑗≠𝑖 𝑆𝑖𝑗 𝜙𝜏𝑖 𝜏𝑗 (𝑅𝑖𝑗 )

(2.10)

where 𝜙𝜏𝑖 𝜏𝑗 represents the pair interaction between atoms i and j separated by a distance
Rij. Sij is a screening function described by the equations:
̅ 𝑓𝑐 (𝑟𝑐−𝑟𝑖𝑗)
𝑆𝑖𝑗 = 𝑆𝑖𝑗
𝛥𝑟
𝑆𝑖𝑘𝑗 = 𝑓𝑐 (𝐶

𝐶𝑖𝑘𝑗 −𝐶min (𝜏𝑖 ,𝜏𝑘 ,𝜏𝑗 )

max (𝜏𝑖 ,𝜏𝑘 ,𝜏𝑗 )−𝐶min (𝜏𝑖 ,𝜏𝑘 ,𝜏𝑗 )

(2.11)
)

(2.12)

where 𝑆𝑖𝑗 is the product of all the screen factors (Sijk), fc is a smoothing function, and rc is
the cutoff radius. The screening parameters are constructed in a way that Sij = 1 if atoms
i and j are completely unscreened and within the cutoff radius, and Sij = 0 is atoms i and j
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are completely screened or outside of the cutoff radius. Cmin,ijk and Cmax,ijk determine the
amount of screening between atoms i and j at site k.
The 𝐹𝜏 (𝜌̅𝑖 ) term is the embedding function which represents the energy cost to
embed atom i of element type τ at a site where the background electron density, 𝜌̅𝑖 , and is
expressed as follows:
𝐹𝜏 (𝜌̅𝑖 ) = 𝐴𝜏 𝐸𝜏0 𝜌̅𝑖 ln(𝜌̅𝑖 )

(2.13)

Here, Aτ is a parameter that depends on the element type τ, Eτo is the cohesive
energy of the element, and 𝜌̅𝑖 is the background electron density at the site of atom i.
The pair potential between like elements consisting of atoms i and j is given by:
2

𝜙𝜏𝜏 (𝑅𝑖𝑗 ) = 𝑍 0 [𝐸𝜏𝑢 (𝑅𝑖𝑗 ) − 𝐹𝜏 (𝑍𝜏0 𝜌𝜏0 𝐺(𝛤𝜏ref ))]
𝜏

(2.14)

0
where, 𝑍𝜏0 and 𝑍𝜏𝑣
are first nearest neighbor coordination numbers and 𝐸𝜏𝑢 (𝑅) is the

universal equation of state (UEOS) of (Vinet et al 1987)and 𝛤𝜏ref is given by:
𝛤𝜏ref = ∑3ℎ=1 𝑡𝜏ℎ 𝑠𝜏ℎ (

1
𝑟𝑒𝑓
𝑍𝜏

2

)

(2.15)

where 𝑠𝜏ℎ is a shape factor depending on the reference structure for atom i.
The MEAM framework used for this study is implemented in the existing Largescale Atomic/Molecular Massively Parallel Simulator (LAAMPS) code and was
integrated into a Matlab calibration routine by (Horstemeyer et al 2014). To fully
characterize a MEAM potential, lower length scale information is needed. For this case
study, density functional theory (DFT) calculations were performed using the Vienna abinitio simulation package (VASP) to produce FCC, BCC, HCP, elastic constants (C44,
C11, C12), vacancy formation energy (VFE), and generalized stacking fault energy
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(GSFE) data, the results of which are available in (Horstemeyer 2012, Horstemeyer
2015).
Results and Discussion
The sensitivities and uncertainties are discussed below in the order of the MEAM
calibration discussed in (Horstemeyer et al 2015). A specific order in determining the
material constants is given to determine their unique values for the particular material.
The greater the value for the factor sensitivity, the greater the factor’s effect on model
output. Similarly, the greater the value for the UPC means that it has the greatest
contribution of uncertainty related to the result. Also, only the parameters that produced
non-zero sensitivities are reported for each figure and table in this section. Otherwise, a
zero indicates that there was no influence at all on the particular result. The sensitivity
analysis was performed based on the calibrated parameters which can be found in
(Horstemeyer et al 2015). The uncertainty results for each of the metrics used in each
step of the calibration (Horstemeyer et al 2015) is shown in table 2.1. Note that the DFT
results are ab initio results and represent the target values for the MEAM calibration
(Horstemeyer et al 2015). Note also that the errors in Table 2.1 are different than the
uncertainty values. Here “error” describes the relative difference between the final
calibrated MEAM calculation and the target value for MEAM calibration; that is, the
difference between “true” value (target) and the result (MEAM calculation). The
uncertainty describes the possible range of error computed using the 95% confidence
general uncertainty analysis described above.

14

Table 2.1

Summary of estimations for FCC, BCC, HCP, VFE, and elastic constants
using MEAM
Name

DFT

MEAM

% Error

MEAM
Uncertainty

Minimum FCC energy (eV)
Minimum BCC energy (eV)
Minimum HCP energy (eV)
Vacancy formation energy (eV)
Elastic Modulus C44 (GPa)
Elastic Modulus C' (GPa)

-4.1928
-4.0090
-4.2069
0.7200
31.6000
26.0500

-4.1931
-4.0563
-4.1631
0.7200
29.4060
25.1780

0.0076
1.1791
-1.0421
0
6.9430
-3.3474

±0.4737
±0.4591
±0.4800
±0.2176
±9.8403
±5.3188

𝐶 ′ = (𝐶11 − 𝐶12)/2 and %𝐸𝑟𝑟𝑜𝑟 = 100(𝑀𝐸𝐴𝑀 − 𝐷𝐹𝑇)/𝐷𝐹𝑇
FCC Potential Energy Curve
Table 2.1 shows that the overall uncertainty for the FCC energy curve is 0.4737
eV with respect to a DFT value of 4.1928 eV. Although the error is small (0.007%), the
uncertainty is fairly large, because there was only a single data point to fit. Figure 2.2
shows the energy versus lattice parameter for the FCC crystal of aluminum with its
associated uncertainty bands. The sensitivities and uncertainties delineated in Figure 2.3
are related to the energy per lattice parameter figure in (Horstemeyer et al 2015). Figure
2.3a illustrates that alat (lattice parameter) has more influence than esub (atomic energy)
comparatively at the minimum, which defines the lattice parameter for the material. Form
the physics-based MEAM development, one would expect that at 4.05 (for aluminum)
that alat would be the most influential parameter; however, if a user could not anticipate
this ahead of time, by decution using the sensitivity analysis, a researcher could realize
that alat was indeed the lattice parameter, hence, showing the power of this method.
Figure 2.3b shows the associated uncertainty contributions at different lattice parameters.
Clearly, at 4.05 for aluminum there is essentially no error from alat but 100% of the
uncertainty is accounted for by esub.
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Figure 2.2

MEAM Computed FCC Energy Curve

The computed FCC energy curve showing the uncertainty bounding from propagating the
input uncertainties through MEAM calculations.
Figure 2.3 also shows the sensitivities and uncertainties for the attrac and repuls
factors. The sensitivities of the attract parameter shows a greater influence when the
lattice is less than 4.05 for aluminum, which is expected from a physical basis, while the
associated uncertainty is also greater for attract in that range. The repuls parameter
influences the FCC energy as the distance increases beyond 4.05 for aluminum, again
giving an expected results from a physics basis. However, the uncertainty for the repuls
parameter is very small.
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Figure 2.3

FCC Energy Curve Sensitivity and Uncertainty

(a) Model sensitivities for select parameters alat, esub, attract, and repuls showing the
behavior of the sensitivities as a function of the lattice spacing and (b) the UPCs from
each variable for the FCC energy curve as a function of lattice spacing.
Minimum BCC Energy
Table 2.1 shows that the overall uncertainty for the BCC energy curve is 0.4591
eV with respect to a DFT value of 4.009 eV. Like the FCC energy, the error is small
(1.179%), while the uncertainty is fairly large due to the cumulative effect of the input
uncertainties. The b0 factor is used to calibrate to the minimum BCC energy
(Horstemeyer et al 2015), and the uncertainty measured by UPC is very small compared
to other factors (0.0698%). Other factors also influence the BCC energy, mainly esub,
illustrating an interdependence of the factors, but since this step only uses b0 for
calibration, we focus on b0 here.
Minimum HCP Energy
Table 2.1 shows that the overall uncertainty for the HCP energy curve is 0.4800
eV with respect to a DFT value of 4.2069 eV. Similar to the FCC and BCC analysis, the
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error is small (1.042%), but the uncertainty is fairly large due to the cumulative effect of
the input uncertainties. Here, one varies the t3 parameter to calibrate to the minimum
HCP energy, but the uncertainty minimal with a UPC% of 0.4768%. The HPC energy is
also interdependent on the asub parameter, which is calibrated later.
Vacancy Formation Energy (VFE)
Table 2.1 shows that the overall uncertainty for the vacancy formation energy
(VFE) curve is 0.2176 eV with respect to a DFT value of 0.72 eV. Similar to earlier
analysis of other parameters, the error is small (0%), but the uncertainty can (and does)
exist, due to the cumulative effect of the input uncertainties. Here, one varies the t1
parameter to calibrate to the VFE energy, and the uncertainty is 10.96%, which is fairly
significant. The VFE is also interdependent on the asub parameter, which is calibrated
later.
Generalized Stacking Fault Energy (GSFE)
Figure 2.4 shows the sensitivity and uncertainty contributions to the GSFE curve
of the MEAM parameters. The MEAM calibration modifies Cmin and asub for matching
the first local maximum of the GSFE curve, and b1 and b3 for matching the second local
maximum. This figure shows that, depending on displacement, asub has the greatest
sensitivity to the first peak, first trough, and second peak, indicating the very important
influence on the unstable dislocation stacking faults dealing with dislocation nucleation,
stable dislocation stacking faults thus dealing with dislocation movement, and the second
peak, which can relate to twinning.
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Figure 2.4

GSFE Energy Curve Sensitivity and Uncertainty

(a) Model sensitivities for select parameters Cmin, asub, b1, and b3 showing the behavior
of the sensitivities as a function of normalized displacement
Figure 2.5 combines the sensitivities with input parameter uncertainties to
propagate to the model output for the GSFE curve and shows that the overall uncertainty
grows near GSFE peaks. In particular, the greatest uncertainty arises at the second peak,
and the minimum uncertainty occurring at the stable stacking fault for dislocation
movement (at the first local minimum).
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Figure 2.5

MEAM GSFE Curve with Uncertainty

Total uncertainty propagated through the MEAM model as a function of normalized
displacement for generalized stacking fault energy curve output.
Summary
A sensitivity and uncertainty analysis was conducted on the bridging information
related to DFT results used for MEAM potential calibration. The sequence of calibration
was discussed in a companion paper to this work (Horstemeyer et al 2015). The MEAM
potential is a physics-based model for atomistic simulations, and the sensitivity analysis,
which has no cognizant knowledge of the physics-basis, revealed the expected influences
related to the potential. Each individual parameter’s sensitivity quantified in terms of the
UPC revealed that the greatest uncertainties arose for the elastic moduli (C44 and C’,
approximately 10%). The uncertainties for the energies (FCC, BCC, HCP, and VFE)
were all very small (<1%). For the GSFE curve, the asub parameter dominated in terms
of model sensitivity while asub and b1 dominated in terms of UPC. Asub accounts for
20

approximately 60% of the uncertainty at the first peak and 40% at the second peak, while
b1 accounts for about 52% of the uncertainty at the second peak of the GSFE curve. Even
with these uncertainties, the sensitivity results revealed that the coefficient of the
embedding function related to the background electron density, asub, was the most
influential parameter related to the first peak and first trough of the GSFE curve. The first
peak of the GSFE curve is related to unstable dislocations, in effect dislocation
nucleation. The first trough of the GSFE curve is related to stable dislocations. This
relationship of asub to dislocation nucleation and motion was not obvious before our
study, indicating the power of the sensitivity and uncertainty method that was employed.

21

References
Baskes, M.I., “Application of the embedded-atom method to covalent materials: A
semiempirical potential for silicon,” Physical Review Letters, 59, 2666, 1987.
Baskes, M.I., “Modified embedded-atom potentials for cubic materials and impurities,”
Physical Review B, 46, 2727, 1992.
Coleman, H.W., Steele, W.G., Experimentation and Uncertainty Analysis for Engineers,
New York: Wiley, 1999.
Cruz, C. Chantrenne, P., Veiga, R.G.A., Perez, M., Kleber, X., “Modified embeddedatom method interatomic potential and interfacial thermal conductance of Si-Cu
systems: A molecular dynamics study,” Journal of Applied Physics, 113, 023710,
2013.
Horstemeyer, M.F., Hughes, J.M., Sukhija, N., Lawrimore II, W.B., Kim, S., Carino, R.,
Baskes, M.I., “Heirarchical bridging between ab initio and atomistic level
computations: calibrating the modified embedded-atom method potential (Part
A),” JOM, 67, 143, 2015.
Daw, M.S., Baskes, M.I., “Embedded-atom method: Derivation and application to
impurities, surfaces, and other defects in metals,” Physical Review B, 29, 1984.
Horstemeyer, M.F., Integrated Computational Materials Engineering (ICME) for Metals:
Reinvigorating Engineering Design with Science, Hoboken: Wiley Press, 2012.
Jelinek, B., Groh, S., Horstemeyer, M.F., Houze, J., Kim, S.G., Wagner, G.J., Moitra, A.,
Baskes, M.I., “Modified embedded-atom method potential for Al, Si, Mg, Cu, and
Fe alloys,” Physical Review B, 85, 245102, 2012.
Lee, B.J., Baskes, M.I., “Second nearest neighbor modified embedded-atom method
potentials for BCC transition metals,” Physical Review B, 64, 184102, 2001.
Pusa, M., “Perturbation theory based sensitivity and uncertainty analysis with CASMO4,” Science and Technology of Nuclear Installations, 157029, 2012.
Vinet, P., Smith, J.R., Ferrante, J., Rose, J.H., “Temperature effects on the universal
equation of state of solids,” Physical Review B, 35, 1987.

22

CYCLIC BEHAVIOR AND MODELING OF SMALL FATIGUE CRACKS OF A
POLYCARBONATE POLYMER
Introduction
Polymers are used in many engineering applications such as aerospace structures,
automotive parts, pressure vessels, and military equipment and vehicles. Currently,
polymers are attracting much attention because the potential of lightening these
mechanical structures. Like other engineering materials, polymers fail as a result of
fatigue damage from the nucleation and growth of fatigue cracks. Therefore, an extensive
use of polymeric materials requires a better understanding of its fatigue behavior.
Traditionally, fracture mechanics has been employed to characterize the cyclic
behavior of polymers (Hertzberg et al. 1970, Elinck et al. 1971, Hertzberg et al. 1980,
Skibo et al. 1977, Radon 1980, Konczol et al. 1984, Schinker et al. 1984, Kim et al.
1995). The study of fatigue crack propagation in polymers allows a detailed analysis of
the fracture process. In addition, the study of fatigue using the fracture mechanics method
allows for the separation of the initiation and crack propagation stages (Hertzberg et al.
1970, Hertzberg et al. 1980). For crack propagation in thermoplastics two different
processes have been identified, normal and retarded crack growth (Konczol et al. 1990),
with both being associated with craze evolution at the crack tip. In the analysis of the
fracture surface for polymers there has been observed two types of marks (Schinker et al.
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1984), which are associated with the two types of crack propagation: continuous and
discontinuous crack propagation (Schinker et al. 1984). Other factors that affect crack
propagation have also been studied such as microstructure (Low et al. 1996), blend
composition and frequency (Bureau et al. 1998, Bureau et al. 2001), and the stress ratio
and molecular weight (Niinomi et al. 2001).
It is generally accepted that fatigue life consists of two stages: crack initiation and
crack growth or propagation (Suresh 1998, Stephens et al. 2000, Bannantine et al. 1990).
The total number of cycles to initiate a crack is usually determined by the use of the
strain-life method while crack growth to failure is determined by fracture mechanics
(Stephens et al. 2000). Nonetheless, in design engineering applications, fracture
mechanics is used to design against fatigue in polymers. This approach assumes the
existence of a pre-crack and the crack propagation dominates the fatigue life of the
component. Therefore, conventional design with polymers is only based on the long
fatigue crack growth regime.
Although fracture mechanics provides a tool to characterize crack propagation, it
characterizes only the growth of long cracks. It has been found that short cracks behave
differently than long cracks (Suresh et al. 1984, Wu et al. 1998, Newman et al. 2000).
Among the differences are crack growth rate and crack path. Crack growth rate shows
inclusion size dependency when the crack size is comparable to microstructural features
(Suresh 1998). Additionally, it has been observed that small cracks usually initiate from
defects found in the material (Suresh 1998, Suresh et al. 1984).
In order to quantify the fatigue life associated with short fatigue cracks, the
MultiStage Fatigue (MSF) model’s microstructurally small crack (MSC) growth regime
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is considered. The MSF model was originally developed for an A356 aluminum alloy
(McDowell et al. 2003) and has since been expanded for use with various other
aluminum alloys (Jordan et al. 2012, Xue et al 2007a), magnesium (Bernard et al 2013,
Xue et al 2007b), steels (Xue et al 2010), and an ABS copolymer (Lugo et al. 2014).
Lugo et al. demonstrated that the MSF model framework was general enough to handle
polymeric materials. Due to the possibility of discontinuous crack growth in
polycarbonate, this model effectively only describes periods of crack extension; that is,
the cycles between striations before craze breakdown are excluded for the current model
iteration. Future extensions focusing on craze formation and breakdown will inevitably
need to be added.
While investigations addressing the long crack growth behavior of polymers are
abundant, fatigue studies on polymers that incorporate small crack behavior and
microstructural features into cyclic models are virtually nonexistent. In this research the
fatigue performance of a polycarbonate thermoplastic polymer was investigated. A set of
fully reversed fatigue tests were conducted and an analysis of the fracture surfaces was
performed using scanning electron microscopy (SEM). The objective was to investigate
the use of microstructure-sensitive small fatigue crack growth model for use with
thermoplastic materials.
Materials and Experiments
The material in this investigation is a Makrolon grade, amorphous, glassy
polycarbonate (PC) thermoplastic. This material was chosen due to its purported
insensitivity to test frequency (Hertzberg et al. 1980, Hertzberg et al. 1975) in order to
determine the effectiveness of the MSF model for capturing inclusion size dependency.
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Here, an inclusion is defined as being any pore, particle, or void that incubates a
dominant small fatigue crack. The term void is used to differentiate pre-existing
microstructural pores due to processing from those that may have been created due to
induced stresses and strains and are typically much larger than the average pore size.
Monotonic tensile and compression experiments were performed using an Instron 8850
load frame with an Instron 2630-110 extensometer to monitor axial strains. Flat dogbone tensile specimens were made following ASTM D638-03 standard. For compression
tests, cylindrical specimens similar to those employed by Mulliken et al. 2006 were used.
A moly-paste lubricant was used with the compression tests to minimize friction between
the specimen and compression platens to reduce barreling.
Completely reversed, uniaxial fatigue experiments were conducted using an MTS
810 servo-hydraulic load frame with an MTS model 643.31F-25 axial extensometer for
the strain control tests. Testing was conducted at strain amplitudes of 0.0065 to 0.02 and
at frequencies of 1 and 10 Hz using a ramp wave. Cylindrical dog-bone shaped
specimens were machined from the supplied plates on a CNC lathe to the dimensions
shown in Figure 3.1. Before testing, each specimen was progressively sanded and
polished using 240, 800, 1200, and 2400 grit sandpaper to produce a smooth surface.
The polished surface was inspected with an optical microscope to ensure that all machine
marks perpendicular to the load direction were removed.
Fracture surfaces of the fatigued specimens were prepared for SEM observation.
Specimens were glued to an aluminum base with a carbon-based epoxy and subsequently
sputter coated for two minutes following a 12 hour curing in a desiccator.
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Figure 3.1

Fatigue specimen geometry

Cylindrical dog-bone shaped specimens used for strain-life fatigue testing.
Microstructure
Like other amorphous thermoplastic materials, PC is formed of long polymer
chains that are randomly oriented and entangled. Unlike metals, thermoplastics like PC
do not have definitive, quantifiable microstructure features. For the PC of this study,
SEM analysis revealed the existence of inclusion particles in the form of partially melted
pellets embedded in the amorphous matrix (Figure 3.2). Conglomerations of these
inclusions (Figure 3.3) were observed near the free surface and at crack incubation sites,
thus contributing to the generation of fatigue cracks.
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Figure 3.2

Large intact polycarbonate pellet

Scanning Electron Microscope (SEM) image of a mostly intact polycarbonate pellet.

Figure 3.3

Agglomeration of polycarbonate pellets

Scanning Electron Microscope (SEM) image showing a conglomeration of particles
which led to the nucleation of a dominant fatigue crack for a 0.0065 strain amplitude test
at 10 Hz.
Stress-Strain Bahavior
The monotonic stress-strain curves of the PC thermoplastic polymer in tension
and compression are given in Figure 3.4. True stress-strain averaged curves for test data
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were plotted for all strain rates. The stress response in tension shows an increase in the
yield and ultimate strengths and a general flattening of the subsequent softening as strain
rate increases, which can be attributed to necking. The stress response in compression
exhibits three regimes as noted in Figure 3.4b: an initial linear elastic response followed
by a nonlinear transition curve to global yield, followed by strain softening attributed to
chain rearrangement and subsequent strain hardening attributed to the alignment of these
chains.

Figure 3.4

Polycarbonate tension and compression curves

Monotonic stress-strain plots of a Polycarbonate thermoplastic in a) tension and b)
compression.
Strain-Life Fatigue
Figure 3.5 shows the strain-life curve for the polycarbonate at room temperature
and at frequencies of 1 and 10 Hz. The curve exhibits a plateau at lower strain
amplitudes, previously defined as the long-life region by (Rabinowitz et al. 1973). Before
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the plateau, a quasi linear section can be observed. While many thermoplastics exhibit
frequency dependent fatigue life curves, the PC of this study did not show this effect
overall. Frequency effects have been studied previously (Hertzberg et al. 1975) where it
was found that PC was particularly insensitive to test frequency, most likely due to a
balance of competing strengthening and softening mechanisms, namely strain rate and
creep effects.

Figure 3.5

Polycarbonate strain-life fatigue curve

Polycarbonate experimental strain-life fatigue plot for 1 and 10 Hz at room temperature.
Hysteresis Stress Response
Figure 3.6 shows the initial and half-life hysteresis loops for the PC material
indicating that a minimal energy dissipation occurred during cycling, resulting in a
minimal hysteresis loop area and a near perfect overlap of the initial and mid-life
hysteresis loops. This trend held true for all strain amplitudes and frequencies tested.
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Figures 3.7a and 3.7b show the behavior of stress amplitude as a function of the number
of cycles at strain amplitudes of 0.02 and 0.0065 at a frequency of 1 Hz, respectively. The
stress amplitude is practically constant for all strain amplitudes tested. Only a minimal
observable decay in the maximum tensile stress was observed at the higher strain
amplitudes as shown in Figure 3.7a.

Figure 3.6

Polycarbonate fatigue hysteresis loops

Stress-strain hysteresis behavior for fatigue tests at 1 Hz for a) 2% strain amplitude and
b) 0.65% strain amplitude.

31

Figure 3.7

Polycarbonate fatigue maximum and minimum cyclic stresses

Typical stress response versus reversals for a) 0.02 strain amplitude test and b) 0.0065
strain amplitude test.
Fractographic Analysis
Fractography was performed on the fatigue fracture surfaces of the Polycarbonate
copolymer specimens using Scanning Electron Microscopy (SEM) to characterize the
fatigue damage in the material. Figure 3.8 shows an overview of a fracture surface
observed for PC showing the location of crack nucleation and the fatigue crack growth
region. Fatigue damage marks can be observed as well as the different stages of damage
regimes: incubation (INC), Microstructurally Small Crack (MSC), and long crack (LC).
Adjacent to the incubation typical fatigue striations were observed with minimal craze
formation at the crack tip.
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Figure 3.8

Polycarbonate fracture surface overview

Fatigue fracture surface of polycarbonate fatigue specimen showing three stages of
fatigue damage: Inc: Incubation, MSC: small crack, and LC: Long crack.
Similar SEM micrographs to those shown in Figure 3.8 have been observed
previously (Hertzberg et al 1980, Mackay et al 1974). Mackay et al. defined two zones:
Zone 1 comprised the region where the crack initiated plus concentric marks around the
crack initiation site, and Zone 2 identified by radial marks and some tangential striations.
The striations observed in Zones 1 and 2 are typical of various thermoplastic materials
like poly(vinyl chloride) (Hertzberg et al. 1973), and polystyrene (Skibo et al 1976). The
concentric marks radiating from the failure origin in Zone 1 have been attributed to
different stages of crack extension (Hertzberg et al 1980, Mackay et al 1979, Hertzberg et
al 1973, Skibo et al 1976).
However, with the higher fidelity SEM equipment available today, better
micrographs can be obtained. Figure 3.8 shows an overall view of three distinct fatigue
damage zones: an early crack growth stage with minimal craze formation at the crack tip
(Figure 3.9a) and a later crack growth stage with relatively large craze formations
providing crack tip blunting and discontinuous crack growth (Figure 3.9b). These three
zones can be related to the established fatigue damage stages of the MultiStage Fatigue
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(MSF) model: crack incubation, MSC, and LC stages (Suresh 1998, McDowell et al
2003). Since the fatigue striations marks of Figure 3.9a are located immediately adjacent
to the crack nucleation site, we assert that they belong to the MSC crack fatigue stage.
Similar to other studies using the MSF model (Lugo et al 2014, Jordan et al 2012,
Bernard et al 2013), fatigue striations were correlated with MSC loading cycles. An
example of the striations is shown in Figure 3.9a. Discontinuous crack growth
morphology as observed via SEM imaging is shown in Figure 3.9b. For these striations, a
sub-band is clearly noticeable and is due to craze formation at the crack tip (Hertzberg et
al 1980).

Figure 3.9

Polycarbonate fatigue striations and discontinuous crack growth

a) Fatigue striation width measurements for fatigue crack growth bands in polycarbonate
and b) discontinuous crack growth morphology formed during crack propagation on a
specimen cycled at 2% strain amplitude at a frequency of 10 Hz showing crazed region
ahead of crack arrest.
In addition, the SEM analysis revealed that cracks initiated at inclusion defects.
The initiating defect size was quantified using the image analysis software ImageJ. Table
3.1 shows the type and size of incubating inclusions for select samples. For some
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specimens, there were no perceived crack incubating inclusions so it was assumed that
these cracks incubated from crazes generated on the free surface of the specimens during
cycling due to surface roughness. The initial sizes of these surface crazes are predicted
from the model calibrations for the specimens with known inclusion sizes (denoted with
an asterisk). Figure 3.10 shows the crack incubating inclusions for each specimen of
Table 3.1 where an incubating inclusion could be found.
Table 3.1

Select Polycarbonate Fatigue Failures

Sample

Strain
(mm/mm)

Frequency
(Hz)

Cycles
to
Failure (Nf)

Inclusion
Type

Size √𝑨𝒓𝒆𝒂
(μm) (GS)

S1
S2

0.0065
0.0065

1
1

136838
26534

6
26

S3

0.0065

10

896778

S4

0.0065

10

20268

S5

0.02

1

1564

Void
Particles
Surface
Roughness
Surface
Roughness
Surface
Roughness

S6

0.02

10

1499

Void

88

18*
4.5*
65*

Type and size of inclusion that incubated the fatigue crack for selected fatigue specimens.
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Figure 3.10

Incubating Inclusions for Select Polycarbonate Fatigue Failures

Scanning Electron Micrograph (SEM) images of inclusions that nucleated fatigue cracks
in selected samples where Nf is cycles to failure, and In is square root of the inclusion
area.
Fatigue Crack Growth
In the polymer community, a more complicated fatigue crack growth stage has
been identified: discontinuous crack growth. In the discontinuous crack growth stage, a
single striation does not necessarily correlate to a single load excursion, with the
possibility of having hundreds to thousands of excursions before craze breakdown and
crack extension as noted by in-situ studies (Hertzberg et al. 1980) and can be attributed to
crack tip stabilization by the craze formed at the crack tip. Despite the presence of
discontinuous crack growth for some samples, striations were still measured, and in the
case of clearly defined discontinuous crack growth bands striation length was taken from
craze tip to craze tip. This effectively means that the crack growth curves will exclude
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discontinuous growth cycles by default. Within the context of the MSF model,
discontinuous crack growth can be thought of as periods of crack incubation during
intermittent periods of crack extension. For the current iteration of the plastics MSF
model, the incubation regime will account for those cycles. Future model iterations will
incorporate a discontinuous crack growth regime to separate the discontinuous crack
growth and the crack incubation regimes for plastics.
Striation measurements were performed on fracture surfaces of the extremal
failures (minimum and maximum life) fatigued at 0.0065 (Samples 1 to 4) and 0.02
(Samples 5 and 6) strain amplitude. Figure 3.11 shows fatigue crack growth rates at
0.0065 and 0.02 strain amplitude for both 1 Hz and 10 Hz test frequencies. For both
frequencies there is minimal observed dependency on test frequency, therefore, these
results are in agreement with the statement that PC fatigue life is independent of test
frequency as found by other researchers (Hertzberg et al. 1980, Radon 1980).

Figure 3.11

Fatigue Crack Growth Rates for Polycarbonate

Fatigue crack growth rates collected via striation measurements for polycarbonate for
strain amplitudes of a) 0.65% and b) 2.0%.
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Fatigue Crack Growth and Modeling
Fatigue Crack Growth Model
This study introduces a microstructure-sensitive small fatigue crack growth model
based on crack tip displacements. McDowell et al. (2003) developed a fatigue model that
decomposes the total fatigue life into three stages: incubation, small crack, and long crack
as given by equation (3.1).

NTotal  N Inc  N MSC  N LC

(3.1)

where NTotal is the total number of cycles, NInc is the number of cycles required to
incubate a fatigue crack, NMSC is the number of cycles spent in the microstructurally
small/physically small crack (MSC) regime, and NLC is the number of cycles of long
crack (LC) growth until final failure. The transition between the MSC and LC regimes is
governed by the crack growth rate. The crack growth rates for both the MSC and LC
regimes are computed concurrently. When the crack growth rate for the LC regime
exceeds that of the MSC regime, as long as material fracture has not occurred, the
material exhibits LC growth. The LC regime for plastics has been studied extensively in
the past (Hertzberg et al 1970, Hertzberg et al 1980, Radon 1980, Hertzberg et al 1973),
therefore this study only considers the small crack growth stage.
The crack growth rate of the small fatigue crack regime (MSC) is a function of
the crack tip displacement and is given by Equation (3.2).
da
  ( CTD  CTDth )
dN

(3.2)

where χ is a material dependent constant for a given microstructure typically less than
unity (McDowell et al 2003) and ∆𝐶𝑇𝐷𝑡ℎ is the crack tip displacement range threshold
38

taken as the magnitude of the shear displacement of a sheared region of an amorphous
polymer based on a dislocation analogue by (Bowden et al. 1974).
The crack tip displacement range is related to the remote loading and is calculated
by Equation (3.3).

𝐺𝑆 𝜁

𝑃𝑆 2

𝜉

𝑈∗𝜎∗(1−𝑅) 𝑚

∆𝐶𝑇𝐷 = 𝐶𝐼𝐼 (𝐺𝑆 ) (
) (
𝑛𝑛𝑑∗𝐺𝑆
0

𝐺𝑆 𝜁

𝑃𝑆 2

𝜉

𝑆𝑢𝑙𝑡

0

𝑝

∆𝛾𝑚𝑎𝑥
2

3

𝑝

∆𝛾𝑚𝑎𝑥

) 𝑎 + 𝐶𝐼 (𝐺𝑆 ) (𝑛𝑛𝑑∗𝐺𝑆) (

2

2

)

1⁄
𝑛′

𝜎

= 2 (𝑘′)

𝜎

𝜎

1⁄
𝑛′

𝜀 = 𝐸 + (𝑘′)

(3.3)
(3.4)
(3.5)

The first term of Equation (3.3) accounts for small crack growth under high cycle
fatigue (HCF) while the second term incorporates the low cycle fatigue (LCF) effects.
The term 

PS 2  represents


 nnd  GS 

the effect of pore size distribution on small crack growth

(MSC). PS is the size of the distributed pores in the polymer matrix, nnd is the nearest
neighbor distance between pores, GS is the grain size for a given metal, and 𝐺𝑆0 is a
normalizing factor. Generally, the GS term is used as a normalization factor for the pore
size effects and is typically the next largest microstructural scale. For the PC material, the
incubating inclusion size (“size” column of table 3.1) is used as this normalization factor
due to the lack of significant microstructural details for an amorphous polymer. The term
σ is the remote applied cyclic stress calculated from the Ramberg-Osgood relationship (5)
using a Newton-Raphson method. The parameter U is employed to incorporate the strain
ratio effects and is defined as

U

1 for
1 R

R values less than zero and as U = 1 for R
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p
values of zero and greater where R is applied load ratio. Finally,  max is the remote

2

maximum applied plastic shear strain range where k’ and n’ are the cyclic strength
coefficient and cyclic strain hardening exponent, respectively, from the Ramberg-Osgood
relationship.
Small Fatigue Crack Growth Modeling Correlations
Distributed porosity will affect fatigue crack growth. Voids on the order of two to
five angstroms in diameter have been observed by Bohlen et al. (2001) using Positron
Annihilation Lifetime Spectroscopy (PALS) for a similar material subjected to varying
temperature and pressure. Kristiak et al. (1994) has published a summary of PC
microstructural features and are shown in Table 3.2. In the computations of the MSF
model, these values for the microstructure were employed and a single parameter set was
found to describe all experimental data.
Table 3.2

Polycarbonate microstructure and material properties for the fatigue crack
growth model.
Property
Pore Size
(nm) (Kristiak
et al 1994)
Pore Nearest
Neighbor
(nm) (Kristiak
et al. 1994)
Young's
Modulus
(MPa)
Ultimate
Strength
(MPa)

Average

Standard Deviation

0.595

0.030

0.83

0.04

2490

240

68.18

0.44
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To assess model uncertainty, a Monte Carlo (MC) simple random sampling
routine was used to propagate each parameter’s statistical distribution through the model.
Due to having sparse data, normal distributions are assumed. Table 3.3 gives the model
parameters resulting from the calibration to the samples of known incubating inclusion
size, and where applicable, the calculated standard deviations. Only experimental
parameters are considered in the uncertainty quantification method. For the parameters
gathered from references, the standard deviation was assumed to be five percent of the
average as a conservative estimate. The strain measurements from the extensometer are
precise to 0.5% of the strain reading in accordance to ASTM E83.
It is important to note that since this model was originally created using
multiscale calculations pertinent to the physics of metals, the current implementation is
incapable of directly assessing the effects of polymer specific modes of deformation and
crack growth (crazing, chain slippage, chain entanglement, etc…). Therefore, the current
implementation for plastics takes on a semi-empirical role. An important fatigue crack
growth mechanism present in polymers, crack tip blunting and stress relaxation due to
crazing, is not present in this model. This is evident in the model’s calibration with the
stress effect exponent. Since local stress relaxation is not taken into account, the current
implementation of the model has an inverse relationship with remote applied stress; that
is, higher remote applied stresses lead to lower crack growth rates. This same trend is
evident in the crack growth rate curves for each remote applied strain. Though counter
intuitive with respect to normal fatigue crack growth with metals, it is believed that the
negative exponent artificially accounts for the effects of crazing on crack growth. This
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may be corrected by future polymer small crack growth research including the effects of
crazing and crack tip blunting.
Table 3.3

PC MSC model calibration parameters.
Property

Average

Standard Deviation

k'

110

5.5

n'
CTDth (µm)
(Bowden et al
1974)
CI

0.18

0.008

0.000425

0.000021

0

0

1000

0

0.32

0

-3.039

0

ξ

1.277

0

𝜁

2.022

0

16

0

CII
χ (McDowell
et al. 2003)
m

𝐺𝑆0

Figure 3.12 shows the model calibration compared to each experimental crack
growth curve. Overall, the MSC model correlates well with the experimental data by only
changing the incubating inclusion size. For Figures 3.12a and 3.12b, the crack growth
rate curves follow a typical log-linear increase in growth rate (Hertzberg et al. 1980). For
the higher applied strains of Figure 3.12c, the crack growth rate curves exhibit a sudden
increase and is most likely due to a transition to the long crack regime. The jagged nature
of the 0.02 applied strain crack growth curves are most likely due to the crack front
overcoming barriers along its path. The log-linear sections of each experimental crack
growth curve falls within the uncertainty bands for its respective model correlation with
minimal overlap of uncertainty ranges between curves for samples with disparate
incubating inclusion sizes. This shows that the current model calibration is capable of
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distinguishing between each crack incubation condition (i.e. inclusion size dependency)
for materials that do not exhibit test frequency dependency. For materials whose fatigue
lives are highly frequency dependent, modification of the model is necessary to capture
the effects of test frequency on the peak cyclic stresses and material properties.

Figure 3.12

MSF Model Correlations to polycarbonate fatigue crack growth curves

MSC model correlations and uncertainty bounds of each selected test sample for a) a
strain amplitude of 0.0065 and frequency of 1Hz, b) a strain amplitude of 0.0065 and
frequency of 10Hz, and c) a strain amplitude of 0.02 at frequencies of 1 and 10 Hz.
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Conclusions
Fatigue crack growth rates and microstructure properties were quantified via SEM
imaging and input into the MSF microstructurally small crack growth model for
calibration. The following conclusions are a result of this study.
1.

The current iteration of the model is shown to be general enough to
capture the behavior of fatigue crack growth in a frequency independent,
amorphous polycarbonate thermoplastic. Future work will need to
incorporate the effects of test frequency on material properties along with
their subsequent effect on the peak cyclic stress.

2.

Though the incubation regime can be used to account for discontinuous
growth cycles, it is only intended for tracking the cycles before a crack has
begun. Due to the existence of discontinuous crack growth, a new regime
is required to separate the phenomenon.

3.

A single parameter set can be used to describe all possible crack growth
rates by changing only the incubating inclusion size. The model is capable
of distinguishing between different crack growth curves with differing
incubating inclusion sizes. This is supported by the minimal overlap of
model uncertainty bands for samples with disparate inclusion sizes.
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4.

For small crack growth, microstructural features ahead of the crack front
such as particles would affect crack growth rates. However, for this
iteration of the model calibration routine, particle sizes ahead of the crack
tip are not taken into account directly within the model framework. Future
work needs to include the effects of particle size and distribution ahead of
the crack tip and their subsequent effect on stress evolution by using finite
element modeling.

5.

The model does not take into account polymer specific modes of
deformation such as crazing and shear banding. Typically, crazing
produces a line of voids spanned by groups of polymer chains ahead of the
crack tip and serves to blunt the crack tip and reduce the cyclic stress.
Modification of the remote applied stress or using local stress
approximations subject to the effects of polymer crazing to account for
stress relaxation ahead of the crack front will lead to better model
correlations.
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UNCERTAINTY QUANTIFICATION (UQ) AND SENSITIVITY ANALYSIS (SA)
METHODOLOGIES APPLIED TO THE MULTISTAGE FATIGUE (MSF)
MODEL
Introduction
Understanding the effects of experimental uncertainty on modeling has seen an
increased focus as engineering disciplines rely more heavily on computational modeling
of physical processes to predict system performance. Qualitatively, uncertainty is the
possibility of error between a modeling result and an experimental value. Quantitatively,
uncertainty describes the statistical distribution of possible errors that exist about some
mean value for experimentation or modeling results. In general, this uncertainty arises
from imprecision and inaccuracy of data acquisition systems due to sampling errors,
random variation in manufacturing processes, inferences and assumptions on descriptive
statistical distributions made with sparse data sets, and the natural, random heterogeneity
of a material’s mechanical and microstructural properties (Coleman et al. 1999). For the
calibration of engineering models, average values of these mechanical and
microstructural properties are used to create baseline predictions of material behavior
while ignoring the possible effects of their variation on model performance.
Fatigue behavior and fatigue crack growth has long been considered a statistically
random process mainly controlled by variation in loading amplitude (Stulen 1952, Virkler
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et al. 1979, Fruedenthal et al. 1956). Due to model limitations of the time, these
approaches often examined the variability in fatigue life or fatigue crack growth subject
to variation in loading amplitude and specimen geometry of empirical models without
regard to the effects of microstructure-property-performance relationships.
The MultiStage Fatigue (MSF) model, developed by McDowell et. al. (2003), is a
microstructure-sensitive fatigue model that can capture the effects of microstructure and
material properties related to fatigue performance. First developed for an A356 aluminum
alloy (McDowell et. al. 2003), the model has been successfully modified, updated, and
abstracted to handle a plethora of materials, ranging from magnesium alloys and
weldments (Xue et. al. 2007, Jordan et. al. 2010, Jordan et. al. 2011, Lugo et. al. 2013), to
steels (Xue et. al. 2010), and to thermoplastics (Lugo et. al. 2014). However, like most
approaches to model calibration, average values of material mechanical and
microstructural properties are used and the variation due to uncertainty in these properties
is ignored.
These uncertainties inherent to physical systems can be propagated through a
model using various techniques. A technique often used to propagate the uncertainty,
from either known or assumed distributions, is the brute force Monte Carlo simple
random sampling methodology. By sampling input parameters at random from
representative statistical distributions and building randomized parameter sets, the
expected variance in modeling output can be estimated. In order to determine which
parameters influence model output the most, the Fourier Amplitude Sensitivity Test
(FAST) Sensitivity Analysis (SA) method is employed.
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The motivation of this study is to understand the effects of uncertainty in
experimentally quantified material properties on the precision of modeling results with
the use of UQ and to determine what parameters control this uncertainty using SA
methodologies. The Monte Carlo simulation fatigue performance results will be used to
as a basis to predict the expected statistical distribution of the AZ31 magnesium alloy
fatigue distribution.
Materials and Methods
Materials and Experiments
Using the experimental data and MSF model calibration constants from a
previous study for sheet AZ31 fatigue samples (Lugo et. al. 2013), Uncertainty
Quantification (UQ) and Sensitivity Analysis (SA) techniques are applied to determine
the expected performance variation of the AZ31 sheet material and the associated
modeling parameters that most influence this resulting uncertainty.
MultiStage Fatigue (MSF) Modeling Framework
The MultiStage Fatigue (MSF) model is a microstructure-sensitive model that
considers various experimentally observed stages of fatigue damage behavior such as
crack incubation, microstructurally small crack (MSC) growth, physically small crack
(PSC) growth, and long crack growth. While the model was originally developed for a
cast A356 Al alloy (McDowell et al. 2003), it has been modified to extend its application
to several alloys. A brief summary of the MSF model is given below, while further
details including the theoretical basis are found elsewhere (McDowell et al 2003).
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The total fatigue life 𝑁𝑇𝑜𝑡𝑎𝑙 is given by:

NTotal  N Inc  N MSC / PSC  N LC

(4.1)

where NInc is the number of cycles to incubate a crack near or at a micro-notch that
includes the nucleation of crack-like damage and early crack propagation through the
zone of the micronotch’s root influence (McDowell et al. 2003). The term “micro-notch”
is used interchangeably with the term inclusion, where the term “inclusion” is used to
represent any microstructural defect found in a material, such as second phase particles,
intermetallic particles, and pores, among others. The NMSC term is the number of cycles
required for propagation of a microstructurally small crack (MSC); NPSC is the number of
cycles required for propagation of a physically small crack (PSC), and NLC is the number
of cycles required for long crack propagation.
Crack incubation involves nucleation plus small crack growth at the micro-notch
of the order of ½ D, where D is the inclusion size. Small crack growth (MSC) comprises
propagation of microstructural cracks with lengths that fall within ai < a < k MS, where
MS is a characteristic length scale (defined as the smallest grain size) of interaction with
microstructural (MS) features, and k is a multiplier where 1 ≤ k ≤ 3 (McDowell et al.
2003). The PSC range consists of crack propagation with a crack length in the interval of
k MS < a <~10 MS). Depending on the microstructural inclusion morphology and texture
of the matrix, the PSC regime may extend from 300 µm to ~2-3 mm in length.
The fatigue damage incubation life, Ninc is characterized by the cyclic damage at
the micronotch root. A modified Coffin-Manson law from (McDowell et al. 2003) is
implemented at the microscale as follows:
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𝛼
𝐶𝑖𝑛𝑐 𝑁𝑖𝑛𝑐
=𝛽=

𝑝∗

𝛥𝛾𝑚𝑎𝑥

(4.2)

2

where 𝛽 is the nonlocal damage parameter around an inclusion, and Cinc and 𝛼 represent
the linear coefficient and exponent, respectively in a modified Coffin-Mason approach
for the fatigue crack incubation life. The numerical value of the exponent 𝛼 is selected to
be in the range of the macroscopic Coffin-Mason law (McDowell et al. 2003, Xue et al.
2007). The coefficient in the Coffin-Manson equation, Cinc=cn+z(cm - cn ), is modified
(McDowell et al. 2003) to include a coefficient for nucleation of small cracks at
inclusions in the high cycle regime (cn) and a coefficient for the low cycle regime (cm).
1

𝑙

We further note that 𝑧 = 0.7 ( − 0.3) is a localization multiplier (McDowell et al. 2003)
𝐷
that is nonzero below the microplasticity percolation limit. Just beyond the percolation
limit, the localization multiplier transitions to unity as the plastic shear strain localizes
(McDowell et al. 2003). Above that point, incubation is negligible because of the high
𝑙

strain level that localizes at the inclusion (McDowell et al. 2003). Note that the ratio 𝐷 =
𝐴
√ 𝑝𝑙𝑎𝑠𝑡𝑖𝑐 𝑧𝑜𝑛𝑒⁄𝐴

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

is defined as the square root of the ratio of the plastic zone over

the inclusion area. The 𝛽 parameter is related to the local average maximum plastic shear
strain amplitude,

∆𝛾𝑚𝑎𝑥 𝑝∗
2

, and is estimated by the following relations:
𝛽=

𝛽=

∆𝛾𝑚𝑎𝑥 𝑝∗

∆𝛾𝑚𝑎𝑥 𝑝∗
2

2

= 𝑌[𝜀𝑎 − 𝜀𝑡ℎ ]𝑞 ,

𝑙
𝐷

= 𝑌(1 + 𝜁𝑧)[𝜀𝑎 − 𝜀𝑡ℎ ]𝑞 ,

< 𝜂𝑙𝑖𝑚

(4.3)

𝑙

(4.4)

𝐷

> 𝜂𝑙𝑖𝑚

Here, 𝜀𝑎 is the remote applied strain amplitude, 𝜀𝑡ℎ is the microplasticity
threshold, and the parameters q and ζ are determined from micromechanical simulations
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(McDowell et al. 2003, Xue et al. 2007). The limiting ratio, ηlim, indicates the transition
from proportional (constrained) micronotch root plasticity to nonlinear (unconstrained)
micronotch root plasticity with respect to the applied strain amplitude, where ηlim=0.3 has
been found to be suitable for various metallic alloys (McDowell et al. 2003, Xue et al.
2007, Jordon et al. 2011). The parameter Y (Xue et al. 2007) is correlated as
Y=y1+(1+R)y2, where R is the load ratio, and y1 and y2 are model constants. For
completely reversed loading cases, Y=y1. Furthermore, when l/D reaches its limits the
parameter Y is revised to include the geometric effects related to the type of inclusion,
Y=(1+l/D)Y. The debonded particle and pore of the same size may cause a different Y
as a factor of three or greater (Gall et al. 2000). The correlation of the plastic zone size is
calculated using the maximum plastic shear strain amplitude with respect to the remote
loading strain amplitude,
𝑙

〈𝜀𝑎 −𝜀𝑡ℎ 〉

= 𝜂𝑙𝑖𝑚 𝜀
𝐷

𝑝𝑒𝑟 −𝜀𝑡ℎ

,

𝑙
𝐷

𝜀𝑝𝑒𝑟 𝑟

𝑙

= 1 − (1 − 𝜂𝑙𝑖𝑚 ) (
𝐷

𝜀𝑎

≤ 𝜂𝑙𝑖𝑚

(4.5)

𝑙

(4.6)

) ,

𝐷

> 𝜂𝑙𝑖𝑚

where r, a shape constant for the transition to the limited plasticity (Hayhurst et al. 1985,
Brown et al. 2007), is determined through micromechanical simulations (Xue et al.
2007), and εper is the percolation limit (McDowell et al. 2003).
Similar to modeling efforts in wrought aluminum alloys (Xue et al. 2007), we
combine the mathematical expressions for the MSC and PSC regimes into a single
mathematical form. Crack growth in the MSC/PSC is governed by the range of crack tip
displacement, ΔCTD, which is proportional to the crack length, and the nth power of the
applied stress amplitude in the high cycle fatigue (HCF) regime and to the macroscopic
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plastic shear strain range,

𝑃
∆𝛾𝑚𝑎𝑥

2

, in the low cycle fatigue (LCF), and it is given by the

following,
𝑑𝑎

(𝑑𝑁)

𝑀𝑆𝐶

= 𝜒(∆𝐶𝑇𝐷 − ∆𝐶𝑇𝐷𝑡ℎ ),
𝐺𝑆 𝜁

(4.7)

𝑎𝑖 = 0.625𝐷

̂ 𝑛
𝐺𝑂 𝜉 𝑈∆𝜎

𝐺𝑆 𝜁

𝐺𝑂 𝜉

𝑃
∆𝛾𝑚𝑎𝑥

0

0

2

∆𝐶𝑇𝐷 = 𝐶𝐼𝐼 𝑓(𝜑) (𝐺𝑆 ) (𝐺𝑂 ) [ 𝑆 ] 𝑎𝑖 + 𝐶𝐼 (𝐺𝑆 ) (𝐺𝑂 ) (
0

0

𝑢𝑡

2

(4.8)

)

−𝜑

(4.9)

𝑓(𝜑) = 1 + 𝜔 (1 − 𝑒𝑥𝑝 (𝜑 ))
𝑡ℎ

Here, χ is a constant for a given microstructure, typically less than unity and
usually taken as 0.32 for several magnesium and aluminum alloys (McDowell et al. 2003,
Xue et al. 2007, Jordon et al. 2011), and ai is the initial crack length. The CI, CII, and n
are material dependent parameters which capture the microstructural effects on MSC
growth (McDowell et al. 2003, Xue et al. 2007). The threshold value for crack tip
displacement is defined on the order of the Burger’s vector (Groh et al. 2009). The term
3 𝛥𝜎𝑖𝑗

∆σ is the combination of the uniaxial effective stress amplitude, 𝜎𝑎 = √2 (

2

𝛥𝜎𝑖𝑗

)(

2

),

and the maximum principal stress range, ∆σ1 , and is given as ∆σ =2θσa+(1-θ)∆σ1, with
0 ≤θ≤1 as the path dependent loading parameter after (Hayhurst et al. 1985), where θ is a
weighting parameter such that θ=0 gives the von Mises stress state, and θ=1 gives the
maximum for principal stress state. The parameter U is employed to capture the load
ratio effects and is defined as U=1/(1-R) (Xue et al. 2007). In order to capture the effect
of grain size on small crack growth, we employ the ratio of grain size to the reference
𝐺𝑆 ζ

size (𝐺𝑆 ) where GS0 is the reference grain size, GS is the specific grain size, and ζ is a
0
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material parameter (Xue et al. 2007). Grain orientation effects are handled in the same
𝐺𝑂 ξ

fashion, a simple ratio of grain orientation to the reference orientation, (

𝐺𝑂0

).

The long crack growth stage of the MSF model usually follows classical linear
elastic fracture mechanics (LEFM) approaches (McDowell et al. 2003). We note,
however, that the modeling approach presented here is focused on incubation and
MSC/PSC regimes similar to Jordon et al. (2011) and Rettberg et al. (2012). This
approach is consistent with the experimental evidence that the formulation for MSC/PSC
can characterize fatigue cracks up to several millimeters in length (McDowell et al.
2003). Thus, the MSF model is essentially used to predict the onset of surface crack
initiation in structural components and therefore long crack propagation is generally not
considered.
Monte Carlo Random Sampling Methodology
A custom Monte Carlo Simple Random Sampling (MCSRS) routine was created
for the MSF model using the scripting programming language Python leveraging the
common NumPy and SciPy modules (van der Walt et. al. 2011) for their prebuilt
statistical analysis and random number generator subroutines. All model input variables
are assumed to be normally distributed. Based on aggregate data for the mechanical and
material properties of AZ31 from a previous study (Lugo et al. 2013), the standard
deviation for each variable was set to the maximum percentage observed (10%, Young’s
Modulus) over all the parameters to compensate for the sparseness of data. For this study,
10% of the mean is used as the standard deviation for all parameters in the assumed
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normal probability density functions. All model parameters along with their standard
deviations are available in Table 4.1 and Table 4.2.
Table 4.1

Mechanical and material properties of sheet AZ31
Property

Mean Value

Standard Deviation

40300 MPa

4030

Yield Strength

170 MPa

17

Ultimate Strength

342 MPa

34.2

0.0001

0.00001

35

3.5

Porosity

0.0001

0.00001

Porosity Threshold

0.0001

0.00001

Particle Size

38

3.8

Particle Standard Deviation

10

1

GO

2.07

0.207

GO0

2.07

0.207

GS

3

0.3

GS0

6

0.6

Young's Modulus (MPa)

Mechanical and Material Properties

Pore Size
Pore Nearest Neighbor (μm)

(Lugo et al. 2013)
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Table 4.2

MultiStage Fatigue (MSF) model parameter values for AZ31 rolled sheet.

Microstructurally Small Crack (MSC)
Growth Regime

Incubation (INC) Regime

Property
k’
n’
Cn
Cm
alpha
q
y1
y2
psi
r
emodexp
partexp
omega
Initial Crack Length
Final Crack Length
theta
n
Ci
Cii
chi
CTDth
GSexp
PRexp
GOexp

Mean
Value
1976
0.34
0.95
0.55
-0.635
2.4
170
0
4
0.4
0
1.3
0.15
62.50%
300
0.135
4
3173.91
0.001125
0.12245
0.00032
1.2
0
1

Standard
Deviation
197.6
0.034
30
-

An input matrix is generated using the NumPy module’s random normal sample
function to provide input parameter vectors. This package uses the established Mersenne
Twister (MT) pseudo-random number generator (PRNG) algorithm (Matsumoto et al
1998). Each input vector was passed through the MSF model to determine the variation
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in total life. Simulations were performed for 11 strain levels from 0.002 to 0.007. For this
study, one-hundred-thousand samples were taken from each input distribution for each
applied strain level, yielding 1.1 million total simulation points.
Uncertainty and Sensitivity Analysis Methodology
For this study, uncertainty in MultiStage Fatigue (MSF) modeling framework is
assessed by calculating the 95% data range from the Monte Carlo output data (2.5%
percentile and 97.5% percentile). Modeling sensitivities are evaluated using the Fourier
Amplitude Sensitivity Testing (FAST) method (Saltelli et al. 2004) developed for first
order effect indices (Saltelli et al. 1998, Saltelli et al. 1999). The FAST method is a postprocessing, analysis of variance (ANOVA) technique used to calculate the first order
effect indices for a given data set (Saltelli et al 1999) and was developed for the analysis
of sensitivities for a complex chemical process (Cukier et al 1973, Cukier et al 1975).
The first order effects index is given by the breakdown of the component variances of the
form:
𝑉𝑇 = ∑𝑛𝑖=1 𝑉𝑖 + ∑𝑛𝑖=1 ∑𝑛𝑗=𝑖+1 𝑉𝑖𝑗 + ∑𝑛𝑖=1 ∑𝑛𝑗=𝑖+1 ∑𝑛𝑘=𝑖+2 𝑉𝑖𝑗𝑘 + ⋯ + 𝐻. 𝑂. 𝑇 (4.10)
where each variance term’s order is given by the number of indices. By dividing equation
(4.10) by the total variance, VT, the different order sensitivity measures can be obtained:
1 = ∑𝑛𝑖=1 𝑆𝑖 + ∑𝑛𝑖=1 ∑𝑛𝑗=𝑖+1 𝑆𝑖𝑗 + ∑𝑛𝑖=1 ∑𝑛𝑗=𝑖+1 ∑𝑛𝑘=𝑖+2 𝑆𝑖𝑗𝑘 + ⋯ + 𝐻. 𝑂. 𝑇.

(4.11)

where, from the variance equation, each sensitivity term’s order is given by the number
of indices. The first order sensitivity index is the first term on the right hand side of
equation (4.11). Due to the computational cost of calculating all the sensitivity measures,
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generally the first order effects index is used as a sensitivity measure. Computationally,
this index is represented by the quantity:
𝑆𝑖𝐹𝐴𝑆𝑇 =

𝑉𝑎𝑟(𝑌|𝑥𝑖 )
𝑉𝑎𝑟(𝑌)

(4.12)

where 𝑆𝑖𝐹𝐴𝑆𝑇 is the resulting FAST sensitivity index with respect to the parameter xi, Var
is the variance operator, the term Var(Y|xi) is the variance in the model due to variation
in the single parameter xi, and the term Var(Y) is the total variance in the model due to
variation in all parameters together. This quantity can be computed using Monte Carlo
techniques. However, this method can be computationally expensive and time
consuming. To simplify this a spectral analysis method, FAST, can be used.
When applying spectral Fourier methods to model analysis, an N-dimensional
integral must be solved of the form:
𝑓(𝑠) = ∬ … ∫ 𝑒 −2𝜋𝑖(𝑥1 𝑠1 +𝑥1𝑠1 +⋯𝑥1𝑠1 ) 𝑓(𝑥)𝑑𝑥1 𝑑𝑥2 … 𝑑𝑥𝑁

(4.13)

where 𝑠 is the vector of resulting Fourier variables and 𝑥 is the vector of model input
factors for model some arbritrary model, 𝑓. To utilize the FAST method and simplify
the analysis, the parameters are represented as cyclic functions that are then sampled over
the range [-π, π]. The search curve developed by Saltelli et al (1999) was abstracted in
order to cycle between a prescribed maximum and minimum at a given frequency and is
represented by the following equation:
1

1

𝑥(𝜃) = (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 ) [2 − 𝜋 𝑎𝑟𝑐𝑠𝑖𝑛(𝑠𝑖𝑛(𝜔𝜃 + 𝜑))] + 𝑥𝑚𝑖𝑛

(4.14)

where xmax is the maximum for a given parameter, xmin is the minimum for a given
parameter, ω is the parameter frequency, and φ is a random phase angle from zero to one.
When sampled, this equation approximates a uniform distribution. By representing each
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input factor as a cyclic function the multidimensional integral of equation (4.13) is
simplified to an integral over a single variable of the form:
𝑓(𝑠) = ∫𝑹𝑁 𝑒 −2𝜋𝑖𝑥(𝜃) 𝑓(𝑥(𝜃))𝑑𝜃

(4.15)

In order for the Fourier method to be able to discern between input factors in the
transformed frequency spectrum, each parameter must have its own unique frequency. As
an extra stipulation, each frequency must not share a higher order harmonic; that is, no
frequency may share the same scalar multiple. A set of such numbers are said to be
incommensurate. Though irrational numbers serve this purpose quite well for the
analytical mathematical framework, problems arise due to decimal resolution in computer
storage and computation when implemented in code. This may cause effects for some
frequencies that are close together to become aliased with the effects of others. To avoid
this, prime numbers are generated and used as the factor frequencies and is a common
practice for the FAST method (Saltelli et al 1998, Saltelli et al 1999, Cukier et al 1975).
The prime numbers generated for this analysis are given by table 4.3.
Table 4.3

Incommensurate Frequencies

Parameters

Incommensurate Frequencies
{29, 37, 43, 59, 71, 89, 101, 103, 113,
16
137, 139, 151, 163, 173, 179, 181}
The set of incommensurate prime number frequencies used to compute FAST first order
effects sensitivity indices.
Results and Discussion
The resulting component fatigue life distributions for the incubation,
microstructurally small crack, and total life were analyzed using an Anderson-Darling
(AD) hypothesis test (Anderson et al. 1952). Due to the fact that all distributions are left62

skew and asymmetric, the AD test will not be performed for the normal distribution. For
the AD test, if the AD test statistic critical value (cv) is less than that computed from the
data, the hypothesis that it belongs to the chosen distribution is rejected. The AD test
statistic at a significance level (α) of 0.001 for each strain amplitude is compared to the
critical value for acceptance or rejection for the Weibull, Log-Normal, and Extreme
Value distributions for both the incubation and microstructurally small crack regimes in
Table 4.4 and Table 4.5, respectively.
Table 4.4

Incubation Regime Anderson-Darling Test Results
Anderson-Darling Test Statistic (A2), α = 0.001
Strain
Weibull
Amplitude (cv = 1.4564)

Log-Normal
(cv = 1.4331)

Extreme Value
(cv = 1.4564)

0.0020
2.3908
0.5673
28.4994
0.0025
1.3896
0.5438
19.3558
0.0030
1.4182
0.7229
16.3443
0.0035
5.3184
2.2473
24.3619
0.0040
9.2668
3.0786
32.7998
0.0045
8.3484
1.8139
27.9261
0.0050
5.4505
0.9248
18.3588
0.0055
3.4752
0.5695
12.2322
0.0060
2.6567
0.4521
9.3510
0.0065
2.2779
0.4075
7.8532
0.0070
2.1214
0.3959
7.1889
Anderson-Darling hypothesis test statistic versus applied strain amplitude for the
incubation regime of the MSF model (cv = Critical Value)
The results of the AD test for the incubation regime suggests that the best-fit to
the incubation life distribution is the Log-Normal distribution. The test passes for most
applied strain amplitudes, however mid-level strain amplitudes, where fatigue lives
transition from low cycle fatigue to high cycle fatigue, fail. Figure 4.1 shows a visual
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comparison of the Maximum-Likelihood Estimation (MLE) results for the Log-Normal
distribution, Weibull distribution, and for further comparison, the Birnbaum-Saunders
distribution fits with the normalized histograms of the Monte Carlo incubation life data
for 0.002, 0.004, 0.005, and 0.007 strain amplitudes.

Figure 4.1

Statistical Distribution Maximum-Likelihood Estimation Fits for
Incubation Regime

Comparison of the Log-Normal, Weibull, and Birnbaum-Saunders Probability Density
Functions (PDF) with normalized histograms of the Monte Carlo output for the
incubation regime at applied strain amplitudes of a) 0.0020, b) 0.0040, c) 0.0050, and d)
0.0070.
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Based on the visual fit of the statistical distributions, the Birnbaum-Saunders
distribution fits the normalized histogram data for the most applied strain amplitudes. The
Log-Normal distribution fits well for high strain amplitudes, suggesting that low cycle
fatigue (LCF) incubation life, which is mostly controlled by the applied loads and with
low sensitivity to microstructural features, are log-normally distributed. High cycle
fatigue (HCF) failures at low strain amplitudes are best described by the BirnbaumSaunders distribution.
Table 4.5

Microstructurally Small Crack (MSC) Regime Anderson-Darling Test
Results
Anderson-Darling Test Statistic (A2), α = 0.001
Strain
Amplitude

Weibull
(cv = 1.4564)

Log-Normal Extreme Value
(cv = 1.4360) (cv = 1.4564)

0.0020
2.6295
0.5423
26.2420
0.0025
3.7157
0.8021
28.2427
0.0030
4.9143
1.1017
30.3703
0.0035
5.9024
1.3698
31.8331
0.0040
6.6280
1.5775
32.2485
0.0045
7.2791
1.7494
32.5327
0.0050
7.8035
1.9058
32.4809
0.0055
8.1042
1.9504
32.2826
0.0060
8.3877
1.9476
31.6536
0.0065
8.6555
2.0715
31.1507
0.0070
8.8280
2.0033
30.7760
Anderson-Darling hypothesis test statistic versus applied strain amplitude for the
microstructurally small crack growth (MSC) regime of the MSF model. (cv = Critical
Value)
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The results of the AD test for the microstructurally small crack growth regime,
Table 4.5, suggests, again, that the Log-Normal distribution is the best fit of the three
distributions tested, being the only distribution with passing tests. Figure 4.2 shows a
visual comparison of the Log-Normal distribution, Weibull distribution, and BirnbaumSaunders distribution fits with the normalized histograms of the Monte Carlo
microstructurally small crack life data for 0.002, 0.004, 0.005, and 0.007 strain
amplitudes.
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Figure 4.2

Statistical Distribution Maximum-Likelihood Estimation Fits for
Microstructurally Small Crack (MSC) Regime

Comparison of the Log-Normal, Weibull, and Birnbaum-Saunders Probability Density
Functions (PDF) with normalized histograms of the Monte Carlo output for the
microstructurally small crack growth regime at applied strain amplitudes of a) 0.0020, b)
0.0040, c) 0.0050, and d) 0.0070.
As observed from Figure 4.2, the Log-Normal distribution fails to capture the
peak of each normalized histogram and mainly captures the tail behavior and general
shape. Relying on the visual fits, the Birnbaum-Saunders distribution is better at
capturing the distribution at the lower applied strain amplitudes while the Log-Normal
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distribution is better for higher applied strain amplitudes, a trend similar that of the
incubation regime above.
Table 4.6

Total Fatigue Life Anderson-Darling Test Results
Anderson-Darling Test Statistic (A2), α = 0.001
Strain
Amplitude

Weibull
(cv = 1.4675)

Log-Normal Extreme Value
(cv = 1.4360) (cv = 1.4564)

0.0020
2.5015
0.6387
20.8565
0.0025
2.6665
0.6290
20.6888
0.0030
3.6104
0.7470
23.6715
0.0035
6.2430
1.7016
27.9663
0.0040
9.0137
2.7855
31.0511
0.0045
10.1545
3.1566
31.7233
0.0050
10.6692
3.3383
32.2194
0.0055
10.9000
3.2993
31.9915
0.0060
11.1649
3.2775
31.6672
0.0065
11.1500
3.2361
30.9887
0.0070
Inf
3.0652
30.1515
Anderson-Darling hypothesis test statistic versus applied strain amplitude for the total life
of the MSF model. (cv = Critical Value)
The results for the AD test for the computed total life of the MSF model are
enumerated in Table 4.6. As expected from the results for the incubation and
microstructurally small crack regimes, the Log-Normal distribution is the only one to
have tests pass at the lower strain levels. For the total life, the Birnbaum-Saunders
distribution and the Log-Normal distribution are both capable of describing the
distribution tails, with both failing to capture the median peak.
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Figure 4.3

Statistical Distribution Maximum-Likelihood Estimation Fits for Total
Fatigue Life

Comparison of the Log-Normal, Weibull, and Birnbaum-Saunders Probability Density
Functions (PDF) with normalized histograms of the Monte Carlo output for total fatigue
life at applied strain amplitudes of a) 0.0020, b) 0.0040, c) 0.0050, and d) 0.0070.
Figure 4.4 shows the resulting uncertainty range from mapping the sampled
parameter space through the MSF model for total life and computing the 2.5% and 97.5%
percentiles for each applied strain amplitude and compares the expected performance
range to aggregate fatigue test data for AZ31 rolled sheet material. The uncertainty in the
model parameters, when pushed through the model to final fatigue life, encapsulates the
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entirety of the experimental fatigue data. Since the uncertainty pushed through the model
is related to the natural variation of the mechanical properties from processing of the
material and not due to measurement inaccuracies and biases during experimental
investigations, this range represents the theoretical fatigue performance for the AZ31
material. In order to understand the uncertainty range, the first order sensitivity indices
are computed using the FAST method detailed by (Saltelli et al 1999).

Figure 4.4

MSF Model Correlation and Uncertainty for AZ31

MultiStage Fatigue (MSF) model output for AZ31 comparing experimental data to the
theoretical performance range about the median of the Monte Carlo simulation output.
Figure 4.5 shows the computed first order sensitivity indices for the MSF model
calibration for AZ31 sheet. Based on these sensitivity measures, model factors that
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directly contribute to the remote applied loading, namely n’, k’, and Young’s modulus,
have the highest influence on fatigue performance over all input factors. This suggests
that if the same microstructural features were maintained, a softer Young’s modulus
would lead to an overall increase in fatigue life due to the reduction of stresses.
Overall, for this calibration of the MSF model for AZ31 sheet material, the
microstructural details contribute significantly less to fatigue performance than the
overall stress level.

Figure 4.5

MSF Model Average First Order Effects Sensitivity Measures

Average First Order Effects Indices for the experimental parameters of the MultiStage
Fatigue (MSF) model
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Conclusions
The following conclusions are a result of this study:
1.

Based on the results of the Anderson-Darling test for incubation, lognormal distributions most closely describe the fatigue life distributions.
Using a visual comparison of maximum likelihood estimations, the lognormal distribution best capture the distribution for low cycle fatigue
crack incubation at high strain amplitudes while the Birnbaum-Saunders
distribution captures the distributions of high cycle fatigue crack
incubation at low strain amplitudes.

2.

Similary to the incubation regime, the Anderson-Darling test suggests that
the log-normal distribution best describes the fatigue life distribution of
the microstructurally small crack growth regime. Paralleling the results of
the incubation regime, the maximum likelihood estimations for the lognormal regime best captures the low cycle fatigue microstructurally small
crack growth at high strain amplitudes while the Birnbaum-Saunders
distribution best describes the high cycle fatigue microstructurally small
crack growth at low strain amplitudes.

3.

For the total life (NT = NInc + NMSC), only the log-normal distribution
passed the Anderson-Darling test. Based on the results of the maximum
likelihood estimation fits, both the log-normal distribution and the
Birnbaum-Saunders distribution are capable of describing the total life
distributions at each strain level studied.
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4.

Though the MSF model accounts for the effects of microstructural details
on the incubation and growth of fatigue cracks, the current calibration is
insensitive to microstructural influences. Calibration of the MSF model
using more detailed information, such as fatigue crack growth data for the
MSC regime with incubating inclusion sizes, may improve the model
calibration by increasing model sensitivity to microstructural features.
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Future Work
Code Implementation of Total Effect Indices for Analysis of Parameter Interaction
Effects
The current sensitivity measures implemented in code (partial derivatives, FAST
first order effects indcies) do not account for parameter interactions; that is, only the
direct contribution to the model’s total variance is quantified. A more robust sensitivity
measure, the Total Effect index, will be implemented into the current analysis frame
work using the Extended Fourier Amplitude Sensitivity Test (EFAST) spectral analysis
method. This analysis method will be implemented into the existing UQSA tool
(https://icme.hpc.msstate.edu/mediawiki/index.php/Uncertainty_Quantification_and_Sen
sitivity_Analysis_Tool#Introduction_and_Download).
Code Implementation of Latin Hypercube Sampling for Uncertainty Quantification
Latin hypercube sampling will allow for lowering the computational cost of
uncertainty quantification for analytical models and surrogate modeling frameworks for
models with a moderate number of factors. This analysis method will be implemented
79

into the existing UQSA tool
(https://icme.hpc.msstate.edu/mediawiki/index.php/Uncertainty_Quantification_and_Sen
sitivity_Analysis_Tool#Introduction_and_Download)
Uncertainty of the MultiStage Fatigue (MSF) Model Within a Finite Element
Framework
When used for analysis of components in Finite Element Analysis (FEA), the
MultiStage Fatigue (MSF) model is used as a post processing tool to determine the
operating fatigue life of each element. In order to assess the uncertainty of the
calculations performed within FEA simulation, the uncertainty methodologies employed
(Monte Carlo method, Latin Hypercube Sampling, or the Truncated Taylor Series
Expansion method, etc…) must be implemented into standalone tools. Due to
considerable and infeasible computational cost of applying Monte Carlo sampling
methodologies to the entirety of a finite element mesh, specific elements may be
considered. This will entail exporting all pertinent model data (MSF model constants,
stress and strain states) for user specified elements within the FEA mesh. An uncertainty
subprocess may then be run using the exported FEA data to generate uncertainty
bounding on fatigue life. The python tool generated from the research of this dissertation
is capable of performing the necessary calculations, however, for the current iteration, a
separate instance of the MSF model must be programmed in Python.
(https://icme.hpc.msstate.edu/mediawiki/index.php/Uncertainty_Quantification_and_Sen
sitivity_Analysis_Tool#Introduction_and_Download)

80

Computational Sensitivity Measures Applied to Materials Processing using
Surrogate Models
In order to determine the most influential process parameter that effects a material
performance metric, computational sensitivity measures will be quantified. A design of
experiments (DOE) method (Taguchi, Fractional Factorial) will be used to explore the
controlling parameter space for a specific materials processing method (LENS, plastics
printing, rolling, etc…). Experiments to garner data for a specific material performance
metric will be quantified. The first order effects indices and total effects indices will be
used to determine the most important process parameter. Using the same surrogate model
framework, the allowable variability of the process parameters will be investigated to
determine the uncertainty of a performance metric due to uncertainty in the processing
method.
Accounting for the Effects of Test Frequency in the MultiStage Fatigue (MSF)
Model Framework for Polymeric Materials
The current iteration of the MSF model for polymers leverages the original
formulation for metals. This means that the underlying polymer specific physics are not
accounted for. An important phenomenon, the dependency on test frequency, is ignored.
When a thermoplastic material is cycled, hysteretic heating of the specimen reduces the
elastic modulus, yield strength, and ultimate strength. This in turn reduces the induced
stresses and leads to a longer fatigue life by reducing the rate plasticity is accumulated for
incubation and decreases the crack growth rates. The mechanisms for the thermal
degradation due to cyclic frequency of elastic modulus, yield strength, and ultimate
strength must be investigated experimentally to garner data for the formulation of models
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that describe the strain rate and temperature dependent mechanical properties of
polymeric materials.
Application of Inverse Uncertainty Quantification (UQ) Methodologies for Mapping
Uncertainty Backwards Through a Process-Structure-Property-Performance
Paradigm
The included work of this dissertation investigates the forward propagation of
experimental uncertainty through models to determine variability of performance. In
order to determine the acceptable variability of a given process (casting, cold rolling,
laser engineered net shaping (LENS), etc…) and its controlling parameters (feed rate,
temperature, heat input, etc…) that will produce similar performing materials, an inverse
uncertainty quantification methodology must be employed. This can be done by
implementing Markov Chain Monte Carlo (MCMC) methodologies (e.g. MetropolisHasting algorithm) for a complex process model (analytical or surrogate constructed from
experimental data) for a given material processing methodology.
Firstly, a material performance metric important to the application must be
selected (e.g. fatigue life, stress-strain response, yield strength, ultimate strength, etc…).
Using design of experiments (DOE), the controlling parameters of a materials processing
methodology can be varied and their effects on the performance metric quantified. The
experimental data may then be used to calibrate a process model or to create a surrogate.
The distribution of the performance metric may be quantified from the experimental data
or assumed (belief function). This belief function may then be sampled using a Markov
Chain Monte Carlo (MCMC) methodology to produce sampled data for the controlling
input factors. Descriptive statistics and histogram analysis may then be employed to
determine the underlying distributions of the process model parameters.
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