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Abst rac t - -Th is  work deals with the application of extended inverse dynamic ontrol to a given 
constrained control problem. By choosing an extended inverse dynamic ontrol the system is partially 
linearized leading to a representation f the system which consists of a double integrator system and 
a complementary nonlinear system. This representation looks to be more suitable for the solution 
of constrained control problems, rather than, the representation given at the outset. This is demon- 
strated by solving an example concerning the constrained motion of an articulated crane. (~) 2000 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
One of the important fields in reseaxch on robotics is the applications of the inverse  dynamics  
cont ro l  (see, for example, [1] and the references cited there). In this work, we introduce a kind 
of an extended inverse dynamics control. Thus, we consider dynamical systems which are given 
by the following equations: 
d2q ~ 
N(q) -~-  +f (q ,  p) = E(q ' )  u, (1) 
d2q,  m d2q~ 
~ = E H i (q ) -~-  + G(q,  p), (2) 
i=1 
in which q = (ql, q2, . . . ,qn)  T is a vector of generalized coordinates; p = (41, q2 , . . - ,4n)x ;  
q'  = (ql, q2, . . .  ,qm) T, m < n, N(q)  is a given m × m matrix with det N(q)  > 0, Vq  E 7), where 
7) is a given open set in Nn; E(q ' )  is a given m × m matrix with detE(q ' )  ¢ 0, Vq'  E 7)~), 
7)~) C Nm; f : 7) x 7) --~ Nm is a given function; and u = (u l , . . . ,um)  T is the vector of the 
applied generalized forces. 
In addition, q" = (qm+l . . . .  ,q,~)T; and Hi,  i -- 1 , . . . ,  m, and (]  are given Nn-m valued vectors. 
Thus, if one chooses a control law of the form 
E (q') u = N(q)  v + f(q, p), (3) 
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where v = (V l , . . .  , Urn) T, then equations (1) and (3) imply 
d2q t
dt 2 - v ,  q • D. (4) 
Also, (2) and (4) yield 
d 2 q U f i  
dt 2 - Hi(q) vi + G(q, p). (5) 
i=1 
The control aw (3) is called here an extended inverse dynamics  control ,  and the system 
given by (4) is called a doub le  in tegrator  system. Note that the inverse dynamics  contro l  
is applied to dynamic systems given by 
N,  , d2q (q) -~-  + f(q, p) = u, (6) 
where N(q) is a given n x n matrix with detN(q)  > 0, Vq c D, D is a given open set in S}~n; 
f : D x D ~ ~n is a given function, and u = (u l , . . . ,  un) T. For more details, see [1]. 
The system given by (4) is completely controllable in ~m [2]. Thus, equations (3)-(5) constitute 
a representation for the system given by equations (1),(2). The aim of this work is to demonstrate 
that equations (3)-(5) can be used for the design of control aws to the system given by (1) and (2). 
The goal now is to choose v(.) in such a manner that: 
(i) q'(t) • D 5, for all t • [0, tf]; 
(ii) the components of q(.) will satisfy some given goals and specifications depending on the 
particular problem discussed, and q(t) • D, for all t • [0, t/ I ;  
where in both cases, [0, ti] is a given interval depending on the particular problem discussed. 
Thus, once these specifications and goals are met, then, one can determine, through (3), the values 
of u(.) from the values of v(.). The notion of extended inverse dynamics control is introduced 
in [3]. 
2. EXAMPLE 
2.1. The Dynamical Model 
In this section, a system given by equations (1),(2) is introduced and a control problem, con- 
cerning the motion of this system, is solved. 
This example deals with the control of the following dynamical system (see Figure 1). The 
system is composed of two uniform links of length l and mass ml and m2, respectively. The two 
links are freely pivoted through their upper ends at a joint O of mass mo and coordinates (x, z). 
That is, ro  = x I + z K, where I, J, and K are unit vectors along an inertial (X, Y, Z)-coordinate 
system. The two links are freely pivoted at their lower ends to two identical wheels each of 
mass mo and radius a. A torque ul is acting on wheel W1 and a torque u2 is acting on wheel W2. 
A mass M is hanging from O on a rod of length L, L < l. The mass of this rod is negligible 
with respect o M: In the sequel, it is assumed here that ml = m2 = m. The system motion 
is confined to the (X, Z)-plane. It is assumed here that the motion of the wheels on the plane 
involves rolling without slipping. This leads to the following kinematical constraints: 
dx dO O d¢ l  dx  dO 0 d¢~ 
d---[ - lo l  -~  cos -~ - a - -~-  = O, d--[ + 1Ol -d-[ cos ~ - a--~- = 0, (7) 
where 0 is described in Figure 1, Iol  = l /2, and ~ denotes the angular velocity of wheel Wi, 
i = 1, 2, respectively. Note that equations (7) are integrable. The system described here serves 
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0 
ml ] ~  a l 
Figure 1. View of the moving crane. 
as a simple model to a moving crane. Thus, by applying the Lagrangian method [4], and using 
some algebraic manipulations, the following equations are obtained: 
d2q ~ 
N(q)- -~- +f (q ,  p) = E(q')  u, (8) 
d2qt 2 d2qi 
dt 2 = ~ Hi(q)-~- + G(q, p), (9) 
i=I 
where q = (x, 8, a) T, q' = (x, 8) T, q" = 5, and denoting the components of N by Nij and of E 
by Eij, i , j  = 1,2, we have 
0 
Nil  = I1 + M sin 2 a, N12 = N21 "-'- M Iol sin ~ sin a cos 5, 
• 0 0 Iw  0 
N== = 12 + mo l~,, sin" ~ + M l~,~ sin ~ ~ cos 2 o< + 2- 7 g ,  cos 2 5' 
Iw IR 1 ml5 l  ' Iw = ID + mDa 2, Ii = mo + 2m + 2-~-, I2 = ~ + ~ 
0 
Ell  = El2 = a -1, Em= -lO---~l .cos = -E22. 
a 
Also, we have 
1 I01 0 
H1 = -~ cosa, H2 = -~- sin ~ sina, 
[ G= \a t )  cos~ L 
We denote the components of f(q, p), by f~, i = 1,2. Thus, 
f l  = hi - ha m13 f2 = h2 - ha m23 
77~33 m33 
0 
m13 = M L cos 5, m23 = -M 101 L sin = sin 5, 
z 
m33 = M L 2, 
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and 
= sin a, 
h2 = l~) 1 a ~-  + \ dt ] sin ~ cos 
0 ['da'~ 2 . 0 
- g lol ( too+m+ M) sin ~ - M lol L l - j [  ] sin ~ cosct, 
h3 -ML[ I~ I  (d~t)2 0 ] = - -  cos~-g  sina. 
In the equations above, ID is the moment of inertia of each of the wheels about its axis and 
IR is the moment of inertia of each of the links about a vector in the direction of J located at 
the center of mass of the link. Furthermore, it can be shown that 
det N(q) _> I 1 N22(q ) and det E (q') = 2 cos 2" (10) 
Hence, in this example, 7:) = N3 and :D~) = N2 _ (N x £), where £ = {(2k + 1)7r : k = 
0, +1, + 2, . . .  }. Thus, equations (3)-(5) are reducing here to 
/10101) [ (  ) ( ) (  )1 
(U I~ -- D-1 [ -a- -C°S2 ---a Ni l  N12 VI f l  
| 101 0 1 + (11) \ /u2  \ --£- cos ~ - N21 N22 v2 f2 ' 
a 
d2x d20 
dt 2 = vl, dt---- ff = v2, (12) 
d2 ct 
dt 2 - H1 vl + H2 v2 + G, (13) 
where D = 2(lo1/a 2) cos(0/2). 
2.2. The  Cont ro l  P rob lem 
In this section, we solve a control problem for the system given by equations (8) and (9). 
But, as mentioned in Section 1, the solution will be carried on via equations (11)-(13). First, 
equations (11)-(13) are augmented by the following equations: 
dVl(t) 51(t) - vl(t) dv2(t) 52(t) - v2(t) 
dt /~ ' dt 13 ' (14) 
where 51 and 52 are command functions and ~ > 0 is a given number. Equations (14) are added to 
equations (11)-(13) to ensure a more smooth behaviour of v(.), and consequently, by using (11), 
a more smooth behaviour of u(-), which constitute the vector of applied torques to wheels W1 
and W2, respectively. Define the following array: 
( dx(t) O(t), d0(t) da(t) ) ~(t) = x( t ) , - - J i - '  - -~ ,  ~( t ) , - J i - '  vl(t), v2(t) 
The following control problem is dealt with here. Given 0 < tf < oc, and ~/(0) E Ns. Find 
command functions 5i(.), i = 1, 2 such that 
(1) ~(tf)  = ~f, where ~Tf is a given point in Ns; 
(2) during the time interval [0, tl], the motion of the system is subjected to the following 
constraints: 
da(t) 
0min _~ O(t) <_ 0max, Iol(t)] _< c~01, dt < a02, (15) 
where 0man > 0, 0max > 0, C~O1 > 0, and a02 > 0 are given numbers, and 7r ~ [0min, 0max]. 
This constrained control problem is solved here by using the method of feasible command strate- 
gies, see, for example, [5,6]. 
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2.3. Feasible Command Strategies 
Let TO = 0 < T1 < T2 < "'" < TN--1 : t f  be a partition of [0, t f] such that ~-t+l - Tt = Ac, 
i ---- 0 , . . . ,  N - 2. In this work, the following class of command functions 5 is dealt with. Consider 
the class of all functions 5 = (51, 52) : [0, tf] --* ~2 such that 
51(t) = At(t) ci + Bi(t) ct+l, 
52(t) = At(t) CN+t + Bt(t) CN+t+I, 
where 
At(t) = Ti+l  -- t 
Ac 
Define the following functions: 
te[Tt, Ti+l}, i=0 , . . . ,N -2 ,  (16) 
t E [Ti, TIT1], i -~- 0,..., N - 2, (17) 
t -~  
~ ,  B i ( t ) -  Ac ' i=O . . . .  ,N -2 .  (18) 
G(z; e) -- [max(z - e, 0) + min(z + e, 0)] 2, e > 0, (19) 
G12 (z; e2, el) -- [max (z - e2, 0) + min (z - el, 0)] 2 , e2 > el. (20) 
Let c = (co, . . . ,  C2N-1) C N2N. Define the following penalty function J(c) by 
J ( c )=P1G(x( t / ) -x / ;e l )+P2G\  dt ,c2 +P4G\  dt ;c4 
+ P9 a~2 (O(t); Om~x, Omen) at (21) 
t "  ( da(t), ao2) ] 
+P,o /o  [G(a(t);aol)+G\ dt ' dt, 
where ei, i = 1, 2, 4 and Pi, i = 1, 2, 4, 9, 10 are given positive numbers, and 
~] ~-~ (X f, 0, 8f ,  O, O~f, Oldf , V lD ,  U2D). 
In the equation above, 8i, a l ,  adl, VlD, and V2D are unspecified numbers. However, as follows 
from (21), 8i, a l ,  and adI still have to satisfy equation (15). The function J(c) is a sum of 
penalty functions, incorporating all the control and state constraints, and all the required goals. 
An element c° = (c~,..., C~N_I) 6 ~2N for which J (c  °) = 0 will be called here a feasible command 
vector, and the control vector 5 ° induced by it through (16) and (17) will be called here a feasible 
command strategy. Thus, once a feasible command strategy is applied on the system, that is, on 
equations (11)-(14), then, all the specifications and goals of the control problem posed here are 
satisfied. 
In this section, the following problem is considered: find an element c ° E ~2N such that 
J (c  °) = 0. The computation of c ° was conducted here by solving an unconstrained minimization 
problem on ~2N. This was done successively first by using a gradient method described in [7,8], 
and then by using a gradient method described in [9, p. 104]. At each stage during the mini- 
mization process, the function (or functional) J(c) was computed by solving equations (12)-(14) 
on [0, tf], in which the function 5(.) was computed via equations (16) and (17). Equations (12)- 
(14) were solved here by applying a fourth-order Runge-Kutta method, using a time step of 
size A. Since no constraints are imposed here on u(.), it is enough to compute u(.) only after c ° 
has been computed. 
2.4. The  Numer ica l  So lut ion  
In the example solved here, the following set of parameters has been used: l = 4meter, 
L = 2.5 meter, a - 0.5 meter, m = 100 Kgm, mo = 50Kgm, mD = 50 Kgm, M = 1000 Kgm, 
/3 = 0.1, tf  = 10see, ID = 0.5roD a2, IR = 1/12m/2; 
~7(0) = (0, O, 1.45, O, O, O, O, 0), 
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Figure 4. The values of O(t) in radians, as a function of t. 
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Figure 10. The values of ul  (t) in Newton-meter,  as a function of t. 
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c~ol = rr/30 tad, c~o2 = 7r/30 rad/sec, xf  = 20 meter, Q = 0.1 meter, e2 = 0.1 meter/sec, 0mi n z 
0.3tad,  0~,ax = 2tad,  e4 = ~r/60rad, N = 11, P1 = P4 = 10, P2 = 100, P9 = 5000, P10 = 500, 
and A = 10 -5 sec, where A is the t ime step used at the Runge-Kut ta  method. 
The procedure described above was applied unti l  the value of J (c)  reached the value of zero in 
double precision. The numerical results obtained are presented in Figures 2-11. 
2.5. Conc lus ions  and  Remarks  
Any gradient method or search method, applied for the solution of J (c)  = 0, c E ~}~2N involves 
the solution of (12)-(14) on [0, tl], at each stage of the minimization. This part takes most of 
the computat ion time. For this reason, it is more advantageous to use equations (11)-(14) rather 
than (8) and (9). 
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