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Human curiosity has long been a driving factor in the search for the basic principles
of nature. It makes us explore the world we live in, from the galaxies far away to the
innermost parts of matter.
In the past, the search for the basic building blocks of matter led to the realization of
huge experiments. It culminates in the construction of the Large Hadron Collider
(LHC), the largest and most powerful particle accelerator and collider at the time
of writing this thesis. With a center-of-mass energy of 13 TeV within proton-proton
collisions, it outperforms previous experiments. Such collisions mimic the conditions
of the early universe with its gigantic energy density. This makes it possible to create
particles that are not observable under regular terrestrial conditions and to measure
their properties via their decay products. Huge detectors, such as the Compact
Muon Solenoid (CMS), build around a collision point are capable of tracing the decay
products back to the original process of interest.
The precise reconstruction of the underlying processes requires a precise measurement
of the particles in the detector. But, various influences such as collateral processes,
detector effects, or peculiarities of the algorithms used for reconstruction disturb
these measurements.
A process that is less affected by some of the issues is the production of a Z boson
that is additionally produced at an unprecedented rate at the LHC. Due to previous
precision experiments, its properties are well-understood. Supplementarily, the
possible decay products of the Z boson, two leptons, leave a clear signature in the




One of the most important objects for most CMS analyses and the understanding of
the fundamentals of the nature of the smallest building blocks are jets. These are
collimated streams of particles that originate from a single gluon or quark. These
compound objects are the most challenging in reconstruction since there are plenty
of effects that bias their measurement. The CMS collaboration uses a sequence of
sophisticated techniques to calibrate the jet energy, each of them dealing with a
certain systematic distortion.
One of the most important calibration steps is the data-driven calibration with
balancing techniques. Thereby, the analysis exploits the conservation of the transverse
momentum and balances a jet to a well-measured reference object to correct the jet
momentum.
This thesis concentrates on using Z+ jets events to compensate for residual differences
between MC simulated and recorded jets. By focusing on the decay of the Z boson
into two muons, it exploits the strength of the CMS detector to precisely identify
and reconstruct muons. Furthermore, this thesis proposes a new procedure for
determining the jet momentum resolution using Z + jets events. It is expected that
the new approach will allow cross-checks with established measurement approaches
that use other production channels to detect and reduce channel-specific distortions.
Besides, by combining the newly derived results with the established measurement
procedures, the uncertainties on the jet momentum resolution can be decreased.
Furthermore, this thesis also focuses on the advantages of caching for data-intensive
HEP end-user analyses. The calibration of the jet energy scale and the momentum res-
olution requires large input data sets to be processed iteratively. Shorten turnaround
cycles is crucial since the results of multiple analysis groups need to be optimized
and combined.
For HEP analysis workflows, the caching of input data, a common approach for boost-
ing data-intensive workflows, suits well. However, conventional caches placed within
the usually distributed HEP computing infrastructure may not be used efficiently.
The research presented in this thesis suggests to coordinate data in the caches and
schedule analysis workflows to the computing resource that already provides cached
input data. This distributed coordinated caching concept is expected to avoid wasting
limited cache space and to improve data processing as workflows processing data are
served by caches close-by.
This thesis realizes this distributed coordinated caching concept in building dedicated
high-throughput computing clusters, which allows to improve the performance for
data-intensive HEP analysis workflows. Additionally, it studies the applicability of
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the concept for shared resources such as High-Performance Computing (HPC) clusters
and cloud resources to make them available for data-intensive processing.
Improving the processing of data-intensive workflows aims at shortening turnaround
cycles and thus deriving physics results, e.g. the jet calibration results, faster.
Simultaneously, the processing of large amounts of data on a shorter time scale is
of general interest as it allows the HEP community to face the amount of data that




Particle physics at the terascale
Mankind has always searched for the basic building blocks of matter. Particularly
in the last century, knowledge of the subatomic structure of matter has greatly
developed, leading to a zoo of elementary particles and particle clusters that have
been discovered and studied. This led to the development of a complex theory,
commonly known as the Standard Model of particle physics, which today describes
the known elementary particles and their interactions. Measurements in particle
physics either confirmed theoretical predictions derived from the Standard Model
or led to extensions that could be successfully included. The last extension for
example introduced a mechanism for assigning masses to particles, the so-called Higgs
mechanism. The discovery of its inevitably associated particle, the Higgs boson, in
2012 confirmed the extension of the model proposed in 1964. Such interplay between
theoretical predictions and experimental measurements is a central component of
particle physics.
The next section gives a brief overview of the Standard Model of particle physics as
it stands at the time of writing this paper.
2.1 The Standard Model of Particle Physics
The basic principles of the Standard Model of particle physics are based on quantum
field theory and gauge theory. By combining quantum mechanics with special
relativity and assuming certain gauge symmetries, the Standard Model describes
the fundamental particles of matter and their interactions within one Lagrangian
9
2 Particle physics at the terascale
formula. At the time of writing this article, it already describes a broad spectrum of
phenomena observed in the microcosm using basic principles.
The concept of the Standard Model is nowadays based on a small set of elementary
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Figure 2.1: Overview of the fermions, the gauge bosons, and the Higgs boson within the
Standard Model of particle physics [1]. The gauge bosons reflect three of the four
fundamental forces. Gravity is still missing in the model. Fermions are classified
into quarks and leptons according to the forces to which they are responsive.
basic building blocks of matter, so-called fermions, and the mediators of forces, the
so-called bosons. While the elementary bosons are classified by the force they carry,
the fermions are grouped by the forces that act on them.
The forces the mankind is currently aware of can be reduced to four fundamental
ones: Gravitational, electromagnetic, weak nuclear, and strong nuclear force. By now,
the Standard Model of particle physics includes the latter three. Gravitation, which
is sufficiently describing particle collider physics, is currently not included in the
Standard Model. As it is extremely weak on small scales, its influence on the particle
production within collider experiments can be neglected.
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2.1 The Standard Model of Particle Physics
Introduced by gauge symmetries each of the remaining three forces manifests in gauge
bosons that couple to a certain charge. All fermions experience the weak nuclear
force, which is mediated by the positively and negatively charged W bosons and
the neutral Z boson. The weak interaction coupling to the weak isospin allows for
changing the type of the fermion, the so-called particle flavor. A photon, the mediator
of the electromagnetic force couples to charged particles The mediator of the strong
force, the gluon, couples to color charge. Fermions that carry color charge and thus
are subject to the strong force are defined as quarks, whereas the remaining fermions
are named leptons.
Most matter in the universe is build of the lightest and therefore stable fermions,
which includes up (u) and down (d) quarks as well as the electrons and neutrinos as
the corresponding leptons. The heavier muons, however, should also be mentioned
here, as they live long enough to be detected and are of special interest for the
presented analysis.
The theory of electroweak interactions and Quantum Chromodynamics (QCD), the
theoretical constructs behind the gauge bosons assume massless particles. This
inconsistency of the Standard Model with the observations of the massive gauge
particles, the Z and W bosons, was eliminated by the Higgs mechanism. The
electroweak symmetry breaking within the Higgs-mechanism assigns masses to the
gauge bosons. Fermions acquire mass by coupling to the so-called Higgs-field. The
self-excitation of this field is observed as the so-called Higgs-boson.
2.1.1 Quantum Chromodynamics and jets
The Quantum Chromodynamics (QCD), which describes the strong force, initiates
special phenomenological characteristics that make interactions of quarks and gluons
behave differently compared to the electromagnetic and weak nuclear force. It is
based on an SU(3) symmetry that introduces the color charge as a quantum number
with the values red, green, and blue. The Group theory predicts two multiplets, a
singlet and an octet state, of gluons that act as mediators between color-charged
partons, i.e. quarks. Since SU(3) is non-abelian, the gluons of the octet state carry
color-charge themselves while interacting between partons. This allows the gluons of
the octet state to couple to each other. The self-coupling of gluons restricts the range
of the strong force to a small scale of few femtometers compared to a infinite range
of an photon. Since a gluon of the singlet state would be color-neutral, it would lead
to an infinite range of the strong force that would also affect color-neutral fermions.
The singlet state is postulated as not existent as such long-range interactions of the
strong force are not observed in nature.
11
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From the self-coupling of the gluons, two important properties of the strong force
emerge:
• Confinement: The confinement states that isolated color charged partons,
quarks and gluons, can not exist freely in nature. Within the theory, additional
terms for the gluon self-coupling make the potential of the strong force increase
with the distance between the quarks. This enforces quarks and gluons to
form color-neutral compounds, so-called hadrons. So far no theory has been
developed that describes the process of hadronization exactly, but there are
some successful approaches to modeling the phenomenon [2].
• Asymptotic freedom: With increasing energy scale, the coupling strength of
the strong interaction becomes weaker. In the limit of high energies, quarks
and gluons, thus, exist freely in nature. At low energy scales, the above-
mentioned confinement takes effect. This makes it possible to describe collisions
by perturbation theory.
Both effects are of special interest when studying particles produced within deep
inelastic scattering, e.g. at hadron colliders. This thesis focuses on proton-proton
collisions in which partons carrying a certain fraction of the proton momentum
according to the PDF are scattered. The high center-of-mass energy during the
scattering process allows the partons, quarks and gluons respectively, to behave
asymptotically freely. This enables a hard interaction of isolated initial-state quarks
and gluons within any particle physics process as illustrated in Figure 2.2. The
final-state products of the hard interaction usually carry enough energy to also
behave asymptotically free. High energetic final-state gluons and quarks lose their
energy while radiating gluons or generating quark-antiquark pairs and generate so-
called parton-showers. This showering process keeps on going until the energy is
low enough that the confinement enforces the bunch of color-charged partons to
recombine to color-neutral hadrons within the so-called hadronization process. The
resulting hadrons are not necessarily stable so that unstable ones decay into more
stable particles. As these decays include all kinds of interactions, they result in stable
electrons, muons, hadrons, and photons. Each final-state parton, a quark or a gluon,
thus, induces a plethora of stable particles, collimated in the direction of its initial
parton momentum, called a jet. The same holds true for the color-charged proton
remnants that also hadronize and form collimated streams of outgoing particles
oriented along the collision axis.
Besides, isolated quarks and gluons in the initial and final state tend to radiate soft
gluons or quarks, the so-called Initial State Radiation (ISR) or Final State Radiation
(FSR) illustrated in Figure 2.3. This leads to additional hadronic activity besides the







Figure 2.2: An illustration of a proton-proton scattering with a hard interaction. Two
partons, each of them carries a momentum fraction of the proton according
to the Parton Distribution Function (PDF), interact within a hard scattering.
The resulting gluons and quarks cause collinear or soft radiation that lead to
parton showers, hadronization to derive color-neutral compounds, and the decay
of unstable hadrons. Besides, color-charged proton remnants are created that
also hadronize. The graph is based on [3].
2.2 Monte-Carlo simulation
The simulation of the hard process and the interactions of the resulting particles
with the detector material that allow measuring them is crucial for comparing
predictions with measurements in order to validate existing knowledge or derive new
insights. Here the theoretical constructs of the Standard Model of particle physics
are used in so-called Monte-Carlo (MC) simulations. These simulations are based
on repeated, randomly generated events of the interaction processes to obtain a
numerical description of the expected measurement results. Usually, particle physics
analyses study a dedicated physics process with a set of initial-state and final-state
partons, fermions, or gauge bosons, which decreases the number of hard interactions
that need to be simulated drastically.
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(b) Final State Radiation (FSR)
Figure 2.3: An illustration of a ISR and FSR, where a gluon is radiated by a quark in either
the initial or the final state.
Most processes can not be calculated analytically using QCD, but approximations
are required. Perturbative QCD uses a factorization ansatz to derive quantitative
predictions based on the above-mentioned asymptotic freedom. It Taylor-expands
each observable, e.g. the cross-section of the hard interaction process, as a function
of the strong coupling constant αs for a certain scale Q. The contribution of the
lowest-order is called the Leading-Order (LO), the subsequent one the Next-To-
Leading-Order (NLO), and so on. A more detailed insight into the simulation of the
hard interaction with perturbative QCD can be found at [4].
Analogously to Figure 2.2, the resulting final-state partons of the simulation are
modeled to fragment into a parton shower and hadronize afterward. The parton
shower simulation generates the collinear or soft radiation around a final-state parton.
For the hadronization process that recombines the color-charged partons to color-
neutral hadrons, only semi-empirical models exist. The MC simulations used in this
thesis are based on the Lund string fragmentation model [5–7].
To compare MC simulation with the events measured by complex detectors, a detector-
simulation is applied on top of the previous steps. It models the interaction of particles
with material using a 3-dimensional model of all components of the detector. This
allows imitating the impact of the detector on the particles and the response of the
detector in the MC simulation.
Particle physics analyses derive different insights from the processes at the various
steps of the MC simulation. The final-state products of the hard process are called
the parton-level in the further course. While the particle-level includes the hadronized
parton-showers, the detector-level additionally applies the detector simulation. This
makes it possible to track a single quark or gluon, which first develops into a particle
jet, then enters the detector and is finally reconstructed from the signature of the
14
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stream of particles in the detector. Thereby, the influences of the different effects can
be studied separately, which is essential for the calibration of jets.
2.3 Z bosons at hadron colliders
This thesis concentrates on studying so-called Z + jets events, where a Z boson is
produced within a deep inelastic scattering in association with at least one jet.
The Z boson as the neutral gauge boson of the weak force was discovered in 1983 [8, 9]
at the Super Proton Synchrotron (SPS) collider at Conseil européen pour la recherche
nucléaire (CERN). Precision measurements done at the subsequent collider Large
Electron-Positron Collider (LEP) brought detailed knowledge of the properties of the
Z boson. The world averages of its properties at the time of writing this thesis are
given by [10].
Mass MZ = 91.1876± 0.0021 GeV
Full decay width ΓZ = 2.4952± 0.0023 GeV
(2.1)







Figure 2.4: Feynman-graph of the production of a Z boson from a quark-antiquark annihila-
tion decaying into a charged lepton pair.
At hadron colliders such as the LHC, the dominant contribution to the production
of a Z boson is the Drell-Yan process shown in Figure 2.4. Here, a quark and an
anti-quark annihilate and form a Z boson or a virtual photon. Within proton-proton
collisions e.g. at the LHC, the anti-quark is a sea-quark of one of the protons. The
quark is of the same type as the anti-quark and can either be a valence quark or
also a sea-quark from the other proton. The Z boson or the virtual photon can
decay into two oppositely-charged leptons. For Drell-Yan processes that have an
invariant mass around the Z boson mass, the mass resonance increases the probability
of producing Z bosons compared to virtual photons. However, the superposition of
the two intermediate gauge bosons prevents a classification of the collision events
into those that exchange Z bosons and those that exchange virtual photons.
15
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This thesis focuses on using Z boson for calibrating jets. Hence, it requires additional
hadronic activity besides the pure Drell-Yan process. Figure 2.5 (a), (b) and (c)
show exemplary processes that contribute at the LO level to the production of a Z
boson with one additional jet. They are relying either on two quarks or on one quark
and one gluon in the initial state. Besides, Figure 2.5 (d) shows an exemplary NLO
process that is based on two initial state gluons. Larger numbers of additional jets
and higher levels of QCD calculations, e.g. the NLO level, drastically increase the
number of Feynman graphs contributing to the hard process of interest.
The inclusive cross-section [11] for 13 TeV center-of-mass energy proton-proton colli-
sion for a Z boson decaying into two muons with additional jets was calculated at
the next-to-next-to-leading-order with the tool kit NNPDF [12].
σtheoretical(pp→ ZX)×B(Z→ µ+µ−) = 1870± 50 pb (2.2)
Measurements [11] of the CMS detector show a perfect agreement of predicted and
measured cross-section within the uncertainties.
σmeasured(pp→ ZX)×B(Z→ µ+µ−) = 1870±2(stat)±35(syst)±51(lumi) pb (2.3)
It is one of the largest cross-sections for LHC proton-proton collisions at 13 TeV,
which results in a huge number of observed events. The Z + jets process, therefore,
suits perfectly for calibrating jets with excellent statistical precision.
16


























(d) gluon production channel with a quark-
loop
Figure 2.5: Examples of Feynman-graphs of Z + 1 jet process via different production
channels. The quark-gluon production channel either via an intermediate quark
(a) or exchange of a quark (b), the quark-antiquark production channel (c), and
the gluon production channel (d). Except for the latter, all the channels shown
can have a complementary process in which an anti-quark instead of a quark






3.1 Accelerating particles at the Large Hadron Collider
Founded in 1954, CERN [13], based in Geneva, Switzerland, is one of the largest
international organizations for fundamental scientific research. Originally established
for research in the field of nuclear physics, it soon became a pioneer in particle physics
research.
Nowadays, it hosts the largest hadron collider, the Large Hadron Collider (LHC),
which accelerates a beam of protons or lead ions. The LHC [15] was built in the former
LEP tunnel with 26.7 km circumference in a mean depth of 100 m below ground. It is
part of a complex for accelerating particles to supply several experiments as illustrated
in Figure 3.1. The proton beams this analysis concentrates on, are prepared for
acceleration by ionizing hydrogen and primarily accelerated within Linear accelerator
2 (LINAC). Afterward, the Proton Synchrotron Booster (BOOSTER), the Proton
Synchrotron (PS), and the SPS step-wise increase the kinetic energy of the protons,
before they are injected into the LHC accelerator ring.
The proton beam is not continuous but consists of multiple proton bunches, each
one carries a huge number of protons. Thousands of proton bunches are traveling in
opposite directions while being forced to cross at four collision points. The LHC is
equipped with superconducting dipole magnets that bend the protons to their circular
trajectory around the ring. Besides, focusing quadrupole magnets and multipole
corrector magnets adjust the beam parameters and focus the proton bunches to
prepare them for collisions. Alongside, radiofrequency cavities accelerate the proton
19
3 The experimental environment
Figure 3.1: Schematic view of the LHC accelerator complex [14]. A sequence of different
accelerators prepare and pre-accelerate the hadron bunches before filling them
into the actual LHC accelerator ring. It finally reaches up to 6.5 GeV kinetic
energy per proton. Alongside, several adjacent experiments are supplied with
hadron bundles of different energies.
bunches from initially 450 GeV to 6.5 GeV at the time of performing the presented
analysis. Details about the individual components can be found in [15].
There are four major experiments located at the collision point along the ring. Two
multi-purpose detectors, the Compact Muon Solenoid [16] and the A Toroidal LHC
ApparatuS (ATLAS) [17] detector check for consistency of the Standard Model of
particle physics and search for physics beyond the Standard Model. Both successfully
verified independently the Higgs mechanism in 2012 [18, 19]. While both detectors
almost cover all spatial directions by their cylindrical design, the Large Hadron
Collider beauty (LHCb) [20] focuses on the heavy forward region to study b quark
physics. A Large Ion Collider Experiment (ALICE) [21], however, is dedicated to
heavy-ion collisions that allow to investigate plasma physics.
During the so-called Run 2 period from the beginning of 2015 to the end of 2018, the
20
3.2 Detecting particles with the Compact Muon Solenoid
LHC performed collisions every 25 ns and achieved center-of-mass energy of 13 TeV.
This thesis concentrates on the data taking period by the CMS detector in 2018. In
this period, the LHC accumulated about 68 fb−1 [22, 23] of integrated luminosity L.
It is measure for the overall performance of the accelerator, which is proportional to
the number of events as follows.
Nevents =
∫
Ldt · σprocess = L · σprocess (3.1)
This allows estimating the number of observed events Nevents of a certain hard
interaction that is studied using its cross-section σprocess.
For the future, there are plans for a High-Luminosity LHC (HL-LHC) [24], where
a highly increased integrated luminosity enables, among other measurements, high
precision measurements of Standard Model parameters. Here, slight deviations may
hint at particle physics processes beyond the Standard Model.
3.2 Detecting particles with the Compact Muon Solenoid
The Compact Muon Solenoid (CMS) is designed as a multi-purpose detector to
search for the Higgs boson, to check for consistency of the Standard Model as well
as to measure its parameters, look for physics beyond the Standard Model, e.g.
supersymmetric particles, and other measurements.
Compared to the competitive ATLAS detector, the CMS detector has a compact
design, which is reflected in a smaller size, about 21 m long with a diameter of
about 15 m, at a higher weight, 14 000 t [26]. It was emphasized to measure close
to the actual point of interaction to reduce external influences. Key features of the
CMS detector are the muon chambers that take a major part of the detector and
are designed for accurate measurement of muons, and the tracking system that is
completely based on silicon. Besides, great importance was attached to installing
most subdetectors including the tracking, ECAL, and HCAL within the magnetic coil.
The only subdetector outside the magnetic coil is the space-consuming muon system.
Figure 3.2 gives a schematic overview of the CMS detector with its cylindrical-shaped
layout consisting of the different subdetector layers. This section gives a brief overview
of the subdetector properties that are important for the calibration presented in this
thesis. Detailed descriptions of the individual components of the CMS detector can
be found at [16, 22, 27]. Together, they enable the measurement of the charge, the
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Figure 3.2: Schematic overview, adapted from [25, 26], of the CMS detector shows the
different subdetectors: The inner most tracking system, the electromagnetic
calorimeter (ECAL), the hadronic calorimeter (HCAL), the magnetic coil, and
the muon chambers within the magnetic return yoke. While the layout is almost
uniform in radial plane, the detector is split into the central region, the outer
end-caps, and the forward components at both ends.
momentum and the energy of the incoming particles, photons, electrons, muons, and
hadrons.
Before coming to the subdetectors, the coordinate system as well as the so-called
pile-up and underlying event are introduced.
3.2.1 Coordinate system of the detector
The CMS detector is described using a Cartesian coordinate system, whose origin is
set to the center of the detector, the nominal interaction point, respectively. While
the x-axis horizontally points to the center of the LHC ring, the y-axis vertically faces
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LHC beam pipe
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Figure 3.3: Visualization of the conventions for the CMS coordinate system taken from [28].
The collision point in the center of the detector defines the origin, whereas the
orientation of x-, y-, and z-axis is towards the surface, the center of the LHC ring,
and the Jura mountains. Besides the Cartesian coordinate system, the rotational
symmetries of the cylindrical detector allow to define a spherical coordinate
system based on the angles θ and φ and the radius.
the surface, and the z-axis is horizontally aligned along the beam pipe in westward
direction.
Exploiting the cylindrical symmetry of the detector, a spherical coordinate system is
introduced which is more suitable for analysis purposes. Therefore, the azimuthal
angle φ is defined in the x-y-plane starting from the x-axis towards the y-axis. In
the y-z plane, the polar angle theta describes the angle from the y-axis to the z-
axis. Besides, the transverse radius that denotes the distance from the z-axis in the
x-y-plane completes the coordinate system.
Both coordinate systems are illustrated by Figure 3.3. Based on these, there is a
special coordinate system that is based on the physical properties of the processes to
be observed and commonly used in CMS analyses. It uses the transverse radius, the
azimuthal angle φ, and the rapidity y or the pseudorapidity η, respectively.











3 The experimental environment
The difference between the rapidities of two particles is invariant under a Lorentz
boost along the z–axis. At hadron collider experiments, the rapidity is an important
observable, where the colliding partons carry different longitudinal momentum frac-
tions of e.g. the proton. Hence, the products of individual interactions have different
longitudinal Lorentz-boosts in the lab frame. The above-mentioned feature of the
rapidity compensates for the longitudinal boost when comparing the products of the
interaction.
Since the energy of the detected particles can not always be measured accurately, the
















The pseudorapidity is particularly suitable for muons, of which detectors can only
accurately measure their momentum. For massless particles with high momentum




η = y (3.4)
Both y and η give the advantage that the particle flux is more evenly distributed as
a function of them compared to Θ. This allows a more uniform treatment of different
detector regions during detector calibration.
Using the pseudorapidity and the azimuthal angle, the spatial distance ∆R between
two objects is calculated.
∆R =
√
(∆η)2 + (∆φ)2 (3.5)
This allows searching for certain event topologies within the analysis.
The interacting partons within the proton-proton collisions at the LHC meet almost
in a frontal encounter, their transverse momentum ~p T is negligible. Thus, analyses
can exploit conservation of the transverse momentum for the products of the hard
process. As already mentioned above, the longitudinal momentum fraction of the
partons is not known initially at measurement. Thus, the kinetic observables that
are commonly used are pT, η, φ, and the invariant mass M .
3.2.2 Pile-up interactions
At hadron colliders such as the LHC, a major bias on measurement are particles
coming from so-called pile-up vertices and underlying event. An overview of the
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Figure 3.4: Beside the hard process at the primary vertex, the beam remnants can interact,
the so-called underlying event. Additional proton-proton collisions are called
in-time pile-up. Effects in the detector material from previous collisions are
summarized as out-of-time pile-up. In-time pile-up, underlying event, out-of-time
pile-up, and the beam remnants themselves superimpose the hard process distort
a proper detection.
contributing processes is shown in Figure 3.4.
Besides the process of interest, the hard process at the primary vertex, multiple soft
proton-proton interactions occur with the remaining protons in the bunches. These
additional collisions are called pile-up. According to the timing of the pile-up events
relative to the hard process, different kinds of pile-up events are differentiated.
In-time pile-up events are soft collisions that occur within the same bunch crossing
as the hard process.
Out-of-time pile-up effects are caused by previous (early out-of-time pile-up) or later
(late out-of-time pile-up) bunch crossings. Due to the cooldown time of detector
components such as the calorimeters, energy deposits of previous collisions can remain
and are added to the current event. The same effect requires the detector readout to
gather information from the detector components during their cooldown time. If the
cooldown time is longer than the time between the bunch crossings, parts of the later
event can be clustered into the event.
Since only two partons of the composite protons interact within the hard process,
the remaining partons can interfere with the particle detection. Each hard process
leaves behind two beam-remnants that consist of residual partons recombining to
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color-neutral hadrons. These beam remnants move mainly in the forward direction
along the beam pipe and interfere with detector components located there.
Furthermore, additional interactions between the remaining partons can occur in
addition to the hard process. Particles that originate from these so-called underlying
event at secondary vertices contribute to the measured result.
In 2016, the CMS detector recorded 23 interactions per bunch crossing on average [23].
This number increased in 2017 and 2018 to 32 interactions per bunch crossing. Since
most of these interactions are pile-up events, the mitigation of the pile-up influence
on the jet energy is a major task of the jet calibration. The pile-up mitigation is
addressed in detail within Section 4.3.
3.2.3 The tracking system
The inner-most subdetector of the CMS detector is responsible for measuring the
trajectories of charged particles and their momenta via their bending in the magnetic
field. Thereby, a high spatial resolution of the tracks is especially important since
the interaction vertices need to be reconstructed from the tracks. This is crucial for
distinguishing between particles originating from the hard process and particles from
pile-up and underlying events.
The CMS detector uses silicon-based sensors [22, 27, 30] that detect charged particles
passing the material via the ionization they cause. So-called particle hits are detected
by creating a charged current within an electric potential and amplifying the signal.
Hits within multiple layers allow reconstructing the particle track using a track-finding
algorithm. Therefore, the CMS experiment uses an adaption of the Kalman filtering
technique [31].
Due to the high particle flux that crosses the CMS tracking system, it needs to be
radiation hard. Furthermore, it must be lightweight to not disturb the measurement
of the following subdetectors. Therefore, the so-called Pixel Tracker consisting of
multiple layers were placed very close to the beam pipe. They are designed to provide
an excellent spatial resolution. The Pixel Tracker is surrounded by a Strip Tracker,
which is built more cost-effectively because the particle flux is lower as it is further
away from the interaction point. Moreover, their spatial resolution does not have to
match the granularity of the Pixel Tracker.
Both tracking components are designed to cover the full azimuthal φ range and the
pseudorapidity range up to |η| ≤ 2.4. Up to |η| ≤ 1.3, the silicon sensor layers are
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Figure 3.5: Side view of a cross section through one quadrant of the CMS detektor [29]. It
visualizes the different layers of subdetectors in size and spacial coverage in η:
From inside to outside, there are the tracking system (light blue), the ECAL
(green), the HCAL (yellow), and the muon chambers (red). The superconducting
solenoid (dark blue) encloses all subdetectors except the muon chambers, which
are located in the return yoke (gray).
arranged parallel to the beam pipe, beyond they are placed vertically. There is a
small region between both, where the layers overlap.
3.2.4 The electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) is designed to measure the energy of photons
and electrons. Therefore, is uses absorber material that enforces incoming particles
to create an electromagnetic shower. Within the Coulomb-potential of the detector
material, the incoming particle interacts via bremsstrahlung and electron-pair pro-
duction and create a bunch of multiple electrons and photons. The particles of this
electromagnetic shower deposit their energy in the detector volume via the Compton
scattering or photoelectric effect. Scintillating detector material forwards the energy
deposits to arrays of photodiodes that convert the electromagnetic shower to digital
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signals. Thereby, the number of registered photons is proportional to the energy of
the incoming particle. Photons and electrons are distinguished since the latter ones
are charged and leave hits in the tracking system. When assigning energy deposits to
tracks, the energy losses of electrons due to bremsstrahlung are taken into account
by the reconstruction algorithm.
The CMS uses lead tungstate (PbWO4) crystals as both, absorber and scintillator
material [32–34]. As this material provides a low scintillation time and a short
radiation length, it suits perfectly for designing a compact ECAL. This is important
because the design of CMS intends to place the ECAL and also the HCAL inside the
solenoid.
The ECAL crystals are arranged in two components as illustrated in Figure 3.5. The
central region, the so-called barrel region, covers |η| ≤ 1.48 and the end-cap region
1.48 < |η| ≤ 3.0. In the end-cap region, a pre-shower detector is installed in front of
the ECAL to increase the spatial resolution of and distinguish between photons of
the hard process and photons originating from pion decays. Since the electromagnetic
shower may hit several ECAL crystals, a calibration [34] is applied within the ECAL
reconstruction algorithm to compensate for effects e.g. caused by alignment, electron
drifting, or aging of the crystals.
3.2.5 The hadronic calorimeter
The hadronic calorimeter (HCAL) is constructed for measuring the energy of had-
rons [35–37]. Electrons and photons are absorbed within the ECAL and, thus, do not
reach the HCAL.
An absorber material, in case of the CMS brass plates, enforce incoming hadrons
to interact with the material and create a so-called hadronic shower. During the
showering process, any kind of hadronic interaction is possible, which leads to a bunch
of hadrons, electrons, and photons. They enter the scintillation material, in case
of the CMS detector a plastic scintillator, and ionize it. The resulting scintillation
photons are registered by silicon photomultipliers and converted to digital signals. For
optimal and compact measurement of the hadron energy, the absorber and scintillator
material alternates a few times.
The CMS HCAL consists of a central part that covers |η| ≤ 1.3, end-caps that cover
1.3 < |η| ≤ 3.0, and outer parts that extend the HCAL with 3.0 < |η| ≤ 5.2. However,
the outer HCAL part is located outside the magnetic recoil and is constructed
28
3.2 Detecting particles with the Compact Muon Solenoid
slightly different with steel as absorber material and quartz-fibers as the scintillator.
Thereby, the central region provides the highest granularity. Similar to the ECAL,
the reconstruction algorithm of the HCAL includes a calibration.
3.2.6 The superconducting solenoid and the muon system
The tracking system, the ECAL, and the HCAL is surrounded by the superconducting
magnetic coil that is made of niob-titanium (NbTi) and provides a magnetic field with
3.8T. It bends the trajectories of charged particles and, thus, allows to determine
their charge and measure their momenta. The high energy of the particles entering the
detector makes a strong magnetic field necessary to precisely measure the momentum.
While the magnetic field inside is almost homogeneous, an iron return yoke outside
the solenoid returns the magnetic field and and ensures an almost homogeneous outer
magnetic field.
The muon chambers are incorporated between the layers of the return yoke. Since
muons produced within the collision are minimum-ionizing, they barely interact with
the detector materials and cross the ECAL and HCAL unimpeded. Their lifetime is
sufficiently long that the majority leaves the detector without decaying. Thus, their
track, respectively their momentum and charge, is measured by the tracking system
in the inner and the muon chambers in the outer detector region. The energy of
the muons needs to be reconstructed from the momentum measurement assuming
a certain mass. While reconstructing the muon tracks, effects such as the energy
loss due to bremsstrahlung, multiple scattering within the detector material and
inhomogeneities in the magnetic field are considered.
The muon system [38, 39] consists of a central part and a part in the end-caps covering
in total |η| ≤ 2.4. There are three types of muon detectors used within the CMS
detector. Drift Tubes are placed in the barrel region, while Cathode Strip Chambers
handle the higher particle flux and the non-uniform magnetic field in the end-cap
region. Additionally, Resistive Plate Chambers are placed in both regions up to
|η| ≤ 1.6. However, the complete muon system covers |η| ≤ 2.4.
3.2.7 The Trigger and Data Acquisition System
During LHC Run 2 period, the proton beams cross every 25 ns, each time producing
about 60 simultaneous interactions on average between the partons [40]. In order to
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reduce the amount of data for reconstruction and to store only events of interest, a
two-level triggering system is used at the CMS [41, 42].
The so-called Level-1 Trigger (L1 Trigger) must select interesting events from the
40 MHz Bunch-Crossing-Rate and reduce the rate for further processing to 100 kHz.
It triggers further processing when registering e.g. high-energetic particles or unusual
particle combinations. The reduced output rate allows the Data Acquisition System
(DAQ) system of CMS to read out the detector electronics, synchronize the information
of different detector modules, and assemble the events to the High-Level Trigger
(HLT). Whereas the Level-1 Trigger (L1 Trigger) is a pure hardware trigger, the
High-Level Trigger (HLT) is based on software running on a dedicated computing
cluster connected by a high-speed, low-latency network with 200 Gbit s−1. Consisting
of compute nodes, it runs the full CMS reconstruction software stack. Consuming
about 1 MB per event, the HLT reconstructs the particles and jets and classifies the
events by specific signatures, e.g. two muons with certain energy thresholds. The
selected events are written to permanent storage with a rate in the order of 100 Hz, a
few hundred Megabytes per second, respectively.
Further distribution of the recorded data for backup and analysis purposes is taken
over by the Worldwide LHC Computing Grid (WLCG) described in Section 8.1.
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Jet measurement and calibration at CMS
At hadron-colliders such as the LHC, a collision of high-energetic hadrons initiates
interactions between the underlying initial state partons, the so-called hard process.
Interactions of such color-charged partons consisting of quarks and gluons, the so-
called strong force is described by QCD as described in Section 2.1.1. The theory
points out that the potential of the strong force between two quarks increases with the
distance between both. This also applies to the final state partons that are produced
in the hard process.
While these quarks fly apart towards the detector, the strong force can spontaneously
create color-neutral quark anti-quark pairs out of the vacuum. Thereby, the potential
of the strong force has to reach required energy threshold for the production of these
two new quarks. Due to confinement, color-charged particles can not exist freely and
therefore recombine to color-neutral structures or hadrons, respectively. This process
of creating and recombining quarks is repeatedly performed and creates a bunch of
hadrons. Since most of the newly generated hadrons are short-lived, they decay into
more stable hadrons in flight. This forms a shower of stable hadrons, leptons, and
photons that enters the detector.
A transversal boost from the primary parton interaction causes all resulting particles
to pass through the detector layers in a locally restricted, cone-like shape. The axis of
this so-called jet indicates the direction of the four-momentum of the original parton.
Hence, the four-momenta of all particles that contribute to the jet need to be summed
up to derive the properties of the original parton. Dedicated algorithms are used to
reconstruct jets by clustering the tracks and energy deposits recorded by the detector.
Thereby, various effects bias the measurement of jets, such as:
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• detector noise and miscalibration
• non-linear calorimeter response
• particles from additional interaction vertices, pile-up or underlying event, being
clustered into the jet
• particles originating from the hard process and not considered by the clustering
algorithm, i.e. neutrinos or unregistered hadrons, electrons, muons, or photons
A precise measurement of the properties of the particle level jets requires the re-
constructed jets to be corrected for these effects. To project the properties of the
particle-level jet to the corresponding parton of the hard process, additional theoretical
corrections are required.
This thesis focuses on the first, correcting the reconstructed jets to the particle-level
jet. Data-based or simulation-based methods can be used to obtain correction factors
that correct both recorded and simulated data. In the MC simulation, especially their
simulation of the detector response, the influence of the correction can be validated
by comparing the reconstructed jet and the particle-level jet. However, these MC and
detector simulations use dedicated models to simulate the hadronization process, the
detector response, and the contribution from pile-up or underlying events as described
in Section 2.2. Hence, the simulations do not necessarily represent reality in detail.
To compensate for residual differences between simulation and reality caused by
the modelling, the properties of the simulated jets need to be corrected to the ones
of the measured jets. Data-based approaches, which exploit known processes and
symmetries, can be used to calibrate jets on the average.
At CMS, multiple well-known physical processes are used to correct for different
influences mentioned-above. The results of the individual analyses, each based on
one well-known physical process, are combined in a factorized calibration approach
that extracts correction factors. Thereby the jet energy scale and the jet momentum
resolution are calibrated separately.
Typical well-known processes suitable for calibration purposes are the dijet and γ+jets
channels due to their high number of events produced at the LHC. Additionally, the
Z+jets channel, where the very high accuracy of the event reconstruction compensates
for a lower production rate, is perfectly suited for the calibration of the jets. It profits
from the precisely defined properties of the Z boson measured by previous HEP
experiments. Furthermore, the reconstructed Z bosons are perfectly suited for the
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calibration of jets since the CMS detector is especially designed to accurately measure
the decay products of the Z boson, electrons and muons.
This Z + jets analysis focuses on extracting absolute jet energy corrections to correct
for residual differences between MC simulation and data. Furthermore, it presents a
new procedure to extract the jet momentum resolution using Z + jets events.
4.1 Reconstruction of physical objects by the
Particle-Flow algorithm
Multiple layers of the CMS detector that measure different quantities. At CMS, there
are three different kinds of reconstructed jets [43], which differ in the input. The input
can be the energy deposits that are derived from the hadronic and electromagnetic
calorimeter modules of the detector, or the tracking information from the CMS
tracking system.
Calorimeter jets (CALO jets) are reconstructed using energy deposits in the calori-
meters. Geometrically combining ECAL and HCAL cells allows for clustering energy
deposits and reconstructing jets.
Jet-Plus-Track jets (JPT jets) improve the CALO jet precision by including informa-
tion from the CMS tracking system. All tracks attributed to a CALO jet are utilized
to correct the jet energy and momentum and derive the corresponding JPT jet.
Particle-Flow jets (PF jets) are clustered using objects that are previously reconstruc-
ted by the Particle-Flow (PF) algorithm [44].
This algorithm exploits the performance of all subsystems of the CMS detector to
classify each object and reconstruct its four-momentum. The PF algorithm applies
the following recipe to differentiate between particles.
• As muons are minimal-ionizing when crossing the detector layers, their tracks
are reconstructed combining information of the inner tracking system and the
outer muon chambers. Afterward, the assigned tracks and energy deposits
are removed from the list of recorded objects that must be processed to avoid
double counting.
• Electrons are reconstructed by combining tracker information and the corres-
ponding energy deposits in the ECAL. Bremsstrahlung photons radiated by
electrons being bent by the magnetic field are also taken into account.
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• Isolated photons that show entries in the ECAL without an appropriate track
and no corresponding energy deposits in the HCAL are identified in the same
step.
• Charged hadrons are characterized by tracks pointing to energy deposits in
both calorimeters.
• Neutral hadrons remain when coinciding energy deposits in the calorimeters
can not be matched to any track.
Neutrinos can not be measured directly. Due to conservation of the momentum in
the transverse plane, the transverse momentum of all contributing neutrinos can be
deduced from the missing transverse momentum (pmissT ). p
miss
T is determined by the
negative vectorial sum of the four-momenta of all particles of the event.
The PF approach is more precise than a pure calorimetric approach, as it combines
the response and resolution of all detector components. This makes PF jets, which
are then clustered from all PF candidates by a clustering algorithm, the standard for
most CMS analyses. As almost all CMS analyses concentrate on using PF jets, this
analysis focuses on the calibration of such jets.
4.2 Jet clustering
Jet algorithms can be mainly divided into two classes. On the one hand, cone
algorithms associate all particles within a fixed distance in the η - φ plane, respectively
associate them to a cone around the jet center. On the other hand, sequential
recombination algorithms avoid a fixed geometric form but calculate for each pair of
candidate objects a variable distance measure that is weighted with the transverse
momentum of the particle.
Jet clustering algorithms that are not influenced by splitting up an input particle into
two collinear particles are called collinear safe. Equally, algorithms are called infrared
safe, which means, that the result of the clustering algorithm does not change, when
adding a soft input particle. Collinear and infrared unsafe examples are illustrated
in Figure 4.1. When using collinear or infrared unsafe jet clustering algorithms for
experiments, it is difficult to calculate the required predictions within the simulations
since perturbative QCD is not applicable. Thus, modern HEP experiments focus on
infrared and collinear safe sequential recombination algorithms. Cone algorithms,
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one jet collinearsplitting no jet
/ 2 =
(a) collinear unsafe
two jets softradiation one jet
+    =
(b) infared unsafe
Figure 4.1: Example of collinear and infrared unsafe jets. Collinear safety requires jet
clustering to be independent of splitting input constituent. In the collinear
unsafe case, the algorithm does not reconstruct a jet if the momenta of the
split constituents are below the minimum threshold. Infrared safety prevents jet
clustering result to change when adding soft object. Illustration inspired by [29].
even if they also can be infrared and collinear safe, are not favored as they are usually
slower than concurring sequential recombination algorithms.
At CMS, the anti-kt algorithm [45] is used as the default jet clustering algorithm, since
it is collinear and infrared safe. This sequential recombination algorithm calculates









The anti-kt algorithm is defined by n = −1. ∆i,j is the distance between the objects
in the y-φ plane.
∆i,j = (yi − yj)2 + (φi − φj)2 (4.2)
Furthermore, the cone size R is chosen adequately for the collision environment and
the purpose of the analysis. The default setting for CMS run 2 is R = 0.4, which is
commonly used by most analyses. Besides, R = 0.8 is used for dedicated analyses
and cross-check.
The algorithm proceeds with the object pair with the minimal value of di,j . This
distance parameter is compared to di,B that proves the distance between the object




If the distance parameter to the object j, di,j , is smaller than the distance parameter
to the beam di,B, the objects i and j are merged. However, if di,B is lower than
di,j , the object i is moved from the list of objects to the list of resulting jets. This
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procedure is repeated until the list of objects is empty and all objects are clustered
to jets.
Before applying the algorithm, it must be ensured that the list of input objects is
cleaned of isolated particles such as electrons, muons, or photons that most likely are
created in the hard process. These isolated particles need to be treated separately
within the selection process of the analysis.
At CMS, however, the algorithm is applied to the full list of input objects. Thus,
the list of resulting jets needs to be cleaned of jets that contain single objects like
electrons, muons, or photons later.
4.3 Pile-up mitigation
Pile-up events, described in Section 3.2.2, have a major influence on the jet energy
since jet algorithms cluster those pile-up particles into the jets. To avoid distorting
the jet properties, analyses need to subtract the pile-up contribution before clustering
jets.
At CMS, the Charged Hadron Subtraction (CHS) method [46, 47] is well-established to
reduce the influence of in-time pile-up on the reconstruction of particles and jets. The
algorithm removes all charged hadrons whose tracks point to pile-up vertices. This
reduces the number of pile-up particles clustered into the jets. Residual contribution
of pile-up and underlying events to the jet properties need to be corrected by the jet
calibration.
Alternatively, the Pileup Per Particle Identification (PUPPI) method [48] aims at
removing charged pile-up particles from the event and weighting neutral pile-up
particles down. Charged pile-up particles are identified by searching for tracks not
originating from the primary vertex. Neutral particles are weighted according to the
calculated probability that they originate from pile-up events. This probability is
calculated considering the global pile-up density as well as locally adjacent charged
particles of the hard process.
Both methods require the reconstruction of the tracks of charged particles to signific-
antly reduce the influence of pile-up particles. Since the CMS tracking system covers
|η| ≤ 2.5, the pile-up contribution in the outer spacial region 2.5 < |η| ≤ 5.191 can
not be mitigated using theCHS or puppi method.
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The CMS jet calibration focuses on covering the majority of CMS analyses when
providing unified corrections that simplify jet reconstruction for analysts. Therefore,
it primarily concentrates on the CMS default settings for analyses, which include the
CHS method. The PUPPI method is studied in a second working step.
Hence, this analysis also focuses on the CHS method. However, the procedure for
deriving absolute residual corrections described in this thesis is applicable to PUPPI
corrected jets, too. This holds also true for the proposed method for extracting jet
momentum resolution using Z + jets events. The proposed procedure puts a handle
on the influence of pile-up remaining in CHS corrected jets. Hence, it is also able to
handle PUPPI corrected jets that usually come with a reduced pile-up contribution.
4.4 Balancing methods used for jet calibration
Balancing jets against more precisely reconstructable reference objects in the trans-
verse plane plays a major role in estimating the energy scale and the momentum








Figure 4.2: An ideal event topology balances a precisely measured reference object with a jet
in the transverse plane. Assuming that the transverse momentum is conserved
in the event allows for calibrating the latter using a balancing method.
transverse view.
The balancing approach assumes that the transverse momentum is conserved during
the collision. Thus, the transverse momentum of the final state parton that forms
the jet is assumed to be equal to the transverse momentum of the reference object.
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This allows balancing methods to calibrate the transverse jet energy with reference
to the precisely measured reference object. Two methods that are commonly used by
various calibration steps: The pT-balance and the MPF method.
4.4.1 p T-balance method
The pT-balance method aims at directly comparing the jet with a well-defined and
precisely measurable reference object, such as a photon or the Z boson decaying into
two muons or electrons. It is required, that the energy and momentum of the reference
object are measured with higher resolution and lower systematical uncertainties than
the jet to be calibrated. As equation 4.4 shows, the pT-balance method directly






Whereas the pT-balance method just requires the transverse momentum of the
reference object to be precisely measured, it is sensitive to ISR and FSR. Radiated
objects that are clustered into an additional jet affect the transverse momentum of
the jet and, thus, distort the pT-balance.
4.4.2 Missing ET Projection Fraction method
The Missing ET Projection Fraction (MPF) method takes into account the environ-
ment of the event to reduce the influence of ISR and FSR. It assumes an ideal event
topology, where one reference object is balanced against one jet.




Each object is measured with a certain detector response, which transforms the
properties of the object at the particle-level into the properties of the reconstructed
object.
~p ref, genT → ~p refT = RZ · ~p
ref, gen
T (4.6)
~p jet1, genT → ~p
jet1
T = Rjet · ~p
jet1, gen
T (4.7)
In this case, any mismeasurement of the transverse momentum and the energy of the
jet is directly represented by the missing transverse momentum ~p missT .
Rjet · ~p jet1, genT +RZ · ~p
ref, gen
T = −~p missT (4.8)
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Thereby, the reference object is assumed to be accurately measured so that its




T . By solving this system of equations for
the jet response, the MPF response RMPF is obtained.
RMPF = Rjet = 1 +




In comparison to the pT-balance method, this method is based on ~p missT instead
of ~p jet1T . This reduces the sensitivity on ISR and FSR but requires an accurate
measurement of ~p missT . Therefore, the detector needs to be sufficiently calibrated
before deriving residual corrections.
Comparing the results of both methods allows to register detector effects and cross-
check the influence of ISR, FSR, and pile-up on the jet measurement.
4.5 Factorized calibration approach for jet momentum
scale at CMS
At CMS jets are calibrated in a factorized approach [43, 47, 49–51] as shown in























Figure 4.3: The factorized approach to calibrate the jet energy scale extracts correction
factors in multiple stages. Each stage is either applied to MC simulated or
recorded data. Illustration inspired from [47].
jet. Each correction level treats a dedicated systematic bias on the transverse
momentum of the jet by applying a correction factor. While the first two correction
levels are mainly based on MC simulation, the latter ones compare data to MC
simulation to correct for residual differences. The multiple stages of jet energy
correction levels are derived and applied in the following order.
1. Pile-up offset corrections: Comparing simulated response to detector level
with the inputs at the generator level allows for subtracting the excess energy
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that is not associated with the hard process. This excess energy is mainly coming
from pile-up and electronic noise of the detector. Additionally, a random cone
method is used to estimate the noise contribution using simulated and recorded
data.
2. Simulated detector response correction: The detailed MC simulation of
the detector allows for adjusting the energy of the reconstructed jets on average
to the energy of the generated initial-state parton. This corrects for detector
effects and non-linear calorimeter response.
3. Relative residual correction: Due to the tracking system, jets within |ηjet| <
1.3 can be efficiently corrected for pile-up and detector effects. Correlating jets
in the forward region to the central ones allows for widening the area covered
by the calibration and derive η-dependent correction factors.
4. Absolute residual correction: Balancing jets against a precisely measured
reference object allows for correcting the absolute jet energy scale as a function
of the transverse momentum p jetT .
5. Flavor correction (optional): Differences between jets originating from
gluons, light quarks, charm quarks, or bottom quarks are corrected using
channels that preferably produce a single so-called jet flavor.
While the stages 1 to 4 are mandatory for all CMS analyses, the flavor corrections
can be applied optionally depending on the analysis purpose.
The main focus of the CMS jet energy calibration lies on the calibration of PF jets
that are clustered with the anti-kt algorithm at R = 0.4 and CHS applied. Support
for other settings, such as using PUPPI instead of CHS or R = 0.8 instead of R = 0.4,
is given after fixing the corrections for the default settings. This is done in an iterative
way by successively applying the correction levels and deriving correction factors for
the next level.
Within the next sections, the individual stages are shortly presented.
4.5.1 Determination of pile-up offset corrections
The first stage of the jet energy scale calibration corrects for contributions to the jet
energy that come from pile-up, underlying events, and detector noise. There are two
complementary methods used to estimate the distorting energy offset.
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• Jet area method: This method determines correction factors on a jet-by-jet
basis. It assumes that low pT objects from pile-up and detector noise are
isotropically distributed in the y-φ plane. In this case, their contribution to
the jet energy can be estimated by multiplying the jet area with the average
pT density of the event. Contributions from underlying events need to be
subtracted from the pT density since they form an intrinsic part of the proton
scattering process.
• Average offset method: This method extracts correction factors that are on
an event basis. It estimates pile-up and detector noise by using a collection of
randomly triggered events while vetoing processes of interest, i.e. high activity
from a single vertex. Placing random cones in the η-φ plane allows for summing
up the noise contribution. After averaging the results in φ, correction factors
that depend on the number of primary vertices nPV are derived. Each event is
corrected according to nPV.
Both methods are combined within the Hybrid jet area method. A dedicated ηjet
dependent factor, which is estimated from a modulation of the average offset method,
is introduced into the jet area method. This compensates for non-uniformity of the
energy response. The derived correction factors depend on the pT density and nPV
of the event and ηjet.
4.5.2 Determination of simulated detector response corrections
The MC simulation of the full detector response enables a direct comparison between
a reconstructed jet at the detector-level and its corresponding particle jet on the
generator level. Therefore, each reconstructed jet in simulated QCD events is spatially
matched to an MC particle in the η-φ plane. The ratio between the average detector
p jetT with the pT of the matching generator particle is used as a correction factor.
Due to detector layout and response, this method is applied in bins of ηjet and p jetT .
4.5.3 Determination of relative residual corrections
The first two stages of jet energy scale calibration assume that MC simulation describes
the detector response precisely enough to derive correction factors. However, this
correction stage compensates for residual differences between data and MC simulation.
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The central region (|η| ≤ 1.3) of the CMS detector provides the highest uniformity of
the detector and the highest accuracy and range to measure the jet energy. Hence,
it is chosen as a reference region to calibrate jets in the forward region. Therefore,
the pT balancing method introduced in Section 4.4 is used for dijet events. One jet
lying in the central region of the detector |η| ≤ 1.3 is balanced with a jet at arbitrary
|η|. Comparing the pT-balance extracted from MC simulation and data allows to
determine a η dependent correction factor.
4.5.4 Determination of absolute residual corrections
In contrast to the previous calibration stage, the absolute residual corrections [28]
derive pT dependent correction factors. Balancing a jet against a precisely measured
reference object allows an increase in the accuracy within the central region. The
previously applied relative residual corrections propagate the accurate jet measurement
from |η| ≤ 1.3 to the forward region.
At CMS, three types of reference objects are used to extract absolute residual
correction factors.
• Multijet events extend the measurement range to very high pT jets
• γ + jets events provide reference photons with a high pT range
• Z (→ µ+ µ̄) + jets and Z (→ e + ē) + jets events use the combined accuracy
of the tracker, the muon system and the ECAL and extend the pT range down
to very low values.
Both balancing methods described in Section 4.4 are used: The pT-balance method,
which is also used for deriving relative residual corrections, and the MPF method.
Typically, both are sensitive to additional jets, which disturbs the balancing of the
jet to the reference object. The large center-of-mass energy of the collision supports
ISR and FSR. Furthermore, multi-parton interactions contribute in terms of pile-up
and underlying events. Thus, there is typically more than one jet associated with
the event. As the balancing methods assume an ideal event topology with only one
jet balanced to the reference object, the analysis procedure has to account for those
additional jets.
Therefore, the second jet activity α defined in Equation 4.10 is used to estimate the
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Extrapolating to zero second jet activity (α→ 0) allows determining corrections for
the ideal event topology that consists of only one jet and the reference object.
The extrapolated results of both methods, pT-balance and MPF, for all channels are
combined within a global fit.
4.5.5 Determination of flavor corrections
This optional correction stage uses a pure MC based calibration approach. MC
simulated Z+ jets and γ+ jets events within |η| ≤ 1.3 allow for separating different jet
flavors. u and d quarks are corrected in combination but s, c and b quarks are treated
separately. Dedicated correction factors are extracted by comparing the particle-level
pT of the jets with the reconstructed pT.
There are at the time of writing the thesis efforts to extract flavor dependent correc-
tions within the procedure of deriving absolute residual corrections.
4.6 Estimation of the jet momentum resolution at CMS
Detectors such as CMS measure the properties of particles at a certain finite resolution
only. The effects of each component of the subdetectors involved in the measurement
contribute to the overall resolution of the measurement.
The measurement of the transverse momentum of leptons or photons is based on
a few hits within the CMS tracking system. This subdetector is designed for high
precision measurement of particle tracks and, thus, the resolution of the transverse
momentum of these particle types is also accurate. Since the jets consist of large
numbers of particles that are measured separately in the CMS detector, the transverse
momentum is reconstructed from all particles involved. Effects of the tracking system,
the ECAL, and the HCAL, which all contribute to the jet measurement, as well as
influences of the jet clustering algorithm, affect the measurement of the momentum
and impair the resolution of the jet momentum. Therefore, the resolution of the jets
is rather poor compared to non-compound objects like single leptons or photons.
These effects also complicate the correct modeling of jet resolution in MC simulations,
which is necessary for precise jet analysis. The modeling of the jet momentum
resolution suffers from the dimensionality of the effects to be considered and is
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therefore simplified in the simulation. Hence, it does not necessarily represent the
actual resolution of the CMS detector.
To correct for that, scale factors have to be derived to smear the jet momentum





The jet momentum resolution JER describes the detector resolution for jets. It
is defined as the variance of the ratio of the reconstructed jet momentum and the







At the CMS experiment, two different determination procedures are applied to dijet
and γ + jets events. Both procedures balance jets in the transverse plane similar to
the methods used for correcting the jet energy scale for estimating the jet momentum
resolution. Whereas the analysis of dijet events focuses on a dedicated asymmetry
method balancing two jets in the transverse plane, the γ + jets channel exploits
the pT-balance method described above. Detailed descriptions of the established
determination of the jet momentum resolution at CMS can be found at [43, 47, 49,
51, 52].
While both procedures are shortly presented in the following, this thesis proposes
a new procedure to determine the jet momentum resolution using Z + jets events
in Chapter 6. Adding the new Z + jets results allows to extend the pT range of the
scaling factors for the jet momentum resolution to low values. The medium pT range
covered by the Z + jets channel enables a cross-check of the results of the different
channels.
4.6.1 Extracting the jet momentum resolution using dijet events
In the case of dijet events, the detector resolution is incorporated in both jets.
Assuming that the momentum resolution of both balanced jets is equal, the asymmetry
A between both jets is used to estimate the average jet momentum resolution.
A =
p jet1T − p
jet2
T
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2 · σA (4.14)
The variance of the asymmetry distribution σA is extracted using the Root Mean
Square (RMS) truncated on two sides to 98.5% of the integral to compensate for
statistical outliers in non-Gaussian tails. These may artificially increase the RMS.
To fulfill the above-mentioned assumptions, dijet events with additional jets are
extrapolated to the ideal event topology with only two balanced jets. Therefore,






When looking at the particle level of the dijet events in MC simulation, a small
asymmetry is remaining, which is not originating from the detector resolution. This
so-called Particle Level Imbalance (PLI) is caused by underlying events, initial and
final state radiation, and the jet clustering algorithm. The pure detector response
of the jet momentum is derived when removing PLI from the jet asymmetry for






σ2A − σ2PLI (−σ2detector) (4.16)
The PLI is thereby defined as the asymmetry A between the particle-level jets instead
of the reconstructed jets.
When balancing a jet from the forward detector region with a jet in the central region,
an additional asymmetry σdetector that compensates for the asymmetric detector
design needs to be subtracted. This allows extending the measurement of the jet
momentum resolution to the forward region.
4.6.2 Extracting the jet momentum resolution using γ + jets events
In contrast to the dijets channel, the analysis of γ + jets event to determine the jet
momentum resolution concentrates on balancing one jet with a reference object, in
this case, a photon. This requires a different procedure to extract the jet momentum
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resolution. Similar to the absolute residual jet energy corrections, the pT-balance
method is used to compare the jet with the photon. While the jet energy scale
is determined by the mean of the pT-balance distribution, the resolution can be
extracted from the spread of the pT-balance distribution. By splitting up RpT-balance















= Rjet ·RPLI ·Rref
(4.17)
Similar to the dijet channel, there is a PLI contribution originating from underlying
events, initial and final state radiation, and the jet clustering algorithm. The influence
of this effect is determined from the asymmetry between the reference object and
the jet at particle-level. Additionally, the reference object contributes to the overall
response of the process.
Each component of the detector contributes to the overall detector response. Since the
responses of the detector components that contribute to the measurement of a particle
or jet are compatible and act individually, the generalized central limit theorem can be
assumed. It states that the sum of random variables that are independent, identically
distributed, and have finite variances tend toward a Gaussian distribution if the
number of variables grows. Thus, the resulting detector response is Gaussian shaped
even if the individual responses of the detector components are not. Since all terms
contributing to Equation 4.17 represent a detector response in a certain manner,
they are typically assumed to be Gaussian shaped. Furthermore, it is assumed that
log-Normal and Gaussian distributions are approximately the same in the area the





Here, each response term is distributed according to N(x) with its variance σ and
its mean µ. This allows to reorder Equation 4.17 and calculate the jet momentum
resolution according to Equation 4.19. Assuming log-Normal distributions, the
variance of these three distributions can be quadratically summed up. Here, it utilizes
that the product of log-Normal distributions results in a log-Normal distribution and
the resulting variance is given by the quadratic sum of all variances. By reordering the
resulting formula, the jet momentum resolution is derived by quadratically subtracting
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the contributing variances.


























− σ (RPLI)2 − σ (Rref )2
(4.19)
This method assumes that the resolution of the reference object and PLI is small
compared to that of the jet. Typically, the momentum resolution of the reference
object is negligible small due to the precise ECAL of the CMS detector. The
contribution of PLI extracted from MC simulation is required to be smaller than the
jet momentum resolution.
Similar to the dijets extraction procedure, the γ+jets analysis uses the RMS truncated
on two sides to 98.5% of the integral to remove the influence of non-Gaussian tails.
To account for additional jets that distort the balancing of the jet and the reference
object, the resulting jet momentum resolution scale factors are extrapolated to zero




Preparations for calibrating jets using Z + jets
events
Modeling the detector response and resolution for a compound object such as jets is
complicated by the high dimensionality of effects that need to be considered. The
simulation of jets needs to take into account multiple correlated effects, such as the
detector response and resolution of all involved detector components, or distortions
caused by the clustering of jets, or contributions from underlying events and pile-up.
As precise predictions of jets are essential for almost all CMS analyses, a dedicated
calibration procedure compensates for such effects and adjusts the energy scale and
the momentum resolution of jets in MC simulation to the real conditions.
This Z + jet analysis focuses on absolute residual jet energy corrections that com-
pensate for residual differences between MC and data within the last step of the CMS
calibration procedure. Therefore, scale factors are extracted from Z + jets events
by balancing a jet with a precisely measured Z boson as reference objects. This
allows using the balancing methods, pT-balance and MPF, described in section 4.4 for
calibrating a jet. Exploiting the strength of the CMS detector in precisely identifying
and reconstructing muons, this analysis concentrates on Z boson reconstructed from
two muons. The Z boson decay channel into two electrons can be used to cross-check
and to lower the uncertainties by combining the results. For applying the balancing
methods, an ideal event topology shown in Figure 5.1 is required. There, a well-
measured Z boson is facing the jet that needs to be calibrated. The conservation of
the transverse momenta allows for comparing the kinematics of both physical objects
and, thus, correcting the jet energy scale.
Besides the jet energy scale calibration, a new method is presented that uses Z + jets
events to adjust the jet momentum resolution in MC simulation to data. The method
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Figure 5.1: Balancing a precisely measurable reference object, in this case, a Z boson, with
a jet allows calibrating the latter using the pT-balance or MPF method. To
exploit the strength of the CMS detector, this analysis concentrates on Z bosons
reconstructed from two muons.
presented in Chapter 7 extends the above-mentioned approach of balancing a jet
with a Z boson. This allows to extract the jet momentum resolution in data and MC
simulation. Comparing both allows for extracting scale factors, which are used to
smear the jet momentum resolution in MC simulation and, thus, adjust it to data.
The scale factors for correcting both, the jet energy resolution and jet momentum
resolution, are derived using almost the same data set and selection. Hence, common
analysis settings are described in the following sections. Afterward, the individual
methods as well as the corresponding results are presented.
5.1 Data samples
This analysis concentrates on extracting the jet energy scale and momentum resolution
using Z + jets events recorded by the CMS detector during the LHC Run 2 period
in 2018 at center-of-mass energy
√
s = 13 TeV. Both measurements balance a jet
with a well-measured reference object, in this case, a Z boson. Z bosons are precisely
reconstructed from two oppositely charged muons. The measurement of muons profits
from the combination of the inner tracking system and the outer muon system, which
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reduces the fake rate and increases reconstruction precision. The balancing of jets
with the reconstructed Z boson requires a dedicated event selection, which is described
in detail in Section 5.3.
All data sets used within the analysis are listed in the appendix A.1.1.
Both measurements use a recorded data set that passed a dedicated trigger preselect-
ing events with at least two muons. While the event reconstruction was updated for
the second half of the data taking period, data recorded in the first half was repro-
cessed offline to ensure analogous treatment of detector effects by the reconstruction
algorithm. A list of the used data samples and their global tag that summarizes the
detector conditions can be found in Table A.1.
Corrections for the jet energy scale are derived by comparing data to a LO MC
simulation generated with MadGraph [53], while Pythia 8 [54] was used as the
parton shower generator. To light the phase space more evenly, the LO MadGraph
simulation is divided according to the number of jets generated in the hard process
and each part is appropriately filled with simulated events. The separately generated
MC samples are stitched together considering the different cross-sections and number
of events listed in Table A.2.
The extraction of scale factors for the jet momentum resolution is based on an
extended NLO MC simulation generated with aMC@NLO [55], an extension of
MadGraph for NLO calculations, in combination with Pythia 8. In addition to the
binning in the number of jets generated within the hard process, the MC simulation
listed in Table A.3 is also split into different bins of the transverse momentum of the
Z boson. This allows illuminating the phase space more uniformly and accurately
examine jet momentum resolution scale factors in a wide pT and |η| range despite
the complex analysis procedure.
Using these very slightly preselected events, this analysis applies advanced selection
criteria, which are presented in Section 5.3.
5.2 Data processing workflow
The CMS trigger system [56] reconstructs preselected events. Events of interest
are identified by both, the online hardware at the detector, the so-called Level-1
trigger [57], and the offline computing cluster, the so-called HLT [58]. The results are
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Workflow step Processing time Processing frequency Data reduction
Preselection 2− 3 days every 4 months 17 TB→ 6.4 TB
Selection 3− 5 hours every 3 weeks 6.4 TB→ 65 GB
Conversion 45 minutes every week 65 GB→ 12 MB
Plotting 10− 45 minutes multiple times/day 12 MB→ 2.8 GB
Table 5.1: Overview of the data reduction, the average processing time, and the frequency of
reprocessing the analysis steps. All values are estimated for a single run of the jet
momentum resolution analysis for the muon channel. This includes the recorded
double-muon data set and the aMC@NLO MC sample mentioned in section 5.1.
The frequency is roughly estimated and depends highly on the activity within
the CMS collaboration.
stored in a CMS specific format within Data analysis tool (ROOT) files, which are
processed by the analysis workflow as input.
To shorten turnaround cycles when applying optimizations or changing methods, the
analysis workflow is divided into different steps as shown in Figure 5.2. Each step
Reduction of amount of data










Figure 5.2: The workflow for calibrating the jet energy scale and momentum resolution is
processed in different steps. While the amount of data is reduced during each
step, the number of times each step is processed increases.
reduces the amount of data to be processed but at the same time the number of
iterations increases due to the adaptation of the analysis. While the first step has to
handle a large amount of input data and is rarely processed, the last step is processed
very frequently, consuming a relatively small input file. An overview of the amount
of data reduction and the processing time per step is listed in Table 5.1.
The division of the analysis into independently processed steps makes it possible to
implement analysis sequences, which frequently undergo changes, as late as possible
in order to generate results faster in case of code changes. Each step, therefore, deals
with a specific part of the analysis workflow as described below.
• Preselection: This so-called "skimming" step converts the CMS specific data
format into an analysis specific data format while applying a preselection. In
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this process, the KArlsruhe Package for Physics Analyses (Kappa) [59,
60] produces the basic observables for the analysis and reduces the amount of
data by roughly a factor of 4.
• Selection: Using the output of the previous step, the Excalibur frame-
work [61] applies the full analysis selection, reconstructs analysis specific ob-
servables and allows processing different analysis scenarios simultaneously.
Excalibur extends the functionality of the Artus framework [62, 63] with
Z + jets specific analysis tools. Within this step, the amount of data is reduced
by a factor of 100.
• Conversion: A conversion of event-based ROOT tuples to histograms with
Lumberjack provided by the Karma framework [64] allows to transparently
use modern optimization techniques such as multi-threading. Reducing the
amount of information to a minimum in the same step helps to shorten the
processing time of the plotting steps.
• Plotting: Within this last step, final results are derived and cross-checks are
performed using the tool Palisade included in the Karma framework. The
small size of the input files allows applying changes in the analysis procedure
on-the-fly and get resulting ROOT files and plots within a short time scale.
The pre-selection and selection steps are trivially parallelized by submitting jobs
in the order of thousands to an HTCondor batch system. At the time of writing
this thesis, the later steps are executed locally on individual computing resources.
However, there are efforts to also parallelize them for facing an even larger amount
of data expected in future LHC runs. While large output files are stored on Grid
storage resources, small ones are stored and accessed locally.
The iterative optimization of the jet energy scale factors within the CMS experiment
requires the extraction of results as fast as possible. Therefore, the presented workflow
is highly optimized to enable fast turnaround cycles while dealing with a huge amount
of data.
While selections and corrections are technically split into the different steps, the
following sections present a summarized overview including all steps.
5.3 Event selection
The event selection used for the determination of the jet energy scale and the jet
momentum resolution is equal in most parts. Both calibration procedures are based on
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the above-mentioned balancing approach, which requires a specific event topology. A
well-measured reference object, in this case, a Z boson, needs to face a jet. Therefore,
kinematic selections as well as a few corrections are applied to recorded and simulated
data samples.
5.3.1 Data certification
Alongside the triggering system at CMS that selects events with at least two muons,
the quality of data is monitored during the operation of the accelerator and the
detector. This allows selecting periods, where the detector and accelerator run
properly. Based on a list of validated run periods, all recorded events are selected for
further processing.
This analysis uses a list of certified run periods provided by the data certification
group of the CMS collaboration. The recorded and certified data recorded in 2018
corresponds to an integrated luminosity of 58.83 fb−1 [65].
5.3.2 Pile-up reweighting
At CMS, MC simulations are usually produced simultaneously to data taking. During
the production of MC simulations, a certain pile-up distribution is assumed that
roughly fits the expected pile-up distribution in recorded data. Afterward, the pile-up
distribution in MC samples is re-weighted to match the recorded pile-up distribution.
The average number of pile-up interactions <nPU> is a common measure for re-
weighting the MC pile-up distribution. While in MC simulation <nPU> is directly
set to a specific value during generation, it has to be measured individually per
luminosity section when recording data. Therefore, <nPU> is calculated from the
time-dependent luminosity multiplied by the average minimum bias cross-section. The
minimum bias cross-section accounts for any interaction during the bunch crossing
that was registered by any trigger. Thus, it reflects the rate of hard proton-proton
interactions without accounting for underlying-events. For 2018 data taking, the
minimum bias cross section was determined to be 69.2 mb.
Summing up the individual <nPU> values of all luminosity sections for the year
2018, a pile-up distribution is derived from data, which is compared to the <nPU>
distribution in MC simulation. Thus, dedicated pile-up weights are derived, which
are applied to adjust the simulation to data.
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5.3.3 Selection criteria for leptons and reconstructed Z boson
The properties of the Z boson are reconstructed from its decay products, in this case,
two muons. To guarantee the precise reconstruction of a Z boson, some kinematic
and detector dependent selections are applied to the muons and the reconstructed Z
boson.
Each of the two muons has to pass the following selection criteria.
• Number of muons: For reconstructing muons, at least 2 muons are required.
To exclude muons originating from different hard processes and hadron decays,
not more than 3 muons are allowed per event.
2 ≤ Nµ ≤ 3 (5.1)
• Muon transverse momentum: Each of the two muons has to have a trans-
verse momentum p µT greater than 20 GeV to suppress noise contributions such
as electronic noise, pile-up contribution, or underlying events, which mainly
occur at low energies.
p µT > 20 GeV (5.2)
• Muon pseudorapidity: Muons are reconstructed by the PF algorithm com-
bining information from the muon system and the tracker. This shrinks the
region acceptable for muon detection |η|µ to the barrel and forward region of
CMS.
|η|µ < 2.3 (5.3)
The region does no include the full region covered by the corresponding sub-
detectors to reduce boundary effects.
• Muon identification: The CMS collaboration has established a standardized
catalog of criteria that identify a muon, the so-called Muon ID. A detailed
description of the Muon ID for CMS run 2 is found at [66–68]. The Muon ID
ensures that the muon originates from the primary vertex to exclude muons
from pile-up vertices or underlying events. Furthermore, the muon must be
detected by several detector components to reduce the fake rate. The specific
criteria used within the muon ID are listed at A.1.3. This analysis uses a tight
working point to ensure that the measured muons are suitable for the precise
reconstruction of the reference object in the balancing approach.
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• Muon track isolation: Heavy-flavour quark decays that produce a vast
amount of secondary particles are a major source for muons. Such decays can
produce muons within the hadron shower, which are therefore surrounded by
other particle shower products. To reject muons originating from hadron decays
and other background processes, so-called isolated muons are selected. Similarly
to the Muon ID, the CMS collaboration has established dedicated selection
criteria to identify isolated muons [66, 67]. Therefore, all PF particles are taken
into account within a cone around the muon track. Using a tight working point
ensures that muons originating from heavy-flavor quark decays are excluded.
As events with two or three muons are selected, there are additional restrictions to
the muon pair that is taken for reconstructing the Z boson.
• Charge of the muon pair: The muons need to have the opposite charge to
derive a charge-neutral muon pair suitable for reconstructing the Z boson.
• Invariant mass of the muon pair: If more than one muon pair exists within
the event, the pair that provides an invariant mass closer to the Z boson mass
MZ, PDG = 91.1876 GeV derived from [10] is taken.
Additional selection criteria are applied to the reconstructed Z boson.
• Z boson mass: The reconstructed mass of the Z boson MZ has to be within
a mass window of 20 GeV around the Z boson mass MZ, PDG = 91.1876 GeV
derived from [10].
|MZ −MZ, PDG| < 20 GeV (5.4)
• Z boson balancing: To enable a balancing of the reconstructed Z boson to
the leading jet, a back-to-back topology is required. Therefore, the analysis
selects events that satisfy a certain angular distribution in the φ plane of the
CMS detector.
|∆Φ(Z, leading jet)− π| < 0.34 (5.5)
• Z boson momentum(only applied for jet energy scale corrections): To reduce
contributions of low energetic jets originating from soft parton interactions, a
minimum transverse momentum is required for the Z boson.
p ZT > 30 GeV (5.6)
This selection is not applied to the analysis of the jet momentum resolution
in order to not reduce the number of events too much and to check which
minimum threshold can be reached.
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5.3.4 Selection criteria for jets
Before applying selections on jets, jets need to be corrected using jet energy scale
factors. While the determination of the jet momentum resolution uses fully corrected
jets, not all stages of jet energy corrections must be applied for the calibration of the
jet energy scale. In this case, the absolute residual corrections that will be extracted
within the analysis are not applied.
Afterward, the following selection criteria are applied to the data sets.
• Number of jets: To balance and thus calibrate jets, at least one jet per event
is required.
0 < Njets (5.7)
• Jet transverse momentum: Especially in the low pT region, the contribution
of jets originating from pile-up increases dramatically. To reject events, where
the leading jet corresponds to a pile-up jet, the leading jet must have at least
12 GeV.
p jet1T > 12 GeV (5.8)
• Jet identification: Similar to muons, the CMS collaboration provides a set
of criteria for identifying jets. A detailed description of the jet identification
at CMS can be found at [69, 70]. This analysis uses a tight working point
with lepton veto for the jet identification. The specific criteria are listed in
Appendix A.1.4.
• Second jet activity: For balancing the leading jet with the Z boson to
calibration purposes, the contribution of additional jets to the event needs to be
sufficiently low. Therefore, the analysis is limited to events where the transverse
momentum of the second jet is less than 30% of the transverse momentum
of the Z boson. The ratio of the transverse momenta of the Z boson and the





• Jet pseudorapidity (only applied for jet energy scale corrections): Within
the calibration procedure of the jet energy scale, the correction factors are
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propagated to the forward region by the relative residual corrections. Hence,
jets are restricted to the central detector region.
|ηjet1| < 1.3 (5.10)
That allows rejecting pile-up and precisely measuring the jet properties. How-
ever, the determination of the jet momentum resolution aims at covering the
complete pseudorapidity range provided by the CMS detector. It is therefore
not limited to a certain pseudorapidity range.
5.3.5 Missing transverse momentum corrections
Within CMS analyses, the missing transverse momentum (pmissT ) is calculated by the
negative sum of all four-momenta of the reconstructed objects. Thereby, objects that
have at least 15 GeV to minimizing the contributions coming from pile-up are taken
into account.
Analogous to the reconstruction of jets, pmissT is highly affected by any distortion com-
ing from pile-up, underlying event, the detector response, or the event reconstruction.
Therefore, counterparts of the jet energy scale calibration procedure are applied to
the reconstructed pmissT .
The so-called Type-0 correction reduces the influence of pile-up by applying the
CHS method to the reconstructed objects before calculating pmissT . As described in
Section 4.3, this removes charged hadrons originating from pile-up vertices. Thus,
the sensitivity of pmissT to pile-up is reduced and its resolution is improved.
During the initial calculation of the pmissT , the jet energy scale corrections that were
not considered. Any change of the pT of an object within the event like the jet
energy correction requires a recalculation of the pmissT . Hence, the so-called Type-I
modification propagates the jet energy scale corrections that were applied to the jets
in the event to pmissT . This is done by subtracting the changes in pT of the jets from
the original pmissT .





(~p jet,correctedT − ~p
jet
T ) (5.11)
By propagating the jet energy scale corrections via the Type-I modification to the
pmissT , it also compensates for non-linear detector response and noise, remaining
pile-up influences, and residual differences between data and MC simulation. This
improves the resolution and precision of pmissT further, which is important when using
the observable for calibration purposes.
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5.4 Kinematic studies of Z+jet events
Before using the selected and corrected events for the calibration, a look at the
kinematic distributions allows a brief validation of the input data. Therefore, the
kinematic distributions of the muons, the reconstructed Z boson, the jets, and EmissT
are studied.
For all kinematic distributions shown in this section, the selection criteria that are
dedicated to the jet energy scale calibration are applied as described in detail in
Section 5.3. Hence, there are also no absolute residual corrections applied to the jets.
For the calibration of jets, the primary focus lies in the reconstruction performance.
Thus, this thesis concentrates on comparing the shape of a particular kinematic
distribution instead of looking at the absolute values. Trigger or selection efficiencies
can be neglected for calibration purposes. To estimate the reconstruction performance
more efficiently, all simulated distributions are normalized to data in the following.
The distributions presented in the following use the aMC@NLO MC simulation,
on which the determination of the jet momentum resolution described in Chapter 7
is based on. However, the analogous distributions containing the MadGraph MC
simulation, which are used for the determing the jet energy scale corrections, can be
found in the Appendix A.1.5. They mainly show the same behavior as the aMC@NLO
distributions.
5.4.1 Characteristics of muons and Z bosons
The pT and η distributions of the muons allow checking their suitability for recon-
structing a Z boson. In Figure 5.3, the pT and η distributions for the positively
charged muon are exemplarily shown for the data samples used for the jet energy
scale correction. A good agreement between data and MC simulation within their
uncertainties is observed over a wide pT range. As Figure 5.3 (a) shows, the steeply
falling pT spectrum caused by the limited phase space is almost perfectly described
by the simulation. The geometry of the detector itself has a direct influence on
the detection and reconstruction efficiency of muons. While the CMS detector is
fairly symmetric in the transverse angular φ, it shows a clear dependency on the
longitudinal angular that is proportional to η. Figure 5.3 (b) shows the distribution
for different bins of the muon pseudorapidity ηµ. Especially the central region of
the detector |ηµ| < 1.3 is well described by the MC simulation, while the agreement
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(b) η distribution of positively charged muon
Figure 5.3: A shape comparison of the aMC@NLO MC simulation and the 2018 data set for
pT and η of the positively charged muon. MC simulation and data distributions
are normalized to each other for shape comparisons.
between data and MC simulation in the forward region is slightly fluctuating. As the
presented analysis mainly focuses on the central region of the detector, this proofs to
be a good basis for a precise reconstruction of the Z boson required for calibrating
jets.
Looking directly at the distribution of the reconstructed Z boson mass in Figure 5.4,
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Figure 5.4: A shape comparison of the aMC@NLO MC simulation and the 2018 data set for
the reconstructed mass of the Z boson. MC simulation and data distributions
are normalized to each other for shape comparison.
MC simulation, a shift of the mean value is observed. This effect is caused by a
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slightly distorted muon energy scale that needs to be corrected. While the method for
extracting the jet momentum resolution is independent for such an effect, there is a
minimal effect on the determination of jet energy scale corrections. Thus, the shift is
corrected within the global fit that combines the Z + jets results with other channels.
In total, the reconstructed Z bosons are suitable for calibration purposes as remaining
differences between MC simulation and data either not affect the measurements or
will be included in systematic uncertainties later on.
5.4.2 Jet characteristics
The properties of the leading jet balanced to the Z boson is of primary focus for the
jet calibration. Within the calibration methods, the second leading jet is just required
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(b) η distribution of the leading jet
Figure 5.5: A shape comparison of the aMC@NLO MC simulation and the 2018 data set
for pT and η of the leading jet. The distributions of MC simulation and data
are normalized to each other for comparing the shapes.
As Figure 5.5 (a) presents, the pT distribution of the leading jet shows an excess
in data compared to the MC simulation at low pT values. This may indicate that
the contribution of pile-up jets, which concentrate at low pT values, is slightly
underestimated in MC simulation compared to data. Thus, it should not cause any
concern at this point. The ηjet1 distribution shown in Figure 5.5 (b), however, offers a
perfect agreement between data and MC simulation within the central detector region.
This points out that detector effects within the central region are well understood
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5 Preparations for calibrating jets using Z + jets events
within MC simulation. While the absolute residual jet energy scale corrections focus
on the precise central detector region, the jet momentum resolution is extracted for
the complete ηjet1 region. Due to the lack of pile-up mitigation in the very forward
detector regions, it is expected that the closure between MC simulation and data
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(b) η distribution of the second-leading jet
Figure 5.6: A shape comparison of the aMC@NLO MC simulation and the 2018 data set
for pT and η of the second-leading jet. The distributions of MC simulation and
data are normalized to each other for comparing the shapes.
The kinematic distributions of the second-leading jet shown in Figure 5.6 are affected
by jets originating from pile-up. This pile-up contribution causes an excess at low
p jet2T values. Beyond the central detector region η > 2.3, pile-up mitigation gets
impossible due to the missing tracking system as described in Section 4.3. Because
pile-up contributions can not be well modeled in MC simulation, the differences
between data and MC simulation become greater the larger the pile-up contribution
is. This also affects the shape comparison done in Figure 5.6.
The contributions of second jets that distort the balancing of the Z boson and the
leading jet are treated specially within the calibration methods for energy scale
and momentum resolution as described in Section 5.5.2. Thus, deviations between
simulated and recorded second jets are compensated within the calibration methods.
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5.4.3 EmissT characteristics
While the pT-balance method directly balances the Z boson to the leading jet, the
MPF method takes into account the whole environment of the event using ~p missT . This
observable requires the objects of the hard process to be reconstructed accurately
and is sensitive to additional objects from pile-up vertices or underlying events. As a
short cross-check, the scalar observable EmissT , which is shown in Figure 5.7 is used.
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Figure 5.7: A shape comparison of the aMC@NLO MC simulation and the 2018 data set
for EmissT . The distributions of MC simulation and data are normalized to each
other for comparing the shapes.
to MC simulation. A reason for that may be a slightly underestimated contribution
of pile-up particles in the MC simulation.
5.5 Study of the jet response using Z + jet events
Balancing the leading jet and the Z boson is done via two observables, pT-balance and
MPF, as described in Section 4.4. Both observables assume an ideal event topology,
where the absence of additional jets allows one to directly compare the momenta
of the two objects. Within this section, both observables are compared, and their
sensitivity on additional jets spoiling the back-to-back topology is studied.
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5.5.1 Comparison of p T-balance and MPF method
While the pT-balance method directly compares the momenta of the Z boson and
the jet, the MPF method takes into account the complete particle collection of the
event. Thus, both methods are sensitive to different distortion effects.
Since both observables represent a balancing topology that allows conclusions to be
drawn about the detector response, they also represent a response in a certain way.
Typically, such detector responses are assumed to have Gaussian shapes. Therefore,
the same behavior is expected from the balancing observables. For an ideal event
topology, where the Z boson is balanced against one perfectly calibrated jet without
any additional jet, it is presumed that the Gaussian shapes of MC simulation and
data are equal.
Assuming that the Z boson is precisely reconstructed, a shift in the Gaussian mean
indicates that the properties of the jet do not correctly represent to those of the
corresponding particle-level jet. This makes the calibration of the jet energy scale
necessary. The process is described in the following sections.
Similarly, a difference in the Gaussian width of the simulated and recorded distri-
butions indicates that the jet momentum resolution is not correctly modeled within
the MC simulation. Since the momentum resolution highly depends on the time-
dependent detector performance, it is difficult to predict in simulation and, thus,
need to be adjusted to the corresponding data sample.
Figure 5.8 shows the distributions of both observables, which both confirm approxim-
ately Gaussian shapes. The mean is observed to be slightly shifted to lower values in
data compared to MC simulation within both observables. This gives a clear hint
that the jet energy scale needs to be corrected in data. Furthermore, the variance of
the Gaussian shape slightly deviates between MC simulation and data. Especially the
ratio between both samples emphasizes the differences within the variances. Hence,
the jet momentum resolution in simulation has to be adjusted to represent the detector
performance.
Additionally, the pT-balance distribution shows an excess on the left side of the
Gaussian peak and a cut-off at 0.25. The excess is more clearly visible in the data
distribution than in MC simulation. A closer look reveals that the excess is caused
by mainly two effects. When the leading jet is coming from a pile-up vertex, the
assumptions of the balancing approach are not valid anymore. Even if the amount
of pile-up jets is dramatically reduced by the CHS method and the event selection,
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Figure 5.8: A shape comparison of the aMC@NLO MC simulation and the 2018 data set
for pT-balance and MPF. The distributions of MC simulation and data are
normalized to each other for comparing the shapes.
there is a small contribution coming from remaining pile-up jets. Since pile-up jets
concentrate at low pT values, their contribution in pT-balance is shifted to lower
values, which contributes to the above-mentioned excess at low values. The influence
was studied by comparing a data sample with a low pile-up contribution to one with
a high pile-up contribution. Additionally, the jet clustering algorithm can lead to a
jet being split into multiple jets by high-energetic FSR. This reduces the fraction
of energy assigned to the separated jets. If a fraction of the leading beam is split
off, the pT-balance value is shifted towards low values, which also contributed to the
above-mentioned excess at low values. Enforcing additional jets to have a certain
minimum distance in the η-φ-plane to the leading jet excludes events with such split
leading jets. While this selection criteria reduces the excess dramatically and thus
confirms the assertion, it introduces a dramatic reduction of the number of events.
Hence, this selection criterion is not used for further analysis.
Furthermore, it is evident that the pT-balance distribution and thus the excess is
truncated at 0.25. This is caused by the selection criteria, in particular the restrictions
p ZT > 30 GeV and α < 0.3.
The MPF method does not directly balance the leading jet to the Z boson but assumes
that pmissT reveals the momentum component missing in the jet. An accurately
measured MPF observable, thus, requires all detector subcomponents to already be
well-calibrated. While the pile-up contributes directly to pmissT and distorts the MPF
method, the random distribution of the pile-up cancels out its influence on average.
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5 Preparations for calibrating jets using Z + jets events
The MPF distribution, however, is not that sensitive to contribution coming from
jet splitting. When a jet splitting occurs, the missing energy fraction enters the
balancing calculation through pmissT . In total, the MPF method is less sensitive to jet
splitting and pile-up contribution compared to the pT-balance method.
Since both observables are sensitive to different effects, using both within the calibra-
tion procedure allows them to cross-check and combine the results.
5.5.2 Study of second jet activity
Additional jets within the event topology distort the required back-to-back topology
and, thus, the balancing of the Z boson and the jet. Such jets can arise from ISR,
FSR, and pile-up vertices. The pT-balance method is expected to be sensitive to
additional jets due to the direct balancing of the jet and Z boson momentum. In
contrast, the MPF method is expected to be less sensitive, since the whole event
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Figure 5.9: A shape comparison of the aMC@NLO MC simulation and the 2018 data set
for the number of jets per event. The distributions of MC simulation and data
are normalized to each other for comparing the shapes.
However, the ideal event topology with only one jet and a Z boson rarely occurs due
to a large number of expected pile-up vertices during LHC run 2 and the affinity
of QCD interactions to cause additional hadronic activity within ISR and FSR. In
addition, the probability of ISR and FSR is highly increased due to the large center-
of-mass energy of 13 TeV. This leads to a large number of jets registered per event as
shown in Figure 5.9. The average number of about 75 additional jets per event is
sufficiently described within MC simulation, even if it is difficult to model their exact
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distribution. While most of these jets carry low pT, the influence of additional jets
with relatively high pT compared to the leading jet can not be neglected. Thus, the
analysis procedure has to handle the distortions caused by these additional jets.
Both analysis procedures, the extraction corrections for the jet energy scale and the
jet momentum resolution, therefore, apply a selection on the second-jet activity α
as mentioned in Equation 5.9. This reduces the influence of additional jets on the
balancing but does not completely extinguish it. A common approach to completely
minimize their influence is to split the analysis results in bins of α and extrapolate to
zero second-jet activity.
While this approach eliminates the dependency of the analysis results on second-jets,
it may introduce a bias within the pile-up distribution. The applied selection criteria,
especially the restriction on second-jet activity α can lead to an asymmetric cut on
the pile-up distribution. However, eliminating the second jets within the jet to Z
boson balancing topology simultaneously reduces the pile-up contribution within the
jets. The derived jet energy corrections and jet momentum scale factors are therefore
applicable particularly for analyses whose data sets have a relatively low pile-up
contribution. This covers the major amount of all analyses done within the CMS
experiment.
5.5.3 Time dependency of the jet response
The environment and, thus, the performance of both, the accelerator LHC and the
CMS detector, slightly change during operation. Such changes may occur on a
short-term or long-term basis during the fixed data taking period of several months.
Short-term changes such as a drop in beam intensity or fluctuations in the magnetic
field are partly taken into account in the reconstruction of the events. Since the jet
corrections derived within this analysis are based on statistical methods, they require
a large number of observed events and, thus, can not face short-term fluctuations.
Long-term changes such as detector elements damaged by radiation or a slightly
different detector alignment caused by the high magnetic fields, can for some degree
be covered within the jet calibration. Therefore, the recorded data set is split up into
different parts, e.g. by run period A, B, C, and D. Each one provides enough number
of recorded events to apply the calibration procedure. A good measure for estimating
the suitable granularity of the splitting are the uncertainties. The derived statistical
uncertainties should be in the same order as the systematic uncertainties.
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(b) Mean of MPF versus pT of the Z boson
Figure 5.10: Mean of the balancing method versus p ZT shown for the MadGraph MC simula-
tion and the 2018 data taking periods.
The studies presented in this section concentrate on the MadGraph MC simulation
since they are of interest for determining the jet energy scale. In the case of correction
of the jet energy scale, observed time dependence is used to split the scale factors
into periods with similar behavior. Since the determination of the jet momentum
resolution presented in this thesis is a feasibility study, it uses the complete data set
recorded by the CMS detector in 2018.
Comparing the mean of the balancing method, pT-balance or MPF, versus the pT
of the Z boson for different run periods in 2018 allows detecting long-term changes.
Each run period outlines a time period, where the measurement conditions are
approximately the same. Figure 5.10 shows a good closure between all run periods
within the statistical uncertainties. The differences between the MC simulation
and the run periods will be covered by the jet energy scale corrections determined
within this thesis Most differences between the run periods are covered by statistical
uncertainties. This agreement will be improved by adding systematic uncertainties,
that are expected to be in the same order as the statistical ones. A closer look at
figure 5.11, which shows the mean value of the balancing method compared to |ηjet1|,
indicates a small difference between the run period D and the remaining run periods
at 2.7 < |ηjet1| < 3.0.
Thus, the jet calibration results officially used within the CMS collaboration are split
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(b) Mean of MPF versus |η| of the leading jet
Figure 5.11: Mean of the balancing method versus |ηjet1| shown for the MadGraph MC
simulation and the 2018 data taking periods.
up into two time periods, runs A to C and run D. Because the absolute residual jet
energy corrections are derived for |ηjet1| < 1.3, the results shown in this thesis use
the full data set.
The jet momentum resolution, however, is extracted using the variance of the pT-
balance method. This analysis applies the extraction procedure to the complete
pseudorapidity range provided by CMS. Due to a complex extraction method, the
analysis lacks of enough recorded events. Thus, it neglects the minor differences
between the run periods by taking the full data set. This may change in future
iterations of the proposed method for extracting jet momentum resolution using




Determination of absolute residual corrections
using Z + jet events
While previous jet energy corrections concentrate on calibrating recorded and simu-
lated data separately, the absolute residual corrections focus on eliminating remaining
differences between MC simulation and data. As described in Section 4.5, the results
of various channels are combined within a global fit. The Z+jets analysis, in which the
Z boson decays into muons or electrons, plays an important role because it provides
two within the four channels that are combined. While the extraction procedure of
the Z + jets channel is almost the same as in γ + jets channel, multijet events are
analyzed in a different manner.
The procedure of extracting absolute residual jet energy corrections using Z + jets
events is described in detail in the following sections. It compares the mean of both
balancing methods, the pT-balance and MPF method in recorded and simulated data.
Thereby, the influence of additional jets that distort the balancing approach has to
be mitigated. The derived results are validated and cross-checked before combining
them with other channels.
6.1 Extrapolation to zero second jet activity
The influence of additional jets to the transverse momentum of the event is estimated
as already mentioned in Section 5.5.2 using the second-jet activity α. This ratio
between the pT of the second jet and the one of the Z boson allows extrapolating
to zero second jet activity α and, thus, avoiding any interfering additional jet. As
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(b) Mean of MPF versus α
Figure 6.1: Linear extrapolation of the mean values of both balancing methods, pT-balance
and MPF, comparing data and MC simulation. The ratio at α = 0 corresponds to
the absolute residual correction factor, which corrects for remaining differences
between the MC and data distributions. While this plot exemplarily shows
inclusive results, the official correction factors are binned in |ηjet1| and p ZT.
Figure 6.1 shows, the mean of the balancing methods depends linearly on the second-
jet activity below α < 0.3.
While the MPF method is nearly independent of α, the pT-balance method is highly
sensitive to second jets. Comparing the trends in MC and data distribution, we
observe slightly different slopes. If we extrapolate the activity of the second jet to
α = 0, we find that the pT-balance and MPF for the data match within their statistical
uncertainties. We observe the same for both methods within the MC simulation.
This confirms that all interfering effects were covered by the event selection and the
α-extrapolation. The remaining difference between data and MC simulation is used to
calibrate the jet energy scale. Thus, the data-MC ratio at α = 0 directly corresponds
to the absolute residual correction factor. While Figure 6.1 exemplarily shows the
derivation of an inclusive correction factor, the data sets are split into |ηjet1| and
p ZT bins for the official correction factors. This allows a differentiated mapping of
detector performances within the different detector subsystems in the MC simulation.
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6.2 Jet energy scale corrections extracted from Z + jet
events
While the CMS detector is approximately uniform in φ, its cylindrical shape leads
to an η dependent detector response. Within the very central detector region below
|ηjet1| < 1.3, the structure is uniform and provides the most accurate measurement
results. Thus, we shrink the valid region for the absolute residual corrections to
that region and propagate the corrections to the forward detector region via the
relative residual corrections. Usually, different detector subsystems perform slightly
differently depending on the pT of the registered particle. Thus, the scale factors are
derived in bins of the transverse momentum of the jet. The balancing allows using
p ZT instead, which can be more accurately measured than the momentum of the jet.
The α extrapolation as described in the previous section is applied to each p ZT bin.
Taking the ratio data versus MC simulation extrapolated to α = 0, we derive one
correction factor per p ZT bin.
6.3 CMS combination of absolute jet energy corrections
by global fit
While the above-mentioned procedure is done at the Karlsruhe Institute of Technology
(KIT), the combination with other channels is done by the CMS collaboration. As
described in Section 4.5.4, this procedure is also applied to Z + jets channel decaying
into electrons and the γ + jets channel. The multijet channel was skipped when
deriving jet energy corrections for 2018 data samples. All correction factors of the
individual channels are combined within a global fit as illustrated in Figure 6.2.
This includes the results of both balancing methods, pT-balance and MPF for each
channel. The results of both Z + jets channels decaying into muons and electrons are
combined separately before including them into the global fit. Within this global
fit, the systematic uncertainties are introduced per channel and taken into account
in addition to the statistical uncertainties. This includes systematic uncertainties
coming from jet momentum resolution, FSR and ISR, pile-up contribution, jet flavor,
and luminosity measurement.
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Figure 6.2: Combination of p ZT dependent absolute residual correction factors for the jet
energy scale done via a global fit. The results of the Z + jets channel decaying
into muons and electrons were pre-combined into Z +jet. While the solid black
line indicates the extracted correction factors, the yellow band shows the absolute
jet energy scale uncertainty. The graph is taken from [51].
6.4 Validation of the absolute residual jet energy
corrections
For validation purposes, the correction factors derived from the global fit are applied
to the data sets used. Figure 6.3 shows the results for both balancing methods. The
closure between data and MC simulation at α = 0 gives a clear hint that the derived
corrections fulfill their purpose.
A more detailed view is provided by Figure 6.4, which shows the mean of the pT-
balance method versus p ZT and |ηjet1| after applying the derived correction factors.
Comparing the results with the corresponding uncorrected ones within Figure 5.10 and
Figure 5.11 confirms that the closure between data and MC simulation was drastically
improved. Within most p ZT and |ηjet1| regions, the corrected MC simulation matches
to data within the uncertainties. Differences between the run periods are also reduced
by splitting the data sets into two parts, run periods A to C and D, and derive separate
correction factors. The overall agreement between recorded and simulated data is
dramatically increased. Remaining slight differences may be caused by differences
between the channels used as input for the global fit. Adding systematic uncertainties,
which are likely to be in the order of the statistical uncertainties, may cover the
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(b) Mean of MPF versus α
Figure 6.3: Linear extrapolation of the mean values of both balancing methods, pT-balance
and MPF, comparing data and MC simulation. The absolute residual corrections
derived within the global fit are applied and the closure between MC simulation
and data at α = 0 validates the results.
remaining differences. There is room for improvement while the presented method
for deriving absolute residual corrections is iterated to gradually eliminate distorting
influences.
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(b) Mean of MPF versus |ηjet1|
Figure 6.4: Mean of the pT-balancing method versus p ZT and |ηjet1| shown for the Mad-
Graph MC simulation and the 2018 data taking periods. The absolute residual
corrections derived within the global fit are applied and MC simulation and
data closes dramatically better compared to Figures 5.10 and 5.11. Iterating
the analysis procedure and gradually eliminating distorting influences allows the
closure to be further improved. Systematic uncertainties, which are likely to be
in the order of the statistical uncertainties, may cover the remaining differences.
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Chapter 7
Extraction of jet momentum resolution from Z
+ jet events
While jet energy scale corrections at CMS are derived and cross-checked with inde-
pendent channels using different data sets, the extraction of jet momentum resolution
scale factors in 2018 is based on a single dijet data sample. The missing possibility
of a comparison with other channels complicates troubleshooting and reduces the
validation possibilities. To overcome this limitation, the following section presents a
new approach to estimating the jet momentum resolution using a Z + jets data set.
The approach is based on former studies done with γ + jets events [52, 71]. While the
similar event topology of γ+ jets and Z+ jets channels allow sharing the same analysis
method, their applicability for CMS run 2 needs to be approved. As described in the
following section, we observed effects that hinder applying the extraction procedure
without adjusting it. Therefore, a new procedure was developed that handles the
distorting effects.
7.1 Proposed extraction procedure for Z + jets events
The theoretical background of the extraction procedure is already described in
Section 4.6.2.
As shown in equation 4.17, the pT-balance response is divided into three terms re-
spectively responses: The momentum response of the jet, the particle-level imbalance,
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and the momentum response of the Z boson. As the variance of the jet momentum
response corresponds to the jet momentum resolution, we assume log-Normal distri-
butions and derive Equation 4.19. This means, that we can subtract the variances of
the PLI and the Z boson momentum response from the variance of the pT-balance
response to derive the jet momentum resolution.
While the pT-balance response can be directly measured in data, the three split
terms contain particle-level information. They are therefore derived from the MC
simulation, assuming that it describes the particle level sufficiently accurately.
Similar to the approach of deriving jet energy corrections using Z + jets events,
we check for any dependency on second jets that distort the balancing approach.
Analogously, an extrapolation to zero second jet activity is performed to derive scale
factors that correct the momentum resolution in MC simulation to data.
The results of each analysis step are described in detail in the following section. They
are based on an extended aMC@NLO MC sample to enrich the number of events in
a wide p ZT and |ηjet1| range. The full jet energy corrections stack is applied to data
and MC simulation to ensure already well-calibrated jets. To study the maximal
observations range, the selection requirements p ZT < 30 GeV and |ηjet1| < 1.3 are not
applied.
7.2 Extraction of response variance
As a basic step for calculating the jet momentum resolution, the variance of the
response distributions needs to be extracted. We assume log-Normal response dis-
tributions to be able to reorder Equation 4.17 and calculate the jet momentum
resolution as mentioned above. The variance of the log-Normal distribution can be
approximated by the Gaussian variance if Equation 4.18 holds for the distribution
N(x) with its variance σ and its mean µ. This means, that the variance of the
distribution has to be much smaller than its mean value. We expect the mean to be
close to 1.0 and all resolutions to not exceed a third of the mean value. A look at the
response distributions listed in Figure 7.1 shows that this requirement is fulfilled in
all cases.
When having a closer look, we observe various effects that hinder using the RMS
value as a simple estimate of the Gaussian width.
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(a) pT-balance distribution in MC simulation
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(b) pT-balance distribution in data
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(c) PLI distribution in MC simulation
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(d) Z boson momentum resolution distribution in
MC simulation
Figure 7.1: Response distributions for the aMC@NLO MC simulation and the data of 2018
used for extracting their variance and calculate the jet momentum resolution. As
example, the distributions are shown inclusively in p ZT for the bin 0.25 < α < 0.3,
|ηjet1| < 0.522. We observe non-Gaussian tails that originate from FSR in all
shown distributions. Additionally, the pT-balance and PLI distributions show an
excess at the left side of the peak caused by the jet splitting, pile-up contribution,
and a cut-off at low values due to the applied selection criteria. Their influence on
the variance extraction is reduced by choosing [Max−RMScorr,Max+2·RMScorr]
as the range for fitting a Gaussian function.
• Excess on the left side of the response peak: The pT-balance method
assumes that the balanced jet is correctly reconstructed by the clustering
algorithm. Any FSR or pile-up contribution can cause the jet to be split into at
least two jets at reconstruction. Since in this case parts of the four-momentum
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Figure 7.2: Generated jet momentum response distribution from the aMC@NLO MC
simulation used for comparison with the extracted jet momentum resolu-
tion. As example, the distributions are shown inclusively in p ZT for the bin
0.25 < α < 0.3, |ηjet1| < 0.522. We observe non-Gaussian tails that originate
from FSR. Their influence on the variance extraction is reduced by choosing
[Max−RMScorr,Max+ 2 ·RMScorr] as the range for fitting a Gaussian function.
of the jet are missing, the pT-balance shown in Figure 7.1 (a) and (b) and
PLI response shown in Figure 7.1 (c) is shifted towards lower values. While
PLI as a pure particle-level variable is only affected by jet splitting due to
FSR, the pT-balance distribution is also affected by pile-up contribution. Here,
a pile-up jet can also mimic the balancing jet and forces the leading jet to
be replaced. This so-called jet switching increases the excess observed in the
pT-balance distribution, especially the one derived from data, compared to the
PLI distribution.
• Cut-off at low response values: Especially the pT-balance and the PLI dis-
tributions show a cut-off at 0.3. The selection requirements listed in Section 5.3
causes that cut-off by rejecting events with second-jets that carry more than
30% of the p ZT. This directly enforces the leading jet to have at least 0.3 times
p ZT.
• non-Gaussian tails: If radiation effects such as ISR or FSR happen and are
clustered into the jets during reconstruction, the response is shifted randomly
to lower or higher values. The effect is visible as non-Gaussian tails in both
directions. This symmetric effect can be seen clearly in the Z boson momentum
resolution shown in Figure 7.1 (d), where all other effects are negligible.
These effects distort the measurement of the jet momentum resolution and must there-
fore be excluded. Since these effects add an asymmetric behavior to the distributions,
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a symmetrical truncation to 98% of the peak area as done for the γ + jets channel
is not suitable. Thus, we propose a new procedure fitting a Gaussian fit within an
asymmetric fit range. In the first step, the fit range is determined by extracting the
RMS value for the upper half of the distribution starting at the maximum. This
removes the excess and the cut-off at low values. Truncating a distribution affects
the RMS value, which thus needs to be corrected.
We, therefore, use the formula for a two-sided truncation of a Normal distribution [72,












The truncation is illustrated in Figure 7.3. Here, A describes the difference between

















Figure 7.3: Illustration of a two-sided truncation of a Gaussian distribution with the mean
µ and the variance σ. a marks the lower truncation threshold, b the upper one,
respectively.
the lower truncation value and the mean value in terms of the variance σ and B the








Besides, the Gaussian probability density function φ(x) and the Gaussian cumulative
distribution function Φ(x) is required.
For the case of a half truncated distribution with a = µ and b→∞ the formula is








7 Extraction of jet momentum resolution from Z + jet events
This value is used to correct the RMS value for the truncation effect.
In the next step, a Gaussian function is fitted to the range [Max− RMScorr,Max +
2 ·RMScorr]. This allows avoiding any influence of the cut-off effect, the excess at low
values, and the non-Gaussian-tails. With this procedure, we derive a robust estimation
of the variance for each response distribution while we exclude the distorting effects.
Since this procedure is done for a two-dimensional binning separated by α and p ZT
or |ηjet1|, some bins lack statistics. Here, the procedure for extracting the variance
may get unstable. These bins are either rejected from the further analysis or their fit
range is manually tuned to get valid results. An overview of the rejected and tuned
bins is shown in the appendix A.1.6. The same procedure is applied, when binning
3-dimensional in all three variables α, p ZT and |ηjet1|. Here, the finer binning increased
the fraction of bins that either need to be removed or require manual tuning.
The derived fit ranges are shown as a red area in Figure 7.1, the fitted Gaussian
function in blue. At the Z boson momentum response, which is not sensitive to
switched or split jets and the jet selection, we observe an exclusion of the non-Gaussian
tails. This holds also true for the generated jet response. Especially within the pT-
balance and PLI distributions, the Gaussian fit excludes the excess and the cut-off at
low values. Thus, the proposed method is suitable for extracting the variance of the
response distributions without taking into account the mentioned distortions.
7.3 Resolution estimation using quadratic subtraction
As described in Section 7.1, the jet momentum resolution is calculated according to
Equation 4.19. Therefore, we need to quadratically subtract the Z boson momentum
resolution and the variance of the PLI from the variance of the pT-balance observable.
We derive separated jet momentum resolution values for data and MC simulation
by using the corresponding variance of pT-balance distribution, while taking PLI
variance and the Z boson momentum resolution purely from the simulation. To ensure
that the assumptions of this method hold true, the results are validated within an
MC closure test described in 7.5.
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7.4 Extrapolation to zero second jet activity
Within the next step, the dependency on second jets is studied for the individual vari-
ance values taken into the quadratic subtraction as well as the derived jet momentum
resolution.
We expect the pT-balance and PLI resolution to be sensitive to second jets since
both compare the leading jet to the Z boson either on reconstruction or particle level.
Any second jet that distorts the balancing approach directly affects the measured
quantity. In the case of pT-balance, this may be caused by contributions to the
leading jet coming from ISR, FSR, or pile-up. The PLI is, however, just affected
by ISR and FSR contribution, since pile-up jets are not part of the particle-level
simulation. Because the Z boson momentum resolution focuses on comparing the
particle-level and reconstructed Z boson, it is not sensitive to additional jets at all.

























(a) Dependency of the resolution values extracted
from MC simulation

























(b) Dependency of the resolution values extracted
from data
Figure 7.4: As an example, the dependency of the extracted variances that go into the input
response distributions versus the second jet activity is shown inclusively in p ZT
for the bin |ηjet1| < 0.522.
An exemplary bin that represents the dependency on second jets of most p ZT and
|ηjet1| bins is shown in Figure 7.4 (a) for MC simulation and Figure 7.4 (b) for
data. Both, the variance of pT-balance and the PLI confirm a strong sensitivity on
second jets. Furthermore, the Z boson momentum resolution is independent of α as
expected. The extracted jet momentum resolution, however, is slightly depending on
the second-jet activity. While the quadratic subtraction of PLI from the pT-balance
variance may cancel out the second-jet dependency originating from contributions of
FSR and ISR, the dependency on pile-up will remain.
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The remaining dependency on second jets makes extrapolation to zero second jets
necessary. We focus on deriving scale factors for correcting the simulation to data and
not the individual jet momentum resolution of data and MC simulation themselves.
Thus the ratio of jet momentum resolution extracted from data and MC simulation
is directly extrapolated to zero second-jet activity. Here, we require at least four of
the five α bins to be correctly extracted and available for the linear fit used for the
extrapolation. This ensures that the degrees of freedom are sufficiently covered in
the linear fit and the influence of fluctuations is reduced.
7.5 Validation with MC closure test
Within MC simulation, the jet momentum resolution extracted by the quadratic
subtraction, called extracted jet momentum resolution in the following, can be
compared to the true value. Therefore, we determine the generated jet momentum































Figure 7.5: As an example, the dependency of the generated and extracted jet momentum
resolution on second-jet activity is shown inclusively in p ZT for the bin |ηjet1| <
0.522.
As Figure 7.5 shows, the generated and extracted resolution of the jet momentum
indicate a slightly different dependence on second jets. This may be influenced by
pile-up contributions within the leading jet as described in the previous section. For
the extraction method to work, we expect both to agree on α = 0 within their
statistical uncertainties.
By directly extrapolating the ratio of generated and extracted jet momentum res-
olution to zero second-jet activity, we derive an MC scale factor. For the method
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Figure 7.6: The closure of the MC scale factor with 1.0 validates the method. We, therefore,
study its dependency on |ηjet1|.
to be valid, this factor must agree with 1.0. Figure 7.6 shows the MC scale factor
versus |ηjet1|. Except for two conspicuous |ηjet1| bins, the MC scale factor agrees with
1.0 within the statistical uncertainties propagated through the fits. The two bins at
1.93 < |ηjet1| ≤ 2.043 and 2.964 < |ηjet1| ≤ 3.139 show a non-closure of about 3σ.
This may be caused by defective regions in the hadronic calorimeter caused by radi-
ation damage. Such effects are difficult to calibrate and may distort the measurement
of the jet momentum resolution at these two conspicuous bins. In general, we observe
a good MC closure for the majority of |ηjet1| bins. This measurement is, thus, able
to extract the valid jet momentum scale factors.
Some detector regions, especially in the transition regions between the components
may be sensitive to p ZT. Therefore, we analogously study the MC scale factor in
a 2-dimensional map simultaneously binned in |ηjet1| and p ZT. Figure 7.7 shows
the pull of the MC scale factor from the expected value of 1.0. As defined in






The individual values for the MC scale factors and their uncertainties are given in
the appendix within Figure A.8 and Figure A.9.
The 2-dimensional map shows, that especially the high and low p ZT regions suffer
from too few events per bin to extract valid results. Besides, the forward region
beyond |ηjet1| > 2.8 is almost not populated with valid results. In both cases, either
the Gaussian fit or the linear α extrapolation that requires four of five bins being
available is not able to converge. The central region of the CMS detector is, however,
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Figure 7.7: Full 2-dimensional MC closure test simultaneously binned in |ηjet1| and p ZT
allows searching for detector regions that provide a pT dependent jet momentum
resolution. Therefore, the pull of the MC scale factor from 1.0 is calculated,
which shows whether the deviations are within the statistical uncertainties.
well-populated with events and provides a p ZT range from 60 GeV up to 500 GeV. We
observe a majority of the 2-dimensional bins to agree within 1σ uncertainties and,
therefore, validate the extraction method. Even the fact that a few bins exceed the
2σ uncertainties, the overall agreement of χ2/ndf ≈ 1.3 is a clear hint for the validity
of the procedure.
7.6 MC correction by jet momentum resolution scale
factors
For the |ηjet1| and p ZT region validated in the previous section, the final scale factors
for the jet momentum resolution comparing data and MC simulation are derived.
Similar to the MC scale factor, the ratio of the jet momentum resolution extracted
from data and simulation is directly extrapolated to zero second-jet activity. Thereby,
the trends can be slightly different in MC simulation and data as Figure 7.8 shows
for an exemplary bin. Within the MC simulation, a certain pile-up distribution
that does not necessarily perfectly match the one in data is assumed. Simulating
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Figure 7.8: As an example, the dependency of the jet momentum resolution extracted from
data and MC simulation on second-jet activity is shown inclusively in p ZT for
the bin |ηjet1| < 0.522.
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Figure 7.9: The dependency of the jet momentum resolution scale factor on |ηjet1|.
pile-up is quite tricky since the number of pile-up events and the processes that
occur within the events are difficult to predict. The small pile-up contribution within
pT-balance, which is slightly different in data and MC simulation, changes the slope
of the second-jet dependency. While the extrapolation compensates for such effects,
we observe a small difference between data and MC simulation at α = 0. The ratio
between the extrapolated values in data and simulation corresponds to the scale
factor used for correcting the jet momentum resolution in MC simulation to fit the
one in data.
We study the dependency of these scale factors versus |ηjet1|. Figure 7.9 (a) shows
a clear dependency on the pseudorapidity. The central region below |ηjet1| < 1.75,
which includes the barrel region and the first half of the forward region, must be
87
7 Extraction of jet momentum resolution from Z + jet events
corrected uniformly by about 15%. However, the forward region at 1.75 ≤ |ηjet1| < 2.8
indicates that the correction increases by about 50%. The very forward region does
not provide such uniform corrections and shows highly fluctuating results with large
uncertainties.
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Figure 7.10: Illustration of 2-dimensional jet momentum resolution scale factors simultan-
eously binned in |ηjet1| and p ZT. This allows searching for detector regions that
provide a pT dependent jet momentum resolution.
As already mentioned in the previous section, we check for detector regions that
require pT dependent scale factors. Therefore, a 2-dimensional map of the required
corrections factors is provided in Figure 7.10. The corresponding maps showing the
uncertainties and the pull of the 2-dimensional scale factors can be found in the
appendix within Figure A.10 and Figure A.11.
We observe that the scale factors are uniform within the covered p ZT and |ηjet1| range.
The amount of events recorded by the CMS detector further shrinks the region
validated within the MC closure test. Especially the large pT region suffers from too
few events being filled into the bins to derive results from the proposed extraction
method. Here, pT dependent results up to p ZT < 500 GeV are only extracted in the
very central region of the detector. In the very forward region, the number of events
prevents studying the pT dependency.
Looking at the central region, we observe no dependency of the jet momentum
resolution scale factor on p ZT. Thus, the full 2-dimensional binning is not required and
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Figure 7.11: Comparison of the jet momentum resolution scale factors derived from Z + jets
events as presented in this thesis and the official results from the dijets channel.
Both are binned in |ηjet1|. The jet momentum resolution scale factors derived
from Z + jets events are based on the full 2018 data set. For comparison, the
official jet momentum resolution scale factors that are based on the first half of
the CMS data set of 2018 (Run A,B, and C) are used. A comparison with the
second half of the data set (Run D) can be found in the appendix in Figure A.12.
However, the official scale factors of both parts of the data set show similar
trends. Differences are covered by the uncertainties.
the purely |ηjet1| dependent scale factors are suitable for correcting the jet momentum
resolution in MC simulation to data.
Within Figure 7.11, these |ηjet1| dependent jet momentum resolution scale factors
derived from Z + jets events are compared to the dijet results published by the CMS
jet energy scale and resolution group. While the jet momentum resolution scale
factors derived from Z + jets events use the full CMS data set recorded in 2018, the
official jet momentum resolution scale factors are based on the first half of the CMS
data set of 2018. A comparison with the second half of the data set can be found
in the appendix in Figure A.12. However, no significant difference in the trends of
both parts of the data recorded by the CMS detector in 2018 are observed. Within
the central detector region up to |ηjet1| < 1.75, both official dijet scale factors and
the Z + jets results of the proposed extraction procedure close perfectly within the
uncertainties. The same holds true for the very forward detector regions. There, the
resulting scale factors of both channels agree within relatively large uncertainties. The
region 1.75 ≤ |ηjet1| < 2.5, however, shows a constant offset between both channels
that roughly reaches 2σ deviation. This may be caused by so-called hot or cold zones,
where some parts of the detector did not work optimally and introduce excesses or
lacks in the reconstructed jet energy. Such effects are difficult to predict in MC
simulation and hard to calibrate within the jet energy corrections. The different
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topology of both channels and the resulting different treatment of such effects within
the analyses may explain the observed differences. While the shown Z + jets results
contain statistic uncertainties only, the dijet results also take into account systematic
uncertainties originating mainly from the FSR estimation in simulation and the jet
energy scale.
This thesis is a feasibility study, which clarifies that Z + jets events can be used for
deriving jet momentum scale factors. Therefore, it focuses on extracting validated
results and reducing their statistical uncertainties within a complex extraction process
that requires a large number of events as input. Future studies may concentrate on
newly released data sets for the 2018 data taking period, where the event reconstruction
was adjusted to handle damaged detector elements more efficiently. Within these
studies, systematic uncertainties for the proposed extraction method may be estimated
to combine both channels and derive more accurate jet momentum scale factors.
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Chapter 8
High-throughput computing in high energy
physics
Particle physics research is challenging in several ways. On the one hand, engineers
and physicists are tasked with the required complex acceleration and detection
methods. On the other hand, theoretical and experimental physicists are faced
with elaborate measurements and their complicated interpretations. Another major
challenge is computing, which has to provide the infrastructure for handling the
enormous amounts of data and the capacities for processing the necessary calculations.
Faced with unprecedented demands for computing capacities and storage in such
a scope, the LHC collaborations jointly developed a huge distributed computing
infrastructure dedicated to HEP. This so-called WLCG [74] connects worldwide
collaboration partners to allow the LHC experiments to distribute data and computing
tasks.
The ever-increasing amount of data generated by HEP experiments requires constant
efforts to improve and expand the computing infrastructure. This concerns both
the storage capacities for storing the vast amounts of data as well as the computing
resources for the reconstruction of the recorded events, simulation tasks, and the
analysis of the data.
While the LHC is heading for high-luminosity runs to enable precision studies of
the standard model of particle physics, computing demands increase drastically. An
estimate of the required storage and computing capacity during current and future
LHC runs is illustrated in Figure 8.1 [75, 77]. In preparation for the dramatic increase
of the resources needed for the HL-LHC from 2026 onwards, the HEP community
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(b) Demand for storage resources
Figure 8.1: Estimated demand for storage and computing resources during LHC run 2 and the
HL-LHC run [75] required by the CMS experiment. The required CPU hours are
given in terms of HS06, a HEP specific performance measure [76]. The amount of
required resources will increase dramatically in 2026 while preparing for HL-LHC.
Although computing and storage technologies are constantly improving over
time, this development does not cover such a strong increase in demand.
at the LHC develops several solutions [75, 78]. While one aspect is working on
enhancing code performance to reduce the number of required CPU resources, others
focus on making additional resources available for HEP usage. This can either be
public or private clouds or HPC systems. Most of these systems do not provide
managed storage that allows permanent placement of data for processing. In this case,
caching techniques can enable processing of data-intensive workflows by automatic
and temporal storing required data on small-sized cache volumes. In addition to its
advantages in this case, caching technologies also enable automatic distribution of
data. This allows reducing the volume of data sets and their managed replication on
permanent data stores provided by the WLCG.
The work presented in this thesis concentrates on the advantages of caching with
regard to data-intensive HEP end-user analyses such as the jet energy calibration.
The calibration of the energy scale and the momentum resolution of jets presented in
the previous chapters requires large data sets to be processed iteratively. Reducing
the processing time by caching input data close to the processing CPU, enables short
turnaround cycles. This is crucial since the results of multiple analysis groups need
to be optimized and combined. Processing the individual analysis tasks faster also
means converging to calibration results faster and making them available for the
physical analyses that depend on them. Thus, for efficiently processing the presented
physics analysis, this thesis also focuses on boosting data-intensive end-user analysis
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workflows with distributed coordinated caching. This includes that the applicability
and the benefits of placing caches in a distributed computing environment are studied.
The following sections give an overview of the computing environment the analysis
is performed in, as well as the data locality concept used for optimizing the data
throughput.
8.1 The Worldwide LHC Computing Grid
The WLCG is designed to provide the computing infrastructure to run large HEP
experiments connected to the LHC [74, 79, 80]. Therefore, it enables handling vast
amounts of recorded and simulated data as well as the corresponding computing
capacities to reconstruct, simulate, and analyze the underlying physical processes. It
is designed as a globally distributed computing infrastructure organized in a tiered
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Figure 8.2: The WLCG is organized in a tiered structure. While the Tier 0 is responsible for
collecting and storing raw data, the Tier 1 computing centers focus on providing
computing capacities for event reconstruction and Grid storage for distribution
of data to the end-users. The Tier 2 computing centers provide storage and
CPU capacities for MC simulation and analyses of end-users. Outside the strict
WLCG structure, the main part for end-user analysis processing is provided by
institutes, summarized in the so-called Tier 3 layer.
operates the Tier 0 computer center to collect and store raw data. To ensure
uninterruptible operation, parts of the data center are located in Budapest, Hungary.
In addition to storing raw data, the Tier 0 computing center provides the infrastructure
for the first reconstruction of the recorded events and distribution of the data sets to
the next layer, the Tier 1 computing centers. These are distributed all over the world
provided and funded by the member states of the LHC collaborations. 13 Tier 1
computing centers contribute to the WLCG. They all hold a shared custodial copy of
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the raw data, while the original raw data is stored at the Tier 0. The Tier 1 data
center is also designed to reconstruct events from raw data and to process organized
analyses of the experiment collaborations, in particular large-scale reprocessing id
data sets. They are also responsible for the distribution of the data sets to Tier 2
computing centers. These Tier 2 computing centers provide the computing resources
for MC simulation and for end-user analyses. Because both the Tier 1 and the Tier 2
layers are essential for preprocessing and providing data sets, only a fraction of the
compute resources is available for end-user analysis workflows. End-user analyses are,
thus, mainly developed and processed on computing resources operated and provided
by the institutes themselves or national analysis facilities, e.g. the National Analysis
Facility (NAF) at Deutsches Elektronen-Synchrotron (DESY) [81]. Such processing
and storing capacities that are not directly part of the WLCG infrastructure are
summarized as Tier 3 resources. Since they are financed locally, access to such
resources is usually limited to the members of the respective institute. However, the
combined contribution of the Tier 3 layer to the total computing capacity is not to
be underestimated [82, 83]. While the WLCG shares a concept and infrastructure
optimized for HEP usage, the Tier 3 resources are individually designed and may not
have a common structure.
8.2 Dynamic Tier 3 landscape
Although the production of huge MC simulation campaigns and the distribution of
enormous amounts of data is handled by the LHC collaborations via the WLCG, a
large part of the data processing is still performed at the Tier 3 level [79, 82–84]. Here,
end-users, e.g. the scientists working on physics analyses, process a huge amount of
input data to derive their results. Thereby, each contributing institute usually funds,
designs, and operates its own infrastructure. This results in a very heterogeneous
computing environment using different hardware and software.
Facing the increasing amount of data that will have to be processed in future HEP
experiments such as the HL-LHC, there are approaches to unify parts of the Tier 3
computing landscape at least within regional collaborations [85, 86]. This includes
collaborative work on analysis tools, provisioning of non-HEP resources for end-user
analysis, and optimization of data-intensinve workflwos. A set of supported tools
allows to share expertise, simplify maintenance and application and facilitate setting
up new computing resources.
A large fraction of institutes operating HEP computing clusters use the batch system
HTCondor [87–89] to manage their computing capacities. Large-scale grid storage
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systems at the Tier 1 and Tier 2 WLCG data centers focus on providing data over
Wide Area Networks (WANs) using the XRootD [90, 91] and Storage Resource
Manager (SRM) [92] data transfer protocols. The Tier 3 storage systems can either
offer the same data access options or be limited to local availability within the
computing clusters.
Because Tier 3 resources provided by the institutes themselves are limited due to
funding and limited manpower, they can be extended with additional computing
resources not dedicated to HEP, e.g. provided by the universities themselves for shared
use. Such so-called opportunistic resources can be shared computing infrastructures
like HPC clusters and commercial or private cloud resources. This is evolving into
an increasingly distributed infrastructure that combines heterogeneous resources
into one pool of resources managed by a batch system. Because cloud or HPC
resources usually do not provide permanent, managed storage space, the processing
of data-intensive workflows relies on the access of remote Grid storage resources.
However, such resources can temporarily provide local storage volumes. As cloud
and HPC infrastructures are usually shared among different users, their fluctuating
performance of shared storage, computing, and network resources presents a challenge
for optimization.
At KIT, several opportunistic resources were successfully made available for processing
HEP analysis workflows. Examples are the HPC center bwForCluster for Elementary
Particle Physics, Neuroscience, and Microsystems Engineering (NEMO) [83, 93] and
the OpenTelekom Cloud (OTC) [94] in the scope of the Helix Nebula Science Cloud
(HNSciCloud) project [95, 96].
WLCG computing resources are optimized for processing data-intensive workflows that
access data stored within the same computing center. Tier 3 resources in institutes,
however, may experience bottlenecks in accessing data at Grid storage elements.
This gets especially significant when workflows are processed within a distributed
infrastructure, e.g. including HPC clusters and cloud resources, and need to access data
remotely since it is not available locally. In this case numerous jobs share a limited
bandwidth to remote storage servers and congest network and storage resources.
Bringing data processing and storage resources close together avoids bottlenecks and
optimizes data processing, which gets increasingly important facing vast amounts
of data to analyze. Close, in this case, means that the bandwidth between the
storage and the processing unit is optimized for serving the data throughput required
for the job. The closeness depends on the possibilities offered by the surrounding
infrastructure.
In the scope of this thesis data-intensive calibration workflows are iteratively processed,
which can easily be negatively influenced by inefficient data access. By caching the
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input data on the computing resources, data locality and, hence, faster turn-around
times are achieved.
8.3 Processing end-user analyses
In HEP, each end-user analysis is usually organized in a sequence of workflows, each
performing a task specific to the analysis. The major part of HEP end-user workflows
focuses on statistical data analyses of event-based information. Typically, all events
are independent of each other, which allows trivial parallelization of the analysis by
splitting up the input data set into subsets. Each subset of the complete data set is
processed separately within a so-called job. A job holds an instance of the workflow
to process a particular subset of data.
Jobs are distributed to worker-nodes, hosts that provide computing capacities for
batch-processing. Each job is assigned to a slot, a fraction of the computing capacity
provided by the worker node where it is processed, e.g. fraction of the provided
number of CPU cores or part of the memory. Thereby, a batch system manages the
computing resources and schedules jobs to suitable worker-nodes.
Although the processing of the jobs is distributed, all participating worker-nodes share
a single namespace for accessing and storing data. This is introduced by the WLCG
concept of data storage and is typically also applied to Tier 3 storage resources.
By examining factors that limit the processing speed of end-user analysis jobs, it is
possible to classify the jobs into two main types. CPU-intensive jobs perform complex
calculations on a relatively small input data set. In this case, the processing time is
limited by the performance of the CPU cores. On the other hand, jobs that use little
computational overhead on a relatively large input data set are limited by the data
throughput. While CPU limitations can be overcome by adding additional computing
resources, reducing data throughput limitations requires optimizing the complex
interplay between network, storage, and computing resources. Data localization
concepts, as described in the next section, must adapt the interplay between the
components to optimize the data throughput.
8.4 Data throughput optimization via data locality
The efficient utilization of computing resources is challenging when processing data-
intensive workflows. In this context, the efficiency of such jobs depends on the
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data throughput. Data throughput itself highly depends on the performance of the
connections to the servers that provide data storage [94] The available resources such
as storage and network are both limited and shared among multiple users. Limitations
arise from network congestion due to bottlenecks in shared WAN bandwidth or massive
parallel access to storage resources, especially when a large number of jobs access
data over the same shared connections. This can cause the workflows not to receive
the data rate required for efficient processing.
Bringing processing and storage resources as close as possible together can avoid such
limitations. This so-called data locality can be applied on various scales to circum-
vent the above-mentioned bottlenecks, i.e. globally within a computing community,
regionally within a computing cluster, or locally on a per-host basis. This allows
to individually tune each computing infrastructure for data-intensive workflows by
adjusting the level of data locality to the surrounding conditions.
The techniques to achieve data locality vary from submitting jobs directly to storage
servers for processing to pre-placement of data on worker nodes either manually or
automatically via caching approaches. The performance of these solutions highly
depends on the surrounding computing infrastructure. Examples for existing solutions
within HEP are presented in the following.
8.4.1 Data locality within HEP computing
The WLCG considers data locality on the scale of computing centers. Each computing
center is responsible for optimizing their internal infrastructure by balancing the
number of CPU cores, the Local Area Network (LAN) bandwidth, and the performance
of the Grid Storage elements to each other. Since all Tier 1 computing centers hold a
shared copy of raw and simulated data and Tier 2 store replicated parts, production
jobs of the LHC experiments are scheduled to the computing center that provides
the required input data. The replication and management of the data in the various
data centers is done automatically supervised by a data management team of the
collaboration. It considers the maximal volume of data that can be stored per
computing center, the geographical distribution of the data centers, and policies for
data save-keeping. Additional replicas required for processing of the jobs in a certain
computing center usually require manual interventions. This concept is well suited for
the WLCG because data distribution and production workflows are centrally managed
by the experiments. In this case, the workflows are scheduled to the computing center
that holds a replica of the required input data sets. Usually, the output data sets
produced in the jobs are also passed on to the same data distribution infrastructure.
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End-user analysis workflows typically start with processing recorded and simulated
data sets that are provided by WLCG data centers. However, intermediate results or
final output files are not managed centrally by LHC experiments, but locally by the
end-users themselves. The overhead of centrally managing such a large amount of
short-lived intermediate results or output files outweighs its benefits. Besides, since
Tier 3 storage systems are non-uniform and not centrally managed, a centralized
approach to data management for Tier 3 resources is not applicable. However, there
are efforts to accelerate data-intensive end-user analysis workflows by optimizing data
access within local computing clusters. In Chapter 9, a highly scalable concept for
boosting end-user analysis workflows within the Tier 3 infrastructure is proposed.
8.4.2 Existing data locality approaches for end-user analyses
Most efforts for increasing the data throughput for data-intensive workflows are done
in the WLCG context.
This includes that storage is brought close to the processing hosts via distributed
storage systems such as Hadoop [97]. Such a system requires high-performance
storage on processing worker nodes that is made available to the distributed file
system and dedicated programming of the workflow. Because the HEP infrastructure
and software tools have been optimized for large-scale data processing over a long
period of time, it is hard to achieve significant improvements by switching to new
systems. In the case of Hadoop, no significant improvement was achieved while data
formats and software tools had to be adapted to benefit from the data localization
approach [98–100]. However, it enables data locality on the scale of computing clusters
and individual hosts and circumvents bottlenecks accessing remote storage systems.
A different approach is to process data-intensive workflows directly on the storage
servers. Although the Batch on EOS Extra Resources (BEER) [101] project was not
designed to achieve data locality, it allows jobs to use a fraction of the CPU cores of
storage servers for data analysis processing. Since this project does not pay special
attention to data locality, it mainly profits from additional computing resources for
job processing. However, it might be beneficial to coordinate jobs to the storage
node that provides input data. For scaling up such a system, the storage nodes have
to provide sufficient processing power. Nevertheless, it may suffer from insufficient
resources when facing the vast amounts of data produced by future HEP experiments.
In addition, any influence of the job processing on the performance of the Grid storage
elements needs to be avoided, which restricts the approach to a certain fraction of
CPU cores. The scalability of the approach is currently limited by the number of
Grid storage servers available within the individual WLCG computing centers.
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A common approach for bringing storage and data close together suitable for HEP
workflows is the caching of input data. On first access, a copy of the data is stored
on high-performance cache volumes close to the processing CPU. Iterative processing
of the same data profits from improved data access. At the same time, it reduces the
load on the network when accessing the locally cached copy instead of data provided
by remote storage servers. Reducing the load on the network might also increase
the over-all performance of the whole system. Thus, the caching fits well for HEP
workflows that repeatedly process large amounts of data as input.
The XRootD framework contains the software for providing storage servers for
the XRootD data transfer protocol, one of the standard data transfer protocols in
HEP. Since the XRootD framework already provides basic caching functionality,
current efforts of the LHC experiment communities are focused on its application and
improvement. For this, XRootD caching proxy servers [102] can be placed between
the client and remote storage servers to cache accessed data on-the-fly or redirect
accesses to already cached data. First applications of single large-scaled XRootD
caches within WLCG computing clusters show excellent performance and scalability
of the caching proxy servers [103–105]. Load on network and storage resources was




Accelerating end-user analyses with coordinated
distributed caching
Caching of input data is a common approach to realize data locality and thus
improve the data throughput for data-intensive workflows. It fits especially well for
optimizing HEP workflows that repeatedly process the same input data by reducing
their processing time. Access to cached data is expected to improve latency and
increase read speed compared to transferring data from remote storage servers. It
can also reduce the network load when accessing remote storage servers so that other
jobs can also benefit from the freed resources.
Conventional caches deployed in a distributed computing infrastructure such as Tier 3
resources, however, might not necessarily be used efficiently. If repeatedly processed
jobs are accessing different caches, data is redundantly stored in multiple caches.
Besides wasting limited cache space, duplication can lead to a decreased the cache
hit rate, since data already cached on other cache volumes is ignored. Hence, efficient
utilization of limited cache space requires a complex management of data duplication
that avoids the unnecessary replication of data. However, the more the distributed
infrastructure is horizontally scaled, the more individual caches are required and
the more duplication occurs. Coordinating data distribution into the caches and
scheduling jobs to already cached data is therefore of special interest for optimizing
the overall data throughput.
This thesis proposes a concept for distributed coordinated caching, which is based
on former research done at KIT [106–111]. These studies were dealing with the
optimization of job and data coordination when using multiple caches. While the
latter focused on local file caches, this thesis exploits the advantages of XRootD
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caching that enables caching in a distributed infrastructure. This approach suits
perfectly for Tier 3 use cases, where the distributed infrastructure requires the
management of multiple caches.
Former researches suggest that the granularity of data locality should be best based
on individual worker-nodes. Depending on the hardware of the worker-nodes, the
surrounding infrastructure, constraints by the resource provider, and other boundary
conditions, this is not always feasible. This thesis assumes, that this fine granularity
based on individual hosts is also not always necessary. It may be sufficient to achieve
data locality on different scales [111, 112] such as on scale of a computing cluster or
a region.
Challenges for efficiently utilizing caches within a distributed heterogeneous computing
infrastructure are discussed in the following sections. Furthermore, the benefits of
distributed coordinated caching within a Tier 3 environment are studied using a
prototype setup that was developed in the scope of this thesis and deployed at the
KIT.
9.1 Distributed coordinated caching
The distributed coordinated caching concept aims at optimizing the utilization of
caches distributed across multiple computing resources within a computing infrastruc-
ture. Two main challenges need to be overcome as part of this concept. First, data
that is most relevant for caching in terms of increasing the overall data throughput
needs to be selected . Second, data-intensive jobs have to be scheduled to the most
suitable computing resource that provides already cached input data. Although
both challenges are nested, the presented concept treats them separately to simplify
optimization and enable scalability.
The concept assumes that the caches are distributed within the computing infrastruc-
ture that is optimized. These caches are adapted to the computing resources, a set of
worker-nodes, they serve. This allows us to treat a single cache with the computing
resources it serves as an independent subsystem that can be optimized separated from
others. In order to simplify the optimization of the data throughput, the concept
neglects correlations that might occur between the individual caches in this work.
Within each subsystem, the data and access management of the cache needs to be
adjusted to the cache characteristics, the surrounding computing infrastructure, and
the worker-nodes it serves.
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Furthermore, the concept assumes that all worker-nodes within the computing in-
frastructure are managed by an batch system. It is responsible for matching jobs
to suitable worker-nodes, preparing the software environment for the jobs, and
monitoring their status.
The concept of distributed coordinated caching aims to introduce data-locality into
the job scheduling process, taking into account whether the data required for the job
is already cached. In this context, the scheduling of jobs is improved by including
data locality meta-data into the matchmaking process. Including information e.g.
about the distribution of data in the caches allows sending jobs to the computing
resource, which is most suitable in terms of data locality.
The batch system, even if no input data of the jobs is cached, indirectly takes
influence on the data placement within the caches by scheduling jobs to worker-nodes.
Processing of jobs on a subset of the available resources triggers caching of their
input data there depending on the used caching algorithm. Thus, the batch system
is utilized for the coordinated placement of data in the distributed caches.
This allows using the batch system to coordinate both, data to caches and jobs to
suitable resources. As both are optimized at the same time, the challenges described
in the following sections need to be faced.
9.1.1 Data selection and placement
In HEP a batch system is usually confronted with a mixture of workflows to be
processed. However, the distributed coordinated caching concept focuses on boosting
only a fraction of these workflows. The computing infrastructure already satisfies the
requirements of CPU-intensive workflows such as simulations, which require practically
no bandwidth. In contrast, data-intensive workflows may suffer from congestion and
insufficient performance of network and storage resources and may benefit from access
to cached data. Studies showed that many workflows processing data are also not
optimized enough to benefit from caching at all. Workflows that access few input
data, that require only a low data transfer rate, or that are not sufficiently optimized
do not benefit from caching. Caching input data of such workflows consumes limited
cache storage and, thus, reduces the cache hit rate for other workflows. To increase
caching efficiency, data from such workflows must be excluded from caching.
Focusing on the small number of workflows that will profit from caching reduces the
storage volume required for caching. The cache hit rate is improved by reading cached
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data more often as the cache keeps the required data for a longer period of time and
deletes less cached to free up space for new files to be cached. Increasing the efficiency
of caches allows even small-sized caches to achieve acceptable cache hit rates and
thus be suited for this caching concept. This enables boosting data-intensive jobs
also on commercial cloud resources and HPC systems, which provide relatively small
or costly temporary storage resources to profit from caching.
While workflows selected for caching directly profit from increased data throughput
provided by the caches, the residual jobs indirectly benefit from reduced congestion
on network and storage resources. Hence, coordinated caching boosts the overall data
throughput by caching a small fraction of input data.
One challenge within this caching concept is identifying suitable workflows and
selecting their input data for caching. The coordination of data selection and
placement can either be done by each cache making decisions on its own or by a
central decision logic that coordinates all caches within the infrastructure. Because
the coordination of jobs by the batch system already influences the placement of data
in the caches, an additional central cache management is not explicitly necessary. On
the contrary, it may interfere negatively with the job management. Hence, this thesis
focuses on including cache meta-data into the matchmaking of the batch system
and improving the local decision handling of the individual caches. This approach is
based on asynchronously fetching of cache meta-data. It avoids synchronizing cache
meta-data among all caches as it is required for a centralized cache management. This
improves the scalability of the concept. Most of the data selection and placement is
thus left to the already existing batch system or an extension of it. The prototype
systems presented in this thesis, which were developed for a caching concept for
Tier 3 resources, evaluate user data to identify suitable workflows or data suitable for
caching, respectively.
Future efforts may concentrate on finding automatisms for the identification of such
workflows. An important step that allows us to study the influence of different
approaches and test different identification algorithms is to simulate the behavior of
caches and the batch system. A tool called LAPIS, with which the behavior of cache
and batch systems can be simulated, is being developed at KIT [113–115].
9.1.2 Coordination of jobs to distributed caches
Beyond selecting workflows or data suitable for caching, it is also necessary to
coordinate workflows to computing resources that already provide cached data. There
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are various metrics to rate the suitability of caches to the job. Numbers that can
be considered are the number and size of files that are already cached, the fraction
of input files that are already cached, or the boost of the processing time that is
expected. Building an algorithm from such measurable or predictable input variables
allows us to rank computing resources according to their suitability for the job in
terms of data locality. The exact algorithm depends on the meta-data provided by
the jobs, the surrounding computing infrastructure, the characteristics of the cache
itself, or the political and financial aims within the HEP group.
Here, the simulation of the coordinated distributed caching as mentioned in the
previous section may help to develop advanced coordination algorithms adjusted to
the local circumstances in the future [113].
9.1.3 Optimization of overall data throughput
Beside coordinating jobs to the most suitable worker node in terms of data locality,
the optimization potential of the caches needs to be considered. When placing a cache
in a distributed computing environment, it needs to be adjusted to the surrounding
infrastructure and worker-nodes it serves. As already mentioned in the beginning of
this chapter, achieving data locality on the granularity of individual worker-nodes
is not always feasible or necessary. The granularity of data locality needs to reflect
the boundary conditions such as the surrounding infrastructure, the hardware of
the worker-node, the resource provider, and the political or financial aims of the
collaboration. Thus, the distributed coordinated caching approach aims at balancing
the performance limits of caches and worker-nodes to optimize the overall throughput
of the computing resource.
Therefore, the level of data locality that specifies how close data is brought to the
processing CPU needs to be chosen. High-performance caches placed within single
worker-nodes increase the I/O rate avoiding data access over the network. Proxy
caches placed within computing clusters enable boosting data throughput for a set of
worker-nodes by exploiting the high-performance local interconnection between the
hosts. Such caching proxy servers can also be placed on larger scales, supplying e.g.
computing resources of a whole region or a complete HEP experiment community.
The improvement of the overall throughput of the workflows has to be estimated for
each of the mentioned cases. In this context, caches reduce concurrent data access on
remote storage systems and, thus, reduce congestion on network infrastructure and
storage systems. As caches serve as additional sources for accessing data, they do
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not necessarily have to be faster than the direct data transfer from remote storage
servers.
The improvement gain of caching can be estimated by comparing the limitations of the
network infrastructure, the storage resources, the cache, the processing worker-node,
and the workflow itself.
tprocessing = max
[
(1− xcached) · V totaldata
rtotalnetwork
,







Equation 9.1 gives an estimate of the processing time for a complete workflow accessing
a total volume of data V totaldata on n
total
slots slots in parallel. The influence of caching is
displayed by the fraction of data that is served from the caches xcached. Access to this
part of the data is limited by the total shared bandwidth provided by the cache rcache
per worker-node. The total performance of caching relies on how many worker-nodes
are supplied by caches nnodes. The remaining fraction of data that is not cached is
transferred from remote storage servers via a shared network connection with the
bandwidth rtotalnetwork. If the type or implementation of the analysis workflow itself
limits data processing, it results in a threshold for the data processing bandwidth
rworkflow. For benchmarks only targeting the cache performance, this limitation can
be neglected.
However, achieving maximum data throughput performance is not always necessary
or desired. Because the major part of HEP workflows use the scientific software
toolkit ROOT [116] that is designed for big-data processing to access data, their
data throughput is limited by the deserialization and extraction of ROOT files. Very
few analyses would benefit from a data throughput beyond that limit.
Nevertheless, the estimated processing time in Equation 9.1 has its minimum at a
certain fraction of cached data. At this point, the available bandwidths of caches
and remote storage systems are both saturated to achieve maximum data through-
put. Concluding, a certain fraction of data needs to be excluded from caching to
achieve maximal performance. This task must be done by the data selection and job
coordination discussed in the previous sections.
At shared computing resources such as HPC centers or private cloud resources, one
may want to ease the pressure on network resources in order not to affect other
users. Furthermore, network traffic as well as storage resources at commercial cloud
resources may be cost-intensive especially. Here, the cheapest working point may be
preferred.
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9.2 Realization of distributed coordinated caching
In the context of this thesis, the elaborated distributed coordinated caching concept
was realized within a prototype setup [112, 117–119]. Based on prior studies and
experiences [106–111] it is designed to boost data-intensive analysis workflows within
a distributed Tier 3 computing infrastructure. To guarantee general usability the
prototype is constructed from software components that are commonly used in HEP:
The batch system HTCondor [87–89] provides a highly scalable way to schedule jobs
to compute resources. As described in section 8.2, the XRootD [90, 91] framework
establishes as the standard for handling storage and cache access in HEP. While
the XRootD data transfer protocol allows streaming block-based data efficiently,
the XRootD framework also provides basic caching functionality. The prototype
setup combines both systems to coordinate data in distributed caches and match
jobs to the most suitable computing resource in terms of the locality of input data.
This allows for reducing replication of data within multiple caches and thus improve
the efficiency of caching in a distributed computing infrastructure. Furthermore, it
enables boosting data-intensive workflows that process the same data repeatedly by
scheduling them to computing resource that already provide cached input data.
Although, the prototype setup is bound to the software components XRootD and
HTCondor commonly used in HEP, the derived experiences, and the concept can
be transferred to different setups. Within the appendix A.2.1, a general coordination
service design that is independent of the involved computing infrastructure and its
software components is proposed.
9.2.1 Prerequisites of the implementation
A lot of HEP computing sites use HTCondor to schedule jobs to a set of computing
resources. Those resources are usually arranged as computing clusters, which reach
from a few to hundreds of worker-nodes. HTCondor is proved to scale up to a million
jobs processed per day [120]. The scaling can in addition be improved by connecting
multiple HTCondor pools and flocking jobs from one to the other HTCondor
pool [89]. Hence, one of the main strengths of HTCondor is the efficient and highly
scalable matching of jobs to computing resources. For coordinating jobs to already
cached input data, the required data locality information needs to be included into
the job scheduling of HTCondor. HTCondor provides so-called hooks, a feature
to manipulate each submitted job and, thus, influence the decision of matching the
job to a computing resource. The implementation of the data and job coordination
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into HTCondor is based on three different kinds of such hooks. Those are called
at various phases during the job scheduling process. A translate hook is called for
each job directly after submission. This hook is used to integrate information that is
required to rate computing resources according to their suitability in terms of data
locality. While waiting for a matching resource to become available, the update hook
is periodically called and updates the meta-data added to the job continuously. Each
finished job invokes a finalize hook, which allows us to collect information about job
and cache performance. For efficient handling of meta-data and evaluation of data
locality, the prototype uses the HTCondor hooks as an interface to the batch system
while the major part of the data locality ranking is done by a dedicated service. While
the implementation of the prototype is bound to such hooks and thus HTCondor,
the simultaneous coordination of data and jobs, in general, only requires a batch


























(b) Caching infrastructure via XRootD
Figure 9.1: XRootD management server allows the connection of multiple data servers
within a hierarchical structure. This enables the creation of a global namespace
for all data stored on the data servers. Analogously, XRootD allows designing
a highly scalable caching infrastructure that combines multiple caching proxy
servers. Each management server is capable of handling up to 64 data serv-
ers, caching proxy servers, or further management servers. Data accesses and
metadata requests to any management server are redirected to its subordinate
data servers or caching proxy servers.
The basic caching functionality of the XRootD data transfer protocol and the
associated software toolkit, which are optimized for large-scale data processing in
HEP, enables the construction of a highly scalable caching infrastructure. Data
management services such as data servers, management servers, and proxy servers
are designed for creating a global namespace for data. While XRootD data servers
enable access to connected storage volumes, management servers connect multiple
data servers within a hierarchical structure as illustrated in Figure 9.1. This allows for
merging all storage space provided by data servers into one global namespace. Clients
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requesting access are redirected to the data server that serves the corresponding
file. The data transfer can also be conducted through an intermediate XRootD
proxy server. By connecting such a proxy server to a storage volume, it functions
as a caching proxy server that caches accessed files on-the-fly. Depending on the
individual settings, the caching proxy server either stores a complete copy of a file
or caches the blocks of a file that are actually read. When repeatedly requesting
the same file, the cached copy of the file or blocks is served. Since multiple caching
proxy servers can also be connected to via management servers, a complex caching
infrastructure can be created. Caching proxy servers can easily be placed at any
kind of computing infrastructure as they only require some temporary storage space
for caching files and a network connection. This allows flexible placement of caches
within any computing infrastructure. By adjusting the number of caches and their
caching behavior, the data throughput within any computing infrastructure can be
optimized. Furthermore, flexible provisioning of XRootD caches allows us to handle
a dynamic infrastructure, where computing resources are added temporarily.
Distributed coordinated caching requires to influence the selection and placement
of data within the caches as well as to adjust the scheduling of jobs to computing
resources. As HTCondor allows to modify the scheduling of jobs to computing
resources, it fits well for matching jobs to the most suitable computing resource
in terms of data locality. The flexible provisioning of a caching infrastructure
and adjustable cache decision logic makes XRootD a perfect choice for realizing
the concept. While the hook mechanism and the exchangeable scheduling logic is
implemented in HTCondor for a long time, the XRootD client version is required to
be higher than 4.7. This allows to load plugins, e.g. for enabling caching functionality
or for automatically redirecting XRootD clients to a pre-configured proxy server
transparently for the user. For older client versions this needs to be manually adjusted.
9.2.2 Conceptual design of the coordination service
Distributed coordinated caching requires jobs and data to be coordinated simultan-
eously and thus meta-data of both systems, the HTCondor batch system, and the
XRootD caching infrastructure, to be combined. Matching jobs to the most suitable
computing resource in terms of data locality or cached data respectively requires
information as input. This includes the content and status of caches, the properties
of the jobs themselves, and can in addition include information on the surrounding
computing infrastructure, e.g. network bandwidth. The distributed coordinated
caching concept was realized by implementing a coordination service NaviX [121]
that intermediates between the caching and the batch system.
109








































Figure 9.2: The NaviX coordination service connects an XRootD based caching infra-
structure with the HTCondor batch system to introduce data locality into job
scheduling. By this, it influences the placement of data in multiple caches avoid-
ing replication of data and matching jobs to suitable worker-nodes that already
provide cached input data. The graph was previously published in [117–119].
An overview of the structure of NaviX is shown in Figure 9.2. Each job that is
submitted to the batch system HTCondor triggers a translate hook for calculating
a score that describes how each cache fits to the job. The hook integrates the data
locality information derived from the coordination service into the job description
to influence the job to computing resources matchmaking of HTCondor. While
the jobs are waiting for a suitable computing resource to get available, update hooks
keep the calculated scores up to date. The score itself is calculated by the NaviX
coordination service, which extracts information from the caches using the XRootD
infrastructure, such as the location of the cached files.
The hierarchical structure of XRootD illustrated in Figure 9.1 redirects the meta-
data request from the top-level manager down to the individual caching proxy
servers. During this step, the meta-data extracted from the caching proxy servers is
cached at all intermediate XRootD management servers, which enables an efficient
aggregation of meta-data. This allows the approach to scale well as meta-data needs
to be requested for a huge amount of files. Studies revealed that aggregation and
intermediate caching of meta-data may introduce a time delay in the job coordination
and scheduling. There is an additional time delay from job scheduling itself since the
batch system collects submitted jobs to efficiently schedule them in a single processing
step. Additionally, it takes time until the job actually reads the data. The time until
data is read by the job is usually much larger than the time delay caused by the
coordination process or the job scheduling. As conventional HEP jobs usually run for
several hours, time delays caused by the aggregation of meta-data and scheduling
of jobs in the order of minutes can be neglected. Hence, the concept assumes that
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metadata derived from the caches can be outdated to a certain degree.
NaviX collects information about the job itself required for calculating the data
locality score from the HTCondor hook. Each job needs to provide a catalog of
input files that it will process. Since this list cannot be automatically extracted
from the configuration and encoding of the job, NaviX requires the user to add this
information when creating the job. The remaining necessary information about the
jobs is extracted from the job description.
After aggregating meta-data of the job and the caches, NaviX calculates a ranking
of suitable caches sorted by the data-locality score. This ranking allows us to modify
the HTCondor job scheduling and force HTCondor to match the job to the
most suitable computing resources in terms of data-locality. The calculation of the
data-locality score and thus the ranking of suitable computing resources is easily
exchangeable and can be adjusted to the infrastructure and the political or financial
aims. To a certain extent, this introduces a pre-scheduling of jobs that takes place
before the actual HTCondor job scheduling. All kinds of meta-data can be included
in the calculation of the data-locality score to optimize the pre-scheduling decision.
Within the prototype setup, NaviX chooses the cache that provides the highest
fraction of already cached files to be the best. Including additional observables, such
as the load of the individual caches or the utilization of the computing resources may
increase the overall data throughput while reducing congestion of the infrastructure.
On the one hand, this pre-scheduling done by NaviX introduces the desired behavior
of sending jobs to the most suitable computing resource. This reduces the load
on the HTCondor batch system as the scheduling algorithm, which runs single-
threaded, just has to handle one additional restriction introduced by NaviX. The
calculation overhead is efficiently done by NaviX. Since HEP jobs do not depend on
each other, the procedure of extracting meta-data and calculating the data-locality
score is performed on a per-job basis and can be highly parallelized trivialy. On
the other hand, the pre-scheduling of NaviX can interfere with the job scheduling
of HTCondor. In some cases, this can lead to inconsistencies in the scheduling
decision, which must be handled.
The pre-scheduling decision of each job is transferred via the HTCondor translate
hook to the job scheduling. Afterwards, the NaviX decision is repeatedly updated
by the HTCondor update hook while the job is waiting for suitable computing
resources to become available. This also allows NaviX to change the pre-scheduling
decision according to the new situation, e.g. when new files are available in the
caches or old ones are removed. Furthermore, it allows us to detect and intercept
the above-mentioned inconsistencies and soften the forcing of the pre-scheduling
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decision in case a job remains in the scheduling phase for too long.. This allows
the jobs to run on different resources and introduce caching of the input data there.
Here, the duplication of data in the caches have to be balanced versus long waiting
times of jobs that are waiting for the most suitable computing resource. Within this
context, the optimization of the overall data throughput of the system competes
with the benefits for users that want their jobs to finish as fast as possible.. Future
research will address optimizing this field with the help of simulating the chronological
sequence in the processing of jobs. After softening the forcing of the pre-sceduling
decision step by step, the prototype setup completely releases jobs. This catches
scheduling inconsistencies or enables the duplication of data in the caches to overcome
the overload of computing resources. Especially if a huge number of jobs need to be
processes, caching the files on multiple caches can increase the overall performance.
After the job has finished, the finalize hook is called to analyze the job and its
performance. NaviX as an intermediator between XRootD and HTCondor suits
perfectly for aggregating monitoring information about the job and cache performance.
This allows concluding how the job profits from caching and how the scheduling of
job to resources and data to caches can be fine-tuned.
9.2.3 Scalability of data and job coordination
While realizing distributed coordinated caching and developing the coordination
service NaviX, special attention was given to the scalability of the approach. The
choice of HTCondor and XRootD is based on both their wide distribution in
the HEP community and their built-in scalability. HTCondor supports to send
jobs from one pool of computing resources to another one. This makes it possible to
merge different resource pools, each of which operating its HTCondor batch system,
under a superimposed HTCondor batch system. The hierarchical scalability of
XRootD illustrated in Figure 9.1 allows accessing multiple caching proxy servers via
management servers. Since multiple management servers can also be structured by
a superimposed management server, the caches of multiples resource pools can be
united.
Scalability is included in the design principles of NaviX to enable the distributed
coordinated caching approach to scale. Therefore, it exploits that XRootD and HT-
Condor already take care of hierarchical scaling. As Figure 9.3 shows in an exemplary
view, multiple resource pools, each of them is managed by its own HTCondor and
NaviX instance, are combined in a superimposed resource pool. While the individual
resource pools take care of data locality on the scale of individual worker-nodes or
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Figure 9.3: XRootD and HTCondor already support hierarchical scaling. This allows to
combine multiple local pools of computing resources into regional superimposed
systems. Several regional resource pools are merged into a national one. NaviX
considers only the data locality in the granularity of the direct subsystems, i.e.
the computing resources one level down. This allows for scaling the complete
approach easily.
computing clusters when scheduling jobs, the superimposed resource pool considers
data locality at the scale of whole computing clusters. As multiple such superimposed
resource pools can again be combined within an superior system that coordinates
jobs and data on a higher level, the approach is highly scalable. As NaviX only
interacts between the HTCondor and XRootD management on the same level and
considers data location information of the corresponding subordinated systems, the
scalability of the overall system is guaranteed. Here, various institute resources are
integrated into a local resource pool, while multiple local resource pools are merged
into a regional resource pool. Multiple regional resource pools are in this example
merged into a national pool. Within each level, NaviX just considers data locality at
the granularity of the directly involved subordinated systems.
The approach of scalability of the setup was tested for a few computing resources
building two pools with two independent NaviX instances. This allowed to route jobs
within the superimposed batch system to the resource pool that already provided
cached files. The NaviX instance of the subordinated system then decides which
worker-node suits best in terms of data-locality. Larger scale testing is part of the
future merging of German CMS Tier 3 resources [122].
9.3 Benchmarking of prototype systems
The advantages of the distributed coordinated caching concept was tested using a
prototype system. This was realized at the Institute of Experimental Particle Physics
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(ETP) using the above-mentioned coordination service NaviX, an HTCondor batch
system, and an XRootD caching infrastructure.
The conclusions drawn from the prototype system were used to implement a dedicated
high-throughput computing cluster. In such a cluster all hardware components are
balanced and extra cache storage is installed to optimize the data throughput for
data-intensive workflows. This approach was tested on a small-scale computing
cluster, before building a production system at the Tier 1 WLCG computing center
GridKa [123, 124].
Furthermore, the applicability of caching in dynamic environments such as cloud
and HPC resources to optimize the limited data throughput of such resources was
investigated. Here, well-placed caches can relieve the limited network bandwidth and
make computing resources available for data-intensive workflows.














Figure 9.4: Small-scale testing setup with three worker-nodes connected to an HTCondor
batch system. Each of them is equipped with a Solid State Drive (SSD)-cache
via its own XRootD caching proxy server. Jobs are matched to the worker-node
that already provides cached files via the coordination service NaviX.
This prototype system consists of three worker-nodes that are managed by an HT-
Condor management instance. Each of them provides its own cache space via
an XRootD caching proxy server as illustrated in Figure 9.4. All caches are kept
within a hierarchical XRootD infrastructure under a top-level management server.
A NaviX instance intermediates between the top-level management server and the
HTCondor management. The benchmarks used a basic HTCondor and XRootD
setup, as well as a simple pre-scheduling logic implemented in NaviX. Here, NaviX
114
9.3 Benchmarking of prototype systems
prefers the worker-node with the highest percentage of files already cached for each
job. While it forces HTCondor for a while to assign the job to the most suitable
worker node, it releases the constraint step by step afterward. All proxy servers use
the default XRootD caching logic. This means, that all accessed files are cached
block-wise on-the-fly. If the cache volume reaches its limit, the least recently accessed
files are deleted. Each cache volume consists of a software RAID 0 of SSDs that
provide in total about 2 TB cache space per worker-node. The caches are accessed
internally within the worker-node with about 9.6 Gbit s−1. Access to the cached files
is restricted to the respective caching proxy server of the worker-node. Hence, NaviX
treats all worker-nodes as separate systems, which allows testing the efficiency of
coordinating data and jobs.
While all three worker-nodes share a 10 Gbit s−1 LAN interconnection, they can access
data of remote Grid Storage elements with about 6 Gbit s−1. The data sets used
for benchmarking purposes are stored on such common WLCG storage resources.
Benchmarks performed in preparation showed that up to 60 files stored on these
storage systems can be accessed at an average of about 100 Mbit s−1.
Two different types of benchmarks are performed. A performance benchmark measures
the maximum achievable data throughput of the setup by transferring data from
remote Grid storage elements without performing any calculations. In addition, the
benefits of distributed coordinated caching for typical data-intensive HEP workflows
is estimated by using the CMS jet energy calibration workflow as a benchmark. Out
of the chain of tools used for determining both the jet momentum resolution and
the jet energy scale, the data-intensive selection step described in Section 5.2 is used
for benchmarking. Both benchmarks are repeatedly processed while the fraction
of cached files is artificially increased within each step by 10%. As Equation 9.1
indicates, the best performance is expected at a certain fraction of cached files, at
which both the bandwidth of the network and the cache are simultaneously saturated.
This allows checking the functionality of coordinating jobs and data and comparing
the predicted and measured performance.
In the following sections, the results of the performance benchmarks are discussed
first and subsequently those of the HEP workflow benchmarks.
9.3.2 Benchmarking data throughput and coordination efficiency
The performance benchmark submits test jobs that only read data without further
processing to the HTCondor batch system. Data is streamed from the remote WLCG
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Figure 9.5: While a step-wise increasing fraction of cached files in multiple benchmark runs,
the duplicity of files in all three caches is monitored. Each bar in the plot
monitors a time window that corresponds to one step of the benchmark that
covers a certain fraction of cached files. In each step, the number of files accessed
and their duplicity in the caches is measured. Since there is no file cached more
than once, the coordination of jobs to already cached data appears to succeed.
Otherwise, processing jobs on different worker-nodes would increase file duplicity.
The graph was first published in [119].
Tier 1 computing center GridKa via WAN connection to the computing resources of
the institute located at the ETP. By repeatedly sending these performance benchmark
jobs and increasing the fraction of already cached data, mismatches between jobs and
caches within the coordination process can be detected. Any job that is not properly
coordinated to the most suitable worker-node in terms of data locality would trigger
additional caching of files on different caches. Over multiple submits of the same jobs,
this would cause duplication of files in the caches. Figure 9.5 shows the file duplicity
in the three caches for the repeated processing of the same jobs while increasing the
fraction of cached files. The benchmark results show that the expected 10% increase
in the fraction of cached data per submission step is visible. It is observed that files
are only cached once and not duplication of files in multiple caches occurs. Hence, it
can be concluded that the basic coordination of jobs to already cached data succeeds.
The amount of data processed within the performance benchmark was adjusted to fit
to the total cache volume of all worker nodes. As no file is missing in the cache at
the last benchmark step, the XRootD caching is working as expected.
Within the same benchmark, the average data throughput of the jobs depending
on the fraction of cached files is measured, as shown in Figure 9.6 (a). The error
bars shown in the plot indicate the variance of the set of jobs submitted for one
benchmark run. Increasing the fraction of already cached files up to 80% increases
the data throughput by roughly a factor of 5. At this point, the jobs saturate the
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(a) Data transfer rate over cached files fraction
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(b) Processing time over cached files fraction
Figure 9.6: Within the performance benchmark, the data transfer rate and the processing
time of the jobs are monitored while step-wise increasing the fraction of already
cached files. Using Equation 9.1 allows us to predict the influence of the cached
fraction of files on the processing time. Comparing prediction and measurement
shows quite a good agreement. In both graphs shown, the error bars indicate
the variance of the measured set of jobs. Graph (b) was first published in [117].
bandwidths of the network and caches simultaneously to derive the maximum possible
data throughput. Below this point, the network bandwidth is fully utilized while the
caches are not. Beyond 80%, the utilization of the bandwidth of the network decreases,
and, thus, the data throughput is slightly reduced. The last data point at 100% has to
be treated separately since no additional caching of files for the next step is performed.
Therefore, the load it causes slightly differs from the one of other benchmarking
steps, which has a minor influence on the results of the performance benchmark. For
technical reasons, this implementation was chosen. However, conclusions drawn from
the trend of the data points are not affected.
Furthermore, the average processing time of the benchmark jobs are measured versus
the fraction of already cached files. As Figure 9.6 (b) shows, a large reduction of the
average processing time is observed while increasing the fraction of cached files up to
80%. Beyond that point, the processing time slightly increases. An optimal working
point is visible, at which the maximum data throughput is achieved by saturating
both the network and the cache bandwidths. Equation 9.1 allows calculating a
prediction of the processing time.
The following general conditions of the setup are used for this purpose.
• Total amount of data: 2.16 TB of data is processed by 60 jobs, each of them
handles 10 files.
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• Batch resources: The test setup provides 60 job slots on 3 worker-nodes via
HTCondor.
• Network data throughput: Access to remote Grid storage elements at the
WLCG Tier 1 GridKa is limited to 750 MB s−1
• Cache read rate per worker-node: Each cache volume provides 1.2 GB s−1
read rate.
• Data throughput limit of the workflow: For purely transferring files via
XRootD, the workflow limitation can be neglected.
Comparing the data points of the prediction with the measured ones shows a good
agreement within the variances extracted from a set of benchmarks. The predicted
processing time confirms the observed optimal working point as well as the measured
trends. This optimal working point is specific for the exact hardware setup and the
workflow itself.
9.3.3 Benefits for data-intensive HEP analysis workflows
Using the jet energy calibration workflow presented in this thesis allows estimating
the benefits for typical data-intensive HEP analysis workflows. The data-intensive
selection step of the analysis described in Section 5.2 is submitted as benchmark
to the throughput optimized testing setup. These jobs apply a basic selection on
a large amount of input data and, thus, dramatically reduces the amount of data
for further processing. Since the selection does not require advanced calculations,
the workflow usually suffers in terms of data throughput. The workflow itself uses
the Artus framework that is also used by other particle physics analysis groups at
KIT and Rheinländisch-Westfälische Technische Hochschule Aachen (RWTH Aachen
University). Hence, it suits perfectly for benchmarking the advantages of distributed
coordinated caching for such data-intensive HEP workflows.
The conditions of the measurement are the same as for the performance benchmark
in the previous section. However, access to the remote storage was reduced to
about 375 MB s−1 due to congestion of the network during working hours. The jobs
processed a total volume of data of about 1.2 TB of data.
The benefits are measured in terms of CPU efficiency and processing time of the jobs.
It is assumed that data-intensive workflows suffer from inadequate data throughput,
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(b) Processing time over percentage of cached
files
Figure 9.7: Submitting the selection step of the jet energy calibration workflow to the testing
system allows us to estimate the benefits of distributed coordinated caching for
typical data-intensive HEP analyses. Therefore, the CPU efficiency and the
processing time of the jobs is measured per given fraction of cached files. The
prediction of the processing time is calculated according to Equation 9.1. In
both graphs shown, the error bars indicate the variance of the measured set of
jobs. Graphs were first published in [119].
which is reflected in the CPU efficiency of the jobs. While waiting for data to get
transferred to the processing unit, the CPU is not fully utilized. Increasing the
fraction of cached files, as shown in Figure 9.7 (a), increases the data throughput
and, thus, the CPU efficiency. The jobs derive an increase of the CPU efficiency
from 58% to 88% by caching at least 20% of the input files. A further increase of
the CPU efficiency is limited by the algorithm efficiency of the workflow itself. To
reach even higher CPU efficiencies, calculations done within the event selection need
to be optimized. Beyond the optimal working point at 20% cached files, the data
throughput provided by the caching setup exceeds the limitations of the workflow.
The same effect is observed in the processing time shown in Figure 9.7 (b). This
shows that the workflow itself is limited to a maximum data throughput of about
9.5 MB s−1 due to its algorithm efficiency. Due to this limit, the improvement of the
processing time reaches a plateau beyond 20% cached files.
Increasing the CPU efficiency absolutely by 30% dramatically reduces the processing
time of the workflow by the same amount. Thus, the user gets the results earlier and
the resources are freed faster to process other workflows. From a financial point of
view, the costs of additional cache volumes (cost for 1 TB SSD ≈ e200 per worker
node) in combination with the data throughput optimization via software has to be
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compared to around 30% more computing resources necessary to achieve the same
speedup (cost per worker-node ≈ e2500). In the case of the testing cluster, the
caching solution would be about 76% cheaper compared to purchasing additional
computing resources. Costs for improving the network and remote storage resources
as well as for electricity are not considered in this calculation. However, adding
worker-nodes instead of caching input files increases congestion of the network and
Grid storage elements and decreases the achievable CPU efficiency further. Beside
boosting data-intensive jobs, caching input data also reduces the load on network
and remote storage resources. Thus, jobs that do not directly profit from caching do
benefit from the freed network, computing, and storage resources.
This section showed that the general concept of distributed coordinated caching can
be realized. Coodinating data and jobs allowed to reduce the duplication of files
in the caches and, at the same time, increase the cache hit rate. This allows for
improving the overall data throughput of the computing cluster.
The applicability of the concept for other resource types such as HPC computing
centers or cloud resources is studied in the next section. Since the test cluster was
highly optimized by the caching approach, a production system for a high-throughput
cluster was designed and realized as described in Section 9.3.5.
9.3.4 Applicability for shared computing resources
Computing resources such as HPC clusters and commercial or private cloud resources
are designed for shared usage by multiple users of different communities. Using
such resources for processing HEP jobs enables to satisfy the dramatically increasing
demand for computing resources. At cloud resources and HPC clusters, the network,
computing, and storage resources are shared among different users. Depending on the
utilization by other users, fluctuating performance of the network, computing, and
storage resources poses challenges to the optimization of data throughput. Congestion
and limits of resources especially affect the processing of data-intensive workflows,
while fluctuating performance of resources complicates optimizing data throughput
of the setup.
This section studies the suitability of the distributed coordinated caching concept
for computing resources that are not designed for data-intensive HEP analyses. Two
example setups are used to test the applicability and benefits of the concept: The
NEMO HPC computing cluster and the OTC.
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Studies revealed inefficient processing of data-intensive HEP workflows on such
resources [83]. Caching may allow making this kind of computing resources available













Setup for HPC/cloud resources
……
Figure 9.8: Caching structure that is applicable for shared resources such as HPC clusters
or cloud resources, where the worker-nodes do not provide a suitable storage
volume for caching purposes. Instead, a dedicated caching proxy server that is
connected to a suitable cache volume serves as a global cache for all worker-nodes
within the computing cluster.
For testing purposes, the mentioned resources are made available within the HT-
Condor cluster of the institute [125–127]. This allows NaviX to coordinate jobs
to these resources according to data-locality. Since the worker-nodes of both re-
sources do not provide extra storage volumes that can be used as cache volumes,
one dedicated caching proxy server is placed at each of the resources. This proxy is
running on an extra host that provides additional disk space that is not accessible
from the worker-nodes directly. As outlined in Figure 9.8, this single cache serves all
worker-nodes within the computing resource. The performance gain is analogously
measured to the testing setup described in the previous section. Benchmark jobs for
determining the maximum achievable performance are submitted repeatedly while
increasing the fraction of already cached files to scan for an optimal working point.
As an example of an HPC computing center, the NEMO computing cluster [83] is
utilized. This cluster is located at the University of Freiburg and was funded by the
state of Baden-Württemberg for research in different institutes and subject areas. As
a typical HPC cluster, it is designed for CPU-intensive jobs that may require hundreds
of CPU cores to communicate with each other. Here, data-intensive jobs suffer from
limited network bandwidth to remote storage servers, since all 900 worker nodes,
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with 18000 CPU cores in total, share two 40 Gbit s−1 external network connections.
The cache uses an HPC storage volume that offers a work-space of about 20 TB
per user to cache job input data. This allows us to speed up data-intensive HEP
analysis workflows that process data repeatedly, as iterated access exploits the internal
bandwidth provided by the HPC infrastructure. Using the internal bandwidth of
1 Gbit s−1 between the worker-node and the caching proxy server allows reducing
pressure on the limited external network interface. The exact bandwidths available
between the CPU core and the remote storage resources or the internal cache highly
depends on the network utilization caused by other jobs and users.
As an example of a commercial cloud resource, OTC resources were used for testing
the benefits of caching. Such general-purpose resources are usually not designed
for high data throughput as they should serve a wide range of computing activities.
While network, storage, and computing resources at commercial or private clouds
are usually limited, high network bandwidth or excessive network traffic may cause
additional costs. To circumvent network traffic between external remote storage
resources and the worker-nodes spawned at OTC, a dedicated host is installed that is
connected to a 2 TB cache volume for testing purposes. The interconnection between
the worker node and caching proxy server or remote storage system is unknown since
no detailed information is provided by OTC for the storage, network, and computing
capacities.
The results of the maximum performance benchmark for both the NEMO HPC cluster
and the OTC computing resources are shown in Figure 9.9 (a) and (b), respectively.
After repeating the measurement after one week, a different performance behavior was
observed within both shared systems. As mentioned above, a varying performance
over time according to the load on storage and network resources caused by other
users within the shared infrastructure is expected. At the NEMO HPC cluster, the
performance benchmarks indicated that the performance of the distributed file system
used as cache volume highly depends on parallel utilization by other users. The
effect is clearly visible by comparing the processing times of the jobs at 100% cached
files. Furthermore, the difference of the points at zero cached files indicates that the
network connection to remote resources slightly varies over time. This is most likely
caused by the different amounts of other jobs transferring data from or to remote
storage systems. Both effects cause the optimal working point to be time-dependent
and vary between caching 40% and 80% of the input files. At the OTC worker-nodes,
an even stronger deviation in the performance of both test runs is visible. While
the first one suffers from a limited I/O-rate of the cache volume, congestion on the
network connection to remote storage resources restricts the performance of the
second test run. The optimal working point varies from 20% to 80% already cached
files.
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(a) Performance of NEMO HPC cluster
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(b) Performance of OTC resources
Figure 9.9: A maximum performance benchmark was executed on the HPC center NEMO
and at OTC resources. The average processing time of the jobs was measured
while step-wise increasing the fraction of cached files. The benchmarks are
repeated after a week to estimate the time dependency of the results. All results
confirm a fluctuating performance of the shared computing resources. In both
graphs shown, the error bars indicate the variance of the measured set of jobs.
Parts of the measurements were first published in [119].
Both performance measurements showed that the cache utilization needs to be
balanced with network performance. This decision must be dynamically adapted
over time to the evolving conditions of the systems to profit from caching. Whether
improvements by caching input files can be achieved and how much benefit data-
intensive HEP jobs get strongly depends on the resource provider and the utilization of
computing resources. Caching makes resources that provide enough temporary storage
space for caching purposes available for processing data-intensive HEP workflows.
Distributed coordinated caching, however, efficiently uses multiple such resources
at the same time, since caches are managed and jobs are scheduled to the most
suitable cache or worker-node, respectively. At commercial cloud providers, the
additional costs due to the increased data transfer must be weighed against the
costs for additional cache storage space. Especially HPC computing resources, which
usually provide a distributed file system as a work-space for users, can, therefore, be
easily made available for data-intensive HEP jobs with improved performance. In
both cases, caching a certain fraction of input data and, thus, reducing congestion on
the network improves the processing of data-intensive HEP workflows. Optimizing
such shared computing resources that are not dedicated to HEP increases the total
amount of resources that can be utilized for analysis processing. This allows us
to face the high demand for computing resources within current and future HEP
experiments.
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9.3.5 Dedicated high throughput computing resources
The experience gained in optimizing the data throughput of the test cluster led to
the design of a production system for high-throughput data analysis that benefits
from distributed coordinated caching. This so-called Throughput Optimized Analysis
System (TOpAS) cluster was installed at the WLCG Tier 1 data center GridKa in
cooperation with the local operations team. This cluster is dedicated to data-intensive
HEP workflows to reduce their processing time and enable short turn-around cycles.
Hence, it fits perfectly for processing parts of the jet energy calibration that is
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Figure 9.10: Design of the TOpAS cluster dedicated to high-throughput data analysis. Two
cache layers allow us to boost data throughput and reduce the load on Grid
storage and network resources. A distributed file system spread across all
11 worker-nodes serves as 1 PB cache. Additionally, one high-performance
Non-Volatile Memory express (NVMe) SSD per worker-node provides a fast
accessible 1 TB cache volume. Both caches can be accessed via XRootD
caching proxy servers internally within the worker-node.
The overall design of the TOpAS cluster is outlined in Figure 9.10. Here, the
optimizations focus on two layers of caches that exploit a fast accessible distributed
file system and one high-performance NVMe SSD per worker-node. For building the
distributed file system, a Ceph file system (CephFS) that connects 176 Hard Disk
Drives (HDDs) to a total cache volume of about 1 PB is used. Even though HDDs
are not made for high-performance operations, both the large number of HDDs and a
100 Gbit s−1 interconnection between the worker-nodes lead to a huge storage volume
that provides large data transfer rates. Each SSD cache, however, only supports the
worker-node where it is installed. This requires the SSD caches to be coordinated to
avoid wasting limited cache space due to the duplication of data in multiple caches.
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Average Throughput per Process (Measured on Multiple Nodes)
CEPHFS w/o RoCE (160 Disks)
NVMe SSD (10 Disks)
(a) Average throughput per process
















Average CPU Utilization (Measured on Multiple Nodes)
CEPHFS w/o RoCE (160 Disks)
NVMe SSD (10 Disks)
(b) Average CPU utilization per process
Figure 9.11: Analysis-like benchmarks that apply a basic selection on a data sample were
performed to determine the maximum performance when accessing the TOpAS
cache volumes. The NVMe SSDs performed slightly better than the distributed
file system CephFS. However, both show a relatively stable, high data transfer
rate up to 560 parallel processes, which corresponds to the number of logical
cores delivered by the setup. For the CephFS benchmarks, a classical network
setup was used without the modern optimization RoCE that allows remote
direct memory access via network. The average CPU usage of the performance
benchmark represents its CPU efficiency since no advanced calculations are
performed with data. The performance benchmarks applied to a set of 10
TOpAS worker-nodes were published in [128].
First performance benchmarks shown in Figure 9.11 apply a basic selection to a data
set to mimic a data-intensive HEP analysis workflow. The performance benchmarks
read data directly without an intermediate XRootD caching proxy server. This
allows us to measure the maximum performance jobs may gain when accessing data
provided by the caches. The benchmarks showed that the performance of the SSD
caches is better than the distributed file system. In both cases, however, a relatively
stable, high data throughput rate was observed when performing multiple benchmark
processes in parallel. Even for 560 processes reading data either from the SSD caches
or the single distributed cache, a stable data read rate of more than 25 MB s−1 per
process was measured as illustrated in Figure 9.11 (a). This roughly corresponds to
the case when all CPU cores of the cluster are processing analysis workflows that
read from the cache. If the caches are only accessed by a part of the jobs while
other jobs are reading data via the network, the setup can process data with up
to 55 MB s−1. This bandwidth suits well for data-intensive analysis workflows since
most HEP analyses are based on the scientific software toolkit ROOT that at the
time of writing this thesis limits the data throughput to about 50 MB s−1 per CPU
core at maximum. The CPU efficiency illustrated in Figure 9.11 (b) is almost ideal
at 1.0, especially when accessing the SSD caches. In general, the caches at the
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TOpAS cluster deliver a high data throughput rate that fits perfectly for processing
data-intensive HEP workflows. Additionally, the cluster profits from a fast network
connection to WLCG Grid storage resources that provides up to 200 Gbit s−1 transfer
speed. The combination of the two cache layers and the network connection allows
boosting the data throughput even higher while reducing the load on the storage
resources and the external network connection of the TOpAS cluster. Performance
benchmarks confirmed that the cluster is able to achieve a data throughput of about
80 MB s−1 per CPU slot at maximum if 50% of the input data on the SSD caches
and the process is not limited by ROOT. The residual fraction is transferred from
Grid storage provided by the GridKa Tier 1 computing center.
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(a) CPU efficiency over percentage of cached files
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(b) Processing time over percentage of cached
files
Figure 9.12: Submitting the selection step of the jet energy calibration workflow to the
testing system allows us to estimate the benefits of distributed coordinated
caching for typical data-intensive HEP analyses. Therefore, CPU efficiency and
the processing time of the jobs is measured for certain fractions of cached files.
The prediction of the processing time is calculated according to Equation 9.1.
Graphs were first published in [119].
Performing the jet energy calibration workflow as a benchmark allows to estimate
the benefits of caching for data-intensive HEP workflows. Figure 9.12 shows the
benchmark results for caching various fractions of cached files per job. Even without
caching any files, the design TOpAS cluster reduces the processing time of the jobs
dramatically from about 53 minutes to 30 minutes comparing the results with the
ones of the testing setup in Figure 9.7 (b) and Figure 9.12 (b). Since files are stored
on GridKa Tier 1 Grid storage elements, jobs already profit from the fast network
connection to the storage resources. Caching the input files on the NVMe SSDs
allows reducing this even further to about 25 minutes. Here, data throughput is
limited by the algorithm efficiency of the jobs and allows no further improvement in
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the processing time. To profit from the even higher data throughput rates provided
by the TOpAS cluster, the implementation of the workflow needs to be optimized.
As data throughput is limited by the workflow, the slight decrease of the processing
time can be explained by lower latency when accessing cached files. This increases
the CPU efficiency shown in Figure 9.7 (a) to 95%. Here, the CPU efficiency reached
the maximum, since the algorithm efficiency of the workflow itself limits the CPU
efficiency to that value.
After benchmarking the SSD caches, the performance of the CephFS distributed file
system is tested. The same jet energy calibration jobs are submitted to the TOpAS
cluster and compare the measured results without and with the caching of input
files. Figure 9.13 (a) shows the distribution of data throughput versus CPU efficiency
for all jet energy calibration jobs used for benchmarking when accessing data from
remote Grid storage elements. In contrast, Figure 9.13 (b) concentrates on jobs
whose input files are cached on the distributed file system. In both benchmarks, two
different clusters of points that are caused by processing recorded and simulated data
sets are observed. The difference relies on the increased fraction of events that pass
the selection within the simulated data sets compared to the recorded ones. The
more events are rejected early in the selection procedure, the fewer calculations are
required for the same amount of data. In both clusters, a linear dependency between
data throughput and CPU efficiency is observed. The linear dependency represents a
limitation of the workflow due to data access. Increasing the data throughput thus
implies a higher CPU efficiency. Comparing the benchmark results with and without
cached files, a shift towards higher CPU efficiency and data throughput by caching
input files is clearly visible. The average CPU efficiency is increased by roughly 10%
to about 93% and its spread is reduced. Hence, caching input files on the distributed
file system also boosts the performance of data-intensive jobs.
Increasing the data throughput and reducing the latency when accessing files brought
the jet energy calibration workflow to the maximum achievable performance. Any
further optimization requires improving the code, e.g. by using modern techniques for
efficient columnar data analysis. The processing time and, thus, the turnaround cycles
are reduced by roughly 60%. This accelerates the processing of new intermediate
results for the calibration of the jet energy and the jet momentum resolution. Hence,
final scale factors of the calibration can more quickly be made accessible to other
physical analyses.
The presented performance benchmarks utilize data on the Grid storage element at
GridKa, which is connected to the TOpAS cluster with a high bandwidth. When
accessing remote data provided by other WLCG computing centers or Tier 3 resources
such as the Tier 2 computing centers in Aachen or Hamburg, the processing jobs are
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bound to the shared external network connection of the computing center instead
of exploiting the internal one. The bandwidth to those computing centers is limited
to 100 Gbit s−1 or 10 Gbit s−1 respectively. Thus an even higher improvement of the
performance of data-intensive workflows is expected when processing cached data.
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(a) Calibration jobs accessing remote files































(b) Calibration jobs accessing cached files
Figure 9.13: Distribution of jet energy calibration jobs, shown as a diagram of data through-
put versus CPU efficiency for two scenarios, accessing data from remote Grid
storage at the top, (a) and cached on CephFS at the bottom, (b). Processing
recorded data and simulated data resulted in two different clusters of points. A
dependency between data throughput and CPU efficiency reflects a limitation





The measurements performed at the CMS experiment are based on the precise
reconstruction of the particles to be analyzed. At hadron colliders, the accurate
measurement of the jets, which are crucial for almost any analysis, requires a special
effort in calibration, since numerous effects bias their measurement.
This thesis concentrates on the entire data set recorded by the CMS detector in 2018
corresponding to 58.83 fb−1 integrated luminosity. Here, we observed that LHC run
2 with 13 TeV center-of-mass-energy and unprecedented instantaneous luminosity
caused a massive contribution of pile-up, parallel proton-proton interactions, and a
drastic increase of additional hadronic activity. Since those effects massively bias the
reconstruction of compound objects such as jets, a high effort in the calibration of
jets is required. At the CMS experiment, the calibration of jets comprises the work
of several analysis groups, each correcting for a certain effect, to adjust the jet energy
scale and the jet momentum resolution.
This thesis focuses on Z + jets events in which the Z boson decays into two muons.
By this, it exploits the important strength of the CMS detector in precisely recon-
structing muons and, thus, accurately reconstructing Z bosons. All presented analysis
procedures are also applicable to the Z + jets channel in which the Z boson decays
into two electrons. Balancing the jet that needs to be calibrated with the Z boson in
the transverse plane enables calibrating jets in average. This includes both the jet
energy scale and the jet momentum resolution.
The results of the corrections of the jet energy presented in this thesis made an
important contribution to the data-driven correction of the jet energy scale. Two
complementary balancing methods were used, the Missing ET Projection Fraction
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Figure 10.1: Jet momentum resolution scale factors derived with an advanced extraction
procedure. These are extracted depending on |ηjet1| due to heterogeneous
detector layers in the longitudinal direction.
(MPF) and the pT-balance method. Both allow to estimate the detector response
for jets. The derived scale factors correct the jet energy scale for residual differences
between the MC simulation. They provide precisely calibrated jets that are perfectly
suited for further analysis while introducing only small uncertainties below the
percentage level.
On top of that, this thesis proposes a new procedure to determine the jet momentum
resolution based on the pT-balance response. Contributions to the measured pT-
balance resolution coming from the Z boson measurement or an imbalance between
the balancing objects on the particle-level have successfully been eliminated. Within
the analysis, a strong influence on the measurement of the jet momentum resolution
caused by pile-up events and jet-splitting due to additional hadronic activity was
observed. As shown in this thesis, an advanced procedure to eliminate the influence
of these effects made it possible to extract the actual jet momentum resolution.
The resolution of the jet momentum extracted from data was compared to the one
extracted from MC simulation. Figure 10.1 presents the derived scale factors that
compensate for insufficient modeling of the detector resolution in the MC simulation.
Using Z + jets events, this analysis is most sensitive to the central detector region
|η| < 1.3, which shows low statistical uncertainties and scale factors close to 1.2.
Although muon reconstruction is limited to |η| < 2.4, scaling factors are also estimated
for detector regions further forward. Within the forward region, however, the analysis
suffers from the lack of events, which leads to larger statistical uncertainties of the
scaling factors. The derived scale factors were successfully verified within MC closure
tests. Concluding, the feasibility study presented in this thesis clarified that the
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proposed procedure is suitable for deriving jet momentum scale factors using Z + jets
events.
Within the sensitive region, the presented jet momentum resolution scale factors
agree well with the ones established by CMS and derived from dijet events. As a
next step for integrating the new procedure into the CMS jet calibration approach,
it is necessary to study systematic uncertainties and propagated them through the
presented extraction procedure. This enables cross-checking the Z + jets and dijet
results and, finally, combining them to achieve even higher precision at simultaneaously
lower uncertainties.
However, the calibration tasks performed in the context of this thesis require large data
sets to be processed iteratively for adjusting and optimizing the analysis. Especially,
when results, e.g. the jet energy calibration, rely on the outputs of several analysis
groups, short turnaround cycles are essential.
Therefore, besides the physics analysis, this thesis also focuses on improving the
performance of data-intensive HEP end-user analysis workflows. A distributed
coordinated caching concept was conceived that considers previous studies done at
the ETP. It optimizes the overall data throughput for data-intensive workflows by
caching input data on caches placed in the distributed HEP computing infrastructure.
For testing the advantages of the concept, a prototype system based on common HEP
tools, an HTCondor batch system and an XRootD caching infrastructure, was
developed. A coordination service called NaviX in between both parts developed in
the context of this thesis made it possible to schedule individual jobs to computing
resources that already provide cached input data. This also influences the placement of
data in the caches. Benchmarking the prototype system showed that the coordination
of jobs to already cached data succeed using a basic coordination logic. On the one
hand, this allowed reducing the replication of data in limited cache volumes. On the
other hand, the performance of the workflow consisting of multiple jobs was boosted.
The processing time of the jet energy calibration workflow used as a benchmark
was drastically reduced by roughly a factor of 5 when caching a certain fraction of
input data. At this point, the job exploits the bandwidth of both, the cache and the
network connection to external Grid storage resources, to reach the maximum data
throughput. Besides increasing the efficiency in processing large amounts of data, the
coordinated distributed caching system also releases pressure from the storage and
network resources. Other jobs that do not profit directly from the caching benefit
from computing resources that are freed earlier and from reduced congestion on
storage and network resources.
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10 Conclusion and outlook
Alongside this, the applicability of the concept for shared computing resources such
as High-Performance Computing (HPC) clusters and cloud resources was studied.
Tests at the NEMO HPC cluster and the OTC cloud offered a highly fluctuating
performance due to resource utilization by other users. The caching concept developed
in the context of this thesis supports the coordination of files and jobs in a distributed
infrastructure to enable an efficient use of caches and optimized data processing.
Thereby, it is capable of dynamically adapting coordination to the changing per-
formance of shared computer resources. This unlocks HPC or cloud resources for
data-intensive processing of HEP workflows.
The conclusions drawn from benchmarking the prototype setup were used for deploying
a production system at the GridKa computing center optimized for high-throughput
data analysis. This system brings the jet energy calibration workflow to the maximum
achievable performance by reducing the latency in accessing data and providing highly
performant caches and network connection to WLCG storage resources. Indeed, the
caching of input data decreased the processing time enormously by roughly 60%.
In the context of the performed analysis, the distributed coordinated caching enables
fast turnaround cycles and accelerates the release of jet calibration results for all CMS
analyses. It is generally expected that the presented concept will have an impact on
the processing of any generic analysis with large input data sets.
In summary, both parts of this thesis make a substantial contribution in the terms of
concepts, realizations and results to current analyses and future challenges in HEP.
The calibration performed in this thesis including the newly proposed procedure
to determine the jet momentum resolution using Z + jets events leads to a better
understanding of jets for practically all CMS analyses. Alongside this, the developed
concept of distributed coordinated caching accelerates data-intensive workflows by
efficiently using the distributed computing infrastructure. This becomes crucial in





A.1 Technical information for analysis
This section gives some technical details used for performing the Z + jets analysis.
A.1.1 Data sets
Lists of Z + jets data samples used for jet energy scale and momentum resolution
analysis are given by Table A.1, Table A.2, and Table A.3.
The determination of the jet energy scale factors uses data of the double-muon channel,
compared to a LO MadGraph MC simulation. The extraction of the jet momentum
resolution focus on proofing the feasibility of the analysis procedure. Therefore, an
extended NLO MC sample generated by aMC@NLO is compared to the double-muon
data sample.



















































Table A.2: MC simulated Z+jets data samples binned in number
of jets used for extracting jet momentum resolution
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Table A.3: MC simulated Z + jets data samples binned in number of jets and p ZT used for




Valid run periods are selected using the so-called Golden JSON file provided by the
Physics Validation group at the CMS experiment:
Cert_314472-325175_13TeV_PromptReco_Collisions18_JSON.txt [65, 129]
This file marks 58.83 fb−1 as valid run periods and reduces the amount of events
recorded by the CMS detector by ∼ 7.6%.
A.1.3 Muon Identification
A muon that passes the tight Muon ID fulfills the following requirements [68].
• The muon originates from the primary vertex within a transverse impact
parameter less than 0.2cm and a longitudinal impact parameter less than 0.5cm.
• The muon track uses at least six layers of the inner tracker and at leas one hit
in the pixel detector.
• It must be reconstructed as a tracker muon and a global muon.
• As tracker muon, it needs to have a segment that matches at least two muon
chambers.
• As global muon, the global muon fit must have a χ2/ndf < 10.
A.1.4 Jet identification
A jet that passes the tight Jet ID with lepton veto fulfills the selections [69] listed in
Table A.4.
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|η| ≤ 2.6 2.6 < |η| ≤
2.7
2.7 < |η| ≤
3.0
3.0 < |η| ≤
5.0
Neutral hadron frac-
tion < 0.9 < 0.9 - > 0.2
Neutral electromag-
netic fraction < 0.9 < 0.9




ents > 1 - - -
Muon fraction < 0.8 (forlepton veto)
< 0.8 (for
lepton veto) - -
Charged hadron frac-
tion > 0 - - -






lepton veto) - -
Number of neutral
particles - - > 2 > 10
Table A.4: Restrictions for tight Jet ID with lepton veto for CMS data of 2018.
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A.1.5 Characteristics of muons, Z boson, and jets for the MadGraph
data set
Chapter 5 shows the characteristics of the muons, the Z boson, the leading jet, and
the second-leading jet using the aMC@NLO simulation. For comparison, the same
distributions are shown here for the MadGraph simulation. They mainly show a
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(b) η distribution of positively charged muon
Figure A.1: A shape comparison of the MadGraph MC simulation and the 2018 data set for
pT and η of the positively charged muon. MC simulation and data distributions
are normalized to each other for shape comparisons.
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Figure A.2: A shape comparison of the MadGraph MC simulation and the 2018 data set for
the reconstructed mass of the Z boson. MC simulation and data distributions
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(b) η distribution of the leading jet
Figure A.3: A shape comparison of the MadGraph MC simulation and the 2018 data set for
pT and η of the leading jet. The distributions of MC simulation and data are
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(b) η distribution of the second-leading jet
Figure A.4: A shape comparison of the MadGraph MC simulation and the 2018 data set
for pT and η of the second-leading jet. The distributions of MC simulation and
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Figure A.5: A shape comparison of the MadGraph MC simulation and the 2018 data set
for EmissT . The distributions of MC simulation and data are normalized to each
other for comparing the shapes.
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Figure A.6: A shape comparison of the MadGraph MC simulation and the 2018 data set
for pT-balance and MPF. The distributions of MC simulation and data are
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Figure A.7: A shape comparison of the MadGraph MC simulation and the 2018 data set for
the number of jets per event. The distributions of MC simulation and data are
normalized to each other for comparing the shapes.
143
A Appendix
A.1.6 Manually removed or tuned bins during the jet momentum
resolution extraction
Bins filled with few events makes it difficult for the variance extraction procedure
described in Section 7.2 to extract valid results. Thus, all bins used in the analysis
are checked. Not recoverable fit results are removed from further analyzing, while
bins that extract valid results after manual adjusting the fit range are kept. Table A.5




T-bin [GeV ] |ηjet1|-bin α-bin
pT-balance (MC)
[1000, 1500] inclusive [0.05, 0.30]
[500, 700] [2.043, 2.322] [0.20, 0.25]
[400, 500] [2.500, 2.853] [0.10, 0.15]
pT-balance (Data)
[500, 700] [0.783, 1.131] [0.05, 0.30]
[500, 700] [0.000, 0.522] [0.20, 0.30]
[400, 500] [1.131, 1.305] [0.25, 0.30]
[400, 500] [1.305, 1.740] [0.05, 0.30]
[300, 400] [2.322, 2.500] [0.05, 0.30]
[300, 400] [2.043, 2.322] [0.05, 0.30]
[300, 400] [1.930, 2.043] [0.05, 0.30]
[300, 400] [1.740, 1.930] [0.05, 0.30]
[230, 300] [2.500, 2.853] [0.05, 0.30]
[175, 230] [2.964, 3.139] [0.05, 0.30]
[175, 230] [2.853, 2.964] [0.05, 0.30]
[230, 300] [2.500, 2.650] [0.05, 0.30]
[230, 300] [2.650, 2.853] [0.05, 0.30]
[175, 230] [2.500, 2.650] [0.25, 0.30]
PLI (MC) [400, 500] [2.322, 2.500] [0.25, 0.30]
Table A.5: List of bins that are removed from the analysis due to not-recoverable fits
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T-bin [GeV ] |ηjet1|-bin α-bin Fit range
pT-balance (MC)
inclusive [2.964, 3.139] [0.20, 0.25] [0.8, 1.5]
inclusive [2.853, 2.964] [0.10, 0.15] [0.8, 1.5]
inclusive [2.500, 2.650] [0.15, 0.20] [0.7, 1.2]
[500, 700] [0.783, 1.131] [0.20, 0.25] [0.55, 1.35]
[230, 300] [1.740, 1.930] [0.20, 0.25] [0.5, 1.2]
[175, 230] [3.139, 5.191] [0.25, 0.30] [0.3, 1.2]
[175, 230] [2.964, 3.139] [0.05, 0.10] [0.6, 1.4]
[175, 230] [2.964, 3.139] [0.25, 0.30] [0.4, 1.2]
[130, 175] [2.964, 3.139] [0.20, 0.25] [0.5, 1.5]
[130, 175] [2.964, 3.139] [0.25, 0.30] [0.2, 1.5]
[130, 175] [1.131, 1.305] [0.05, 0.10] [0.75, 1.3]
[130, 175] [1.131, 1.305] [0.25, 0.30] [0.4, 1.2]
[105, 130] [0.522, 0.783] [0.05, 0.10] [0.8, 1.2]
[105, 130] [2.853, 2.964] [0.10, 0.15] [0.8, 1.5]
[105, 130] [2.650, 2.853] [0.20, 0.25] [0.65, 1.5]
[105, 130] [2.322, 2.500] [0.10, 0.15] [0.8, 1.5]
[105, 130] [2.322, 2.500] [0.15, 0.20] [0.8, 1.5]
[105, 130] [2.043, 2.322] [0.20, 0.25] [0.65, 1.5]
[105, 130] [1.930, 2.043] [0.25, 0.30] [0.7, 1.25]
[85, 105] [2.500, 2.650] [0.25, 0.30] [0.65, 1.5]
[85, 105] [2.500, 2.650] [0.10, 0.15] [0.7, 1.2]
[85, 105] [2.043, 2.322] [0.20, 0.25] [0.8, 1.5]
[60, 85] [2.322, 2.500] [0.10, 0.15] [0.65, 1.25]
[60, 85] [2.043, 2.322] [0.10, 0.15] [0.65, 1.25]
[60, 85] [1.930, 2.043] [0.10, 0.15] [0.7, 1.2]
[60, 85] [1.131, 1.305] [0.10, 0.15] [0.7, 1.5]
pT-balance (Data)
inclusive [2.853, 2.964] [0.10, 0.15] [0.5, 1.5]
[130, 175] [1.930, 2.043] [0.05, 0.10] [0.8, 1.2]







T-bin [GeV ] |ηjet1|-bin α-bin Fit range
PLI (MC)
inclusive [3.139, 5.191] [0.05, 0.10] [0.8, 1.2]
inclusive [2.853, 2.964] [0.05, 0.10] [0.8, 1.2]
[700, 1000] inclusive [0.20, 0.25] [0.5, 1.1]
[500, 700] [0.522, 0.783] [0.25, 0.30] [0.5, 1.2]
[400, 500] [2.322, 2.500] [0.20, 0.25] [0.2, 1.5]
[300, 400] [2.650, 2.853] [0.05, 0.10] [0.44, 1.2]
[300, 400] [1.930, 2.043] [0.15, 0.20] [0.6, 1.2]
[230, 300] [2.853, 2.964] [0.15, 0.20] [0.6, 1.2]
[230, 300] [2.043, 2.322] [0.25, 0.30] [0.4, 1.2]
[175, 230] [2.500, 2.650] [0.15, 0.20] [0.65, 1.5]
[175, 230] [2.650, 2.853] [0.20, 0.25] [0.45, 1.2]
[175, 230] [2.650, 2.853] [0.25, 0.30] [0.44, 1.2]
[175, 230] [1.740, 1.930] [0.05, 0.10] [0.7, 1.2]
[175, 230] [1.740, 1.930] [0.25, 0.30] [0.5, 1.2]
[130, 175] [2.964, 3.139] [0.25, 0.30] [0.5, 1.5]
[130, 175] [2.043, 2.322] [0.25, 0.30] [0.5, 1.2]
[130, 175] [2.043, 2.322] [0.20, 0.25] [0.55, 1.2]
[130, 175] [1.930, 2.043] [0.20, 0.25] [0.5, 1.2]
[130, 175] [1.930, 2.043] [0.15, 0.20] [0.8, 1.2]
[105, 130] [2.650, 2.853] [0.25, 0.30] [0.65, 1.5]
[105, 130] [2.500, 2.650] [0.15, 0.20] [0.8, 1.5]
[105, 130] [2.500, 2.650] [0.25, 0.30] [0.5, 1.5]
[105, 130] [1.740, 1.930] [0.25, 0.30] [0.75, 1.3]
[105, 130] [1.740, 1.930] [0.05, 0.10] [0.8, 1.2]
[105, 130] [1.131, 1.305] [0.05, 0.10] [0.8, 1.2]
[105, 130] [0.783, 1.131] [0.25, 0.30] [0.7, 1.2]
[105, 130] [0.783, 1.131] [0.05, 0.10] [0.5, 1.5]
[85, 105] [1.930, 2.043] [0.10, 0.15] [0.8, 1.3]
[85, 105] [1.740, 1.930] [0.10, 0.15] [0.8, 1.3]
[60, 85] [2.322, 2.500] [0.15, 0.20] [0.8, 1.2]




inclusive [3.139, 5.191] [0.10, 0.15] [0.9, 1.1]
inclusive [2.853, 2.964] [0.05, 0.10] [0.9, 1.1]
[1000, 1500] inclusive [0.20, 0.25] [0.9, 1.1]
[105, 130] [2.500, 2.650] [0.15, 0.20] [0.9, 1.1]
[85, 105] [2.650, 2.853] [0.10, 0.15] [0.9, 1.1]
Table A.7: List of bins (part 2), where the fit range was manually tuned to be able to extract
valid results
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inclusive [2.853, 2.964] [0.05, 0.10] [0.8, 1.2]
[700, 1000] [0.000, 0.522] [0.05, 0.10] [0.8, 1.4]
[700, 1000] [0.000, 0.522] [0.25, 0.30] [0.8, 1.4]
[130, 175] [2.964, 3.139] [0.25, 0.30] [0.7, 1.5]
[105, 130] [2.500, 2.650] [0.15, 0.20] [0.8, 1.4]
[105, 130] [2.500, 2.650] [0.25, 0.30] [0.8, 1.4]
[105, 130] [2.322, 2.500] [0.10, 0.15] [0.8, 1.2]
[105, 130] [2.322, 2.500] [0.20, 0.25] [0.8, 1.2]
[105, 130] [1.930, 2.043] [0.20, 0.25] [0.8, 1.2]
[85, 105] [1.930, 2.043] [0.10, 0.15] [0.8, 1.2]
[60, 85] [2.043, 2.322] [0.10, 0.15] [0.7, 1.5]
[60, 85] [1.930, 2.043] [0.10, 0.15] [0.8, 1.4]




A.1.7 Additional plots for jet momentum resolution MC closure test
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Figure A.8: Full 2-dimensional MC closure test simultaneously binned in |ηjet1| and p ZT.
Therefore, the pull of the MC scale factor from 1.0 is calculated, which shows
whether the deviations are within the statistical uncertainties.
Figure 7.7 within Section 7.5 concentrates on the 2-dimensionally binned pull of the
MC scale factors. The individual values of the scale factor binned in |ηjet1| and p ZT
are shown as 2-dimensional map in Figure A.8. Their corresponding uncertainties
are shown in Figure A.9. Bins with larger deviation from the expected value 1.0 are
mostly covered by larger uncertainties as well. The closure of the method is, thus,
successful, which validates the procedure.
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Figure A.9: Uncertainties of the full 2-dimensional MC closure test simultaneously binned in
|ηjet1| and p ZT. Therefore, the pull of the MC scale factor from 1.0 is calculated,
which shows whether the deviations are within the statistical uncertainties.
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A.1.8 Additional plots for derived jet momentum scale factors
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Figure A.10: Illustration of the uncertainties for the 2-dimensional jet momentum resolution
scale factors simultaneously binned in |ηjet1| and p ZT.
Figure 7.10 in Section 7.6 shows the extracted scale factor values that correct the jet
momentum resolution in MC simulation to data. The corresponding uncertainties are
illustrated in Figure A.11 and the calculated pull is shown in Figure A.11. While the
uncertainties increase with |ηjet1|, the pull is mostly uniformly distributed with a few
bins that exceed 2σ deviation. Few events in most of the bins lead to rather large
uncertainties compared to the scale factor values. For a more conclusive study that
achieves more accurate results in two dimensions, more recorded events are required.
Figure A.12 shows the comparison between the official jet momentum resolution scale
factors that are based on the second half of the CMS data set of 2018 (Run D) and
the scale factors derived by the extraction procedure using Z + jets events as proposed
in this thesis. A comparison with the first half of the data set (Run A, B, and C) can
be found in Figure 7.11. However, the official scale factors of both parts of the data
set show similar trends. Differences are covered by the uncertainties.
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Figure A.11: Illustration of the pull for the 2-dimensional jet momentum resolution scale
factors simultaneously binned in |ηjet1| and p ZT.
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Figure A.12: Comparison of the jet momentum resolution scale factors derived from Z + jets
events as presented in this thesis and the official results from the dijets channel.
Both are binned in |ηjet1|. The jet momentum resolution scale factors derived
from Z + jets events are based on the full 2018 data set. For comparison, the
official jet momentum resolution scale factors that are based on the second half
of the CMS data set of 2018 (Run D) are used. A comparison with the first
half of the data set (Run A, B, and C) can be found in Figure 7.11. However,
the official scale factors of both parts of the data set show similar trends.




A.2.1 Draft for a general coordination service
The presented realization of the coordinated distributed caching concept using the
coordination service NaviX is based on an HTCondor batch system and an XRootD
caching infrastructure. While both systems are commonly used in HEP, restricting
the approach to those tools limits its flexibility.
Thus, this thesis proposes a more flexible design for building a coordination service.
As illustrated in Figure A.13, it consists of a sequence of multiple so-called proxies that
list of input files
priority list for resources
external modules































Figure A.13: Flexible design for a general purpose coordination service to realize distributed
coordinated caching on multiple computing infrastructures. The batch system
as well as the caching mechanism can be chosen freely.
connect a caching system with a batch system. Each proxy takes input and calculates
a new output that is given to the next proxy. In the beginning, a Batch System
Adapter triggers the processing of information when registering the submission of a
job. Furthermore, it translates between any batch system and the internal namespace
of the coordination service. This allows the Batch System Adapter to provide
job attributes such as a list of input files to the coordination service to the sequence
of proxies. The job attributes are then passed through all proxies to the last one, the
Cache Info Proxy. It uses the Cache Storage Adapter to create a priority
list of caches per job, which evaluates the suitability of caches according to already
cached input files. This requires the Cache Storage Adapter to be able to get
file attributes, such as the location or size of files, and cache attributes, such as the
performance or occupancy of caches. Afterward, the Name-Space Proxy translates
the list of suitable caches into the corresponding batch system resources that are
served by the individual caches. This step is necessary, as the batch system just knows
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about the computing resources it manages and nothing about caches. Besides, an
External Info Proxy can use external information, such as political or financial
aims, to adjust the priority list of resources. The required information can e.g. come
from external monitoring services or other tools. Finally, the Job Info Proxy
uses meta-data provided by the batch system to adjust the priority calculation for
resources. For example, this allows avoiding computing resources that are already
occupied or will not be available for the expected job runtime. This makes it possible
to adapt the coordination decision or resource priority list respectively to a volatile
computing environment where computer resources are constantly being added and
removed. The final priority list is given to the Batch System Adapter to influence
the scheduling decision of the batch system.
This design of a coordination service for realizing the distributed coordinated caching
concept is independent of the batch system and cache infrastructure. For each batch
system, a dedicated Batch System Adapter can be implemented that translates
between the internal namespace of the coordination service and the batch system
namespace. The same applies to the caching infrastructure. A dedicated Cache
Storage Adapter is implemented for each caching infrastructure that enables the
exchange of a certain stack of meta-data. Besides, the algorithms within the individual
proxies can dynamically be adjusted to the surrounding computing infrastructure,
the type of usage, and the political or financial aims of the collaboration. This allows
the concept to be applied to any type of infrastructure and opens up new fields for




2.1 Overview of the fermions, the gauge bosons, and the Higgs boson
within the Standard Model of particle physics [1]. The gauge bosons
reflect three of the four fundamental forces. Gravity is still missing in
the model. Fermions are classified into quarks and leptons according
to the forces to which they are responsive. . . . . . . . . . . . . . . 10
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represents an NLO process, the others are LO production channels. 17
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ATLAS A Toroidal LHC ApparatuS.
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CALO jet Calorimeter jet.
CephFS Ceph file system.
CERN Conseil européen pour la recherche nucléaire.
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CMS Compact Muon Solenoid.
DAQ Data Acquisition System.
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ECAL electromagnetic calorimeter.
ETP Institute of Experimental Particle Physics.
FSR Final State Radiation.
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HLT High-Level Trigger.
HNSciCloud Helix Nebula Science Cloud.
HPC High-Performance Computing.
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KIT Karlsruhe Institute of Technology.
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Science and Technology.
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LHC Large Hadron Collider.
LHCb Large Hadron Collider beauty.
LINAC Linear accelerator 2.
LO Leading-Order.
MC Monte-Carlo.
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NAF National Analysis Facility.
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PDF Parton Distribution Function.
PF Particle-Flow.
PF jet Particle-Flow jet.
PLI Particle Level Imbalance.
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QCD Quantum Chromodynamics.
RMS Root Mean Square.
ROOT Data analysis tool.
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SRM Storage Resource Manager.
SSD Solid State Drive.
TOpAS Throughput Optimized Analysis System.
WAN Wide Area Network.
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