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Abstract
Metacirculants are a basic and well-studied family of vertex-transitive graphs, and weak
metacirculants are generalizations of them. A graph is called a weak metacirculant if it has
a vertex-transitive metacyclic automorphism group. This paper is devoted to the study of
weak metacirculants with odd prime power order. We first prove that a weak metacirculant
of odd prime power order is a metacirculant if and only if it has a vertex-transitive split
metacyclic automorphism group. We then prove that for any odd prime p and integer ℓ ≥ 4,
there exist weak metacirculants of order pℓ which are Cayley graphs but not Cayley graphs
of any metacyclic group; this answers a question in Li et al. [11] (2013). We construct
such graphs explicitly by introducing a construction which is a generalization of generalized
Petersen graphs. Finally, we determine all smallest possible metacirculants of odd prime
power order which are Cayley graphs but not Cayley graphs of any metacyclic group.
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1 Introduction
Let m ≥ 1 and n ≥ 2 be integers. A graph Γ of order mn is called [12] an (m,n)-metacirculant
graph (in short (m,n)-metacirculant) if it has an automorphism σ of order n such that 〈σ〉
is semiregular on the vertex set of Γ, and an automorphism τ normalizing 〈σ〉 and cyclically
permuting the m orbits of 〈σ〉 such that τ has a cycle of size m in its cycle decomposition. A
graph is called a metacirculant if it is an (m,n)-metacirculant for some m and n. It follows from
this definition that a metacirculant Γ has an autormorphism group 〈σ, τ〉 which is metacyclic
and transitive on the vertex set of Γ. In general, a group G is called metacyclic if it contains a
cyclic normal subgroup N such that G/N is cyclic. In other words, a metacyclic group G is an
extension of a cyclic group N ∼= Cn by a cyclic group G/N ∼= Cm, written G ∼= Cn.Cm. If this
extension is split, namely G ∼= Cn : Cm, then G is called a split metacyclic group.
Introduced by Alspach and Parsons [1], metacirculants form a basic class of vertex-transitive
graphs. As a generalization of metacirculants, Marusˇicˇ and Sˇparl [12] introduced the following
concept: A graph is called a weak metacirculant if it has a vertex-transitive metacyclic automor-
phism group. In [11], Li et al. divided the class of weak metacirculants into the following two
subclasses: A weak metacirculant is called a split weak metacirculant or non-split weak metacir-
culant according to whether or not its full automorphism group contains a vertex-transitive split
metacyclic subgroup. In [11], Li et al. studied the relationship between metacirculants and
weak metacirculants. Among other results they proved that every metacirculant is a split weak
metacirculant (see [11, Lemma 2.2]), but it was unknown whether the converse of this statement
is true. So the following question arises naturally.
Question A Is it true that any split weak metacirculant is a metacirculant?
In this paper we first give a positive answer to this question for split weak metacirculants of
odd prime power order, as stated in the following result.
Theorem 1.1 A connected weak metacirculant with order an odd prime power is a metacir-
cualnt if and only if it is a split weak metacirculant.
Question A is open for split weak metacirculants of order not an odd prime power; in fact,
there is no result concerning Question A in the literature in this case as far as we know.
Obviously, any Cayley graph of a metacyclic group is a weak metacirculant; such a graph
is called a weak metacirculant Cayley graph (see [11, p.41]). Weak metacirculant Cayley graphs
form a large class of weak metacirculants. However, not every weak metacirculant is a Cayley
graph. For example, the Petersen graph is a (2, 5)-metacirculant but not a Cayley graph. The
following question was posed by Pan [13, p.15] and Li et al. [11, p.41] independently.
Question B Is it true that a weak metacirculant which is a Cayley graph of some (not neces-
sarily metacyclic) group must be a weak metacirculant Cayley graph?
Our second main result gives a negative answer to this question.
Theorem 1.2 Let p be an odd prime. Then for any integer ℓ ≥ 4 there exists a weak metacir-
culant of order pℓ which is a Cayley graph but not a weak metacirculant Cayley graph.
Moreover, the smallest possible order and valency of a weak metacirculant with order a
power of p which is a Cayley graph but not a weak metacirculant Cayley graph are p4 and 2p+2,
respectively.
The third main result in this paper is the following classification of connected metacirculants
of order p4 and valency 2p + 2, where p is an odd prime. The graph MPp3,p2,p2,λ involved in
the classification will be defined in Definition 5.1; it belongs to a large family of graphs that
contains all generalized Petersen graphs as a proper subfamily.
Theorem 1.3 Let p be an odd prime. Let Γ be a connected metacirculant of order p4 and
valency 2p+ 2. Then one of the following holds:
(a) Γ is a metacirculant Cayley graph;
(b) Γ is not a Cayley graph;
(c) Γ is isomorphic to MPp3,p2,p2,λ for some element λ of Z
∗
p3
with order p2.
This result seems to suggest that most weak metacirculants which are Cayley graphs are
weak metacirculant Cayley graphs. Nevertheless, more research is needed to find out whether
this is indeed the case.
The rest of this paper is organized as follows. In the next section we will collect some basic
definitions on permutation groups, Cayley graphs and vertex-transitive graphs. In section 3,
we will give the proof of Theorem 1.1 after presenting a few results on p-groups. In section
2
4, we will prove that any weak metacirculant of order an odd prime power pn must be a weak
metacirculant Cayley graph if its valency is less than 2p+2 or its order is at most p3. This result
will be used in the proof of Theorem 1.2, which will be given in section 6. Another preparation
for the proof of Theorem 1.2 is the construction of multilayer generalized Petersen graphs, which
will be introduced in section 5. The proof of Theorem 1.3 will be given in section 7.
2 Preliminaries
2.1 Definitions and notation
Given a group G, denote by 1G, Aut(G), Z(G), Φ(G) and G
′ the identity element, full auto-
morphism group, center, Frattini subgroup and derived subgroup of G, respectively. Denote by
o(x) the order of an element x of G. For a subgroup H of G, denote by CG(H), NG(H) the
centralizer and normalizer of H in G, respectively. Of course CG(H) is normal in NG(H), and
the well-known N/C theorem asserts that the quotient group NG(H)/CG(H) is isomorphic to
a subgroup of Aut(H). Given a p-group G of exponent pe, where p is a prime and e ≥ 1 an
integer, for each integer s between 0 and e, set
Ωs(G) = 〈g ∈ G | g
ps = 1G〉.
A block of imprimitivity of a permutation group G on a set Ω is a subset ∆ of Ω with
1 < |∆| < |Ω| such that for any g ∈ G, either ∆g = ∆ or ∆g ∩∆ = ∅. In this case the blocks
∆g, g ∈ G form a G-invariant partition of Ω.
We reserve Cn for the cyclic group of order n, Zn for the ring of integers modulo n, and Z∗n
for the multiplicative group of units of Zn consisting of integers coprime to n.
All graphs in this paper are finite, simple and undirected. For a graph Γ, we denote its
vertex set and edge set by V (Γ) and E(Γ), respectively. Given u, v ∈ V (Γ), denote by u ∼ v the
relation that u is adjacent to v in Γ, by {u, v} the edge between u and v, and by (u, v) the arc
from u to v. Denote by Γ(v) the neighbourhood of v, and by Γ[B] the subgraph of Γ induced
by a subset B of V (Γ). An s-cycle in Γ, denoted by Cs, is an (s+ 1)-tuple of pairwise distinct
vertices (v0, v1, . . . , vs) such that {vi−1, vi} ∈ E(Γ) for 1 ≤ i ≤ s and {vs, v0} ∈ E(Γ). Denote
by Kn the complete graph of order n, and Kn,n the complete bipartite graph with biparts of
cardinality n. The lexicographic product of a graph Γ1 by a graph Γ2, denoted by Γ1 ◦ Γ2, is the
graph with vertex set V (Γ1) × V (Γ2) such that {(x1, x2), (y1, y2)} ∈ E(Γ1 ◦ Γ2) if and only if
either {x1, y1} ∈ E(Γ1), or x1 = y1 and {x2, y2} ∈ E(Γ2).
The full automorphism group of a graph Γ is denoted by Aut(Γ). Γ is called G-vertex-
transitive (respectively, G-edge-transitive) if G ≤ Aut(Γ) and G is transitive on V (Γ) (respec-
tively, E(Γ)); in this case G is said to be a vertex-transitive (respectively, edge-transitive) au-
tomorphism group of Γ. Γ is vertex-transitive (respectively, edge-transitive) if it is Aut(Γ)-vertex-
transitive (respectively, Aut(Γ)-edge-transitive). G-arc-transitive graphs and arc-transitive graphs
are understood similarly. Given a G-vertex-transitive graph Γ and a G-invariant partition B of
V (Γ), the quotient graph of Γ with respect to B, denoted by ΓB, is defined as the graph with
vertex set B such that, for distinct B,C ∈ B, B is adjacent to C if and only if there exist u ∈ B
and v ∈ C which are adjacent in Γ. In particular, for a normal subgroup N of G, the set B of
orbits of N on V (Γ) is a G-invariant partition of V (Γ), and in this case we use ΓN in place of
ΓB.
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2.2 Cayley graphs
Given a finite group G and an inverse-closed subset S ⊆ G \ {1G}, the Cayley graph Cay(G,S)
of G with respect to S is the graph with vertex set G and edge set {{g, sg} | g ∈ G, s ∈ S}. It
is well known that the right regular representation R(G) = {R(g) | g ∈ G} of G is a subgroup
of Aut(Cay(G,S)), where R(g) is the permutation of G defined by R(g) : x 7→ xg for x ∈ G. In
[8], Godsil proved that the normalizer of R(G) in Aut(Cay(G,S)) is R(G) : Aut(G,S), where
Aut(G,S) is the group of automorphisms of G fixing S setwise. In the case when R(G) is normal
in Aut(Cay(G,S)), Cay(G,S) is called [19] a normal Cayley graph. The reader is referred to [7]
for recent results on normal Cayley graphs.
It is well known that a graph Γ is isomorphic to a Cayley graph if and only if it has an
automorphism group acting regularly on its vertex set (see [4, Lemma 16.3]). In general, a
permutation group G on a set Ω is called semiregular on Ω if Gα = 1G for every α ∈ Ω, and
regular on Ω if G is transitive and semiregular on Ω, where Gα is the stabilizer of α in G, defined
as the subgroup of G consisting of those elements of G which fix α.
2.3 Coset graphs
Let G be a finite group, H a subgroup of G, and D the union of some double-cosets HgH with
g /∈ H such that D = D−1. The coset graph Γ = Cos(G,H,D) of G with respect to H and D
is defined as the graph with vertex set V (Γ) = [G : H], the set of right cosets of H in G, and
edge set E(Γ) = {{Hg,Hdg}
∣∣ g ∈ G, d ∈ D}. It is easy to see that Γ is well defined and has
valency |D|/|H|. Further, Γ is connected if and only if D generates G. In the special case when
H = 1G, Γ is the Cayley graph of G with respect to D. Denote by RH the right multiplication
action of G on V (Γ) = [G : H], defined by RH(g) : Hx 7→ Hxg, Hx ∈ [G : H]. (In particular,
R1G(G) is the right regular representation R(G) of G.) Then RH is transitive on V (Γ), and
RH is faithful on V (Γ) if and only if H is core-free in G, that is, ∩g∈GH
g = 1G. It is easy
to see that RH(G) ≤ Aut(Γ). Hence Γ is vertex-transitive. In [16], Sabidussi proved that all
vertex-transitive graphs can be constructed this way up to isomorphism.
Proposition 2.1 The coset graph Cos(G,H,D) constructed above is G-vertex-transitive. Con-
versely, if Γ is a G-vertex-transitive graph, then it is isomorphic to a coset graph Cos(G,H,D),
where H = Gα for a fixed α ∈ V (Γ) and D consists of all elements of G which map α to one of
its neighbours.
The following results are well known; see, for example, [10, Lemma 2.1].
Lemma 2.2 Let G be a group and H a core-free subgroup of G. Take g ∈ G \ H and let
Γ = Cos(G,H,H{g, g−1}H). Then the following hold:
(a) Γ is G-edge-transitive;
(b) Γ is G-arc-transitive if and only if HgH = Hg−1H;
(c) Γ is connected if and only if G = 〈H, g〉;
(d) the valency of Γ is equal to |H : H ∩Hg| if HgH = Hg−1H, or 2|H : H ∩Hg| if HgH 6=
Hg−1H.
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3 Proof of Theorem 1.1
3.1 Some results on p-groups
In order to prove Theorem 1.1, we first present a few results on p-groups. The following result
is due to Xu and Zhang; see [20, Theorem 2.1].
Lemma 3.1 Let p be an odd prime and G a metacyclic p-group. Then G has representation
G = 〈a, b | ap
r+s+u
= 1G, b
pr+s+t = ap
r+s
, b−1ab = a1+p
r
〉
for some nonnegative integers r, s, t, u such that r ≥ 1, r ≥ u. Moreover, different values of the
parameters r, s, t, u satisfying these conditions give rise to non-isomorphic metacyclic p-groups,
and G is non-split if and only if stu 6= 0.
The following result can be easily proved (see, for example, [2, Exercise 85]).
Lemma 3.2 Let G be a noncyclic metacyclic p-group. If p > 2, then Ω1(G) is a normal subgroup
of G which is isomorphic to Cp × Cp.
A p-group G is said to be pr-abelian if (xy)p
r
= xp
r
yp
r
for any x, y ∈ G.
Lemma 3.3 Any metacyclic p-group G with p > 2 is pℓ-abelian, where pℓ = |G′|.
Proof. By [2, Theorem 7.1 (c)], G is regular, and then by [9, III, 10.8(g)], G is pℓ-abelian.
Lemma 3.4 Let p be an odd prime. Let G = 〈σ〉 : 〈τ〉 ∼= Cpm : Cpn with m ≥ n ≥ 1. For any
1G 6= g ∈ G, if 〈g〉 ∩ 〈σ〉 = 1G, then there exists τ
′ ∈ G such that 〈τ ′〉 ∼= Cpn and g ∈ 〈τ
′〉.
Proof. We make induction on the order |G| of G. Clearly, |G| = pm+n ≥ p2. Suppose that
|G| = p2. Then m = n = 1 and G = 〈σ〉 : 〈τ〉 ∼= Cp×Cp. For any 1G 6= g ∈ G, if 〈g〉 ∩ 〈σ〉 = 1G,
then 〈g〉 ∼= Cp and G = 〈σ〉 × 〈g〉, as required.
In what follows we assume that |G| > p2. Let 1G 6= g ∈ G be such that 〈g〉∩ 〈σ〉 = 1G. Since
G/〈σ〉 ∼= Cpn , g has order at most p
n. If the order o(g) of g is equal to pn, then the result is
clearly true. Assume o(g) = pk < pn. Then n > k ≥ 1.
Suppose first that m > n. Then g, τ ∈ Ωm−1(G). Since G/〈σ〉 ∼= Cpn , we have G
′ ≤ 〈σ〉.
Clearly, G′ 6= 〈σ〉, so G′ ≤ 〈σp〉 ∼= Zpm−1 . By Lemma 3.3, G is p
m−1-abelian. This implies that
Ωm−1(G) contains no elements of order greater than p
m−1, and consequently, Ωm−1(G) < G.
Clearly, σp ∈ Ωm−1(G), so Ωm−1(G) = 〈σ
p〉 : 〈τ〉 ∼= Cpm−1 : Cpn . Since m− 1 ≥ n, by induction
there exists τ ′ ∈ Ωm−1(G) such that 〈τ
′〉 ∼= Cpn and g ∈ 〈τ
′〉, as required.
Now suppose that m = n. Since p > 2, Aut(Cpm) ∼= Cpm−1(p−1). Then τ induces an
automorphism by conjugation of 〈σ〉 of order at most pm−1. This implies that τp
m−1
commutes
with σ, and so τp
m−1
is in the center of G. Since p > 2, by Lemma 3.2 we have Ω1(G) ∼= Cp×Cp
and so Ω1(G) = 〈σ
pm−1〉 × 〈τp
m−1
〉 ∼= Cp × Cp.
Let N = 〈τp
m−1
〉. Then G/N ∼= Cpm : Cpm−1 . If gN = N , then g ∈ N and g ∈ 〈τ〉, and so
the result holds.
Assume that gN 6= N in the sequel. If 〈gN〉∩〈σN〉 = N , then by induction, gN ∈ 〈τ ′N〉 for
some τ ′ ∈ G such that 〈τ ′N〉 ∩ 〈σN〉 = N and 〈τ ′N〉 ∼= Cpm−1 . So g ∈ 〈τ
′, N〉. If 〈τ ′〉 ∩N = 1G,
then Ω1(G) ≤ 〈τ
′, N〉 and so 〈σp
m−1
N〉 = Ω1(G)/N ≤ 〈τ
′, N〉/N = 〈τ ′N〉, a contradiction. Thus
〈τ ′〉 ∩N 6= 1G, and hence N ≤ 〈τ ′〉. This implies that g ∈ 〈τ ′〉 ∼= Cpn , as required.
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Suppose that 〈gN〉 ∩ 〈σN〉 6= N . Then giN = σjN 6= N for some i, j. It then follows that
gi = σj(τp
m−1
)k for some k. If p | k, then gi = σj 6= 1G, a contradiction. Thus, (p, k) = 1. Let
j = pℓj′ be such that (j′, p) = 1. Then ℓ ≤ m−1. If ℓ < m−1, then σj has order at least p2 and
so gpi = σpj = σp
ℓ+1j′ 6= 1G, which contradicts the fact that 〈g〉 ∩ 〈σ〉 = 1G. Hence, ℓ = m− 1,
and so gi = (σj
′
τk)p
m−1
as G is pm−1-abelian.
Since (k, p) = 1, we have G = 〈σ, σj
′
τk〉, and since 1 6= gi ∈ 〈σj
′
τk〉 and 〈σ〉 ∩ 〈g〉 = 1G, we
have 〈σ〉∩ 〈σj
′
τk〉 = 1G. This implies that G = 〈σ〉 : 〈σ
j′τk〉 ∼= Cpm : Cpm and so 〈σ
j′τk〉 ∼= Cpm .
If g has order p, then 〈g〉 = 〈gi〉 ≤ 〈σj
′
τk〉, as required. If g has order pt with t > 1, then
let M = 〈gp
t−1
〉 = 〈(σj
′
τk)p
m−1
〉. Clearly, G/M ∼= Cpm : Cpm−1 and 〈gM〉 ∩ 〈σM〉 = M . By
induction, gM ∈ 〈τ ′M〉 for some τ ′ ∈ G such that 〈τ ′M〉 ∩ 〈σM〉 = M and 〈τ ′M〉 ∼= Cpm−1 . If
〈τ ′〉 ∩M = 1G, then Ω1(G) ≤ 〈τ
′,M〉 and so 〈σp
m−1
M〉 = Ω1(G)/M ≤ 〈τ
′,M〉/M = 〈τ ′M〉, a
contradiction. Thus, 〈τ ′〉 ∩M 6= 1G, and hence M ≤ 〈τ
′〉. This implies that g ∈ 〈τ ′〉 ∼= Cpm, as
required.
3.2 Proof of Theorem 1.1
We prove the following result first.
Lemma 3.5 Let Γ be a connected weak metacirculant with order a power of an odd prime p.
Then Aut(Γ) contains a metacyclic p-subgroup G which is transitive on V (Γ). Moreover, if
Z(G) is not cyclic, then G is regular on V (Γ) and so Γ is a weak metacirculant Cayley graph.
Proof. Since Γ is a weak metacirculant, Aut(Γ) has a metacyclic subgroupX which is transitive
on V (Γ). Let G be a Sylow p-subgroup of X. Then G is metacyclic, and by [18, Theorem 3.4],
G is also transitive on V (Γ), proving the first statement in the lemma.
Since p > 2, we have Ω1(G) ∼= Cp × Cp by Lemma 3.2. If Z(G) is not cyclic, then Ω1(G) ≤
Z(G). For any v ∈ V (Γ), if Gv 6= 1G, then Gv ∩ Ω1(G) 6= 1G. However, Gv ∩ Ω1(G) E G. So
Gv ∩ Ω1(G) fixes every vertex of Γ, a contradiction. Thus, Gv = 1G, and so G is regular on
V (Γ). It follows that Γ is a Cayley graph of G.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. By [11, Lemma 2.2], each metacirculant has a vertex-transitive split
metacyclic automorphism group. The necessity follows. It remains to prove the sufficiency.
Suppose that G is a split metacyclic vertex-transitive p-subgroup of Aut(Γ). If G is regular
on V (Γ), then Γ is a Cayley graph of G. Since G is a split metacyclic group, Γ is a metacirculant
graph, as required. In what follows we assume that G is not regular on V (Γ). Then Z(G) must
be cyclic by Lemma 3.5.
Claim. G can be written as 〈x〉 : 〈y〉 ∼= Cpm : Cpn for some integers m ≥ n.
In fact, by Lemma 3.1, we have
G = 〈a, b | ap
r+s+u
= 1G, b
pr+s+t = ap
r+s
, b−1ab = a1+p
r
〉
for some nonnegative integers r, s, t, u with r ≥ 1, r ≥ u. A straightforward computation leads
to the following observations:
(i) |G| = p2(r+s)+u+t, exp(G) = pr+s+t+u = o(b);
(ii) G′ = 〈ap
r
〉 ∼= Cps+u and G is p
s+u-abelian;
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(iii) Z(G) = 〈ap
s+u
, bp
s+u
〉.
Since o(ap
s+u
) = pr ≤ o(bp
s+u
) = pr+t and Z(G) is cyclic, we then have Z(G) = 〈bp
s+u
〉.
Consequently, ap
s+u
∈ 〈a〉 ∩ 〈b〉 = 〈bp
r+s+t
〉 = 〈ap
r+s
〉 ∼= Cpu and so r ≤ u. This together with
u ≤ r implies r = u.
Since G is split, by Lemma 3.1, we have stu = 0. If u = 0, then u = r = 0, contradicting the
assumption that r ≥ 1. So u > 0. We then have
G =
{
〈b〉 : 〈ab−p
t
〉 ∼= Cp2r+t : Cpr , if s = 0;
〈a〉 : 〈ba−1〉 ∼= Cp2r+s : Cpr+s, if t = 0
as stated in the Claim.
By the Claim above, G = 〈x〉 : 〈y〉 ∼= Cpm : Cpn with m ≥ n. Since G is transitive on
V (Γ), 〈x〉 acts semiregularly on V (Γ). Assume that 〈x〉 has pℓ orbits for some ℓ ≤ n. For any
v ∈ V (Γ), let Gv = 〈z〉. Then y
pℓ ∈ 〈x〉 : Gv and |Gv| = p
n−ℓ. Moreover, Gv ∩ 〈x〉 = 1G. It
follows that Gv ∼= Gv〈x〉/〈x〉 ≤ G/〈x〉 ∼= Cpn . By Lemma 3.4, there exists y
′ ∈ G such that
〈y′〉 ∼= Cpn and z ∈ 〈y
′〉. So Gv is a subgroup of 〈y
′〉 of order pn−ℓ, and hence 〈(y′)p
ℓ
〉 = Gv.
Since 〈x〉∩Gv = 1G, we have 〈x〉∩〈y
′〉 = 1G, and since 〈y
′〉 ∼= Cpn , we have G = 〈x〉 : 〈y
′〉. Then
y′ cyclically permutes the pℓ orbits of 〈x〉, and (y′)p
ℓ
∈ Gv, implying that Γ is a metacirculant.
4 Smallest possible order and valency
The main result in this section is the following lemma, which asserts that for an odd prime p, if
a weak metacirculant of order pn that is a Cayley graph but not a weak metacirculant Cayley
graph exists, then it has order at least p4 and valency at least 2p+ 2. In the next two sections
we will see that both p4 and 2p+ 2 are attainable, as needed to establish the second statement
in Theorem 1.2.
Lemma 4.1 Let p be an odd prime. Let Γ be a weak metacirculant of order pn for some integer
n ≥ 1. If Γ has valency less than 2p+2 or n is at most 3, then Γ must be a weak metacirculant
Cayley graph.
Proof. By Lemma 3.5, Aut(Γ) has a metacyclic p-subgroup G which is transitive on V (Γ). If
G is regular on V (Γ), then obviously Γ is a weak metacirculant Cayley graph. In what follows
we assume that G is not regular on V (Γ). Then G is non-abelian, and by Lemma 3.5, Z(G) is
cyclic. Since Γ has odd order pn, its valency must be even. We are going to show that Γ is a
circulant if it has valency less than 2p+ 2 or 1 ≤ n ≤ 3.
If Γ has valency less than 2p, then by [6, Lemma 2.4], G is regular, which contradicts our
assumption. Suppose that Γ has valency 2p. Since G is a metacyclic p-group with p > 2, we
have Ω1(G) ∼= Cp × Cp by Lemma 3.2. Since G is not regular on V (Γ), we have Gv > 1 for
v ∈ V (Γ), and so Gv ∩Ω1(G) > 1G. Consider the quotient graph ΓΩ1(G) of Γ relative to Ω1(G).
Each orbit of Ω1(G) has length p, and the subgraph of Γ induced by any two adjacent orbits of
Ω1(G) is isomorphic to Kp,p. So ΓΩ1(G)
∼= Cpℓ for some integer ℓ ≥ 1. Therefore, Γ
∼= Cpℓ ◦pK1,
which is a circulant.
Suppose that 1 ≤ n ≤ 3. Since G is metacyclic, we may assume that G = 〈σ, τ〉 with 〈σ〉EG.
Recall that G is transitive but not regular on V (Γ) and G is non-abelian. Since 〈σ〉EG, 〈σ〉 is
semiregular on V (Γ). In the following we will prove that 〈σ〉 is transitive on V (Γ). Once this
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is achieved, it then follows that 〈σ〉 is regular on V (Γ) and so Γ is a Cayley graph of 〈σ〉, as
required.
Suppose to the contrary that 〈σ〉 is intransitive on V (Γ). Since n ≤ 3, we have 〈σ〉 ∼= Cp
or Cp2 . If 〈σ〉 ∼= Cp, then it is in the center of G, and so G is abelian, a contradiction. Thus
〈σ〉 ∼= Cp2 . So n = 3 and τ induces an automorphism of 〈σ〉 of order p. It follows that σ
τ = σkp+1
for some integer 1 ≤ k ≤ p − 1. This implies that G′ = 〈σp〉 ∼= Zp. Since G is a 2-generator
group, by elementary p-group theory (see, for example, [3, Lemma 65.2]), G is an inner abelian
p-group and therefore Φ(G) = Z(G). (A group is inner abelian if it is non-abelian but all its
proper subgroups are abelian.) Moreover, by [14] or [3, Lemma 65.1], we may assume that
G = 〈σ, τ | σp
2
= τp
s
= 1G, σ
τ = σp+1〉(s ≥ 1).
Take v ∈ V (Γ). Since Φ(G) = Z(G), we have Gv ∩Φ(G) = 1G. Since G is not regular on V (Γ),
we have Gv 6= 1G. Take 1G 6= x ∈ Gv. Then x /∈ Φ(G). Since x
p ∈ Φ(G), we have xp = 1G.
Since x /∈ Φ(G) = Z(G), x commutes with at most one of σ and τ . If xσ 6= σx, then G = 〈σ, x〉
because G is inner-abelian and so |G| = p3. However, this is impossible as G is not regular on
V (Γ). If xσ = σx, then xτ 6= τx and so G = 〈τ, x〉. We may write x = σiτ j for some integers
i, j. Then i ∈ Z∗
p2
as G = 〈τ, x〉 = 〈τ, σiτ j〉. Since p > 2, by Lemma 3.3, G is p-abelian, and
hence (σiτ j)p = σpiτpj. It then follows that 1G = x
p = σpiτpj. Thus, σpi = 1G, but this is a
contradiction as σ has order p2.
5 Multilayer generalized Petersen graphs
In this section we introduce a construction that can be viewed as a generalization of generalized
Petersen graphs. In the next section, we will see that in a special case this construction gives rise
to an infinite family of weak metacirculants of odd prime power order which are Cayley graphs
but not weak metacirculant Cayley graphs, as needed to establish Theorem 1.2. Introduced in
[17], generalized Petersen graphs are well studied, and they have been generalized in several
ways in recent years (see, for example, [5, 15]). Our generalization is different from the existing
ones.
Let n ≥ 3 and 1 ≤ t < n/2. The generalized Petersen graph P(n, t) is the graph with vertex
set {xi, yi | i ∈ Zn} and edge set the union of the out edges {{xi, xi+1} | i ∈ Zn}, the inner
edges {{yi, yi+t} | i ∈ Zn} and the spokes {{xi, yi} | i ∈ Zn}. It is evident that P(n, t) has an
automorphism α = (x0 x1 x2 . . . xn−1)(y0 y1 y2 . . . yn−1) and that H = 〈α〉 is semiregular on
the vertex set of P(n, t) with two orbits, namely X = {xi | i ∈ Zn} and Y = {yi | i ∈ Zn}. The
subgraph of P(n, t) induced by X is an n-cycle while the subgraph of P(n, t) induced by Y is
the union of some vertex-disjoint cycles.
We now generalize generalized Petersen graphs in such a way that the cyclic semiregular
subgroup H has m ≥ 2 orbits on the vertex set and that the subgraph induced on each orbit of
H is a lexicographic product of the union of some cycles of equal length and an empty graph.
Definition 5.1 Let m,n, s and t be positive integers such that m ≥ 3, n ≥ 2, s | m, 1 ≤ t < m2
and (t,m) = 1. Let H = 〈h〉 ∼= Cm. For each i ∈ Zn, let
Vi = {(h
j , i) | j ∈ Zm},
Ei = {{(h
j , i), (hj+ks+t
i
, i)}, {(hj , i), (hj−ks−t
i
, i)} | k ∈ Zm
s
, j ∈ Zm},
Ei,i+1 = {{(h
j , i), (hj , i+ 1)} | j ∈ Zm},
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where the subscripts are modulo n. Define the graph Γ = MPm,n,s,t by
V (Γ) = ∪n−1i=0 Vi, E(Γ) = ∪
n−1
i=0 (Ei ∪Ei,i+1),
with subscripts modulo n, and call it the multilayer generalized Petersen graph with parameters
(m,n, s, t).
It can be verified that MPm,2,m,t is exactly the generalized Petersen graph P(m, t).
For each g ∈ H, define the permutation R(g) on the vertices of Γ = MPm,n,s,t by
(hj , i)R(g) = (hjg, i), for i ∈ Zn, j ∈ Zm.
Let R(H) = {R(g) | g ∈ H}. A simple computation shows that R(H) is a semiregular subgroup
of Aut(Γ) isomorphic to H whose orbits on V (Γ) are Vi, i ∈ Zn. Denote by Γ[Vi] the subgraph
of Γ induced by Vi for i ∈ Zn. Then for each i ∈ Zn the edges between Vi and Vi+1 form a
perfect matching, the subgraph Γ[V0] is isomorphic to the lexicographic product Cs ◦
m
s
K1, and
for i ∈ Zn \ {0} the subgraph Γ[Vi] is isomorphic to the lexicographic product of the union of
some ℓ-cycles and m
s
K1, where ℓ | s. Hence if n > 2, then Γ has valency 2
(
m
s
+ 1
)
, while if
n = 2, then it has valency 2m
s
+ 1.
Lemma 5.2 Let Γ = MPm,n,s,t. If m/s > 1, then each Vi is a block of imprimitivity of Aut(Γ)
on V (Γ).
Proof. Since t ∈ Z∗m by Definition 5.1, for each i ∈ Zn, Γ[Vi] ∼= Cs ◦
m
s
K1. It suffices to prove
that V0 is a block of imprimitivity of Aut(Γ) on V (Γ). Suppose that V
g
0 ∩ V0 6= ∅ for some
g ∈ Aut(Γ). Take v0 = u
g
0 ∈ V
g
0 ∩ V0. Suppose that v0 has a neighbour, say x
g
0 in V
g
0 but not in
V0. Since the edges between Vi and Vi+1 are independent for any i ∈ Zn, v0 is the only neighbour
of xg0 in V0.
Since Γ[V0] ∼= Cs ◦
m
s
K1, we may assume that all the vertices in {u0, u1, . . . , um
s
−1} have the
same neighbourhood in Γ[V0]. This implies that all vertices in the set U = {v0 = u
g
0, u
g
1, . . . , u
g
m
s
−1}
have the same neighbourhood in Γ[V g0 ]. In particular, x
g
0 is adjacent to each vertex in U . Since
v0 is the only neighbour of x
g
0 in V0, we have U ∩ V0 = {v0}. Note that v0 has only two neigh-
bours outside of V0, and Γ has valency 2
(
m
s
+ 1
)
. Hence |Γ(v0) ∩ V0 ∩ V
g
0 | ≥ 2
(
m
s
− 1
)
≥ 2 as
m
s
≥ 2. Observe that each vertex in U is adjacent to all vertices in Γ(v0) ∩ V0 ∩ V
g
0 . However,
since ug1 /∈ V0, u
g
1 has at most one neighbour in V0, which is a contradiction. Thus all neighbours
of v0 in V
g
0 are contained in V0. By the arbitrariness of v0, we have V
g
0 ⊆ V0 and so V
g
0 = V0,
completing the proof.
6 Proof of Theorem 1.2
The purpose of this section is to prove the following result, which together with Lemma 4.1
implies Theorem 1.2.
Theorem 6.1 Let p be an odd prime, m and n be integers with m ≥ n + 2 ≥ 3, and λ be an
element of Z∗pm with order p
n+1. Then MPpm,pn,pm−1,λ is a weak metacirculant which is a Cayley
graph but not a weak metacirculant Cayley graph.
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In the rest of this section, we always let p,m, n and λ be as in Theorem 6.1, and H = 〈h〉 ∼=
Cm be as in Definition 5.1. By Definition 5.1, MPpm,pn,pm−1,λ has vertex set ∪
pn−1
i=0 Vi and edge
set ∪p
n−1
i=0 (Ei ∪ Ei,i+1), reading the subscripts modulo p
n, where
Vi = {(h
j , i) | j ∈ Zpm},
Ei = {{(h
j , i), (hj+kp
m−1+λi , i)}, {(hj , i), (hj−kp
m−1−λi , i)} | k ∈ Zp, j ∈ Zpm},
Ei,i+1 = {{(h
j , i), (hj , i+ 1)} | j ∈ Zpm}.
The proof of Theorem 6.1 consists of the following three lemmas.
Lemma 6.2 The graph MPpm,pn,pm−1,λ is a metacirculant. Moreover, Aut(MPpm,pn,pm−1,λ) is
transitive on the set of those arcs of MPpm,pn,pm−1,λ whose underlying edges are in ∪
pn−1
i=0 Ei.
Proof. Denote Γ = MPpm,pn,pm−1,λ. Recall that for g ∈ H, R(g) is the permutation on the
vertices of Γ defined by:
(hj , i)R(g) = (hjg, i), for i ∈ Zpn , j ∈ Zpm.
Recall also that R(H) = {R(g) | g ∈ H} is a semiregular subgroup of Aut(Γ) isomorphic to H
whose orbits on V (Γ) are Vi, i ∈ Zpn .
Let α be the automorphism of H such that hα = hλ. Define a permutation σα on the vertices
of Γ by
(hj , i)σα = ((hj)α, i+ 1), for i ∈ Zpn , j ∈ Zpn .
For each i ∈ Zpn , it is easy to see that E
σα
i,i+1 = Ei+1,i+2. Furthermore,
{(hj , i), (hj+kp
m−1+λi , i)}σα = {(hjλ, i+ 1), (hjλ+kλp
m−1+λi+1 , i+ 1)} ∈ Ei+1,
{(hj , i), (hj−kp
m−1−λi , i)}σα = {(hjλ, i+ 1), (hjλ−kλp
m−1−λi+1 , i+ 1)} ∈ Ei+1,
and so Eσαi = Ei+1 for each i ∈ Zpn . This implies that σα preserves the adjacency relation of Γ,
and so σα ∈ Aut(Γ).
For any (hj , i) ∈ V (Γ), we have (hj , i)R(h)σα = (h(j+1)λ, i + 1) = (hj , i)σαR(h
λ). It follows
that R(h)σα = R(hλ) = R(h)λ, and so 〈R(h), σα〉 is metacyclic. Clearly, 〈R(h), σα〉 is transitive
on V (Γ), and ((1, 0), (1, 1), . . . , (1, pn − 1)) is a cycle of σα (as a permutation on V (Γ)). So Γ is
a metacirculant.
To show the second statement, we first observe that Aut(Γ) preserves the edges in ∪p
n−1
i=0 Ei.
The subgraph of Γ induced by V0 is Γ0 = (V0, E0). It can be verified that 〈R(h)〉 : 〈σ
pn
α 〉 ∼= Cpm :
Cp acts transitively on E0. Let β be the automorphism of H inverting every element of H. Let
σβ be a permutation of V (Γ) such that
(hj , i)σβ = ((hj)β , i), for i ∈ Zpn , j ∈ Zpn .
One can verify that σβ ∈ Aut(Γ) and σβ fixes each Vi setwise. Furthermore, R(h
−1)σβ takes the
arc ((1, 0), (h, 0)) to its inverse arc ((h, 0), (1, 0)). This implies that 〈R(h), σp
n
α , σβ〉 is transitive
on the set of arcs of Γ0. Since σα cyclically permutes Vi’s, it follows that Aut(Γ) is transitive on
those arcs of Γ whose underlying edges are in ∪p
n−1
i=0 Ei.
Let
G = 〈x, y, z | xp
m−1
= yp
n
= zp = 1, y−1xy = xλ, [z, x] = [z, y] = 1〉.
It is easily seen that 〈xp
m−2
, yp
n−1
, z〉 ∼= C3p , and so G is a non-metacyclic group.
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Lemma 6.3 MPpm,pn,pm−1,λ ∼= Cay(G, S ∪ S
−1), where
S = {x, xz, xz2, . . . , xz(p−1), y}.
Proof. Denote Γ = MPpm,pn,pm−1,λ and Σ
′ = Cay(G, S ∪ S−1). Define
f : yixjzk 7→ (hkp
m−1+j, i), for i ∈ Zpn , j ∈ Zpm−1 , k ∈ Zp.
It can be verified that f is a bijection from V (Σ′) to V (Γ). The neighbourhood of yixjzk in Σ′
is
{yixj±λ
i
zk±l | l ∈ Zp} ∪ {y
i+1xjzk, yi−1xjzk}.
The image of this set under f is
{(hkp
m−1+j±(lpm−1+λi), i) | l ∈ Zp} ∪ {(h
kpm−1+j, i+ 1), (hkp
m−1+j , i− 1)},
which is exactly the neighbourhood of f(yixjzk) = (hkp
m−1+j , i) in Γ. Therefore, f is an iso-
morphism from Σ′ to Γ.
Lemma 6.4 The graph MPpm,pn,pm−1,λ is not a weak metacirculant Cayley graph.
Proof. Denote Γ = MPpm,pn,pm−1,λ and A = Aut(Γ). We first prove the following claim.
Claim. For any i ∈ Zpn and j ∈ Zpm, if j 6≡ 0 (mod pm−1), then the distance between (1, i)
and (hj , i) in Γ[Vi] is min{t, p
m−1 − t}, where tλi ≡ j (mod pm−1) and 0 ≤ t ≤ pm−1 − 1.
Given i ∈ Zpn and 0 ≤ ℓ ≤ pm−1 − 1, let
Viℓ = {(h
kpm−1+ℓ, i) | k ∈ Zp}.
Then
B = {Viℓ | 0 ≤ ℓ ≤ p
m−1 − 1}
is a partition of Vi. Moreover, each Viℓ is an independent set of Γ, and the subgraph of Γ induced
by Viℓ ∪ Vi(ℓ+λi) is isomorphic to Kp,p. Since Γ[Vi] ∼= Cpm−1 ◦ pK1, the quotient graph Y of Γ[Vi]
relative to B is a cycle of length pm−1.
For any j ∈ Zpm, if j 6≡ 0 (mod pm−1), then there exists 1 ≤ ℓ ≤ pm−1 − 1 such that
j ≡ ℓ (mod pm−1), and moreover, there exists 0 ≤ t ≤ pm−1 − 1 such that tλi ≡ ℓ (mod pm−1).
The distance d between (1, i) and (hj , i) in Γ[Vi] is just the distance between Vi0 and Viℓ = Vi(tλi)
in the quotient graph Y . It follows that d = min{t, pm−1−t}, completing the proof of the Claim.
By Lemma 5.2, for each i ∈ Zpn , Vi is a block of imprimitivity of A on V (Γ). It follows that
∪p
n−1
i=0 Γ[Vi] is a 2p-factor of Γ which is invariant under the action of A. So A preserves the set
F = ∪p
n−1
i=0 Ei.
Let Γ′ = Γ− F . Then A ≤ Aut(Γ′), and for each j ∈ Zpm, Γ[Bj] is a subgraph of Γ′ isomorphic
to Cpn , where
Bj = {(h
j , 0), (hj , 1), (hj , 2), . . . , (hj , pn − 1)}.
So Γ′ ∼= pmCpn is the union of pm vertex-disjoint cycles of length pn.
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Suppose that Γ is a Cayley graph of a metacyclic p-group G. Say, Γ ∼= Λ = Cay(G,S)
for an inverse-closed subset S of G \ {1G} that generates G. Recall that Γ
′ ∼= pmCpn is a 2-
factor of Γ invariant under A, Γ − E(Γ′) ∼= pn(Cpm−1 ◦ pK1), and for any two components of
Γ−E(Γ′), either there is no edge connecting them in Γ or the edges between them form a perfect
matching. Since Γ ∼= Λ, Λ also has a 2-factor Λ′ ∼= pmCpn invariant under Aut(Λ) such that
Λ−E(Λ′) ∼= pn(Cpm−1 ◦ pK1) and for any two components of Λ−E(Λ
′), either there is no edge
connecting them in Λ or the edges between them form a perfect matching. So there exists x ∈ S
such that {1G, x} is an edge of Λ
′. Since Aut(Λ) ≤ Aut(Λ′), {1G, x}
R(xℓ) = {xℓ, xℓ+1} ∈ E(Λ′) for
any 0 ≤ ℓ ≤ o(x), which implies that (1G, x, x
2, . . . , xo(x)−1) is cycle of Λ′. Since Λ′ ∼= pmCpn , we
have o(x) = pn. Clearly, x−1 ∈ S and Cay(G, {x, x−1}) ∼= pmCpn . Recall that G acts faithfully
on V (Λ) by right multiplication, and this action induces a regular subgroup R(G) of Aut(Λ),
which will be identified with G in the sequel. Let P be a Sylow p-subgroup of Aut(Λ) such
that G ≤ P . From the proof of Lemma 6.2, we see that G is a proper subgroup of P , and so
NP (G) > G. It follows that p | |Aut(G,S)|. Let β ∈ Aut(G,S) be of order p. Then β preserves
Cay(G, {x, x−1}) ∼= pmCpn, and so β must fix x. Consequently, p | |Aut(G,S − {x, x
−1})|, and
hence S = {x, x−1} ∪ {yβ
i
, (y−1)β
i
| i ∈ Zp} for some y ∈ S − {x, x−1}.
Since Λ − E(Λ′) ∼= pn(Cpm−1 ◦ pK1), we have Λ − E(Λ
′) = Cay(G,S − {x, x−1}). Let
T = 〈S − {x, x−1}〉. Then Cay(T, S − {x, x−1}) is a subgraph of Λ isomorphic to Cpm−1 ◦ pK1.
So T has order pm. Then G = ∪p
n−1
i=0 Tx
i. Recall that the pm edges of Λ between T and Tx are
independent. So the quotient graph of Λ relative to {Txi | i ∈ Zpn} is a cycle of length pn. Let
K be the kernel of G acting on {Txi | i ∈ Zpn}. Then G/K ≤ D2pn and so G/K ∼= Zpn as G
is a p-group. This implies that T = K. We claim that T is cyclic. Suppose on the contrary
that T is non-cyclic. Then G is non-cyclic. Since G is metacyclic and p > 2, by Lemma 3.2
the subgroup Ω1(G) of G generated by the elements of order p is an elementary abelian group
of order p2. Hence 〈x〉 ∩ Ω1(G) 6= 1G and Ω1(G) ≤ T . Consequently, T ∩ 〈x〉 6= 1G. Note that
〈x〉 acts transitively on the pn components of Cay(G,S − {x, x−1}), and T is the stabilizer of
the block T in G. Hence G = T 〈x〉. Since |T | = pm and o(x) = pn, from |G| = pm+n it follows
that 〈x〉 ∩ T = 1G, a contradiction. Thus, T is a normal cyclic subgroup of G of order p
m, and
moreover, G = T : 〈x〉. Therefore, T = 〈y〉 and S − {x, x−1} = {ykp
m−1+1, y−kp
m−1−1 | k ∈ Zp}.
Assume that yx = yλ
′
for some λ′ ∈ Z∗pm . Since x has order p
n, λ′ has order at most pn.
Recall that the edges of Λ between T and Tx−1 form a perfect matching. Note that 1G ∼ x
−1
and y ∼ x−1y. Since x−1yx = yλ
′
, we have x−1y = yλ
′
x−1. We now consider the distance
d′ between x−1 and x−1y = yλ
′
x−1 in the subgraph induced by Tx−1. Indeed, d′ is just the
distance between 1G and y
λ′ in the subgraph induced by T . Observe that the subgraph induced
by T is the Cayley graph
Cay(T, {ykp
m−1+1, y−kp
m−1−1 | k ∈ Zp}),
which is isomorphic to Cpm−1 ◦ pK1. Let B = 〈y
pm−1〉. Then
T = ∪p
m−1−1
ℓ=0 By
ℓ.
It is clear that each coset Byℓ is an independent set of Λ[T ], and the subgraph of Λ induced
by Byℓ ∪ Byℓ+1 is isomorphic to Kp,p. Note that By
λ′ = Byt, where λ′ ≡ t′ (mod pm−1) and
1 ≤ t′ ≤ pm−1 − 1. Hence d′ = min{t′, pm−1 − t′}.
Suppose that f is an isomorphism from Λ to Γ. Since Γ is vertex-transitive, we may assume
that f maps 1G to (1, 0). By Lemma 6.2, the arcs in Γ[V0] are equivalent under A. So we may
further assume that f takes the arc (1G, y) of Λ to the arc ((1, 0), (h, 0)) of Γ. Clearly, f maps
Tx−1 to V1 or Vpn−1.
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If f maps Tx−1 to V1, then since the edges between T and Tx form a perfect matching,
f maps x−1 and x−1y (= yλ
′
x−1) to (1, 1) and (h, 1), respectively. By the Claim above, the
distance between (1, 1) and (h, 1) in Γ[V1] is min{t, p
m−1−t}, where tλ ≡ 1 (mod pm−1) and 1 ≤
t ≤ pm−1−1. Hence min{t′, pm−1− t′} = min{t, pm−1− t}. It follows that λ−1 ≡ λ′ (mod pm−1)
because λ and λ′ have odd orders, where λ−1 is the inverse of λ in Z∗n. Consequently, λ
−1 =
kpm−1 + λ′ for some k ∈ Zpm. Hence λ−p ≡ (λ′)p (mod pm). This implies that the order of
λ−1 ∈ Z∗pm is at most p
n, a contradiction.
Similarly, if f maps Tx−1 to Vpn−1, then f maps x
−1 and x−1y (= yλ
′
x−1) to (1, pn − 1)
and (h, pn − 1), respectively. Again by the Claim, the distance between (1, 1) and (h, pn − 1) is
min{t, pm−1−t}, where tλp
n−1 ≡ 1 (mod pm−1) and 1 ≤ t ≤ pm−1−1. Hence min{t′, pm−1−t′} =
min{t, pm−1 − t}. It follows that λ1−p
n
≡ λ′ (mod pm−1) because λ and λ′ have odd orders.
Consequently, λ1−p
n
= kpm−1 + λ′ for some k ∈ Zpm . Hence (λ1−p
n
)p ≡ (λ′)p (mod pm). This
implies that the order of λ1−p
n
∈ Z∗pm is at most p
n. However, λ1−p
n
and λ have the same order
which is assumed to be pn+1, a contradiction.
So far we have proved Theorem 6.1. As mentioned earlier, Theorem 1.2 follows from Theorem
6.1 and Lemma 4.1.
7 Proof of Theorem 1.3
Let p be an odd prime and Γ a connected metacirculant graph of order p4 and valency 2p + 2.
By Theorem 1.1, Γ has a split metacyclic vertex-transitive group of automorphisms, say G. We
may further assume that G is a p-group. If Z(G) is non-cyclic, then G is regular on V (Γ) by
Lemma 3.5, and so Γ is a metacirculant Cayley graph. If G is abelian, then again G is regular
on V (Γ) and Γ is a metacirculant Cayley graph.
In what follows, we assume that Z(G) is cyclic and G is non-abelian. From the proof of
Theorem 1.1, we may assume that G = 〈x〉 : 〈y〉 ∼= Cpm : Cpn for some m ≥ n and Gv ≤ 〈y〉
for some v ∈ V (Γ). Since Gv is core-free in G, every non-identity element of 〈y〉 induces a
non-trivial automorphism of 〈x〉 by conjugation. Since Aut(Cpm) ∼= Cpm−1 : Cp−1, it follows
that n ≤ m− 1. Since 〈x〉EG, the transitivity of G on V (Γ) implies that 〈x〉 acts semiregularly
on V (Γ). Since |V (Γ)| = p4, we have m ≤ 4 and m+n ≥ 4. If m = 4, then 〈x〉 acts regularly on
V (Γ) and so Γ is a metacirculant Cayley graph. If m < 4 and m+ n = 4, then G acts regularly
on V (Γ) and hence Γ is a metacirculant Cayley graph.
Assume m < 4 < m + n. Then the only possibility is (m,n) = (3, 2), which implies that
Gv = 〈y
p〉 ∼= Cp and y
−1xy = xkp+1 for some k ∈ Z∗p. Consequently, G
′ = 〈xp〉 (∼= Cp2). Since
G = 〈x〉 : 〈y〉 ∼= Cp3 : Cp2 and p > 2, from Lemma 3.2 it follows that Ω1(G) = 〈x
p2〉 × 〈yp〉 ∼=
Cp × Cp. By the N/C theorem, we have G/CG(Ω1(G)) ≤ Aut(Ω1(G)) ∼= GL(2, p). Since
|GL(2,p)| = (p2− p)(p2− 1) and G is a p-group, we have G/CG(Ω1(G)) = 1 or G/CG(Ω1(G)) ∼=
Cp. The former cannot happen, for otherwise Ω1(G) is contained in Z(G) and hence Gv E G,
a contradiction. So G/CG(Ω1(G)) ∼= Cp. Since Gv ≤ Ω1(G), CG(Ω1(G)) ≤ CG(Gv) ≤ NG(Gv)
and hence CG(Ω1(G)) = CG(Gv) = NG(Gv) as Gv is non-normal in G.
By Proposition 2.1, Γ is isomorphic to the coset graph Γ′ = Cos(G,Gv , GvSGv), where S
consists of the elements of G each of which maps v to one of its neighbours. We will simply
identify Γ with Γ′ in the remainder of the proof. Since Γ is connected, we have G = 〈GvSGv〉,
which implies that there exists d ∈ S \ CG(Gv). Then d = x
iyj for some i ∈ Z∗
p3
and j ∈ Zp2 ,
and furthermore, Gdv 6= Gv and so G
d
v ∩Gv = 1G as Gv
∼= Cp. Consequently, |GvdGv |/|Gv | = p.
If d−1 ∈ GvdGv , then the subgraph Cos(〈GvdGv〉, Gv , GvdGv) of Γ would have odd order and
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odd valency p, but this cannot happen. Thus d−1 /∈ GvdGv and |Gv{d, d
−1}Gv|/|Gv | = 2p by
Lemma 2.2. We may assume that D = Gv{d, d
−1}Gv ∪ Gv{c, c
−1}Gv for some c ∈ G. Since Γ
has valency 2p + 2, we have |Gv{c, c
−1}Gv |/|Gv | = 2. It follows that c normalizes Gv and so
c ∈ NG(Gv) = CG(Gv).
Let M = 〈d,Gv〉. As d /∈ CG(Gv) = 〈x
p〉 : 〈y〉, o(d) = p3 and so 〈dp
2
〉 = 〈xp
2
〉. It follows
that Ω1(G) ≤M and M/Ω1(G) = 〈dΩ1(G)〉 ∼= Cp2 . Consequently, |M | = p
4 and so M EG.
Let Σ = Cos(M,Gv , Gv{d, d
−1}Gv). Then Σ has order p
3 and valency 2p, and M is a
vertex- and edge-transitive group of automorphisms of Γ1 (see Lemma 2.2). Recall that Ω1(G) =
〈dp
2
〉 ×Gv ∼= Cp ×Cp. The quotient graph ΣΩ1(G) of Σ relative to Ω1(G) has p
2 vertices, Ω1(G)
is the kernel of M acting on V (ΣΩ1(G)), and M/Ω1(G) is edge-transitive on ΣΩ1(G). Since
Gv ≤ Ω1(G), the subgraph induced by some pair of adjacent orbits of Ω1(G) is isomorphic
to Kp,p. Since M/Ω1(G) is edge-transitive on ΣΩ1(G), it follows that the subgraph induced
by any two adjacent orbits of Ω1(G) is isomorphic to Kp,p. Consequently, ΣΩ1(G)
∼= Cp2 and
Σ ∼= Cp2 ◦ pK1. Since G acts transitively on V (Γ), this implies that the subgraph of Γ induced
by each orbit of M is isomorphic to Cp2 ◦ pK1.
Consider the quotient graph ΓM of Γ relative to M . Since M E G and the subgraph of Γ
induced by each orbit of M is isomorphic to Cp2 ◦ pK1, we have ΓM ∼= Cp. So we may assume
V (ΓM ) = {Bi | i ∈ Zp} such that Bi ∼ Bi+1 for i ∈ Zp. Then Γ[Bi ∪ Bi+1] ∼= p3K2 for each
i ∈ Zp. By a similar argument as in the proof of Lemma 5.2, one can show that V (ΓM ) is a
system of blocks of imprimitivity of Aut(Γ).
Assume that cp /∈ Gv. Since c ∈ CG(Ω1(G)) = NG(Gv) ∼= Cp2 : Cp2 , c has order p
2 and
so (Gv , Gvc, . . . , Gvc
p2−1) is a cycle of Γ of length p2. Furthermore, 〈cp〉 × Gv = Ω1(G), so
{Gv , Gvc
p, Gvc
2p, . . . , Gvc
(p−1)p} is an orbit of Ω1(G), and the vertices in this orbit have the
same neighbourhood in Γ1.
If Γ is not a Cayley graph, then case (b) in Theorem 1.3 holds. In the sequel we assume
that Γ is a Cayley graph of a group N , say Γ = Cay(N,S). Let K be the kernel of N acting
on V (ΓM ). Then N/K ∼= Cp. Recall that Γ[B0] ∼= Cp2 ◦ pK1. We call a subset of B0 a part
of B0 if it is maximal with respect to the property that all vertices in the set have the same
neighbourhood in Γ[B0]. Since Γ[B0] ∼= Cp2 ◦ pK1, B0 has p
2 parts, and each of them is a block
of imprimitivity of Aut(Γ[B0]) on B0. Let L be the kernel of K acting on the p
2 parts of Γ[B0].
Then K/L ∼= Cp2 and L ∼= Cp. This implies that K ∼= Cp3 or K ∼= Cp2 ×Cp. In the former case,
N is a metacyclic group, and so Γ is a metacirculant Cayley graph. Suppose K ∼= Cp2 × Cp in
what follows.
Since V (ΓM ) is a system of blocks of imprimitivity of Aut(Γ) on V (Γ), we have Aut(Γ) ≤
Aut(Γ∗), where Γ∗ is obtained from Γ by deleting the edges contained in each Γ[Bi]. Since
(Gv , Gvc, . . . , Gvc
p2−1) is a cycle of length p, we have Γ∗ ∼= p2Cp2 . Since Γ = Cay(N,S), we
may relabel the vertices of Γ by the elements of N . Then S contains an element g ∈ N \K such
that o(g) = p2 and (1N , g, g
2, . . . , gp
2−1) is a cycle of Γ corresponding to (Gv , Gvc, . . . , Gvc
p2−1).
Recall that {Gv, Gvc
p, Gvc
2p, . . . , Gvc
(p−1)p} is an orbit of Ω1(G) that is also a part of B0.
We can label this part by {1, gp, g2p, . . . , g(p−1)p}. Note that N acts on V (G) = N by right
multiplication. So 〈gp〉 fixes each of the p2 parts of B0. It then follows that K/〈g
p〉 ∼= Cp2 . So
we may assume that K = 〈gp〉 × 〈g1〉 ∼= Cp × Cp2 . Then N = 〈g〉〈g1〉, and N is metacyclic as
p > 2. (Note that, by [9, III, 11.5], if G = 〈a〉〈b〉 is a p-group with p > 2, then G is metacyclic.)
This implies that Γ is a metacirculant Cayley graph.
Now assume that cp ∈ Gv. Then c has order p
2. Assume that v ∈ B0. We may label the
vertices in B0 in the following way: v = (d
0, 0) and (di, 0) = vGvd
i
for i ∈ Zp3 . Note that Γ[B0] ∼=
Cp2 ◦ pK1 and Ω1(G) is the kernel of M acting on the p
2 parts of Cp2 ◦ pK1. As M = Gv〈d〉, we
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have (d0, 0)Ω1(G) = {(dkp
2
, 0) | k ∈ Zp}. Since v is adjacent to vd, (d0, 0) is adjacent to (d1, 0).
Hence (d0, 0) is adjacent to all vertices in (d1, 0)Ω1(G) = {(d1+kp
2
, 0) | k ∈ Zp}. Similarly, since v is
adjacent to vd
−1
, (d0, 0) is adjacent to all vertices in (d−1, 0)Ω1(G) = {(d−1−kp
2
, 0) | k ∈ Zp}. Now
the edge set of Γ[B0] is E0 = {{(d
i, 0), (di+1+kp
2
, 0)}, {(di , 0), (di−1−kp
2
, 0)} | i ∈ Zp3 , k ∈ Zp}.
Since c cyclically permutates the p orbits of M , we may assume that Bj = B
cj
0 for j ∈ Zp.
Since v is adjacent vc, (v, vc, vc
2
, . . . , vc
p−1
) is a cycle of length p. Without loss of generality
we may assume (d0, j) = vc
j
for j ∈ Zp and (di, j) = (d0, j)d
i
for i ∈ Zp3 . We now have
Bj = {(d
i, j) | i ∈ Zp3} for j ∈ Zp and (d
i, j) ∼ (di, j + 1) for i ∈ Zp3 , j ∈ Zp.
Since (d0, 0)c
j
= (d0, j), the set of neighbours of (d0, j) in Bj consists of the two orbits of
Ω1(G) containing (d, 0)
cj and (d−1, 0)c
j
respectively, namely,
((d0, 0)dc
j
)Ω1(G) ∪ ((d0, 0)d
−1cj)Ω1(G) = ((d0, 0)c
j
)c
−jdcjΩ1(G) ∪ ((d0, 0)c
j
)c
−jd−1cjΩ1(G). (1)
Since M/Ω1(G) is a normal cyclic subgroup of G/Ω1(G) of order p
2, we have c−1dcΩ1(G) =
dkp+1Ω1(G) for some k ∈ Zp. Since G′ 
 Ω1(G) (as G′ ∼= Cp2), we have k ∈ Z
∗
p. Set λ =
kp + 1. Then c−jdcjΩ1(G) = d
λjΩ1(G). It follows that the right-hand side of equation (1) is
{(dλ
j+1+kp2 , j), (d−λ
j−1−kp2 , j) | i ∈ Zp3 , k ∈ Zp}. So the edge set of Γ[Bj] is
Ej = {{(d
i, j), (di+λ
i+kp2 , j)}, {(di, j), (di−λ
i−kp2 , j)} | i ∈ Zp3 , k ∈ Zp}.
Now we can see that Γ ∼= MPp3,p2,p2,λ. Since λ = kp + 1, λ must be an element of Z
∗
p3
of order
p2. This completes the proof of Theorem 1.3.
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