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Closed characteristics on compact
convex hypersurfaces in R2n
By Yiming Long and Chaofeng Zhu*
Abstract
For any given compact C2 hypersurface Σ in R2n bounding a strictly con-
vex set with nonempty interior, in this paper an invariant ̺n(Σ) is defined and
satisfies ̺n(Σ) ≥ [n/2] + 1, where [a] denotes the greatest integer which is not
greater than a ∈ R. The following results are proved in this paper. There
always exist at least ̺n(Σ) geometrically distinct closed characteristics on Σ.
If all the geometrically distinct closed characteristics on Σ are nondegenerate,
then ̺n(Σ) ≥ n. If the total number of geometrically distinct closed charac-
teristics on Σ is finite, there exists at least an elliptic one among them, and
there exist at least ̺n(Σ) − 1 of them possessing irrational mean indices. If
this total number is at most 2̺n(Σ) − 2, there exist at least two elliptic ones
among them.
1. Introduction and main results
1.1. Main results. Let Σ be a C2-compact hypersurface in R2n bounding
a strictly convex compact set C with nonempty interior, where Σ has a non-
vanishing Gaussian curvature. In this paper we study closed characteristics
on such hypersurfaces. Without loss of generality, we may assume 0 ∈ C. We
denote the set of all such hypersurfaces in R2n by H(2n). For x ∈ Σ, let
NΣ(x) be the outward normal unit vector at x of Σ. We consider the dynamics
problem of finding τ > 0 and an absolutely continuous curve x: [0, τ ] → R2n
such that
(1.1)
{
x˙(t) = JNΣ(x(t)), x(t) ∈ Σ, for all t ∈ R,
x(τ) = x(0),
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where J =
(
0 −I
I 0
)
is the standard symplectic matrix on R2n. A solution
(τ, x) of the problem (1.1) is called a closed characteristic on Σ. Two closed
characteristics (τ, x) and (σ, y) are geometrically distinct, if x(R) 6= y(R). We
denote by J (Σ) and J˜ (Σ) the set of all closed characteristics (τ, x) on Σ with
τ being the minimal period of x and the set of all geometrically distinct ones
respectively. For (τ, x) ∈ J (Σ), we denote by [(τ, x)] the set of all elements in
J (Σ) which are geometrically the same as (τ, x). #A denotes the total number
of elements in a set A.
To cast the given energy problem (1.1) into a Hamiltonian version, we
follow §V.3 of I. Ekeland’s celebrated book [12]. Fix a Σ ∈ H(2n) bounding a
convex set C. Then the origin is in the interior of C. Let jC : R
2n → [0,+∞)
be the gauge function of C defined by
(1.2) jC(0) = 0 and jC(x) = inf
{
λ > 0 | x
λ
∈ C
}
for x 6= 0.
Fix a constant α satisfying 1 < α < 2 in this paper. As usual we define the
Hamiltonian function Hα : R
2n → [0,+∞) by
(1.3) Hα(x) = jC(x)
α, for all x ∈ R2n.
Then Hα ∈ C1(R2n,R) ∩ C2(R2n \ {0},R) is convex and Σ = H−1α (1). It is
well-known that the problem (1.1) is equivalent to the following given energy
problem of the Hamiltonian system
(1.4)
{
x˙(t) = JH ′α(x(t)), Hα(x(t)) = 1, for all t ∈ R.
x(τ) = x(0).
Denote by J (Σ, α) the set of all solutions (τ, x) of the problem (1.4) where τ
is the minimal period of x, and by J˜ (Σ, α) the set of all geometrically distinct
solutions of (1.4). Note that elements in J (Σ) and J (Σ, α) are one-to-one
correspondent to each other.
Let (τ, x) ∈ J (Σ, α). The fundamental solution γx : [0, τ ] → Sp(2n) with
γx(0) = I of the linearized Hamiltonian system
(1.5) y˙(t) = JH ′′α(x(t))y(t), for all t ∈ R,
is called the associated symplectic path of (τ, x). The eigenvalues of γx(τ) are
called Floquet multipliers of (τ, x). By Proposition I.6.13 of [12], the Floquet
multipliers with their multiplicity and Krein signs of (τ, x) ∈ J (Σ) do not
depend on the particular choice of the Hamiltonian function in (1.4). For any
M ∈ Sp(2n), we define the elliptic height e(M) of M to be the total algebraic
multiplicity of all eigenvalues of M on the unit circle U = {z ∈ C | |z| = 1} in
the complex planeC. SinceM is symplectic, e(M) is even, and 0 ≤ e(M) ≤ 2n.
As usual a (τ, x) ∈ J (Σ) is elliptic, if e(γx(τ)) = 2n. It is nondegenerate, if 1
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is a double Floquet multiplier of it. It is hyperbolic, if 1 is a double Floquet
multiplier of it, and e(γx(τ)) = 2. It is well-known that these concepts are
independent of the choice of α > 1.
The study on closed characteristics in the global sense started in 1978,
when the existence of at least one closed characteristic on any Σ ∈ H(2n) was
first established by P. Rabinowitz in [37] (for star-shaped hypersurfaces) and
A. Weinstein in [44] independently. In I. Ekeland and L. Lassoued’s [15], I.
Ekeland and H. Hofer’s [13] of 1987, and A. Szulkin’s [39] of 1988, #J˜ (Σ) ≥ 2
was proved for any Σ ∈ H(2n) when n ≥ 2.
In [11] of I. Ekeland in 1986 and [27] of Y. Long in 1998, for any Σ ∈ H(2n)
the existence of at least one nonhyperbolic closed characteristic on Σ was
proved provided #J˜ (Σ) < +∞. In a recent paper [31] of Y. Long, it was proved
that for any Σ ∈ H(4), if #J˜ (Σ) = 2, both of the two closed characteristics
must be elliptic.
Let N denote the set of natural numbers. Our following main results in
this paper generalize the above mentioned results.
Definition 1.1. For α ∈ (1, 2), we define a map ̺n:H(2n)→ N ∪ {+∞}
by
(1.6)
̺n(Σ) =


+∞ if #V(Σ, α)
= +∞,
min{[ i(x,1)+2S+(x)−ν(x,1)+n2 ] | [(τ, x)] ∈ V∞(Σ, α)}, if #V(Σ, α)
< +∞,
where (i(x, 1), ν(x, 1)) is the Maslov-type index of (τ, x) defined in §1.2, S+(x)
is the splitting number of (τ, x) given in Definition 1.3, and V(Σ, α) and
V∞(Σ, α) are given by Definition 1.4 below.
Note that when #J˜ (Σ) < +∞, the set V∞(Σ, α) is nonempty and finite.
By Lemma 5.1 below, ̺n(Σ) does not depend on the choice of α ∈ (1, 2) and
is a shape invariant, i.e., is independent of dilations of Σ.
Theorem 1.1. For every Σ ∈ H(2n),
(1.7) #J˜ (Σ) ≥ ̺n(Σ),
and
(1.8) ̺n(Σ) ≥ [n
2
] + 1,
where [a] = max{k ∈ Z | k ≤ a} for any a ∈ R.
Corollary 1.1. Fix Σ ∈ H(2n) and α ∈ (1, 2). Suppose every (τ, x) ∈
J (Σ, α) satisfies
(1.9) i(x, 1) + 2S+(x)− ν(x, 1) ≥ n.
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Then
(1.10) ̺n(Σ) ≥ n.
If every (τ, x) ∈ J (Σ) is nondegenerate, (1.9) holds. In particular,
(1.11) #J˜ (Σ) ≥ n.
Theorem 1.2. For any Σ ∈ H(2n) satisfying #J˜ (Σ) < +∞, there exists
at least one elliptic closed characteristic on Σ.
Theorem 1.3. For any Σ ∈ H(2n) satisfying #J˜ (Σ) < +∞, there exist
at least ̺n(Σ) − 1 ( ≥ [n2 ]) geometrically distinct closed characteristics on Σ
possessing irrational mean indices.
Theorem 1.4. Let Σ ∈ H(2n) with n ≥ 2. Suppose
(1.12) #J˜ (Σ) ≤ 2̺n(Σ)− 2 < +∞.
Then there exist at least two elliptic elements in J˜ (Σ). In particular, by (1.8)
there are at least two elliptic elements in J˜ (Σ) provided
(1.13) #J˜ (Σ) ≤ 2
[
n
2
]
.
The study of these problems can be traced back to pioneering works [22]
of A. Liapunov in 1892 and [21] of V. J. Horn in 1903. Other related sig-
nificant progress can be found in [43] of A. Weinstein, [36] of J. Moser, and
[3] of T. Bartsch for local results, in [12] of I. Ekeland, [8] of G. Dell’Antonio,
B. D’Onofrio, and I. Ekeland, and [20] of H. Hofer, K. Wysocki, and E. Zehnder
for global results, and in [14] of I. Ekeland and J.-M. Lasry, [1] of A. Ambrosetti
and G. Mancini, [17] of M. Girardi, [19] of H. Hofer, and [4] of H. Berestycki,
J.-M. Lasry, G. Mancini, B. Ruf for results under pinching conditions.
A typical example of Σ ∈ H(2n) is the ellipsoid En(r) defined as follows.
Let r = (r1, . . . , rn) with rk > 0 for 1 ≤ k ≤ n. Define
(1.14) En(r) =
{
x = (x1, . . . , xn) ∈ R2n | 1
2
n∑
k=1
|xk|2
r2k
= 1
}
.
If rj/rk is irrational whenever j 6= k, this En(r) is called a weakly nonresonant
ellipsoid. In this case there are precisely n geometrically distinct closed char-
acteristics on En(r), and all of them are elliptic and nondegenerate (cf. §I.7 of
[12]).
It was conjectured some time ago (cf. p.235 of [12]) that every Σ ∈ H(2n)
possesses always at least n geometrically distinct closed characteristics. By our
result, we suspect that the lower bound number [n2 ] + 1 found in Theorem 1.1
is the best one can hope for. We also suspect that for any Σ ∈ H(2n), if
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#J˜ (Σ) < +∞, every (τ, x) ∈ J (Σ) should be elliptic. This is true for H(4) in
view of Theorem 1.6 of [31] and the above Theorem 1.4, and a result [20] by H.
Hofer, K. Wysocki, and E. Zehnder which shows that #J˜ (Σ) < +∞ implies
#J˜ (Σ) = 2 when Σ ∈ H(4).
In the rest of this section, we introduce the quantities used in the above
theorems and describe our main ideas in their proofs. We use some ideas from
[12], [27], and [31].
1.2. Maslov -type index functions and splitting numbers. As usual, the
symplectic group Sp(2n) is defined by
Sp(2n) = {M ∈ GL(2n,R) |MT JM = J},
whose topology is the one induced from that of R4n
2
. We are interested in
paths in Sp(2n):
Pτ (2n) = {γ ∈ C([0, τ ],Sp(2n)) | γ(0) = I},
which is equipped with the topology induced from that of Sp(2n). The follow-
ing function is introduced in [28]:
Dω(M) = (−1)n−1ωn det(M − ωI), for all ω ∈ U, M ∈ Sp(2n).
It is proved in [28] that this function is real. Thus for any ω ∈ U we can define
Sp(2n)0ω = {M ∈ Sp(2n) |Dω(M) = 0}.
This gives a codimension-1 hypersurface in Sp(2n). For any M ∈ Sp(2n)0ω, we
define a co-orientation of Sp(2n)0ω at M by the positive direction
d
dtMe
tεJ |t=0
of the path MetεJ with 0 ≤ t ≤ 1 and ε > 0 sufficiently small. We also define
Sp(2n)∗ω = Sp(2n) \ Sp(2n)0ω,
P∗τ,ω(2n) = {γ ∈ Pτ (2n) | γ(τ) ∈ Sp(2n)∗ω},
P0τ,ω(2n) = Pτ (2n) \ P∗τ,ω(2n).
For any two continuous arcs ξ and η : [0, τ ] → Sp(2n) with ξ(τ) = η(0), we
define as usual:
η ∗ ξ(t) =
{
ξ(2t), if 0 ≤ t ≤ τ/2,
η(2t − τ), if τ/2 ≤ t ≤ τ.
Given any two 2mk × 2mk matrices of square block form Mk =
(
Ak Bk
Ck Dk
)
with k = 1, 2, as in [9], the ⋄-product ofM1 andM2 is defined by the following
2(m1 +m2)× 2(m1 +m2) matrix M1 ⋄M2:
M1 ⋄M2 =


A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2

 .
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Denote byM⋄k the k-fold ⋄-productM ⋄· · ·⋄M . Note that the ⋄-multiplication
is associative, and the ⋄-product of any two symplectic matrices is symplectic.
For any paths γj ∈ Pτ (2nj) with j = 0 and 1, define γ0 ⋄ γ1(t) = γ0(t) ⋄ γ1(t)
for all t ∈ [0, τ ].
We define a special path ξn ∈ Pτ (2n) by
(1.15) ξn(t) =
(
2− tτ 0
0 (2− tτ )−1
)⋄n
, for 0 ≤ t ≤ τ.
Definition 1.2. Let ω ∈ U. For any M ∈ Sp(2n),
(1.16) νω(M) = dimC kerC(M − ωI).
For any τ > 0 and γ ∈ Pτ (2n),
(1.17) νω(γ) = νω(γ(τ)).
If γ ∈ P∗τ,ω(2n),
(1.18) iω(γ) =
[
Sp(2n)0ω : γ ∗ ξn
]
,
where the right-hand side of (1.18) is the usual homotopy intersection number,
and the orientation of γ ∗ ξn is its positive time direction under homotopy
with fixed end points. If γ ∈ P0τ,ω(2n), we let F(γ) be the set of all open
neighborhoods of γ in Pτ (2n), and define
(1.19) iω(γ) = sup
U∈F(γ)
inf{iω(β) |β ∈ U ∩ P∗τ,ω(2n)}.
Then
(iω(γ), νω(γ)) ∈ Z× {0, 1, . . . , 2n},
is called the index function of γ at ω.
Note that the right-hand side of (1.19) is always finite by Proposition 4.5
and Corollary 4.6 of [26], as well as by Theorem 2.6 and Corollary 2.7 of [29].
For any symplectic path γ ∈ Pτ (2n) andm ∈ N, we define itsmth iteration
γm : [0,mτ ]→ Sp(2n) by
(1.20)
γm(t) = γ(t− jτ)γ(τ)j , for all jτ ≤ t ≤ (j + 1)τ, j = 0, 1, . . . ,m− 1.
We still denote the extended path on [0,+∞) by γ.
Fix a Σ ∈ H(2n) and a real number α ∈ (1, 2). For any (τ, x) ∈ J (Σ, α)
and m ∈ N, we define its mth iteration xm : R/(mτZ)→ R2n by
(1.21) xm(t) = x(t− jτ), for all jτ ≤ t ≤ (j + 1)τ, j = 0, 1, . . . ,m− 1.
We still denote by x its extension to [0,+∞).
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Definition 1.3. For any γ ∈ Pτ (2n),
(1.22) (i(γ,m), ν(γ,m)) = (i1(γ
m), ν1(γ
m)), for all m ∈ N.
The mean index iˆ(γ,m) per mτ for m ∈ N is defined by
(1.23) iˆ(γ,m) = lim
k→+∞
i(γ,mk)
k
.
For any M ∈ Sp(2n) and ω ∈ U, we define the splitting numbers S±M(ω) of M
at ω by
(1.24) S±M (ω) = lim
ε→0+
iω exp(±√−1ε)(γ)− iω(γ),
for any path γ ∈ Pτ (2n) satisfying γ(τ) =M .
For Σ ∈ H(2n) and α ∈ (1, 2), let (τ, x) ∈ J (Σ, α). We define
S+(x) = S+γx(τ)(1),(1.25)
(i(x,m), ν(x,m)) = (i(γx,m), ν(γx,m)),(1.26)
iˆ(x,m) = iˆ(γx,m),(1.27)
for all m ∈ N, where γx is the associated symplectic path of (τ, x).
As proved in [29], the mean index iˆ(γ,m) is always a finite real number,
and the splitting numbers topologically defined above are independent of the
choice of γ and a complete algebraic characterization of splitting numbers is
given by Theorem 4.11 of [29] (i.e., Theorem 6.6 below). Note that by (5.7)
of [29],
(1.28) miˆ(γ, 1) = iˆ(γ,m), for all m ∈N, γ ∈ Pτ (2n).
The above Maslov-type index theory (i1(γ), ν1(γ)) for γ ∈ Pτ (2n) was
defined by C. Conley and E. Zehnder in [7] of 1984 when n ≥ 2 and γ ∈
P∗τ,1(2n), by Y. Long and E. Zehnder in [33] of 1990 when n = 1 and γ ∈
P∗τ,1(2n), by Y. Long in [23] and C. Viterbo [41] in 1990 independently, when
γ ∈ P0τ,1(2n) is the fundamental solution of some linear Hamiltonian system
with continuous symmetric τ -periodic coefficients, and by Y. Long in [26] of
1997 for any γ ∈ P0τ,1(2n). The index function (iω(γ), νω(γ)) with ω ∈ U,
the Maslov-type mean index iˆ(γ,m), and the splitting numbers S±M(ω) were
defined by Y. Long in [29] of 1999.
1.3. Variational setting of the problem. Fix Σ ∈ H(2n) and α ∈ (1, 2) for
the rest of this section. To solve the given fixed energy problem (1.4) as in [12]
but with our J in (1.1) instead, we consider the following fixed period problem
with Hα defined by (1.3):
(1.29)
{
z˙(t) = JH ′α(z(t)), for all t ∈ R,
z(1) = z(0).
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Define
(1.30) E =
{
u ∈ L(α−1)/α(R/Z,R2n) |
∫ 1
0
udt = 0
}
.
The corresponding Clarke-Ekeland dual action functional f : E → R is defined
by
(1.31) f(u) =
∫ 1
0
{
1
2
(Ju,Πu) +H∗α(−Ju)
}
dt,
where Πu is defined by ddtΠu = u and
∫ 1
0 Πudt = 0, and the usual dual function
H∗α of Hα is defined by
(1.32) H∗α(x) = sup
y∈R2n
((x, y)−Hα(y)) .
Here (·, ·) denotes the standard inner product of R2n. Then f ∈ C2(E,R).
Suppose u ∈ E \ {0} is a critical point of f . By Chapter V of [12], there
exists ξu ∈ R2n such that zu(t) = Πu(t) + ξu is a 1-periodic solution of the
problem (1.29). Let h = Hα(zu(t)) and 1/m be the minimal period of zu for
some m ∈ N. Define
(1.33) xu(t) = h
−1/αzu(h(2−α)/αt) and τ =
1
m
h(α−2)/α.
Then xu(t) ∈ Σ for all t ∈ R and (τ, xu) ∈ J (Σ, α). Note that the period 1 of
zu corresponds to the periodmτ of the solution (mτ, x
m
u ) of (1.4) with minimal
period τ .
In [10] to [12], I. Ekeland defined his Morse-type index theory for the
functional f at its critical points u. The relationship between the Ekeland
index and the above Maslov-type index is given in the following lemmas.
Lemma 1.1 (cf. [6] for the nondegenerate case, Lemma 1.3 of [27] for
degenerate case, and Theorem 3.2 of [34] for a different proof). For u and zu
defined as above,
(1.34) i(zu, 1) = i
E
1 (u) + n and ν(zu, 1) = ν
E
1 (u).
Lemma 1.2 (cf. Lemma 1.4 of [27]). For zu, xu, τ and m defined as
above,
(1.35) i(xu,m) = i(zu, 1) and ν(xu,m) = ν(zu, 1).
On the other hand, every solution (τ, x) ∈ J (Σ, α) gives rise to a sequence
{zxm}m∈N of solutions of the given period-1 problem (1.29), and a sequence
{uxm}m∈N of critical points of f defined by
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zxm(t) = (mτ)
−1/(2−α)x(mτt),(1.36)
uxm(t) = (mτ)
(α−1)/(2−α)x˙(mτt).(1.37)
Thus, from the above discussion we obtain:
Corollary 1.2 (cf. Proof of Corollary 9.4 of [9] for a direct proof). For
any (τ, x) ∈ J (Σ, α),
(1.38) i(x, 1) ≥ n.
Following §V.3 of [12], we denote by ”ind” the Fadell-Rabinowitz S1-action
cohomology index theory for S1-invariant subsets of E defined in [12] (cf. [16]
of E. Fadell and P. Rabinowitz for the original definition and Appendix 2 of
this paper). For [f ]c ≡ {u ∈ E | f(u) ≤ c}, the following critical values of f
are defined
(1.39) ck = inf{c < 0 | ind([f ]c) ≥ k}, for all k ∈ N.
Based upon [40] and Proposition 2 on p. 443 of [13], the following important
result is given in Theorem V.3.4 of [12]:
Theorem 1.5. For any k ∈ N, there exists u ∈ E such that f ′(u) = 0,
f(u) = ck, and
iE1 (u) ≤ 2k − 2 ≤ iE1 (u) + νE1 (u)− 1.
By the Maslov-type index theory defined above, Theorem 1.5 and results of
Ekeland et al. contained in (V.3.21), (V.3.22), Proposition V.3.3, and Theorem
V.3.4 in the Section V.3 of [12] can be rephrased as follows in Theorem 1.6,
which forms one of the bases of our proof.
Theorem 1.6.
−∞ < c1 = inf
u∈E
f(u) ≤ c2 ≤ · · · ≤ ck ≤ ck+1 ≤ · · · < 0,(1.40)
ck → 0 as k → +∞,(1.41)
#J˜ (Σ) = +∞ if ck = ck+1 for some k ∈ N.(1.42)
For any given k ∈ N, there exists (τ, x) ∈ J (Σ, α) and m ∈ N such that for
uxm(t) = (mτ)
(α−1)/(2−α)x˙(mτt), 0 ≤ t ≤ 1,(1.43)
there hold
f ′(uxm) = 0, f(u
x
m) = ck,(1.44)
i(x,m) ≤ 2k − 2 + n ≤ i(x,m) + ν(x,m)− 1.(1.45)
Based upon (1.44) and (1.45), the following definitions are as introduced
in [27].
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Definition 1.4. For any Σ ∈ H(2n) and α ∈ (1, 2), (τ, x) ∈ J (Σ, α)
is (m,k)-variationally visible, if there exist some m and k ∈ N such that
(1.44) and (1.45) hold for uxm defined by (1.43). We call (τ, x) ∈ J (Σ, α)
infinite variationally visible, if there exist infinitely many (m,k) such that
(τ, x) is (m,k)-variationally visible. We denote by V(Σ, α) (or V∞(Σ, α)) the
subset of J˜ (Σ, α) in which a representative (τ, x) ∈ J (Σ, α) of each [(τ, x)] is
variationally visible (or infinite variationally visible).
1.4. Main new ideas and sketch of proofs. We explain our ideas in the
proof of Theorem 1.1 first. As in [27], we define the mth index interval of
(τ, x) ∈ J (Σ, α) by the closed interval
(1.46) Im(τ, x) = [i(x,m), i(x,m) + ν(x,m)− 1].
We call the set
(1.47) I(τ, x) =
⋃
m≥1
Im(τ, x),
the index cover set of (τ, x). In Theorem 2.3 below, the following new iteration
inequality of the Maslov-type index theory is proved for any (τ, x) ∈ J (Σ, α):
i(x,m+ 1)− i(x,m)− ν(x,m) ≥ i(x, 1) − e(γx(τ))
2
+ 1(1.48)
≥ i(x, 1) − n+ 1, for all m ∈ N.(1.49)
Here we should point out that (1.48) and (1.49) always hold without the con-
vexity condition on Σ if we delete the 1 from the right-hand sides of these
two inequalities. To get the sharper estimate with 1, we used the convexity
condition via the following splitting lemma.
Lemma 1.3 (Lemma 3.2 of [27]). Fix Σ ∈ H(2n) and α ∈ (1, 2). For any
(τ, x) ∈ J (Σ, α), there exist P ∈ Sp(2n) and M ∈ Sp(2n − 2) such that
(1.50) γx(τ) = P
−1(N1(1, 1) ⋄M)P,
where N1(1, 1) =
(
1 1
0 1
)
.
The inequality (1.49) specially implies that all index intervals of (τ, x) are
mutually disjoint, and introduces a way to estimate the ellipticity of (τ, x) in
terms of its iterated Maslov-type indices for some m ∈ N. Note that because
the system (1.4) is autonomous, we always have
(1.51) ν(x,m) ≥ ν(x, 1) ≥ 1.
Together with Corollary 1.2 and (1.49), we then obtain
(1.52) iˆ(x, 1) ≥ 2, for all (τ, x) ∈ J (Σ, α).
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Now (1.45) can be restated as
(1.53) 2N− 2 + n ⊂
⋃
[(τ,x)]∈J˜ (Σ,α)
I(τ, x).
We call integers in the sequence 2N− 2 + n effective integers.
Now in the following we suppose
(1.54) #J˜ (Σ) < +∞.
Then by (1.42) no equality in (1.40) can hold, i.e., we must have
(1.55) −∞ < c1 < c2 < · · · < ck < ck+1 < · · · < 0.
Here we have used the multiplicity method of Fadell-Rabinowitz S1-index the-
ory (cf. [16]) via Theorem V.3.4 of [12]. Note that here each ck corresponds
uniquely to an effective integer 2k − 2 + n. We observe that in this case there
is a one-to-one correspondence between the effective integers and index inter-
vals of all closed characteristics [(τ, x)] in V∞(Σ, α). In other words, under the
condition (1.54), an injective map p : N → V∞(Σ, α) ×N can be defined by
(1.44), (1.45), and (1.55). We refer to Section 3 below for the precise definition
of the map p.
From our observations on the weakly nonresonant ellipsoid as well as the
study on the case of H(4) in [31], we noticed that in order to maximize the
effect of the Fadell-Rabinowitz S1-index theory, instead of the index interval
Im(τ, x), we should consider the largest open interval which contains Im(τ, x),
possesses no part of any other index interval of (τ, x), and still can be used as
the target of the map p. This leads to our introduction of the index jump of
(τ, x).
Definition 1.5. For Σ ∈ H(2n) and α ∈ (1, 2), we define the mth index
jump Gm(τ, x) of (τ, x) ∈ J (Σ, α) to be the open interval
(1.56) Gm(τ, x) = (i(x,m) + ν(x,m)− 1, i(x,m + 2)).
When (1.54) holds, we have V∞(Σ, α) 6= ∅ and we write
(1.57) V∞(Σ, α) = {[(τ1, x1)], . . . , [(τq, xq)]}.
We will show that based on the estimates (1.38) and (1.52), there are
infinitely many chances that the index jumps of all the q closed characteristics
contain common intervals. In fact, it will be one of the important steps to
show that there exist infinitely many (N,m1, . . . ,mq) ∈ Nq+1 such that
(1.58) ∅ 6= [2N − κ1, 2N + κ2] ⊂
q⋂
j=1
G2mj−1(τj , xj),
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where
κ1 ≡ κ1(Σ, α) = min
1≤j≤q
(
i(xj , 1) + 2S
+
γx(τj)
(1)− ν(xj , 1)
)
,(1.59)
κ2 ≡ κ2(Σ, α) = min
1≤j≤q
(i(xj , 1)− 1).(1.60)
By the Fadell-Rabinowitz S1-index theory and our above discussion on
the map p, there is a one-to-one correspondence between the effective integers
contained on the left-hand side interval of (1.58) and the index jumps on the
right-hand side of it. Together with comparisons on κ1, κ2, and ̺n(Σ), we have
q ≥ # ((2N− 2 + n) ∩ [2N − κ1, 2N + κ2])(1.61)
≥ ̺n(Σ).(1.62)
Then by the complete understanding on the splitting numbers given in [29]
(Theorem 6.6 (Appendix) below), the estimate (1.38), and the above Definition
1.1 of ̺n(Σ), we obtain
(1.63) ̺n(Σ) ≥
[
n
2
]
+ 1.
This yields the results of Theorem 1.1 when we assume (1.58).
Now the existence and size of the interval [2N − κ1, 2N + κ2] in (1.58) is
very crucial for our multiplicity results. The proof of (1.58) depends on the
new abstract precise iteration formula of the Maslov-type index theory proved
in the Theorem 2.1 below for any (τ, x) ∈ J (Σ, α),
(1.64)
i(x,m) = m
(
i(γ, 1) + S+M (1)− C(M)
)
+ 2
∑
θ∈(0,2pi)
E
(
mθ
2π
)
S−M
(
e
√−1θ
)
−
(
S+M(1) + C(M)
)
, for all m ∈ N,
where M = γx(τ), and
E(a) = min{k ∈ Z | k ≥ a}, for all a ∈ R,(1.65)
C(M) =
∑
0<θ<2pi
S−M
(
e
√−1θ
)
.(1.66)
Thus the change of i(x,m) in m consists of a linearly increasing term
m(i(γ, 1) + S+M (1)−C(M)), rotator terms E(mθ2pi ) with S−M(e
√−1θ) > 0, and a
bounded term.
Then the control of the location and the size of the index jumps
G2mj−1(τj, xj) for 1 ≤ j ≤ q depend on the control of all the rotators in terms
of the iteration time 2mj − 1’s for 1 ≤ j ≤ q. The corresponding rotators are
divided into two sets according to the rotation angle θ/(2π) being rational or
irrational. Now we choose a large enough integer m0 so that multiplying by
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2m0 makes all the rational rotation angles 2m0θ/(2π) become integers. Then
we require that each mj has the form djm0 for some dj ∈ N to be determined
later for 1 ≤ j ≤ q. For irrational rotators, we further choose the mj’s so that
(1.67)
E
(
2mjθ
2π
)
− E
(
(2mj − 1)θ
2π
)
= 1 or E
(
(2mj + 1)θ
2π
)
− E
(
2mjθ
2π
)
= 1
holds. Thus the largest jumps of irrational rotators are caught. This is realized
by requiring
(1.68)
{
mjθ
π
}
or 1−
{
mjθ
π
}
to be sufficiently small, where {a} = a − [a] for a ∈ R. These requirements
will imply that the index jumps G2mj−1(τj , xj) get big enough sizes. To make
them jump together we further require that all these mj’s with 1 ≤ j ≤ q
have a common integer factor N ∈ N in some sense. By choosing this N
carefully we fulfill the requirements on the rational and irrational rotators,
specially (1.68), simultaneously. Therefore the problem is reduced to solving
the following dynamics problem on the torus. Namely, for a given v ∈ Rk, find
infinitely many N ∈ N such that the decimal part {Nv} is as close to some
vertex χ of the cube [0, 1]k as one wants; i.e., for a given small ε > 0,
(1.69) |{Nv} − χ| < ε.
We observe that the closure of {{Nv} |N ∈ N} in the standard torus
Tk = Rk/Zk forms a closed additive subgroup of Tk. Thus it must contain
the identity element of Tk. This proves the existence of the point χ and
infinitely many integral N ’s. In Section 4 below, we prove this in such a way
that the integers (N,m1, . . . ,mq) ∈ Nq+1 claimed in (1.58) can be chosen
simultaneously.
Here we notice that in the above arguments the convexity of Σ is only
used to get estimates (1.38), the splitting Lemma 1.3, and the following weaker
version of (1.52),
(1.70) iˆ(x, 1) > 0, for all (τ, x) ∈ J (Σ, α).
Our main idea in the proof of Theorem 1.2 is to show the existence of
one closed characteristic [(τj , xj)] found by Theorem 1.1 which makes both
equalities hold in (1.48) and (1.49) for the chosen iteration time m = 2mj .
Then it must be elliptic. This closed characteristic is minimal according to the
injection map p in a certain sense.
The proof of Theorem 1.3 depends on the understanding of the mean
index sequence of iterations of closed characteristics. Under the assumption
(1.54), we prove in Lemma 3.1 below that according to the ordering defined
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by the injection map p, the corresponding mean indices of iterations of closed
characteristics strictly increase; i.e.,
(1.71) 0 < iˆ(xj(s), 2mj(s)) < iˆ(xj(t), 2mj(t)),
for p(k) = ([(τj(k), xj(k))], 2mj(k)), with k = s or t, and 1 ≤ s < t ≤ ̺n(Σ).
Then we prove that if both mean indices iˆ(xj(s), 1) and iˆ(xj(t), 1) are rational,
by our choice of the iteration time mj ’s, the two iterated mean indices in (1.71)
must be equal to each other. This yields a contradiction.
To prove Theorem 1.4, we further observe that the elliptic solution found
in Theorem 1.2 corresponds to the vertex χ of the cube [0, 1]k in (1.69) via
the injection map p. By Theorem 1.3, when n ≥ 2 there exist at least two
such vertices which make (1.69) hold. Then we prove that they produce two
different elliptic closed orbits.
This paper is organized as follows. In Section 2, we derive the abstract
precise iteration formula (1.64) and the iteration inequality (1.49). In Section 3,
we give the precise definition of the injection map p from effective numbers to
iterations of closed characteristics. In Section 4, we prove the common index
jump theorem based on properties of the torus group and iteration properties
of the Maslov-type index theory established in [29] and [31]. In Section 5, we
give the proofs of Theorems 1.1 to 1.4. For the reader’s convenience, we give
a brief review on the Maslov-type index and its iteration theory in Section 6.
In Section 7, an appendix on the Fadell-Rabinowitz cohomology index given
by John Mather is included.
2. Iteration formula and inequalities
of the Maslov-type index theory
We refer readers to Sections 1 and 6 for a brief review on the Maslov-
type index theory and its iteration theory. In the following, we shall establish
an abstract precise iteration formula and new iteration inequalities for the
Maslov-type index theory using notation in those two sections.
2.1. Abstract precise iteration formulae of Maslov-type indices. For any
M ∈ Sp(2n), by Lemma 4.6 of [29] on the splitting numbers defined by (1.24),
S−M (ω) = 0 if ω 6∈ σ(M). Thus C(M) =
∑
0<θ<2pi S
−
M(e
√−1θ) defined in (1.66)
is a finite sum. For any x ∈ R, in addition to the function E(x) given by
(1.65), we further define functions [ · ], φ(·) : R→ Z and { · } : R→ (0, 1) by
[x] = max{k ∈ Z | k ≤ x},
φ(x) = E(x) − [x],
{x} = x− [x].
Note particularly that φ(x) = 0 if x ∈ Z, and φ(x) = 1 if x 6∈ Z.
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Motivated by the precise iteration formula Theorem 1.3 of [31] (Theorem
6.7 below), we prove the following abstract precise iteration formula:
Theorem 2.1. For n ∈ N, τ > 0 and any path γ ∈ Pτ (2n), set M =
γ(τ). Extend γ to the whole [0,+∞) by (1.20). Then for any m ∈ N,
i(γ,m) = m(i(γ, 1) + S+M (1)− C(M))(2.1)
+ 2
∑
θ∈(0,2pi)
E
(
mθ
2π
)
S−M
(
e
√−1θ)− (S+M (1) +C(M)) .
Proof. Note that by Section 4 of [29], for a fixed path γ the index iω(γ) is
a step function in ω ∈ U with possible jumps only at eigenvalues of M = γ(τ)
on U. The splitting numbers S±M (ω0) measure the jumps between iω0(γ) and
nearby iω(γ) from two sides of ω0 in U. There, S
±
M (ω) = 0 if ω 6∈ σ(M).
Therefore for any ω0 = e
√−1θ0 ∈ U with 0 ≤ θ0 < 2π, we denote by ωj, with
1 ≤ j ≤ p0, the eigenvalues of M on U which are distributed counterclockwise
from 1 to ω0 and located strictly between 1 and ω0. Then we have
iω0(γ) = i(γ, 1) + S
+
M (1) +
p0∑
j=1
(
−S−M (ωj) + S+M (ωj)
)
− S−M(ω0)
= i(γ, 1) +
∑
0≤θ<θ0
S+M
(
e
√−1θ
)
−
∑
0<θ≤θ0
S−M
(
e
√−1θ
)
.
Thus by the Bott-type formula in Appendix 1, Theorem 6.3, for any m ∈ N,
(2.2)
i(γ,m) =
∑
ωm=1
iω(γ)
= i(γ, 1) +
m−1∑
k=1

i(γ, 1) + ∑
0≤θ< 2kpi
m
S+M
(
e
√−1θ
)
−
∑
0<θ≤ 2kpi
m
S−M
(
e
√−1θ
)
= i(γ, 1) + (m− 1)
(
i(γ, 1) + S+M (1)
)
+
∑
θ∈(0,2pi)

 ∑
mθ
2pi
<k≤m−1
S+M
(
e
√−1θ)− ∑
mθ
2pi
≤k≤m−1
S−M
(
e
√−1θ)


= i(γ, 1) + (m− 1)
(
i(γ, 1) + S+M (1)
)
(2.3)
+
∑
θ∈(0,2pi)
((
m− 1−
[
mθ
2π
])
S+M
(
e
√−1θ)
−
[
m(2π − θ)
2π
]
S−M
(
e
√−1θ)) .
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Here to get (2.3) from (2.2), we have used the fact that [m− x] = m− [x] for
x ∈ Z and [m− x] = m− [x]− 1 for x 6∈ Z to count the number of k’s in the
given intervals.
By Lemma 4.6 of [29],
(2.4) S+M (ω) = S
−
M(ω), for all ω ∈ U.
Thus by regrouping terms in (2.3) according to S−M(ω) with ω ∈ U, we get
(2.5)
i(γ,m) = i(γ, 1) + (m− 1)
(
i(γ, 1) + S+M(1)
)
+
(
m− 1− 2
[
m
2
])
S−M (−1)
+
∑
θ∈(0,pi)
((
m− 1−
[
m(2π − θ)
2π
])
S−M
(
e
√−1θ
)
+
(
m− 1−
[
mθ
2π
])
S−M
(
e
√−1(2pi−θ)
))
−
∑
θ∈(0,pi)
([
m(2π − θ)
2π
]
S−M
(
e
√−1θ
)
+
[
mθ
2π
]
S−M
(
e
√−1(2pi−θ)
))
= i(γ, 1) + (m− 1)
(
i(γ, 1) + S+M(1)
)
+
(
m− 2
[
m
2
]
− 1
)
S−M (−1)
+
∑
θ∈(0,pi)
((
m− 1− 2
[
mθ
2π
])
S−M
(
e
√−1(2pi−θ))
+
(
m− 1− 2
[
m(2π − θ)
2π
])
S−M
(
e
√−1θ)) .
Since E(x) + [y] = x+ y if x, y ∈ R and x+ y ∈ Z, from (2.5) we obtain
i(γ,m) = i(γ, 1) + (m− 1)
(
i(γ, 1) + S+M (1)
)
(2.6)
+
(
2E
(
m
2
)
− (m+ 1)
)
S−M (−1)
+
∑
θ∈(0,pi)
((
2E
(
m(2π − θ)
2π
)
− (m+ 1)
)
S−M
(
e
√−1(2pi−θ))
+
(
2E
(
mθ
2π
)
− (m+ 1)
)
S−M
(
e
√−1θ
))
= i(γ, 1) + (m− 1)
(
i(γ, 1) + S+M (1)
)
− (m+ 1)C(M)
+
∑
θ∈(0,2pi)
2E
(
mθ
2π
)
S−M
(
e
√−1θ
)
.
Here to get (2.6), we have used the definition (1.66) of C(M). This yields
(2.1).
Remark 2.1. By direct verification, Theorem 2.1 coincides with Theorem
6.7 below.
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Corollary 2.1 (cf. Theorem 1.5 of [29], Corollary 5.1 of [31]). For any
τ > 0 and γ ∈ Pτ (2n), set M = γ(τ). Now,
(2.7)
iˆ(γ, 1) ≡ lim
k→+∞
i(γ, k)
k
= i(γ, 1) + S+M (1) −C(M) +
∑
θ∈(0,2pi)
θ
π
S−M
(
e
√−1θ
)
.
2.2. New iteration inequalities of Maslov-type indices. Now we give new
increasing estimates of the iterated Maslov-type indices by the following The-
orems 2.2, 2.3 and 2.4. The proof of our main results in later sections of this
paper will depend only on Theorems 2.2 and 2.3 here. The proof of Theorem
2.2 relies on the precise iteration formula in Theorem 6.7 below. This method
actually gives us a way to detect and to prove or disprove whether a proposed
iteration inequality of the Maslov-type index theory is correct whenever it can
be reduced to an inequality of symplectic additive index terms. Theorem 2.4 is
a generalization of Theorem 2.2. Our proof of Theorem 2.4 is rather different
from and shorter than that of Theorem 2.2. This proof depends on special
properties of the proposed inequality, the above Theorem 2.1, and complete
understanding of splitting numbers given by Theorem 6.5 below.
Theorem 2.2. For n ∈ N, τ > 0, and γ ∈ Pτ (2n), set M = γ(τ). We
extend γ to [0,+∞) by (1.20). Then for any m ∈ N, there holds
ν(γ,m)− e(M)
2
≤ i(γ,m+ 1)− i(γ,m) − i(γ, 1)(2.8)
≤ ν(γ, 1)− ν(γ,m+ 1) + e(M)
2
,(2.9)
where e(M) is the elliptic height defined in Section 1.
Proof. Without loss of generality, we may set τ = 1. By Theorem 6.5,
there exist f ∈ C([0, 1],Ω0(M)) and basic normal forms M1, . . . ,Mp ∈ Sp(2)
and N1, . . . , Nq ∈ Sp(4) such that
(2.10) f(0) =M, f(1) =M1 ⋄ · · · ⋄Mp ⋄N1 ⋄ · · · ⋄Nq.
Since Sp(2n) is path connected, we can pick up paths ξi ∈ P1(2) and ηj ∈ P1(4)
such that ξi(1) =Mi and ηj(1) = Nj for 1 ≤ i ≤ p and 1 ≤ j ≤ q.
For k ∈ Z, we define a new path β ∈ P1(2n) by
(2.11) β =
{
(ξ1 ∗ φ2kpi,1) ⋄ ξ2 ⋄ · · · ξp ⋄ η1 ⋄ · · · ⋄ ηq, if p ≥ 1,
(η1 ∗ (φ2kpi,1 ⋄ I2)) ⋄ η2 ⋄ · · · ⋄ ηq, if p = 0,
where φθ,1 is as defined in Section 6. By this construction and the definition
of f(1),
(2.12) ν(β, 1) = ν(γ, 1) and e(β(1)) = e(f(1)) ≤ e(M).
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Since the curve f is in Ω0(M), we can fix a k ∈ Z in (2.11) such that
(2.13) i(β, 1) = i(γ, 1).
Thus by Theorem 6.2,
(2.14) β ∼1 γ on [0, 1] along f.
Extending this homotopy to [0, 1] × [0,m] for any m ∈ N, we have
(2.15) β ∼1 γ on [0,m] along fm,
where fm(s) = f(s)m for any s ∈ [0, 1]. Then by Theorem 6.1, we obtain
(2.16) i(β,m) = i(γ,m), ν(β,m) = ν(γ,m), for all m ∈ N.
So by (2.12) and (2.16), it suffices to prove (2.8) and (2.9) for the path β.
Note that all terms in the two inequalities (2.8) and (2.9), except the
elliptic height e(γ(1)), are symplectically additive and homotopy invariant.
When we consider the path β, the elliptic height is also additive in terms
of the decomposition of β(1) = f(1) in (2.10). Thus by (2.10), (2.11), and
Theorem 6.1, the proofs of both (2.8) and (2.9) for the path β are reduced to
those for each component path of β in (2.11), i.e., any path in P1(2) or P1(4)
ending at a basic normal form of symplectic matrices defined in Section 6.
Next we continue our proof on paths ending at these normal forms in eight
cases according to all the different patterns of iteration formulae.
Case 1. γ ∈ Pτ (2) and M ≡ γ(1) = N1(1, b) with b = 1 or 0. In this
case by Theorem 6.7 (or Theorem 3.4 of [31]), we have
e(M) = 2, ν(γ, 1) = 2− b,(2.17)
i(γ,m) = m(i(γ, 1) + 1)− 1, ν(γ,m) = ν(γ, 1), for all m ∈ N.(2.18)
Thus,
ν(γ,m)− e(M)
2
= 1− b,
i(γ,m+ 1)− i(γ,m) − i(γ, 1) = 1,
ν(γ, 1)− ν(γ,m+ 1) + e(M)
2
= 1.
Then both (2.8) and (2.9) hold.
Here we notice that when M = N1(1, 1), the left-hand side of the in-
equality (2.8) can be improved by 1. We shall see this point in Theorem 2.3
below.
Case 2. γ ∈ Pτ (2) and M ≡ γ(1) = N1(1,−1). In this case by Theorem 6.7
(or Theorem 3.4 of [31]), we have
e(M) = 2, ν(γ, 1) = 1,(2.19)
i(γ,m) = mi(γ, 1), ν(γ,m) = ν(γ, 1), for all m ∈ N.(2.20)
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Thus,
ν(γ,m)− e(M)
2
= 0,
i(γ,m+ 1)− i(γ,m)− i(γ, 1) = 0,
ν(γ, 1) − ν(γ,m+ 1) + e(M)
2
= 1.
Then both (2.8) and (2.9) hold.
Case 3. γ ∈ Pτ (2) and M ≡ γ(1) = N1(−1,−b) with b = 1 or 0. In this
case by Theorem 6.7 (or Theorem 3.5 of [31]), we have
e(M) = 2, ν(γ, 1) = 0,(2.21)
i(γ,m) = mi(γ, 1) − 1 + (−1)
m
2
,(2.22)
ν(γ,m) =
1 + (−1)m
1 + b
, for all m ∈ N.
Thus,
ν(γ,m)− e(M)
2
=
(−1)m − b
1 + b
,
i(γ,m+ 1)− i(γ,m)− i(γ, 1) = (−1)m,
ν(γ, 1) − ν(γ,m+ 1) + e(M)
2
=
(−1)m + b
1 + b
.
Then both (2.8) and (2.9) hold.
Case 4. γ ∈ Pτ (2) and M ≡ γ(1) = N1(−1, 1). In this case by Theo-
rem 6.7 (or Theorem 3.5 of [31]), we have
e(M) = 2, ν(γ, 1) = 0,(2.23)
i(γ,m) = mi(γ, 1), ν(γ,m) =
1 + (−1)m
2
, for all m ∈ N.(2.24)
Thus,
ν(γ,m)− e(M)
2
=
(−1)m − 1
2
≤ 0,
i(γ,m+ 1)− i(γ,m) − i(γ, 1) = 0,
ν(γ, 1)− ν(γ,m+ 1) + e(M)
2
=
1− (−1)m
2
≥ 0.
Then both (2.8) and (2.9) hold.
Case 5. γ ∈ Pτ (2) and M ≡ γ(1) = D(2) or D(−2). In this case by
Theorem 6.7 (or Theorem 3.6 of [31]), we have
e(M) = 0, ν(γ, 1) = 0,(2.25)
i(γ,m) = mi(γ, 1), ν(γ,m) = 0, for all m ∈ N.(2.26)
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Thus,
ν(γ,m)− e(M)
2
= 0,
i(γ,m+ 1)− i(γ,m) − i(γ, 1) = 0,
ν(γ, 1)− ν(γ,m+ 1) + e(M)
2
= 0.
Then both (2.8) and (2.9) hold.
Case 6. γ ∈ Pτ (2) and M ≡ γ(1) = R(θ) for some θ ∈ (0, π) ∪ (π, 2π).
In this case by Theorem 6.7 (or Theorem 3.7 of [31]), we have
e(M) = 2, ν(γ, 1) = 0,(2.27)
i(γ,m) = m (i(γ, 1) − 1) + 2E
(
mθ
2π
)
− 1,(2.28)
ν(γ,m) = 2− 2φ
(
mθ
2π
)
, for all m ∈ N.
Thus,
ν(γ,m)− e(M)
2
= 1− 2φ
(
mθ
2π
)
,(2.29)
(2.30)
i(γ,m+ 1)− i(γ,m)− i(γ, 1) = 2
(
E
(
(m+ 1)θ
2π
)
− E
(
mθ
2π
))
− 1,
ν(γ, 1) − ν(γ,m+ 1) + e(M)
2
= 2φ
(
(m+ 1)θ
2π
)
− 1.(2.31)
Note that
2
(
E
(
(m+ 1)θ
2π
)
− E
(
mθ
2π
))
− 1(2.32)
= 1− 2φ
(
mθ
2π
)
+ 2
(
E
(
(m+ 1)θ
2π
)
−
[
mθ
2π
]
− 1
)
= 2φ
(
(m+ 1)θ
2π
)
− 1− 2
(
E
(
mθ
2π
)
−
[
(m+ 1)θ
2π
])
,(2.33)
and that
E
(
(m+ 1)θ
2π
)
−
[
mθ
2π
]
− 1 ≥ 0,(2.34)
E
(
mθ
2π
)
−
[
(m+ 1)θ
2π
]
≥ 0.(2.35)
With (2.29)–(2.33), we obtain (2.8) and (2.9).
Case 7. γ ∈ Pτ (4) and M ≡ γ(1) = N2(ω, b) for some ω ∈ U \ R is
nontrivial. In this case by Theorem 6.7 (or Theorem 4.5 of [31]), we have
e(M) = 4, ν(γ, 1) = 0,(2.36)
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i(γ,m) = mi(γ, 1) + 2φ
(
mθ
2π
)
− 2,(2.37)
ν(γ,m) = 2− 2φ
(
mθ
2π
)
, for all m ∈ N.
Thus,
ν(γ,m)− e(M)
2
= −2φ
(
mθ
2π
)
,
i(γ,m+ 1)− i(γ,m)− i(γ, 1) = 2φ
(
(m+ 1)θ
2π
)
− 2φ
(
mθ
2π
)
,
ν(γ, 1) − ν(γ,m+ 1) + e(M)
2
= 2φ
(
(m+ 1)θ
2π
)
.
Then both (2.8) and (2.9) hold.
Case 8. γ ∈ Pτ (4) and M ≡ γ(1) = N2(ω, b) for some ω ∈ U \ R is
trivial. In this case by Theorem 6.7 (or Theorem 4.6 of [31]), we have
e(M) = 4, ν(γ, 1) = 0,(2.38)
i(γ,m) = mi(γ, 1), ν(γ,m) = 2− 2φ
(
mθ
2π
)
, for all m ∈ N.(2.39)
Thus,
ν(γ,m)− e(M)
2
= −2φ
(
mθ
2π
)
,
i(γ,m+ 1)− i(γ,m) − i(γ, 1) = 0,
ν(γ, 1) − ν(γ,m+ 1) + e(M)
2
= 2φ
(
(m+ 1)θ
2π
)
.
Then both (2.8) and (2.9) hold. The proof is complete.
Suggested by the study of Case 1 with b = 1 of the proof of Theorem 2.1,
we have the following result. Note that by Lemma 1.3 such a consideration is
useful for the study of closed characteristics on convex hypersurfaces in R2n.
Theorem 2.3. For n ∈ N, τ > 0, and γ ∈ Pτ (2n), set M = γ(τ).
Extend γ to [0,+∞) by (1.20). Suppose that there exist P ∈ Sp(2n) and
Q ∈ Sp(2n− 2) such that
(2.40) M = P−1(N1(1, 1) ⋄Q)P.
Then for any m ∈ N,
ν(γ,m)− e(M)
2
+ 1 ≤ i(γ,m+ 1)− i(γ,m) − i(γ, 1)(2.41)
≤ ν(γ, 1) − ν(γ,m+ 1) + e(M)
2
.(2.42)
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Proof. Without loss of generality, we may set τ = 1. Using the path φθ,1
given in Section 6, for k ∈ Z we define
(2.43) ζ(t) = N1(1, t), ξ(t) = ζ ∗ φ2kpi,1(t), for all t ∈ [0, 1].
Then by Theorems 6.1 and 6.7 below,
i(ξ, 1) = 2k − 1,(2.44)
i(ξ,m) = 2mk − 1, ν(ξ,m) = 1, for all m ∈ N,(2.45)
Since Sp(2n − 2) is path connected, there is a path η ∈ P1(2n − 2) such that
η(1) = Q. By (2.40), we can fix a k ∈ Z so that
(2.46) 2k − 1 + i(η, 1) = i(ξ, 1) + i(η, 1) = i(γ, 1).
Pick a path g ∈ P1(2n) such that g(1) = P . Define
h(s) = g(s)−1Mg(s), for all t ∈ [0, 1].
Then h connects M = γ(1) to N1(1, 1) ⋄ Q = (ξ ⋄ η)(1) within Ω0(M). Thus
by Theorem 6.2 below,
γ ∼1 (ξ ⋄ η) on [0, 1] along h.
By extending this homotopy map to [0, 1] × [0,m] via iteration, we obtain
γ ∼1 (ξ ⋄ η) on [0,m] along hm,
where hm(s) = h(s)m. Therefore by Theorem 6.1 below and (2.45), for any
m ∈ N we obtain
e(M) = e(N1(1, 1)) + e(Q) = 2 + e(Q),(2.47)
i(γ,m) = i(ξ,m) + i(η,m) = 2mk − 1 + i(η,m),(2.48)
ν(γ,m) = ν(ξ,m) + ν(η,m) = 1 + ν(η,m).(2.49)
Thus plugging (2.47)–(2.49) into (2.41) and (2.42), they become
ν(η,m)− e(Q)
2
≤ i(η,m + 1)− i(η,m)− i(η, 1)
≤ ν(η, 1) − ν(η,m+ 1) + e(Q)
2
,
which follows from Theorem 2.2 for the path η.
We start our generalization of Theorem 2.2 from the following two lemmas.
Lemma 2.1. For any ω ∈ U and M ∈ Sp(2n), denote by (pω(M), qω(M))
the Krein type of ω ∈ σ(M). Then
0 ≤ νω(M)− S−M (ω) ≤ pω(M),(2.50)
0 ≤ νω(M)− S+M (ω) ≤ qω(M).(2.51)
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Proof. The left inequalities are proved by Corollary 4.13 of [29]. Denote
by N the matrix on the right-hand side of (6.3) in Appendix 1, Theorem 6.5.
Then
pω(N) ≤ pω(M), qω(N) ≤ qω(M).
By Definition 6.2 of M ≈ N and Theorem 6.6, we have νω(N) = νω(M),
S−N (ω) = S
−
M (ω), and S
+
N (ω) = S
+
M (ω). Thus in order to prove the right
inequalities of (2.50) and (2.51), it suffices to prove them when M is replaced
by N . Then by Theorems 6.5 and 6.6 below, it suffices to prove them for each
basic normal form given at the beginning of Appendix 1 and listed in (6.3)
below. This is a direct verification via Theorem 6.5 below and thus is left to
the readers.
Lemma 2.2. Let A ⊂ U and A′ = U \ A. Suppose A is symmetric with
respect to R; i.e., ω ∈ A implies ω ∈ A. Then for any M ∈ Sp(2n),
(2.52)
∑
ω∈A
(
νω(M)− S−M(ω)
)
+
∑
ω∈A′
S−M (ω) ≤
e(M)
2
.
Proof. Fix M ∈ Sp(2n). Let e(M,A) denote the total algebraic multiplic-
ity of all eigenvalues in A ∩ σ(M). For any ω ∈ σ(M) ∩U, denote its Krein
type by (pω(M), qω(M)). Since A is symmetric with respect to R, so is A
′.
Note that by the definition of the Krein type,
pω(M) = qω(M), for all ω ∈ U.
Therefore we have
(2.53)
∑
ω∈A
pω(M) =
e(M,A)
2
,
∑
ω∈A′
qω(M) =
e(M,A′)
2
.
Together with Lemma 2.1, this yields
∑
ω∈A
(
νω(M)− S−M (ω)
)
≤ e(M,A)
2
.
Using Lemma 4.10 of [29] and Theorem 6.6 below,
∑
ω∈A′
S−M (ω) ≤
e(M,A′)
2
.
Thus (2.52) holds.
Next we can give the following generalization of Theorem 2.2.
Theorem 2.4. With n ∈ N, τ > 0, and γ ∈ Pτ (2n), set M = γ(τ).
Extend γ to [0,+∞) by (1.20). Then for any m1 and m2 ∈ N,
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ν(γ,m1) + ν(γ,m2)− ν(γ, (m1,m2))− e(M)
2
(2.54)
≤ i(γ,m1 +m2)− i(γ,m1)− i(γ,m2)
≤ e(M)
2
+ ν(γ, (m1,m2))− ν(γ,m1 +m2),(2.55)
where (m1,m2) is the greatest common divisor of m1 and m2.
Proof. Fixing m1 and m2 ∈ N, define
Ψm1,m2(θ) = E
(
(m1 +m2)θ
2π
)
− E
(
m1θ
2π
)
−E
(
m2θ
2π
)
, for all θ ∈ [0, 2π),
A =
{
θ ∈ [0, 2π) | m1θ
2π
∈ Z or m2θ
2π
∈ Z
}
,
B =
{
θ ∈ [0, 2π) | (m1 +m2)θ
2π
∈ Z and m1θ
2π
6∈ Z
}
,
D = {θ ∈ [0, 2π) |Ψm1 ,m2(θ) = 0} ,
D′ = {θ ∈ (0, 2π) |Ψm1 ,m2(θ) 6= 0} .
Note that we always have Ψm(θ) = 0 or −1, 0 ∈ A ⊂ D and B ⊂ D′.
By Theorem 2.1, we have
i(γ,m1 +m2)− i(γ,m1)− i(γ,m2)(2.56)
=
(
S+M(1) + C(M)
)
+ 2
∑
θ∈(0,2pi)
Ψm1,m2(θ)S
−
M
(
e
√−1θ
)
= S−M (1) +

 ∑
θ∈D\{0}
S−M
(
e
√−1θ)+ ∑
θ∈D′
S−M
(
e
√−1θ)


−2
∑
θ∈D′
S−M
(
e
√−1θ)
=
∑
θ∈D
S−M
(
e
√−1θ)− ∑
θ∈D′
S−M
(
e
√−1θ) .
By Lemma 2.2, noting that both A and B are symmetric with respect
to R, we obtain∑
θ∈A
νe
√
−1θ (M)−
∑
θ∈D
S−M
(
e
√−1θ)+ ∑
θ∈D′
S−M
(
e
√−1θ)(2.57)
≤
∑
θ∈A
(
νe
√
−1θ(M)− S−M
(
e
√−1θ
))
+
∑
θ∈A′
S−M
(
e
√−1θ
)
≤ e(M)
2
,
∑
θ∈D
S−M
(
e
√−1θ)+ ∑
θ∈B
νe
√
−1θ(M)−
∑
θ∈D′
S−M
(
e
√−1θ)(2.58)
≤
∑
θ∈B′
S−M
(
e
√−1θ
)
+
∑
θ∈B
(
νe
√
−1θ(M)− S−M
(
e
√−1θ
))
≤ e(M)
2
.
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By the definitions of A and B, we have
ν(γ,m1) + ν(γ,m2)− ν(γ, (m1,m2)) =
∑
θ∈A
νe
√
−1θ(γ),(2.59)
ν(γ, (m1,m2))− ν(γ,m1 +m2) =
∑
θ∈B
νe
√
−1θ (γ).(2.60)
By (2.56) we have
i(γ,m1 +m2)− i(γ,m1)− i(γ,m2)(2.61)
=
∑
θ∈D
S−M
(
e
√−1θ)− ∑
θ∈D′
S−M
(
e
√−1θ)
=
∑
θ∈A
νe
√
−1θ(M)
−

∑
θ∈A
νe
√
−1θ(M)−
∑
θ∈D
S−M
(
e
√−1θ
)
+
∑
θ∈D′
S−M
(
e
√−1θ
) .
Thus by (2.57) and (2.60), this implies (2.54).
Similarly, we have
i(γ,m1 +m2)− i(γ,m1)− i(γ,m2)(2.62)
=
∑
θ∈D
S−M
(
e
√−1θ)− ∑
θ∈D′
S−M
(
e
√−1θ) = ∑
θ∈B
νe
√
−1θ(M)
+

∑
θ∈D
S−M
(
e
√−1θ)+ ∑
θ∈B
νe
√
−1θ (M)−
∑
θ∈D′
S−M
(
e
√−1θ)

 .
Thus by (2.58) and (2.60), we obtain (2.55).
The proof is complete.
3. The injection map p
In this section, we make precise the correspondence between effective in-
tegers and iterations of closed characteristics. This correspondence is given by
the map p defined by the following lemma.
Lemma 3.1. Suppose #J˜ (Σ, α) < +∞. Then there exist an integer
K ≥ 0 and an injection map p : N+K → V∞(Σ, α)×N such that
(i) For any k ∈ N + K, (τ, x) ∈ J (Σ, α) and m ∈ N satisfying p(k) =
([(τ, x)],m), (1.44) and (1.45) hold, and
(ii) For any kj ∈ N + K, k1 < k2, (τj, xj) ∈ J (Σ, α) satisfying p(kj) =
([(τj , xj)],mj) with j = 1, 2,
(3.1) iˆ(x1,m1) < iˆ(x2,m2).
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Proof. (i) By Theorem V.3.4 of [12], for each k ∈ N, there is a (τ, x) ∈
J (Σ, α) such that (τ, x) is (m,k)-variationally visible for some m ∈ N, i.e.
[(τ, x)] ∈ V(Σ, α). We define a map p1 : N → V(Σ, α) × N by p1(k) =
([(τ, x)],m). Since J˜ (Σ) < +∞, (1.55) holds by Theorem V.3.4 of [12], i.e.
cj < ck < 0 whenever j < k. Thus if p1(j) = p1(k) = ([τ, x)],m) for some
j < k, by (1.44), we obtain
cj = f(u
x
m) = ck.
This contradiction proves that p1 is injective.
Since #J˜ (Σ) < +∞, there exists an integer K ≥ 0 such that all critical
values ck+K with k ∈ N come from iterations of elements in V∞(Σ, α). Thus
p1(k +K) ∈ V∞(Σ, α) ×N for any k ∈ N. We define
(3.2) p(k) = p1(k), for all k ∈ N+K.
Then p is injective, and (1.44) and (1.45) hold.
(ii) By Theorem V.3.11 of [12] we have γ ≡ γ−(Σ) = γ+(Σ) > 0, where
γ±(Σ) are defined by (V.3.62)–(V.3.65) of [12] as follows:
γ+(Σ) = C−1α lim sup
k→∞
((−ck)(2−α)/αk)−1,
γ−(Σ) = C−1α lim inf
k→∞
((−ck)(2−α)/αk)−1,
with Cα =
4
α(1− α2 )
α−2
α . Thus we have
(3.3) lim
k→+∞
k|ck|
2−α
α Cα =
1
γ
.
For k ∈ N +K, let p(k) = ([(τ, x)],m) for some [(x, τ)] ∈ V∞(Σ, α) and
m ∈ N. Then (x, τ) is (m,k)-variationally visible. So by (V.3.45) of [12],
ck = f(u
x
m),
|ck|
2−α
α = 2(CαmA(τ, x))
−1 = 2(CαA(mτ, xm))−1,
where A(τ, x) = 12
∫ τ
0 (x˙, Jx)dt. Note that by Lemma V.3.12 of [12] and (1.28),
there holds
iˆ(x,m)
A(mτ, xm)
=
iˆ(x, 1)
A(τ, x)
=
1
γ
.
This implies
|ck|
2−α
α iˆ(x,m) =
2
γCα
.
Since ck < ck+1 < 0 for k ∈ N, we get our results.
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By Theorem 2.3 and Corollary 1.2 we have
Corollary 3.1. Fix Σ ∈ H(2n) and α ∈ (1, 2). For any (τ, x) ∈ J (Σ, α)
and m ∈ N,
i(x,m+ 1)− i(x,m) ≥ 2,(3.4)
i(x,m+ 1) + ν(x,m+ 1)− 1 ≥ i(x,m+ 1) > i(x,m) + ν(x,m)− 1.(3.5)
iˆ(x, 1) ≥ 2.(3.6)
Proof. It suffices to prove (3.6). By (3.4) and an induction argument, we
obtain
i(x,m)
m
≥ i(x, 1) + 2m− 2
m
, for all m ∈ N.
This implies (3.6).
Remark 3.1. The sharpest estimate iˆ(x, 1) > 2 for every (τ, x) ∈ J (Σ, α)
was first proved in Theorem 2 of [13] (cf. also Theorem I.7.7 of [12]). A different
proof was given by Lemma 6.7 of [31]. A third proof can be given by use of
Corollary 2.1 above and the study of splitting numbers in [29].
4. The common index jump of closed characteristics
The goal of this section is to prove the common index jump claim (1.58)
as well as other related results.
4.1. A common selection theorem.
Theorem 4.1. Fix an integer q > 0. Let µi ≥ 0 and βi be integers for
all i = 1, . . . , q. Let αi,j be positive numbers for j = 1, . . . , µi and i = 1, . . . , q.
Let δ ∈ (0, 12) satisfying
(4.1) δ max
1≤i≤q
µi <
1
2
.
Set
(4.2) Di = βi +
µi∑
j=1
αi,j, for i = 1, . . . , q.
Suppose
(4.3) Di > 0, for all i = 1, . . . , q.
Then there exist infinitely many (N,m1, . . . ,mq) ∈ Nq+1 such that
miβi +
µi∑
j=1
E(miαi,j) = N +∆i, for all i = 1, . . . , q,(4.4)
min{{miαi,j}, 1− {miαi,j}} < δ, for all j = 1, . . . , µi, i = 1, . . . , q,(4.5)
miαi,j ∈N if αi,j ∈ Q,(4.6)
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where
(4.7) ∆i =
∑
0<{miαi,j}<δ
1
for all i = 1, . . . , q.
Proof. Firstly, we reduce the claims (4.4)–(4.6) to a dynamical problem
on a torus. Then we prove the existence of numbers (N,m1, . . . ,mq) by using
properties of closed additive subgroups of tori. The proof is carried out in two
steps.
Step 1. Reduction to a problem on the torus. We consider the left-hand
side of (4.4) first. Using the function φ(·) defined at the beginning of Section 2,
we obtain
(4.8) miβi +
µi∑
j=1
E(miαi,j) = miDi +
µi∑
j=1
(φ(miαi,j)− {miαi,j}) .
To handle all the rational rotators, for 1 ≤ i ≤ q we require each mi having
a factor M ∈ N such that Mαi,j ∈ N whenever αi,j ∈ Q for j = 1, . . . , µi and
i = 1, . . . , q. Let M = 1 if no such αi,j exists.
To get the common integer N ∈ N, we replace miDi in (4.8) by NMDiMDi.
To make mi an integer, we subtract the decimal part of
N
MDi
from itself. Be-
cause of the requirement of our later torus problem and to keep more flexibility
in our choice of N , we add a term χi ∈ {0, 1} to it. This yields
miDi =
N
MDi
MDi −
{
N
MDi
}
MDi + χiMDi(4.9)
= N +
(
χi −
{
N
MDi
MDi
})
MDi.
Here we define
(4.10) mi =
([
N
MDi
]
+ χi
)
M, for all i = 1, . . . , q,
where χi = 0 or 1 for 1 ≤ i ≤ q will be determined later. By this choice, (4.8)
becomes
miβi +
µi∑
j=1
E(miαi,j) = N +
(
χi −
{
N
MDi
MDi
})
MDi(4.11)
+
µi∑
j=1
(φ(miαi,j)− {miαi,j}) .
Now the claims (4.5) and (4.6) require that only the following three pos-
sibilities for each term {miαi,j} can happen:
COMPACT CONVEX HYPERSURFACES IN R2n 345
(A) {miαi,j} = 0 if αi,j ∈ Q,
(B) 0 < {miαi,j} < δ if αi,j ∈ R \Q, or
(C) 1− δ < {miαi,j} < 1 if αi,j ∈ R \Q.
Note that (A) already holds by our choice of mi’s of (4.10). Suppose now
that these three requirements are fulfilled by our choice of mi’s. Then we have
(4.12)
µi∑
j=1
(φ(miαi,j)− {miαi,j})
=
∑
A
+
∑
B
+
∑
C
(φ(miαi,j)− {miαi,j})
=
∑
0<{miαi,j}<δ
1−
∑
0<{miαi,j}<δ
{miαi,j}+
∑
0<1−{miαi,j}<δ
(1− {miαi,j})
= ∆i −
∑
0<{miαi,j}<δ
{miαi,j}+
∑
0<1−{miαi,j}<δ
(1− {miαi,j}).
Thus (4.11) becomes
miβi +
µi∑
j=1
E(miαi,j)(4.13)
= N +
(
χi −
{
N
MDi
MDi
})
MDi
+∆i −
∑
0<{miαi,j}<δ
{miαi,j}+
∑
0<1−{miαi,j}<δ
(1− {miαi,j}).
Therefore
(4.14)
∣∣∣∣∣∣miβi +
µi∑
j=1
E(miαi,j)−N −∆i
∣∣∣∣∣∣ ≤
∣∣∣∣χi −
{
N
MDi
}∣∣∣∣MDi + µiδ.
Here, to get (4.4) by (4.1) we need
(4.15)
∣∣∣∣χi −
{
N
MDi
}∣∣∣∣MDi < 12 .
Next we estimate {miαi,j}. By our choice of mi in (4.10),
{miαi,j} =
{
M
([
N
MDi
]
+ χi
)
αi,j
}
(4.16)
=
{
Nαi,j
Di
+
(
χi −
{
N
MDi
})
Mαi,j
}
= {Ai,j(N) +Bi,j(N)},
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where in (4.16), we set
(4.17) Ai,j(N) =
{
Nαi,j
Di
}
−χi,j, Bi,j(N) =
(
χi −
{
N
MDi
})
Mαi,j,
and χi,j = 0 or 1 will be determined later.
Assume now that we can choose N ∈ N such that∣∣∣∣
{
Nαi,j
Di
}
− χi,j
∣∣∣∣ = |Ai,j(N)| < δ13 ,(4.18) ∣∣∣∣
(
χi −
{
N
MDi
})
Mαi,j
∣∣∣∣ = |Bi,j(N)| < δ13 ,(4.19)
for a given δ1 satisfying 0 < δ1 < δ < 1/2. Then if Ai,j(N) + Bi,j(N) ≥ 0, we
obtain
{miαi,j} = Ai,j(N) +Bi,j(N) < δ1 < δ.
If Ai,j(N) +Bi,j(N) < 0, we obtain
{miαi,j} = Ai,j(N) +Bi,j(N)− (−1).
That is,
0 < 1− {miαi,j} = −(Ai,j(N) +Bi,j(N)) < δ1 < δ.
Therefore to prove (4.4)–(4.6), by (4.15), (4.18), and (4.19), it suffices to
prove that we can choose integers χi and χi,j to be 0 or 1 and choose infinitely
many integers N ∈ N such that all the quantities
(4.20)
∣∣∣∣
{
Nαi,j
Di
}
− χi,j
∣∣∣∣ and
∣∣∣∣
{
N
MDi
}
− χi
∣∣∣∣
can be made simultaneously as small as we want.
Let n = q +
∑q
i=1 µi, and
(4.21) v = (
1
MD1
, . . . ,
1
MDq
,
α1,1
D1
,
α1,2
D1
, . . . ,
α1,µ1
D1
,
α2,1
D2
, . . . ,
αq,µq
Dq
) ∈ Rn.
Then the problem becomes, for any given small ε ∈ (0,min{δ, 1/3}), to find a
vertex χ of the cube [0, 1]n and infinitely many integers N ∈ N such that
(4.22) |{Nv} − χ| < ε.
This is a problem of the dynamics on the standard torus Tn = Rn/Zn.
Step 2. Dynamics on a torus. To solve the problem (4.22), it suffices to
note that the closure G of the set G = {{mv} |m ∈ Z} in Tn forms a closed
additive subgroup of the torus Tn. Thus G is a product of a possibly lower
dimensional torus and a cyclic group, and G contains the identity element
of Tn.
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Define a dynamical system f : Tn → Tn by f(x) = x+π(v) for all x ∈ Tn.
We consider the α and ω-limit sets of f which are defined as usual by
α(x) =
⋂
N∈N
{fk(x) | k ≤ −N} and ω(x) =
⋂
N∈N
{fk(x) | k ≥ N},
for all x ∈ Tn.
If v ∈ Qn, G must be the finite cyclic group generated by π(v). So we
have α(0) = ω(0) = G = G.
If v ∈ Rn \ Qn, then we have #G = +∞ and hence the limit sets α(0)
and ω(0) are nonempty. By the definition of the limit sets and the fact G is
an additive subgroup of Tn, we have
α(0) +G ⊂ α(0), ω(0) +G ⊂ ω(0).
Since the limit sets are closed,
α(0) +G ⊂ α(0), ω(0) +G ⊂ ω(0).
Thus by the facts that α(0)∪ω(0) ⊂ G and that G is a closed additive subgroup
of Tn,
(4.23) α(0) = ω(0) = G.
Therefore there always exist infinitely many N ∈ N such that the point
{Nv} is located in the open ball in Tn centered at its identity element with
radius ε < 1/3. More precisely, we have proved that in the product space
X = [0, 1]n, there exist one vertex x of X and infinitely many N ∈ N such
that
(4.24) {Nv} ∈ Bε(x) ∩X,
where Bε(x) = {y ∈ Rn | |y − x| < ε}. Now we define χ = x, and then (4.22)
holds.
The proof is complete.
In order to prove Theorem 1.4, we need to know more about the possi-
ble choices of the vector χ in Theorem 4.1. The following result gives this
information.
Theorem 4.2. Fix v = (v1, . . . , vn) ∈ Rn. Let H be the closure of
{{mv} |m ∈ N} in Tn and V = T0π−1H be the tangent space of π−1H at the
origin in Rn, where π : Rn → Tn is the projection map. Define
(4.25) A(v) = V \∪vk∈R\Q{x = (x1, . . . , xn) ∈ V |xk = 0}.
Define ψ(x) = 0 when x ≥ 0 and ψ(x) = 1 when x < 0. Then for any
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a = (a1, . . . , an) ∈ A(v), the vector
(4.26) χ = (ψ(a1), . . . , ψ(an))
makes (4.22) holds for infinitely many N ∈ N.
Moreover, this set A(v) possesses the following properties:
(a) A(v) 6= ∅.
(b) When v ∈ Qn, then V = A(v) = {0}.
(c) When v ∈ Rn \Qn, then dimV ≥ 1, 0 6∈ A(v) ⊂ V , A(v) = −A(v), and
A(v) is open in V .
(d) When dimV = 1, then A(v) = V \ {0}.
(e) When dimV ≥ 2, A(v) is obtained from V by deleting all the coordinate
hyperplanes with dimension strictly smaller than dimV from V , espe-
cially dimA(v) = dimV .
Proof. If v ∈ Qn, H is a cyclic subgroup of Tn. We then have V = {0}.
Thus A(v) = V = {0}.
Suppose v = (v1, . . . , vn) ∈ Rn\Qn. Then H is a closed additive subgroup
of Tn which is a product of a torus with a cyclic subgroup of Tn. By the
definition of V , we have dimV ≥ 1. For any a = (a1, . . . , an) ∈ V ,
ai 6= 0 only if vi ∈ R \Q.
When vi ∈ R \Q, there exists a = (a1, . . . , an) ∈ V with ai 6= 0. Thus for any
a ∈ A(v), the point χ defined by (4.26) gives a vertex χ of X = [0, 1]n which
is in the closure of {{mv} |m ∈ N} in X. Therefore (4.22) holds for infinitely
many N ∈ N and for this χ.
The claims (a) to (e) follow from this argument, and their proofs are
therefore omitted.
4.2. The common index jump of symplectic paths. The following is the
main result of this subsection.
Theorem 4.3. Let γk ∈ Pτk(2n) for k = 1, . . . , q be a finite collection
of symplectic paths. Let Mk = γ(τk). Extend γk to [0,+∞) by iteration via
(1.20) for k = 1, . . . , q. Suppose
(4.27) iˆ(γk, 1) > 0, for all k = 1, . . . , q.
Then there exist infinitely many (N,m1, . . . ,mq) ∈ Nq+1 such that
ν(γk, 2mk − 1) = ν(γk, 1),(4.28)
ν(γk, 2mk + 1) = ν(γk, 1),(4.29)
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i(γk, 2mk − 1) + ν(γk, 2mk − 1)(4.30)
= 2N −
(
i(γk, 1) + 2S
+
Mk
(1) − ν(γk, 1)
)
,
i(γk, 2mk + 1) = 2N + i(γk, 1),(4.31)
i(γk, 2mk) ≥ 2N − e(Mk)
2
≥ 2N − n,(4.32)
i(γk, 2mk) + ν(γk, 2mk) ≤ 2N + e(Mk)
2
≤ 2N + n,(4.33)
for every k = 1, . . . , q.
Proof. We complete the proof in four steps.
Step 1. Application of Theorem 4.1. Set
δ0 = min
1≤k≤q
{
1
2
,
θ
2π
, 1− θ
2π
| θ ∈ (0, 2π) and e
√−1θ ∈ σ(Mk)
}
,(4.34)
Ck =
∑
θ∈(0,2pi)
S−Mk
(
e
√−1θ) ,(4.35)
ρk = i(γk, 1) + S
+
Mk
(1) −Ck,(4.36)
I(k,m) = mρk +
∑
θ∈(0,2pi)
E
(
mθ
π
)
S−Mk
(
e
√−1θ)(4.37)
for k = 1, . . . , q and m ∈N, where σ(Mk) denotes the spectrum of Mk.
By the definition of I(k,m), we rewrite it as
(4.38) I(k,m) = mρk +
∑
θ∈(0,2pi)
S−
Mk
(e
√
−1θ)∑
j=1
E
(
mθ
π
)
.
Note that by (4.27) and Corollary 2.1, for every k = 1, . . . , q,
(4.39) 0 < iˆ(γk, 1) = ρk +
∑
θ∈(0,2pi)
θ
π
S−Mk
(
e
√−1θ) .
Now in the statement of Theorem 4.1, other than the integer q, we set
δ ∈ (0, δ0), βi = ρi,(4.40)
µi =
∑
θ∈(0,2pi)
S−Mi
(
e
√−1θ) , Di = iˆ(γi, 1), for all 1 ≤ i ≤ q,
αi,j =
θj
π
, where e
√−1θj ∈ σ(Mi), for all 1 ≤ j ≤ µi, 1 ≤ i ≤ q.(4.41)
Note that µi is a nonnegative integer by Corollary 4.13 of [29].
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By (4.39), the condition (4.3) of Theorem 4.1 holds. Applying this theorem
to I(k,m)’s for k = 1, . . . , q and any δ ∈ (0, δ0), there exist infinitely many
(N,m1, . . . ,mq) ∈ Nq+1 such that
I(k,mk) = N +∆k,(4.42)
min
{{
mkθ
π
}
, 1−
{
mkθ
π
}}
< δ, if e
√−1θ ∈ σ(M),(4.43)
mkθ
π
∈ Z, if θ
π
∈ Q ∩ (0, 2) and e
√−1θ ∈ σ(Mk),(4.44)
∆k =
∑
0<{mkθ/pi}<δ
S−Mk
(
e
√−1θ
)
,(4.45)
for k = 1, . . . , q.
Step 2. Verifications of (4.28) and (4.29). Whenever e
√−1θ ∈ σ(Mk)
and θpi ∈ Q ∩ (0, 2), by (4.44), we always have 2mkθ ∈ 2πZ. Thus for any
such θ,
2mkθ ± θ 6∈ 2πZ.
Since the change of the nullity happens only when iterations of some eigenvalues
in U \ {1} hit 1, we obtain
ν(γk, 2mk − 1) = ν(γk, 2mk + 1) = ν(γk, 1).
Thus (4.28) and (4.29) hold.
Step 3. Verifications of (4.30) and (4.31). By Theorem 2.1, (4.42), (4.28),
and the definition of I(k,m),
i(γk, 2mk − 1) + ν(γk, 2mk − 1)(4.46)
= 2I(k,mk)−
(
i(γk, 1) + S
+
Mk
(1)− Ck
)
−
(
S+Mk(1) + Ck
)
−2
∑
θ∈(0,2pi)
ξ−(mk, θ)S−Mk
(
e
√−1θ
)
+ ν(γk, 1)
= 2(N +∆k)−
(
i(γk, 1) + 2S
+
Mk
(1)
)
−2
∑
θ∈(0,2pi)
ξ−(mk, θ)S−Mk
(
e
√−1θ
)
+ ν(γk, 1),
where we define
(4.47)
ξ−(mk, θ) = E
(
2mkθ
2π
)
− E
(
(2mk − 1)θ
2π
)
= E
([
mkθ
π
]
+
{
mkθ
π
})
−E
([
mkθ
π
]
+
{
mkθ
π
}
− θ
2π
)
= E
({
mkθ
π
})
− E
({
mkθ
π
}
− θ
2π
)
.
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Note that ξ−(mk, θ) takes only the value 0 or 1. To evaluate ξ−(mk, θ) for
any θ ∈ (0, 2π) and e
√−1θ ∈ σ(Mk) with some k ∈ {1, . . . , q}, we consider the
following three cases:
Case 1. {mkθpi } = 0. By (4.47) and the definition of the function E(·),
we have ξ−(mk, θ) = 0.
Case 2. {mkθpi } ∈ (0, δ). Since δ ∈ (0, δ0), by the definition (4.34) of δ0,
we obtain {
mkθ
π
}
− θ
2π
< δ0 − θ
2π
≤ 0.
Thus, ξ−(mk, θ) = 1.
Case 3. {mkθpi } ≥ δ and S−Mk
(
e
√−1θ
)
> 0. By (4.43),
1− δ <
{
mkθ
π
}
< 1
must hold. Thus by the fact δ ∈ (0, δ0) and the definition (4.34) of δ0,{
mkθ
π
}
− θ
2π
> 1− δ − θ
2π
> 0.
So in this case we have ξ−(mk, θ) = 0.
Therefore only in the above case 2, the term ξ−(mk, θ) makes contribution.
Together with (4.46) and (4.47),
i(γk, 2mk − 1) + ν(γk, 2mk − 1) = 2(N +∆k)−
(
i(γk, 1) + 2S
+
Mk
(1)
)
− 2∆k + ν(γk, 1)
= 2N −
(
i(γk, 1) + 2S
+
Mk
(1) − ν(γk, 1)
)
.
This proves (4.30).
Similarly,
(4.48)
i(γk, 2mk + 1) = 2I(k,mk) +
(
i(γk, 1) + S
+
Mk
(1) − Ck
)
−
(
S+Mk(1) + Ck
)
+ 2
∑
θ∈(0,2pi)
ξ+(mk, θ)S
−
Mk
(
e
√−1θ) ,
where ξ+(mk, θ) = E(
(2mk+1)θ
2pi ) − E(2mkθ2pi ). Similar to our discussion above,
ξ+(mk, θ) = 1 in cases 1 and 3 above, and ξ+(mk, θ) = 0 in case 2. Thus from
(4.48) we obtain
i(γk, 2mk + 1) = 2(N +∆k) + (i(γk, 1)− 2Ck) + 2(Ck −∆k)(4.49)
= 2N + i(γk, 1).
This proves (4.31).
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Step 4. Verifications of (4.32) and (4.33). By the inequality (2.9) in
Theorem 2.2 and (4.29) as well as (4.31),
i(γk, 2mk) ≥ i(γk, 2mk + 1)− i(γk, 1)− e(Mk)
2
= 2N − e(Mk)
2
≥ 2N − n.
This proves (4.32).
By the inequality (2.8) in Theorem 2.2 as well as (4.31),
i(γk, 2mk) + ν(γk, 2mk) ≤ i(γk, 2mk + 1)− i(γk, 1) + e(Mk)
2
(4.50)
= 2N +
e(Mk)
2
≤ 2N + n.
This proves (4.33) and the proof is complete.
By Lemma 1.3, the following consideration is useful for the study of closed
characteristics.
Theorem 4.4. Under the conditions of Theorem 4.3, further suppose
(4.51) Mk = P
−1
k (N1(1, 1) ⋄Gk)Pk
for some Pk ∈ Sp(2n) and Gk ∈ Sp(2n − 2) holds for 1 ≤ k ≤ q. Then (4.33)
can be improved to
(4.52) i(γk, 2mk) + ν(γk, 2mk) ≤ 2N + e(Mk)
2
− 1 ≤ 2N + n− 1.
Proof. In Step 4 of the proof for Theorem 4.3, we use the inequality (2.41)
in Theorem 2.3 as well as (4.31), and obtain
i(γk, 2mk) + ν(γk, 2mk) ≤ i(γk, 2mk + 1)− i(γk, 1) + e(Mk)
2
− 1
= 2N +
e(Mk)
2
− 1
≤ 2N + n− 1.
This proves (4.52).
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5. Proof of the main results
Fix Σ ∈ H(2n) and α ∈ (1, 2).
Lemma 5.1. (i) ̺n(Σ) defined by (1.6) does not depend on the choice of
α ∈ (1, 2).
(ii) For any s > 0 and Σ ∈ H(2n), ̺n(sΣ) = ̺n(Σ).
Proof. (i) follows from Proposition I.7.5 of [12] and from a similar proof
for the index functions and splitting numbers.
(ii) Let C be the convex compact set bounded by Σ. By definition,
jsC(x) = s
−1jC(x),
HsΣ,α(x) = jsC(x)
α = s−αHΣ,α(x).
Let (τ, x) ∈ J (Σ, α). Then τ is the minimal period of x and HΣ,α(x(t)) = 1.
Set y(t) = sx(s−2t). Thus s2τ is the minimal period of y and HsΣ,α(y(t)) = 1.
Since x˙ = JH ′Σ,α(x),
y˙(t) = s−1JH ′Σ,α
(
x(s−2t)
)
= s−αJH ′Σ,α
(
sx(s−2t)
)
= JH ′sΣ,α(y(t)).
So we have (s2τ, y) ∈ J (sΣ, α). Therefore the map from J (Σ, α) to J (sΣ, α)
defined by (τ, x) 7→ (s2τ, sx(s−2t)) is a bijection.
Let γx be the associated symplectic path of (τ, x). Then,
d
dt
γx(s
−2t) = s−2JH
′′
Σ,α
(
x(s−2t))γx(s−2t)
)
= s−αJH
′′
Σ,α
(
sx(s−2t))γx(s−2t)
)
= JH
′′
sΣ,α
(
y(t))γx(s
−2t)
)
.
So the associated symplectic path of (s2τ, y) is γy(t) = γx(s
−2t). Hence the
lemma follows.
Theorem 1.1 is contained in the following result.
Theorem 5.1. Let Σ ∈ H(2n) and 1 < α < 2. Suppose #J˜ (Σ) < +∞.
Then
(5.1) min
{
#V∞(Σ, α), n
}
≥ ̺n(Σ) ≥
[
n
2
]
+ 1.
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Proof. The proof is given by the following three claims.
Claim 1. #V∞(Σ, α) ≥ ̺n(Σ).
By Lemma 3.1, there exist an integer K ≥ 0 and an injection map
p : N+K → V∞(Σ, α)×N such that
(5.2) i(x,m) ≤ 2k − 2 + n ≤ i(x,m) + ν(x,m)− 1
holds for any k ∈ N+K, (τ, x) ∈ J (Σ, α) and p(k) = ([(τ, x)],m). Denote the
elements in V∞(Σ, α) by
V∞(Σ, α) = {[(τj , xj)] | j = 1, . . . , q},
where (τj , xj) ∈ J (Σ, α) for j = 1, . . . , q. By Lemma 1.3 and (3.6) of Corol-
lary 3.1, we can apply Theorems 4.3 and 4.4, and obtain infinitely many
(N,m1, . . . ,mq) ∈ Nq+1 such that
q⋂
j=1
G2mj−1(τj, xj) ⊃ [2N − κ1, 2N + κ2],(5.3)
q⋃
j=1
I2mj (τj, xj) ⊂ [2N − n, 2N − 2 + n],(5.4)
where κ1 = κ1(Σ, α) and κ2 = κ2(Σ, α) are defined by (1.59) and (1.60) re-
spectively. Recall that the mth index interval Im(τ, x) and the mth index
jump Gm(τ, x) of (τ, x) are defined by (1.46) and (1.56) respectively. Since Σ
is strictly convex, (1.38) holds by Corollary 1.2 for every xj with 1 ≤ j ≤ q.
Specifically, this yields
(5.5) κ2 ≥ n− 1.
Set p(N − s + 1) = ([(τj(s), xj(s)],m(s)) with j(s) ∈ {1, . . . , q} and m(s) ∈ N
for s = 1, . . . , ̺n(Σ). Then by definition of the map p in Lemma 3.1,
(5.6) i(xj(s),m(s)) ≤ 2N − 2s+ n ≤ i
(
xj(s),m(s)
)
+ ν
(
xj(s),m(s)
)
− 1.
Because ̺n(Σ) = [
κ1+n
2 ] and (5.5),
2N − κ1 ≤ 2N − 2[κ1 + n
2
] + n(5.7)
≤ 2N − 2s + n(5.8)
≤ 2N − 2 + n(5.9)
< 2N + κ2,(5.10)
for s = 1, . . . , ̺n(Σ). From the definition (1.56) of the index jump, (5.3), (5.6),
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and (5.10), we obtain
i
(
xj(s), 2mj(s) − 1
)
+ ν
(
xj(s), 2mj(s) − 1
)
− 1(5.11)
< 2N − κ1
≤ 2N − 2s+ n
≤ i
(
xj(s),m(s)
)
+ ν(xj(s),m(s)) − 1,
and
i
(
xj(s),m(s)
)
≤ 2N − 2s+ n(5.12)
< 2N + κ2 < i
(
xj(s), 2mj(s) + 1
)
.
Comparing (5.11), (5.12), and (3.5) of Corollary 3.1, we obtain
(5.13) 2mj(s) − 1 < m(s) < 2mj(s) + 1.
Hence m(s) = 2mj(s); i.e.,
(5.14) p(N − s+ 1) =
([
(τj(s), xj(s)
])
, 2mj(s)), for s = 1, . . . , ̺n(Σ).
Since the map p is injective when #J˜ (Σ) < +∞, these j(s)’s are mutually
different for s = 1, . . . , ̺n(Σ). Therefore,
q ≥ ̺n(Σ).
This proves Claim 1.
Claim 2. ̺n(Σ) ≤ n.
In fact, if ̺n(Σ) = [
κ1+n
2 ] > n, we must have κ1 ≥ n + 2. Denote by
([(τj , xj)],m) = p(N − n). Then
i(xj ,m) ≤ 2(N − n)− 2 + n ≤ i(xj ,m) + ν(xj,m)− 1.
By (5.3),
i(xj , 2mj − 1) + ν(xj , 2mj − 1)− 1 < 2N − κ1
≤ 2(N − n)− 2 + n
≤ i(xj ,m) + ν(xj,m)− 1,
and by (5.4),
i(xj ,m) ≤ 2(N − n)− 2 + n < 2N − n ≤ i(x, 2mj).
Hence by Corollary 3.1, we have 2mj − 1 < m < 2mj . This contradiction
proves Claim 2.
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Claim 3. ̺n(Σ) ≥ [n2 ] + 1.
Let (τ, x) ∈ J (Σ, α) and γx be its associated symplectic path. In the
following, we estimate i(x, 1) + 2S+(x)− ν(x, 1) + n.
By Lemma 1.3, (1.50) holds for some P ∈ Sp(2n) and M ∈ Sp(2n − 2).
By 1◦ and 2◦ of Corollary 4.14 of [29], the splitting numbers are constant on
each homotopy component and symplectic additive. Thus by (1.50),
(5.15) 2S+(x)− ν(x, 1) = 2S+N1(1,1)(1)− ν1(N1(1, 1)) + 2S
+
M (1)− ν1(M).
By Theorem 6.6 below,
S+N1(1,a)(1) =
{
1, if a ≥ 0,
0, if a < 0.
Thus,
(5.16) 2S+N1(1,a)(1)− ν1(N1(1, a)) = a, for a = ±1, 0.
By Theorem 6.5,
(5.17) M ≈ N1(1, 1)⋄p− ⋄ I⋄p02 ⋄N1(1,−1)⋄p+ ⋄G,
for some nonnegative integers p−, p0, and p+, and some symplectic matrix G
satisfying 1 6∈ σ(G). By (5.16) and (5.17), we then obtain
(5.18) 2S+M (1)− ν1(M) ≥ p− − p+ ≥ −p+ ≥ 1− n.
From (1.38), (5.15), (5.16) with a = 1, and (5.18),
i(x, 1) + 2S+(x)− ν(x, 1) + n ≥ n+ 1 + (1− n) + n = n+ 2.
So Claim 3 holds and the proof of Theorem 5.1 is complete.
Next we give the proof for the nondegenerate case.
Proof of Corollary 1.1. By the definition of ̺n(Σ), (1.9), and Theorem 5.1,
we obtain (1.10).
If (τ, x) ∈ J (Σ, α) is nondegenerate, we must have 1 6∈ σ(M) in (5.15).
Thus by (5.15) and (5.16), we obtain 2S+(x)−ντ (x) = 1. This and (1.38) give
(1.9). Now, (1.10) holds and by (1.7) this implies (1.11).
Corollary 5.1. Let Σ ∈ H(2n) and α ∈ (1, 2). Assume #J˜ (Σ) < +∞.
Then there exists an element [(τ, x)] ∈ V∞(Σ, α) with iτ (x) = n.
Proof. We use notation introduced in the proof of Theorem 5.1. Let
([(τj , xj)],m) = p(N+1). By the definition of p, we obtain [(τj , xj)] ∈ V∞(Σ, α)
and
(5.19) i(xj ,m) ≤ 2N + n ≤ i(xj ,m) + ν(xj,m)− 1.
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Thus by (5.3) and (5.4),
i(xj , 2mj) + ν(xj, 2mj)− 1 ≤ 2N − 2 + n(5.20)
< 2N + n
≤ 2N + κ2 + 1
≤ i(xj , 2mj + 1).
Hence by Corollary 3.1, comparing (5.19) and (5.20) we obtain 2mj < m ≤
2mj + 1. Thus m = 2mj + 1. By (5.19) and (5.20) again,
i(x, 2mj + 1) = 2N + n.
Now by (4.31) of Theorem 4.3,
i(x, 1) = i(x, 2mj + 1)− 2N = n.
Remark 5.1. Although the global minimal point (τ, x) of f on E satisfies
iτ (x) = n, it is not clear whether [(τ, x)] ∈ V∞(Σ, α).
Now we come to the proof of Theorem 1.2. We will prove the following
stronger version. For every (τ, x) ∈ J (Σ, α), the elliptic height e(x) of (τ, x) is
defined to be the elliptic height e(γx(τ)), where γx is the associated symplectic
path of (τ, x).
Theorem 5.2. Let Σ ∈ H(2n) and α ∈ (1, 2). Suppose #J˜ (Σ) < +∞.
By the notation introduced in the proof of Theorem 5.1, and specifically, the
proof of Claim 1 in the proof of Theorem 5.1, for each s = 1, . . . , ̺n(Σ), there
exists a unique j(s) ∈ {1, . . . , q} such that p(N−s+1) = ([(τj(s), xj(s))], 2mj(s)).
Then
(5.21) e(xj(s)) ≥ 2|n− 2s+ 1|+ 2, for all s = 1, . . . , ̺n(Σ).
Specially, [(τj(1), xj(1))] is an elliptic element in V∞(Σ, α).
Proof. By the definition of the injection map p in Lemma 3.1, we have
(5.22) i(xj(s), 2mj(s)) ≤ 2N − 2s + n ≤ i(xj(s), 2mj(s)) + ν(xj(s), 2mj(s))− 1.
By (2.41) of Theorem 2.3 and (4.31) in Theorem 4.3,
e(τj(s), xj(s))
2
≥ i
(
xj(s), 2mj(s)
)
+ ν
(
xj(s), 2mj(s)
)
(5.23)
−i
(
xj(s), 2mj(s) + 1
)
+ i
(
xj(s), 1
)
+ 1
= i
(
xj(s), 2mj(s)
)
+ ν
(
xj(s), 2mj(s)
)
− 2N + 1
≥ 2N − 2s + n+ 1− 2N + 1
= n− 2s+ 2,(5.24)
where (5.24) follows from the right-hand inequality in (5.22).
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On the other hand, by (2.42) in Theorem 2.3,
e(τj(s), xj(s))
2
≥ i
(
xj(s), 2mj(s) + 1
)
+ ν
(
xj(s), 2mj(s) + 1
)
− i
(
xj(s), 2mj(s)
)
− i
(
xj(s), 1
)
− ν
(
xj(s), 1
)
.
By (4.29) and (4.31) of Theorem 4.3 and the left-hand inequality in (5.22),
e(τj(s), xj(s))
2
≥ 2N − (2N − 2s+ n)(5.25)
= 2s − n.(5.26)
Now (5.24) and (5.26) yield (5.21).
The following theorem implies Theorem 1.3. Note that by Theorem 5.1
̺n(Σ)− 1 ≥ [n2 ] always.
Theorem 5.3. Let Σ ∈ H(2n) with n ≥ 2 and α ∈ (1, 2). Suppose
#J˜ (Σ) < +∞. Then there exist at least ̺n(Σ)− 1 elements in V∞(Σ, α) such
that each such an element [(τ, x)] satisfies
(5.27) iˆ(x, 1) ∈ R \Q.
Specifically, such a closed characteristic [(τ, x)] must possess at least a rotator
on U in the sense of Theorem 2.1 with an irrational multiple of 2π rotation
angle.
Proof. Since n ≥ 2, we have ̺n(Σ)− 1 ≥ 1. Let
V∞(Σ, α) = {[(τj , xj)] | 1 ≤ j ≤ q} .
By (4.39) and Corollary 2.1, the Dj defined by (4.2) according to Step 1 of the
proof of Theorem 4.3 satisfies
(5.28) Dj = iˆ(xj , 1), for all j = 1, . . . , q.
By Step 1 of the proof of Theorem 5.1, we obtain (N,m1, . . . ,mq) ∈ Nq+1 such
that the injection map p of Lemma 3.1 satisfies (5.14). Reordering elements in
V∞(Σ, α) to simplify notation, we can assume
(5.29) p(N − j + 1) = ([τj , xj ], 2mj), for all j = 1, . . . , ̺n(Σ).
Thus by Lemma 3.1 and (1.28),
2mkDk − 2mjDj = 2mk iˆ(xk, 1) − 2mj iˆ(xj, 1)(5.30)
= iˆ(xk, 2mk)− iˆ(xj , 2mj)
< 0, if 1 ≤ j < k ≤ ̺n(Σ).
Now it suffices to prove that among the first ̺n(Σ) of Dj ’s, at most one
of them is rational. We prove this claim indirectly by assuming
(5.31) Dj and Dk ∈ Q,
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for some j and k satisfying 1 ≤ j < k ≤ ̺n(Σ). Then in our choice of
(N,m1, . . . ,mq) in the proof of Theorem 4.1, we require that N ∈ N further
satisfies
(5.32)
N
MDi
∈ N, for i = j, and k.
Then the closure of the set {{Nv} |N ∈ N satisfies (5.32)} is still a closed
additive subgroup of Th for some h ∈ N. Thus (4.22) holds in the jth and kth
coordinates for infinitely many N , if we choose χ to be a vertex of [0, 1]h with
χj = χk = 0. This implies∣∣∣∣
{
N
MDi
}∣∣∣∣ = 0, for i = j, k.
Therefore by the definition (4.10) of mi’s,
mi =
[
N
MDi
]
M =
N
Di
, for i = j, k.
This yields
(5.33) mjDj = N = mkDk,
contradicts (5.30), and completes the proof of the theorem.
The following theorem shows the existence of multiple elliptic orbits and
implies Theorem 1.4.
Theorem 5.4. Let Σ ∈ H(2n) with n ≥ 2 and α ∈ (1, 2). Suppose
#J˜ (Σ) < +∞ and
(5.34) #V∞(Σ, α) ≤ 2̺n(Σ)− 2.
Then there exist at least two elliptic elements in V∞(Σ, α).
In particular, by (1.8), there are at least two elliptic elements in V∞(Σ, α),
provided
(5.35) #V(Σ, α) ≤ 2
[
n
2
]
.
Proof. Let V∞(Σ, α) = {[(τj , xj)] | 1 ≤ j ≤ q}. Let v ∈ Rk be the vector
given by (4.21) according to quantities in (4.40)–(4.41) in the proof of Theo-
rem 4.3. Let A(v) be the set given by Theorem 4.2 according to this v.
We use notation introduced in the proof of Theorem 5.3. Note that by
Theorem 5.1 and the fact that n ≥ 2, q ≥ ̺n(Σ) ≥ 2. By Theorem 5.3, Dj ∈
R\Q holds for at least [n/2] integers in {1, . . . , q}. Therefore by Theorem 4.2,
(5.36) dimA(v) ≥ 1, 0 6∈ A(v).
We continue our proof in two steps.
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Step 1. For a given a ∈ A(v), we define χ ≡ χ(a) = (ψ(a1), . . . , ψ(ak))
by (4.26). Let (N,m1, . . . ,mq) ∈ Nq+1 be given in Step 1 of the proof for
Theorem 5.1 via an application of Theorems 4.1 to 4.3 with this χ = χ(a) used
in their proofs. By the proof of Theorem 5.1, there exists a subset L(a,N) of
{1, . . . , q} such that
(i) 1 ∈ L(a,N) and #L(a,N) = ̺n(Σ),
(ii) p(N) = ([(τ1, x1),m1)] and x1 is elliptic;
(iii) For each s = 2, . . . , ̺n(Σ), there is a j(s) ∈ L(a,N) \ {1} such that
p(N − s+ 1) = ([τj(s), xj(s)],mj(s)).
By Lemma 3.1, we have
(5.37) m1D1 −mjDj > 0, for all j ∈ L(a,N) \ {1}.
Assuming that there exists only one elliptic element in V∞(Σ, α), we al-
ways get the same elliptic element [(τ1, x1)] ∈ V∞(Σ, α) for all a ∈ A(v).
By (5.36), we have −a ∈ A(v). By definition (4.26), we have χ(−a) 6=
χ(a). Thus by the proof of Theorem 5.1, for this vertex χ(−a) we get (N˜ , m˜1, . . . , m˜q)
∈ Nq+1 and another subset L(−a, N˜ ) of {1, . . . , q} such that Theorems 5.1–5.3
hold, specially the above (i)–(iii) still hold correspondingly.
By the assumption q ≤ 2̺n(Σ)− 2 of (5.34),
(5.38) 1 ≤ #((L(a,N) ∩ L(−a, N˜ )) \ {1}) ≤ ̺n(Σ).
Let
(5.39) t0 =
δ1
6(|a| + 1)(MΛ + 1) , Λ = max1≤j≤qDj .
Note that in the proof of Theorem 4.1 we can further require N ∈ N such that
the vector {Nv}−χ(a) defined by (4.22) and (4.21) are located in a sufficiently
small neighborhood inside the open ball in V with radius δ1/(6MΛ + 1) and
centered at at0; i.e.,
{Nv} − χ(a) ∈ V,(5.40)
|{Nv} − χ(a)− at0| < δ1
6MΛ + 1
,(5.41)
where V = T0π
−1({{Nv} |N ∈ N}) is as defined in Theorem 4.2. Under this
requirement, we still have (4.22):∣∣∣∣
{
N
MDi
}
− χi
∣∣∣∣ < |ait0|+ δ16MΛ + 1 ≤ δ13MΛ ,(5.42) ∣∣∣∣
{
Nαi,j
Di
}
− χi,j
∣∣∣∣ < |ai,jt0|+ δ16MΛ + 1 ≤ δ13 ,(5.43)
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for infinitely many N ∈ N. Here χi = ψ(ai) and χi,j = ψ(ai,j); the function ψ
is defined in Theorem 4.2.
Claim. a1D1 − ajDj = 0 for all j ∈ (L(a,N) ∩ L(−a, N˜)) \ {1}.
Assuming the claim does not hold, we prove it by contradiction. In fact,
we can further require N ∈ N so that the following also holds:∣∣∣∣
{
N
MDk
}
− χk − akt0
∣∣∣∣ < t03Λ minaiDi−ajDj 6=0 |aiDi − ajDj |, for all 1 ≤ k ≤ q.
By our choice of (N,m1, . . . ,mq), we have
(5.44)
m1D1 −mjDj = M
([
N
MD1
]
+ χ1
)
D1 −M
([
N
MDj
]
+ χj
)
Dj
= M
((
χ1 −
{
N
MD1
})
D1 −
(
χj −
{
N
MDj
})
Dj
)
= −Mt0(a1D1 − ajDj) +M
((
χ1 −
{
N
MD1
}
+ a1t0
)
D1(5.45)
−
(
χj −
{
N
MDj
}
+ ajt0
)
Dj
)
.
For any j ∈ (L(a,N) ∩ L(−a, N˜ )) \ {1}, by (5.37) and (5.45),
(5.46) a1D1 ≤ ajDj .
For any j > 1 satisfying j ∈ L(a,N) ∩ L(−a, N˜), we apply the above
argument to a and −a respectively and obtain a1D1 ≤ ajDj and −a1D1 ≤
−ajDj . Therefore a1D1 = ajDj , and the claim is proved.
Step 2. Set
Vj = {a ∈ V | a1D1 = ajDj}, j = 2, . . . , q,(5.47)
B(v) = A(v) \
⋃
Vj 6=V, j=2,...,q
Vj .(5.48)
Since dimA(v) ≥ 1, by Theorem 4.2, A(v) is obtained from V by deleting
finitely many proper linear subspaces of V , and so is B(v). Hence B(v) is
nonempty.
Now we choose an a ∈ B(v) and j ∈ L(a,N) ∩ L(−a, N˜ ) \ {1}. By the
Claim in Step 1, we have a1D1 = ajDj . By definitions of a ∈ B(v) and j we
have Vj = V .
By (5.40), the vector {Nv} − χ defined by (4.22) belongs to V , and thus
belongs to Vj. Then by definition (5.47) of Vj , this implies
(5.49) 0 = ({Nv1} − χ1)D1 − ({Nvj} − χj)Dj .
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By definition (4.21) of v,
0 =
({
N
MD1
}
− χ1
)
D1 −
({
N
MDj
}
− χj
)
Dj .
By (5.44), this implies m1D1 = mjDj . Then it contradicts (5.37) and com-
pletes the proof.
6. Appendix 1. The Maslov-type index and its iteration theory
In this section we give a brief review of the Maslov-type index and its iter-
ation theory for symplectic matrix paths. We use notation already introduced
in Section 1.
Definition 6.1 (cf. [23] and [29]). For τ > 0 and ω ∈ U, given two paths
γ0 and γ1 ∈ Pτ (2n), if there exists a map δ ∈ C([0, 1] × [0, τ ],Sp(2n)) such
that δ(0, ·) = γ0(·), δ(1, ·) = γ1(·), δ(s, 0) = I, and νω(δ(s, .)) is constant for
0 ≤ s ≤ 1, then γ0 and γ1 are ω-homotopic on [0, τ ] along δ(·, τ) and γ0 ∼ω γ1.
If γ0 ∼ω γ1 on [0, τ ] along δ(·, τ) for all ω ∈ U, then γ0 and γ1 are homotopic
on [0, τ ] along δ(·, τ) and we write γ0 ∼ γ1.
We define 2× 2 and 4× 4 matrices
D(a) =
(
a 0
0 1a
)
, R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
,
N1(λ, c) =
(
λ c
0 λ
)
, N2(ω, b) =
(
R(θ) b
0 R(θ)
)
,
for a, λ, c, θ ∈ R, ω ∈ U, and b ∈ L(R2). They are called basic normal
forms of symplectic matrices in [29] when a = ±2, θ ∈ R, λ = ±1, c ∈ R,
ω = eθ
√−1 ∈ U \ R with θ ∈ R; b =
(
b1 b2
b3 b4
)
is a 2 × 2 real matrix with
b2− b3 6= 0. In [29], a basic normal form matrix M ∈ Sp(2n) is called trivial if
σ(MR((t − 1)ε)⋄n) ∩U = ∅ for ε > 0 small enough and t ∈ [0, 1). Note that
the normal formsN1(1,−1), N1(−1, 1), D(±2), N2(ω, b) andN2(ω, b) ∈ M1ω(4)
with ω = exp(θ
√−1) ∈ U \R and (b2 − b3) sin θ > 0 are trivial, and all other
basic normal form matrices are nontrivial. Here using Definition 1.2 we define
M1ω(2n) = {M ∈ Sp(2n) | νω(M) = 1}.
For any τ > 0, n ∈N, and k ∈ Z, following [23], we define
φθ,τ (t) = R
(
θt
τ
)
, for all t ∈ [0, τ ],
χτ (t) = D
(
1 +
t
τ
)
, for all t ∈ [0, τ ];
We also denote by N1(e
θ
√−1, b) = R(θ) for any b ∈ R and θ ∈ R \ (πZ).
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The following theorem gives a characterization of our index function theory.
Theorem 6.1 (Theorem 2.11 of [29]). For any τ > 0 and ω = exp(θ
√−1)
∈ U, there exists a unique function iω : ∪n∈NPτ (2n) → Z satisfying the fol-
lowing five axioms:
1◦ (Homotopy invariant). For γ0 and γ1 ∈ Pτ (2n), if γ0 ∼ω γ1 on [0, τ ],
then
iω(γ0) = iω(γ1).
2◦ (Symplectic additivity). For any γi ∈ Pτ (2ni) with i = 0 and 1,
iω(γ0 ⋄ γ1) = iω(γ0) + iω(γ1).
3◦ (Clockwise continuity). For any γ ∈ Pτ (2) and ω ∈ U satisfying
γ(τ) = N1(ω, b), there exists a θ0 > 0 such that
iω((γ(τ)φ−θ,τ ) ∗ γ) = iω(γ), for all 0 < θ ≤ θ0.
4◦ (Counterclockwise jumping). For any γ ∈ Pτ (2) and ω ∈ U satisfying
γ(τ) = N1(ω, b), there exists a θ0 > 0 such that
iω((γ(τ)φθ,τ ) ∗ γ) = iω(γ) + 1, for all 0 < θ ≤ θ0.
5◦ (Normality).
iω(χτ ) = 0.
Theorem 6.2 (Theorem 2.13 of [29]). For any two paths γ0 and
γ1 ∈ Pτ (2n) with iω(γ0) = iω(γ1), suppose that there exists a continuous
path h : [0, 1] → Sp(2n) such that h(0) = γ0(τ), h(1) = γ1(τ), and
dimC kerC(h(s) − ωI) = ντ,ω(γ0) for all s ∈ [0, 1]. Then γ0 ∼ω γ1 on [0, τ ]
along h.
Theorem 6.3 (Theorem 1.4 of [29]). For any τ > 0, γ ∈ Pτ (2n), and
k ∈ N,
(6.1) i(γ, k) =
∑
ωk=1
iω(γ), ν(γ, k) =
∑
ωk=1
νω(γ).
Theorem 6.4 (Theorem 1.5 of [29]). For any τ > 0 and γ ∈ Pτ (2n),
(6.2) iˆ(γ, 1) ≡ lim
k→+∞
i(γ, k)
k
=
1
2π
∫
U
iω(γ)dω.
Specially, iˆ(γ, 1) is always a finite real number, which is called the mean index
per τ of γ.
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Definition 6.2 (Definition 1.1 of [29]). For any M ∈ Sp(2n), define the
homotopy set of M in Sp(2n) by
Ω(M) = {N ∈ Sp(2n) |σ(N) ∩U = σ(M) ∩U, and
dimC kerC(N − λI) = dimC kerC(M − λI), for all λ ∈ σ(M) ∩U}.
We denote by Ω0(M) the path connected component of Ω(M) which contains
M , and call it the homotopy component of M in Sp(2n). Also, N ≈ M if
N ∈ Ω0(M). This is an equivalent relation in Sp(2n). The equivalent class of
M in Sp(2n) is called the homotopy type of M .
Theorem 6.5 (Theorem 7.8 of [29]). For any M ∈ Sp(2n), we have
(6.3)
M ≈ N1(1, 1)⋄p− ⋄ I2p0 ⋄N1(1,−1)⋄p+ ⋄N1(−1, 1)⋄q− ⋄ (−I2q0)
⋄N1(−1,−1)⋄q+ ⋄R(θ1) ⋄ · · · ⋄R(θr) ⋄N2(ω1, u1) ⋄ · · · ⋄N2(ωr∗ , ur∗)
⋄N2(λ1, v1) ⋄ · · · ⋄N2(λr0 , vr0) ⋄Mk,
where p−, p0, p+, q−, q0, q+, r, r∗, r0, and k are nonnegative integers; ωj =
e
√−1αj , λj = e
√−1βj ; the real numbers θj with 1 ≤ j ≤ r, αh with 1 ≤ h ≤ r∗,
βl with 1 ≤ l ≤ r0, are in (0, π) ∪ (π, 2π) provided the corresponding r, r∗,
or r0 > 0 respectively ; N2(ωj , uj)’s are nontrivial and N2(λj , vj)’s are trivial
basic normal forms; Mk = D(2)
⋄k or D(−2) ⋄D(2)⋄(k−1). All these integers,
real numbers, and basic normal form matrices are uniquely determined by M .
It holds that
(6.4) p− + p0 + p+ + q− + q0 + q− + r + 2r∗ + 2r0 + k = n.
Definition 6.3 (Definition 4.8 of [29]). For any basic normal form M ∈
Sp(2n) and ω ∈ U ∩ σ(M), we define the ultimate type (p, q) of ω for M to be
its usual Krein type if M is nontrivial, and to be (0, 0) if M is trivial. When
ω ∈ U \ σ(M) with M ∈ Sp(2n), we define the ultimate type of ω for M
to be (0, 0). For any M ∈ Sp(2n), by Theorem 6.5 there exists a ⋄-product
expansion (6.3) in the homotopy component Ω0(M) of M as:
M ≈M1 ⋄M2 ⋄ · · · ⋄Mk ⋄M0,
where each Mi is a basic normal form for 1 ≤ i ≤ k and σ(M0) ∩ U = ∅.
Denote the ultimate type of ω for Mi by (pi, qi) for 0 ≤ i ≤ k. Let p =∑ki=0 pi
and q =
∑k
i=0 qi. We define the ultimate type of ω for M by (p, q).
The following theorem characterizes the splitting numbers algebraically.
Theorem 6.6 (Lemma 4.5 and Theorem 4.11 of [29]). For any ω ∈ U and
M ∈ Sp(2n), both S+N (ω) and S+N (ω) are constants for any N ∈ Ω0(M), and
(6.5) S+M(ω) = p and S
−
M (ω) = q,
where (p, q) is the ultimate type of ω for M .
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Theorem 6.7 (Theorem 1.3 of [31]). For τ > 0, let γ ∈ Pτ (2n). In
Theorem 6.5 we let M = γ(τ) and use the notation there. Then for any
m ∈N,
i(γ,m) = m(i(γ, 1) + p− + p0 − r) + 2
r∑
j=1
E
(
mθj
2π
)
− p−(6.6)
−p0 − 1 + (−1)
m
2
(q0 + q+)− r + 2

 r∗∑
j=1
φ
(
mαj
2π
)
− r∗

 ,
ν(γ,m) = ν(γ, 1) +
1 + (−1)m
2
(q− + 2q0 + q+) + 2ϕ(m,γ(τ)),(6.7)
where
ϕ(m,γ(τ)) =

r − r∑
j=1
φ
(
mθj
2π
)+

r∗ − r∗∑
j=1
φ
(
mαj
2π
)(6.8)
+

r0 − r0∑
j=1
φ
(
mβj
2π
) .
Here the functions E(·) and φ(·) are as defined at the beginning of Section 2.
7. Appendix 2. The Fadell-Rabinowitz S1-cohomological index.
(By John Mather)
For a principal U(1)-bundle E → B, the Fadell-Rabinowitz index of E is
defined to be
sup{k | c1(E)k−1 6= 0},
where c1(E) ∈ H2(B,Q) is the first rational Chern class. For a U(1)-space,
i.e., a topological space X with a U(1)-action, the Fadell-Rabinowitz index is
defined to be the index of the bundle
X × S∞ → X ×U(1) S∞,
where S∞ → CP∞ is the universal U(1)-bundle.
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