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Abstract
Clustering is a key data mining task. This is the problem of partitioning a set of
observations into clusters such that the intra-cluster observations are similar and the
inter-cluster observations are dissimilar. The traditional set-up where a static dataset is
available in its entirety for random access is not applicable as we do not have the entire
dataset at the launch of the learning, the data continue to arrive at a rapid rate, we can
not access the data randomly, and we can make only one or at most a small number of
passes on the data in order to generate the clustering results. These types of data are
referred to as data streams. The data stream clustering problem requires a process
capable of partitioning observations continuously while taking into account restrictions
of memory and time. In the literature of data stream clustering methods, a large
number of algorithms use a two-phase scheme which consists of an online component
that processes data stream points and produces summary statistics, and an offline
component that uses the summary data to generate the clusters. An alternative class is
capable of generating the final clusters without the need of an offline phase. This paper
presents a comprehensive survey of the data stream clustering methods and an
overview of the most well-known streaming platforms which implement clustering.
Keywords: Data stream clustering, Streaming platforms, State-of-the-art
Background
In today’s applications, evolving data streams are ubiquitous. Indeed, examples of appli-
cations relevant to streaming data are becoming more numerous and more important,
including network intrusion detection, transaction streams, phone records, web click-
streams, social streams, weather monitoring, etc. There is active research on how to store,
query, analyze, extract and predict relevant information from data streams. Clustering is
a key data mining task. This is the problem of partitioning a set of observations into clus-
ters such that the intra-cluster observations are similar (or close) and the inter-cluster
observations are dissimilar (or distant). The other objective of clustering is to reduce the
complexity of the data by replacing a group of observations (cluster) with a representative
observation (prototype).
In this paper, we consider the problem of clustering data in the form of a stream, i.e.
a sequence of potentially infinite, non-stationary data (the probability distribution of the
unknown data generation process may change over time) arriving continuously (which
requires a single pass through the data) where random access to the data is not feasible
and storing all the arriving data is impractical. When applying data mining techniques,
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and specifically clustering algorithms, to data streams, restrictions in execution time and
memory have to be considered carefully. To deal with time and memory restrictions,
many of the existing data stream clustering algorithms modify traditional non-streaming
methods to use the two-phase framework proposed in [1] to deal with streaming data, e.g.,
DenStream [2] is an extension of DBSCAN algorithm, StreamKM++ [3] of k-means++,
StrAP [4] of AP, etc.
Real-time processing means that the ongoing data processing requires a very low
response delay. The velocity, which refers to that Big Data are generated at high speed
(speed of data in and out), is an important concept in the Big Data domain [5]. With
the increasing importance of data stream mining applications, many streaming plat-
forms have been proposed. These can be classified in two categories: traditional or
non-distributed such as MOA [6] and distributed streaming platforms such as Spark
Streaming [7] and Flink [8]. The latter two, may be considered as the most widely used
streaming platforms. These distributed streaming systems are based on two processing
models, record-at-a-time and micro-batching. On a record-at-a-time processing model,
long-running stateful operators process records as they arrive, update the internal state,
and send out new records. On the other hand, themicro-batching processing model runs
each streaming computation as a series of deterministic batch computations on small time
intervals, which is implemented in Spark Streaming [7].
General surveys have been recently published in the literature for mining data streams
[9–13]. The authors of [14] introduced a taxonomy to classify data stream clustering algo-
rithms. The work presented in [15] is a thorough survey of state-of-the-art density-based
clustering algorithms over data streams. This paper presents a thorough survey of the
state-of-the-art for a wide range of data stream clustering algorithms and an overview
of the most well-known streaming platforms. The remainder of this paper is orga-
nized as follows. Section “Data stream clustering methods” presents in a comprehensive
manner the most relevant works on data stream clustering algorithms. These algo-
rithms are categorized according to the nature of their underlying clustering approach.
Section “Streaming platforms” overviews the most well-known streaming platforms with
a focus on the streaming clustering task. Section “Conclusion” concludes this paper.
Data stream clusteringmethods
This section discusses previous works on data stream clustering problems, and highlights
the most relevant algorithms proposed in the literature to deal with this problem. Most of
the existing algorithms (e.g. CluStream [1], DenStream [2], StreamKM++ [3], or ClusTree
[16]) divide the clustering process in two phases: (a)Online, the data will be summarized;
(b) Offline, the final clusters will be generated. Figure 1 is a flowchart of the data stream
clustering algorithms presented in this paper. These algorithms are categorized according
to the nature of their underlying clustering approach.
GNG based algorithms
Growing Neural Gas
Growing Neural Gas (GNG) [17] is an incremental self-organizing approach which
belongs to the family of topological maps such as Self-Organizing Maps (SOM) [18] or
Neural Gas (NG) [19]. It is an unsupervised clustering algorithm capable of representing
a high dimensional input space in a low dimensional feature map. Typically, it is used for
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Fig. 1 Data stream clustering methods. The presented algorithms categorized according to the nature of
their underlying clustering approach
finding topological structures that closely reflect the structure of the input distribution.
Therefore, it is used for visualization tasks in a number of domains [19, 20] as neurons
(nodes), which represent prototypes, are easy to understand and interpret.
The GNG algorithm constructs a graph of nodes in which each node has its associated
prototype. Prototypes can be regarded as positions in the input space of their correspond-
ing nodes. Pairs of nodes are connected by edges (links), which are not weighted. The
purpose of these links is to define the topological structure. These links are temporal in
the sense that they are subject to aging during the iteration steps of the algorithm and are
removed when they become “too old” [20].
Starting with two nodes, and as a new data point is available, the nearest and the second-
nearest nodes are identified, linked by an edge, and the nearest node and its topological
neighbors are moved toward the data point. Each node has an accumulated error variable.
Periodically, a node is inserted into the graph between the nodes with the largest error
values. Nodes can also be removed if they are identified as being superfluous. This is an
advantage compared to SOM and NG, as there is no need to fix the graph size in advance.
Algorithm 1 outlines an online version of the GNG approach. In this version, unlike the
standard approach of GNG, the data is seen only once.
A number of authors have proposed variations on the Growing Neural Gas (GNG)
approach. The GNG algorithm creates a new node every λ iterations (λ is fixed by the
user as an input parameter). Hence, it is not adapted for data streams, or non-stationary
datasets, or to novelty detection. In order to deal with non-stationary datasets, the author
of [21] has investigated modifying the network by proposing an on-line criterion for
identifying “useless” nodes. The algorithm proposed is known as the Growing Neural
Gas with Utility (GNGU). Slow changes of the distribution are handled by adaptation of
existing nodes, whereas rapid changes are handled by removal of “useless” neurons and
subsequent insertions of new nodes in other places.
The authors of [22] modified GNG to detect incrementally emerging cluster structures.
The proposed GNGC algorithm is able to match the temporal distribution of the original
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Algorithm 1: GNG online
Data:DS = {x1, x2, . . . , xn}
Result: set of nodes C = {c1, c2, . . .} and their prototypesW = {wc1 ,wc2 , . . .}
1 Initialize node set C to contain two nodes, c1 and c2: C = {c1, c2};
2 while there is a data point to proceed do
3 Get the next data point in the data stream, xi;
4 Find the nearest node bmu1 and the second nearest node bmu2;
5 Update edges as described in Algorithm 2;
6 if the number of data points passed is an integer multiple of a parameter β then
7 Insert a new node as described in Algorithm 3;
8 Delete each isolated node;
9 Finally, decrease the error of all units;
Algorithm 2: Edge Management
1 Increment the age of all edges emanating from bmu1 and weight them;
2 if bmu1 and bmu2 are connected by an edge then
3 set the age of this edge to zero
4 else
5 create an edge between bmu1 and bmu2, and mark its time stamp;
6 Remove edges whose age is greater than agemax;
Algorithm 3: Node Insertion
1 Find node q with the maximum accumulated error;
2 Find the neighbor f of q with the largest accumulated error;
3 Add the new node, r, half-way between nodes q and f : wr = 0.5(wq + wf );
4 Insert edges connecting the new node r with nodes q and f, and remove the original
edge between q and f ;
dataset by creating a new node whenever the received new data point is too far from its
nearest node. It is noted that the algorithm is computationally demanding.
The clustering method proposed in [23] consists of two steps. In the first step, the data
are prepared by generating the Voronoi partition using a modified GNG algorithm (which
does not exceed linear complexity). The result is that the number of intermediate clusters
is much smaller than the number of original objects. In the second step the intermediate
clusters are clustered using conventional algorithms that have a much higher computa-
tional complexity (for this reason they should not be used for clustering the full volume
of initial data). The approach examines hierarchical clustering of GNG units using sin-
gle linkage and Ward’s method as linkage criteria. Although the clustering results look
promising, the approach has the drawback that they have to manually identify the “right”
level in the cluster hierarchy to obtain an adequate clustering of the input space.
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GWR
The ‘Grow When Required’ (GWR) network [24] may add a new node at any time,
whose position is dependent on the input and the current winning node. The GWR deals
with the problem of novelty detection by adding new nodes into the network structure
whenever the activity of the current best-matching node is below some threshold, which
implies that the best-matching node is not trained to deal with that particular input. This
means that the network grows very quickly when new data is presented, but stops grow-
ing once the network has matched the data to a given accuracy. This has benefits in that
there is no need to decide in advance how large the network should be, as nodes will be
added until the network is saturated. This means that for small datasets the complexity
of the network is significantly reduced. In addition, if the dataset changes at some time
in the future, further nodes can be added to represent the new data without disturbing
the network that has already been created [24, 25]. Considering one iteration of the GWR
algorithm, GWR has approximatively the same time complexity as one iteration of GNG.
Hence, the complexity of GWR is O(knm) where k is the number of iterations, n is the
number of data points of the data streamm is the number of nodes in the graph. For more
details on the complexity of GNG the reader is referred to [26].
IGNG
Still in the same idea of relaxing the constraint of periodical evolution of the network,
the IGNG [27] algorithm has been proposed. In this algorithm a new neuron is created
each time the distance of the current input data to the existing neuron is greater than a
predefined fixed threshold σ , which is dependent on the global datasets. However, one
disadvantage of this algorithm is the global character of the parameter σ and also that
it must be computed prior to the learning. In order to resolve this weakness, I2GNG
[28] associates a threshold variable σ to each neuron. However, its major drawback is the
initialization of the σ values at the creation of each node. The authors of [29] address the
problem of choosing the final winner neuron among the many input equidistant neurons.
They proposed some adaptations of the IGNG and I2GNG algorithms. Notably, the use of
a labeling maximization approach as a clustering similarity measure (IGNG-F) to replace
the distance in the winner selection process.
The ability of self-organizing neural network models to manage real-time applications,
using a modified learning algorithm for a growing neural gas network is addressed in
[30]. The proposed modification aims to satisfy real-time temporal constraints in the
adaptation of the network. The proposed learning algorithm can add a dynamic num-
ber of neurons per iteration. Indeed, a detailed study has been conducted to estimate
the optimal parameters that keep a good quality of representation in the available time.
The authors concluded that the use of a large number of neurons made it difficult
to obtain a representation of the distribution of training data with good accuracy in
real-time [30, 31].
AING [32] is an incremental GNG that learns automatically the distance thresholds of
nodes based on its neighbors and data points assigned to the node of interest. It merges
nodes when their number reaches a given upper-bound.
G-Stream
More recently, G-Stream [33, 34] was proposed as a data stream clustering approach
based on the Growing Neural Gas algorithm. G-Stream uses a stochastic approach to
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update the prototypes, and it was implemented on a “centralized” platform, which can
be summarized as follows: starting with two nodes, and as a new data point is reached,
the nearest and the second-nearest nodes are identified, linked by an edge, and the near-
est node with its topological neighbors are moved toward the data point. Each node has
an accumulated error variable and a weight, which varies over time using a fading func-
tion. Using an edge management procedure, one, two or three nodes are inserted into the
graph between the nodes with the largest error values. Nodes can also be removed if they
are identified as being superfluous.
G-Stream can discover clusters of arbitrary shape in an evolving data stream, whose
main features and advantages are:
(i) the topological structure is represented by a graph wherein each node represents a
cluster, which is a set of “close” data points, and neighboring nodes (clusters) are
connected by edges. The graph size is not fixed but may evolve;
(ii) to reduce the impact of old data whose relevance diminishes over time, G-Stream
uses an exponential fading function
f (t) = 2−λ1(t−t0)
where λ1 > 0, defines the rate of decay of the weight over time, t denotes the
current time and t0 is the timestamp of the data point. The weight of a node is





where m is the number of points assigned to the node c at the current time t. If the
weight of a node is less than a threshold value then this node is considered as
outdated and then deleted (with its links). For the same reason, links between
nodes are also weighted by an exponential function;
(iii) unlike many other data stream algorithms that start by taking a significant number
of data points for initializing the model (these data points can be seen several
times), G-Stream starts with only two nodes. Several nodes (clusters) are created in
each iteration, unlike the traditional Growing Neural Gas (GNG) [17] algorithm;
(iv) all aspects of G-Stream (including creation, deletion and fading of nodes, edges
management, and reservoir management) are performed online;
(v) a reservoir is used to hold, temporarily, the very distant data points, compared to
the current prototypes.
However, the design of a “distributed” version of G-Stream would raise difficulties,
which are resolved by MBG-Stream [35]. This later operates with parameters to control
the decay (or “forgetfulness”) of the estimates. The MBG-Stream algorithm is imple-
mented on a distributed streaming platform based on the micro-batching processing
model, i.e., the Spark Streaming API1. In the proposed algorithm, the topological struc-
ture is represented by a graph wherein each node represents a cluster, which is a set of
“close” data points and neighboring nodes (clusters) are connected by edges. Starting with
only two nodes, the graph size is not fixed but may also evolve as several nodes (clusters)
are created in each iteration. We use an exponential fading function to reduce the impact
of old data whose relevance diminishes over time. For the same reason, links between
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nodes are also weighted by an exponential function. The data received in each interval
is stored reliably across the cluster to form an input dataset for that interval. Once the
time interval is completed, this dataset is processed via deterministic parallel operations,
such as Map and Reduce to produce new datasets representing either program outputs
or intermediate states [7]. The input data is split and the master assigns the splits to the
Map workers. Each worker processes the corresponding input split, generates key/value
pairs and writes them to intermediate files (on disk or in memory). The Reduce function
is responsible for aggregating information received from the Map functions. The algo-
rithm uses a generalization of the mini-batch GNG update rule, where the nearest node
and all of its neighbors are moved in the direction of the data point. However, in MBG-
Stream, for each batch of dataXp, we assign all points xi to their best match unit, compute
new cluster centers, then update each cluster. The update rule (the adaptation step) in a
mini-batch version without taking into account the neighbors of the referent is described
in Eq. 1 as:
w(t+1)c =
w(t)c n(t)c α + z(t)c m(t)c
n(t)c α + m(t)c
(1)
whereas Eq. 2 updates the number of points assigned to the cluster,
n(t+1)c = n(t)c + m(t)c (2)
where w(t)c is the previous center for the cluster, n(t)c is the number of points assigned to
the cluster thus far, z(t)c is the new cluster center from the current batch, and m(t)c is the
number of points added to the cluster c in the current batch.
Hierarchical streammethods
A hierarchical clustering method groups the given data into a tree of clusters which is
useful for data summarization and visualization. This is a binary-tree based data struc-
ture called the dendrogram. Once the dendrogram is constructed, one can automatically
choose the right number of clusters by splitting the tree at different levels to obtain differ-
ent clustering solutions for the same dataset without rerunning the clustering algorithm
again. Hierarchical clustering can be achieved in two different ways, namely, bottom-
up and top-down clustering. Though both of these approaches utilize the concept of
dendrogram while clustering the data, they might yield entirely different sets of results
depending on the criterion used during the clustering process [36]. In hierarchical clus-
tering once a step (merge or split) is done, it can never be undone. Methods for improving
the quality of hierarchical clustering have been proposed such as integrating hierarchical
clustering with other clustering techniques, resulting in multiple-phase clustering such as
BIRCH [37].
BIRCH
Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) incrementally and
dynamically clusters multi-dimensional data points to try to produce the best quality clus-
tering with the available resources (i. e., memory and time constraints) by making a single
scan of the data, and to improve the quality further with a few additional scans. It should
be noted that the BIRCH method is not designed for clustering data streams and cannot
Ghesmoune et al. Big Data Analytics  (2016) 1:13 Page 8 of 27
address the concept drift problem. The key characteristic of the BIRCH is to introduce
a new data structure called a clustering feature (CF) as well as a CF-tree. The CF can be
regarded as a concise summary of each cluster. This is motivated by the fact that not every
data point is equally important for clustering and we cannot afford to keep every data
point in the main memory given that the overall memory is limited. On the other hand,
for the purpose of clustering, it is often enough to keep up to the second order of data
moment. In other words, CF is not only efficient, but also sufficient to cluster the entire
data set [36, 37].
More precisely, a CF structure is a triple (N , LS, SS), where N is the number of data
points in the cluster, LS is the linear sum of theN data points, and SS is the squared sum of
the N data points. The CF vector has two main properties giving the incremental aspect,
in an intuitive way, to any algorithm that uses this structure:
• Incrementality If a point x is added to the cluster, the sufficient statistics are
updated as follows:
Ni ← Ni + 1;
LSi ← LSi + x;
SSi ← SSi + x2;
• Additivity If CF1 = (N1, LS1, SS1) and CF2 = (N2, LS2, SS2) are the CF vectors of
two disjoint clusters, merging them is equal to the sum of their parts. The additive
property allows us to merge sub-clusters incrementally without accessing the original
data set.
CF1 + CF2 = (N1 + N2, LS1 + LS2, SS1 + SS2).
Figure 2 presents the CF-tree structure in BIRCH. The CF-tree is a height-balanced tree
which keeps track of the hierarchical clustering structure for the entire data set.
BIRCH requires two user defined parameters: B the branch factor or the maximum
number of entries in each non-leaf node; and T the maximum diameter (or radius) of any
CF in a leaf node. The maximum diameter T defines the examples that can be absorbed
by a CF. Increasing T, more examples can be absorbed by a CF node and smaller CF-Trees
are generated. Each node in the CF-tree represents a cluster which is in turn made up of
at most B sub-clusters. All the leaf nodes are chained together for the purpose of efficient
scanning.
When a data point is available, it traverses down the current tree from the root, until
it finds the appropriate leaf following the closest-CF path, with respect to the L1 or L2
norms. The insertion on the CF-tree can be performed in a similar way as the insertion
in the classic B-tree. If the closest-CF in the leaf cannot absorb the data point, a new CF
entry is created. If there is no room for new leaf, the parent node is split. A leaf node
might be expanded due to the constraints imposed by B and T. The process consists of
taking the two farthest CFs and creates two new leaf nodes. BIRCH operates in two main
steps: the first step builds an initial CF-tree in memory using the given amount of mem-
ory and recycling space on disk; the second step tries to cluster all the sub-clusters in
the leaf nodes, called also the “global clustering”. There are two optional steps: the“tree
condensing” step which aims to refine the initial CF-tree by re-inserting its leaf entries;
and the “clustering refinement” step which re-assigns all the data points based on the
cluster centroid produced by the global clustering step.
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Fig. 2 The clustering feature tree in BIRCH. B is the maximum number of CFs in a level of the tree
E-Stream
E-Stream [38] classifies the evolution of data into five categories: appearance, disap-
pearance, self evolution, merge, and split. This algorithm is an evolution-based stream
clustering method, i.e., a stream clustering method that supports the monitoring and
the change detection of clustering structures. It uses another data structure for saving
summary statistics, named the α-bin histogram. Indeed, each cluster is represented as a
Fading Cluster Structure (FCS) utilizing an α-bin histogram for each feature of the dataset.
A histogram of the cluster data values is utilized to identify cluster splits. The range of
each bin is calculated as the difference between the maximum and minimum feature
values divided by α. When the maximum or minimum value changes, a new range is cal-
culated and the values in each range are updated from the intersection between the new
and old ranges. Each cluster has a histogram of feature values, but the histogram is utilized
only for the split of active clusters. Only an active cluster can assemble an incoming data
point. If a statistically significant valley is found between two peaks in any of the marginal
histograms, the cluster is split. Figure 3 illustrates the histogram management in a split.
E-Stream starts empty, and every new point either is mapped onto one of the existing
clusters (based on a radius threshold) or a new cluster is created around it. Any clus-
ter not meeting a predefined density level is considered inactive and remains isolated
until achieving a desired weight. The weight of a cluster is the number of data elements
assigned to this cluster. The algorithm employs an exponential decay function to weigh
down the influence of older data, thus focuses on keeping an up-to-date view of the data
distribution. Clusters which are not active for a certain time period may be deleted from
the data space.
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Fig. 3 Histogram management in a split dimensionop and other dimension [38]
HUE-Stream
HUE-Stream [39] which extends E-Stream in order to support uncertainty in heteroge-
neous data, i.e., including numerical and categorical attributes simultaneously. Uncertain
data streams pose a special challenge because of the dual complexity of high volume and
data uncertainty. This uncertainty is due to errors in the reading of sensors or other hard-
ware collection technology. In many of these cases, the data errors can be approximated
either in terms of statistical parameters, such as the standard deviation, or the probability
density functions [9]. The Uncertain MICROclustering (UMicro) algorithm is proposed
as a method for clustering uncertain data streams, which enhances the micro-clusters
with additional information about the uncertainty of the data points in the clusters [40].
This information is used to improve the quality of the distance functions for the clus-
ter assignments. HCluStream [41] extends the definition of the cluster feature vector to
include categorical features, replaces the modified k-means clustering with the corre-
sponding k-prototypes clustering which is able to handle heterogeneous attributes. The
centroid of continuous attributes and the histogram of the discrete attributes are used to
represent the micro-clusters, and the k-prototype clustering algorithm is used to create
the micro-clusters and macro-clusters.
The distance function, cluster representation and histogram management are intro-
duced for the different types of clustering structure evolution. A distance function
between the probability distributions of two objects is introduced to support uncertainty
in categorical attributes. To detect changes in the clustering structure, the proposed dis-
tance function is used to merge clusters and find the closest cluster of a given incoming
data and the proposed histogram management to split clusters for categorical data. To
decrease the weight of old data over time, a fading function is used. Experimental results
show that HUE-Stream gives better cluster quality, in terms of purity and the F-measure,
compared to UMicro for the KDD-CUP’99 dataset [39].
ClusTree
ClusTree [16] is a parameter-free stream clustering algorithm that is capable of processing
the stream in a single pass, with limited memory usage. It always maintains an up-to-date
cluster model and reports concept drift, novelty, and outliers. This is ensured by weighing
data points with an exponential time-dependent decay function. Moreover, this approach
makes no apriori assumptions on the size of the clustering model, but dynamically
self-adapts.ClusTree is an anytime algorithm that organizes micro-clusters in a tree struc-
ture for faster access and automatically adapts micro-cluster sizes based on the variance
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of the assigned data points. The tree used in ClusTree is a balanced multi-dimensional
indexing structure with the following properties:
• an inner node contains between m and M entries. Leaf nodes contain between l and
L entries. The root has at least one entry (m, M, l and L are input parameters).
• an entry in an inner node stores: (i) a cluster feature of the objects that it represents.
(ii) a cluster feature of the objects in the buffer. (iii) a pointer to its child node.
• an entry in a leaf stores a cluster feature of the data point(s) it represents.
• a path from the root to any leaf node has always the same length (balanced).
So, it uses also the micro-cluster structure as a compact representation of the data dis-
tribution. Anytime algorithms denote approaches that are capable of delivering a result
at any given point in time, and of using more time if it is available to refine the result.
The basic idea is to maintain measures for incremental computation of the mean and
variance of micro-clusters so that the infeasible access to all past stream objects is no
longer necessary. We recall that a micro-cluster is a cluster feature tuple (or a variant of
it) CF = (n, LS, SS) of the number n of represented data points, their linear sum LS, and
their squared sum SS. In the proposed method, CFs are created and updated by extending
index structures from the R-tree family [42]. Such hierarchical indexing structures pro-
vide the means for efficiently locating the right place to insert any object from the stream
into a micro-cluster. The idea is to build a hierarchy of micro-clusters at different lev-
els of granularity. Given enough time, the algorithm descends the hierarchy in the index
to reach the leaf entry that contains the micro-cluster that is most similar to the current
object. If this micro-cluster is similar enough, it is updated incrementally by this object’s
values. Otherwise, a new micro-cluster may be formed [16]. However, in anytime cluster-
ing of streaming data, there might not always be enough time to reach leaf level to insert
the object. To deal with this, the authors provide some strategies for anytime inserts. By
incorporating local aggregates, i.e., temporary buffers for “hitchhikers”, a solution is pro-
vided for the easy interruption of the insertion process so that it can be simply resumed at
any later point in time. For very fast streams, aggregates of similar objects allow insertion
of groups instead of single objects for even faster processing. For slower stream settings,
alternative insertion strategies that exploit possible idle times of the algorithm to improve
the quality of the resulting clustering are proposed [16].
Taking the means of the CFs as representatives, we can apply a k-center clustering or
density based clustering (e.g. k-means or DBSCAN) to detect clusters of arbitrary shape.
Partitioning streammethods
A partitioning-based clustering algorithm organizes the objects into some number of par-
titions, where each partition represents a cluster. The clusters are formed based on a
distance function like the k-means algorithmwhich leads to finding only spherical clusters
and the clustering results are usually influenced by noise.
CluStream
The idea behind the CluStream [1] method is to divide the clustering process into an
online component which periodically stores detailed summary statistics and an offline
component which uses only this summary statistics. The offline component is utilized
by the analyst who can use a wide variety of inputs (such as time horizon or number
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of clusters) in order to provide a quick understanding of the broad clusters in the data
stream. The summary information is defined by the following structures:
• Micro-clusters: Statistical information about the data locality in terms
micro-clusters are maintained. The micro-cluster structure is a temporal extension
of the cluster feature vector [37]. The additivity property of the micro-clusters makes
them a natural choice for the data stream problem. More precisely, a micro-cluster is
tuple (N , LS, SS, LST , SST) where (N , LS, SS) are the three components of the CF
vector (namely, the number of data points in the cluster, N; the linear sum of the N
data points, LS ; and the squared sum of the N data points, SS). The two other
components are LST and SST (the sum and the sum of the squares of the time
stamps of the N data points).
• Pyramidal time frame:Themicro-clusters are stored at time snapshots which follow
a pyramidal pattern. This pattern provides an effective trade-off between the storage
requirements and the ability to recall summary statistics from different time horizons.
The data stream clustering algorithm proposed in [1] can generate approximate clusters
in any user-specified length of history from the current moment. The online phase stores
q micro-clusters in (secondary) memory, where q is an input parameter. Each micro-
cluster has a maximum boundary, which is computed as the standard deviation of the
mean distance of the data points to their centroids multiplied by a factor f. Each new point
is assigned to its closest micro-cluster (according to the Euclidean distance) if the distance
between the new point and the closest centroid falls within the maximum boundary. If so,
the point is absorbed by the cluster and its summary statistics are updated. If none of the
micro-clusters can absorb the point, a new micro-cluster is created. This is accomplished
by either deleting the oldest micro-cluster or by merging two micro-clusters. The oldest
micro-cluster is deleted if its time-stamp is below a given threshold δ (input parameter).
The qmicro-clusters are stored in a secondary storage device in particular time intervals
that decrease exponentially, which are referred to as snapshots. These snapshots allow the
user to search for clusters in different time horizons through a pyramidal time window
concept. This summary information in the micro-clusters is used by an offline compo-
nent which is dependent upon a wide variety of user inputs such as the time horizon or
the granularity of clustering. When the user specifies a particular time horizon of length
h over which to find the clusters, then we need to find micro-clusters which are specific
to that time-horizon. For this purpose, we find the additive property of the cluster feature
vector very useful. The final clusters are determined by using a modification of a k-means
algorithm. In this technique, the micro-clusters are treated as pseudo-points which are
re-clustered in order to determine higher level clusters.
StreamKM++
StreamKM++ [3] is a two-phase (online-offline) algorithm which maintains a small out-
line of the input data using themerge-and-reduce technique. Themerge step is performed
by via a data structure, named the bucket set, which is a set of L buckets (also named
buffers), where L is an input parameter. The reduce step is performed by a significantly
different summary data structure that is suitable for high-dimensional data, the coreset
tree, when we consider that it reduces 2m data points to m data points (m is an input
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parameter). The advantage of such a coreset is that we can apply any fast approximation
algorithm (for the weighted problem) on the usually much smaller coreset to compute an
approximate solution for the original dataset more efficiently.
The coreset tree is constructed as follow. First, the tree has only the root node v, which
contains all the 2m data points in the set of data points Ev. The prototype of the root
node wv is chosen randomly from Av and Nv = |Ev| = 2m. The computation of the sum
of squared distances of the data points in Ev to wv (SSEv) follows from the definition of
wv. Afterwards, two child nodes for v are created: v1 and v2. To create these nodes, it is
necessary to choose a data point from Ev with probability proportional to Dist(x
j ,wv)2
SSEv ,∀xj ∈
Ev, i.e., the data points that are farthest away from wv has the highest probability of being
selected. We call the selected data point wv′ . The next step is to allocate the data points in
Ev to Ev1 and Ev2, such that:
Ev1 =
{
xi ∈ Ev | Dist(xi,wv) < Dist(xi,wv′)
}
,Ev2 = Ev \ Ev1 .
Consequently, the summary statistics of the child nodes v1 and v2 are updated. This is
the expansion step of the tree, which creates two child nodes for a given inner node.When
the tree hasmany leaf nodes, we have to decide which one should be expanded first. In this
case, we start from the root node of the coreset tree and descend it by iteratively selecting
a child node with probability proportional to SSEchildSSEparent , until a leaf node is reached for the
expansion step to be re-started. The coreset tree expansion stops when the number of leaf
nodes ism.
When a new data point arrives, it is stored in the first bucket. If the first bucket is
full, all of its data are moved to the second bucket. If the second bucket is full, the two
buckets are merged resulting in 2m data points, which are then reduced tom data points,
by the construction of a coreset tree, as previously detailed. The resulting m data points
are stored in the third bucket, unless it is also full, and then again a new merge-and-
reduce step is needed [3, 14]. In its offline phase, the k-means++ [43], which is executed
on an input set of sizem, is used for finding the final clusters. The k-means++ method is
a seeding procedure for the k-means algorithm that guarantees a solution with a certain
quality and gives good practical results.
StrAP
StrAP [4] is an extension of the Affinity Propagation (AP) [44] algorithm for data streams,
which uses a reservoir for saving potential outliers. The Affinity Propagation approach
proposes an equivalent formulation of the k-medoids problem in the sense that a proto-
type is an effective data point, with the difference that the number of clusters to be found
is not fixed. Formulating the clustering problem in terms of energy minimization, AP out-
puts a set of clusters, each of which is characterized by an actual data point, referred to
as an exemplar or a prototype; the penalty value parameter controls the cost of adding
another prototype. AP provides some asymptotic guarantees of the optimality of the solu-
tion. The trade-off for these properties is the AP’s quadratic computational complexity,
excluding its use on large scale datasets. The StrAP algorithm, as an online version of AP,
proceeds by incrementally updating the current model if the current data point fits the
model, and putting it in a reservoir otherwise. A change point detection test enables StrAP
to catch drifting exemplars that significantly deviate away. StrAP involves four main steps
as illustrated in Algorithm 4 with a diagram in Fig. 4 [4]:
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Fig. 4 Diagram of StrAP algorithm [4]
• The first batch of data is used by AP to identify the first clusters and initialize the
stream model.
• As the stream flows in, each data point xt is compared to the prototypes; if too far
from the nearest exemplar, xt is put in the reservoir, otherwise the stream model is
updated accordingly.
• The data distribution is checked for change point detection, using the Page-Hinkley
significance test.
• Upon triggering the change detection test, or if the number of outliers exceeds the
reservoir size, the stream model is rebuilt based on the current model and reservoir,
using a weighted version of AP (WAP).
Algorithm 4: StrAP
Data:DS = {x1, x2, . . . , xn}, fit threshold 
1 Init: StrAP Model ← AP(x1, . . . , xT ) ;
2 Reservoir = {};
3 for t > T do
4 Compute ci = nearest cluster to xt ;
5 if dist(ci, xt) <  then
6 Update StrAP model;
7 else
8 Reservoir ← xt ;
9 if Restart criterion then
10 Rebuild StrAP model;
11 Reservoir = {};
The model of the data stream used in StrAP is inspired by DenStream [2]. It consists of
a set of 4-tuples (ci, ni,i, ti), where ci ranges over the clusters, ni is the number of items
associated to cluster ci,i is the distortion of ci (sum of d(x, ci)2, where x ranges over all
data points associated to ci), and ti is the last time stamp when a data point was associated
to ci.
At time t, the data point xt is considered and its nearest cluster ci (w.r.t. distance d) in
the current model is selected; if d(xt , ci) is less than some threshold δ, heuristically set
to the average distance between points and clusters in the initial model, xt is assigned to
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the i-th cluster and the model is updated accordingly; otherwise, xt is considered to be an
outlier, and put into the reservoir [4].
Approximations of the k-means algorithm in the one-pass streaming setting have been
proposed in [45–47]. The streaming k-means algorithm proposed in [45] is based on a
divide and conquer approach. It uses the result of [43] as a subroutine, finding 3k log k
centers of each block. Their experiment showed that this algorithm is an improvement
over an online version of k-means algorithm and was comparable to the batch version of
k-means.
TheHigh-dimensional Projected Stream clusteringmethod (HPStream) [48] introduces
the concept of projected clustering to data streams. This algorithm is a projected clus-
tering for high-dimensional streaming data with higher clustering quality compared to
CluStream [1].
SWClustering uses an EHCF (Exponential Histogram of Cluster Features) structure by
combining Exponential Histogram with Cluster Feature to record the evolution of each
cluster and to capture the distribution of recent data points [49]. It tracks the clusters in
evolving data streams over sliding windows.
Density-based streammethods
Density-based algorithms are based on the connection between regions and density func-
tions. In these types of algorithms, dense areas of objects in the data space are considered
as clusters, which are segregated by low density area (noise). These algorithms find clus-
ters of arbitrary shapes and generally they require two parameters: the radius and the
minimum number of data points within a cluster.
The main challenge in the streaming scenario is to construct density-based algorithms
which can be efficiently executed in a single pass of the data, since the process of den-
sity estimation may be computationally intensive [9]. Amini [15] gives a survey on recent
density-based data streams clustering algorithms.
DenStream
DenStream [2] is a density-based data stream clustering algorithm that also uses a fea-
ture vector based on the CF vector. By creating two kinds of micro-clusters (potential and
outlier micro-clusters), in its online phase,DenStream overcomes one of the drawbacks of
CluStream, its sensitivity to noise. Potential and outlier micro-clusters are kept in separate
memories since they require different processing. Each potential-micro-cluster structure
has an associated weightw that indicates its importance based on temporality. The weight
of each data point decreases exponentially with time t via a fading function f (t) = 2−λt ,
where λ > 0. If the weight w = ∑nj=1 f (t − Tij) is above a threshold input parameter μ
then the corresponding cluster is considered as a core-micro-cluster, where Ti1, . . . ,Tin
are timestamps of data points pi1, . . . , pin. At the time t, if w ≥ βμ then the micro-
cluster is considered as potential-micro-cluster, else it is an outlier-micro-cluster, where β
is the threshold of the outlier relative to core-micro-clusters (0 < β < 1). Micro-clusters
with no recent points tend to lose importance, i.e. their respective weights continuously
decrease over time in outdated-micro-clusters. However, the latter could grow into a
potential micro-cluster when, by adding new points, its weight exceeds the threshold.
Weights of micro-clusters are periodically calculated and decision about removing or
keeping them is made based on the weight threshold.
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When a new data point arrives, the algorithm tries to insert it into its nearest
potential-micro-cluster based on its updated radius. If the insertion is not success-
ful, the algorithm tries to insert the data point into its closest outlier micro-cluster. If
the insertion is successful, the cluster summary statistics will be updated accordingly.
Otherwise, a new outlier micro-cluster is created to absorb this point. The Euclidean
distance between the new data point and the center of the nearest potential or out-
lier micro-cluster is measured. A micro-cluster is chosen with the distance less than
or equal to the radius threshold. DenStream has a pruning method in which it fre-
quently checks the weights of the outlier-micro-clusters in the outlier buffer to guar-
antee the recognition of the real outliers. However, the non-release of the allocated
memory when either deleting a micro-cluster or merging two old micro-clusters is
considered as a limitation of the DenStream algorithm as well as the time-consuming
pruning phase for removing outliers [15]. In the offline phase, the potential-micro-
clusters found during the online phase are considered as pseudo-points and will
be passed to a variant of the DBSCAN algorithm in order to determine the final
clusters.
SOStream
SOStream [50] is a density-based clustering algorithm inspired by both the principle of
the DBSCAN algorithm and self-organizing maps (SOM) [18], in the sense that a win-
ner influences its immediate neighborhood. Generally speaking, density-based clustering
algorithms need setting a threshold manually (similarity threshold, grid size, etc.) for
which is difficult to choose the most suitable value and if it is set to an unsuitable value,
then the algorithm will suffer from over-fitting, or from unstable clustering. SOStream
addresses this problem by using a dynamically learned threshold value for each cluster
based on the idea of building neighborhoods with a minimum number of points.
SOStream is also represented by a set of micro-clusters where for each cluster a cluster
feature (CF) vector is stored, which is a tuple with three elementsNi = (ni, ri,Ci), ni is the
number of data points assigned to Ni, ri is the cluster’s radius and Ci is the centroid.
When a new point arrives, the nearest cluster is selected, based on the Euclidean dis-
tance to existing micro-clusters, and then absorbs this point if the calculated distance is
less than a dynamically defined threshold. It also assigns the micro-clusters’ neighbors to
the nearest cluster, i.e., the centroids of clusters sufficiently close to the winning cluster
have their centroids modified to be closer to the winning cluster’s centroid. This approach
is used to assist in merging similar clusters and increasing separation between different
clusters. The neighborhood of the winner is defined based on the idea of a MinPts dis-
tance given by a minimum number of neighboring objects [2]. This distance is found by
computing the Euclidean distance from any existing clusters to the winning cluster. If the
new point is not absorbed by anymicro-cluster, a newmicro-cluster is created for it. In the
SOStream algorithm, merging, updating and adapting dynamically the threshold value for
each cluster are performed in an online manner. Clusters are merged if they overlap with
a distance that is less than the merge-threshold, i.e., the spheres in d-dimensional space
defined by the radius of each cluster overlap. Hence, the threshold value is a determin-
ing factor for the number of clusters. When two clusters are merged, the largest radius of
these two clusters is chosen to be the radius of the cluster to avoid losing any data points
within the clusters. However, no split feature is proposed in the algorithm. SOStream also
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uses an exponential fading function to reduce the impact of old data whose relevance
diminishes over time.
SVStream
SVStream (Support Vector based Stream clustering) [51] is a data stream clustering algo-
rithm based on support vector clustering (SVC) and support vector domain description
(SVDD).
In the Support Vector Clustering (SVC) [52] algorithm data points are mapped from
the data space to a high dimensional feature space using a Gaussian kernel. In the feature
space we look for the smallest sphere that encloses the image of the data. This sphere is
mapped back to data space, where it forms a set of contours which enclose the data points.
These contours are interpreted as cluster boundaries. Points enclosed by each separate
contour are associated with the same cluster. Support vectors are used to construct cluster
boundaries of arbitrary shape in SVC.
Support vector domain description (SVDD) [53] is a one-class classifier inspired by the
support vector classifier. The idea is to use kernels to project data into a feature space and
then to find the sphere enclosing almost all data, namely not including outliers. SVDD
has the possibility to reject a fraction of the training data points, when this sufficiently
decreases the volume of the hypersphere. One inherent drawback of SVDD, which affects
not only its outlier detection performance but also its general properties significantly, is
that the resulting description is highly sensitive to the selection of the trade-off parameter,
which is difficult to estimate in practice.
Given a set of M data elements, the Gaussian kernel parameter q and the trade-off
parameter C, the sphere structure S is defined as
S = {SV ,BSV , ‖μ‖2,RSV ,RBSV }.
where,
• SV is a support vector set.
• BSV is a bounded support vector set.
• ‖μ‖2 is the squared length of the sphere center μ.
• RSV is the radius of the sphere.
• RBSV is the maximum Euclidean distance of the bounded support vectors from the
sphere center μ.
The multi-sphere set SS is defined as a set consisting of multiple spheres, that is, SS =
{S1, . . . , S|SS|}, where the superscript denotes the index of a sphere. In SVStream, the ele-
ments of a data stream are mapped to a kernel space, and the support vectors are used
as the summary information of the historical elements to construct the cluster bound-
aries of arbitrary shape. To adapt both dramatic and gradual changes, multiple spheres
are dynamically maintained, each describing the corresponding data domain presented
in the data stream. When a new data batch arrives, if a dramatic change occurs, a new
sphere is created; otherwise, only the existing spheres are updated to take into account the
new batch. The data elements of this new batch are assigned with cluster labels according
to the cluster boundaries constructed by the sphere set. Bounded support vector (BSVs)
and a newly designed BSV decaying mechanism are introduced so as to respectively iden-
tify overlapping clusters and automatically detect outliers (noise) [51]. In the clustering
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process, if two spheres are too close to each other, they should be merged. In addition,
eliminating old BSVs by the BSV decaying mechanism would help detect the tendency of
a cluster to shrink or split.
OPTICS-Stream is an extension of the OPTICS algorithm [54] to the streaming data
model. OPTICS uses a density identification method to create a one-dimensional cluster-
ordering of the data. OPTICS-Stream is an online visualization algorithm producing a
map representing the clustering structure where each valley represents a cluster [55].
PreDeConStream [56] is based on the two phase process of mining data streams, which
builds a micro-cluster-based structure to store an online summary of the streaming data.
The technique is based on subspace clustering, targeting applications with high data
dimensionality.
Grid-based streammethods
Grid-based clustering is another group of the clustering methods for data streams where
the data space is quantized into finite number of cells which form the grid structure and
perform clustering on the grids. Grid-based clustering maps the infinite number of data
records in data streams to a finite number of grids. Then, the grids are clustered based on
their density.
D-Stream
D-Stream [57] is also a two-phase scheme which consists of an online component that
processes input data stream and produces summary statistics and an offline component
that uses the summary data to generate clusters. In the online component, the algorithm
maps each input data point into a grid whereas in the offline component, it computes
the grid density and clusters the grids based on the density. The algorithm adopts a den-
sity decaying technique to capture the dynamic changes of a data stream and it can find
clusters of arbitrary shapes. Unlike other algorithms such as CluStream [1], D-Stream
automatically and dynamically adjusts the clusters without requiring user specification of
target time horizon and number of clusters. Algorithm 5 outlines the overall architecture
of D-Stream.
For a data stream, at each time step, the online component of D-Stream continuously
reads a new data point, places the multi-dimensional data into a corresponding dis-
cretized density grid in themulti-dimensional space, and updates the characteristic vector
of the density grid (Lines 4-6 of Algorithm 5). The density for a grid g, at a given time t,
D(g, t) is defined as the sum of the density coefficients of all data records that are mapped





where E(g, t) is the set of data points that are mapped to g at or before time t. The density
of any grid is constantly changing. However, the updating operation is executed only when
a new data record is mapped to that grid.
D-Steam uses the characteristic vector concept associated to each grid. This is a tuple
(tg , tm,D, label, status), where tg is the last time when g is updated, tm is the last time
when g is removed from grid list as a sporadic grid (if ever), D is the grid density at the
last update, label is the class label of the grid, and status = {SPORADIC,NORMAL} is a
label used for removing sporadic grids.
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The procedures initial_clustering (used in Line 8 of Algorithm 5) and adjust_clustering
(used in Line 11 of 5) update the density of all active grids to the current time, first. Once
the density of grids are determined at the given time, the clustering procedure is similar
to the standard method used by density-based clustering.
The offline component dynamically adjusts the clusters every gap time steps, where
gap is an integer parameter. After the first gap, the algorithm generates the initial clus-
ter (Lines 7-8). Then, the algorithm periodically removes sporadic grids and adjusts the
clusters (Lines 9-11) [57].
Algorithm 5: D-Stream
1 timec = 0;
2 initialize an empty hash table grid_list;
3 while there is a data point to proceed do
4 Get the next data point in the data stream, x = (x1, x2, . . . , xd);
5 Determine the density grid g that contains x;
6 if g not in grid_list then Insert g to grid_list Update the characteristic vector of
g;
7 if timec = gap then
8 Call initial_clustering(grid_list);
9 if timec mod gap == 0 then
10 Detect and remove sporadic grids from grid_list;
11 Call adjust_clustering(grid_list);
12 timec = timec + 1;
One weakness of the approach is that a significant number of non-empty grid cells need
to be discarded in order to keep the memory requirements in check. In many cases, such
grid-cells occur at the borders of the clusters. The discarding of such cells may lead to a
degradation in cluster quality [9].
Analogously to D-Stream, MR-Stream [58] facilitates the discovery of clusters at mul-
tiple resolutions by using a grid of cells that can dynamically be sub-divided into more
cells using a tree data structure. In the online phase, it assigns new incoming data to the
appropriate cell and updates the summary information. The offline component obtains
a portion of the tree at a fixed hight h and performs clustering at the resolution level
determined by h.
Summary
Table 1 summarizes the main features offered by each algorithm considered in terms of:
the basic clustering algorithm, whether the algorithm identifies a topological structure,
whether the links (if they exist) between clusters (nodes) are weighted, howmany phases it
adopts (online and offline), the types of operations for updating clusters (remove, merge,
and split cluster), and whether a fading function is used.
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Table 1 Comparison between algorithms (WL: weighted links, 2 phases : online+offline)
Algorithms Based on Topology WL Phases Remove Merge Split Fade
SVStream SVC, SVDD ✗ ✗ online ✓ ✓ ✓ ✓
StreamKM++ k-means++ ✗ ✗ 2 phases ✓ ✓ ✓ ✓
StrAP AP ✗ ✗ 2 phases ✓ ✗ ✗ ✓
SOStream DBSCAN, SOM ✗ ✗ online ✓ ✓ ✗ ✓
OPTICS-Stream OPTICS ✗ ✗ 2 phases ✓ ✓ ✗ ✓
IGNG NG ✓ ✗ online ✗ ✗ ✗ ✗
HCluStream k-prototypes ✗ ✗ 2 phases ✓ ✓ ✓ ✓
GWR NG ✓ ✗ online ✗ ✗ ✗ ✗
G-Stream NG ✓ ✓ online ✓ ✗ ✗ ✓
E-Stream k-means ✗ ✗ 2 phases ✓ ✓ ✓ ✓
D-Stream - ✗ ✗ 2 phases ✓ ✓ ✓ ✓
DenStream DBSCAN ✗ ✗ 2 phases ✓ offline ✗ ✓
ClusTree k-means or DBSCAN ✗ ✗ 2 phases ✓ offline ✓ ✓
CluStream k-means ✗ ✗ 2 phases ✓ offline ✗ ✗
AING NG ✓ ✗ online ✗ ✓ ✗ ✗
Streaming platforms
In today’s applications, evolving data streams are ubiquitous. As the need by industry for
real time analysis has emerged, an increasing number of systems to support real-time data
integration and analytics in the recent years. Generally speaking, there exists two types of
streaming processing systems. Traditional streaming platforms, on which we can imple-
ment a streaming algorithm using a traditional programming language in a sequential
manner. Distributed streaming platforms, where the data is distributed across a cluster
of machine and the processing model is implemented using the MapReduce framework.
This section gives a survey on the most well-known streaming platforms with a focus
on the streaming clustering task. Liu [59] gives a general survey on real-time processing
systems for big data.
Spark streaming
Spark Streaming [7] is an extension of the Apache Spark [60] project by adding the abil-
ity to perform online processing through a similar functional interface to Spark, such as
map, filter, reduce, etc. Spark is a cluster computing system originally developed by UC
Berkeley AMPLab. Now it is an umbrellaed project of Apache foundation. The execution
model of Spark is based on an abstraction called Resilient Distributed Dataset (RDD),
which is a distributed memory abstraction of data. Spark performs in-memory compu-
tations on large clusters in a fault-tolerant manner through RDDs [61]. Spark Streaming
runs streaming computations as a series of short batch jobs on RDDs withing a program-
ming model called discretized streams (D-Streams). The key idea behind D-Streams is to
treat a streaming computation as a series of deterministic batch computations on small
time intervals. For example, we might place the data received each second into a new
interval, and run a MapReduce operation on each interval to compute a count. Similarly,
we can perform a running count over several intervals by adding the new counts from
each interval to the old result. Spark Streaming can automatically parallelize the jobs
across the nodes in a cluster. It also supports fault recovery for a wide array of operations.
Spark Streaming comes with a new approach for fault recovery, while classical stream-
ing systems update the mutable state on a per-record basis and use either replication or
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upstream backup for fault recovery. The replication approach creates two or more copies
of each process in the data flow graph [62]. This can double the hardware cost, and if two
nodes in the same replica fail, the system is not recoverable. In upstream backup [63],
upstream nodes act as backups for their downstream neighbors by preserving tuples in
their output queues while their downstream neighbors process them. If a server fails, its
upstream nodes replay the logged tuples on a recovery node. The disadvantage of this
approach is long recovery times, as the systemmust wait for the standby node to catch up.
To address these issues, D-Streams employ another approach: parallel recovery. The
system periodically checkpoints some of the state RDDs, by asynchronously replicating
them to other nodes. For example, in a view count program computing hourly win-
dows, the system could checkpoint results every minute. When a node fails, the system
detects the missing RDD partitions and launches tasks to recover them from the latest
checkpoint [7].
In the streaming clustering point of view, Spartakus2 is an open-source project on top
of Spark-notebook3 which provides front-end packages for some clustering algorithms
implemented using the MapReduce framework. This includes the MBG-Stream4 algo-
rithm [35] (detailed in “Background” section) with an integrated interface for execution
and visualization checks. MLlib [64] gives implementations of some clustering algo-
rithms, especially a Streaming k-means5 open-source code. streamDM6 is another open
source software for mining big data streams using Spark Streaming, developed at Huawei
Noah’s Ark Lab. For streaming clustering, it includes Clustream [1] and StreamKM++ [3].
Flink
Flink7 is an open source platform for distributed stream and batch data processing.
The core of Flink is a streaming iterative data flow engine. On top of the engine, Flink
exposes two language-embedded fluent APIs, the DataSet API for consuming and pro-
cessing batch data sources and the DataStream API for consuming and processing event
streams. The key idea behind Flink is the optimistic recovery mechanism that does not
checkpoint every state [8]. Therefore, it provides optimal failure-free performance and
simultaneously uses less resources in the cluster than traditional approaches. Instead of
restoring such a state from a previously written checkpoint and restarting the execution,
a user-defined, algorithm-specific compensation function is applied. In case of a failure,
this function restores a consistent algorithm state and allows the system to continue the
execution.
MOA
MOA8 (Massive On-line Analysis) is a framework for data stream mining [6]. It includes
tools for evaluation and a collection of machine learning algorithms. Related to the
WEKA project9 (Waikato Environment for Knowledge Analysis), it is also written in Java,
while scaling to more demanding problems. The goal of MOA is a benchmark framework
for running experiments in the data streammining context by proving storable settings for
data streams (real and synthetic) for repeatable experiments, a set of existing algorithms
and measures from the literature for comparison, and an easily extendable framework
for new streams, algorithms and evaluation methods. MOA currently supports stream
classification, stream clustering, outlier detection, change detection and concept drift
and recommender systems. Currently MOA contains several stream clustering methods
including: StreamKM++ [3], CluStream [1], ClusTree [16], DenStream [2], D-Stream [57].
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SAMOA
SAMOA10 (Scalable Advanced Massive Online Analysis) is distributed streaming
machine learning (ML) framework that contains a programing abstraction for distributed
streaming ML algorithms. It is a project started at Yahoo Labs Barcelona. SAMOA is
both a framework and a library [65]. As a framework, it allows algorithm developers to
abstract from the underlying execution engine, and therefore reuse their code on differ-
ent engines. It features a pluggable architecture that allows it to run on several distributed
stream processing engines such as Storm11, S412, and Samza13. As a library, SAMOA con-
tains implementations of state-of-the-art algorithms for distributed machine learning on
streams. For streaming clustering, it includes an algorithm based on CluStream [1].
Open challenges in data stream clustering
In today’s applications, evolving data streams are ubiquitous. Mining, knowledge discov-
ery, or more specifically clustering streaming data is a recent domain compared to the
offline (or batch) model. Thus, many of the challenges, issues and problems remain to
be addressed in the streaming model. This section is devoted to discuss some challeng-
ing issues and further directions from the viewpoints of both academic research and
industrial applications [11, 14, 66–68].
Protecting privacy and confidentiality. Data streams present new challenges and
opportunities with respect to protecting privacy and confidentiality in data mining.
The main objective is to develop such data mining techniques that would not uncover
information or patterns which compromise confidentiality and privacy obligations.
Privacy-by-design seems to be an interesting paradigm to use.
Handling incomplete information. The problem of missing values, which corre-
sponds to incompleteness of features, has been discussed extensively for the offline, static
settings.
Uncertain data. In most applications we don’t have sufficient data for statistical oper-
ations so new methods are needed to manage uncertain data stream in an accurate and
fast manner.
Variety of data. Data type diversity in a given stream (text, video, audio, static image,
etc.) as well as differences in data processability (structured, semi-structured, unstruc-
tured data). Clustering these diverse types of data together, coming in a streaming form,
is very challenging. Another interesting future application of data stream clustering is
social network analysis. The activities of social network members can be regarded as a
data stream, and a clustering algorithm can be used to show similarities among members,
and how these similar profiles (clusters) evolve over time.
Synopsis, sketches and summaries. A synopsis is compact data structures that sum-
marize data for further querying. Samples, Histograms,Wavelets, Sketches describe basic
principles and recent developments in building approximate synopses (that is, lossy, com-
pressed representations) of massive data [69]. Data sketching via random projections is a
tool for dimensionality reduction. Although this technique is extremely efficient, its main
drawback is that it may ignore relevant features.
Distributed streams. Data streams are distributed in nature. For learning from dis-
tributed data, we need efficient methods in minimizing the communication overheads
between nodes. Most importantly, in applications like monitoring, centralized solu-
tions introduce delays in event detection and reaction, that can make mining systems
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inefficient. Many data clustering techniques are not trivial to parallelize. To develop
distributed versions of some methods, a lot of research is needed with practical and
theoretical analysis to provide new methods.
Evaluation of data stream algorithms. Although in the field of static classification
such tools exist, they are insufficient in data stream environments due to such problems
as: concept drift, limited processing time, verification latency, multiple stream structures,
evolving class skew, censored data, and changing misclassification costs. Indeed, in the
streaming context, we are more interested in how the evaluation metric evolves over
time [66].
Autonomous and self-diagnosis. Knowledge discovery from data streams requires
the ability for predictive self-diagnosis. A significant and useful intelligence charac-
teristic is diagnostics, not only after failure has occurred, but also predictive (before
failure) and advisory (providing maintenance instructions). The development of such
self-configuring, self-optimizing, and self-repairing systems is a major scientific and engi-
neering challenge. All these aspects require monitoring the evolution of the learning
process, taking into account the available resources, and the ability to reason and learn
about it [67, 68].
Combining offline and online models. Online (or real-time) and offline (or batch)
learning are mostly considered as mutually exclusive, but it is their combination that
might enhance the value of data the most. Lambda Architecture [70] is a useful frame-
work for designing big data applications where we can combine these two models in a
same plateform. Figure 5 is a diagram of the Lambda Architecture.
Fig. 5 Lambda architecture diagram [70]
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Essentially, the Lambda Architecture comprises the following components, processes,
and responsibilities:
• New Data: All data entering the system is dispatched to both the batch layer and the
speed layer for processing.
• Batch layer: This layer has two functions: (i) managing the master dataset, an
immutable, append-only set of raw data, and (ii) to pre-compute arbitrary query
functions from scratch, called batch views.
• Serving layer: This layer indexes the batch views so that they can be queried in ad hoc
with low latency.
• Speed layer: This layer compensates for the high latency of updates to the serving
layer, due to the batch layer. Using fast and incremental algorithms, the speed layer
deals with recent data only.
• Queries: Any incoming query can be answered by merging results from both batch
views and real-time views.
Designing data stream clustering methods in a Lambda Architecture where we can
benefit from the high accuracy of the batch model is very interesting and challenging.
Conclusion
Recently, examples of applications relevant to streaming data have become more numer-
ous and more important, including network intrusion detection, transaction streams,
phone records, web click-streams, social streams, weather monitoring, etc. Indeed, the
data stream clustering problem has become an active research in recent years. This prob-
lem requires a process capable of partitioning observations continuously while taking into
account restrictions of memory and time.
In this paper, we surveyed, in a detailed and comprehensive manner, a number
of the representative state-of-the-art algorithms for the clustering over data streams.
These algorithms are categorized according to the nature of their underlying cluster-
ing approach, including GNG, hierarchical, partitioning, density, and grid-based stream
methods. Motivated by the need by industry for real time analysis, an increasing number
of systems to support real-time data integration and analytics has emerged in recent years.
We have made an overview of the most well-known open-source streaming systems,
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