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Abstract: Spline smoothing is a very good technique to fit a surface to a noisy scattered data set. Surface splines are 
obtained while minimizing a rotation invariant inner product in an Hilbert space. When the sampling size N is very 
large, the surface splines are very hard to determine numerically and don’t provide any data compression. An 
approximate solution of the spline smoothing problem, given by finite elements can be very useful to reduce the 
dimension. Bicubic splines are, for this problem, very efficient piecewise bicubic rectangular finite elements. 
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1. Introduction 
Let u be a function defined upon a domain 52 of R2 and { ti}y_, be a set of N points located 
in 0. Given the noisy measurement data zi = u( ti) + Ei, where Ei are independent random errors 
with common variance u2, we try to construct an estimation U which approximately fits the data 
and satisfies some regularity or smoothness constraints. The estimation ii can be searched as the 
solution of the following minimization problem: 
Find U E H (the space of admissible functions for J,) which minimizes 
I(u)=; ,; (“(ti)-zi)‘+xJm(u) 
t-1 
where 
J,(u)= c A!- 
/i m,+Q2=m +2! n 
0.1) 
(1.2) 
The parameter m reflects the known regularity of the solution, and the parameter A, which is a 
strictly positive constant, controls the smoothness of the solution. The solution exists and is 
unique provided that m > 1 and { t,, . . . , tN} is P,,,_l unisolvent [3]. 
2. Splines on the whole plane 
If the domain of integration D is the whole plane, the solution, called a surface spline, is 
analytically very simple. Duchon [3] and further Meinguet [4] have studied these splines. The 
simplest and most famous one is the ‘thin plate’ spline corresponding to m = 2. 
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The general solution is characterized by 




k,(t, t’)=cmlt-t’12m-2 Loglt-t'l (2.2) 
with 
c, = [2’“-%(( m - 1)!)2] -l, (2.3) 
and { pk}p_i is a basis of p,,,_i, the space of polynomials of degree less or equal to m - 1. The 
N + M coefficients are the solution of the non sparse linear system 
Fuj+ iUiK,(ti, ,)+ 5 b,p,(t,)=‘j, i=l 
m i-l k-l 
N 
C aiPk(fi) = 0, k=l 
\ i-l 
This system is solved using Gaussian elimination or with a specific algorithm studied by 




required storage as N ‘. Utreras [8] therefore suggests to do piecewise calculations on non-disjoint 
subsets, and to fit the pieces together afterwards, with a continuously differentiable weighting 
function. 
The choice of the parameter X is very important. Smoothing may be viewed as applying a 
low-pass filter to the data. Wahba [9] proposed a very elaborated cross-validation method to 
estimate the optimum (A, m) from the data being analyzed. However, for each m this algorithm 
leads to an eigenvalue problem of dimension N - M. 
3. Finite element approximation 
When data reduction is necessary, the idea is to replace the whole space H of admissible 
functions, by a n dimensional subspace V, of finite elements defined on a bounded domain Sz 
containing all the data points. 
Let wt,. . . , w,, be a basis of V,. Substituting u = Zy_iaiwi into (1.1) and requiring that the 
derivatives of I with respect to the coefficients ai must vanish, then yields the following system 
of equations 
5a,mij=fr, fori=l ton (3.1) 
j-1 
where 
mij= l/N E Wi(fk)Wj(fk) +x((wi, W,)),, 
k-l 
((wi9 wj)),' C m! 
O!,+lX*=l?l 
- s( a:a:;a2) ( :a:;a2) a,!a2! 
(3 4 
(3.3) 
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and 
N 
f;= 1/N C zkWi(fk) 
k=l 
or in matrix notation 
(3.4) 
Ma=f 
with M called the energy matrix. 
(3.5) 
The common finite elements for the plate problem are of class C’. For this problem, classical 
Hermite triangular elements (HCT, Argyris..) don’t bring any improvement upon thin-plate 
splines as they require a large time to assemble the energy matrix. 
4. Bicubic spline approximation 
Let now D be a rectangle [a, b] X [c, d], and a = x1 < x2.. . -Z x, = b a subdivision of [a, b], 
c=y, < . . . < y, = d a subdivision of [c, d]. 
The space S of bicubic splines with knots { xk, yP} k = 1 to r, p = 1 to s, is defined by: 
(i) On any rectangle R,, = [xk, xk+t] X[y,, y,+r] for k = 1 to r- 1 and p = 1 to s - 1, 
s(x, y) is a bicubic polynomial. 
(ii) For 0 Q i G 2 and 0 i j < 2 the derivatives a ‘+j.s(x, y)/ax’i!Iyj are continuous on Q. 
Such a bicubic spline can be expressed in the B-spline basis 
r-l s-1 
4x3 u>= c c %JAw$(Y) (4.1) 
k= -2 p= -2 
where the Bk(x) and B,(y) are normalized cubic B-splines [l]. 
To define the basis set, we must add 3 initial and 3 final arbitrary knots in each direction. 
With the representation (4.1), the energy matrix M (3.5) has the following expression: 
+A c m! - 
J 4a2! [a, 61 
B:““pI’ 
u a,+“~=” / 
~(~Z)~(~Z) 
[c. d] p q 
(4.2) 
where i = k + (r + 2)( p - 1) and j = u + (s + 2)( 4 - 1) and t, = (xc, y,). 
To evaluate the B-splines and their derivatives, we use the recurrence.schemes of de Boor and 
Cox [l]. The integrals can be computed using Gaussian quadrature formulae exact over each 
sub-interval. 
The energy matrix is assembled while using the classical algorithm described in [7] for 
assembling finite element matrices. As Bk(x)B,(y) is non zero only when xk < x < xk+* and 
y,, d y d yP+,, the matrix M is a sparse seven banded matrix, each band containing. 7 terms, 
which can be stored, using the symmetries, in 16 vectors of dimension n. 
The linear system of normal equations (3.5) is solved using the conjugate gradient algorithm as 
implemented in the Harwell Subroutine Library (see [S]). 
As starting values a!?) ,, , we take the mean value of the data contained in the rectangle 
Ixi+19 xi+3 1 x [Yj+l, Yj+Jl- 
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The algorithm is efficient if the problem is well conditioned, and also if the matrix M (n X n) 
is of rank n - k with k zero columns. For other singular or ill-conditioned problems, the vanant 
of Hestenes and Stiefel should be better (see Reid [6]). 
5. Numerical results 
In this example, the approximation ux is searched as the minimizer of I (1.1) with m = 2. The 
test function is f(x, y) = exp( - &(5x* + 5y2 + 6xy)) studied on the domain [ - 2. 21 X [ - 2, 21. 
Fig. 1. Thin plate spline (IV = 1691. 
R(X) = 2.07.10-*. 
Fig. 2. Bicubic approximation (n = 169), 
R(X) =1.98.10-*. 
Fig. 3. Bicubic approximation (n = 64), 
R(X) = 2.01 *lo-*. 
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The data set is generated while calculating z( tj) = f( ti) + e;, where { e,}iN,, are pseudo-random 
values of a zero-mean normal variable with standard deviation u = 0.05, on 169 nodes t, of a 
rectangular grid. 
The figures show the contour map of the exact function f (dashed lines) and contour maps of 
different approximations. For each approximation, the parameter A is interactively adjusted so as 
to minimize the function R(X) = { l/NZ~,,( uA( ti) -f( ti))2 }l” which is the root mean square 
distance between the approximation and the exact function. The bicubic splines are defined with 
equidistant knots in each direction. 
The bicubic splines, without any data compression (Fig. 2) or with data compression (Fig. 3), 
behave as well as thin plate spline (Fig. l), to approximate a phenomenon with privileged 
directions diagonal to the axes. Further, the computation of the thin plate spline requires 48 s 
with an IRIS 80, while the computation of a bicubic spline requires only 6 s when n = 169 and 
3.3 s when n = 64. 
6. Conclusion. 
We have studied methods for surface fitting while minimizing a rotation invariant functional. 
Bicubic splines give good results in most of our tests and are efficient when the data set is large. 
However, for general data set fitting, we must work out methods for the automatic determination 
of a good grid and of an optimal smoothing parameter, for example as did Dierckx [2]. 
But bicubic approximation has limitations due to the rectangular shape of the domain and to 
the product form of the basis. If the convex boundary of the data points is far from a rectangle, 
thin plate spline approximation should be more appropriate, especially if we have a sparse set of 
scattered data. 
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