We study the asymptotic behavior of the long cycles of a random permutation of n objects with respect to multiplicative measures with polynomial growing cycle weights. We show that the longest cycle and the length differences between the longest cycles converge, after suitable normalisation, in distribution to iid random variables (Z j ) j∈N such that exp(−Z j ) is exponentially distributed. Our method is based on generating functions and the saddle point method.
INTRODUCTION
Let S n be the symmetric group of all permutations on elements 1, . . . , n. For any permutation σ ∈ S n , denote by C m = C m (σ) the cycle counts, that is, the number of cycles of length m = 1, . . . , n in the cycle decomposition of σ; clearly C m ≥ 0 (m ≥ 1), n m=1 m C m = n.
(1.1)
1.1. Random permutations. Classical probability measures studied on S n are the uniform measure and the Ewens measure. The uniform measure is well studied and has a long history (see e.g. the first chapter of [1] for a detailed account with references). The Ewens measure originally appeared in population genetics, see [11] , but has also various applications through its connection with Kingman's coalescent process, see [13] . Classical results about uniform and Ewens random permutations include convergence of joint cycle counts towards independent Poisson random variables in total variation distance [2] and a central limit theorem for cumulative cycle counts [7] . Futhermore, the longest cycles have order of magnitude n and it was established by Kingman ([14] ) and by Vershik and Shmidt ([20] ) that the vector of renormalized and ordered length of the cycles converges in law to a Poisson-Dirichlet distribution.
In this paper, we study random permutations with respect to the probability measure Definition 1.1. Let Θ = (θ k ) k≥1 be given, with θ k ≥ 0 for every k ≥ 1. We define for σ ∈ S n the weighted measures on S n as The measure P Θ has received a lot of attention in recent years and has been studied by many authors. The uniform measure and the Ewens measure are special cases of P Θ and correspond to θ k ≡ 1 and θ k ≡ ϑ with ϑ > 0. Another well studied case are the weights θ k ∼ k α , see [10, 6] . Further studied weights are for instance θ k = log m (k) and θ k = ϑ 1 {k≤n β } , see [19] and [3] . An overview can be found in [9] . The motivation to study the measure P Θ has its origins in mathematical physics. Explicitly, it occurred in the context of the Feynman-Kac representation of the dilute Bose gas and it has been proposed in connection with the study of the Bose-Einstein condensation (see e.g. [4] and [9] ).
We consider in this paper the case θ k ∼ k α with α > 0. It was proved by Ercolani and Ueltschi [9] that in this case a typical cycle has a length of order n 1 1+α and converges to a Gamma distribution after suitable normalisation. Dereich and Mörters extended this in [8] to a local limit theorem. Further, it was shown in [9] that the expectation of total number of cycles is ≈ n α 1+α , which was extended by Maples, Nikeghbali and the author in [17] to a central limit theorem. Furthermore, Ercolani and Ueltschi proved in [9] that the component process of the cycle counts converges in distribution to mutually independent Poisson random variables Y m :
Storm and the author computed in [21] the total variation distance between the processes in (1.3) and have shown that this total variation distance tends to 0 if and only if b = o(n 1 1+α ). Further, it was shown in [6, 9] that the cumulative cycle counts
converges to a limit shape after suitable normalisation. In view of these results it is clear that one cannot expect cycles of order n as n → ∞. The exact behavior of the long cycles in the case θ k ∼ k α was unknown for a long time and is the main topic of this paper.
1.2.
Main results. In this paper, we have two main results. In order to state these results, we have to introduce some notations. Let v n be the solution of the equation
θ k e −kvn = n.
(1.5)
Since θ k ∼ k α and α > 0, we immediately see that the sum in (1.5) is monotone increasing and tending to ∞ as v n ց 0. Thus the solution of (1.5) exists and is also uniquely determined. It follows from Lemma 2.5 that v n ∼ n Γ(α + 1) (1.6) Furthermore, we set n * := (v n ) −1 and ℓ n := α log(n * ) + (α − 1) log (α log(n * )) .
(1.7)
We denote by L k = L k (σ) the length of the k-th longest cycle in the cycle decomposition of the permutation σ ∈ S n , counted with multiplicity. The first main result of this paper is Theorem 1.2. Let K ∈ N be given. We have convergence in distribution of
under P Θ as n → ∞, where (Z k ) K k=1 are iid random variables such that exp(−Z k ) is a exponentially distributed random variable with parameter 1.
This theorem follows almost immediately from the second main result. We prove this two theorems by computing the generating functions for the relevant quantities and then extracting their asymptotic behavior with the saddle point method. This paper is structured as follows: In Section 2, we introduce the necessary preliminaries and then give in Section 3 the proof of Theorem 1.2 and of Theorem 1.3.
1.3. Notation. We call two real sequences (a n ) n∈N and (b n ) n∈N asymptotically equivalent if lim n→∞ a n /b n = 1 and write a n ∼ b n . Further, we write a n ≈ b n when there exist constants c 1 , c 2 > 0 such that
for large n. We also use the usual O and o notation, i.e. f (n) = O(g(n)) means that there exists some constant c > 0 so that |f (n)| ≤ c|g(n)| for large n, while f (n) = o(g(n)) means that for all c > 0 there exists n c ∈ N so that the inequality |f (n)| ≤ c|g(n)| holds for all n > n c .
PRELIMINARIES
We introduce in this section some notation and preliminary results.
2.1. Generating functions. The (ordinary) generating function of a sequence (g k ) k≥0 of complex numbers is defined as the formal power series
As usual, we define the extraction symbol [t k ] g(t) := g k , that is, as the coefficient of t k in the power series expansion (2.1) of g(t).
A generating function that plays an important role in this paper is
The following well-known identity is a special case of the general Pólya's Enumeration Theorem [18, p. 17] and is the main tool in this paper to obtain generating functions.
Lemma 2.1. Let (a m ) m∈N be a sequence of complex numbers. We then have as formal power
If one series in (2.3) converges absolutely, so do the other.
We omit the proof of this lemma, but details can be found for instance in [16, p. 5] . Applying this equation to the normalisation constant h n in Definition 1.1, we immediately get
4)
with the convention h 0 := 1. Equation (2.3) can be reformulated as
With this formulation, the parameters (a j ) j∈N can depend on the system size n. In particular, we have for all s ∈ R and all integer sequences
The formulation in (2.6) has now the advantage that we can compute the expectation on the LHS of (2.6) by extracting series coefficients from the RHS of (2.6) with complex analysis. A way to extract these series coefficients is the saddle point method, a standard tool in asymptotic analysis. The basic idea is to rewrite a expression like (2.6) as a complex contour integral and choose the path of integration in a convenient way. The details of this procedure depend on the situation at hand and need to be done on a case by case basis. A general overview over the saddle-point method can be found in [12, page 551] . To apply the saddle point method in this paper, we introduce the following definition.
Definition 2.2. Let g n (t) n∈N with g n (t) = ∞ k=0 g k,n t k be given with radius of convergence ρ > 0 and g k,n ≥ 0. We say that g n (t) n∈N is log-n-admissible if there exist functions a n , b n :
Approximation: For all |ϕ| ≤ δ n we have the expansion
Width of convergence:
We have δ 2 n b n (r n ) − log b n (r n ) → +∞ as n → +∞. Monotonicity: For all |ϕ| > δ n , we have Re g n (r n e iϕ ) ≤ Re g(r n e ±iδn ) .
(2.9)
The approximation condition allows us to compute the functions a n and b n exactly. We have a n (r) = rg ′ n (r),
Clearly a n and b n are strictly increasing real analytic functions in [0, ρ). The error in the approximation can similarly be bounded, so that
We now have Theorem 2.3. Let g n (t) n∈N be log-n-admissible with associated functions a n , b n and constants r n . Call G n := [t n ] exp (g n (t)) .
Then G n has the asymptotic expansion
The proof of this theorem can be found in [6] . Further Corollary 2.4. Let g n (t) n∈N be log-n-admissible with associated functions a n , b n and constants r n . Let further f n (t) n∈N with f n (t) = ∞ k=0 f k,n t k be given with radius of convergence ≥ ρ and f k,n ≥ 0. Then there exists n 0 only depending on g n (t) n∈N such that [t n ]f n (t) exp (g n (t)) ≤ 2f n (r n )[t n ] exp (g n (t)) for all n ≥ n 0 .
(2.14)
Proof. Since f k,n ≥ 0 and g k,n ≥ 0, it follows immediately that [t n ]f n (t) exp (g n (t)) ≥ 0. We get with Cauchy's intergral formula and the curve γ(ϕ) = r n e iϕ that
[t n ]f n (t) exp (g n (t)) = 1 2πi(r n ) n π −π f n (r n e iϕ ) exp g n (r n e iϕ ) − inϕ dϕ
exp Re(g n (r n e iϕ )) dϕ.
We now can compute the last integral as in the proof of Theorem 2.3. These computations are (almost) identical and we thus omit them. We then get π −π exp Re(g n (r n e iϕ )) dϕ = √ 2πb n (r n ) −1/2 exp (g n (r n )) (1 + o(1)).
(2.16)
Note that the (1 + o(1)) depends on g n (t) n∈N , but not on f n (t) n∈N . Combining (2.15) and (2.16) with Theorem 2.3 then completes the proof.
2.3. Approximation of Sums. We require for our argumentation the asymptotic behaviour of the generating function g Θ (t) as t tends to the radius of convergence, which is 1 in our case. This lemma can be proven with Euler Maclaurin summation formula or with the Mellin transformation. These computations are straightforward and the details of the proof with the Mellin transformation can be found for instance in [12, Chapter VI.8] . We thus omit the proof of this lemma.
We require also the behaviour of partial sum ∞ k≥xn k δ exp(−kv n ) as x n → ∞ and as v n → 0. We have Proposition 2.6. Let δ ∈ R be given. Let further (v n ) n∈N and (x n ) n∈N be sequences with v n > 0, v n → 0 and x n v n → ∞. We then have
19)
where (δ) 0 = 1 and (δ) j = δ(δ − 1) · · · (δ − j + 1) for j ≥ 1.
Proof. We first proof (2.19 ). We get with N times partial integration
We now can assume that N > δ and thus 
where B k is the kth Bernoulli number and f (x) = x δ e −xvn and f (k) the kth derivative of f . A straight forward computation shows that
23)
where P k (·, ·) is a homogeneous polynomial of degree k. Thus we have
Using (2.20) and that 1/x n = o(v n ) completes the proof.
PROOF OF THE MAIN RESULTS
We give in this section the proofs of the Theorems 1.2 and 1.3. We begin with the proof of Theorem 1.3. We proceed in two steps. In Section 3.1, we show that the finite dimensional distributions of the process P (n) y converges to the finite dimensional distributions of a Poisson process. In Section 3.2, we show that the sequence (P (n) ) n∈N is tight. This then completes the proof of Theorem 1.3. Finally, we use in Section 3.3 the Theorem 1.3 to prove Theorem 1.2.
3.1. Finite dimensional distributions. We first have to show for all 0 ≤ y 1 < y 2 < · · · < y K that we have
where (Y k ) K k=1 is a sequence of independent, Poisson distributed random variables such that E [Y k ] = y k − y k−1 for all 1 ≤ k ≤ K.
We begin with the proof of (3.1) for the case K = 1. Thus we have to determine the asymptotic behaviour of P (n) y for y ≥ 0 fix. We do this by determining the asymptotic behaviour of the moment generating function of P and v n is the solution of the equation ∞ k=1 θ k e −kvn = n. We now have to distinguish the two cases y > 0 and y = 0. We begin with the case y > 0. In this case we have for n large enough x n = n * ℓ n − log(y) . with h n as in Definition 1.1. We now have Lemma 3.1. Let g n,s (t) be as in (3.4) . Then sequence (g n,s ) n∈N is log-n-admissible for all s ∈ R. Further, the b n (r n ) ∼ Γ(α + 2)(n * ) α+2 , r n = e −vn and δ n = (v n ) ξ , (3.5) where ξ is any real number such that α+3
Proof. We begin with the case θ k = k α . We use (2.10) and get with Lemma 2.5, Proposition 2.6 and the definition of v n that a n (r n ) = (e s − 1)
k α e −kvn = n + (e s − 1)
x α n e −xnvn v n (1 + o(1)) = n + (e s − 1)(n * ) α (ℓ n − log(y)) α · yn * e −ℓn (1 + o(1)) = n + αy(e s − 1)n * log(n * ) (1 + o(1) ).
Similarly, we get b n (r n ) = Γ(α + 2)(n * ) α+2 (1 + o(1)),
It is straight forward to see that replacing θ k = k α by θ k ∼ k α in the above computations has only an influence to the o(1) terms. For the log-n-admissibility, we have now to check five conditions. For these, we need also that v n ∼ n − 1 1+α (Γ(α + 1)) 1 1+α .
Divergence: We clearly have δ n → 0 and b n (r n ) → ∞. Thus this condition is fulfilled. Saddle-point: We require a n (r n ) = n + o b n (r n ) . This condition is clearly fulfilled.
Approximation: We need that R n (r, ϕ) = o(ϕ 3 δ −3 n ). By the definition of δ n and ξ, we have δ −3 n = (n * ) 3ξ and 3ξ > α + 3. Thus (n * ) α+3 = o(δ −3 n ). Thus this condition is fulfilled. Width of convergence: We have δ 2 n b n (r n ) ∼ Γ(α + 2)(n * ) α+2−2ξ . Since α + 2 − 2ξ > 0, this condition is also fulfilled. Monotonicity: The computations for this point are a little bit more involved, but are almost the same as in [6, Page 25] and we thus omit it.
This completes the proof.
Lemma 3.1 shows that we can apply Theorem 2.3 to (3.4) and thus compute the asymptotic behaviour of E e sP (n) y . Furthermore, using s = 0 in (3.4), we see that g n,0 (t) = g Θ (t). Thus we can use Lemma 3.1 to compute the asymptotic behaviour of h n . Note that r n and the leading term of b n (r n ) do not depend on s. This implies together with Theorem 2.3 that v n e −xnvn ∼ (n * ) α (α log(n * )) α−1 · y(n * ) −α (α log(n * )) α−1 = y.
(3.7)
We have by assumption θ k ∼ k α . Thus there exists for all ǫ > 0 a k 0 = k 0 (ǫ) such that (1 − ǫ)k α ≤ θ k ≤ (1 + ǫ)k α for all k ≥ k 0 . By definition, we have x n → ∞ and therefore we immediately get also k≥xn θ k k e −xnvn ∼ y.
Since s ∈ R is fix, this implies that E e sP (n) y → exp ((e s − 1)y). This completes the proof for the case y > 0. For y = 0, we have x n = 2n * ℓ n and get as in (3.7)
The remaining computations are the same as for y > 0 and thus we get P (n) 0 d → 0. This completes the proof of (3.1) for the case K = 1. For the general case, define
x n,j := n * (ℓ n + min{− log(y j ), ℓ n }).
We then have for s 1 , . . . ,
It is now straight forward to see that we can use the exactly same argumentation as for K = 1.
The only difference is that the notation is more cumbersome. This completes the proof of (3.1).
Tightness.
To complete the proof of Theorem 1.3, we have to show that the process {P 
where x n,w := n * (ℓ n + min{− log(w), ℓ n }). We now have
.
Calculating the derivatives and entering s 1 = s 2 = 0 gives
with f n (t) := F n,y 1 ,y (t) (1 + F n,y 1 ,y (t)) F n,y,y 2 (t) (1 + F n,y,y 2 (t)) .
By the definition, we have f n (t) = k=0 f n,k t k with all f n,k ≥ 0. Furthermore g Θ (t) is logn-admissible. This follows immediately from Lemma 3.1 using s = 0. Thus we get with Corollary 2.4 that three exists a n 0 only dependent on g Θ (t) such that
We therefore have to estimate f n (r n ). We have f n (r n ) ≤ F n,y 1 ,y 2 (r n ) 1 + F n,y 1 ,y 2 (r n ) 2 .
Since 0 ≤ y 1 < y 2 ≤ M, it is sufficient to show that F n,y 1 ,y 2 (r n ) = xn,y 2 ≤k<xn,y 1 k α−1 e −kvn ≤ 5(y 2 − y 1 ).
(3.13)
Using that the function x α−1 e −xvn is monotone decreasing for x ≥ (α − 1)n * and the variable substitution x = n * (ℓ n − log(u)) gives ≤ 2e vn (y 2 − y 1 ) + 2(y 2 − y 1 ) ≤ 5(y 2 − y 1 ).
We used on the last line the assumption in (3.11) and that v n → 0. This completes the proof for 0 < α ≤ 1. For α > 1, we use that − log(u) ≤ ℓ n in (3.14) and get xn,y 2 ≤k<xn,y 1 k α−1 e −kvn ≤ 1 (log n * ) α−1 e vn max{y 2 ,e −ℓn } max{y 1 ,e −ℓn } 2ℓ n α−1 du
The remaining computations are the same as for 0 < α ≤ 1 and thus this completes the proof. The joint distributions of L 1 , . . . , L K can be obtained in similarly way. However, instead to do this directly, it is easier to us the well know the distribution of the jump times of the Poisson process (see,e.g. [15, p.5] ). This then gives 1 n * · L 1 − n * ℓ n , L 1 − L 2 , . . . ,
under P Θ as n → ∞ to iid random variables (Z k ) K k=1 such that exp(−Z k ) is for each k a exponentially distributed random variable with parameter 1. To complete the proof of Theorem 1.2, we consider the event B n := { k>2n * ℓn C k ≥ 1}. We now get with the Markov inequality 
