It is a common case that there are huge news reports with different topics in a website (even in a food-related website), food safety news reports are needed to be selected for further analysis, and this is a text (or document) classification problem. In this paper, we propose a food safety document classification method using LSTM (long and short-term memory)-based ensemble learning. Firstly, due to the high cost of human-annotation, the food safety document corpus includes only one-class samples, and the food safety document classification based on such a corpus is a one-class classification problem. We propose an automatic corpus expansion approach which uses a large number of unlabeled news reported online as negative samples (the documents that are not related with food safety), and our food safety document corpus becomes a binary-class-based corpus that has both positive samples and negative samples. Secondly, our automatic corpus expansion brings the following two problems to document corpus: data noise and data unbalance. We choose an ensemble learning method which is based on LSTM(Long Short-Term Memory) for our document classification. Overall, the document classification method based on the LSTM-based ensemble learning method can automatically detect food safety documents from websites with outstanding performances.
INTRODUCTION
The problem of food safety has become a focus of attention in our society. According to the "ten major issues of concern" in the "2015 China Comprehensive Xiao Kang Index" survey, food safety concerns ranked first. People's living standards gradually improve, but the food safety problem has become more serious, such as excessive pesticide residues in fruits and vegetables, rapid growth of livestock and poultry, illegal food additives and other types of food safety incidents. The convenience and timeliness of the Internet can make the information about food safety quickly appear on the Internet, but it is not easy to automatically select the food safety information from massive Internet information. In this paper, we propose a food safety document classification method to select the food safety information from massive Internet information. This is a text (or document) classification problem.
At present, document classification technology includes two steps: feature extraction and classifier construction. Based on the feature extraction, classifier construction is that select a classification algorithm to build classifier to achieve document classification. Some of the existing feature extraction method is based on the word index (Gaizauskaset al,2014) . This requires the aid of dictionary and Chinese word segmentation technology, while the dictionary is field related and time varying, the Chinese word segmentation process is complex and the result accuracy is not high. In order to achieve high classification performance, document classification algorithms are adopted in supervised classification methods, such as decision tree, Naive Bayesian, KNN (K-nearest neighbor), SVM (Support vector machine), neural network (Djuric et al, 2015; Patel et al, 2013) and genetic algorithm (Revathi,2013) .Because its classification algorithm often uses the supervised classification method, classification effect is highly dependent on the quality of artificial annotation corpus, and the document classification model transplantation is not high. In this paper, aiming at the problem of food safety document corpus, we improved the classification algorithm. We integrate the ensemble learning method and the deep learning method effectively, and put forward a food safety document classification method using LSTM-based ensemble learning, which realizes the automatic classification of food safety documents First of all, most of the current document classification problem is a binary-classes or multiple-classes classification problem, but in this paper the human-annotation corpus only includes food safety documents. This classification problem, which contains one class of instances, is often referred to as one-class classification problems (Crammer, 2016) , and the corresponding studies are less. From the perspective of classification methods, one-class classification problems often use unsupervised classification technology, such as outlier identification technology or correlation point set recognition technique. Some scholars have reformed the supervised classification technology, and some have transformed the feature space. Different from previous studies, this paper considers one-class classification problem from the perspective of corpus resources. Because negative samples are actually unlabeled samples whose size is unlimited, the number of the negative samples is much larger than the one of the positive samples (food safety documents) in the corpus, and the unbalanced distribution of the two samples is closer to the data distribution in the whole sample space. At present, how to effectively use a small number of labeled samples and a large number of unlabeled samples to get a good classifier has become a research hotspot. In this paper, a large number of unlabeled samples on the network are used to automatically expand the negative instances. A food safety document corpus with only positive examples is transformed into a binary-class-based corpus that has both positive samples and negative samples.
Secondly, our automatic corpus expansion brings the following two problems to our food safety document corpus: 1) data noise: the previous automatic corpus expansion approach brings much noise to the negative samples in the corpus; 2) data unbalance: because negative samples are actually unlabeled samples whose size is unlimited, the number of the negative samples is much larger than the one of the positive samples (food safety documents) in the corpus. Since the two data problems can much hurt the performances of traditional supervised classification methods, we propose a food safety document classification method using LSTM-based ensemble learning. Ensemble learning method, by calling a number of simple classification algorithms to train different base classifier, and then use the decision optimization or overlay optimization method to combine these base classifiers. A key step in Ensemble learning method is the construction of the base classifiers, which often use the current common classification algorithms (such as decision trees, SVM, etc.) to train the base classifier. In this paper, the most popular deep learning method (LSTM)is adopted in the construction of base classifier. The current research shows that LSTM has achieved good results in all directions of natural language processing, such as emotion recognition , dependency tree analysis (Wang and Chang, 2016) , machine translation (Cui et al, 2015) , automatic question answering system (Shi et al,2016) .
Compared with the popular document classification algorithms, ensemble learning is not only an effective solution to the problem of data unbalance, and can solve the problem of data noise to a certain extent. And LSTM algorithm improves the classification effect. In this paper, the food safety document classification method using LSTM-based ensemble learning has been greatly improved in all evaluation indexes
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2.1.Food Safety Document Corpus
Our food safety document corpus contains 16494 documents, divided into food safety documents (2398), non-food safety documents (500), and unlabeled documents (11388):
i. Food safety documents: from the National Natural Science Fund Project "agricultural supply chain leading enterprises in food safety control behavior and efficiency research" and the National Natural Science Fund Management Department of the Fund in 2011 emergency project "China's food safety risk level, risk Source and critical control point research". The project teams through the government information website, professional website of the food industry, other authoritative media to collect all kinds of food safety incidents occurred in China from 2001 to 2011, and then eliminate reports of distorted, incomplete, and repetitive events. The time, place, main content and news source of each incident were extracted, and the processed food safety events were integrated into the "China Food Safety Event Collection (2001-2011)" in a uniform form. Because the whole process is handled manually, these food safety documents are human-annotated data. ii. Unlabeled documents: due to the high cost of human-annotation, we get food news in the "food partner network" through the web crawler, and then extract the title and text as the corpus of this paper. iii. Non-food safety documents: based on the need of the test model, we randomly extracted 2708 documents from the unlabeled documents, and then annotate out the non-food safety documents until get 500 non-food safety documents. In the experimental data set, including 500 food safety documents (randomly selected) and 500 non-food safety documents as validation data set and test data set (a total of 1000 document data), the remaining 1898 food safety documents and 11388 unlabeled documents as a training data set (13,286 documents). The validation data set is used to debug the model and model parameters; the test set is used to test the final classifier. The documents in training data set, validation data set, and the test set do not overlap each other, as shown in Table 1 .
In the training data set, we found the following two problems: 1) only positive instances, there is no negative instance, belonging to the one-class classification problem; 2) food safety documents accounted for only 14.5% of training data, non-food safety documents accounting for 85.5%. The number of these two classes of data is extremely unbalanced.
2.2The Document Classification Method Using LSTM-based Ensemble Learning
In this part, we first introduce the framework of document classification method using LSTM-based ensemble learning, and then introduce construction of the base classifier based on LSTM in the key step of the ensemble learning method.
The framework of the document classification method
The food safety document classification based on such a corpus is a one-class classification problem. We use the food safety document as the positive samples and the unlabeled document as the negative samples to form a food safety document corpus with positive and negative samples. However, in this corpus, the proportion of positive and negative samples is very unbalanced (in which the total number of negative samples is about 6 times the total number of positive samples), and negative samples have high data noise. In view of this situation, this paper proposes a document classification method based on the ensemble learning method.
The architecture of the ensemble-learning-based document classification method is shown in Figure 1 , which includes two phases (training phase and test phase). 
Figure1.
The architecture of the ensemble-learning-based document classification method 1) Training phase： 1.1) Negative samples in the training data set were randomly divided into n groups. Because the total number of negative samples is ~6 times of the total number of positive samples in the training set, n is chosen 6.
1.2)
A group of negative samples and all of the positive samples in the training set are merged into a training data subset, and there are totally n training data subsets. Moreover, the distribution of each training data subset is balanced.
1.3)
For each training data subset, features are extracted, and then, a base classifier is created with a training data subset and a supervised classification method is created. There are totally n base classifiers. 2) Test phase： 2.1) For a test sample in the test data set, each base classifier is used to classify the sample and obtain the corresponding label (Label "1" means food safety document, and Label "0" means non-food safety document). Finally, each test sample will have n labels.
2.2)
The final label of the test sample is gotten using n labels and the majority voting system.
Construction of Base Classifier Using LSTM
For each base classifier, the feature extraction is first performed using a Bag of Words (BOW) model. The result of word segmentation generates a feature vector for each document. Then, we use LSTM to train a base classifier. Notice, the base classifier is adjusted by the validation data set, and the optimal base classifier is selected.
The following will introduce LSTM classification algorithm briefly. In 1997, Hochreiter and Schimidhuber proposed long and short-term memory (LSTM).LSTM redesigned the RNN memory module, LSTM unit consists of memory cell and a number of gates (Palangi et al, 2015) . LSTM uses the state of the memory cell to hold the history information. The design of gate structures: forget gate, input gate, and output gate are used to control the information passing through the cell structure. These three gates act on the cell to form the hidden layer of LSTM, which is called block, the architecture of block is shown in Figure 2 . By improving the traditional RNN model, LSTM can effectively solve the problem of gradient explosion and gradient disappearance in RNN training, so that LSTM can make effective use of long-distance sequence information. 
The LSTM unit adds several intermediate steps: After applying the activation function to , the result is multiplied by a factor . Then the inner activation value of the previous time step, multiplied by the quantity ∅ is added due to the recurrent selfconnection. Finally, the result is scaled by and fed to another activation function, yielding . The factors , ∅ , ∈ (0,1), indicated by the small white circles, are controlled by additional units (depicted as blue circles) called input, output, and forget gate, respectively. The gating units sum the activations of the previous hidden layer and the activations of the current layer from the previous time step as well as the inner activation of the LSTM unit. The resulting value is squashed by a logistics sigmoid function which then is set to , ∅ ,or , respectively.
The equations below describe how a layer of memory cells is updated at every time step . In these equations:
 is the input to the memory cell layer at time .
 , , , , , , , ,and are weight matrices  , , and are bias vectors First, we compute the values for , the input gate, and the candidate value for the states of the memory cells at time :
Second, we compute the value for , the activation of the memory cells' forget gates at time :
With the new state of the memory cells, we can compute the value of their output gates and, subsequently, their outputs:
The whole LSTM unit including the gating units may be interpreted as a differentiable version of computer memory. For this reason, LSTM units sometimes are also referred to as LSTM memory cells. Whether one adheres to the proposed interpretation of the gating units or not, the LSTM architecture solves the vanishing gradient problem at small computational extra-costs. In addition, it has the desirable property of including standard recurrent neural network units as a special case.
3.RESULTS AND DISCUSSION
In this part, we first give the baseline of this paper, and then analyze the document classification method using LSTM-based ensemble learning. At last, the document classification method using LSTM-based ensemble learning and the document classification method using SVM-based ensemble learning are compared.
For a given label (either positive or negative) in a binary classification system, there are three evaluation measures: precision, recall, and F1. F1 is the harmonic mean of the precision and the recall of the given label. It has two evaluation measures to evaluate overall performances for the whole test data set: accuracy and average F1. Average F1 is the average of the F1 of positive label and the F1 of negative label.
Document Classification Method Using LSTM
The training data set of this classification method includes 1898 positive examples and 1898 negative examples which are randomly selected. The traditional document classification method is selected in the baseline of this paper. The classification method adopts LSTM algorithm, results are shown in Table 2 .From Table 2 , we find that the precision of the positive sample is higher and the recall of the negative sample is higher, which indicates that the document classification method based on LSTM can effectively recognize the positive samples, but the recognition coverage needs to be improved. 
Document Classification Method Using LSTM-based Ensemble Learning
The experiment is based on the document classification method introduced in section 2.2, and its experimental results are shown in Table 3 . By comparing Table 2 and Table 3 , the following points can be seen: Generally, our document classification method improved the evaluation indexes, and the accuracy rate increased by 0.9% and average F1 increased by 1.7% compared with the baseline. This indicates that the ensemble learning method can effectively solve the unbalance problem and noise problem in data distribution.
Specifically, for the positive samples, the accuracy of our document classification method improved by 3.7%, recall rate by 0.7% and F1 by 2.4% compared to the baseline. For the negative samples, the accuracy rate of our document classification model is improved by 0.7%, recall rate is increased by 1.9% and F1 is increased by 0.9% compared with the baseline state.
3.3Comparisons with SVM-based Method
Support vector machine (SVM) is a kind of machine learning method developed on the statistical learning theory. It has shown a lot of performance superior to the existing classification methods and has been successfully applied in many fields; especially SVM is especially outstanding in document classification. Therefore, this paper selects the SVM and the current popular depth learning method (LSTM) to do comparing.
The performance comparison of the document classification method using SVM-based ensemble learning and the document classification method using LSTM-based ensemble learning are shown in table 4.
Generally, the document classification method using LSTM-based ensemble learning improves the accuracy rate by 1.6% and average F1 increases by 1.6% compared to using SVM-based ensemble learning. This indicates that LSTM algorithm is superior to SVM algorithm in document classification.
Specifically, compared with using SVM-based ensemble learning in document classification method, for the positive samples, the accuracy is improved by 3.3% and the F1 is improved by 1.5%; For the negative samples, the accuracy is improved by 0.3%, the recall rate is increased by 3.1% and the F1 is increased by 1.6% in the document classification method using LSTM-based ensemble learning. Accuracy / % 95.5 93.9
CONCLUSIONS
In this paper, considering the existing human-annotated corpus which includes only food safety documents, we proposes a method which transforms the corpus with only positive sample into the one with both positive and negative samples through using a large number of unlabeled samples. Correspondingly, the food safety document classification is transformed from a one-class classification problem into a binary-classes classification problem.
Considering the data unbalance problem and the data noise problem, a LSTM-based ensemble learning method is proposed for the food safety document classification in this paper. The experimental results show that no matter compared with the traditional classification method (i.e. SVM) or compared with the most popular classification method (LSTM), the document classification method using LSTM-based ensemble learning achieves much better performances.
