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Стремительное развитие вычислительной техники и информационно-
телекоммуникационных систем, увеличение пропускной способности каналов передачи 
данных и ёмкости запоминающих устройств привели к тому, что достигли внушительных 
размеров объёмы хранимой и передаваемой информации внутри вычислительных систем. 
Широкое распространение и применение на сегодняшний день находят корпоративные 
информационные системы и сети (крупные объединения, компании, сети банков), и в 
сложившихся условиях важнейшей задачей является оптимальное использование 
вычислительных ресурсов внутри системы. Решение этих задач должно обеспечить выбор 
оптимального варианта построения системы, эффективное распределение 
вычислительных ресурсов и задач по обработке данных между клиентами и серверами, 
снижающее затраты и повышающее качество организации вычислительного процесса. 
При этом должны учитываться: степень приспособленности серверов к обработке 
запросов, способы распределения данных в базах данных (централизованный, 
расчлененный, дублирования, смешанный), организация подключения клиентов к 
серверам (непосредственно через концентраторы, коммутаторы, ЛВС) и т. д. 
Существующий методический подход к решению задачи построения эффективной 
КИС состоит в поэтапной разработке вначале упрощенной модели для укрупнённых 
ориентировочных расчётов и решения задач анализа, а затем более сложной модели, 
использующей результаты исследований на упрощенной и позволяющей не только 
учитывать больше определяющих факторов, но и решать задачи синтеза. 
Концептуальный порядок построения моделей и проведения на них исследований 
можно представить в виде ряда последовательных этапов: 
а) подготовка исходных данных на проведение исследований; 
б) формирование структур входных и выходных данных в соответствии с 
содержанием запросов, задач обработки документов и другой информации; 
в) установление форматов и объёмов поступающих, передаваемых и выходящих из 
сервера сообщений; 
г) выбор способов коммутации; 
д) установление требуемых пропускных способностей каналов связи и скорости 
передачи данных для обеспечения приемлемого времени задержки в сети; 
е) выбор типов серверов, структуры и характеристик компонентов КИС; 
ж) назначение вариантов процедур управления передачей и потоками сообщений; 
з) расчёт выходных показателей для разных вариантов; 
и) разработка рекомендаций заказчику модели (пользователю) КИС. 
Методические вопросы реализации этих этапов освещены в [2−4]. 
Упрощенная модель КИС предназначена для использования ее на начальных 
стадиях создания высокопроизводительной системы (сети) с архитектурой «клиент-
сервер». Основные задачи, возникающие при этом: 
1) оценка потребностей пользователей в обработке информации; 
2) анализ типа и интенсивности трафика, порождаемого нуждами пользователя; 
3) анализ возможных значений и выбор оптимального времени ответа на запросы 
пользователей. 
Эффективное и экономичное функционирование сети зависит от целого ряда 
факторов, например, распределения задач по обработке данных между клиентами и 
сервером; приспособленности сервера к обработке запросов и других. 
Выявить эти и другие факторы, учесть степень их влияния на основные 
характеристики ИС − производительность и время ответа и предназначена данная модель. 
Представляется целесообразной следующая методика ее использования: 
1 этап. Предварительный выбор типа сервера и других устройств ИС. 
Определяются зависимости основных характеристик гипотетических серверов и 
клиентов (или только серверов, если клиенты уже имеются), производительности и 
среднего времени ответа, а также загрузки отдельных ресурсов и КИС в целом от 
процессорного времени и количество решаемых задач при разных интенсивностях 
поступления запросов или документов на обработку в различных количествах 
процессоров и каналов в ресурсах. Получение данных зависимостей базируется на 
результатах анализа потребностей пользователей в информации, технических требований 
к системе, возможности получения приемлемого диапазона исходных данных, 
необходимых для расчетов. 
Далее по полученным зависимостям производится предварительный выбор 
структуры КИС и типа серверов, коммутирующих концентраторов (при большом числе 
клиентов), сетевых адаптеров и других устройств. 
2 этап. Анализ результатов тестирования. 
На основании анализа зависимостей среднего времени ответа от 
производительности (пропускной способности) сервера даются рекомендации по 
параметрам тестирования − времени испытаний, объему обрабатываемой тестируемой 
информации, временным параметрам ведения статистики результатов тестирования и т.п. 
Далее после проведения тестирования полученные результаты анализируются на 
предмет выявления возможностей повышения или понижения загрузки отдельных 
ресурсов и всей КИС в целом или других способов улучшения основных характеристик 
КИС − производительности и времени ответа с целью повышения эффективности КИС в 
различных режимах функционирования. 
На начальной стадии исследований на модель КИС должны возлагаться задачи 
выбора типа сервера и ориентировочной оценки его возможностей по обработке запросов 
клиентов и документов (время ответа на запрос и производительность сервера, 
оцениваемое в количестве обработанных документов в секунду). 
Анализ функций и характеристик элементов, входящих в состав информационной 
системы, позволяет выделить в качестве исходных данных для выбора типа и расчета 
количества технических средств, а также их основных характеристик следующие 
параметры [4]: 
а) число задач, решаемых в режиме запросов и обработки документов; 
б) периодичность или интенсивность (частота) поступления в сервер на обработку 
типовой (усредненной) задачи; 
в) требуемое среднее время отклика (ответа) системы по каждому пакету или время 
ответа системы по каждой задаче (документу); 
г) среднее процессорное время обработки одного запроса или решения одной 
задачи, или число машинных операций, приходящихся на 1 запрос или задачу; 
д) среднее число запросов к базе данных сервера (или к дисковой памяти) и к 
оперативной памяти, приходящееся на одну задачу; 
е) число клиентов, подключенных к системе. 
Исходные данные (а), (б) и (в) могут быть получены из технического задания на 
систему или по результатам ее обследования. Исходные данные (г), (д) могут быть 
определены в результате анализа алгоритмов решаемых задач или их аналогов и типа 
операционной системы. Исходные данные (е) определяются в результате анализа 
размещения оборудования и пользователей системы и связей между ними. 
Задача решается при следующих допущениях: 
а) время обслуживания запросов в каждом ресурсе системы распределено по 
экспоненциальному закону; 
б) в любой момент количество запросов на обслуживание в КИС не может быть 
больше числа задач в системе; 
в) каналы обслуживания при работе с базой данных, с оперативной памятью, при 
работе процессора одинаковы. 
Для повышения эффективности использования ресурсов КИС, построенной по 
приведённой выше методике, предлагается использование технологии систем 
распределённых вычислений (грид-систем). Система распределённых вычислений, грид-
система представляет собой компьютерную сеть, в которой вычислительные ресурсы 
каждого компьютера объединены с ресурсами других компьютеров системы и являются 
общими и открытыми для использования. Таким образом, любой пользователь, 
являющийся участником данной системы, может использовать те или иные её ресурсы для 
решения различного рода задач [1]. 
Концепция вычислений в рамках грид-систем заключается в разделении ресурсов 
между компьютерами системы, когда любая вычислительная машина имеет доступ к 
совокупным ресурсам всех остальных машин и может использовать их для решения своих 
задач. Причём данная распределённая система может сколь угодно расширяться, добавляя 
к себе новые компьютеры со своими ресурсами, образуя при этом некую общую 
виртуальную организацию, которая по своей мощности может сравниться с 
суперкомпьютерами и даже превосходить их. Кроме того, у системы распределённых 
вычислений имеется одно очень важное преимущество перед суперкомпьютером, 
заключающееся в намного меньшей стоимости. В эту стоимость входит, по сути, 
стоимость локального компьютера, а также затраты на включение его в общую систему и 
установку промежуточного программного обеспечения. Таким образом, осуществляется 
оптимизация затрат и использования имеющихся ресурсов. 
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