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FIVE-TERM EXACT SEQUENCE FOR KAC COHOMOLOGY
CE´SAR GALINDO AND YIBY MORALES
Dedicated to Nicola´s Andruskiewitsch on the occasion of his 60th birthday
Abstract. We use relative group cohomologies to compute the Kac coho-
mology of matched pairs of finite groups. This cohomology naturally appears
in the theory of abelian extensions of finite dimensional Hopf algebras. We
prove that Kac cohomology can be computed using relative cohomology and
relatively projective resolutions. This allows us to use other resolutions, be-
sides the bar resolution, for computations. We compute, in terms of relative
cohomology, the first two pages of a spectral sequence which converges to the
Kac cohomology and its associated five-term exact sequence. Through several
examples, we show the usefulness of the five-term exact sequence in computing
groups of abelian extensions.
1. Introduction
Extension theory of groups plays a significant role in the construction and clas-
sification of finite groups. In the same way, the extension theory of Hopf algebras
has led to results on the still wide open problem of construction and classification of
finite-dimensional semisimple Hopf algebras, [12, 14, 22, 23, 24]. The set of equiva-
lence classes of extensions of a group G by a G-module M is an abelian group with
the Baer product of extensions, which is isomorphic to the second cohomology group
H2(G,M). A generalization of this theory to Hopf algebras is obtained for the so-
called abelian extensions, that is, cleft Hopf algebra extensions of a commutative
Hopf algebra K by a cocommutative Hopf algebra H , see [9, 10, 15, 17, 18, 25].
In this paper, we deal with H = kF , a group algebra, and K = kG, the dual
of such an algebra, where F and G are finite groups. In this case, each abelian
extension has an associated matched pair, that is, a larger group Σ such that G
and F are subgroups of Σ satisfying G ∩ F = {e} and Σ = GF . The set of
equivalence classes of abelian extensions associated to a fixed matched pair, denoted
by Opext(kF, kG), is an abelian group that can be computed as the second total
cohomology of certain double complex whose cohomology is called Kac cohomology.
Obtaining a computation for the Opext(kF, kG) of a matched pair of groups can
be quite difficult. In fact, there are few general computations in the literature [15].
One obstacle for the computation of Opext(kF, kG) comes from the fact that it is
defined as the cohomology of a very specific total complex, and the unique “cocycle
free” tool is the so-called Kac exact sequence, (see [15] Corollary 3.10). Perhaps
one of first the results that provides a cocycle free description and interpretation of
C.G. is partially supported by Faculty of Science of Universidad de los Andes, Convocatoria
2018-2019 para la Financiacio´n de Programas de Investigacio´n, programa ”Simetr´ıa T (inversio´n
temporal) en categor´ıas de fusio´n y modulares”.
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the Kac cohomology is given in [5, Proposotion 7.1], where the authors describe the
Kac cohomology as the singular cohomology of the mapping cone BG⊔BF → BΣ.
In this paper, we use two different kinds of relative cohomology groups: the
Auslander relative cohomology and Hochschild relative cohomology (see Section
3), in order to compute Opext(kF, kG). We prove that Opext
✄,✁(kF, k
G) can be
computed using Auslander relative cohomology and that Auslander relative coho-
mology of a matched pair can be computed using relatively projective resolutions.
This allows us to use other resolutions, besides the bar resolution, for computing
Opext
✄,✁(kF, k
G). In addition, we compute the first and second page of a spectral
sequence which converges to the Kac cohomology. As a consequence, we compute,
in terms of Hochschild relative cohomology, the associated five-term exact sequence,
whose second term is Opext(kF, kG). In the particular case of a semidirect product,
the five-term exact sequence is described in terms of ordinary group cohomology.
Finally, doing use of the five-term exact sequence and some non-standard resolu-
tions, we compute Opext(kF, kG) for several families of matched pairs.
The organization of the paper is as follows: in Section 2 we discuss preliminaries
on group cohomology and abelian extensions of Hopf algebras. In Section 3 we
recall the definitions of Auslander relative cohomology [4] and Hochschild relative
cohomology [8]. We prove that Opext(kF, kG) can be computed using Auslander
Relative cohomology and Auslander relative cohomology of matched pairs can be
computed using relatively projective resolutions. In Section 4 we compute the first
and second page of a spectral sequence which converges to the Kac cohomology.
We also compute, in terms of Hochschild relative cohomology, the associated five-
term exact sequence, whose second term is Opext(kF, kG). Finally, in Section 5 we
compute Opext(kF, kG) for several families of matched pairs.
Acknowledgements. We thank Paul Bressler and Bernardo Uribe for kindly answer-
ing some questions and for very useful conversations.
2. Preliminaries
2.1. Cohomology of groups. Let G be a group and let M be a G-module. The
nth-cohomology group of G with coefficients in M is defined as
Hn(G,M) = Extn
ZG(Z,M).
We will use occasionally the normalized bar resolution (Z
ǫ
← Pi, δ) of Z as a trivial
G-module. That is
Pi = ZG[G]
i := ZG[s1| · · · |si],
where si ∈ G, si 6= e for all i. The differentials are given by
δ([s1| . . . |sp+1]) =s1[s2| . . . |sp+1] +
p∑
i=1
(−1)i[s1| . . . |sisi+1| . . . |sp+1]
+ (−1)p+1[s1| . . . |sp].
For a finite cyclic group Cn = 〈g〉 of order n, we occasionally use a periodic
resolution of Z, defined as follows:
(2.1) · · · → ZCn
g−1
→ ZCn
N
→ ZCn
g−1
→ ZCn
ǫ
→ Z,
where, N =
∑n−1
i=0 g
i. From this, we have that
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(2.2) Hm(Cn,M) =
{
MCn/Im(N), m = 2k
Ker(N)/Im(g − 1) m = 2k + 1.
2.1.1. Resolutions and cohomology for direct products. Let G = G1×G2 be a direct
product of groups. Let (Z
ǫ
← Pi) and (Z
ǫ
← Qi) be projective resolutions of Z as
G1-module and G2-module respectively. Then, the total complex Tot(Pi ⊗ Qi) is
a G-projective resolution of Z. A useful description of the cohomology for direct
products is the following. If M is a trivial G-module, then it holds (see e.g. [11])
(2.3) H2(G1 ×G2,M) ∼= H
2(G1,M)⊕H
2(G2,M)⊕ P (G1, G2;M),
where P (G1, G2;M) is the group of bicharacters from G1 × G2 to M . An iso-
morphism is given by α 7→ (α1, α2, φα), where αi is the restriction of α to Qi ×Qi
and
φα(x, y) = Alt(α) = α(x, y)− α(y, x).
the inverse isomorphism is defined by (α1, α2, φ) 7→ α with
α((x1, y1), (x2, y2)) = α1(x1, x2)α2(y1, y2)φ(x1, y2).
2.1.2. Second cohomology group and skew-symmetric matrices. Another useful de-
scription of the second cohomology group in the case that V is a finite abelian
group is provided by using the universal coefficient theorem. Let k be a field and
let us consider the group k× of units of k as a trivial V -module. There is a short
exact sequence
(2.4) 0→ Ext(V, k×)→ H2(V, k×)
Alt
→ Hom(∧2(V ), k×)→ 0.
If V has exponent n and (k×)n = k×, then Ext(V, k×) = 0. Therefore, the map
(2.5) Alt : H2(V, k×)→ ∧2V̂ ,
where V̂ = Hom(V, k×), defines an isomorphism H2(V, k×) ∼= ∧2V̂ .
2.2. Extensions of Hopf algebras. Let k be a field. A sequence of finite dimen-
sional Hopf algebras and Hopf algebra maps
(A) : k → K
i
→ A
π
→ H → k
is called an extension of H by K if, i is injective, π is surjective, and K = AcoH
(see [3, 10, 13]).
Two extensions (A), (A′) of H by K are said to be equivalent if there is an
homomorphism f : A→ A′ of Hopf algebras such that the diagram
A
f

π
  ❆
❆❆
❆❆
❆❆
❆
k // K
i
>>⑥⑥⑥⑥⑥⑥⑥⑥
i′   ❆
❆❆
❆❆
❆❆
❆ H
// k
A′
π′
>>⑥⑥⑥⑥⑥⑥⑥⑥
commutes.
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2.3. Matched pairs of groups. Let us recall (see e.g., [27]) that a matched pair of
groups is a collection (G,F,✄,✁) where G,F are groups and ✄,✁ are permutation
actions
G G× F
✁oo ✄ // F
such that
s✄ xy = (s✄ x)((s ✁ x)✄ y), st✁ x = (s✁ (t✄ x))(t ✁ x),
for all s, t ∈ G, x, y ∈ F .
Having a group G and F with a matched pair structure is equivalent to having
a group Σ with an exact factorization; the actions ✄ and ✁ are determined by the
relations
sx = (s✄ x)(s ✁ x),
x ∈ F, s ∈ G.
The group Σ associated to a matched pair of groups will be denoted by F ⊲⊳ G,
and it is F ×G with product given by
(x, s)(y, t) = (x(s ✄ y), (s✁ y)t).
It is easy to see that the following conditions are equivalent:
(i) The action ✄ is trivial.
(ii) The action ✁ : G× F → G is by group automorphisms.
In this case, the associated group Σ = F ⋉G is a semi-direct product of groups.
2.4. Abelian extensions. Let (G,F,✄,✁) be a matched pair of groups and let
us consider 2-cocycles σ ∈ Z2(F, (kG)×), τ ∈ Z2(G, (kF )×). On the vector space
kG#σ,τkF := Spank{es#x : s ∈ G, x ∈ F},
we can define a unital associative algebra and counital coassociate coalgebra struc-
ture by
(es#x)(et#y) = δs✁x,tσ(s;x, y)es#xy,
∆(es#x) =
∑
s=ab
τ(a, b;x)ea#(b✄ x)⊗ eb#x.
Here the 2-cocycles σ and τ are seen as functions
σ : G× F × F → k×, (s, x, y) 7→ σ(s;x, y),
τ : G×G× F → k×, (s, t, x) 7→ τ(s, t;x).
The map ∆ is an algebra map if and only if the 2-cocycles satisfy the following
compatibility condition
σ(st;x, y)τ(s, t;xy) =σ(s; t✄ x, (t✁ x) ✄ y)σ(t;x, y)×
τ(s, t;x)τ(s ✁ (t✄ x), t✁ x; y),
for all x, y ∈ G, s, t ∈ F . In case that the 2-cocycles are compatible, the sequence
k → kG
i
→ kG#σ,τkF
π
→ kF → k,
is a Hopf algebra extension, where i(es) = es#e and π(es#x) = x. This kind of
extension are called abelian extensions of Hopf algebras.
The set of equivalence classes of abelian extensions associated to a fixed matched
pair (G,F,✄,✁) is an abelian group with the Baer product of extensions, and will
be denoted by Opext
✄,✁(kF, k
G) (see [19] for mor details).
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3. Kac cohomology and relative cohomology
In this section, we recall the definitions of two different kinds of relative group
group cohomology: the Auslander relative cohomology [4] and the Hochschild rela-
tive cohomology [8]. Our aim is to prove that Opext
✄,✁(kF, k
G) can be computed
using Auslander Relative cohomology which, in the case of matched pairs, can
be computed using relatively projective resolutions. This allows us to use other
resolutions besides the bar resolution for computing Opext
✄,✁(kF, k
G).
3.1. Auslander relative cohomology of groups. Let Σ be a group and X a
Σ-set. We will denote by ΛX the kernel of the augmentation map
ǫX : Z[X ]→ Z, x 7→ 1,(3.1)
where Z[X ] is the Σ-module associated to X .
Definition 3.1. Given Σ-module A, the nth-cohomology group of Σ relative to X
with coefficients in A is defined by
HkA (Σ, X ;A) := Ext
k−1
ZΣ (ΛX , A), k ≥ 1.
Let X be a Σ-set and RX a set of representatives of the Σ-orbits in X . Using
Shapiro’s Lemma, we have that
ExtkΣ(Z[X ], A) =
∏
x∈RX
ExtkΣ(Z[O(x)], A)
∼=
∏
x∈RX
ExtkSt(x)(Z, A),
where St(x) denotes the stabilizer of x ∈ X . Hence,
Extk(Z[X ], A) =
∏
x∈RX
Hk(St(x), A).
If we apply the functor ExtΣ(−, A) to the exact sequence of Σ-modules
0→ ΛX → Z[X ]→ Z→ 0,
we obtain the well known long exact sequence of relative cohomology
(3.2)
· · ·Hk(Σ, A) //
∏
x∈RX
Hk(St(x), A) // Hk+1
A
(Σ, X,A) // Hk+1(Σ, A) · · ·
3.2. Hochschild Relative cohomology of groups. Relative cohomology of groups
was originally defined by Hochschild [8] and Adamson [1]. We follow the descrition
given in [2].
Let U be a G-module and S a subgroup of G. We say that U is relatively S-
projective if it satisfies the following equivalent properties (see [2, Proposition 1,
page 65]):
(i) If ψ : U ։ V is a surjectiveG-homomorphism and ψ splits as S-homomorphisms
then ψ splits as G-homomorphism.
(ii) If ψ : V ։ W is a surjective G-homomorphism and φ : U → W is a G-
homomorphism, then there is a G-homomorphism λ : U → V with ψλ = φ,
provided that there is an S-homomorphisms λ0 : U → V with the same
property.
(iii) U is a direct summand of U ↓S↑G .
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Here, ↓S means the restriction to S, and ↑G the induction to G.
A complex
R : · · · → R3
δ3→ R2
δ2→ R1
δ1→ R0
ǫ
→M
of G-modules is called a relatively S-projective resolution if:
(1) each G-module Ri is relatively S-projective,
(2) the sequence has a contracting homotopy as S-modules.
Remark 3.2. • Since the canonical mapM ↓S↑G→M splits as an S-homomorphism,
if T is a projective S-resolution of M ↓S , then T ↑G is a relatively S-
projective resolution of M .
• If S is the trivial subgroup of G, the relatively S-projective resolutions of
G-module are the same as projective resolutions of G-modules.
Definition 3.3. Given a relatively S-projective resolution R ofM , the nth-relative
S-cohomology group of G is defined by
Hm(G,S;M) = Hn(HomG(R,M), δ
∗).
As expected, this definition does not depend on the chosen relatively S-projective
resolution of M , (see e.g., [8]).
Example 3.4 (Standard complex [26]). Let X be a transitive left G-set. Let
Ci = ZX
(i+1) be the free Z-module generated by all i+ 1-tuples of elements of X .
The group G acts diagonally on Ci and the sequence
CX∗ := · · · → C3
δ3→ C2
δ2→ C1
δ1→ C0
ǫ
→ Z,
where
(3.3) δi(x1, . . . , xr+1) =
r+1∑
j=1
(−1)j+1(x1, . . . , x̂j , . . . , xr+1)
and ǫ(x) = 1 for all x ∈ X , is a complex of G-modules.
If F denotes the stabilizer subgroup of x0 ∈ X , the complex C
X
∗ is relatively
F -projective resolution of Z called the standard complex of (G,X).
Proposition 3.5. Let Σ = F ⊲⊳ G be a matched pair and Q := (Z
ǫQ
← Qi, δ
′
i) be the
normalized right bar resolution of the trivial G-module Z. Then the group Σ acts
on Qi by
[sn| . . . |s2|s1] · (x, s) = [sn ✁
(
(sn−1 . . . s1)✄ x
)
| . . . |s2 ✁ (s1 ✄ x)|s1 ✁ x]s,(3.4)
and Q is a relatively F -projective resolution of right Σ-modules .
Proof. Since Σ is a matched pair, the right Σ-set of cosets F\Σ can be identified
with the set G and Σ-action s · (f, g) = (s✁ f)g. This Σ-set will be denoted by X .
Applying the construction of Example 3.4 to X , we obtain a relatively F -projective
resolution C := Ci
ǫ
→ Z, since F is the stabilizer of e ∈ G. The resolution C
coincides with the standard G-free resolution of Z as a trivial G-module. A G-basis
of Ci (called bar basis) is given by
[si| · · · |s2|s1] = (si · · · s1, · · · , s2s1, s1, e).
The action of Σ in this basis is given by (3.4). The normalized bar resolution is
a quotient of the bar resolution, and it is easy to see that this is also relatively
F -projective. 
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Remark 3.6. • In Proposition 3.5, we may consider the normalized left bar
resolution (Z
ǫP← Pi, δ
′
i) for the trivial G-module Z: with action of Σ given
by
(x, s) · [x1|x2| · · · |xn] =x[s✄ x1|(s✁ x1)✄ x2|(s✁ x1x2)✄ x3| · · ·(3.5)
· · · |(s✁ (x1 · · ·xn−1)✄ xn)], .
This is a relatively G-projective resolution.
• The formulas (3.4) and (3.5) appear in [15].
Theorem 3.7. Let Σ = F ⊲⊳ G be a matched pair. Let (Z
ǫP← Pi, δi) and (Z
ǫQ
←
Qi, δ
′
i) be a relatively F -projective and a relatively G-projective Σ-resolutions of Z,
respectively. Then the total complex of the tensor product double complex
Pi ⊗Qj for i, j ≥ 0.
is a projective Σ-resolution of Z.
Proof. Since Pi is relatively F -projective, Pi ↓F ↑
Σ= Pi ⊕ P
′
i as Σ-modules. Analo-
gously, Qj ↓G↑
Σ= Qi ⊕Q
′
i.
Using the fact that (F,G) is an exact factorization of Σ and the Mackey’s tensor
product theorem (see e.g. [6, Theorem 10.18]), we have that
(Pi ⊗Qj) ↓{e}↑
Σ ∼= Pi ↓F ↑
Σ ⊗Qj ↓G↑
Σ,
= (Pi ⊕ P
′
i )⊗ (Qj ⊕Q
′
j)
= Pi ⊗Qj ⊕
(
Pi ⊗Q
′
j ⊕ P
′
i ⊗Qj ⊕ P
′
i ⊗Qj ⊕ P
′
i ⊗Q
′
j
)
.
Hence Pi ⊗Qj is direct summand of the Σ-free module (Pi ⊗Qj) ↓{e}↑
Σ, that is,
Pi ⊗Qj is a projective Σ-module.
Finally, since each Pi and Qj is a free Z-module, all rows (and columns) of
P∗⊗Q∗ are exact, then it follows from the Acyclic Assembly Lemma (see e.g., [28,
Lemma 2.7.3]) that Tot(P∗ ⊗Q∗) is acyclic. 
Theorem 3.7 generalizes the results of [16, 20] about the construction of non-
standard free resolutions of Z associated to a matched pairs of groups. In fact,
taking the relatively projective resolutions of Proposition 3.5 and Remark 3.6 we
can obtain the resolutions in [16, 20].
3.3. Kac cohomology as relative group cohomology. Using the bijective maps,
Σ/G→ F, (f, g)G 7→ f,
F\Σ→ G, F (f, g) 7→ g
we can endow the set F with a left Σ-action (f, g)x = f(g ✄ x) and G with a right
Σ-action s(f, g) = (s ✁ f)g. From now on, X will denote the left Σ-set defined as
the disjoint union F ⊔G, where G is considered a left Σ-set using the inverse. We
denote by ΛX the kernel of the augmentation map (3.1).
Proposition 3.8. Let Σ = F ⊲⊳ G be a matched pair. Let (Z
ǫP← Pi, δi) and
(Z
ǫQ
← Qi, δ
′
i) be a relatively F -projective and a relatively G-projective Σ-resolutions
of Z, respectively. Let D∗,∗ be the truncated tensor product double complex
(3.6) Di,j := Pi+1 ⊗Qj+1 for i, j ≥ 0.
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Then, the total complex (Tot(D∗,∗), di) completed with the map
P0 ⊗Q0
−δ1⊗δ
′
1←− Tot(D∗,∗),
is a projective Σ-resolution of ΛX .
Proof. Let Λ be the kernel of the map ǫ : P0 ⊕ Q0 → Z defined by ǫ(x ⊕ y) =
ǫP (x) + ǫQ(y). Let us consider the total complex (Tot(D
∗,∗), di) completed with
the maps
(3.7) 0← Λ
θ
← P0 ⊗Q0
−δ1⊗δ
′
1←− Tot(D∗,∗),
where θ(p⊗ q) = −pǫQ(q)⊕ ǫP (p)q. Using the same argument of Theorem 3.7, we
have that Tot(D∗,∗) is an acyclic complex of projective Σ-modules.
Let us see that (3.7) is exact in P1⊗Q1. The map d1 : P2⊗Q1⊕P1⊗Q2 → P1⊗Q1
in Tot(D∗,∗) is defined by d1(a⊕ b) = (δ2⊗ id)(a)− (id⊗ δ
′
2)(b), where a ∈ P2⊗Q1
and b ∈ P1 ⊗Q2. Hence, the composed map is given by
(−δ1 ⊗ δ
′
1) ◦ d1(a, b) = (−δ1 ⊗ δ
′
1)(δ2 ⊗ id)(a) + (δ1 ⊗ δ
′
1)(id⊗ δ
′
2)(b) = 0.
Thus, Im(d1) ⊆ Ker(−δ1 ⊗ δ
′
1). Now, since Pi and Qi are free Z-modules, then
Ker(−δ1 ⊗ δ
′
1) = Ker(δ1)⊗Q1 + P1 ⊗Ker(−δ
′
1)
= Im(δ2)⊗Q1 − P1 ⊗ Im(δ
′
2).
so Ker(−δ1 ⊗ δ
′
1) ⊆ Im(d1). To see the exactness in P0 ⊗Q0, note that
θ ◦ (δ1 ⊗ δ
′
1)(p⊗ q) = δ1(p)ǫQ(δ
′
1(q))⊕ ǫP (δ1(p))δ1(q) = 0.
Hence, Im(δ1 ⊗ δ
′
1) ⊆ Ker(θ). To see that Ker(θ) ⊆ Im(δ1 ⊗ δ
′
1), let us consider the
tensor product of the two chain complexes 0← Z
ǫP← Pi and 0← Z
ǫQ
← Qi. That is,
(3.8) Z⊗Q1
−id⊗δ′1

P0 ⊗Q1
id⊗δ′1

ǫP⊗idoo P1 ⊗Q1
δ1⊗idoo
−id⊗δ′1

Z⊗Q0
−id⊗ǫQ

P0 ⊗Q0
ǫP⊗id
oo
id⊗ǫQ

P1 ⊗Q0
δ1⊗id
oo
−id⊗ǫQ

Z P0 ⊗ Z
ǫP⊗id
oo P1 ⊗ Z.
δ1⊗id
oo
whose total complex is given by the exact sequence
(3.9) 0← Z⊗ Z
ǫ
←− P0 ⊗ Z⊕ Z⊗Q0
d1←− P1 ⊗ Z⊕ P0 ⊗Q0 ⊕ Z⊗Q1 ← · · ·
which can be written as
(3.10) Z
ǫ
←− P0 ⊕Q0
d1←− P1 ⊕ P0 ⊗Q0 ⊕Q1 ← · · ·
Note that θ is the restriction of d1 to P0 ⊗ Q0. Suppose that c ∈ Ker(θ). Then,
(id⊗ǫQ)(c) = (ǫP⊗id)(c) = 0. Let b2, b3 be the preimages of c under the vertical and
horizontal differentials in (3.8) respectively. There is a tuple b = (b1, b2,−b3,−b4)
such that d2(b) = 0. Since the total complex of (3.8) is acyclic, there is a tuple
a = (a1, a2, a3, a4, a5) such that d3(a) = b, and, it can be verified that a3 ∈ P1⊗Q1
satisfies θ(a3) = c. Therefore, Ker(θ) ⊆ Im(δ1 ⊗ δ
′
1).
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To see that θ is surjective, note that ǫ = ǫP + ǫQ in (3.10), and
d1(a⊕ b ⊕ c) = (δ1(a) + (id⊗ ǫQ)(b))⊕ ((ǫP ⊗ id)(b)− δ
′
1(c)).
Let p0 ∈ d1(P1) = Ker(ǫP ) and let q ∈ Q0 such that ǫQ(q) = 1. Then,
d1(p0 ⊗ q) = (−id⊗ ǫQ + ǫP ⊗ id)(p0 ⊗ q) = p0,
so d1(P1) ⊆ d1(P0 ⊗Q0). Similarly, d1(Q1) ⊆ d1(P0 ⊗Q0). Hence,
Λ = Ker(ǫ) = Im(d1) = Span{d1(P1) ∪ d1(P0 ⊗Q0) ∪ d1(Q1)} = d1(P0 ⊗Q0).
Also, the map d1 restricted to P0 ⊗ Q0 is given by −id ⊗ ǫQ ⊕ ǫP ⊗ id = θ, then
Λ = Im(θ) and therefore the sequence (3.7) is exact.
Finally, we see that Λ and ΛX are isomorhpic as Σ-modules. Let us take P
′
∗ = C
G
∗
and Q′∗ = C
F
∗ , the standard resolutions as in Example 3.4, were F and G are
consider as Σ-sets. In this case,
CG0 ⊕ C
F
0 = Z[G]⊕ Z[F ]
∼= Z[G ⊔ F ] = Z[X ],
and ǫ is the augmentation map (3.1). Then, for this resolution Λ = ΛX .
If (Z
ǫP← Pi, δi) and (Z
ǫQ
← Qi, δi) are relatively projective resolutions, there exists
homotopy equivalences
s : P∗ → C
G
∗ , l : Q∗ → C
F
∗
This implies that P0 ⊗ Q0
−δ1⊗δ
′
1←− Tot(D∗,∗) is homotopically equivalent to P ′0 ⊗
Q′0
−δ1⊗δ
′
1←− Tot(D∗,∗). Hence,
ΛX ∼= Coker(P
′
1 ⊗Q
′
1 → P
′
0 ⊗Q
′
0)
∼= Coker(P1 ⊗Q1 → P0 ⊗Q0) ∼= Λ.

Theorem 3.9. Let k be a field and Σ = F ⊲⊳ G a matched pair of groups. Then,
Opext
✄,✁(kF, k
G) ∼= H3A (Σ, X ; k
×),
where k× is considered as a trivial Σ-module.
Proof. Let (Z
ǫP← Pi, δi) and (Z
ǫQ
← Qi, δi
′) be the resolutions in Proposition 3.5.
These are the resolutions used in [16] to compute Opext
✄,✁(kF, k
G): they consider
the truncated tensor product Di,j of the two resolutions to get
Opext
✄,✁(kF, k
G) ∼= H1(Tot(HomΣ(D
i,j))).
If Λ is the kernel of the map ǫ : P0 ⊕Q0 → Z defined by ǫ(x⊕ y) = ǫP (x) + ǫQ(y),
(here, P0 := ZF = ZX and Q0 := ZY for the Σ-sets X = F and Y = G) then,
by Theorem 3.8, the total complex of Ei,j := Pi+1⊗Qj+1 for i, j ≥ 0 completed in
the following way
0←−Λ
θ
←− P0 ⊗Q0
−δ1⊗δ
′
1←− Tot(D∗,∗),
is a resolution of Λ, and Λ = ΛX . Therefore, if we apply HomΣ(−, k
×) to this total
complex, we get the relative cohomology groups Hn
A
(Σ, X ;A). That is
(3.11) Hk(HomΣ(Tot(D
∗,∗))) ∼= Hk+2
A
(Σ, X ;A).
In particular, since HomΣ(Tot(D
∗,∗)) ∼= Tot(HomΣ(D
∗,∗)), then,
(3.12) Opext
✄,✁(kF, k
G) ∼= H1(Tot(HomΣ(D
∗,∗))) ∼= H3A (Σ, X ; k
×).

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As a consequence of Theorem 3.9 and the long exact sequence (3.2) we obtain
the Kac’s exact sequence (see [15, 10]).
Corollary 3.10 (Kac’s exact sequence). For a fixed matched pair of groups (G,F,✄,✁),
we have a long exact sequence
0→ H1(F ⊲⊳ G, k×)→ H1(F, k×)⊕H1(G, k×)→ H3A (Σ, X ; k
×)
→ H2(F ⊲⊳ G, k×)→ H2(F, k×)⊕H2(G, k×)→ Opext
✄,✁(kF, k
G)
→ H3(F ⊲⊳ G, k×)→ H3(F, k×)⊕H3(G, k×)→ H4A (Σ, X ; k
×).
4. The five-term exact sequence for Kac double complex
The group Opext
✄,✁(kF, k
G) can be obtained, as described in [15], as the first
cohomology group of a double complex, which can be computed by means of a
spectral sequence. We compute the first pages of the spectral sequence associated
to the double complex D∗∗ in (3.6), which is a particular case of the double complex
of Kac. The five-term exact sequence for this spectral sequence will be useful for
computing the group Opext
✄,✁(kF, k
G) for different kinds of matched pairs.
4.1. Spectral sequence of a double complex. Through this section we deal
with a first quadrant double complex, that is, a double complex Mp,q such that
Mp,q = {0} when p, q < 0. There is a spectral sequence associated to a first quad-
rant double complex, whose first pages are obtained taking vertical and horizontal
cohomology of the double complex.
Let M∗,∗ be a first quadrant double complex with vertical and horizontal dif-
ferentials given by δv, δh. Let Tot(M
∗,∗) be the total complex associated to M∗,∗.
There is a spectral sequence (E∗,∗r , dr) with differentials d
p,q
r : E
pq
r → E
p+r,q−r+1
r ,
which converges to H∗(Tot(M∗,∗)), whose first pages are given by
Ep,q0 =M
p,q, Ep,q1 = H
q(Mp,∗, d0), E
p,q
2 = H
p(E∗,q1 , d1),
see [21] for more details. The differentials for each page are given by
dp,q0 = dv, d
p,q
1 = d
′
h, d
p,q
2 (α¯) = dh(γ),(4.1)
where d′h is the differential induced by dh on H
q(Mp,∗, d0) and γ ∈ M
p+1,q−1 is
such that dh(α) = dv(γ). Associated to the spectral sequence (E
∗,∗
r , dr), there is a
five-term exact sequence
(4.2) 0→E1,02
i
→ H1(Tot(M∗,∗))
p
→ E0,12
d0,1
2→ E2,02
i
→ H2(Tot(M∗,∗)),
where i is a restriction map, the map p is a projection map.
4.2. The five-term exact sequence. Given a matched pair (G,F,✄,✁) we com-
pute a five-term exact sequence to calculate Opext
✄,✁(kF, k
G).
Theorem 4.1. Let Σ = F ⊲⊳ G be a matched pair and A be a Σ-module. The
first and second pages of the spectral sequence associated to the double complex
HomΣ(D
∗,∗, A), where Di,j := Pi+1 ⊗ Qj+1 for i, j ≥ 0, is the double complex
defined in Proposition 3.8, are given by
Ei,n1 = H
n(Σ, G; Hom(Pi, A)), E
n,m
2 = H
m(Hn(Σ, G; Hom(P∗, A))),
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The first page does not depend on the resolution Q∗ and the second page does not
depend neither on the resolution P∗ nor on the resolution Q∗.
Proof. The double complex HomΣ(D
∗,∗, A) with only the vertical differentials is
the 0th-page of the spectral sequence:
(4.3) Ei,j0 := HomΣ(Pi ⊗Qj , A)
∼= HomΣ(Qj ,HomZ(Pi, A)).
Since (Z
ǫQ
← Qi, δ
′
i) is a relatively projective resolution of Z, the first page of the
spectral sequence is
Ei,n1 = H
n(Σ, G,Hom(Pi, A)) = Fn(Pi).
where Fn : Σ-Mod to Ab is the functor given by H
n
1 (Σ, G; Hom(−, A)). Hence it
does not depend on the resolution Qi. The diagram for the first page is given below.
· · · · · · · · ·
F2(P0)
F2(δ1) // F2(P1)
F2(δ2) // F2(P2)
F2(δ3) // · · ·
F1(P0)
F1(δ1) // F1(P1)
F1(δ2) // F1(P2)
F1(δ3) // · · ·
F0(P0)
F0(δ1) // F0(P1)
F0(δ2) // F0(P1)
F0(δ3) // · · ·
where Fk(δi) is the induced differential in relative cohomology. Then, the second
page is
En,m2 = H
m(Fn(P∗)).
To see that the objects in the second page do not depend on the resolution, let P ′i
be another relatively F -projective resolution of Z. Then, there exists a homotopy
equivalence f : Pi → P
′
i as F -modules, that is, there exists g : P
′
i → Pi and
hi : Pi → Pi−1 such that
δih+ hδi = fg − id.
Since the functor Fn is additive, we get
Fn(δi)Fn(hi) + Fn(hi)Fn(δi) = Fn(f)Fn(f
−1)− Fn(id)
for each n, so the map Fn(f) is a homotopy equivalence between the resolutions
Fn(Pi) and Fn(P
′
i ). This means that the second page, which consist on the coho-
mology groups of the resolutions Fn(Pi) and Fn(P
′
i ) with the respective induced
differentials, is isomorphic to the first one. 
Theorem 4.2. Let (G,F,✄,✁) be a matched pair where the action ✄ is trivial
and let k be a field. The spectral sequence in Theorem 4.1 associated to the group
Σ = F ⊲⊳ G has second page given by
Ep,q2 =H
p+1(F,Hq+1(G, k×)), Ep,02
∼= Hp+1(F, Ĝ)
E0,q2
∼=Der(F,Hq+1(G, k×)), E
0,0
2 = Der(F, Ĝ)
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for p ≥ 1, q ≥ 1. Therefore, we have the five-term exact sequence:
(4.4)
0→H2(F, Ĝ))
i
→Opext
✄,✁(kF, k
G)
π
→ Der(F,H2(G, k×))
d2→ H3(F, Ĝ)→H4A (Σ, X, k
×).
Proof. According to (4.3), the 0th-page is given by
Ei,j0 := HomΣ(Pi ⊗Qj, k
×) ∼= HomΣ(Qj ,HomZ(Pi, k
×)).
If we take (Z
ǫP← Pi, δi) and (Z
ǫQ
← Qi, δi
′) to be the resolutions in Proposition 3.5,
then we have the group isomorphism
HomΣ(Pi ⊗Qj , k
×) ∼= Map+(G
q+1 × F p+1, k×)
and the vertical and horizontal differentials of the double complex of groups
Map+(G
q+1 × F p+1, k×)
are respectively given by
δif(si+1, · · · , s1;x1, · · · , xp)
(−1)p =f(si+1, · · · , s2; s1 ✄ x1, (s1 ✁ x1)✄ x2, · · ·
· · · , (s1 ✁ x1 · · ·xp−1)✄ xp)×
i∏
k=1
f(si+1, · · · , si+1si, · · · , s1;x1, · · · , xp)
(−1)k×
f(si, · · · , s1;x1, · · · , xp)
(−1)q+1 .
δ′if(sq, · · · , s1;x1, · · · , xi+1) =f(sq ✁ (sq−1 · · · s1 ✄ x1), · · ·
· · · , s2 ✁ (s1 ✄ x1), s1 ✁ x1;x2, · · · , xp+1)×
i∏
k=1
f(sq, · · · , s1;x1, · · · , xixi+1, · · · , xi+1)
(−1)k×
f(sq, · · · , s1;x1, · · · , xi)
(−1)i+1 .
Since the action ✁ is trivial, the vertical differentials are given by
δ(f)(sq+1, · · · , s1;x1, · · · , xp)
(−1)p =f(sq+1, · · · , s2;x1, · · · , xp)
q∏
i=1
f(sq+1, · · · , si+1si, · · · , s1;x1, · · · , xp)
(−1)i
f(sq, · · · , s1;x1, · · · , xp)
(−1)q+1 .
We have that Map+(G
q × F p, k×) ∼= Cq(G,Cp(F, k×)), where Cq(G,Cp(F, k×))
denotes the group of functions f : Gq → Cp(F, k×) (with a normalization property)
and the group G acts trivially on the group Cp(F, k×).
Taking vertical cohomology to the 0th-page, we get Hq(G,Cp(F, k×)). There-
fore, the first page E∗,∗1 of the spectral sequence is given by
Ep,q1 = H
q+1(G,Cp+1(F, k×)) ∼= Cp+1(F,Hq+1(G, k×)) for q ≥ 1.
Ep,01 = Der(G,C
p+1(F, k×)) ∼= Cp+1(F,Der(G, k×)),
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where the isomorphisms hold since the vertical differential leaves every element of
F fixed. On the other hand, the horizontal differentials are given by
δ′(f)(sq, · · · , s1;x1, · · · , xp+1) =f(sq ✁ x1, · · · , s1 ✁ x1;x2, · · · , xp+1)
p∏
i=1
f(sq, · · · , s1;x1, · · · , xixi+1, · · · , xp+1)
(−1)i
f(sq, · · · , s1;x1, · · · , xp)
(−1)p+1 ,
by differentiating each row by the induced horizontal differentials,
Ep,q2 =H
p+1(F,Hq+1(G, k×)), Ep,02
∼= Hp+1(F, Ĝ)(4.5)
E0,q2
∼=Der(F,Hq+1(G, k×)), E
0,0
2 = Der(F, Ĝ)
Since k× is a trivial G-module, the sequence (4.2) turns into
0→H2(F,Der(G, k×))
i
→H1(Tot(HomΣ(Pi ⊗Qj, k
×)))
p
→ Der(F,H2(G, k×))
d0,1
2→ H3(F,Der(G, k×))
i
→ H2(Tot(HomΣ(Pi ⊗Qj, k
×))),
From (3.11) and (3.12) we get the five-term exact sequence
0→H2(F, Ĝ)→Opext
✄,✁(kF, k
G)→Der(F,H2(G, k×))
d0,1
2→ H3(F, Ĝ)→H4(Σ, X, k×).

Note that, in the case that ✄ is a trivial action, the terms Ep,q2 with p ≥ 1, q ≥ 1
of the second page of the spectral sequence associated to the semidirect product
Σ = F ⋉G coincides with the second page of the Lyndon-Hochschild-Serre spectral
sequence [7].
Corollary 4.3. Let (G,F,✄,✁) be a matched pair with trivial ✄ action and let k
be a field. Then,
(1) If H2(G, k×) = 1 then Opext
✄,✁(kF, k
G) ∼= H2(F, Ĝ).
(2) If (|F |, |Ĝ|) = 1, then Opext
✄,✁(kF, k
G) ∼= Der(F,H2(G, k×)).
(3) If G is a perfect group, then Opext
✄,✁(kF, k
G) = Der(F,H2(G, k×))
(4) If |F | = 2k + 1 and G = Sn with n ≥ 4, then, Opext✄,✁(CF,C
G) =
Hom(F,Z/2).
Proof. Part (1) is straightforward. (2): Since (|F |, |Ĝ|) = 1, then Hn(F, Ĝ) =
Hn(F, Ĝ) = {1} and the result holds.
(3): Since the abelianization ofG is trivial, then Ĝ ∼= {0}. Therefore,H2(F, Ĝ) =
H2(F, Ĝ) = {0}, similarlyH3(F, Ĝ) = 0, then, Opext
✄,✁(kF, k
G) = Der(F,H2(G, k×)).
(4): Under the given conditions it holds (|F |, |Ĝ|) = 1, as in (3). So Opext
✄,✁(kF, k
G) =
Der(F,H2(G, k×)). Now, H2(Sn, k
×) = Z/2, for n ≥ 4 and Der(F,H2(G, k×)) =
Hom(F,H2(G, k×)), so the result holds. 
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5. Computations
We compute some examples of the group Opext
✄,✁(kF, k
G) for different semidi-
rect products: the right action✄ is trivial, so we denote the group Opext
✄✁
(kF, kG)
by Opext
✁
(kF, kG)). The first calculation generalizes one from Masuoka in [16].
Theorem 5.1. Let k be a field. Let G be a group and Z/2 ⋉ (G × G) be the the
semidirect product with (a, b)✁ 1 = (b, a). Then
Opext
✁
(kZ/2, kG×G) ∼= H2(G, k×)⊕ P (G,G; k×).
Proof. It follows from (2.2) that Hn(Z/2, H1(G×G, k×)) = 0 for n ≥ 1. Then, the
sequence (4.4) implies that
Opext
✁
(kZ/2, kG×G) ∼= Der(Z/2, H2(G×G, k×)).
According to (2.3), we have H2(G × G, k×) = H2(G, k×) ⊕ P (G,G, k×) ⊕
H2(G, k×). If F is a projective G-resolution of Z, the chain map
(F ⊗ F )n :=
⊕
i+j=n
Fi ⊗ Fj →
⊕
i+j=n
Fi ⊗ Fj
fi ⊗ fj 7→ (−1)
ijfj ⊗ fi,
defines a compatible action of Z/2 on F ⊗ F . Then, the action of Z/2 on H2(G×
G, k×) = H2(G, k×)⊕ P (G,G; k×)⊕H2(G, k×) is given by
τ : H2(G ×G, k×)→ H2(G×G, k×)
(a, b, c) 7→ (c,−b, a).
Since Der(Z/2, H2(G × G, k×)) = {s ∈ H2(G × G, k×) : a + τ(a) = 0}, we have
that
Der(Z/2, H2(G×G, k×)) = {(a, b,−a) : a ∈ H2(G, k×), b ∈ P (G,G; k×)}.
In conclusion, we have that
Opext
✁
(kZ/2, kG×G) ∼= H2(G, k×)⊕ P (G,G; k×).

The following example includes the previous one in the case that b = c = 1,
a = 0.
Theorem 5.2. Let Z/2⋉ (Z/n⊕ Z/n) be the semidirect product where the action
of Z/2 on (Z/n⊕ Z/n) is defined by the matrix
A =
(
a b
c −a
)
with Det(A) = −1. Let k be a field such that k×/(k×)2n = 0 Then,
Opext
✄
(kZ/2, kZ/n⊕Z/n) ∼=
Ker(A− I)
Im(A+ I)
⊕ µn(k),
where µn(k) is the group of n
th-roots of unity in k.
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Proof. In this case the sequence (4.4) is given by
0→H2(Z/2,Der(Z/n⊕ Z/n, k×))
i
→ Opext
✁
(kZ/2, kZ/n⊕Z/n)
π
→ Der(Z/2, H2(Z/n⊕ Z/n, k×))
d0,1
2→ H3(Z/2,Der(Z/n⊕ Z/n, k×))
→H4(Σ, X,A),
We will see that
(i) H2(Z/2, H1(Z/n⊕ Z/n, k×)) ∼=
Ker(A−I)
Im(A+I) .
(ii) Der(Z/2, H2(Z/n⊕ Z/n, k×)) ∼= µn(k),
(iii) d0,12 = 0,
Therefore, Opext
✁
(kZ/2, kZ/n⊕Z/n) fits in a short exact sequence
(5.1) 0→
Ker(A− I)
Im(A+ I)
i
→ Opext
✁
(kZ/2, kZ/n⊕Z/n)
π
→ µn(k)→ 0,
moreover, we will see (5.1) is split, so
Opext
✁
(kZ/2, kZ/n⊕Z/n) ∼=
Ker(A− I)
Im(A+ I)
⊕ µn(k).
(i) It follows immediately from(2.2).
(ii) We identify ∧2(Z/n ⊕ Z/n) with the abelian group of alternating 2 × 2-
matrices over the ring Z/nZ. Therefore, ∧2(Z/n⊕ Z/n) ∼= Z/n and
H2(Z/n⊕ Z/n, k×) ∼= Hom(∧2(Z/n⊕ Z/n), k×) ∼= µn(k),
where µn(k) is the group of n-th roots unit. Since A
TMA = −M for all M ∈
∧2(Z/n⊕ Z/n) we have that
Der(Z/2, H2(Z/n⊕ Z/n, k×)) ∼= µn(k).
(iii) To compute
d0,12 : µn(k) = Der(Z/2, H
2(Z/n⊕ Z/n, k×))→ H3(Z/2,Der(Z/n⊕ Z/n, k×)),
we follow (4.1). Given ζ ∈ µn(k) = Der(Z/2, H
2(Z/n⊕ Z/n, k×)), we need to find
γ ∈ Map+((Z/n⊕ Z/n)× (Z/2)
2, k×) ∼= C2(Z/2, C1(Z/n⊕ Z/n, k×)) such that
(5.2) δh(αζ) = δv(γ),
where
αζ ∈ C
2(Z/n⊕ Z/n, k×), αζ(x, y) = ζ
x1y2(5.3)
and then compute the cohomology class of δh(γ) in H
3(Z/2,Der(Z/n⊕Z/n, k×)).
We have that
δh(αζ)(1, 1)(x, y) = αζ(Ax,Ay)αζ(x, y)
= ζ
xT

ac bc
bc −ab

y
.
This is a bicharacter with associated quadratic form
ω(x, y) = ζ−acx
2−2bcxy+aby2.
Therefore, the cochain γ ∈ C2(Z/2, C1(Z/n⊕ Z/n, k×)) defined by
(5.4) γ(1, 1) = ζ−
acx2
2
−bcxy+aby
2
2 , (x, y) ∈ Z/n⊕ Z/n,
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and γ(0, 1) = γ(1, 0) = γ(0, 0) = 1, satisfies (5.2).
Finally, the horizontal differential of γ is given by
δh(γ)(1, 1, 1) = γ(1, 1)γ(1, 0)(
1(γ(1, 1))γ(0, 1))−1
= γ(1, 1)(1(γ(1, 1))−1 = 1.
Hence, d2(ζ) = 1.
A section of π in the exact sequence (5.1) is given by cohomology of s(ζ) =
(αζ , γζ), where αζ and γζ are given by (5.3) and (5.4), respectively. It is clear from
the definition that s is a group homomorphism, that is, (5.1) splits. 
Theorem 5.3. Let F be an arbitrary group acting on a finite abelian group V with
odd order. Suppose that (k×)n = k×, where n is the exponent of V . Then
Opext
✁
(kF, kV ) ∼=H2(F, V̂ )⊕Der(F,∧2V̂ ),
where V̂ = Hom(V, k×).
Proof. By (2.4), we have H2(V, k×) ∼= ∧2V̂ . The sequence (4.4) is given by:
0→H2(F, V̂ )
i
→Opext
✁
(kF, kV )
π
→ Der(F,∧2V̂ )
d2→ H3(F, V̂ )→H4(Σ, X,A),
where Σ = V ⋊ F . We will see that d2 = 0 and, since the resulting short exact
sequence splits, we get the result.
Let α ∈ Der(F,∧2V̂ ), that is, α : F → ∧2V̂ such that α(gh) = gα(h)α(g). By
(2.5), α can be identified with a map α : F → H2(V, k×) which can be lifted to a
map α˜ : F → Z2(V, k×) considering that, since V has odd order, the map
Alt : ∧2V̂ → ∧2V̂
given by Alt(φ)(x, y) = φ(x,y)φ(y,x) = φ(x, y)
2 is an isomorphism, so we can define the
lifting map by α˜ : F → Z2(V, k×) by
α˜(g) = α(g)
1
2 .
In order to compute d2(α), we must find a function γ ∈ C
2(F,C1(V, k×)) such that
δ(γ(g, h)) =
gα˜(h)α˜(g)
α˜(gh)
=
g˜α(h)α˜(g)
α˜(gh)
=
(
gα(h)α(g)
α(gh)
) 1
2
= 1.
Hence γ can be taken to be the constant cochain and, therefore, d2(α) = 1 for all
α ∈ Der(F,∧2V̂ ). 
Corollary 5.4. Let F = Cm = 〈σ〉 be a cyclic group of order m acting on a finite
abelian group V with odd order. Suppose that (k×)n = k×, where n is the exponent
of V . Then
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Opext
✁
(kF, kV ) ∼={ψ ∈ V̂ : σψ = ψ}/{Nσψ : ψ ∈ V̂ }
⊕ {b ∈ ∧2V̂ : Nσb = 0},
where Nσ = 1 + σ + · · ·+ σ
m−1.
5.1. An example with non-trivial differential d2. The next example illustrates
the fact that the hypothesis in Theorem 5.3 stating that the order of the order of
V must be odd, can not be avoided since otherwise the differential d2 can be not
trivial.
Remark 5.5. (a) Let G be an elementary abelian p-group of rank n. Once a basis
of G is fixed, using the isomorphism (2.5) we can identify H2(G,C×) with
alternating matrices over Z/p . A representative 2-cocycle αM ∈ H
2(G,C×)
corresponding to a matrix M is defined by
(5.5) αM (x,y) = exp
(2πi
n
xTM˜y
)
,
where M˜ is the upper triangular part of M .
(b) Let F = 〈t1〉 ⊕ 〈t2〉 be a product of cyclic groups and let M be an left F -
module. If (Z
ǫ
← Pi) and (Z
ǫ
← P ′i ) are periodic resolutions as in (2.1) for the
groups 〈t1〉 and 〈t2〉 respectively, then the total complex Tot(P ⊗ P
′) is a free
F -resolution of Z. Therefore, given a F -moduleM , we can compute H∗(F,M)
as the cohomology of total complex of
...
...
...
M
t1−1 //
t2−1
OO
M
t2−1
OO
Nt1 //M
t1−1 //
t2−1
OO
· · ·
M
t1−1 //
Nt2
OO
M
Nt2
OO
Nt1 //M
Nt2
OO
t1−1 // · · ·
M
t1−1 //
t2−1
OO
M
t2−1
OO
Nt1 //M
t2−1
OO
t1−1 // · · ·
Since we are mainly interested in H2(F,M), we write the second and third
differentials δ2 :M ⊕M →M ⊕M ⊕M , δ3 :M ⊕M ⊕M →M ⊕M ⊕M ⊕M
of the total complex are given by
δ2(A,B) = (A+
g1A, A− g2A− (B − g1B), B + g2B),
(5.6)
δ3(A,B,C) = (
g1A−A, g2A−A+B + g1B,B + g2B + g1C − C, g2C − C).
(5.7)
Lemma 5.6. Let F = 〈t1, t2〉, G = 〈s1, . . . , s4〉 be elementary abelian 2-groups of
rank 2 and 4, respectively. Consider the (right) action of F on G determined by
the matrices
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F1 =

1 0 0 0
0 1 0 0
1 1 1 0
0 1 0 1
 , F2 =

1 0 0 0
0 1 0 0
1 0 1 0
1 1 0 1
 .
and the induced left action of F on H2(G,C×). Then,
(1) The group Der(F,H2(G,C×)) is in correspondence with the set of pairs of
matrices
A =

0 0 b c
0 0 d e
b d 0 f
c e f 0
 , B =

0 0 b′ c′
0 0 d′ e′
b′ d′ 0 f ′
c′ e′ f ′ 0
 ,
with entries in Z/p, such that
c′ + b′ + d′ = 0(5.8)
c+ d+ e = 0
b+ e+ c′ + d′ + e = 0.
(2) The group H2(F,H1(G,C×)) is isomorphic to Z/22.
Proof. (1) By (5.6), elements in Der(F,H2(G,C×)) are in correspondence with
pairs (A,B) of alternanting 4× 4-matrices such that
A+ F1AF
T
1 = 0
B + F2BF
T
2 = 0(5.9)
A− F2AF
T
2 −B + F1BF
T
1 = 0.
The system (5.9) is equivalent to (5.8).
(2) In order to compute H2(F,H1(G,C×)) we use the canonical identification
H1(G,C×) = Hom(G,C×) ∼= G as left F -modules. By (5.7), we have that Ker(δ3)
is in correspondence with 4× 3-matrices S = [na, nb, nc] over Z/2 such that
(F1 − I)na = 0, (F2 − I)nc = 0,
(I−F1)nc = (F2 + I)nb, (I +F1)nb = (I−F2)na.
Thus, the space Ker(δ3) corresponds with all 4 × 3-matrices over F2 such that
Sij = 0 for 1 ≤ i ≤ 2, 1 ≤ j ≤ 3. On the other hand, by (5.6) we have
Im(δ2) = {(la + F1la, la − lb + F1lb − F2la, lb + F2lb) : la, lb ∈ N},
that is, Im(δ2) is in correspondence with all matrices of the form
0 0 0
0 0 0
x1 + x2 x1 + y1 + y2 y1
x2 x1 + x2 + y2 y1 + y2

where xi, yi ∈ Z/2. Hence H
2(F,H1(G,C×)) ∼= Z/22. 
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Lemma 5.7. Let Σ = F ⋉G be a semidirect product and let
(5.10) · · · → R3 → R2 → R1 → R0,
be a free resolution of a right F -modules M . The action of F on Ri can be extended
to an action of Σ by r · (f, g) = r · f . With this action, the sequence (5.10) turns
out to be a relatively G-projective resolution of the right Σ-module M .

Theorem 5.8. Let F = 〈t1, t2〉, G = 〈s1, . . . , s4〉 be elementary abelian 2-groups
of rank 2 and 4, respectively. Consider the (right) action of F on G determined by
the matrices
F1 =

1 0 0 0
0 1 0 0
1 1 1 0
0 1 0 1
 , F2 =

1 0 0 0
0 1 0 0
1 0 1 0
1 1 0 1
 .
Then Opext
✁
(CF,CG) ∼= (Z/2)3 ⊕ (Z/4)2.
Proof. The five-term exact sequence (4.4) for this case is
0→H2(F,Der(G,C×))
i
→Opext
✁
(CF,CG)
π
→ Der(F,H2(G,C×))
d2→ H3(F,Der(G,C×))→H2(Tot(M∗,∗)).
For this computation the relatively F -projective resolution used in Theorem 4.1
(Z
ǫQ
← Qi, δ
′
i) will be as in Proposition 3.5, and the relatevely G-projective resolution
(Z
ǫP← Pi, δi) will be the total complex of the tensor product of the cyclic resolutions
for 〈t1〉 and 〈t2〉, considered as a relatively G-projective Σ-resolution of Z using
Lemma 5.7.
The 0th-page of the spectral sequence in Theorem 4.1 is given by
Ei,j0 = HomZΣ(Pi+1 ⊗Qj+1,C
×) = HomZΣ
(
i+2⊕
k=1
ZF ⊗ ZG[G]j+1,C×
)
The horizontal and vertical differentials dh and dv are induced by the differentials
of the resolutions (Z
ǫP← Pi) and (Z
ǫQ
← Qi) respectively.
Each Σ-module ZF⊗ZG[G]j+1 is free with basis {e⊗[g1| · · · |gj+1]; e 6= g1, · · · gj+1 ∈
N}. Therefore, an element in Ei,j0 is defined by a tuple (h1, . . . , hi+2) with hk ∈
Cj+1(F,C×), where hk(f1, · · · , fj+1) = 1 if any of the entries is the identity of F .
Similarly, the differentials dk,00 : HomΣ(P
k+1⊗Q1,C×) of the 0th-page, induced by
the vertical differentials of the double complex are given by
d0(f)(e ⊗ [g1|g2]) = f(e⊗ (g1[g2]− [g1g2] + [g1])).
Since we are considering C× as a trivial Σ-module, the elements in Ek,01 = Ker(d
k,0
0 )
are in correspondence to tuples (χ1, . . . , χi+2) with χi ∈ Ĝ.
First, we will compute Ker(d2). By Lemma 5.6, the groupE
0,1
2 = Der(F,H
2(G,C×))
is in correspondence with pairs (A,B) of alternating 4 × 4-matrices satisfying the
equations in (5.8). According to Remark 5.5(a), a representative element for (A,B)
inE0,10 = HomΣ((ZF⊕ZF )⊗ZG[G]
2,C×) is defined by α = (αA, αB), where αA, αB
are 2-cocycles defined in (5.5).
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By (4.1), we have that d2(A,B) = dh(γ) were
γ ∈ E1,00 = HomΣ((ZF ⊕ ZF ⊕ ZF )⊗ ZG[G]),
satisfies dh(αA, αB) = dv(γ).
By (5.6) we have that
dh(αA, αB) = (bM1 , bM2 , bM3) ∈ E
1,1
0 = HomΣ((ZF ⊕ ZF ⊕ ZF )⊗ ZG[G]
2,C×),
(5.11)
where bMi(x, y) = (−1)
xTMiy and
M1 = A˜+ F1A˜F
T
1 =

0 0 0 0
0 0 0 0
0 0 b+ d d
0 0 d e

M2 = A˜− F2A˜F
T
2 − (B˜ − F1B˜F
T
1 ) =

0 0 0 0
0 0 0 0
0 0 b+ b′ + d′ b+ d+ d′
0 b+ d+ d′ c+ e+ e′

M3 = B˜ + F2B˜F
T
2 =

0 0 0 0
0 0 0 0
0 0 b′ c′
0 0 c′ c′ + e′
 .
The cochain γ = (γM1 , γM2 , γM3) ∈ E
1,0
0 = HomΣ((ZF ⊕ZF ⊕ZF )⊗ZG[G]
2,C×)
defined by
γM1(x) = exp
(
−
π
2
(
(b+ d)x23 + 2dx3x4 + ex
2
4
) )
,
γM2(x) = exp
(
−
π
2
(
(b+ b′ + d′)x23 + 2(b+ d+ d
′)x3x4 + (c+ e+ e
′)x24
) )
,
γM3(x) = exp
(
−
π
2
(
b′x23 + 2c
′x3x4 + (c
′ + e′)x24
) )
,
(5.12)
satisfies (5.11). Therefore,
δh(γM1 , γM2 , γM3) =
( t1γM1
γM1
,
t2γM1γM2(
t1γM2)
γM1
,
γM2(
t2γM2)
t1γM3
γM3
,
t2γM3
γM3
)
= (1, γ2M2 , γ
2
M2 , 1) ∈ ker(d1 : E
2,0
1 → E
3,0
1 ).
Since G is an elementary abelian 2-group, we will use the canonical identification
of Ĝ with G. Under this identification we have that γ2M2 = (0, 0, b+b
′+d′, c+e+e′).
The pair (A,B) belongs to Ker(d2) if and only if (0, γ
2
M2
, γ2M2 , 0) belongs to the
image of d1 : E
1,0
1 → E
2,0
1 , if and only if there exists (µA, µB, µC) ∈ E
1,0
1 = F
×3
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such that dh(µA, µB, µC) = (0, γ
2
M2
, γ2M2 , 0). This means that
(F1 − I)µA = 0
(F2 − I)µC = 0
(F2 − I)µA + (F1 + I)µB = γ
2
M2
(F1 − I)µC + (F2 + I)µB = γ
2
M2 .
From this equation we obtain b+b′+d′ = c+e+e′ = 0. Joining these two equations
with (5.8) we get a system of equation with 5 free variables, hence Ker(d2) = (Z/2)
5.
Hence we have the exact sequence
(5.13) 0→ H2(F,G)→ Opext
✁
(CF,CG)
π
→ Ker(d2)→ 0.
An element in Ker(d2) is represented by a pair of matrices A,B as in (5.6). Let
us assign c′ = 1 and consider the remaining variables zero, and let us call the
respective pair of matrices (A′c, B
′
c). A section of the sequence (5.13) send (Ac, Bc)
to the class of the extension
(αc, γc) ∈ H
1(HomΣ(Tot(D
∗,∗,C∗)) ∼= Opext✁(CF,C
G)
where αc is the 2-cocycle associated to (A
′
c, B
′
c) and γc is given according to 5.12,
by
γM1(x) = exp
(
−
π
2
(
x23 + x
2
4
))
,
γM2(x) = exp
(
−
π
2
(
(x23
) )
,
γM3(x) = exp
(
−
π
2
(
x24
) )
.
It can be verified that the class of (αc, γc) has order 4 in Opext✄,✁(CF,C
G). In the
same way, if we take the variable d′ to be 1 and consider the remaining variables
null we get an element (αd, γd) of order 4. Any other element outside the subgroup
〈(αc, γc), (αd, γd)〉 ∼= (Z/4)
2 has order 2, otherwise the order of Opext
✄,✁(CF,C
G)
could not be 27. That is why Opext
✁
(CF,CG) ∼= (Z/2)3 ⊕ (Z/4)2.

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