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Résumé
Grâce aux progrès de miniaturisation des systèmes embarqués, les mini-drones qu’on ap-
pelle en anglais Small Unmanned Aerial Vehicle (UAVs) sont apparus et permettent de
réaliser des applications civiles à moindres coûts. Pour améliorer leurs performances sur
des missions complexes (par exemple, pour contourner un obstacle), il est possible de dé-
ployer une flotte de drones coopératifs afin de partager les tâches entre les drones. Ce
type d’opération exige un niveau élevé de coopération entre les drones et la station de
contrôle. La communication entre les drones de la flotte est donc un enjeu important dans
la réalisation des opérations d’une flotte de drones. Parmi les différentes architectures de
communication qui existent, le réseau ad hoc s’avère être une solution efficace et promet-
teuse pour l’opération d’une flotte de drones. Un réseau ad hoc de drones ou UAV Ad hoc
Network (UAANET) est un système autonome constitué d’une flotte de mini-drones et
d’une ou plusieurs station(s) sol. Ce réseau peut être considéré comme une sous-catégorie
d’un réseau ad hoc mobile (MANET) avec des caractéristiques spécifiques (vitesse impor-
tante des nœuds, modèle de mobilité spécifique, etc.) qui peuvent engendrer des baisses
de performance du protocole de routage utilisé.
Par ailleurs, la nature partagée du support de transmission et l’absence d’une infrastruc-
ture fixe pour vérifier l’authenticité des nœuds et des messages posent un problème de
sécurité des communications. Compte tenu du caractère critique des données de charge
utile échangées (en effet, un attaquant peut capturer un drone et l’utiliser à des fins mal-
veillantes), il est important que les messages échangés soient authentifiés et qu’ils n’ont
pas été modifiés ou retardés par un attaquant. L’authentification des messages est donc
un des objectifs à atteindre pour garantir la sécurité du système Unmanned Aerial Sys-
tem (UAS) final. Diverses solutions de sécurité ont été conçues pour les réseaux sans fil,
puis ont ensuite été adaptées aux réseaux MANET. Ces solutions peuvent s’étendre à des
applications pour les réseaux UAANET, c’est pourquoi nous proposons dans cette thèse
une architecture de communication fiable et sécurisée pour les flottes des drones.
Dans ce travail, nous avons étudié en premier lieu l’application d’un réseau ad hoc mobile
pour les flottes de drones. Nous examinons en particulier le comportement des protocoles
de routage ad hoc existants dans un environnement UAANET. Ces solutions sont ainsi
évaluées pour permettre d’identifier le protocole adéquat pour l’échange des données. Cela
nous amène dans un deuxième temps, à proposer un protocole de routage intitulé Secure
UAV Ad hoc routing Protocol (SUAP) qui garantit l’authentification des messages et
détecte l’attaque wormhole. Cette attaque peut être définie comme un scénario dans lequel
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un attaquant enregistre les paquets en un point, et les rejoue à un autre point distant.
L’attaque wormhole est particulièrement dangereuse lorsqu’un protocole de routage réactif
(qui utilise le nombre de sauts comme métrique d’une route) est utilisé. Pour contrer
cette attaque, le protocole SUAP permet d’une part d’assurer des services de livraison de
donnés (une vidéo de télésurveillance) entre un drone distant et une station sol. D’autre
part, le protocole SUAP possède également des partitions de sécurisation qui se basent sur
une signature et une fonction de hachage pour assurer l’authentification et l’intégrité des
messages. En ce qui concerne l’attaque wormhole, une technique qui consiste à corréler le
nombre de sauts et la distance relative entre deux nœuds voisins est utilisée. Ce mécanisme
permet de déduire la présence ou non d’un tunnel wormhole dans le réseau.
En outre, cette architecture de communication est conçue avec une méthodologie de pro-
totypage rapide avec l’utilisation d’une méthode orientée modèle pour tenir compte du
besoin de validation du système UAS final. La validation est nécessaire pour certifier
le fonctionnement de la flotte dans le cas où elle est utilisée pour l’échange des flux de
commande. Cette méthode de conception est réalisée avec l’outil Mathworks Simulink &
Stateflow qui possède un générateur automatique de codes et des outils de vérification
formelle de conception.
Notre solution est ensuite évaluée à l’aide de deux moyens. D’une part, par simulation et
émulation avec un outil hybride simulant un sous-ensemble de l’environnement UAANET
(utilisation des modèles de mobilité réels et exécution sur un environnement Linux). Et
d’autre part en environnement réel par une implémentation sur des cartes ARM intégrées
aux drones DT18. Plusieurs tests ont été réalisés pour valider les résultats obtenus par si-
mulation et émulation. Les résultats obtenus ont montré que le protocole SUAP assure les
propriétés de sécurité d’authentification et d’intégrité et protège contre l’attaque worm-
hole. Il permet également l’échange des données temps réel avec une qualité de service
acceptable.
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Abstract
Advances in miniaturization of embedded systems have helped to produce small Unmanned
Aerial Vehicles (UAVs) with highly effective capacity. In order to improve their capability
in civilian complex missions (for instance, to bypass an obstruction), it is now possible
to deploy UAV swarms, in which cooperative UAVs share different tasks. This type of
operations needs a high level of coordination between UAVs and Ground Control Station
(GCS) through a frequent exchange of information. The communication capabilities are
therefore an important objective to achieve for effective UAV swarm operations. Several
communication architectures can be used to allow communication between UAVs and GCS.
Ad hoc network is one of them and is an effective and promising solution for multi-UAV
systems. Such a network is called UAANET (UAV Ad hoc Network) and is an autonomous
system made of a UAV swarm and one or several GCS (Ground Control Station). This
network can also be considered as a sub category of the well-known MANET (Mobile
Ad hoc network). However, it has some specific features (such as node velocity, specific
mobility model) that can impact performance of routing protocols.
Furthermore, the nature of the wireless medium, along with the lack of fixed infrastructure,
which is necessary to verify node and message authentication, create security breaches.
Specifically, given the critical characteristic of the real-time data traffic, message authenti-
cation proves to be an important step to guarantee the security of the final UAS (composed
of UAV swarm). Security of routing protocols has been widely investigated in wired net-
works and MANETs, but as far as we are aware, there is no previous research dealing
with the security features of UAANET routing protocols. Those existing solutions can be
adapted to meet UAANET requirements. With that in mind, in this thesis, we propose a
secure and reliable communication architecture for a UAV swarm.
In this work, the creation of UAANET has first been concieved. In order to do this, we
studied the impact of existing MANET routing protocols into UAANET to assess their
performance and to select the best performer as the core of our proposed secure routing
protocol. Accordingly, we evaluated those existing routing protocols based on a realistic
mobility model and realistic UAANET environment. Based on this first study, we created a
secure routing protocol for UAANET called SUAP (Secure UAV Ad hoc routing Protocol).
On the one hand, SUAP ensures routing services by finding routing paths between nodes
to exchange real time traffic (remote monitoring video traffic). On the other hand, SUAP
ensures message authentication and provides detection to avoid wormhole attack. The
SUAP routing protocol is a reactive routing protocol using public key cryptography and
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hash chains. In order to detect wormhole attack, a geographical leash-based algorithm is
used to estimate the correlation between the packet traveled distance and the hop count
value.
We also contribute to the certification of the secure communication system software
through a Model-Driven Development (MDD) approach. This certification is needed to
validate the operation of the UAV swarm, especially in cases where it is used to exchange
control and command traffic. We used Simulink and Stateflow tools and formal verification
tools of Matlab Software to design SUAP routing protocol.
The evaluation of the effectiveness of SUAP has been executed both through emulation and
real experiment studies. Our results show that SUAP ensures authentication and integrity
security services and protects against a wormhole attack. It also provides an acceptable
quality of service for real-time data exchanges.
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Introduction générale
2 INTRODUCTION GÉNÉRALE
Contexte et Problématique
Les drones, en anglais Unmanned Aerial Vehicles (UAV), sont des aéronefs sans pilote
à bord. Ils sont constitués d’un autopilote qui leur permet d’exécuter des commandes
envoyées depuis une station sol. Ils ont des degrés d’autonomie variables qui dépendent
de la supervision du pilote au sol. Généralement, ils embarquent une charge utile pour
capturer des informations dans leur environnement. Les drones ont d’abord été employés
dans le domaine militaire pour réaliser des missions dangereuses pour un pilote à bord
(par exemple, évolution en zone hostile). Leur adaptation dans le secteur des applications
civiles est récente et se concrétise par des missions de surveillance, de cartographie ou
encore de prise de vue photo (ou vidéo).
Les drones modernes peuvent avoir différentes tailles afin de leur permettre de réaliser
différents types de missions. Dans cette thèse, nous nous référerons principalement aux
mini-drones. Un mini-drone est équipé d’un ensemble de systèmes micro-électromécaniques
qui inclue des microprocesseurs, des adaptateurs radio sans fil et des charges utiles géné-
ralement limitées en poids et en taille (car le volume disponible à bord de l’habitacle d’un
drone est souvent restreint). Cette contrainte peut être un obstacle à la réalisation des mis-
sions de longue durée (par exemple, une surveillance aérienne à la suite d’une catastrophe
naturelle sur une vaste zone). Une solution alternative à ce problème est le déploiement
d’un système multi-drones permettant la mise en œuvre d’un réseau de communication co-
opératif entre les drones. La mise en place d’une telle structure de communication nécessite
la collaboration des drones d’une même flotte. Cette coopération est rendue possible grâce
à un algorithme de coordination fiable, qui échange en continu des trafics de signalisation.
Plusieurs types d’architectures de communication peuvent être envisagés pour établir la
communication d’un système multi-drones, nous les analyserons dans la prochaine section.
Notre choix s’est tourné vers les réseaux ad hoc mobiles, car ils sont adaptés à l’environ-
nement d’exécution d’une flotte de drones (grâce à la prise en compte, par exemple, de la
mobilité des nœuds du réseau).
Les réseaux ad hoc sans fil sont composés de nœuds ayant la possibilité de communiquer
de manière autonome par ondes radio. Les nœuds interagissent entre eux et peuvent co-
opérer pour échanger des messages. Un nœud peut initier la communication en envoyant
des messages aux autres nœuds qui agissent en tant que relais. Dans ce cas, un relais
permet à des nœuds se trouvant hors de portée radio de communiquer. Ces réseaux sont
appelés ad hoc dans la mesure où ils ne nécessitent aucune infrastructure fixe. Le mode de
fonctionnement ad hoc se distingue alors du mode infrastructure, dans lequel les nœuds du
réseau communiquent entre eux à travers un point d’accès qui peut être relié à un réseau
fixe ou à un réseau cellulaire.
Par ailleurs, les spécificités d’un réseau ad hoc sans fil sont à double tranchant, car, d’une
part, elles permettent une mise en place peu coûteuse et rapide de réseaux de communi-
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cation, et d’autre part, elles engendrent des difficultés lors de la conception de certains
services tels que le routage, la qualité de service ou encore la sécurité. En effet, en l’absence
d’une entité centrale, les nœuds doivent vérifier l’intégrité des messages échangés dans le
réseau. Plusieurs raisons justifient le besoin en matière de sécurité d’un réseau ad hoc sans
fil. Nous pouvons citer, par exemple, les fonctions sensibles des nœuds, comme le routage
ou encore leur configuration. Il est aussi à mentionner l’existence d’attaques dans le réseau
(certains exemples seront évoqués dans le chapitre 2). Il faut donc sécuriser les paquets de
routage pour contribuer à la sécurité du système de drones. Afin de déployer une flotte de
drones, il est donc nécessaire de proposer une architecture de communication permettant
aux nœuds, non seulement de coopérer, mais aussi de sécuriser les messages véhiculés.
Note sur le déroulement de la thèse
Cette thèse 1 a été effectuée à l’École Nationale de l’Aviation civile (ENAC 2) (un établis-
sement public administratif dépendant de la DGAC), dans le laboratoire ENAC /équipe
TELECOM/axe de recherche Resco (réseau de communication) et à l’entreprise Delair-
Tech 3, une entreprise toulousaine spécialisée dans la conception de drones professionnels.
Architecture de communication d’une flotte de drones
L’architecture de communication d’une flotte de drones est définie comme un ensemble de
règles et de mécanismes qui déterminent les modes d’échanges des informations relatives à
la mission et à la flotte de drones. Plusieurs structures de réseaux sans fil sont envisageables
pour établir une communication entre les différentes entités du système UAS.
Tout d’abord, il est possible de déployer un réseau à communication directe entre la station
de contrôle et chaque drone du réseau. Dans cette architecture, chaque drone est connecté
directement à la station sol avec un lien dédié. La station sol est considérée comme étant
un nœud central et communique avec tous les drones simultanément.
Ce type d’architecture a plusieurs inconvénients :
— tout d’abord, il nécessite une quantité de bande passante proportionnelle au nombre
de nœuds ;
— il engendre une latence (non négligeable) de transmission entre deux drones voisins,
car les données doivent transiter vers la station sol avant d’être retransmises vers le
destinataire ;
— des obstacles (par exemple, la présence d’une montagne) peuvent bloquer la com-
munication entre la station sol et un drone.
1. Financement CIFRE
2. http ://www.enac.fr/
3. http ://www.delair-tech.com/
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Un autre type de communication possible est le réseau de communication cellulaire. Il se
base sur une topologie centralisée et consiste à diviser un territoire en plusieurs zones.
Chaque zone est gérée par une station de base dont la tâche principale est de gérer la
communication d’un groupe de nœuds. Cette structure de communication est la base des
technologies de la téléphonie mobile, comme le GSM, GPRS, UMTS, LTE [Mis04] et des
communications de données sans fil, comme le Wi-Fi et le Wimax [LC08]. Contrairement
aux réseaux satellitaires (qui seront évoqués dans le paragraphe suivant), les réseaux cel-
lulaires utilisent généralement des émetteurs de faible puissance. Ils pourraient donc être
une solution qui permettrait, d’une part d’établir une communication entre les drones,
grâce à l’infrastructure des opérateurs téléphoniques existante en profitant de leur portée
et, d’autre part, de gérer les contraintes associées à la mobilité. Cependant, un frein à leur
déploiement reste le coût de communication non négligeable, et difficilement amorti par
une utilisation peu fréquente des drones.
Il est également possible de recourir à une communication par satellite pour faire communi-
quer deux nœuds géographiquement éloignés. Nous pouvons citer deux types de satellites :
le satellite géostationnaire et le satellite orbital. Le satellite géostationnaire reste fixe par
rapport à une référence géographique, en tournant autour de la terre à la même vitesse,
tandis qu’un satellite orbital couvre une zone géographique variable. Ce type de communi-
cation peut être utilisé pour un dialogue entre une station sol et un drone. Nous pouvons
envisager de l’utiliser également pour un système multi-drones dans lequel les communica-
tions entre drones passent par un satellite. Cependant, cette approche a un impact négatif
sur les performances, notamment sur la latence engendrée par la transmission ou le coût
d’exploitation d’un satellite. De plus, pour que cette approche fonctionne, il faut que les
nœuds soient sur la ligne visée couverte par le satellite. Or, en cas de présence d’obstacles
(par exemple, arbre ou montagne, etc.), le signal entre un drone et un satellite peut être
bloqué.
Le dernier type de réseau de communication que l’on peut considérer est le réseau ad hoc
mobile (MANET pour Mobile Ad hoc NETwork). Dans le cas d’une flotte de drones, ce
réseau s’intitule « réseau ad hoc de drones » (UAANET pour UAV Ad hoc NETwork).
Un réseau ad hoc mobile est un réseau sans fil et sans entité centrale (contrairement à
un réseau de communication centralisé ou cellulaire). Il se base sur la capacité des nœuds
à coopérer pour former un réseau entre eux. Chaque nœud relaye ainsi le message de
l’émetteur jusqu’à la destination. Cette coordination permet aux nœuds de se déplacer
librement, ce qui peut causer des changements fréquents de la topologie du réseau. Pour
faire face à cette difficulté, le réseau doit utiliser des protocoles de communication fiables
permettant de reconstruire une topologie communicante en tout temps. Les protocoles de
routage en sont des exemples de ces protocoles. Ils ont pour rôle de trouver une route entre
deux nœuds communicants et de s’adapter aux changements fréquents dans des topologies
dynamiques.
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Dans une flotte de drones, il est nécessaire de faire coopérer les drones entre eux pour une
meilleure exécution de la mission. Cette coordination est réalisée par un échange régulier
de messages dans un environnement mobile dynamique. Pour cela, il est judicieux de
choisir le système de communication le mieux adapté aux caractéristiques des systèmes de
mini-drones coopératifs.
Le système de flotte de drones est également caractérisé par une capacité de charge utile et
par une capacité en énergie restreinte. En effet, dans la plupart des cas, un mini-drone ne
peut pas supporter trop de charge, car les équipements à bord conditionnent son altitude
et son endurance.
En outre, les drones sont aussi connus pour être utilisés dans des zones dangereuses où les
obstacles sont nombreux et dans lesquelles, il est difficile d’avoir une couverture cellulaire
ou d’établir une communication directe entre une station et un drone.
Par conséquent, pour toutes ces raisons, les réseaux ad hoc sans fil semblent être les mieux
adaptés au réseau de communication d’une flotte de drones.
Sécurité de communication
Une autre caractéristique d’un réseau ad hoc de drones, commune au réseau ad hoc sans
fil, est sa vulnérabilité aux attaques. Celles-ci trouvent leur origine dans les points de
vulnérabilités suivants :
— Les communications radio sans fil sont sujettes à des interférences et la nature ouverte
du médium pose la question de la confidentialité des données, lors d’écoutes illicites.
Typiquement, avec une antenne commerciale configurée sur une certaine fréquence,
un attaquant peut écouter les communications sans y avoir été invité.
— La communication multisaut et sans fil est justifiée par le fait que la portée radio des
drones est limitée. Une communication multisaut est donc nécessaire. Toutefois, elle
peut engendrer des menaces de sécurité notamment des attaques contre la construc-
tion et la maintenance des routes ou des attaques d’altération de données à travers
l’insertion, la modification ou la suppression des paquets de routage.
— La vulnérabilité inhérente aux réseaux UAANET est aussi due à l’absence d’une
entité de communication centrale, car plusieurs types d’attaques peuvent être exé-
cutés ; par exemple, une attaque d’usurpation d’identité, qui consiste à rajouter un
nœud malveillant à l’ensemble des nœuds d’un réseau.
D’autres types d’attaques plus spécifiques aux réseaux MANET, comme l’attaque black-
hole [TS07] ou l’attaque wormhole [MNS08], sont également possibles. L’attaque blackhole
consiste à intercepter les paquets de données en interférant avec la phase de découverte
de route par la publication de faux paquets. Une autre attaque connue sous le nom de
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wormhole consiste à créer un tunnel virtuel entre deux attaquants. Chacun des deux at-
taquants va se rapprocher des deux nœuds cibles afin d’intercepter le trafic. L’objectif est
d’utiliser le tunnel pour véhiculer telles quelles des informations de routage et faire croire
ainsi à deux nœuds géographiquement éloignés qu’ils sont voisins. Cela signifie que les
attaquants n’auront pas besoin de modifier le paquet, ce qui rend cette attaque résistante
aux mécanismes d’authentification. À la suite de cette attaque, les paquets de données
vont transiter dans le tunnel, ce qui permettra aux attaquants de les intercepter. L’effica-
cité des méthodes d’interception de l’attaque wormhole justifie la nécessité de trouver un
moyen de la détecter.
Par ailleurs, il est important de spécifier que d’autres types d’attaques peuvent également
être réalisés. Par exemple, sur la couche liaison, un nœud peut créer un déni de service
en saturant le médium par des trames de contrôle et empêcher ainsi les autres nœuds de
communiquer. Des attaques liées à la couche MAC IEEE 802.11 [OP05], qui exploitent
certains aspects du protocole, peuvent également créer un déni de service. En ce qui
concerne la couche application, les attaques à ce niveau sont généralement communes à
tous les types de réseau, mais leur méthode est spécifique à l’application visée. Dans le
chapitre 2, une analyse des risques des attaques existantes est présentée.
Dans le cas d’un réseau UAANET, les solutions de sécurité appliquée aux réseaux filaires
ne sont pas appropriées en raison des spécificités du réseau ad hoc mobile, et de l’absence
dans ce d’infrastructure fixe.
Pour sécuriser les réseaux UAANET, il est possible d’apporter des briques de sécurité sur
toutes les couches du modèle TCP/IP. Les attaques associées à la couche physique (comme
généralement : l’écoute illicite, l’interférence et l’attaque jamming) sont liées à la technique
de transmission utilisée. Elles sont généralement difficiles à réaliser dans un réseau à forte
mobilité, comme le réseau UAANET, car l’attaquant doit rester à la portée du nœud
cible pour rompre la communication. Puisque les drones ont généralement des mobilités
importantes, nous avons décidé d’écarter les attaques liées à la couche physique. Il en est
de même pour la couche liaison, l’objectif des attaques à ce niveau étant généralement de
lancer une attaque par déni de service selon différentes approches. Certaines solutions de
détection d’attaque par déni de service ont été proposées dans la littérature [ZWN04]. La
plupart d’entre elles se basent sur des mécanismes d’évaluation de confiance entre voisins
pour détecter le nœud malveillant. Ces approches d’évaluation de confiance soulèvent
l’hypothèse selon laquelle un protocole de routage fiable, assurant l’authentification et
l’intégrité des paquets de routage, existerait dans le réseau. Ainsi, il nous parait judicieux
d’apporter une brique de sécurité au niveau réseau, dans un premier temps, avant de
sécuriser la couche liaison. Dans le chapitre 2, nous détaillerons différents types d’attaques
qui peuvent intervenir sur chaque couche, mais nous considérerons uniquement la couche
réseau dans notre solution.
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Généralement, pour sécuriser la couche réseau, il convient d’assurer différents services de
sécurité, comme l’authentification, l’intégrité, la confidentialité, la disponibilité et la non-
répudiation. Dans notre cas, nous considérerons que l’authentification et l’intégrité des
trafics de signalisation, car notre objectif est de proposer un protocole de routage sécurisé
qui puisse proposer des routes précises et fiables en présence d’attaquants. La confiden-
tialité des paquets de routage n’est pas nécessaire, car les trafics de signalisation échangés
ne contiennent pas d’informations secrètes. Ils sont généralement envoyés en temps réel
et, ainsi, leur réinjection dans le réseau sera détectée par le système d’horodatage existant
dans le protocole de routage (qui peut être protégé par un algorithme d’authentification
des messages).
Besoin en certification d’un système UAS
Un autre aspect complémentaire de notre travail porte sur la certification du système
UAS. En effet, pour permettre à un drone de voler dans l’espace aérien national, il est
nécessaire de certifier le système UAS qui l’englobe. Cette certification passe par un pro-
cessus de validation rigoureux des différents sous-systèmes qui le composent. En France,
l’utilisation des drones est encadrée par l’arrêté du 17 décembre 2015 relatif à la concep-
tion et à l’utilisation des aéronefs civils qui circulent sans personne à bord [Fra15]. Cette
réglementation se base sur une classification de la zone d’évolution en quatre scénarios :
— Scénario 1 : vols en vue directe du télépilote se déroulant hors zone peuplée, à une
distance horizontale inférieure à 200 m du télépilote.
— Scénario 2 : vols hors zone peuplée, à une distance horizontale maximale de rayon
1 km du télépilote et de hauteur inférieure à 50 m au-dessus du sol ou d’obstacles
artificiels, sans aucune personne au sol dans la zone d’évolution. Extension à 150 m
de hauteur pour les aéronefs de moins de 2 kg.
— Scénario 3 : vols en agglomération ou à proximité d’un rassemblement de personnes
ou d’animaux, en vue directe du télépilote, à une distance horizontale maximale de
100 m du télépilote.
— Scénario 4 : vols hors vue directe, hors zone peuplée et ne répondant pas aux critères
du scénario S 2.
Il s’agit ainsi pour chaque scénario de démontrer le bon fonctionnement de tous les éléments
de sécurité exigés.
Delair-Tech a été la première entreprise à obtenir en octobre 2012 une certification de
la DGAC (Direction Générale de l’Aviation Civile) permettant de mettre en opération
des drones hors de portée de vue du pilote. L’ajout de l’architecture de communication
sécurisée développée dans cette thèse doit s’intégrer au système déjà mis en place. Il est
donc nécessaire de passer par un processus de certification complémentaire à celui mené en
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2012. Ainsi, pour permettre à notre système d’être certifié, nous intéresserons également à
la validation du système final, en assurant la sécurité fonctionnelle du système par des sous-
ensembles de recommandations de la norme DO-178 [HB07]. Ici, il s’agit de la certification
logicielle (notre algorithme de routage sécurisé) embarquée dans le drone. Dans le monde
de l’informatique embarquée, le concept de sécurité fonctionnelle désigne l’évaluation et
la prévision des risques de dysfonctionnement. Il s’agit alors de prouver à un organisme
de certification que nous respectons un processus de développement conforme aux normes
du secteur des aéronefs.
En outre, il est important de savoir qu’il n’existe aujourd’hui aucun standard lié à la
conception des logiciels pour les drones. Toutefois, nous pouvons suivre les recommanda-
tions déjà bien avancées dans les secteurs aéronautiques. En effet, les logiciels avioniques
sont soumis à des contraintes de certification fortes, permettant de constater que l’on ne
déplore à ce jour aucun crash d’avion lié à une défaillance logicielle. Le standard de base
utilisé par l’industrie (au sens large) est la norme IEC 61508 [Bel06] qui se décline en
plusieurs versions selon le secteur. Pour l’aéronautique, il s’agit du standard DO-178 qui
regroupe un ensemble de recommandations relatives aux différents aspects de la certifica-
tion des logiciels avioniques : la planification de développement logiciel, de vérification, de
gestion de configuration, de mise en place de règles et de codage, de conception, de valida-
tion des résultats de tests et de leur couverture, etc. Dans la norme DO-178, la procédure
de certification d’un système consiste à vérifier que le concepteur maîtrise l’ensemble du
processus de développement logiciel.
En effet, les organismes de certification tiennent à vérifier que le développement du lo-
giciel a été effectué de manière rigoureuse, en utilisant un enchaînement de tâches bien
déterminées. Il est donc nécessaire, pour un concepteur de logiciels dédiés aux aéronefs,
de maîtriser son programme de développement et d’être capable de justifier chaque ligne
du code final produit, chaque variable et chaque opérateur logique. Il faut donc être en
mesure de fournir des documentations, des preuves formelles et des tests supplémentaires
à l’organisme de certification.
Le sous-ensemble de recommandations considéré dans cette thèse est la modélisation haut
niveau de la spécification du cahier des charges, qui permet dans un deuxième temps de
pouvoir générer du code à partir de ce modèle. Ensuite, des outils de vérification formelle
sont utilisés pour vérifier le modèle et comparer la conformité entre le modèle et le code
généré. Pour réaliser cette tâche, nous avons utilisé les outils Matlab Simulink et Stateflow
qui permettent de modéliser un système et de générer du code automatiquement à partir
des modèles haut niveau. Ils sont associés à des outils de vérification formelle, propriétaires
de Matlab, qui permettent d’automatiser les jeux de tests unitaires, la documentation et
la vérification de correspondance entre le modèle dérivé du cahier des charges et le code
source généré.
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Contributions
Le réseau ad hoc mobile est une solution adéquate pour la communication des drones
entre eux et avec la station sol, tout en tenant compte de leur liberté de mouvement.
Dans l’architecture ad hoc, chaque aéronef aura une tâche bien spécifique qui sera de
relier l’information de charge utile ou de générer un flux temps réel vers la station sol.
Les drones échangeront une variété de types de messages selon les besoins. En raison de la
spécificité d’un réseau ad hoc sans fil, le réseau UAANET est intrinsèquement vulnérable
et plusieurs types d’attaques sophistiquées peuvent être exécutées à son encontre. Sans un
bloc de sécurité adéquat, les paquets de routage peuvent être modifiés volontairement par
un attaquant et la topologie du réseau peut ainsi s’en trouver modifiée. De faux paquets
peuvent également être générés et distribués dans le réseau, créant ainsi des distorsions
et diminuant la performance du réseau. Une attaque wormhole, qui consiste à créer une
route fictive entre deux nœuds distants, peut également être exécutée. Cette attaque est
généralement difficile à résoudre dans la littérature des réseaux MANET. Il apparait donc
que l’objectif final de cette thèse réside dans la création d’une nouvelle architecture de
communication permettant d’une part de proposer une route fiable pour couvrir les besoins
en matière de qualité de service des informations en temps réel et, d’autre part, de sécuriser
cette recherche de route afin de conserver l’intégrité du réseau. Nous proposons dans cette
thèse une architecture de communication sécurisée conçue pour répondre à ces exigences.
Cette architecture est adaptée aux réseaux de flottes de drones coopératifs. Elle est étudiée
pour la réalisation de ce genre de système comme le système UAS de Delair-Tech. En
effet, elle a été implémentée sur des drones DT-18 et testée de façon extensive dans un
environnement réel.
Pour mener à bien notre étude, il a été nécessaire, dans un premier temps, de créer un
outil hybride d’émulation et de simulation, permettant, d’évaluer, dans un contexte d’en-
vironnement UAANET la performance des protocoles de routage existants (pour choisir
un protocole de départ) ainsi que celle du protocole proposé dans cette thèse. En effet, afin
de sélectionner un protocole de départ pour notre architecture réseau de communication,
il était nécessaire de considérer la spécificité du réseau UAANET et de la formaliser dans
un outil de test. Une raison supplémentaire justifiant la création de cet outil est la possi-
bilité d’avoir une seule version de code source, qui puisse à la fois être testée en local et
qui fonctionne avec le système embarqué des drones DT-18 utilisés. Cet outil, développé
au cours de cette thèse, permet d’interfacer des machines virtuelles Linux dans le simula-
teur OMNET++. Grâce à cet outil, nous avons pu justifier le choix d’AODV en tant que
squelette de notre protocole de routage sécurisé.
Dès lors, la première contribution proposée dans ce travail de thèse concerne la concep-
tion orientée modèle d’un protocole de routage pour le réseau UAANET. La difficulté à
associer le développement de système aéronef embarqué et la phase de certification de
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ce système nous ont conduits à un travail approfondi sur le processus de développement
d’un logiciel embarqué dans une flotte de drones. Cette méthodologie de développement
et de prototypage rapide prend en compte les contraintes de sûreté et de sécurité associées
au système à mettre en œuvre dès l’établissement du cahier des charges. Elle est basée
sur la modélisation des fonctionnalités et la transformation automatisée des modèles en
code source. Les modèles présentent en effet des avantages non négligeables en termes de
rapidité et de réutilisabilité du développement, ainsi qu’en vérification et en validation
des systèmes modélisés. La transformation automatisée contribue à garantir la sécurité du
code généré par la comparaison de conformité entre le code généré et le modèle de haut
niveau. Les codes générés sont exécutés dans des systèmes d’exploitation critiques à tra-
vers l’outil d’émulation et de simulation. Cette méthodologie a été créée pour permettre
une implémentation modulaire et réutilisable. Elle a donc été utilisée pour développer la
partition de routage de notre protocole qui a ensuite été évalué en environnement réel.
La deuxième contribution est la proposition d’un algorithme de routage sécurisé pour le
réseau UAANET. Ce protocole de routage, intitulé SUAP (Secure UAV Ad hoc routing
Protocol), assure l’authentification ainsi l’intégrité des messages, et protège contre l’at-
taque wormhole. L’authentification est assurée par une signature numérique et l’intégrité
est protégée par un algorithme de hachage à sens unique. Ces propriétés ont été ajou-
tées à un algorithme de geographical leashes pour créer une corrélation entre le nombre
de sauts et la distance relative entre deux nœuds. Cette approche assure ainsi la sécurité
des paquets de découverte des voisins pour protéger la connaissance des différents voisins,
et pour détecter simultanément un tunnel wormhole. Par la suite, nous nous appuyons
sur l’information de voisinage obtenue par le mécanisme s’appuyant sur le geographical
leashes pour décider de la confiance attribuée aux nœuds voisins. Ainsi, dans un deuxième
mécanisme contre l’attaque wormhole, l’identité de chaque nœud est considérée dans le
calcul d’une chaîne de hachage imbriquée afin de protéger les paquets de découverte de
route. Ces mécanismes ont été conçus avec une approche orientée modèle. Ce protocole
de routage SUAP a ensuite été formellement vérifié par des outils tels que AVISPA pour
la partie sécurité, et par des outils inhérents à Matlab Simulnik & Stateflow (Simulink
design verifier, Model coverage) pour la sécurité de conception (c’est-à-dire les exigences
non fonctionnelles).
Il est important de remarquer que les différentes partitions du protocole SUAP ont été va-
lidées fonctionnellement par des études de performances réalisées en environnement réel.
Ce travail d’évaluation des performances représente également une contribution impor-
tante (la troisième), car peu de travaux de recherche font le choix de considérer une flotte
de drones, comme contexte d’expérimentation réel, en raison des contraintes techniques
matérielles et logistiques liées à ce choix.
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Structure du mémoire
Ce mémoire de thèse est organisé en six chapitres principaux.
Le premier chapitre présente les différentes architectures de communication possibles pour
une flotte de drones. Dans ce chapitre, l’intérêt des réseaux ad hoc de drones sera mis
en avant (ils seront nommés tout au long de ce manuscrit par le terme UAANET), et
leurs caractéristiques seront présentées. Par la suite, nous introduirons les protocoles de
communication nécessaires dans les réseaux UAANET. Ce chapitre comprend ainsi une
étude synthétique des protocoles de communication existants afin de pouvoir identifier
ceux qui répondent les mieux à nos besoins.
Le deuxième chapitre aborde les besoins en termes de sécurité d’un réseau ad hoc de drones.
Il présente les différentes vulnérabilités de ce type de réseau et les services de sécurité qu’il
est nécessaire d’assurer. Ce chapitre fait également une synthèse des protocoles de routage
sécurisé existants pour les réseaux MANET, ce qui permettra de dégager les principales
fonctionnalités que nous avons retenues afin de justifier la proposition de notre protocole
SUAP. Ainsi, à l’issue de ce chapitre, l’ensemble des besoins en matière de sécurité pour
notre architecture de communication sera formalisé.
Le troisième chapitre traite de l’aspect méthodologique permettant d’atteindre l’objectif
de certification du système final SUAP. Ce chapitre décrit donc la méthodologie de pro-
totypage rapide de notre système UAS, contribuant à la validation de notre système final.
En effet, faire évoluer des flottes de drones et des avions civils dans le même espace aérien
nécessite la garantie de l’innocuité et de l’immunité des différents éléments physiques et
logiciels composant le système UAS. La méthodologie utilisée dans cette thèse permet,
d’une part, de contribuer à la sûreté du système final et, d’autre part de réduire le temps
et les coûts de développement. Nous présenterons donc dans ce chapitre les différentes
étapes abstraites de la méthodologie et la liste des outils nécessaires à sa mise en œuvre.
Par la suite, le chapitre 4 détaillera le protocole de routage SUAP sécurisé que nous
proposerons dans le cadre de cette thèse. Nous présenterons les différents modules de ce
protocole et l’architecture logicielle de sa mise en œuvre. Dans la première section, nous
détaillerons la méthode de sélection d’un protocole de routage initial, qui a permis, par une
étude comparative d’évaluation de performance des principaux protocoles de routage du
domaine ad hoc, d’identifier le protocole AODV comme le protocole le plus adéquat pour
l’environnement UAANET. Seront présentés dans la deuxième section, les mécanismes de
sécurité retenus pour constituer le protocole et, dans la troisième section, la vérification
des propriétés de sécurité faite avec AVISPA. Enfin, dans la dernière section sera étudiée
la mise en œuvre du protocole SUAP avec l’approche MDD (Model Driven Development).
Le chapitre 5 sera consacré à la validation des différentes partitions du protocole SUAP :
routage, mécanisme d’authentification et enfin la partition capable de contrer une attaque
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wormhole. Les plans de tests et de validation y seront présentés ainsi que les résultats
des mesures expérimentales obtenus. Dans ce chapitre, les études en environnement réel
et l’étude par émulation seront abordées. Ces expérimentations permettent d’évaluer et
de valider le fonctionnement de notre proposition dans son environnement de déploiement
réel.
Le dernier chapitre conclut ce mémoire. Il résume le travail effectué ainsi que les contri-
butions. Il est suivi d’un ensemble de perspectives permettant de compléter certaines
problématiques restées ouvertes ou qui n’auront pu être traitées au cours de cette thèse.
Chapitre 1
Architecture de communication
pour une flotte de drones
L’architecture de communication d’une flotte de drones définit les règles
d’échanges entre les différentes entités (consitutées par les drones et la station
sol) dans le réseau. Différents types d’architecture peuvent être envisagés en
fonction des caractéristiques des nœuds et du cahier des charges de la mis-
sion. Parmi ces différentes architectures, l’architecture ad hoc sans fil sera
mise en avant, car elle assure flexibilité et robustesse aux communications
entre les drones. Un réseau ad hoc sans fil est caractérisé par une architec-
ture qui s’adapte au nombre des nœuds, à leur position géographique et à leur
mobilité. Il permet aux différents nœuds de coopérer sans l’utilisation d’une
infrastructure réseau fixe préexistante et/ou centralisée. Appliqué aux flottes
de drones, ce réseau s’intitule UAANET pour Uav Ad hoc NETwork. Il partage
des caractéristiques similaires aux réseaux Mobile Ad hoc Network (MANET),
mais présente aussi des particularités en matière de degré de connectivité et
de mobilité. Ces caractéristiques sont à prendre en compte dans la définition
et la conception d’un protocole de communication dans un réseau UAANET.
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1.1 Introduction
Une architecture de communication définit l’ensemble des entités nécessaires à la com-
munication ainsi que les règles dictant les échanges entre elles. Ces ensembles de règles
permettent la mise en place d’un réseau d’interconnexion et la mise en œuvre des services
réseau (par exemple, la mise en place d’un routage multicast 1). Dans le cas d’une flotte de
drones, la définition et la mise en place d’une architecture de communication permettent
de gérer l’échange des flux d’informations entre la station de contrôle et les drones. Une
flotte de drones peut être définie comme un ensemble de drones coopératifs qui partage
les tâches entre les drones de la flotte pour réaliser des missions complexes (par exemple,
dans le but d’étendre la portée de la communication en relayant les données entre les
drones). Différentes catégories de réseaux de communication peuvent être envisagées pour
établir la communication au sein d’une flotte de drones. Dans ce chapitre, nous étudierons
ces différentes architectures et présenterons leurs avantages et leurs inconvénients. Nous
mettrons en évidence les avantages d’un réseau ad hoc de drones (UAANET) pour assurer
la communication au sein d’une flotte de drones.
Dans ce chapitre, une description succincte d’un système aéronautique coopératif 2 sans
pilote sera faite en premier lieu. Ensuite, les différentes architectures de communication,
susceptibles d’être retenues pour la mise en œuvre d’une flotte de drones, seront analysées.
Nous nous appuierons sur chacun de leurs avantages et inconvénients pour conclure sur
l’architecture adéquate. Par la suite, l’accent sera mis sur l’architecture de communication
ad hoc, en analysant son application pour une flotte de drones et les différents protocoles
de communication nécessaires à son fonctionnement.
1.2 Systèmes aéronautiques coopératifs sans pilote
Cette section est consacrée aux systèmes aéronautiques sans pilote constituant le réseau
de communication.
1.2.1 Description fonctionnelle d’un drone
Un drone désigne un aéronef sans pilote à bord, muni d’un autopilote 3 embarqué et pou-
vant être télécommandé à distance depuis une station sol. Dans la littérature, deux termes
sont habituellement employés : UAV et Remotely Piloted Aircraft System (RPAS). A la
différence de l’UAV, le RPAS requiert la présence d’un télépilote actif au sol mais pas
1. Le multicast est une technique de diffusion de messages à partir d’une source unique vers un groupe
bien défini de récepteurs
2. Traduit de l’anglais Unmanned Aerial System
3. L’autopilote est un module physique et logiciel permettant une assistance au pilotage.
16 1.2 SYSTÈMES AÉRONAUTIQUES COOPÉRATIFS SANS PILOTE
obligatoirement d’un autopilote à bord. Le terme UAV, quant à lui, désigne un drone
possédant à bord un autopilote actif qui le pilote.
Les drones peuvent remplir diverses missions, historiquement dans le cadre d’applications
militaires (surveillance d’une cible, renseignement, etc.), mais aussi, récemment, dans le
cadre d’applications civiles (audiovisuel, industrie, agriculture). Dans ce manuscrit, nous
nous intéressons exclusivement aux drones du domaine civil.
Un drone civil dispose de divers capteurs et embarque une charge utile. Ces éléments par-
ticipent à son autonomie et lui permettent d’exécuter diverses applications. Par exemple,
dans le domaine de l’audiovisuel, la réalisation d’un reportage a été pendant longtemps
executée par des avions ou des hélicoptères pilotés. Non seulement ces missions peuvent
être dangereuses et inadaptées aux pilotes, mais peuvent aussi engendrer des coûts consé-
quents. Les drones civils réalisent actuellement ces tâches en s’adaptant aux différents
types et conditions de missions.
Il existe deux types de drones civils, ce sont les voilures fixes et les multirotors (illustrés
par les figures 1.1 et 1.2).
— Les multirotors peuvent être des quadricoptères, hexacoptères, octocoptères ou dé-
cacoptères. Ce type de drones est souvent utilisé pour des vols stationnaires ou à
très faible vitesse, ce qui les rend particulièrement adaptés à la prise de vue aérienne,
photo ou vidéo ;
— les drones à voilure fixe, quant à eux, permettent de couvrir de longues distances
ou d’atteindre de hautes altitudes, ils sont plutôt dédiés aux applications topogra-
phiques sur de grandes surfaces ou de grands linéaires.
Figure 1.1 : Exemple de drone à voilure fixe Figure 1.2 : Exemple de drone multirotor
Les drones reçoivent les données de contrôle et de commande (qu’on appelle trafic C2
(Contrôle et Commande)) depuis la station sol à une fréquence déterminée. Ils renvoient
aussi vers la station sol les informations de configuration concernant les conditions de vol
(position, vitesse, etc.) et les données acquises par la charge utile. Ces données permettent
à l’opérateur au sol de surveiller le vol et d’intervenir potentiellement sur le drone en lui
envoyant des commandes.
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1.2.2 Unmanned Aircraft/Aerial Systems
Le Unmanned Aircraft/Aerial System (UAS) est un terme avancé par l’administration
fédérale de l’aviation américaine, « Federal Aviation Admnistration » (FAA), pour re-
grouper les différentes dénominations indiquées dans le tableau 1.1, l’objectif étant de les
unifier afin d’utiliser le principe de système soit utilisé. Dans ce cas, le UAS est composé
de drones, de différentes liaisons de communication et de transfert de données, d’une ou
plusieurs stations sol et de systèmes additionnels sécurisant la mission. Ces derniers sont
ajoutés pour fiabiliser la mission et répondre aux réglementations et aux exigences de
certification. Il est à noter que la FAA ainsi que l’agence européenne de la sécurité aé-
rienne (EASA), à travers la Direction Générale de l’Aviation Civile (DGAC), préconisent
le contrôle permanent du système UAS par un système au sol [DVP08], restriction imposée
pour le déploiement d’une flotte de drones et qui sera évoquée dans le chapitre 5. Afin
d’en tenir compte, il a été nécessaire d’utiliser une station sol dédiée pour piloter chaque
drone de la flotte.
Nom Acronyme
UAS Unmanned Aircraft System
UAV System Unmanned Aerial Vehicle System
RPAS Remotely Piloted Aircraft System
RPV System Remotely Piloted Vehicle System
Tableau 1.1 : Différents termes employés pour désigner un système UAS
1.2.2.1 Charge utile
La charge utile d’un drone est l’ensemble des systèmes embarqués qui lui permettent de
réaliser sa mission, par exemple, un appareil photo, une caméra vidéo, une caméra multi
spéctrale, une caméra thermique, des sondes ou tout autre type de capteurs (mésurant,
entre autres, des paramètres dans l’air, tels que la température, la pression ou encore le
niveau de pollution). Grâce à sa charge utile, un système de drones peut être utilisé pour
inspecter une zone donnée, la cartographie d’une zone déterminée, des relevés thermiques
sur des bâtiments d’usine, etc.
1.2.2.2 Station sol
La station sol (illustrée par la figure 1.3) est un ensemble d’entités physiques et de logiciel
qui permettent de contrôler le mouvement des drones. Selon le type de station utilisé,
elle peut être munie d’une interface homme-machine qui permet à l’opérateur au sol de
surveiller en temps réel la position d’un drone à l’aide d’une carte topographique sur
laquelle l’itinéraire du drone est superposé. Il peut également configurer l’altitude et les
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Figure 1.3 : Illustration d’une station sol déployée sur le terrain
paramètres de la charge utile.
Grâce à une liaison en temps réel entre la station sol et le drone, le logiciel de supervision
(appelé souvent logiciel Ground Control Station (GCS)) permet de visualiser la vidéo
capturée par le drone ou encore les photos prises. Toutes les données traitées par ce
logiciel sont géoréférencées et peuvent être ainsi enregistrées ou partagées avec d’autres
systèmes d’informations géographiques. La station sol dispose également d’équipements
de télécommunication en radiofréquence, qui représentent la partie physique caractérisée
par l’émetteur, et le récepteur et leurs antennes associées.
Il est important de souligner que la station communique avec les drones à travers des
liaisons de commande et contrôle sur un lien de communication montant depuis le sol vers
les drones. Dans l’autre sens, la station sol récupère un panel d’informations télémétriques
et vidéos sur un lien de communication descendant.
1.2.3 Drones dans des opérations civiles
Généralement, les applications civiles des drones peuvent être divisées en trois catégories :
l’audiovisuel, l’industrie et l’agriculture.
• Domaine de l’audiovisuel : il regroupe la plupart des professionnels de l’industrie du
drone. Les utilisations sont les suivantes : la photographie aérienne, la cinématogra-
phie, la réalisation de reportages sur une zone difficile d’accès.
• Domaine de l’industrie : certains scénarios d’applications ont été réalisés, tels que :
— la télésurveillance de pipelines pétroliers [HZSS05] ;
— la télésurveillance des voies ferroviaires [MB15] ;
— la cartographie, la topographie ;
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— l’inspection détaillée (sites industriels, bâtiments, ouvrages d’art).
• Agriculture : dans le domaine de l’expérimentation agricole, les drones ont un po-
tentiel de développement important, car ils permettent de récupérer de manière
économique des données essentielles à l’échelle des microparcelles. En effet, cette
échelle rend possible l’extraction des pixels de photo pour en permettre une analyse
précise et recueillir ainsi l’information de l’image brute issue d’un appareil photo.
Un exemple d’utilisation de drones pour une mission de surveillance est illustré par la
figure 1.4.
Figure 1.4 : Exemple d’utilisation d’un drone pour une application de surveillance élec-
trique réalisée par l’entreprise Delair-Tech
1.2.4 Flotte de drones
Nous avons évoqué depuis le début du chapitre le fonctionnement d’un système de mini-
drones et les différents types d’applications civiles réalisables. Il a été évoqué que l’uti-
lisation de ces mini-drones apportait une plus-value qui se manifeste en termes de per-
formances et de productivité. Néanmoins, l’aptitude d’un système muni d’un seul drone
est limitée dans l’espace et dans le temps [￿BS￿T13]. Donc, pour une mission de plusieurs
heures et qui nécessite de parcourir une zone large, l’utilisation d’un seul drone peut être
limitée en matière d’autonomie de batterie et de portée (notamment en cas de présence
d’obstacless). La collaboration de plusieurs drones est une solution qui offre plusieurs
avantages :
— Coût : le coût d’acquisition et de maintenance des mini-drones mis en jeu dans une
flotte de drones peut être moindre que l’utilisation d’un seul drone de grande taille.
— Mise à l’échelle : l’usage d’un seul drone ne permet de couvrir qu’une zone limitée. En
effet, l’étendue de la mission dépend de la batterie et de la présence d’obstacless (par
exemple, une montagne). Avec une flotte de drones, il est possible de créer un relais
de drones pour contourner les éventuels obstacles et agrandir la zone de couverture
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de l’opération. Cette fonction sera développée dans ce chapitre, avec le concept du
réseau ad hoc de drones, à l’origine d’un réseau de communication autonome.
— Survie de la mission : la mission peut être interrompue en cas de panne d’un élément
physique ou logiciel du système UAS. Toutefois, avec une flotte de drones, l’opération
peut se poursuivre en cas de panne d’un des drones ou en cas d’épuisement de la
batterie en reconfigurant les ressources de la flotte.
— Latence : il a été montré dans [YCBE10] que la densité de nœuds est proportionnelle
au temps d’exécution de la mission. Plus le nombre de nœuds dans le réseau est élévé,
plus le temps d’exécution de la mission est optimisé.
1.3 Architectures de communication possibles pour une flotte
de drones
1.3.1 Architecture de communication centralisée
Une architecture de communication centralisée de flotte de drones [FB09] est caractérisée
par un lien sans fil direct entre un nœud centralisé (par exemple, la station sol) et les
drones aux alentours. Dans cette architecture, chaque drone est directement connecté à
la station sol pour transmettre les données de la charge utile et pour recevoir le flux de
commande et de contrôle. Les drones ne sont pas directement connectés entre eux, ce qui
nécessite d’envoyer les informations entre drones voisins en passant par la station sol. Dans
ce cas, la station sol agit comme un nœud relais. Une illustration de cette architecture est
montrée par la figure 1.5.a.
Cette architecture comporte plusieurs inconvénients :
— La taille de la bande passante et le débit dépendra du nombre de drones dans le
réseau, puisque la station sol communique avec chacun des drones. En conséquence,
pour supporter une forte densité du réseau, il convient de fournir une quantité suf-
fisante de bande passante qui peut être importante ;
— La latence de transfert d’un paquet de données entre deux drones voisins peut être
longue en raison du relais obligé par la station sol [LZL13] ;
— En cas de présence d’un obstacle entre un drone et la station sol (montagne ou
bâtiment, par exemple), le signal peut être bloqué et empêcher ainsi les trafics C2
d’être exécutés par les drones. En conséquence, les nœuds ne peuvent s’éloigner que
d’une distance maximale de la station sol, limitant ainsi la distance d’opération des
drones. Des équipements radio avancés peuvent aussi être déployés, permettant ainsi
d’étendre la portée de communication, mais ce genre de système peut générer une
forte puissance de transmission [CHKV06], ce qui est interdit d’un point de vue légal
[FW12].
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Figure 1.5 : Principales architectures de communication permettant la communication
pour les flottes de mini-drones
— La présence d’une entité centrale dans le réseau le rend également vulnérable, car,
si la station sol est hors service suite à une attaque, la disponibilité des drones n’est
plus garantie.
1.3.2 Architecture de communication par satellite
Un autre type d’architecture de communication centralisée, envisageable pour établir une
communication entre les différents drones, est le déploiement d’un satellite de communica-
tion. Dans cette configuration, le satellite fonctionne comme un relais de communication
[FB09]. Ses antennes de réception reçoivent les signaux émis depuis la station sol ; ces
signaux sont par la suite transposés en fréquence et amplifiés avant d’être retransmis vers
les drones. Il existe deux types de satellites utilisables : le satellite géostationnaire et le
satellite orbital. Le satellite géostationnaire est situé dans le plan équatorial. Il tourne à la
même vitesse et dans le même sens que la terre ; sa trajectoire est ainsi fixe au-dessus d’un
point au sol. Le second est un satellite qui couvre des zones géographiques différentes.
L’utilisation des satellites présente l’avantage d’assurer une couverture plus efficace que
celle d’une communication centralisée. Cela permet une amélioration d’interconnexion du
réseau de communication des drones, indépendamment de leurs trajectoires. Toutefois,
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cette connectivité nécessite toujours un routage vers un système centralisé qui est, ici,
le satellite. Compte tenu du caractère temps réel des trafics applicatifs échangés dans le
cas d’une flotte de drones, se produisent des latences non négligeables d’échanges entre
les nœuds. De plus, en présence d’obstacless autour de la station sol (un immeuble, par
exemple), la communication vers le satellite peut être partiellement atténuée ou complè-
tement bloquée.
Une illustration de cette architecture est visible sur la figure 1.5.c.
1.3.3 Architecture de communication réseau cellulaire (Réseau semi-
centralisé)
C’est l’architecture utilisée dans le domaine de la téléphonie et qui se fonde sur l’utilisation
d’une infrastructure de stations de base. Des cellules sont déployées de façon plus ou moins
importante en fonction de la densité du réseau recherchée. Dans chaque cellule, peuvent
se trouver un sous-ensemble de drones et une station sol qui gère le groupe [FB09]. La
communication entre groupes doit passer par la station sol. Contrairement à l’architecture
lien centralisée, la communication directe inter-drones peut être établie, mais seulement
à l’intérieur d’une cellule. Il est aussi possible d’étendre la portée de la mission à travers
le déploiement de plusieurs stations. Ces stations peuvent offrir plusieurs liens de commu-
nication qui permettent, en cas de dégradation de performance sur un lien donné, d’en
utiliser un autre.
Cette architecture se heurte à des limitations en matière de coût de déploiement. En effet,
la mise en œuvre coûteuse de cette infrastructure constitue un handicap important dans
les lieux où aucune infrastructure de couverture n’est encore mise en place. Si l’utilisation
des drones n’est pas fréquente, comme c’est le cas pour les applications de type surveillance
lors de catastrophes naturelles, le retour sur investissement peut ne pas être garanti [FB09].
Cette architecture est illustrée par la figure 1.5.b.
1.3.4 Architecture de communication ad hoc
Un réseau ad hoc sans fil (illustré par la figure 1.5.d.) est caractérisé par un ensemble
d’entités potentiellement mobiles possédant une ou plusieurs interfaces radio qui mettent
en place un réseau de communication de courte durée selon les besoins de l’application. Ces
nœuds peuvent être amenés à entrer ou sortir du réseau à tout moment. Le réseau ad hoc
sans fil est décentralisé et capable de s’auto-organiser sans la nécessité d’une infrastructure
fixe. Si un émetteur n’est pas à portée directe de la machine destination, les informations
sont transmises de proche en proche, le long d’un chemin établi et maintenu par le réseau
en cas de modification de la topologie. Contrairement au réseau sans fil traditionnel, la
zone de service du réseau est la zone géographique dans laquelle les nœuds sont distribués.
23
1.3 ARCHITECTURES DE COMMUNICATION POSSIBLES POUR UNE
FLOTTE DE DRONES
Le réseau ad hoc sans fil permet la communication entre deux nœuds qui sont hors de
portée directe l’un de l’autre.
Analyse
Dans cette section, listons les avantages de l’architecture ad hoc par rapport aux autres
types d’architecture pour une flotte de drones :
— La mise à l’échelle et la reconfiguration agile de la mission exécutée par la flotte de
drones : avec l’utilisation d’un système à infrastructure centrale ou par satellite, la
zone d’opération sera limitée par la zone de couverture de communication du relais.
De plus, en cas de présence d’obstacless, la communication entre les drones peut
être bloquée. Grâce à l’architecture ad hoc, il est possible de former une chaine de
drones, qui viendrait contourner l’obstacle.
— La fiabilité des communications dans un système aéronautique sans pilote : les drones
échangent des messages en temps réel concernant les commandes, la configuration
et le déroulement de la mission. Ces messages sont échangés dans un environnement
dynamique dans lequel les liens de communication fluctuent et peuvent être coupés.
De plus, les drones peuvent être amenés (selon les spécificités de leur mission) à
entrer et sortir du réseau de communication. En conséquence, l’aptitude d’auto-
organisation d’un réseau ad hoc sans fil permet aux drones de chercher un autre
chemin en cas de perte d’un lien.
— La non-nécessité d’une infrastructure dédiée : les réseaux ad hoc sans fil se distinguent
des autres types de réseaux par l’absence d’infrastructure centralisée. Les nœuds du
réseau sont responsables de l’établissement et du maintien de la connectivité du
réseau.
— L’utilisation d’un réseau ad hoc sans fil assure la mobilité et la flexibilité [CHD13].
Grâce à la topologie dynamique, les nœuds mobiles du réseau se déplacent librement
et arbitrairement en fonction des objectifs de la mission. Puisque les liens de la
topologie peuvent être unidirectionnels ou bidirectionnels, les nœuds peuvent accéder
au réseau ou en sortir librement.
— La sécurité d’un réseau ad hoc mobile est distribuée entre les nœuds, contrairement
au réseau centralisé et cellulaire. De ce fait, le réseau ne possède pas un unique point
vulnérable dans le réseau. La responsabilité de maintenir l’intégrité du réseau est
déléguée à chaque nœud du réseau qui, à travers un mécanisme de routage sécurisé
peut contrôler l’authentification des messages échangés.
Les différences majeures entre ces différentes architectures sont regroupées dans le tableau
1.3.
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Références Terminologies
[BAGL14] UAANET (UAV Ad hoc Network)
[ZZZ08] Mobile UAV ad hoc network
[AD10b] Mobile Ad-Hoc Unmanned Aerial VehicleCommunication Network
[BST13] Flying ad hoc network
[SH10] Ad Hoc Networks with UAV Node
[CM12] Airborne network
[AK07] Network Aerial Robots
[SSHK+12] Unmanned Aeronautical Ad-Hoc Network
[RR12] Aerial Communication Network
[LSHK12] Networks of UAVs
[RGDW10] Distributed Aerial Sensor Network
[SL12] UAV fleet networks
[ST10] UAV swarm
Tableau 1.2 : Différentes terminologies des réseaux ad hoc de drones
Centralisé Satellite Cellulaire Adhoc
Avantages
- Découverte
de service
- Aptitude à
contrôler l’entrée
et la sortie des nœuds
- Connectivité
- Connectivité
- Mise à l’échelle
en fonction du nombre
de stations de base
- Possibilité de choisir
le meilleur lien
parmi ceuxx situés
entre les
stations de base
- Coût faible
- Facile à déployer
- Tient compte de la
mobilité des nœuds
- Communication
autonome sans
infrastructure
- Communication
possible entre voisins
- Optimisation de
l’utilisation de la
bande passante
Inconvénients
- Latence d’échange
entre deux nœuds
- Blocage possible
des signaux
- Consommation de
bande passante
- La sécurité dépend
d’un seul point
- Latence d’échange
entre deux nœuds
- Puissance d’émission
importante
- Coût élevé
- La sécurité dépend
d’un seul point
- Coût élevé
de déploiement
- Indisponibilité des
infrastructures dans
certaines situations
- La sécurité dépend
des infrastructures fixes
- Communication
intermittente
- Intrinsèquement,
non-contrôle de
l’entrée et de la
sortie des nœuds
- Nécessite des
protocoles de
communication
dynamiques pour
gérer la topologie
du réseau
Tableau 1.3 : Comparaison des différentes architectures de communication
25
1.3 ARCHITECTURES DE COMMUNICATION POSSIBLES POUR UNE
FLOTTE DE DRONES
Figure 1.6 : Réseau ad hoc de drones
1.3.5 Réseau ad hoc de drones
Le réseau ad hoc de drones, connu sous la dénomination anglaise UAV ad hoc NETwork
(UAANET) ou encore Flying Ad hoc NETwork (FANET), est une sous-catégorie du réseau
mobile MANET. Il s’agit du déploiement d’une flotte de drones et de stations sol à travers
un réseau ad hoc sans fil. Les drones collaborent entre eux et avec la(les) station(s) sol
pour échanger des données qui peuvent être des données propres au routage (des paquets
de contrôle) ou des informations propres au système aérien sans pilote.
Plusieurs dénominations (mentionnées dans le tableau 1.2) de ce type de réseau sont
employées dans la littérature. La figure 1.6 illustre un réseau UAANET.
Par ailleurs, il existe plusieurs types de messages échangés entre les drones et la station
au sol. Ces différents flux applicatifs sont listés dans le tableau 1.4.
Type de flux Type de liaison Nature
Configuration (démarrage autopilote,
réglages charge utile .... Montant connecté Critique
Ticks, joystick Montant non connecté Non critique
Géoréférencement Descendant non connecté Non critique
Données (photos, vidéo) Descendant non connecté Non critique
C2 Montant connecté Critique
Tableau 1.4 : Différents types de flux applicatifs dans un réseau ad hoc de drones
Généralement, ces flux applicatifs comprennent :
— un géoréférencement du drone : ce message est envoyé périodiquement par les drones
vers la station de contrôle. Il permet de déterminer la position en temps réel du drone.
Ce flux n’exige pas une qualité de service particulière. Il peut supporter quelques
pertes ou une latence ;
— un flux tick (ou hearbeat) : c’est un flux de signalement envoyé périodiquement
depuis la station sol pour communiquer avec les drones. Il permet de tester l’état de
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la liaison entre la station sol et le drone. Ce flux n’exige pas une qualité de service
stricte et la perte de paquets par intermittence est acceptable ;
— un flux contrôle et commande (C2), et configuration : ce sont les commandes envoyées
vers l’autopilote embarqué à bord ou vers la charge utile. Ce type de flux est considéré
comme critique puisque il doit être échangé et traité en temps réel. Il nécessite donc
un minimum de délai et un maximum de fiabilité des liens de communication.
— un flux de données : tout comme les flux de configuration, ce type de trafic a des
exigences strictes en matière de taux de perte et de délai. Il est traditionnellement
envoyé depuis le drone le plus éloigné de la station sol et transféré en relais par les
membres de la flotte de drones.
Comme nous le détaillerons dans la chapitre 3, le trafic C2 est régi par des réglementations
spécifiques garantissant la sécurité et la sûreté d’une mission. Par exemple, en France, la
réglementation exige que chaque drone soit en connexion directe avec la station sol à tout
instant, à travers des liens à longue portée ou à courte portée [Dro15]. Cela implique que le
trafic C2 doive être envoyé depuis une station sol. Il est possible de le relayer entre drones,
mais, aujourd’hui, aucune norme ne prend en compte ce genre de déploiement.
Les réseaux UAANET font généralement partie de la famille des réseaux ad hoc mobiles
(MANET). Ils ne nécessitent aucune infrastructure fixe et s’appuient sur la collabora-
tion des nœuds pour échanger des données. Néanmoins, un réseau UAANET possède des
caractéristiques spécifiques qui le différencient des autres types de réseau MANET.
Connectivité réseau
La connectivité au sein du réseau UAANET est souvent intermittente en raison du mou-
vement des drones, qui crée des déconnexions temporaires. En effet, leurs mouvements
sont dictés par l’opérateur au sol ou par des plans de vol préchargés. Ainsi, les nœuds
risquent d’être en perte de lien de communication avec leurs voisins dès qu’une commande
de position est exécutée. Le lien de communication de la source vers la destination peut
être indisponible pour une durée indéterminée, ce qui nécessite la réactivité du réseau pour
trouver un chemin de secours et éviter des pertes conséquentes aux flux applicatifs.
Densité des nœuds
La densité des nœuds peut être définie comme le nombre moyen de nœuds dans une zone
géographique donnée. Dans la littérature, un réseau UAANET ne comporte généralement
que quelques drones [DDLW09] [CHJ+10], contrairement au réseau MANET. En effet,
grâce à leur vitesse élevée leur permettant ainsi de couvrir une vaste zone, il ne sera plus
nécessaire d’en déployer une dizaine, par exemple.
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Consommation énergétique
Dans un réseau ad hoc de drones, la durée de vie du réseau dépend de l’autonomie de la
batterie et de la consommation d’énergie des différents capteurs. Si l’une des batteries d’un
des nœuds est déchargée, le nœud est obligé de se retirer de la mission, ce qui engendre
une modification de la topologie du réseau. Selon le type de drones utilisés, ce problème
peut survenir dans un réseau UAANET, notamment avec les drones de type Paparazzi 4
qui ont une autonomie de 10 à 15 minutes en vol [Pap03]. Cependant, dans la plupart
des cas, notamment pour les drones de Delair-Tech [Man14], le problème se pose moins
puisque ils ont une autonomie de vol de 2 heures [MA15]. Dans ce cas, la topologie du
réseau peut être maintenue sur une durée plus longue.
Modèle de mobilité
Le modèle de mouvement des nœuds MANET est différent de celui des mini-drones. En
effet, les nœuds MANET se déplacent souvent sur une zone se trouvant, dans la plupart
des cas, au sol. Par exemple, pour les réseaux ad hoc véhiculaires VANET (Vehicular Ad
hoc NETwork), les nœuds se déplacent sur la route ou l’autoroute. En revanche, les mini-
drones tout comme les avions (nœuds du réseau AANET : Aeronautical Ad hoc NETwork),
se déplacent dans le ciel.
En outre, le réseau MANET utilise généralement un modèle de mobilité random waypoint
dans lequel la direction et la vitesse des nœuds sont choisies au hasard [AWS06]. Pour le
réseau VANET, le modèle de mobilité est hautement prévisible [HFB09].
En ce qui concerne le réseau UAANET, le modèle de mobilité dépend généralement de
divers paramètres. Il est le plus souvent prévisible, mais, dans la majorité des cas, il est
dynamiquement modifié à cause de la vitesse des drones, des conditions climatiques et de
nombreux autres paramètres géographiques et topographiques [CLMG09]. En effet, nous
pouvons rencontrer quelques cas d’applications de flottes de drones avec des trajectoires
prédéfinies ou préférées. Néanmoins, comme l’environnement est dynamique, le plan de
vol est souvent amené à être recalculé par l’autopilote [CCC10]. Quelques modèles de
mobilité ont été proposés dans la littérature. Dans [BAGL14], un modèle de mobilité
PPRZM (PaPaRaZzi Mobility) a été suggéré. Ce modèle a été défini dans l’objectif de
reproduire des mouvements dans un simulateur réseau pour créer un déplacement plus
réaliste des nœuds, lequel se compose des mouvements principaux suivants :
— Mouvement rectiligne : déplacement rectiligne d’un point vers une position de des-
tination. Le nœud peut faire des allers-retours rectilignes ;
4. C’est un système complet de logiciels et de matériel libre (open source) permettant de gérer des
systèmes aériens sans pilote. Il est composé d’un autopilote pour diriger des aéronefs et d’une station sol
contenant des logiciels de planification des missions.
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Figure 1.7 : Illustration des différents types de mobilité PPRZM
— Mouvement circulaire : le drone survole une zone donnée, suivant une trajectoire
circulaire. Il est défini par la position du centre et le rayon qui entoure la zone cible ;
— Mouvement oblong : il est constitué par des allers-retours rectilignes, décalés entre
deux points fixes, avec un demi-tour une fois chaque point franchi ;
— Mouvement huit : il est assez similaire au mouvement oblong. La seule différence se
trouve dans le croisement de leurs allers-retours ;
— Mouvement balayage : ce mouvement réalise des allers-retours décalés d’une manière
continue, permettant de couvrir la surface d’un rectangle désigné par deux de ses
angles opposés.
Ces mouvements sont illustrés par la figure 1.7.
Par ailleurs, dans [WGWW10], un modèle de mobilité SRCM (Semi-Random Circular
Movement) a été proposé, dans lequel une fonction de distribution approximative des
nœuds est déduite par un disque région à deux dimensions.
Dans [KNT06], deux modèles de mobilité ont également été proposés. Le contexte de
mouvement aléatoire a été maintenu. Chaque drone se déplace indépendamment de ses
voisins et décide de sa direction en suivant un processus prédéfini et régi par une loi de
Markov. Concernant le deuxième modèle de mobilité, les drones maintiennent une carte
topographique construite à partir de « phéromones » qui guident leurs mouvements et
dont l’action est comparable aux hormones émises par certains animaux : elles agissent en
tant que messagers entre les individus d’un même groupe.
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En regroupant ces trois approches qui prennent en compte les conditions imprévisibles
d’un vrai déploiement d’une flotte de drones [CLMG09], le modèle proposé par Bouachir
et al. [BAGL14] offre une meilleure couverture des différents mouvements des drones. En
effet, dans un réseau UAANET, le contrôle de la mobilité des nœuds est assuré par le
pilote. Suivant la variabilité de la force du signal ou la surface de la zone à couvrir, le
pilote peut décider d’ajuster à tout moment le mouvement des drones. De plus, selon le
contexte d’application, la mobilité des nœuds du réseau UAANET n’est pas restreinte. Le
pilote gère l’ensemble de la mission à partir d’un logiciel de station sol et a la possibilité
de modifier son plan de vol en complète autonomie.
Environnement
Dans la plupart des cas des réseaux MANET, les nœuds se déplacent au sol, alors que,
pour un réseau UAANET, les drones circulent dans l’air. Par conséquent, le modèle de
perte en espace libre est souvent utilisé pour modéliser la couche physique.
Délai strict et contraint
Généralement, les réseaux UAANET sont utilisés pour des applications en temps réel (té-
lésurveillance, par exemple). Par conséquent, les flux de contrôle et de commande doivent
arriver et être traités en temps réel par les drones afin d’éviter une perte de contrôle de
l’aéronef.
Le tableau 1.5 synthétise ces spécificités du réseau UAANET.
UAANET MANET
Mobilité des nœuds très rapide lente (suivant les nœuds)
Modèle de mobilité modèles spéciaux commele PPRZM généralement aléatoire
Densité des nœuds faible forte (suivant le type d’application)
Modification de topologie rapide lente (comparé au réseau UAANET)
Modèle de propagation radio
en altitude, généralement en
LoS
(Line of Sight)
généralement au sol,
pas de LoS (suivant la topologie
du réseau)
Type de flux temps réel non-temps réel
Tableau 1.5 : Comparaison entre les réseaux UAANET et MANET
1.3.6 Projets de réseau ad hoc de drones
Quelques projets ont été lancés pour étudier les réseaux ad hoc de drones. Dans [CLM+11],
le projet CARUS (Cooperation Autonomous Reconfigurable UAV Swarm) a pour objectif
de permettre la localisation des cibles au sol avec une flotte composée de cinq drones.
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Chaque drone est responsable d’une parcelle de zone donnée déterminée par la station
de contrôle. Ils sont aussi munis d’un système grâce auquel les collisions sont évitées. Les
informations de détection sont échangées entre voisins et sont rapatriées vers la station sol
pour ne pas surveiller une zone plusieurs fois. Un protocole de communication qui permet
d’établir une communication asynchrone est exécuté par chacun des drones.
Le projet AUGNet (UAV-Ground Network) [BAD+04] a pour objectif de déployer une
flotte de drones afin d’apporter un support de communication aux nœuds situés au sol.
Chaque drone est donc utilisé comme une passerelle de communication qui assure l’échange
d’informations avec les entités au sol. Le protocole Dynamic Source Routing [JMB+01]
(DSR) a été retenu pour ce projet de déploiement.
Le projet Airshield [DDLW09] a pour objectif de déployer un réseau ad hoc de drones
permettant la supervision d’une zone géographique suite à un désastre. Le cas de la super-
vision d’un feu de forêt a été spécifiquement étudié. Pour pouvoir suivre convenablement
la mission, l’objectif est d’échanger les flux applicatifs et de garantir un niveau accep-
table de performance réseau. Pour assurer la fiabilité et la sécurité de la mission, des
algorithmes interdépendants sont déployés. Le premier est l’IDL (Inter Drone Links), qui
maintient la connectivité entre les drones de la flotte en échangeant des informations sur
la topologie du réseau. Le deuxième, DGSL (Drone to Ground Station Links) est utilisé
pour la communication descendante vers la station sol afin d’envoyer les informations de
télémétrie.
Dans [HLZF15], le projet SMAVNET (Swarming Micro Air Vehicle Network) est pré-
senté. L’objectif est de déployer une flotte de drones dans une région touchée par une
catastrophe naturelle. Un réseau ad hoc de drones est donc déployé sur une zone donnée
en utilisant le protocole de routage Predictive Optimized Link State Routing Protocol (P-
OLSR) [RKT13]. Les drones échangent les informations topologiques entre eux, et envoient
directement vers la station sol une vidéo de surveillance en temps réel.
Dans [MRL15], les travaux de cette thèse sont présentés. Ils s’inscrivent dans le cadre du
projet SUANET (Secure UAV Ad hoc NETwork) mené en collaboration avec le laboratoire
TELECOM de l’ENAC et l’entreprise Delair-Tech [Del15]. L’objectif est de définir et de
concevoir une architecture de communication sécurisée pour une flotte de drones. Pour cela,
un protocole de routage sécurisé, intitulé SUAP (Secure UAV Ad hoc routing Protocol),
a été proposé. Il assure l’authentification des messages entre les drones.
Ces différents projets montrent l’intérêt croissant porté au concept de réseau de commu-
nication d’une flotte de drones et donc à l’utilisation d’un réseau ad hoc sans fil pour la
communication interdrone. Nous pouvons sougliner la nécessité de développer des proto-
coles de communication pour des drones partageant des objectifs complémentaires au sein
d’une mission. Il existe encore peu d’études consacrées à ce sujet. De plus, la majorité
des expérimentations effectuées dans ce domaine relève d’études en simulation, qui restent
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théoriques.
Dans la section suivante, nous analyserons les protocoles de communication le plus perti-
nents pour établir la communication au sein d’une flotte de drones.
1.4 Protocoles de communication d’un réseau ad hoc de
drones
1.4.1 Liaison de données (Medium Access Control)
Bien que l’objectif de la thèse ne soit pas d’étudier les protocoles de communication sur
la couche liaison, il est important d’en connaître leur existence et leur fonction. Le rôle
de la couche liaison est de fiabiliser la transmission point à point en vue de satisfaire les
exigences de latence des paquets de données possédant différentes priorités. Elle est aussi
responsable de la création des trames, du contrôle d’erreur et du contrôle d’admission
des différents services pour l’ordonnancement de paquets prioritaires. En outre, à part le
problème de qualité de service, la couche MAC est aussi responsable de l’adoption d’une
stratégie d’économie d’énergie et de ressources réseau dans la gestion des puissances de
transmission et permettre ainsi l’utilisation de la bande passante disponible. Un mécanisme
de plage de transmission dynamique et d’attribution de puissance peut être mis en place.
Parmi les protocoles ad hoc de niveau liaison, nous avons la famille 802.11 [CHKV06] de
l’IEEE. Ce choix se justifie pour une utilisation simplifiée dans un contexte de communi-
cation ad hoc multisaut.
La norme IEEE 802.11 régit le fonctionnement de la couche physique (PHY), de la couche
MAC et de la couche Logical Link Layer (LLC) de la pile protocolaire OSI. Elle dispose
de deux méthodes d’accès : la méthode Point Coordination Function (PCF) et la méthode
Distributed Coordination Function (DCF). Avec la méthode d’accès PCF, les stations de
base ont la charge de l’accès au médium radio de manière centralisée. Avec la méthode
DCF, l’accès est totalement distribué et il n’existe aucune distinction entre les stations
de base. Ces particularités justifient le fait que le DCF peut être employé en mode ad
hoc et en mode infrastructure alors que le PCF ne peut l’être qu’en mode infrastructure.
Dans la suite de ce manuscrit, en faisant référence à la méthode d’accès de 802.11, nous
supposerons seulement l’emploi de la méthode d’accès DCF. Cette méthode applique les
principes de CSMA/CA [ZA02b] pour l’accès au médium. Avec le CSAMA/CA, les nœuds
doivent attendre que le médium soit libre pendant un temps d’attente fixe, appelé DIFS
(DCF InterFrame Spacing).
Dans la littérature, la majorité des prototypes d’application des réseaux UAANET et
MANET se base principalement sur la famille des protocoles de liaison sans fil, tel IEEE
802.11. Par exemple, le standard IEEE 802.11 a été utilisé pour les communications entre
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les drones et la station sol avec les modèles paparazzi [BGLG13]. Toutefois, malgré la
popularité du standard 802.11 dans les réseaux ad hoc, il présente quelques inconvénients
en matière de qualité de service, notamment quand il s’agit de garantir la bande passante
nécessaire pour les trafics importants (par exemple, les flux de contrôle et de commande).
Des améliorations ont été proposées à l’image du standard IEEE 802.11b [OP05] qui fournit
un débit théorique entre 5.5 et 11 Mbit/s. Il a été utilisé en UAANET dans [BAD+04]
[LOBH07] [BLT02]. Une autre amélioration de la technologie IEEE 802.11 est la version
IEEE 802.11a [RC05] car elle offre un débit théorique de 54 Mbit/s. Elle a été employée
pour un réseau UAANET dans [AD10b]. Par ailleurs, des protocoles MAC, spécifiques
aux réseaux UAANET et aux extensions du standard IEEE 802.11, ont été proposés.
Nous pouvons citer le protocole AMUAV [AD10a], le protocole LODMAC [TB15] et le
protocole Token-MAC [CYL+13].
1.4.2 Niveau réseau : routage dans les réseaux UAANET
Le routage est une méthode contribuant à l’acheminement des données depuis un nœud
émetteur jusqu’à son (ses) destinataire(s). Dans les réseaux ad hoc mobiles, le routage se
base sur une approche de réémission des paquets. Le problème réside donc dans le choix
du chemin optimal. En effet, le routage revient à calculer le meilleur chemin reliant deux
nœuds quelconques dans le réseau. Il s’agit alors d’affecter une certaine métrique aux liens,
afin que la recherche de route revienne, par exemple, à calculer le plus court chemin entre
la source et la destination.
Pour atteindre sa destination, le message peut être relayé par des nœuds intermédiaires, en
fonction de la disponibilité des liens de communication. Dans le cas spécifique d’un réseau
ad hoc de drones, pour réaliser des missions, les drones doivent relayer les trafics de charge
utile (et dans certains cas les trafics de contrôle en fonction de la réglementation) entre
eux et la (les) station(s) sol. Pour cela, les nœuds disposent d’une table de routage qui
assure la correspondance entre le nœud destination et le chemin pour y parvenir. Selon la
technique utilisée, proactive ou réactive, les nœuds mettent en place, respectivement, une
route, précédant ou suivant l’apparition de la nécessité d’envoi d’un message au niveau
applicatif. Une illustration d’un mécanisme de routage est visible sur la figure 1.8.
Il est important de noter qu’un réseau ad hoc de drones a pour particularité la grande
mobilité de ses nœuds. Les changements fréquents de topologie impliquent des changements
de route et donc une surcharge de gestion (« overhead ») du mécanisme de routage. Aussi,
il est nécessaire de restaurer rapidement une route qui aurait été perdue pour éviter une
perte des paquets ou une utilisation sous-optimale de la bande passante en raison des
retransmissions consécutives aux pertes. Puisque les trafics échangés sont critiques, il est
important d’avoir un mécanisme de secours rapide et efficace. Avec ces contraintes, le
protocole de routage doit présenter de bonnes propriétés d’overhead et d’exécution proche
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Figure 1.8 : Illustration d’un mécanisme de routage ad hoc par l’établissement d’une
route de A vers D
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du temps réel. Dans ce contexte, de nombreux protocoles de routage pour les réseaux ad
hoc de drones ont été proposés dans la littérature. Ce sont, pour la plupart, des extensions
de protocoles de routage existant dans le domaine des réseaux MANET [Sah14].
De manière générale, les protocoles de routage ad hoc sont classés suivant diverses mé-
triques de conception : leur méthode de création et de maintenance des routes, ou leur
méthode d’acheminement des données. Dans [MML17a], nous avons présenté une étude
sur les protocoles de routage UAANET existants et les défis en matière de sécurité associée
aux réseaux UAANET. Dans ce qui suit, nous n’allons présenter que les grandes familles
de protocoles de routage UAANET, et ce pour ne pas noyer les lecteurs dans les détails
techniques de chaque protocole. Aux lecteurs qui seraient intéressés par ces détails, nous
leur proposons de lire notre revue sur le protocole de routage et les problématiques de
sécurité associées dans [MML17a].
1.4.2.1 Protocole hiérarchique
Les protocoles de routage hiérarchiques fonctionnent en confiant aux nœuds des rôles
spécifiques qui varient en fonction du temps. Certains nœuds sont élus et assument des
fonctions particulières qui conduisent à une vision hiérarchisée de la topologie du réseau.
Par exemple, les nœuds élus peuvent être utilisés comme passerelles pour un certain nombre
de nœuds qui se seront rattachés à ce dernier. Ainsi, le routage sera simplifié, puisque il
se fera de passerelle à passerelle.
Les protocoles de routage UAANET suivants se basent sur ce principe : Clustering al-
gorithm of UAV networking [KJT08], Mobility Prediction Clustering Algorithm (MPCA)
[ZZ11], Multi Meshed Tree (MMT) [MAMS11], Disruption Tolerant Mechanism (DTM)[FD07].
1.4.2.2 Protocole réactif
Le principe du protocole de routage réactif est de ne garder en mémoire que les routes en
cours d’utilisation pour le processus de routage. Le processus de construction de route n’est
effectué qu’à la demande d’envoi de données (faite par la couche application). La méthode
de recherche de route consiste à inonder le réseau avec une requête, afin de trouver la
station cible, qui répond en suivant le chemin inverse.
Lorsqu’un nœud source souhaite envoyer un message vers un nœud destinataire, il lui
envoie sur le réseau une requête de recherche de chemin, requête nommée souvent RREQ
(Route REQuest). Quand un nœud reçoit cette requête, il la transmet à ses voisins, sauf
s’il l’a déjà reçue ou qu’il est le destinataire du message. Lors de la transmission d’une
requête, selon le type de protocole utilisé, le traitement diffère. Pour un protocole à table
de routage, le nœud actualise sa table de routage en ajoutant une entrée qui indique le
prochain saut pour atteindre le nœud source indiqué dans le message de requête, créant
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ainsi la route inverse pour atteindre la source. Dans le cas d’un protocole de routage à la
source, tel que DSR, à la réception d’un message de requête, le nœud intermédiaire ajoute
son identifiant au chemin parcouru depuis la source. Le chemin est alors stocké dans sa
totalité dans la requête qui est transmise au destinataire. Dans les deux cas, à la réception
d’un message requête, le destinataire répond avec un message de réponse RREP (Route
REPly). Ce paquet va suivre le chemin inverse parcouru par la requête RREQ, soit à
l’aide des tables de routage de chaque nœud intermédiaire, soit à l’aide du chemin contenu
dans l’entête du message RREQ. Dans le cas de l’utilisation d’une table de routage, à la
réception d’un message RREP, le nœud source ajoute une entrée à sa table pour joindre le
destinataire. Le protocole doit également vérifier périodiquement la connectivité de chaque
lien.
L’inconvénient est que ce type de protocole doit réagir rapidement en cas de coupure
d’une route en cours d’utilisation pour trouver un chemin alternatif. En conséquence, ces
mécanismes de maintenance sont lourds à gérer et créent des sursauts du trafic de contrôle
à chaque tentative de recherche ou de réparation de route. Ces mécanismes entrainent un
délai d’attente et une bufferisation des paquets de données due au défaut de route.
Parmi les protocoles basés sur des principes réactifs, nous pouvons relever les grandes
familles suivantes : Ad hoc On Demand Distance Vector (AODV) [PBRD03b], Dyna-
mic Source Routing (DSR) [JMB+01], Temporally Ordered Routing Algorithm (TORA)
[GSV10] et leurs déclinaisons : Time slotted AODV [FHS07], Rapid-reestablish Tempo-
rally Ordered Routing Algorithm (RTORA) [ZR13] et Reactive-Greedy-Reactive (RGR)
[SSHK+12].
Ad hoc On Demand Distance Vector (AODV) : AODV est un protocole de routage
réactif utilisant un mécanisme de découverte de route et de maintenance de route qui suit le
mécanisme décrit ci-dessus. Une fois la route tracée, les nœuds n’ayant pas été contactés
ne participeront pas à l’échange ni à la mise à jour de la route. Pour la maintenance
des routes, la détection des ruptures de liens est réalisée à l’aide de messages spécifiques
Hello diffusés périodiquement d’un nœud vers ses voisins immédiats ou par l’écoute de la
transmission d’un paquet de données sur le lien suivant. Le nœud détectant une rupture
de lien diffuse un message d’erreur à l’aide du paquet Route Error (RERR) contenant
l’adresse de la (des) destination(s) inaccessible(s).
Le protocole de routage AODV présente l’avantage d’éliminer la surcharge caractérisée
par le routage à la source du protocole DSR. Il évite également l’envoi systématique des
mises à jour comme dans DSDV. Néanmoins, il présente quelques inconvénients : les liens
doivent être symétriques. Cette propriété conduit au fait que le choix de la route la plus
récente ne conduit pas forcément à la route optimale ; une seule route par destination
est conservée, ce qui crée une latence lors d’une rupture de liens ; de plus une surcharge
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importante est générée par le recours fréquent à des phases de découverte de route par la
diffusion d’un même RREQ à un nœud donné et par l’utilisation éventuelle de messages
Hello.
Dynamic Source Routing (DSR) : DSR est un protocole de routage réactif basé
sur le concept du routage à la source. Lors de la phase de découverte, un nœud émetteur
regarde dans son cache local si un chemin existe déjà vers la destination. Si c’est le cas,
elle sera utilisée en utilisant l’algorithme de routage à la source ; dans le cas contraire,
un processus de recherche de route comme décrit précédemment est lancé. Le routage à
la source stipule que seule la source peut décider du choix de la route. Aussi, le chemin
complet est enregistré dans l’entête des paquets de découverte de route depuis la source
vers la destination.
En ce qui concerne la phase de maintenance de route, elle est réalisée en utilisant des
paquets d’erreur Route Error (RERR) et d’acquittements ACK. C’est-à-dire qu’un nœud
n’ayant pas répondu à plusieurs tentatives de retransmission sera supprimé du chemin à
l’aide des paquets de contrôle contenant les adresses des deux extrémités du lien défaillant.
Cette absence de réponse peut être détectée par la couche MAC en cas d’acquittement
de proche en proche, par acquittement passif si le nœud est capable d’entendre la suite
de sa transmission de paquets, ou encore par l’utilisation d’acquittements spécifiques à la
couche réseau.
Généralement le routage à la source permet de repérer immédiatement les boucles et de les
éliminer. De plus, les nœuds apprennent dynamiquement les routes en scrutant les paquets
RREQ et RREP. Néanmoins, DSR introduit une surcharge croissante dans chaque paquet
de données qui contient le chemin complet vers la destination ainsi qu’un trafic inutile
lié à la diffusion des paquets de contrôle. Ensuite, l’existence d’un lien asymétrique dans
le réseau constitue un autre inconvénient majeur de ce protocole, car, dans ce cas, une
nouvelle procédure de découverte doit être initiée par la destination.
1.4.2.3 Protocole proactif
Le principe des protocoles de routage proactif repose sur le maintien en mémoire des
routes permettant de joindre tous les nœuds du réseau. Cette responsabilité de maintien
est laissée au nœud du réseau par l’échange périodique de messages de contrôle. Cette mise
à jour périodique des données de routage est diffusée par les différents nœuds du réseau.
Cet échange permet donc de récupérer toutes les informations pour calculer les chemins
selon des critères prédéfinis. Parmi ceux-ci, nous pouvons citer la technique des plus courts
chemins (nombre de sauts séparant les nœuds), le délai de transmission ou encore la bande
passante disponible sur le chemin identifié. Nous pouvons aussi associer des coûts au lien
de communication ; le coût peut signifier le taux d’utilisation d’un lien, les délais relatifs
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de communication ou tout autre facteur qu’il convient de minimiser lors du routage des
données.
Les protocoles de routage proactifs utilisent soit un algorithme d’état de lien, soit un
algorithme de vecteur de distance. Dans la méthode « état de lien », chaque nœud garde
une vision de toute la topologie du réseau, et ce à l’aide des requêtes périodiques portant
sur l’état des liaisons avec les nœuds voisins. Pour que cette vision soit à jour, chaque nœud
diffuse périodiquement l’état des liens de ses voisins à tous les nœuds du réseau, même
quand il y a un changement d’état de liens. Un nœud qui reçoit les informations concernant
l’état des liens met à jour sa vision de la topologie du réseau et applique un algorithme de
calcul des chemins optimaux afin de choisir le nœud suivant pour une destination donnée.
L’un des algorithmes les plus connus appliqués dans le calcul des plus courts chemins est
celui de Dijkstra [Ski90]. Notons que le nœud de routage calcule la plus courte distance
qui le sépare d’une destination donnée, en se basant sur l’image complète du réseau formée
grâce aux liens les plus récents de tous les nœuds de routage.
Dans la méthode « vecteur de distance », chaque nœud diffuse à ses voisins sa vision des
distances qui le séparent des autres nœuds du réseau. En se basant sur les informations
reçues par tous ses voisins, chaque nœud de routage effectue un certain calcul pour trouver
le chemin le plus court vers n’importe quelle destination. Le processus de calcul se répète
s’il y a une modification de la distance minimale séparant deux nœuds, et cela jusqu’à ce
que le réseau atteigne un état stable. Cette technique est basée sur l’algorithme « Distribué
de Bellman-Ford » (DBF) [GR93].
L’inconvénient de ce type de protocoles est le coût de maintien des informations de topo-
logie et de routage lorsqu’il n’y en a pas besoin et en l’absence de trafic de données. Cette
propriété réserve ce type de protocoles à des réseaux de taille modeste. En effet, le flux de
contrôle induit une consommation permanente de bande passante, qui augmente fortement
avec le nombre de nœuds et qui devient problématique pour les réseaux de grandes tailles
[VMA14].
Parmi les protocoles basés sur des principes proactifs, nous pouvons citer OLSR [CJ03],
DOLSR [AD11], TBRPF [OTBL02], DSDV [PB01], FSR [PGC00], Predictive-OLSR [RKT13],
ML-OLSR [ZWL+14] et COLSR [LL12].
Optimized Link State Routing Protocol (OLSR) : le protocole OLSR est basé sur
le principe proactif avec un algorithme de type « état de lien ».
Pour éviter l’inondation des paquets de routage qui peut provoquer des saturations, le
protocole se base sur l’élection de nœuds spécifiques normés MPR (MultiPoint Relay)
chargés de transmettre les informations de topologie. La sélection de ces nœuds MPR
se fait à partir de messages Hello pour en déduire la nature des liens, symétriques ou
asymétriques, qui les relient. La condition pour pouvoir être MPR est d’atteindre, avec
38
1.4 PROTOCOLES DE COMMUNICATION D’UN RÉSEAU AD HOC DE
DRONES
un lien symétrique, tous les nœuds voisins situés à une distance de deux sauts du nœud
initial. L’ensemble des nœuds MPR doit donc couvrir tout le voisinage situé à deux sauts.
OLSR présente l’avantage de réduire la taille des messages de contrôle, car seuls les liens
aux MPR sont utilisés. De plus, l’inondation de messages de contrôle est limitée aux nœuds
MPR. OLSR est adapté aux réseaux étendus, denses et aux trafics sporadiques. Toutefois,
pour des réseaux à faible densité comme UAANET, il engendrera beaucoup de messages
de contrôle, ce qui consommera plus de bande passante.
1.4.2.4 Protocole géographique
Dans un protocole de routage géographique, un nœud est supposé connaître sa position
géographique, celle de ses voisins et celle du nœud de destination. La connaissance du
voisinage est périodiquement mise à jour à l’aide des messages Hello échangées entre
nœuds voisins.
Chaque nœud connaît sa position géographique à l’aide d’un système tel que le GPS (Glo-
bal Positioning System). Les données sont par la suite envoyées en direction de la position
géographique du destinataire. Le voisin le plus proche de la destination retransmet le mes-
sage. La difficulté réside dans le fait que chaque nœud doit connaître la position de tous ses
voisins. Les messages Hello, qui sont envoyés à intervalles réguliers (mécanisme proactif)
ou à la demande (mécanisme réactif), peuvent être utilisés pour donner des valeurs ap-
proximatives. La méthode réactive permet d’envoyer une requête de voisinage uniquement
quand un nœud a besoin de la position de ses voisins, tandis que la méthode proactive
inonde le réseau pour obtenir la dernière position de chaque nœud. Ces messages envoyés
pour découvrir la position des voisins représentent la plus grande partie de l’overhead des
protocoles géographiques. Le temps d’envoi et d’exécution de ces informations a aussi des
répercussions sur le délai d’acheminement des messages entre une source et une destination
du réseau.
Dans une approche « greedy geographic forwarding », le nœud le plus proche de la des-
tination, parmi les nœuds voisins, est choisi comme prochain saut. Comme métrique de
proximité, il est possible d’utiliser la distance euclidienne ou la projection sur une ligne
entre le nœud courant et la destination.
Les protocoles suivants sont basés sur ce principe : Greedy Perimeter Stateless Routing
for Wireless (GPSR) [KK00], Greographic Position Mobility Oriented Routing (GPMOR)
[LSLY12], Mobility Prediction Geographic Routing (MPGR) [LSWY12], Location Aware
Routing for opportunistic Delay Tolerant Network (LAROD) [KNT11], Reactive-greedy-
Reactive (RGR) [SSHK+12].
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1.5 Discussions et Conclusions
Dans ce chapitre, nous avons évoqué l’application d’un système de drones et sa convergence
vers la flotte de drones. Cette dernière permet une coordination autonome entre plusieurs
drones pour améliorer la capacité du système UAS. La communication entre les drones se
fait à travers un réseau de communication donné et doit garantir la livraison des données,
tout en s’adaptant dynamiquement aux conditions de mise en œuvre d’une flotte de drones.
Suite à cela, nous avons détaillé les différents types d’architectures pouvant être utilisés
pour une flotte de drones. Grâce à l’aptitude de reconfiguration d’un réseau ad hoc sans
fil, l’entrée et la sortie des drones dans le réseau sont plus faciles à gérer par l’intermédiaire
des protocoles de routage. Cette architecture convient également à l’échange des différents
flux temps réel puisque un routage dynamique permet de trouver un chemin de secours
en cas de rupture de liens ou de présence d’obstacles entre la source et le destinataire.
Pour utiliser le réseau UAANET, il est nécessaire de mettre en place un protocole de rou-
tage dynamique qui permettra à tous les nœuds de communiquer. Beaucoup de protocoles
de routage ont été proposés ces dernières années, chacun ayant sa propre métrique et son
propre objectif. Le choix de l’algorithme de routage UAANET est complexe, car il doit
répondre aux besoins spécifiques du réseau UAANET, c’est-à-dire :
— l’absence totale d’infrastructure fixe pour distribuer les informations de routage ;
— la topologie du réseau, caractérisée par une faible densité des nœuds, et qui est
amenée à évoluer au cours de la mission ;
— la mobilité relative des nœuds. Les drones DT-18 [DT116] de la société Delair-Tech
mentionnés dans cette thèse ont une vitesse de 17 m/sec.
— les flux temps réel applicatifs cités précédemment doivent être échangés avec une
faible latence ;
— l’intégrité du réseau, c’est-à-dire le rejet des faux paquets ou des paquets modifiés
par l’attaquant. Ce dernier point sera approfondi dans le chapitre suivant.
Au regard de ces critères, il semble que les protocoles proactifs ne soient pas appropriés
pour des réseaux à faible densité et à forte mobilité comme les réseaux UAANET, car la
capacité du réseau n’est utilisée que pour maintenir à jour les informations de routage.
En ce qui concerne les protocoles hiérarchiques, leur utilité n’est pas justifiée pour une
flotte de drones puisque une faible densité de nœuds est généralement considérée pour un
réseau UAANET. Il n’y aurait donc pas suffisamment de nœuds pour construire une classe
de nœuds dans un réseau UAANET.
Pour les protocoles de routage géographique, aucune approche concrète n’est proposée
à ce jour pour l’acquisition et le partage de la coordonnée du nœud destinataire dans
le réseau. En effet, seules quelques idées ont été partiellement proposées [MWH01]. La
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première approche consiste à utiliser un serveur centralisé pour des requêtes/réponses sur
la position géographique du nœud destinataire. La deuxième approche consiste à demander
de façon réactive ou proactive l’information de localisation. L’inconvénient majeur de
ces approches réside dans le fait que la mise en place d’un serveur centralisé dans le
réseau nécessite de créer un mécanisme de sécurité du serveur puisque il constitue une
vulnérabilité supplémentaire pour le système final. Le temps d’exécution de la requête
et sa réponse est aussi non négligeable. Pour la deuxième approche, exécuter une requête
réactive, ou proactive, de la position ajouterait un délai qui différencierait la position réelle
de la position obtenue.
Les protocoles réactifs sont, quant à eux, adaptés à des réseaux de plus petites tailles, où
le délai d’établissement des routes devient moins important. La recherche de route à la
demande permet de réagir promptement en cas de perte de lien. Il semble donc que le
choix de l’approche réactive est pertinent pour notre application puisque la quantité de
paquets de routage échangés est réduite. Les nœuds ne génèrent de paquets de découverte
de route qu’en cas de besoin. De plus, même si les protocoles réactifs ne sont généralement
pas préconisés pour des applications temps réel (car ils induisent des délais imprévisibles),
la faible densité des nœuds UAANET permet de réduire l’impact de l’écart temporel.
Des études ont montré des performances similaires en matière de délai de bout en bout
entre AODV et OLSR [MRL15] [HMBT07]. Ce type de routage est donc adapté pour
des réseaux de topologie dynamiques. Les expérimentations dans la littérature ont montré
que le protocole AODV donne de bons résultats en matière de délai de transmission et
de débit, quelle que soit la mobilité des nœuds [KJG12]. TORA obtient de moins bonnes
performances à cause de la surcharge du réseau.
Toutefois, il est difficile de conclure sur la prédominance d’un protocole par rapport aux
autres. Chaque protocole de routage présente des avantages en fonction des caractéristiques
de densité, de mobilité, d’exigences du cahier des charges du système visé ou encore du
type de mission. De plus, les simulations présentées dans la littérature, que nous avons
recensées dans ce chapitre, ont été réalisées à partir d’hypothèses différentes de celles d’un
vrai déploiement d’une flotte de drones. Nous pouvons citer, par exemple, les hypothèses
faites sur les modèles de mobilité, les exigences temps réel ou encore le comportement des
couches inférieures jugées parfaites et qui ne sont pas représentatives des critères réels pris
en compte dans les réseaux UAANET. Pour mieux choisir un protocole de routage qui
nous servira de base pour notre contribution scientifique, il nous semble donc nécessaire
d’effectuer une analyse de performance de chaque famille de protocoles en considérant
l’environnement UAANET. Celle-ci sera discutée dans le chapitre 4.
Chapitre 2
Sécurité dans un réseau ad hoc de
drones
Les protocoles de routage UAANET ont été élaborés sur le principe se-
lon lequel les nœuds participent automatiquement à la mise en place du ré-
seau de communication. Cela occulte la considération d’existence de nœuds
malveillants. La seule configuration de panne prise en compte est le dysfonc-
tionnement physique d’un nœud conduisant à son arrêt de fonctionnement.
Toutefois, les réseaux ad hoc mobiles sont généralement vulnérables à diffé-
rentes attaques. Cela est généralement causé par l’absence d’une entité centrale
dans le réseau. Comme le réseau UAANET fait partie de la famille des réseaux
MANET et qu’il est souvent impossible d’imaginer l’absence totale d’entités
malveillantes, il est impératif d’assurer des mécanismes de sécurité pour pro-
téger les fonctions et les données sensibles du réseau UAANET. La sécurité
de ce réseau est importante, car les flux applicatifs échangés sont d’une impor-
tance capitale non seulement pour le besoin de la mission, mais aussi pour les
civils (le risque critique serait le détournement d’un drone). À cela s’ajoute la
difficulté de dissocier l’action d’un attaquant d’une perte de lien produit par la
mobilité des drones. Il est aussi fondamental de considérer les limitations de
ressources en matière de mémoire, de bande passante et d’énergie, pour l’im-
plémentation des mécanismes de sécurité. Face à ces constats, il est nécessaire
de considérer la sécurité d’un réseau UAANET pour fournir une route fiable
et sécurisée.
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2.1 Introduction
Le chapitre précédent a montré que les protocoles de routage existants proposés pour
le réseau UAANET n’ont pas de composante sécurité. Les travaux autour de ce réseau
sont encore aujourd’hui concentrés sur l’amélioration de la communication sol bord entre
un drone et une station sol et l’optimisation de la communication inter-drones. Cette
direction est due aux exigences de qualité de service que doit fournir un réseau UAANET.
Ces besoins concernent l’occupation de la bande passante par les paquets de routage et le
délai d’établissement d’une route.
Cependant, cet environnement spontané pose plusieurs questions de sécurité. Tout d’abord,
en prenant en considération l’utilisation des liens sans fil, le réseau est intrinsèquement
vulnérable aux attaques d’écoutes illicites ou encore au déni de service. Ensuite, à cause de
l’absence d’une entité centralisée, il n’y a pas de service d’authentification des messages et
des nœuds. Il est alors possible d’injecter de faux paquets qui peuvent perturber le séquen-
cement de l’algorithme de routage. Ce genre d’attaque peut corrompre la communication
ou diminuer la performance du réseau [BLB02]. La définition des mécanismes de sécurité
pouvant identifer ces sources de vulnérabilité doit prendre en compte la limitation des
ressources en termes d’énergie, de mémoire et de bande passante. Ces contraintes néces-
sitent une appréhension de la sécurité fondée sur des mécanismes de sécurité préventive et
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résiliants face à une compromission des nœuds du réseau. Vu la sensibilité des applications
du système UAS, il est impératif qu’un attaquant n’ait pas accès aux flux applicatifs pour
corrompre la viabilité du système UAS [ABC+].
Dans ce chapitre, nous allons présenter une étude sur la sécurité des réseaux ad hoc de
drones. Dans un premier temps, nous synthétiserons les causes de vulnérabilité du réseau
UAANET. Nous effecuerons une analyse de risques pour identifier les attaques qui appa-
raissent comme étant les plus susceptibles d’être exécutées sur ce réseau. Ensuite, nous
détaillerons les besoins en sécurité du réseau en mettant l’accent sur les fonctions et les
données à protéger qui sont véhiculées dans le réseau. Dans la dernière partie, nous pré-
senterons les solutions de sécurité qui existent dans la famille des réseaux MANET. Nous
étudierons ensuite leurs applications dans un réseau UAANET. Enfin, nous indiquerons
les axes de développement qui nous semblent pertinents pour la sécurité des trafics de
routage.
2.2 Vulnérabilité des réseaux UAANET
Les causes de vulnérabilité du réseau UAANET sont, d’une part, intrinsèques à l’envi-
ronnement du système UAS [KWG+12] ; c’est-à-dire qu’elles sont liées à l’architecture
physique des nœuds, des différents liens de communication et à la condition de déploie-
ment du système UAS (par exemple, la nécessité de coopération entre les nœuds). D’autre
part, la présence de nœuds malveillants dans le réseau peut également être une source de
vulnérabilité du réseau UAANET [JSDA12]. Dans ce qui suit, nous allons analyser ces
différents points de vulnérabilité.
1. Canal de communication vulnérable : des liens sans fil sont utilisés pour l’envoi
et la réception des signaux dans un réseau UAANET. Ces liens radio sont soumis à
diverses attaques, comme l’écoute illicite ou l’interférence active [KNN+07]. Géné-
ralement, l’écoute d’un réseau ad hoc sans fil consiste à placer un nœud malveillant
entre deux ou plusieurs nœuds communicants. Étant donné que l’ensemble du trafic
passe dans l’air, il suffit alors à l’attaquant de se positionner dans la zone de couver-
ture des nœuds cibles par intercepter les trafics. Pour écouter l’ensemble du réseau,
l’attaquant peut également agir sur le protocole de routage en générant de faux pa-
quets ou en modifiant les paquets de routage. Ainsi, il s’assure que les trafics passent
par lui. En particulier dans les réseaux UAANET, la présence d’un attaquant qui
utilise une antenne à fort gain à portée d’un drone peut permettre à l’attaquant
d’écouter illicitement la communication de toute la flotte. De plus, en fonction de
la caractéristique des liaisons de données, les liens sont souvent munis d’une faible
capacité de bande passante. Un attaquant peut donc exploiter ces caractéristiques
en diffusant des paquets pour saturer le réseau et rompre la communication entre
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les nœuds [YDZZ05].
2. Environnement non contrôlé : l’environnement d’un réseau ad hoc sans fil est
dit distribué et dynamique. Cela signifie que la communication est partagée et op-
portuniste entre les nœuds souhaitant participer au routage. Il est donc difficile de
contrôler l’entrée et la sortie des nœuds dans le réseau. Par conséquent, il est possible
pour un nœud malveillant de se connecter au réseau et de participer au transfert des
paquets. Il peut aussi usurper l’identité d’un nœud légitime et falsifier le mécanisme
de routage émettant des informations erronées ou en rejouant des informations non
à jour. C’est le cas notamment de l’attaque rushing [HPJ03]. Nous arrivons donc au
constat qu’il n’existe aucune protection contre l’intrusion des attaquants dans un
réseau UAANET, ceci étant généralement le cas de tous les réseaux ad hoc.
3. Topologie dynamique : à cause de la vitesse importante des drones (les drones DT-
18 ont une vitesse maximale de 80 km/h), la topologie du réseau n’est pas stable et
change continuellement (en fonction des trafics C2 envoyés depuis le sol et du plan
de vol des drones). Cette caractéristique engendre des problématiques de sécurité
puisque, intrinsèquement, un protocole de routage ne peut différencier une coupure
de communication (ou de lien) déclenchée par les mouvements des drones et l’action
d’un attaquant dans le réseau [EFL+09]. Ces deux situations peuvent provoquer
la déconnexion d’un groupe de nœuds dans le réseau et, au niveau applicatif, les
représentations sont identiques. De plus, si le nœud malveillant coopérait partiel-
lement dans le transfert des informations tout en créant des incohérences dans le
protocole de routage, son identification nécessiterait des mécanismes d’analyse plus
approfondis du réseau en appliquant des métriques de réputation et de confiance
[Sen10].
4. Problème de coopération : intrinsèquement, dans un réseau ad hoc sans fil, les
algorithmes de routage ne requièrent pas d’algorithme de pré-association des nœuds
avant l’exécution de l’algorithme de routage. Cela est dû à l’hypothèse selon laquelle
les nœuds sont de nature coopérative et non malicieuse. Le scénario où un nœud peut
compromettre le réseau n’est donc pas pris en compte. Par conséquent, il n’y a au-
cune garantie quant à l’authenticité de l’identité des nœuds. Les nœuds malveillants
peuvent ainsi se présenter facilement dans le réseau, publiant une route avec une
meilleure métrique.
5. Ressources limitées : en fonction de leur taille, les drones peuvent avoir des ca-
pacités de calcul et de mémoire limitées. Cette caractéristique peut être exploitée
par des attaquants pour épuiser les ressources des drones. C’est le cas, par exemple,
de l’attaque sleep deprivation attack [PZV+06] qui consiste à diffuser en illimité des
messages de contrôle vers les nœuds du réseau. Une fois que ces ressources sont
épuisées, les drones peuvent être, par exemple, capturés ou détournés par un atta-
quant. Par ailleurs, l’introduction des mécanismes de sécurité dans le réseau pour
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se prémunir des attaques peut diminuer la performance du réseau en augmentant la
charge des microprocesseurs [YLY+04]. Il y a donc des compromis à trouver entre la
fiabilité du réseau de communication et le choix d’une solution de sécurité.
6. Existence des attaques : généralement, les réseaux ad hoc sont la cible d’attaques
qui peuvent viser un sous-ensemble de la couche protocolaire du modèle OSI [FTS10].
Ces attaques ont des objectifs qui peuvent être catégorisés en deux classes : les
attaques rationnelles et irrationnelles. L’attaquant irrationnel a pour objectif de
perturber le fonctionnement des services réseau sans tirer profit des résultats, tandis
que l’attaquant dit rationnel vise à élaborer son attaque dans l’objectif de tirer un
bénéfice direct ou indirect des résultats de ladite attaque. À titre d’exemple, un des
objectifs peut être la violation de la politique de sécurité dans le réseau pour fausser
les fonctions et données sensibles du réseau. Les données sensibles du réseau sont
les informations relatives au routage, aux configurations pour la gestion d’énergie,
à la sécurité (clés cryptographiques, certificats, etc.). La violation de l’intégrité de
ces informations critiques peut entrainer la variation de la connectivité du réseau et
donc l’échec de la mission.
2.3 Attaques dans les réseaux UAANET
2.3.1 Description (modèle) des attaquants
Pour modéliser un attaquant, il est crucial de quantifier la ressources qu’il possède. En
général, plus l’attaquant dispose de ressources, plus la défense est difficile à assurer. En-
suite, la conception des mécanismes de sécurité doit aussi prendre en compte les autres
capacités de l’attaquant, comme leur nombre, leur coordination, leur capacité technique et
leur intérêt d’influence. En effet, plusieurs attaquants peuvent menacer un réseau au même
moment de manière autonome ou en coordonnée, afin de réaliser une attaque commune
rendant la défense difficile.
Par ailleurs, l’estimation des capacités techniques des attaquants est importante pour
connaitre la nature de leur menace. Par exemple, un nœud malveillant peut seulement
recevoir la transmission de données, mais aussi se présenter comme un nœud valide et
avoir accès à la totalité des services du réseau. L’attaquant peut aussi avoir accès à tout
le réseau par diffusion de faux paquets ou juste à une certaine région du réseau.
Le champ d’action de l’attaque a également son importance. En effet, si le champ d’action
est la couche basse, l’attaque s’avère plus dangereuse, car elle affecte les couches supé-
rieures (liaison, réseau et au-delà). Plusieurs services réseau tels que la localisation, la
synchronisation temporelle et la gestion d’énergie, peuvent être atteints dans ce cas. Dans
le réseau UAANET, les services critiques doivent être davantage défendus que les services
optionnels, car le mauvais fonctionnement des composants critiques porte atteinte au fonc-
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tionnement de l’ensemble du réseau. Dans notre étude, nous allons prendre en compte les
différents critères des attaquants qui menacent le réseau.
2.3.2 Analyse de risques des attaques
Dans cette partie du document, nous allons étudier les différents risques issus des vulné-
rabilités et menaces s’appliquant au réseau UAANET.
2.3.2.1 Attaques au niveau de la couche physique
Les attaques s’exécutant sur la couche physique concernent les matériels utilisés (par
exemple, le modem sans fil utilisé). Ce type d’attaque ne nécessite aucune connaissance de
la topologie du réseau ni de la technologie utilisée sur les nœuds [GGG16]. Du point de vue
de l’attaquant, ce type d’attaque requiert l’utilisation de matériels spécifiques [WCWC07]
qui peuvent perturber les signaux échangés (par exemple, une antenne à fort gain).
Typiquement, les attaques observées à ce niveau sont : l’écoute illicite, l’interférence active
et l’attaque jamming. Ces attaques sont possibles car les nœuds mobiles partagent le même
médium sans fil. Par conséquent, les messages transmis peuvent être aisément entendus,
et de faux messages peuvent être injectés dans le réseau. Toutefois, ce type d’attaque est
difficilement réalisable dans un réseau à forte mobilité [WCWC07]. En effet, l’attaquant
doit rester a portée du nœud cible pour rompre sa communication. Nous avons vu dans le
chapitre 1 que, dans le cas particulier des réseaux UAANET, les drones ont des mobilités
dynamiques en raison de la succession des commandes envoyées par la station ou d’un
plan de vol préchargé. Ce type de pattern de mobilité rend difficile pour l’attaquant de se
mettre à proximité des nœuds cibles. En raison de ce postulat, nous avons décidé de ne pas
considérer ce type d’attaque dans notre étude d’architecture de communication sécurisée.
2.3.2.2 Attaques au niveau de la couche liaison
Pour une meilleure compréhension des attaques qui touchent la couche liaison, nous allons
rappeler brièvement les différentes fonctions de cette couche. Les protocoles de la couche
liaison ont pour mission de coordonner la transmission sur le médium commun. Il est sur-
tout responsable de la communication entre voisins. Pour cela, le protocole IEEE 802.11
[OP05], qui est souvent utilisé, emploie des algorithmes distribués de gestion de conten-
tion pour partager le médium. Il existe deux types d’algorithmes DCF ou PCF dont les
caractéristiques sont explicitées dans [ZR03].
Les protocoles de routage et MAC s’exécutent généralement dans l’hypothèse que chaque
entité respecte les spécifications du protocole et qu’elles coopèrent entre elles. Toutefois, à
partir du moment où la topologie est dynamique, cette hypothèse n’est plus réaliste, car
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rien n’empêche un nœud malveillant de compromettre le réseau sur les différents niveaux
des couches protocolaires du modèle OSI. Nous pouvons donc dire que la couche IEEE
802.11 est potentiellement non sécurisée puisque aucune entité centrale ne peut surveiller
la communication entre les participants. Les attaques à ce niveau sont diverses et va-
riées. Cela peut concerner l’augmentation des délais entre les trames (Shortest InterFrame
Space : SIFS, Clear to Send : CTS, DCF et Polls IFS : PFS) au-delà du seuil acceptable
[KV05]. Cela peut aussi être l’épuisement des ressources ou la capacité du canal de trans-
mission par des attaques de déni de service [RMA+08] et l’empêchement de l’accès au
canal [RHA04]. Ces attaques ont généralement deux motivations : soit par égoïsme, soit
malicieusement dans le but de perturber l’opération de l’algorithme de routage. L’intérêt
d’égoïsme n’est pas considéré dans notre travail, car nous faisons l’hypothèse que tous
les drones et les stations sol utilisés doivent répondre aux besoins du réseau. Les nœuds
sont homogènes et il n’y a aucune raison pour qu’à un moment donné, ils décident de ne
pas exécuter la fonction de routage en faisant une retransmission de paquets. En ce qui
concerne les classes d’attaques qui découlent des nœuds malicieux, elles ont généralement
pour objectif de diminuer la performance du réseau en termes de débit réseau et de disponi-
bilité. Par conséquent, elles empêchent les autres nœuds légitimes de participer au réseau.
Ces attaques appartiennent donc à la famille des attaques par déni de service (DoS).
Les attaques de déni de service se fondent sur diverses techniques comme, par exemple,
la manipulation des intervalles backoff [GAY07] qui exploite les vulnérabilités du 802.11
[ZWN04] ou encore les attaques jelly fish [NN08]. Différentes approches de détection de
déni de service ont été proposées dans la littérature [SZ08] [SCZ11]. La plupart d’entre
elles se focalisent sur la détection de manipulation de backoff en appliquant des méca-
nismes de mesure de confiance entre les nœuds ; c’est-à-dire que chaque nœud surveille la
valeur de la variable backoff de son voisin. La formation de cette chaine de confiance per-
met d’évaluer la variation de la performance du réseau durant la communication [GA05].
Néanmoins, l’application de ce raisonnement se heurte à quelques limitations. L’une d’elles
concerne l’hypothèse faite de l’existence des mécanismes de sécurité d’authentification et
d’intégrité dans le réseau [YLY+04] alors que la mise en place d’un tel algorithme relève
d’une problématique particulière.
Nous pouvons donc dire que les techniques contre une attaque touchant le niveau MAC
se basent généralement sur l’utilisation des chaines de confiance entre les nœuds. Mais
pour que ce type d’algorithme puisse fonctionner, il est admis de supposer l’existence
d’un protocole de routage fiable et sécurisé assurant l’authentification et l’intégrité des
messages. Il est donc compréhensible que la proposition d’une sécurité pour la couche MAC
ne puisse pas être uniquement traitée au niveau de la couche liaison. En effet, l’ensemble
des solutions que nous avons identifiées dans la littérature mettent en avant à la fois
une solution au niveau liaison, mais aussi la nécessité d’une solution au niveau réseau.
Par conséquent, nous pouvons décider de ne sécuriser que la couche réseau et, ensuite,
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d’apporter des briques de sécurité au niveau liaison. Nous pouvons également traiter les
deux thématiques conjointement en adoptant une approche de cross layer comme expliqué
dans [SZ08].
La suite de ce manuscrit s’appuiera sur ce premier principe. Ainsi, nous ne nous focaliserons
que sur la proposition d’un mécanisme d’authentification et d’intégrité au niveau réseau.
Cela nous permettra également de nous concentrer sur la protection de la communication
multisaut. Pour sécuriser la communication au niveau liaison, des propositions mentionnées
dans [BAFF16] peuvent être utilisées, mais ne seront pas traitées dans le cadre de cette
thèse.
2.3.3 Attaques liées aux protocoles de routage
La couche réseau permet la connectivité de plusieurs nœuds dans une topologie ad hoc.
Cette connectivité est atteinte en communication multisaut avec la collaboration de tous
les nœuds du réseau. Toutefois, cette hypothèse de collaboration est difficile à maintenir
dans un environnement volatile composé de nœuds ayant des rôles différents. En consé-
quence, diverses attaques ciblant la couche réseau ont été identifiées et étudiées dans la
littérature [KNN+07]. Les objectifs de ces attaques sont divers. Elles peuvent avoir pour
buts d’absorber les trafics réseau, d’inclure des nœuds malveillants dans le réseau, de dé-
vier et contrôler les flux réseau. Pour atteindre ces objectifs, plusieurs méthodes peuvent
être adoptées par les attaquants. Les trafics réseau peuvent être retransmis sur un chemin
non optimal qui peut introduire des délais significatifs par rapport au délai normal de
communication. Les paquets peuvent également être retransmis sur des chemins non exis-
tants et se perdre. Les attaquants peuvent créer des boucles de routage qui vont causer une
congestion complète ou partielle du réseau. Le réseau peut également être partitionné par
plusieurs attaquants empêchant un nœud source de trouver une route vers une destination
et ainsi dégrader la performance du réseau [KNM08].
Par ailleurs, pour mieux représenter les différentes attaques à ce niveau, des catégorisations
peuvent être faites. Par exemple, une manière de les classifier est de se baser sur leur
position dans le réseau [DLA02]. Un attaquant peut être localisé à l’extérieur (on parle
alors d’attaquant externe) ou à l’intérieur du réseau (attaquant interne). Les attaques
externes ont pour but de congestionner le réseau en propageant des informations de routage
incorrectes tandis que les attaques internes sont difficiles à contrecarrer puisque les nœuds
font déjà partie du réseau. Pour identifier les nœuds malhonnêtes du réseau, il est nécessaire
de recourir à des mécanismes de sécurité plus avancés, comme la mesure de confiance ou
de réputation.
Par ailleurs, nous pouvons aussi les classifier selon l’action de l’attaquant dans le réseau
[DLA02], elle peut être passive ou active. Les attaques passives sont difficilement détec-
tables, car les services réseau restent disponibles. Des baisses de performance peuvent
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apparaitre partiellement, mais il est parfois difficile de les différencier spécifiquement. Les
attaquants se contentent d’écouter les trafics réseau échangés. Dans ce cas spécifique, l’ob-
jectif d’une solution de sécurité serait d’assurer la confidentialité des messages. Pour ce
qui est des attaques actives, elles concernent les actions qui influent directement sur les
trafics échangés. L’objectif d’une attaque active peut être de dégrader la performance ré-
seau en rejetant ou modifiant des messages de contrôle, d’ajouter du délai de transmission,
de modifier la topologie du réseau, en insérant des nœuds compromis ou en invalidant des
liens valides par l’envoi de faux paquets.
Nous pouvons également les catégoriser par rapport à la fonctionnalité du routage qu’ils
invalident. En effet, les attaques peuvent toucher les différentes phases de routage, à savoir
la phase de découverte et de maintenance de route [FTS10]. Les attaques faites sur la phase
de découverte de routes ont des impacts plus importants sur l’intégrité du réseau, car leur
objectif est d’infiltrer le réseau par l’introduction d’un ou de plusieurs nœuds malveillants.
Si un nœud arrive à s’introduire dans le réseau, il peut non seulement porter atteinte aux
performances du réseau, mais aussi accéder aux flux applicatifs. Il est donc impératif de
sécuriser au maximum le processus de découverte de routes pour assurer l’impartialité
du réseau. Pour ce qui concerne la maintenance des routes, les attaques sont conduites
pour dégrader la performance du réseau ou pour modifier la topologie. Elles peuvent être
prévenues par des techniques de sécurité proactive.
Dans la suite du manuscrit, nous considérerons cette catégorisation afin de sélectionner
les attaques qu’il nous semble important de prendre en compte et de résoudre par l’ajout
de nouveaux mécanismes de sécurité.
2.3.3.1 Attaques pouvant être exécutées durant la phase de découverte de
routes
Selon la stratégie de routage, durant le processus de découverte de route, un émetteur
cherche généralement une route vers une destination en diffusant des requêtes. Il s’agit
dans ce cas d’une diffusion par inondation pour atteindre tous les nœuds actifs. Par la
suite, à travers une méthode proactive ou réactive, une route sera trouvée et sera utilisée
pour envoyer les données. Au regard de ce raisonnement, la méthodologie de recherche
de route doit être sécurisée pour trouver un chemin fiable et sécurisé. Ces chemins condi-
tionnent ensuite toute la survie de la mission. En conséquence, il faudrait donc qu’un
nœud attaquant n’arrive pas à exécuter les actions suivantes durant cette phase : modifier
la topologie du réseau, ajouter des nœuds malveillants et falsifier des liens ou des pa-
quets de routage. Les attaques qui peuvent interférer pendant cette phase sont expliquées
ci-dessous.
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Figure 2.1 : Attaque blackhole
Attaque blackhole : l’attaque blackhole [TS07] correspond à une zone formée par un
ou plusieurs attaquants dans un réseau. Cette zone fait discrètement disparaitre le trafic
sans informer le nœud source. Selon la densité du réseau, cette attaque peut être exécutée
par un ou plusieurs nœuds malveillants de manière indépendante (single blackhole) ou
simultanée (collaborative blackhole) [AS16]. Le principe est de faire croire aux nœuds
valides qu’il existe une meilleure route vers une destination donnée. Ceci peut être réalisé,
par exemple, par injection de faux paquets de contrôle dans le réseau. Si de tels paquets
sont traités, un chemin passant par un trou noir sera mis en service. Une autre variante
de cette attaque appelée greyhole [KS14] existe. Elle consiste à ne pas supprimer tous les
paquets, mais à en sélectionner quelques-uns uniquement.
La figure 2.1 illustre un exemple de cette attaque. Sur cette représentation, la station sol
essaie d’établir une route vers le nœud Dr5. L’attaquant blackhole a la capacité d’usurper
l’identité d’un nœud valide du réseau. Il peut alors participer au mécanisme de découverte
de route en répondant à la station sol avec un message de type route reply. Ce message
annonce un chemin, avec un coût minimal, vers le nœud Dr5 (par exemple, avec une valeur
de nombre de sauts inférieur aux autres chemins). La station sol mettra alors sa table de
routage à jour avec cette fausse route. Les paquets de données transiteront par le nœud
malicieux qui pourra tout simplement les ignorer. À cause de cette attaque, les paquets
sont captés et absorbés par le nœud malicieux.
L’attaque wormhole : l’attaque wormhole [MNS08] ou « trou de ver » consiste géné-
ralement à placer un tunnel entre deux attaquants (qui se sont entendus) dans le réseau.
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Toutefois, il peut exister plus de deux attaquants dans le réseau, créant ainsi plusieurs
tunnels en fonction de la densité des nœuds. Dans cette première configuration, le premier
attaquant réalise une écoute illicite dans la zone de couverture d’un nœud cible. Ensuite,
il retransmet ces paquets à travers le tunnel vers le deuxième attaquant qui peut les réin-
sérer, avec ou sans modification, dans le réseau. Si les attaquants modifient le contenu des
paquets, ils pourront modifier la topologie du réseau si aucun mécanisme d’authentification
des messages n’est appliqué. Toutefois, cette attaque est souvent décrite comme exécutée
sans modification pour contourner les algorithmes d’authentification. Il faut noter qu’elle
est effective contre tout type de protocole de routage, mais elle trouve surtout son effica-
cité contre les protocoles employant le nombre de sauts en tant que métrique de routage.
Une fois que la route passant par les nœuds attaquants est choisie, ils peuvent réaliser
d’autres attaques en modifiant ou sélectionnant les paquets. Ce type d’attaque produit
une perturbation au niveau du routage des paquets puisque les nœuds distants vont croire
qu’ils sont voisins. Les nœuds légitimes, choisissant le chemin le plus court, vont sélection-
ner le tunnel wormhole par défaut, plutôt que d’opter pour un chemin légitime plus long.
Cette attaque permet à un attaquant de court-circuiter l’émission normale des messages
de routage en créant un tunnel virtuel pour partitionner le réseau. Cette attaque est gé-
néralement très difficile à détecter, car elle nécessite l’identification des paquets légitimes
ayant été échangés par un lien wormhole. Ce type d’information est difficile à obtenir dans
un réseau ad hoc mobile.
Figure 2.2 : Illustration de l’attaque wormhole
La figure 2.2 illustre un exemple d’attaque wormhole qui donne l’illusion à S et à N3
qu’ils sont voisins. Sur cette figure, A1 va écouter illicitement le nœud S pour recevoir
et transférer tous les paquets directement vers A2. En conséquence, N3 va croire que S
est à sa portée. Cette attaque va donc transmettre tous les paquets de contrôle échangés
(c’est-à-dire les messages Hello, requêtes RREQ, réponses RREP et les messages d’erreurs
RERR) depuis le nœud S directement vers N2. Même en n’ayant aucune connaissance des
clés cryptographiques ou encore de la fonction de hachage utilisée, les attaquants peuvent
dégrader ainsi l’intégrité du réseau en faisant transiter les paquets de contrôle. À la suite
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de cette attaque, les attaquants peuvent diminuer la performance du réseau en faisant un
tri sélectif des paquets, ou en exécutant des attaques plus complexes, comme l’attaque
rushing.
Dans la section suivante, nous allons analyser les approches de sécurité existantes pour
contrer ce type d’attaque. Le protocole de routage SAODV [Zap02] sera mis en avant pour
illustrer les limites du service d’authentification face à l’attaque wormhole. Par la suite,
une solution de sécurité complète sera apportée au chapitre 4.
Attaque rushing
L’attaque rushing [HPJ03] vise à augmenter les chances de l’attaquant d’être choisi comme
élément d’une route pour joindre une destination donnée. Elle n’est effective que sur les
protocoles de routage réactifs, car l’attaque se base sur la diffusion spontanée de paquets
de découverte de route.
L’attaque rushing consiste à profiter du fait que la plupart des protocoles de routage
réactifs se basent sur le principe du « premier arrivé, premier servi » ; c’est-à-dire que
lors de la phase de découverte des voisins, la première requête est prioritaire dans le
traitement tandis que les autres sont mises en attente ou ignorées. Par exemple, le deuxième
paquet arrivé pour une même demande est ignoré automatiquement par l’algorithme de
routage réactif, car cela suppose une métrique moins bonne, car plus longue. L’objectif de
l’attaquant est donc d’arriver à faire passer ses requêtes avant celles des autres nœuds en
se plaçant géographiquement entre deux nœuds communicants. Pour y parvenir, il peut
profiter des temporisations avant l’envoi de messages que vont supporter ses concurrents.
Ces temporisations concernent : le délai imposé par la couche MAC entre le moment où
le paquet est délivré à l’interface pour envoi et le moment où il est effectivement envoyé.
Est également concerné le délai généré par le protocole de routage qui permet d’éviter les
collisions entre les requêtes.
Attaque de consommation de ressources
L’attaque consiste à consommer les ressources d’un nœud valide. Pour cela, un nœud
malveillant diffuse en masse des paquets périmés (non à jour) ou de faux messages. Ces
données vont occuper la bande passante. Par exemple, en considérant le protocole de
routage AODV, un nœud peut décider de transmettre une grande quantité de requêtes
RREQ vers une destination inexistante. Puisque aucun nœud ne va répondre à ces requêtes,
ces paquets vont circuler dans le réseau et consommer les ressources réseau en matière de
bande passante et d’énergie. Cette attaque peut dégrader la performance du réseau ad
hoc en matière de débit de 84 % [DB05]. Une forme de cette attaque est montrée par la
figure 2.3. Le nœud intrus envoie des requêtes en continu vers une destination inexistante
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Figure 2.3 : Attaque consommation de ressources
vers les nœuds dans sa zone de couverture. Ces nœuds vont ensuite traiter ces messages
en transmettant les paquets sans jamais parvenir à un résultat.
Attaque de type rejeu
La topologie d’un réseau ad hoc sans fil est fréquemment modifiée par la mobilité des
nœuds. Aussi, dans une attaque de rejeu, les attaquants récupèrent et enregistrent les
messages de contrôle échangés valides, et les injectent dans le réseau quand ils ne sont plus
à jour. En conséquence, la table de routage ou la table de voisinage (pour les protocoles de
routage proactif) sera faussée par des informations non à jour. Cela engendre la création
de routes non existantes ou de chemins ayant des métriques inexactes.
2.3.3.2 Attaques pouvant être exécutées durant la phase de maintenance
La phase de maintenance de route consiste en l’échange de messages de contrôle entre les
nœuds participants à la formation de la topologie. Les attaques exécutées durant cette
étape consistent en la diffusion de faux paquets conduisant à la reconfiguration des routes
déjà établies ; par exemple, dans le cas des protocoles de routage réactifs, comme AODV
ou DSR, le mécanisme d’échange de messages d’erreur RERR en cas de coupure de lien
conduisant à la suppression d’un ou de plusieurs liens. Ce mécanisme peut être exploité
par un attaquant en diffusant un faux paquet d’erreurs pour invalider des liens légitimes.
Un nœud malveillant peut aussi usurper l’identité d’un nœud valide par son adresse IP ou
MAC pour exploiter son identité en diffusant des messages erronés. En outre, l’attaque de
type rejeu peut également être réalisée à cette étape pour falsifier le choix d’une route.
2.3.4 Analyse des différentes attaques au niveau réseau
Cette classification des attaques met en évidence la présence de nombreuses attaques dans
un réseau UAANET. Pour synthétiser l’objectif et la méthodologie de ces attaques, la
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figure 2.4 subdivise les différentes vulnérabilités du routage du réseau UAANET. Nous
avons identifié quatre objectifs majeurs (les blocs colorés sont les attaques traitées dans
cette thèse) :
1. La divulgation d’informations de routage est atteinte en interceptant et en
analysant les trafics de routage échangés sur le médium sans fil. Pour résoudre cette
vulnérabilité, il faut assurer la confidentialité des paquets de contrôle afin d’en res-
treindre l’accès. Des approches qui vont dans ce sens ont été proposées dans [AKR07]
en utilisant l’association d’une clé privée et d’une clé unique de groupe. Toutefois,
les informations de routage en elles-même ne sont pas des informations secrètes. Il
est donc secondaire du point de vue de la sécurité de restreindre l’accès aux paquets
de routage.
2. La divulgation d’informations de charge utile est atteinte lorsque la route
qui a été utilisée est corrompue. Cela signifie qu’un attaquant est arrivé à rompre
le mécanisme de sécurité mis en place. Il est donc nécessaire d’ajouter une brique
de sécurité qui vienne assurer la confidentialité des données. La conception de ce
mécanisme passe inévitablement par la protection des données par des moyens cryp-
tographiques et l’éventuelle modification des applications. Ce type de mécanisme de
sécurité n’est pas considéré dans ce manuscrit, car il dépasse le contexte des réseaux
ad hoc. Nous nous concentrons donc sur la protection de la couche réseau.
3. La dégradation de performance du réseau peut être réalisée en rejetant des
trafics, en injectant de faux messages, ou en rejouant des messages non à jour.
4. La modification de la topologie du réseau est atteinte en invalidant des liens
valides (usurpation d’identité) par l’exclusion des nœuds légitimes (attaque rushing),
en incluant des nœuds malveillants (attaque wormhole et Byzantine) ou en ajoutant
des délais supplémentaires pour l’échange des paquets de contrôle (l’attaque grey-
hole).
Nous avons donc orienté nos travaux vers les solutions de protection de la couche réseau
spécifique, étant donné que la protection des couches inférieures représente des probléma-
tiques bien spécifiques qui ont été étudiées dans la littérature. Les solutions passées en
revue ci-après concernent les attaques contre le protocole de routage lui-même et/ou les
attaques contre la retransmission des paquets de données par les nœuds intermédiaires.
2.4 Solutions existantes et limites
2.4.1 Notions et mécanismes de base de la sécurité
Cette section récapitule les mécanismes de base de la sécurité et les primitives cryptogra-
phiques.
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Figure 2.4 : Classification des différentes vulnérabilités qui touchent le routage d’un ré-
seau UAANET
Typiquement, les besoins pour la sécurité des réseaux UAANET sont similaires à ceux
nécessaires aux autres types de réseaux MANET. Néanmoins, nous pouvons observer une
différence au niveau du caractère temps réel et critique des flux applicatifs qui sont échan-
gés. Il faut aussi noter que la mise en place de mécanismes de sécurité qui prendraient
en compte un sous-ensemble de ces services de sécurité nécessiterait la prise en compte
des besoins applicatifs, notamment en matière de temps, de fiabilité et d’optimisation
de l’occupation de la bande passante ; ce qui veut dire que la couche sécurité ne devrait
pas pénaliser la performance du réseau. Les longs délais de traitement sont à éviter pour
ne pas impacter le délai de transmission. L’utilisation des ressources énergétiques devrait
également être optimisée pour éviter des pertes de connectivité. Les services de sécurité
nécessaires pour le bon fonctionnement d’un réseau UAANET peuvent donc être définis
de la façon suivante :
— Authentification : elle permet de vérifier la véracité de l’identité d’un nœud dans un
réseau. Elle est importante lors de la phase de découverte de route pour authenti-
fier les nœuds et les messages échangés. Sans un mécanisme d’authentification, un
adversaire peut falsifier les informations de contrôle du routage. Il peut aussi usur-
per l’identité d’un autre nœud, et ainsi recevoir les flux applicatifs à sa place. Par
exemple, un nœud peut se faire passer pour la station de contrôle et recevoir tous
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les trafics de la charge utile ;
— Intégrité : elle consiste à vérifier la non-modification des paquets de données durant
leur transfert depuis la source vers la destination. Elle assure qu’aucune modifica-
tion qui pourrait changer la vision qu’ont les nœuds de la topologie du réseau n’a
été apportée aux données. Par exemple, en cas d’attaque sur l’intégrité, un nœud
attaquant non voisin du nœud cible peut se faire passer pour son voisin direct. La
vérification de l’intégrité est faite pour les champs dits mutables, c’est-à-dire des
champs qui sont amenés à changer dans le réseau.
— Confidentialité : dans le cas des réseaux UAANET, elle permet de s’assurer que
les données temps réel et critique ne sont accessibles qu’aux nœuds éligibles. Il est
important de souligner que, généralement, la confidentialité est surtout appliquée
pour les trafics applicatifs, contrairement aux informations de routage. En effet, les
trafics de signalisations ( de routage) ne contiennent pas d’informations secrètes qui
nécessitent une grande confidentialité.
— Disponibilité : elle garantit que tous les services réseau du système UAS sont dis-
ponibles. C’est un service de sécurité difficile à assumer à cause des contraintes qui
pèsent sur les réseaux UAANET. De manière générale, dans un réseau MANET,
il est impossible de conserver l’état du réseau comme dans les réseaux filaires. La
topologie et l’état du réseau sont amenés à évoluer au cours du temps à cause du
mouvement des nœuds.
2.4.2 Techniques cryptographiques
L’objectif fondamental de la cryptographie est de permettre à des entités de communiquer
au travers d’un canal peu sûr (par exemple, un réseau de communication) de telle sorte
qu’un ou plusieurs attaquants ne puissent interpréter les informations échangées. Elle
consiste à appliquer des transformations sur le contenu d’un message à l’aide d’algorithmes
de chiffrement (afin de le rendre incompréhensible) et de déchiffrement (afin de reconstruire
le message original). Il existe généralement deux techniques de cryptographie : symétrique
et asymétrique. Une taxonomie des mécanismes cryptographiques utilisées dans le contexte
des réseaux MANET est résumée par la figure 2.5.
2.4.2.1 Cryptographie symétrique et asymétrique
D’une part, la cryptographie symétrique (ou cryptographie à clé secrète) suppose que
chaque entité connait la seule clé secrète partagée pour chiffrer et déchiffrer les données.
Cette clé identique est partagée préalablement de manière sûre. Le chiffrement symétrique
est généralement simple, rapide et efficace, à condition qu’un nœud malveillant ne puisse
pas découvrir la clé secrète. Or, avant de pouvoir communiquer ensemble, les deux nœuds
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Figure 2.5 : Liste des techniques cryptographiques
doivent se mettre d’accord sur la clé. Cet échange initial constitue le principal point faible
du cryptage symétrique.
D’autre part, la cryptographie asymétrique (ou cryptographie à clé publique) repose sur
l’utilisation d’une clé publique (qui est diffusée) et d’une clé privée (qui est gardée sé-
crète). La première permet de coder le message tandis que la deuxième permet de décoder
l’information.
Les protocoles de routage sécurisés sont basés sur des règles d’échange strictes de com-
munication entre les nœuds participants, qui doivent être respectées. La conception des
protocoles d’authentification doit être faite avec soin, car des erreurs peuvent conduire à
des dysfonctionnements et des conséquences graves sur le niveau de sécurité du réseau.
2.4.2.2 Signatures
La signature numérique est un code numérique associé à un message électronique afin
que les nœuds destinataires puissent en authentifier l’origine et en vérifier l’intégrité. Son
implémentation fait appel aux fonctions de hachage et de la clé privée du signataire.
Les signatures numériques peuvent être vérifiées par un algorithme de vérification à clé
publique.
Il existe en pratique de nombreuses catégories d’algorithmes pouvant être utilisés pour
procéder à la signature numérique. Par exemple, l’algorithme RSA [NMSK01] est connu
pour être robuste. Nous pouvons également citer les algorithmes de Schnorr [Sch91] et El-
Gamal [ElG84] qui sont basés sur des logarithmes discrets. Bien que tous ces algorithmes
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aient des architectures différentes, ils fournissent à peu près tous la même interface d’uti-
lisation. C’est pourquoi, dans ce manuscrit, nous appliquerons l’hypothèse de chiffrement
parfait, selon laquelle un texte chiffré ne possède pas d’autre propriété que de pouvoir être
déchiffré avec la clé correspondante.
Par ailleurs, il est important de noter que l’utilisation d’une signature numérique dans un
réseau spontané comme UAANET nécessite l’utilisation d’une signature de petite taille
pour maintenir un overhead de communication raisonnable.
2.4.2.3 Authentification des messages
L’authentification des messages consiste à protéger l’intégrité du message et à vérifier que
l’information n’a subi aucune modification par un attaquant. Elle permet également de
vérifier l’identité de l’émetteur et la non-répudiation de celui-ci. Pour réaliser cette opéra-
tion, il faut un authentificateur, une signature ou un code d’authentification de message
(Message Authentication Code : MAC). Ces condensés doivent être envoyés avec le mes-
sage. Le MAC est généré à travers un algorithme qui dépend à la fois du message et d’une
clé particulière qui peut être privée ou publique et qui est connue seulement de l’émetteur
et du récepteur. La taille du message peut être variable, mais, dans la plupart des cas, un
MAC possède une taille fixe.
2.4.2.4 Fonctions de hachage
Une fonction de hachage cryptographique est une procédure déterministe qui compresse
un ensemble de données numériques de taille arbitraire en une chaîne de bits de taille fixe
qu’on appelle l’empreinte, le condensé ou la valeur de hash (hash value).
Nous pouvons illustrer le MAC comme exemple d’une fonction de hachage à sens unique
qui produit une empreinte dépendant à la fois du message et de la clé. Le terme « unique »
implique la propriété d’évitement de collision entre le condensé et la fonction de hachage.
C’est-à-dire qu’en supposant un condensé y, la valeur du message x doit être difficilement
déduite telle que H(x) = y.
Par conséquent, une fonction de hachage acceptable h doit avoir les propriétés suivantes
pour ne pas affaiblir la sécurité du procédé de signature :
— La fonction h doit détruire toute structure homomorphique, par exemple, être inca-
pable de calculer le condensé des deux messages combinés en connaissant leur valeur
de hachage individuelle ;
— La fonction h doit être appliquée sur le message en entier ;
— La fonction h doit être à sens unique pour éviter la déduction d’un message à partir
de son condensé ;
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— La fonction h doit être suffisamment robuste pour résister à l’attaque des anniver-
saires [Kir11] qui consiste à calculer deux messages avec une même empreinte.
Par conséquent, nous pouvons noter qu’une fonction de hachage se doit d’être faiblement
sensible aux collisions et à sens unique. Une fonction de hachage h est faiblement sensible
aux collisions si, étant donné un message x, il est difficile par calcul d’obtenir un message
x
0 6= x tel que h(x0) = h(x).
La structure de conception d’une fonction de hachage est un procédé complexe dont le prin-
cipe de base dépend de l’utilisation répétitive d’une fonction de compression qui prend en
entrée à la fois le bloc de message et la chaine de valeur de l’étape précédente. Typique-
ment, l’un des obstacles à la création d’une telle fonction est le choix de la fonction de
compression pour résister à la collision entre deux messages possédant la même valeur de
hachage. En effet, la probabilité d’existence d’une collision est non nulle. C’est donc la
robustesse de la fonction contre le calcul de message à partir du condensé qui importe.
Différentes fonctions de hachage sont citées dans la littérature. Les familles MDs (MD2,
MD4, MD5) [Riv92], le Secure Hash Algorithm (SHA) [ErJ01] et HMAC [MG98].
Par ailleurs, il existe plusieurs manières d’implémenter une architecture de hachage. Par
exemple, nous pouvons distinguer l’arbre de hachage ou arbre de Merkle [Szy04] qui est
une structure de données utilisée dans les réseaux pair-à-pair pour assurer l’intégrité des
données. Elle peut également être utilisée avec les fonctions de hachage pour l’authenti-
fication et la distribution de la chaine des clés. Le principe consiste à diviser les données
d’entrée en un ensemble de blocs de taille identique. Ces blocs sont alors considérés comme
les feuilles de l’arbre. Ils peuvent être additionnés en taille avec des valeurs neutres, comme
des zéros, de façon à obtenir des blocs de la taille souhaitée.
Par ailleurs, il est également possible de construire nouvelle fonction de hachage basée sur
une composition de fonctions pour augmenter le niveau de robustesse.
2.4.2.5 Certificat
C’est une donnée numérique qui atteste que l’identité d’une entité donnée est liée à une
seule clé publique. Elle joue ainsi le rôle de passeport numérique. Les certificats sont signés
et transmis de manière sécurisée par un tiers de confiance appelé « Autorité de certification
(AC) ». Le certificat utilise deux mécanismes : le premier associe une clé publique à une
identité, le deuxième utilise une signature numérique pour garantir l’unicité de ce lien clé
publique/identité ainsi que sa validité. Tant que les nœuds ont confiance en cette autorité,
ils peuvent être assurés que les utilisateurs de ces clés en sont bel et bien les propriétaires.
En disposant d’un certificat au lieu d’une clé publique, le destinataire peut vérifier un
certain nombre d’aspects au sujet de l’émetteur pour s’assurer que le certificat est valide
et qu’il appartient bien au nœud légitime. Il peut notamment comparer l’identité du nœud
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propriétaire, vérifier que le certificat est toujours valide, vérifier que le certificat a été signé
par une AC de confiance, et vérifier l’intégrité de la signature du certificat de l’émetteur.
Par ailleurs, dans un réseau classique où l’autorité possède une position fixe, le certificat
X.509 [HPFS02] est utilisé dans le cas où il y a une association entre l’identité du nœud
et sa clé publique. Pour vérifier le certificat, l’identité de l’autorité est alors contrôlée
avec sa date d’expiration et la signature numérique de l’autorité de certification. Dans un
réseau spontané, comme le réseau ad hoc de drones, il n’est pas possible de fournir une
architecture hiérarchique et centralisée capable de gérer l’horodatage et l’enregistrement
des identités (les certificats X.509 sont donc inexploitables). Par conséquent, d’autres
classes de certificats ont été définies dans la littérature (par exemple, MOCA [YK04]).
Ils se caractérisent par l’association d’une identité à base d’adresse IP ou d’adresse MAC
avec la clé publique. Ce genre de certificat permet une validation de l’identité sans un tiers
de confiance. Les nœuds du réseau sont donc responsables de l’authentification de leurs
voisins.
2.4.2.6 Infrastructure à clés publiques
C’est une combinaison d’algorithmes offrant une méthodologie de gestion efficace des clés
et des certificats. Cette infrastructure doit notamment gérer la création des clés et des
certificats, la protection des clés privées, la révocation de certificat (par exemple la gestion
de la situation quand la clé privée d’un nœud est compromise), l’enregistrement et la
récupération des clés, la mise à jour des clés et des certificats,la gestion de l’historique des
clés et la gestion d’accès aux certificats. Dans la suite de ce manuscrit, nous supposerons
l’existence d’un système de gestion de clés dans le réseau. En effet, notre contribution
principale se porte sur la sécurisation du routage ad hoc qui nous permet de garantir
l’authentification et l’intégrité des messages. Cette problématique sera examinée dans la
partie perspective du manuscrit.
2.4.3 Authentification des nœuds
Pour vérifier l’identité d’un nœud dans un réseau MANET, il est possible d’utiliser trois
méthodes :
1. L’utilisation du protocole de Key agreement : c’est-à-dire la distribution de la clé de
manière dynamique durant l’échange. Il se base sur le concept de la cryptographie
asymétrique où tous les participants sont dotés d’un couple de clé publique/clé privée.
Parmi les protocoles utilisant ce principe, nous pouvons citer le modèle de Diffie-
Helman (DH) [BCPQ01] et le modèle Encrypted Key Exchange (EKE) [AP05].
2. L’utilisation du modèle Duckling Security pour établir une relation de type maitre-
esclave : dans ce modèle, un nœud est marqué imprinting, par une entité centralisée.
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Une clé secrète est échangée entre les deux entités à travers un canal supposé sûr. La
gestion de clés se fait par l’entité centrale qui liste les paramètres sous son contrôle
associés à l’identité de son propriétaire et de la clé correspondante. Cette solution a
l’avantage de donner l’autorisation aux nœuds de gérer le cycle de vie des clés, néan-
moins, elle implique un fort risque de violation des différents types d’informations
applicatives en cas d’attaque sur l’entité centrale.
3. L’utilisation d’une infrastructure à clé publique auto-organisée : dans cette méthode,
chaque nœud établit des certificats pour les nœuds en qui il a confiance. Lorsque deux
entités du réseau veulent communiquer sans connaissance préalable, ils s’échangent
leur liste de certificats et créent une chaine de confiance. Ce troisième axe est sou-
vent utilisé pour l’authentification des nœuds au sein d’un réseau MANET, car il
s’affranchit du besoin d’une entité centrale de certification.
2.4.4 Systèmes de réputation
Les objectifs des systèmes de réputation peuvent être résumés par les trois points suivants :
— Fournir des informations permettant de reconnaitre les nœuds de confiance ;
— Donner des points positifs aux nœuds qui ont un comportement vertueux pour les
encourager à agir de manière fiable ;
— Déterminer et isoler les nœuds non fiables.
Chaque nœud calcule les degrés de confiance de chaque nœud rencontré à partir des
techniques de détection d’intrusion. Ce degré de confiance est recoupé avec la réputation
captée au cours du temps. Ce degré de confiance reflète le comportement global des nœuds.
Typiquement, pour sécuriser un réseau MANET, il est possible de choisir entre un al-
gorithme de prévention ou de détection. L’approche de prévention consiste généralement
à proposer des mécanismes de sécurité garantissant l’authentification, la confidentialité,
l’intégrité et la disponibilité. En ce qui concerne l’approche de détection, elle se base sur
la surveillance de comportement des nœuds et la mesure de leur réputation. Ce type d’ap-
proche s’applique si un environnement composé de nœuds hétérogènes est considéré. Le
but est alors de s’assurer que les nœuds participent convenablement aux règles du réseau
et qu’ils ne se contentent pas de l’exploiter, voire d’y nuire. Généralement, nous distin-
guons deux comportements pouvant compromettre le réseau : l’égoïsme et la malveillance.
L’égoïste est celui qui se contente de préserver des ressources (en bande passante, en éner-
gie, etc.) sans rien partager alors que le nœud malveillant injecte de faux paquets pour
exclure des nœuds légitimes ou porter atteinte à la performance du réseau. Ces deux ac-
tions sont appliquées à condition que les nœuds égoïstes ou malveillants fassent déjà partie
du réseau. Dans notre cas d’étude, nous faisons l’hypothèse que les nœuds sont homogènes
et qu’ils n’ont pas un comportement égoïste. Nous supposons qu’ils sont conformes aux
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comportements pour lesquels ils ont été définis. Par conséquent, un nœud légitime ne peut
donc devenir égoïste ou malveillant. Dans ce cas, les systèmes de prévention peuvent suffire
pour empêcher un attaquant de se joindre au réseau.
Également, les systèmes de réputation sont difficilement applicables dans les réseaux ad hoc
à forte mobilité puisque le mouvement des nœuds rend le temps d’interaction (nécessaire
pour l’échange d’observation) très court et les interactions répétées très rares [MGFM06].
2.4.5 Discussions
Nous allons synthétiser les différentes méthodes de sécurité qui ont été mentionnées dans
cette section. Tout d’abord, en ce qui concerne les moyens pour assurer l’intégrité et
l’authentification des messages, nous pouvons identifier deux approches : l’utilisation des
signatures numériques ou l’utilisation des codes d’authentification des messages (MAC).
Le MAC est une fonction de hachage à sens unique qui dépend d’une clé secrète. L’in-
convénient du MAC est le partage préalable des clés secrètes entre les nœuds mobiles
susceptibles de vouloir communiquer. Notre choix s’est donc tourné vers l’utilisation d’une
signature numérique qui s’appuie sur une approche de cryptographie à clé publique. Bien
que l’utilisation de ce type de mécanisme demande plus de temps et d’exigences en termes
de charge de traitement, l’utilisation des drones ayant des puissances de calcul confor-
tables (les valeurs précises seront abordées dans le chapitre 4 qui suit) nous permet de
ne pas considérer cette limitation. Il est aussi intéressant dans certains cas d’utiliser un
autre mécanisme pour vérifier l’intégrité des messages qui sont modifiées fréquemment.
Par exemple, le nombre de sauts, comme nous l’expliquerons dans la section suivante.
En ce qui concerne la confidentialité des paquets de routage, nous ne pouvons pas la consi-
dérer comme un critère de sécurité important puisque ce type de donnée n’est significatif
qu’en temps réel et leur réinsertion dans le réseau est déjà examinée par le système d’ho-
rodatage existant dans le protocole de routage. Toutefois, il est important d’assurer la
confidentialité des flux applicatifs qui peuvent être victimes d’attaques de type intercep-
tion. Ce type de mécanisme n’est pas dépendant de l’environnement ad hoc ni du réseau
UAANET, et des solutions existantes peuvent être adaptées.
Par ailleurs, en ce qui concerne la définition d’une infrastructure à clés publiques, ce
type de système est clairement fondamental pour la génération et la gestion des clés. Des
propositions d’architectures employées dans le domaine MANET ont été analysées dans
[CSC11] et nécessitent des études plus approfondies. Dans la suite de ce manuscrit, nous
supposerons que ce genre de système existe de façon fiable dans le réseau UAANET. En
effet, le cœur de la contribution de cette thèse (qui sera développé dans le chapitre 4)
porte sur la définition d’un protocole de routage sécurisé. Pour mener à bien ce travail, il
nous est nécessaire de faire un certain nombre d’hypothèses sur certains mécanismes de
sécurité qui doivent être initialement présents dans le réseau UAANET, l’infrastructure
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à clés publiques en fait partie et ne fera pas l’objet d’une contribution spécifique dans le
chapitre suivant.
2.5 Protocoles de routage ad hoc sécurisé existants
Dans ce qui suit, nous allons étudier les principaux protocoles de routage sécurisés en en-
vironnement ad hoc de la littérature. Nous nous focaliserons sur les algorithmes proposant
des méthodologies de prévention empêchant un nœud malveillant de rejoindre le réseau.
Les travaux de recherche existants autour de ce sujet s’intéressent généralement à l’établis-
sement des clés cryptographiques afin d’assurer l’authentification des messages. Plusieurs
propositions jugées commes pionnières (à cause de leur standardisation) ont été proposées
dans la littérature. Nous pouvons citer les trois algorithmes de routage MANET qui ont
servi de base à la plupart des travaux de routage sécurisé : OLSR, AODV et DSR.
Protocole SAODV
Le protocole SAODV (Secure AODV) [Zap02] a pour objectif de garantir l’authentification
des messages. Les champs non mutables des paquets de contrôle (par exemple, l’adresse IP
source et destination) sont signés successivement par les nœuds intermédiaires et les signa-
tures sont authentifiées par tous les nœuds. Les parties mutables (par exemple, le nombre
de sauts) qui sont considérées comme plus sensibles ne peuvent pas être vérifiées par une
signature à cause du temps de traitement que cela rajouterait. Il faut aussi prendre en
compte le concept de charge réseau puisque vérifier une signature à chaque retransmission
augmente l’overhead en sécurité. Par conséquent, le principe de chaîne de hachage [HP04]
est utilisé pour s’assurer que le nombre de sauts n’a pas été modifié par un attaquant.
Il est à noter que le protocole SAODV est utilisé avec la présence d’une infrastructure
de gestion de clés pour gérer le cycle de vie des clés entre les nœuds. L’algorithme de
signature des messages nécessite que les nœuds disposent d’une paire de clés pour appliquer
un chiffrement asymétrique. De plus, les nœuds du réseau doivent aussi connaitre la clé
publique des autres nœuds du réseau.
Le protocole SAODV est robuste contre plusieurs attaques. Ces attaques consistent à
modifier des paquets légitimes et à fabriquer des paquets non conformes aux règles de
routage. Il peut également faire face aux attaques de vol d’identité. L’objectif principal de
SAODV étant de s’assurer que des nœuds malveillants n’arrivent pas à se faire passer pour
des nœuds valides et puissent ainsi interagir dans le réseau avec des identités usurpées. Les
nœuds intermédiaires ne doivent pas également pouvoir modifier les paquets en transit.
Cette propriété permet de contrer un certain nombre d’attaques, dont l’attaque blackhole
expliquée précédemment.
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Cette protection n’est toutefois pas totale et il est clair qu’un attaquant peut ne pas
incrémenter le nombre de sauts. La valeur du champ hash reste alors inchangée, ce qui
ne permet pas au nœud légitime de détecter le comportement malicieux. C’est le cas
notamment de l’attaque wormhole.
Dans le chapitre 4, nous ferons une étude analytique du protocole SAODV qui permettra
de mettre en évidence formellement les lacunes de ce protocole et proposerons une solution
originale de protocole de routage sécurisé.
Protocole SPREAD
Le protocole SPREAD (Secure Protocol for REliable dAta Delivery) [LLF04] a pour objec-
tif de transformer un message entier en plusieurs parties. Ces parties sont ensuite envoyées
sur différents chemins. Cela permet de considérer le cas où un groupe de nœuds est compro-
mis et, dans ce cas, l’information dans son intégrité ne sera pas compromise. Le mécanisme
de SPREAD est montré par la figure 2.6. Sur cette figure, les trafics de routage sont en-
voyés sur trois chemins différents. Le nœud destination décide si les différents bouts de
message qui sont arrivés sont recevables. Pour cela, il se base, par exemple, sur le niveau
de sécurité spécifié et la disponibilité de plusieurs chemins. De plus, les chemins peuvent
être modifiés pour éviter l’identification de pattern de ces chemins. Pour que l’algorithme
SPREAD puisse fonctionner, il faut que la source et la destination soient sécurisées et de
confiance. Ce genre de scénario peut ne pas fonctionner dans le cas où les deux prota-
gonistes (source et destination) sont eux aussi des nœuds mobiles et qu’ils sont localisés
dans une zone non sécurisée (ce qui est le cas du réseau UAANET). En conséquence, les
messages peuvent encore être divulgués par attaque sur la destination. La confidentialité
n’est donc pas totalement assurée.
Protocole SRP
Le protocole SRP (Secure Routing Protocol) [PH02] est un protocole de routage sécurisé
réactif qui se base sur le protocole DSR. Il sécurise principalement la phase de découverte
de route en contrant les fautes byzantines isolées [ACH+04]. Les fautes byzantines com-
prennent l’ensemble des actions provoquées par le non-respect de la spécification du réseau
et qui provoquent des résultats non conformes à ce qui était attendu. Les pannes visent à
créer des ruptures temporaires du réseau, à traiter des messages corrompus ou encore des
arrêts inopinés des services fournis par le réseau. Le protocole SRP suppose que les nœuds
réalisent une association de sécurité préalable entre eux en générant une clé de chiffrement
symétrique pour chaque flux de communication. Cette clé est ensuite utilisée pour signer
le message en générant un HMAC. Les paquets de découverte de route ne sont signés que
par la source et la destination pour authentification. Les nœuds intermédiaires ne peuvent
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Figure 2.6 : Envoi de données sur plusieurs chemins
donc pas signer les messages. Ils ne peuvent qu’ajouter leur adresse ou leur identité dans
la liste des nœuds ayant traité le paquet. Toute signature est vérifiée par la source et
la destination et tout échec de vérification entraine automatiquement la destruction du
message correspondant.
Toutefois, les adresses des nœuds ne sont pas protégées contre des manipulations fraudu-
leuses. Pour traiter ce point de vulnérabilité, le protocole SRP utilise la multiplicité des
routes entre la source et la destination pour trouver au moins une route non malveillante
selon un critère donné. Toutefois, ce mécanisme exclut l’établissement de l’information
dans la mémoire cache des nœuds intermédiaires à des fins d’optimisation (comme c’est
déjà le cas pour les protocoles DSR et AODV). Les paquets de requêtes doivent arriver
à destination avant que des réponses puissent être générées (puisque elles doivent être si-
gnées). Par ailleurs, il est aussi important de noter que, dans le protocole SRP, les nœuds
échangent des paquets de maintenance de route pour signaler une perte de lien. Or, ce
type de paquet n’est pas protégé. Ainsi, un attaquant peut créer un faux paquet publiant
une rupture de lien fictive.
Protocole SEAD
Le protocole SEAD (Secure Efficient Ad hoc Distance vector) [HJP03] se base sur le
protocole DSDV. Il protège contre les attaques par modification du numéro de séquence et
du nombre de sauts dans les messages de mise à jour. Pour cela, il se base sur l’utilisation
d’une fonction de hachage à sens unique. À chaque saut, chaque nœud calcule une suite
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de hachés (h0, h1, h2, . . ., hn) en appliquant une fonction de hachage H. Le protocole
SEAD vérifie l’intégrité des messages pour différencier les mises à jour provenant des
nœuds légitimes des paquets venant des attaquants. Cela permet de minimiser l’impact
de l’attaque de type consommation de ressources.
Cependant, SEAD ne considère pas la modification d’autres champs, comme le prochain
saut ou la destination. Il ne protège pas non plus contre la fabrication et l’envoi d’un
nouveau message de mise à jour à destination d’un autre nœud en utilisant la même
métrique et le même numéro de séquence qu’un message de mise à jour récent. Ainsi,
un nœud malhonnête peut modifier les champs qui ne sont pas protégés ou fabriqués, et
injecter de faux messages.
Protocole ARIADNE
Le protocole ARIADNE [HPJ05] est une extension du protocole DSR. Il assure une au-
thentification point à point des messages de routage en utilisant les fonctions de hachage à
clé secrète (HMAC Hash-based Message Authentication Code). Pour assurer une authen-
tification sécurisée, ARIADNE se base sur TESLA [PT03] qui est un protocole permettant
l’authentification sécurisée lors des diffusions. Chaque nœud a une clé secrète qui lui per-
met de calculer une chaine de hachés qui sera utilisée de la manière suivante : lorsqu’il
transmet un message de demande de route (Route Request), le nœud lui ajoute un HMAC
calculé sur l’ensemble du message avec le dernier haché encore non utilisé de la chaine.
Si un message de réponse de route (Route Reply) passe par le nœud, celui-ci révèle la
pré-image de la valeur qu’il avait utilisée dans le message Route Request. Lorsque tous les
nœuds sur le chemin réalisent cette opération, le chemin est authentifié. Pour fonctionner,
ARIADNE requiert que tous les nœuds du réseau soient synchronisés (suite à l’utilisation
de TESLA) et que chacun d’entre eux connaisse la dernière valeur de la chaine de hachés
de tous les autres. Cette extension sécurise le protocole contre les attaques par modifi-
cation et par fabrication, mais reste encore vulnérable aux comportements égoïstes et à
l’attaque wormhole.
Protocole SEAR
Le protocole SEAR (Secure Efficient Ad hoc Routing) [LZW+09] se base sur le protocole
AODV. Il utilise la cryptographie symétrique durant la communication et la cryptographie
à clé publique à l’initialisation pour partager les clés utilisées. Il garantit l’authentification
des messages à travers un ensemble de fonctions de hachage à sens unique pour construire
une chaine de hachés appelés authentificateurs (en anglais authenticators). Ces valeurs de
hash sont par la suite associées à chacun des nœuds dans le réseau pour assurer l’authen-
ticité des messages de contrôle.
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Dans SEAR, les nœuds intermédiaires peuvent vérifier les authentificateurs en leur appli-
quant la fonction de hachage à sens unique utilisée. Par ailleurs, pour éviter qu’un nœud
malveillant diffuse un message sans accroitre le nombre de sauts, l’identité du nœud est
prise en compte dans l’encodage du hash.
Ce protocole est robuste contre les attaques de modification des paquets et de génération
de faux paquets. Toutefois, il reste vulnérable aux comportements égoïstes et à l’attaque
wormhole. En effet, deux ou plusieurs attaquants peuvent créer un tunnel dans le réseau
pour falsifier le choix d’une route et capturer les trafics.
Protocole SOLSR
Le protocole SOLSR (Secure OLSR) [ACJ+03] est une extension sécurisée du protocole
OLSR. Il a pour objectif de proposer un mécanisme d’authentification de paquets de
contrôle pour protéger contre l’attaque de rejeu. Pour cela, un mécanisme HMAC est
utilisé de saut en saut. Les messages de contrôle sont aussi horodatés pour éviter le rejeu
d’anciens messages. L’hypothèse faite ici est que tous les nœuds légitimes du réseau ont
accès à la même clé pour signer et vérifier l’intégrité des messages.
Ce protocole a pour inconvénient d’ajouter des overhead supplémentaires au protocole
OLSR. Également, en cas de forte mobilité, la performance de SOLSR tend à décroitre
à cause de l’incohérence entre la position des nœuds et l’information inscrite dans le
paquet. Toutefois, son avantage réside dans l’utilisation d’une cryptographie symétrique
qui engendre moins de calcul processeur.
Protocole ARAN
Le protocole ARAN (Authenticated Routing for Ad hoc Networks) [SLD+05] est un pro-
tocole réactif proposant l’authentification des paquets de découverte et de maintenance
de route. Il propose également un service de non-répudiation en utilisant des certificats
pré-établis distribués par un serveur de confiance. Pour participer aux processus de rou-
tage, un nœud doit demander un certificat à ce serveur contenant son adresse IP, sa clé
publique et un temps d’expiration. Ce certificat est utilisé pour s’authentifier auprès des
autres nœuds. Quand un nœud souhaite initier une communication vers une destination,
il crée et envoie un paquet de découverte de route (Route Discovery Packet : RDP) conte-
nant son certificat, un nonce et une variable de temps d’expiration. Il signe ensuite avec sa
clé privée et l’envoie aux nœuds intermédiaires. Chaque nœud transmettant un message
de demande de route doit le signer, ce qui augmente la taille des messages de routage à
chaque saut.
Ce protocole a l’avantage de prévenir contre les attaques de modification des paquets de
routage. Il permet également de contrer les attaques de type rejeu. Toutefois, l’utilisation
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d’un serveur centralisé de certificats constitue une menace en cas de vulnérabilité du
serveur. Dans une telle situation, un nœud attaquant peut acquérir une clé qui est valide
et qui est acceptée par les nœuds du réseau. Ce type de système est également difficile à
déployer lors de la mission d’une flotte de drones.
Un inconvénient de cette méthode est également qu’elle utilise l’authentification saut par
saut en vérifiant à chaque fois le certificat, ce qui augmente considérablement le calcul au
niveau de chaque nœud ainsi que la taille des messages, ce qui consomme plus de bande
passante.
2.6 Discussions
Protocole Service de sécurité Mécanismes de sécurité Avantages Inconvénients
SAODV
- Authentification
- Intégrité
- Non-répudiation
- chaîne de hachage
- Signature numérique
- Sécurise les différents paquets
de contrôle :
RREQ, RREP, RERR, Hello
- Robuste contre les attaques
de type modification
(blackhole, greyhole et sinkhole)
- Sécurise les champs mutables
et non mutables
- vulnérable contre
l’attaque wormhole et rushing
SRP - Authentification- Intégrité - HMAC
- Sécurise les modifications
et les falsifications des
messages
- Ne sécurise pas les paquets
de maintenance de route
- vulnérable contre l’attaque
wormhole et rushing
ARAN - Authentification Serveur de certificats
- Contre l’attaque spoofing,
rejeu et modification des
messages de routage
- Se base sur l’utilisation
d’un serveur centralisé qui
n’est pas possible en UAANET
- Vulnérable contre l’attaque
wormhole et rushing.
ARIADNE - Authentification- Intégrité
- chaîne de hachage
- TESLA
- Signature numérique
- Authentification des nœuds
sur la route
- Contre l’attaque de type
modification
- La synchronisation par TESLA
peut être non fiable en UAANET
- Vulnérable contre l’attaque
wormhole et rushing
SOLSR - Authentification- Intégrité - HMAC
- Contre l’attaque rejeu
(replay attack)
- Rajoute de l’overhead
en cas de forte mobilité.
- Incohérence entre la position
des nœuds et l’information
dans le paquet.
SEAR - Authentification- Intégrité - chaîne de hachage
- Sécurise les modifications
et falsification des messages
- vulnérable contre
l’attaque wormhole
SEAD - Authentification - Fonction de hachageà sens unique
- Contre l’attaque de
déni de service
et la consommation
de ressources
- vulnérable en présence de
plusieurs attaquants :
par exemple, l’attaque wormhole,
blackhole collaboratif
SPREAD
- Authentification
- Intégrité
- Confidentialité
- Métrique de confiance
- Routage multi-chemins
- Si la source et la destination
sont sécurisées,
SPREAD permet de
sécuriser les données
- Partage de données sur
plusieurs liens
- Vulnérabilité de tout le réseau
si la destination est attaquée.
- vulnérable contre l’attaque
blackhole, wormhole et rushing
Tableau 2.1 : Synthèse des protocoles de routage sécurisé existants
Les protocoles de routage sécurisés cités précédemment sont synthétisés et comparés dans
le tableau 2.1. Pour distinguer un protocole, il est judicieux de considérer les différents
paramètres suivantes.
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— Adaptation au changement de topologie : comme énoncé dans le chapitre précédent,
le réseau UAANET se distingue en particulier par la fréquence de changement de
topologie induite par la vitesse de déplacement des drones. Il est donc préférable
d’adopter un protocole ayant une bonne adaptation aux différents scénarios de mo-
bilité et qui soit, en même temps, capable de maintenir une performance acceptable
(taux de perte de paquets, délai de transmission, délai de rétablissement d’une route
et overhead).
— Overhead généré : la question porte sur l’occupation en bande passante de l’entête
de la partie sécurité du protocole de routage, l’objectif étant que l’overhead généré
ne pénalise pas l’échange des flux applicatifs.
— Capacité de mémoire et de traitement : cette métrique permet d’associer l’approche
choisie avec l’exigence induite en matière de capacité de mémoire et de traitement par
les processeurs. Le but est d’adopter une approche non gourmande de ces ressources.
Pour considérer l’application de ces approches de sécurité de routage ad hoc existant dans
un réseau UAANET, il est important de les comparer en fonction des métriques énumérées
ci-dessus. Nous posons donc les questions suivantes :
1. L’objectif de sécurité du réseau UAANET correspond-il à celui des protocoles de
routage sécurisé existants ?
2. Les mécanismes de sécurité proposés pour les réseaux MANETs sont-ils appropriés
pour les réseaux UAANET?
3. Quels sont les défis spécifiques au réseau UAANET qui ne sont pas examinés par les
mécanismes de sécurité ad hoc existants ?
À partir de la comparaison des approches existantes, nous pouvons affirmer que le réseau
UAANET partage le même objectif de sécurité que le réseau MANET. Il s’agit en effet
d’assurer l’authentification des messages de routage, l’intégrité des champs mutables et
l’authentification des nœuds qui, pour sa part, est traitée par la proposition d’une in-
frastructure adaptative de gestion de clé. Nous avons décidé d’écarter la question de la
confidentialité des messages de routage, car les informations de routage ne contiennent
pas d’informations secrètes susceptibles de mettre à mal le réseau. En effet, seule l’au-
thentification des messages est vraiment significative pour détecter la modification non
autorisée des paquets de routage ou encore la création de faux paquets. Ce constat nous
permet également d’ignorer les services de sécurité « secrets et anonymats » qui peuvent
être trouvés dans les réseaux VANET [EBPQ14].
Par ailleurs, pour tenir compte de la forte mobilité des drones et du changement fréquent de
topologie, nous ne considérerons pas les algorithmes ayant un problème de mise à l’échelle,
comme les protocoles SOLSR et SRP. Ces protocoles génèrent une quantité importante
de paquets d’information, que chaque nœud doit échanger ou maintenir. Ce genre d’état
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n’est pas approprié pour un réseau à topologie dynamique comme le réseau UAANET, car
le délai et la quantité importante d’overhead peut dégrader la performance du réseau.
En outre, il est important de préciser que, dans un réseau UAANET, la métrique de
mise à l’échelle n’a pas d’importance significative, en raison, principalement, de la faible
densité des nœuds du réseau UAANET (cf. chapitre 1). Cela favorise ainsi l’utilisation de
la technique cryptographique symétrique. Néanmoins, ce type d’approche (le partage des
clés) peut devenir rapidement complexe dès que le nombre de nœuds devient trop élevé. Ce
problème peut être amoindri en utilisant une architecture d’authentification par diffusion
telle que TESLA. Toutefois, le problème peut persister en raison de la caractéristique temps
réel des trafics applicatifs qui peut ne pas toujours être respectée en appliquant l’algorithme
TESLA. En effet, avec TESLA, l’authentification nécessite un minium de délai d’aller-
retour pour réaliser la procédure de divulgation de la clé. Une raison supplémentaire de ne
pas utiliser la cryptographie symétrique est le manque de coopération des nœuds UAANET
avec une entité centrale pour identifier et écarter les nœuds malveillants. Pour atteindre
ces objectifs, un service de non-répudiation, qui n’est disponible qu’avec la cryptographie
asymétrique, est nécessaire. Néanmoins, il est important de souligner que, pour des raisons
de fiabilité, il est possible de combiner la cryptographie asymétrique et la cryptographie
symétrique. Nous concluons donc que l’approche de cryptographie symétrique n’est pas
adaptée au réseau UAANET. Ainsi, nous pouvons ne pas considérer les protocoles SRP,
SEAR et SAR.
L’inconvénient majeur de l’approche asymétrique est la forte consommation en capacité
de traitement et de stockage mémoire, ce qui peut être un handicap pour les drones à
faible capacité de mémoire et d’énergie [Sal13].
Toutefois, dans notre cas spécifique, nous utilisons des drones qui ont des capacités de
mémoire et de calcul bien supérieures aux nœuds mobiles dans les réseaux MANET. Par
conséquent, les problèmes liés à la consommation de ressources des cryptographies asy-
métriques dans le réseau MANET peuvent ne pas être considérés pour l’étude de sécurité
associée aux réseaux UAANET.
Par ailleurs, nous choisissons d’écarter de notre analyse les solutions qui exigent la pré-
sence d’un serveur de certificats, comme le protocole ARAN. Ce genre de système n’existe
pas encore dans les architectures disponibles [GJV15]. En outre, ces solutions peuvent
engendrer des vulnérabilités supplémentaires en cas d’attaque sur le système centralisé.
En ce qui concerne le protocole SPREAD, le fait qu’il envoie une partie du trafic sur
plusieurs liens nécessite l’existence de plusieurs chemins et donc de plusieurs nœuds. Dans
un réseau UAANET, il est souvent commun de déployer trois ou quatre drones. Il est ainsi
peu fréquent d’avoir plusieurs chemins allant d’une source vers une destination.
Suite à ces constats, notre choix s’est donc tourné vers le protocole SAODV. Il garantit
l’authentification et l’intégrité des messages. Il permet également de sécuriser à la fois les
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champs mutables et les champs non mutables. Les champs mutables sont protégés par une
fonction de hachage pour alléger l’effort de calcul demandé à chaque saut. L’utilisation de la
cryptographie asymétrique est justifiée par notre système UAS qui possède des puissances
énergétiques suffisantes. Ce choix est synthétisé dans le tableau 2.2.
Toutefois, il est important de souligner que le protocole SAODV est vulnérable aux dif-
férentes variantes de l’attaque wormhole, notamment lorsqu’un ou plusieurs attaquants
transfèrent des paquets de routage sans modifier le nombre de sauts. Ces attaques ne
peuvent pas être détectées par SAODV. Elles peuvent être aussi exécutées sans néces-
sairement besoin de posséder les clés cryptographiques utilisées par les nœuds légitimes.
Nous nous sommes penchés sur cette problématique et détaillons dans le chapitre 4 une
proposition pour contrer cette attaque.
Par ailleurs, une autre problématique nous intéresse dans cette thèse : il s’agit de la
contribution à la certification de notre architecture de communication sécurisée. Ce besoin
s’explique surtout par la nécessité d’introduire notre système UAS composé d’une archi-
tecture de communication ad hoc dans l’espace aérien national. Il s’agit aussi d’un besoin
exprimé par l’entreprise Delair-Tech pour valider le système UAS composé de l’architec-
ture de communication ad hoc. En ce qui concerne les standards existants, aucune norme
n’a été à ce jour proposée pour réguler le déploiement d’une flotte de drones. Toutefois,
nous pouvons tirer profit des standards dans le secteur aéronautique comme le DO-178
Software Considerations in Airborne Systems and Equipment Certification [BH07]. Dans
ce secteur, les logiciels embarqués à bord d’un avion sont soumis à des contraintes de certi-
fication qui consistent à s’assurer qu’un processus de développement conforme au secteur
aéronautique a été suivi ; par exemple, par un enchainement de taches bien spécifiques
(selon le cycle de conception en V). Dans cette thèse, nous nous intéressons donc à la
mise pratique d’une méthodologie de prototypage rapide pour le développement logiciel
de notre protocole de routage sécurisé. Pour cela, nous considérerons une approche de
développement orientée modèle que nous détaillerons dans le chapitre suivant.
Solutions techniques Algorithmes Services de sécurité Attaques traitées
Signature numérique (SAODV) RSA Authentification
- Dégradation de
performance
- Modification de la
topologie du réseau
Fonction de hachage (SAODV) SHA [GH04] Intégrité
Tableau 2.2 : Ensemble des mécanismes retenus
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2.7 Conclusions
Dans ce chapitre, nous avons étudié la sécurité au sein d’un réseau ad hoc de drones. Nous
savons que des attaques dites intelligentes existent et peuvent être exécutées contre un
réseau UAANET. Nous avons vu que les solutions de sécurité ne sont pas encore au point
alors que le déploiement des réseaux UAANET va sans doute s’intensifier dans les années
à venir en raison de la prolifération des mini-drones. Ainsi, il est important de définir et
concevoir des mécanismes de sécurité adaptés au contexte de déploiement d’une flotte de
drones. Cela nécessite le chiffrement de la communication et la vérification de l’identité
des messages et des nœuds. Ces mécanismes doivent aussi prendre en considération les
ressources limitées en bande passante et en capacité de traitement des mini-drones.
La classification des attaques que nous avons présentées met en évidence le fait que la
seule protection du protocole de routage ne peut apporter de solution à la vulnérabilité
des réseaux ad hoc en général. Cette protection est efficace contre les attaques au niveau de
la couche réseau pour permettre le bon acheminement des paquets de données. Nous avons
vu que les attaques aux couches inférieures dépendent des mécanismes d’accès au médium
pour la couche liaison et des techniques de transmission pour la couche physique. Quant
aux attaques au niveau de la couche application, elles dépassent largement le domaine des
réseaux ad hoc. Nous concentrerons donc notre étude sur la protection de la couche réseau
pour fiabiliser la recherche et l’utilisation des routes pour l’échange des flux applicatifs.
Parmi les protocoles existants ayant été étudiés, notre attention s’est portée particuliè-
rement sur le protocole SAODV qui permet d’assurer l’authentification des messages.
Toutefois, ce protocole reste vulnérable à des attaquants wormhole qui peuvent interférer
avec l’échange des données de charge utile, ou affecter sa performance en sélectionnant les
paquets à retransmettre. Il nous semble donc important d’étendre la propriété du proto-
cole SAODV à l’aide d’un mécanisme qui puisse prévenir et détecter cette attaque. Dans
le chapitre 4, nous présenterons une approche de détection de cette attaque. Enfin, nous
nous intéresserons dans le chapitre 3, à la méthodologie employée pour le développement
d’un logiciel embarqué dans un drone civil. Cette méthodologie est utilisée pour contribuer
à la certification de notre système multi-drones et va permettre de tester sa mise en œuvre.
Chapitre 3
Méthodologie de développement
d’un logiciel embarqué pour un
système de drones
Les différents cas d’application proposés par les systèmes UAS sont pro-
metteurs, car ils permettent de réaliser des missions flexibles et évolutives.
Ces missions sont pour la plupart, réalisées sur des zones peuplées en occupant
l’espace aérien national. Il est donc primordial d’assurer la bonne conduite de
la mission en couvrant tous les cas possibles d’exécution des différents modules
du système. Ceci dans le but d’éviter des problèmes de dysfonctionnement im-
prévu qui pourraient avoir des conséquences lourdes (par exemple des pertes
humaines). Dans le cas spécifique des aéronefs sans pilote, aucune norme de
sûreté de fonctionnement n’a été à ce jour définie. Si elle existait, elle au-
rait permis de définir le cycle de vie et le niveau de sécurité des systèmes
embarqués composant le système UAS. Le domaine de l’aviation civile qui est
relativement proche du domaine des systèmes de drones possède un standard de
sécurité (sécurité de conception) pour les logiciels, le document DO-178 avec
ses variantes. Dans ce sens, pour valider son système de drones, il peut être
judicieux de suivre la recommandation de cette norme. Dans cette thèse, nous
nous concentrons sur ce type de problème en nous penchant sur l’ingénierie
de développement des systèmes complexes et en proposant une méthodologie
de prototypage rapide pour le développement de notre protocole de routage
sécurisé.
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3.1 Introduction
Un système de drones est généralement composé de plusieurs modules logiciels responsables
chacun d’un ensemble de fonctions spécifiques. Ces modules sont amenés à échanger dy-
namiquement des informations relatives à leur environnement afin d’offrir différents types
de services lors d’une mission donnée. Pour tenir compte de cet environnement critique, le
développement d’un logiciel s’exécutant dans le système UAS nécessite la garantie d’une
sécurité fonctionnelle en fournissant un minimum d’écart entre la spécification du cahier
des charges et l’implémentation du code source. Il est important de noter que dans le cas
des systèmes embarqués critiques, nous parlons de la sécurité fonctionnelle, c’est-à-dire la
sécurité dépendante du bon fonctionnement du système en réponse à ses entrées. Elle est
associée au terme sûreté (safety) de fonctionnement et non à la sécurité des informations.
Nous utilisons ce terme puisque il est souvent employé dans la littérature pour les études
de conception des logiciels critiques.
Par ailleurs, la plupart des méthodes de conception de logiciels sont basées sur le lan-
gage UML [RJB04]. Toutefois, ces méthodes nécessitent une adaptation particulière pour
prendre en considération l’environnement d’exécution du système final. C’est-à-dire qu’ils
(les méthodes basées sur UML) ne permettent que des descriptions haut niveau d’un
système sans tenir compte des contraintes d’implémentation et d’exécution matérielle.
Également, le langage UML ne répond pas aux exigences de conception lorsqu’il est utilisé
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dans le contexte aéronautique ou dans le contexte de système de drones. Ceci est causé par
le fait qu’il ne possède pas les chaines d’outils nécessaires pour contribuer à la validation
d’un système critique. Dans le contexte de conception d’un logiciel embarqué s’exécutant
sur un aéronef piloté ou non piloté, il est nécessaire de prendre en compte la certification
du logiciel durant sa phase de conception. Cette considération se traduit par l’utilisation
de chaines d’outils de conception qui vont contribuer à la certification du système final.
En outre, les drones civils sont actuellement déployés sur des zones aériennes spécifiques
et séparées de l’espace occupé par les avions (de tourisme, moyens ou longs courriers).
Cependant, afin d’être utilisés à des fins commerciales, les drones civils peuvent être amenés
à partager le même espace aérien que les avions civils. Pour atteindre cet objectif, il
est nécessaire de valider le fonctionnement du système autopiloté. Cette étude consiste à
parcourir toutes les fonctions constituant le système UAS et d’étudier leurs exécutions dans
tous les scénarios possibles. Pour contribuer à cette validation, nous avons décidé d’utiliser
la solution qui a été adoptée dans le domaine de l’aéronautique ; cette approche consiste
à utiliser une méthodologie de prototypage rapide afin de procéder à des vérifications de
la sécurité fonctionnelle du logiciel pendant sa conception. Cette méthode se base sur une
architecture orientée modèle et l’utilisation d’une chaîne d’outils de vérification formelle
et de génération de code. Elle garantit une traçabilité complète des exigences à partir de
la spécification jusqu’à leur implémentation dans le code source. Cette méthode permet la
portabilité et la réutilisabilité des codes sources générés à travers la séparation des aspects
dépendant de la plateforme et les aspects abstraits décrivant le système.
Notre objectif dans cette thèse est de mettre en œuvre une architecture de communication
sécurisée au sein d’une flotte de drones. Cette architecture va s’ajouter avec l’architecture
logicielle du système UAS de Delair-Tech déjà en place. Bien que l’architecture actuelle
permette déjà de déployer un unique drone dans l’espace aérien civil français [MA15], le
nouveau système composé d’une flotte de drones doit passer par un nouvel examen de
validation. En effet, le déploiement d’une flotte de drones introduit de nouveaux compor-
tements (surtout si les trafics de commande et de contrôle sont échangés à travers la flotte),
qui n’existent pas dans les sous-systèmes actuels, ce qui nécessite une nouvelle validation
globale.
Nous nous intéressons donc dans cette thèse à la contribution de validation de notre proto-
cole de routage sécurisé par l’utilisation d’une méthodologie orientée modèle. L’utilisation
des modèles permet de décrire sur plusieurs niveaux d’abstraction et de manière concise
et claire, la complexité des logiciels du système de drones. Les modèles permettent égale-
ment d’avoir un système modulaire, facile à comprendre et réutilisable. Ces modèles sont
ensuite transformés en code source par des outils de génération de code préconisés dans
le domaine de l’aéronautique. Les modèles aussi bien que les codes sont vérifiés par des
outils de vérification formelle pour attester la correspondance entre la spécification (par
les modèles) et l’implémentation.
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Généralement, la conception et la validation des systèmes embarqués critiques dans le
contexte aéronautique sont définies par la norme DO-178B [MLD+13]. Cette norme à
été complété en 2012 par le DO-178C qui introduit la programmation orientée objet et
l’utilisation des méthodes de modélisation et des méthodes formelles. Un sous-ensemble
des recommandations de cette norme (l’utilisation des modèles et des méthodes formelles)
a donc été appliqué pour assurer la sécurité fonctionnelle de notre système final.
Dans ce chapitre, nous verrons d’abord les motivations qui ont poussé à l’utilisation de
la démarche orientée modèle. Puis, nous aborderons les principes de cette méthode en
présentant les différentes étapes et les outils pouvant être utilisés. Enfin, nous étudierons
l’avantage de cette méthodologie dans l’effort de conception et dans le contexte de certifi-
cation. Pour finir, nous examinerons les chaines d’outils qui ont été utilisés pour concevoir
notre logiciel embarqué.
3.2 Conception de systèmes embarqués critiques
L’utilisation des approches de vérification et de validation est justifiée par les exigences
de conception des systèmes embarqués critiques. En effet, des questions se posent lorsqu’il
s’agit de faire cohabiter les contraintes de l’exigence de spécification et les contraintes
sécuritaires (au niveau fonctionnel). L’utilisation d’outils automatiques de vérification peut
être une solution à ce problème. Dans ce qui suit, l’influence des normes sur la conception
des logiciels embarqués sera étudiée.
3.2.1 Norme de sûreté
Les normes de sûreté qui orientent la conception des systèmes embarqués critiques se basent
sur un cycle de vie et un niveau de sûreté 1. Le cycle de vie détermine les étapes de vie
du logiciel embarqué, en incluant les exigences de sécurité fonctionnelle de la conception.
Le niveau de sûreté quant à lui permet d’assigner chaque sous-système à son exigence en
matière de niveau de criticité.
Nous présentons dans cette section, la norme DO-178B. Cette norme préconise certaines
méthodes pour la conception et la validation des systèmes embarqués critiques pour le
domaine avionique. Elle définit un ensemble de règles, techniques et méthodes à appliquer
pour un niveau de sûreté ciblée. À titre d’exemple, la FAA (Federal Aviation Administra-
tion) a défini 5 niveaux de panne sur lesquelles la norme DO-178B se base. Les niveaux de
criticité sont illustrés dans le tableau 3.1. Le niveau A, qui correspond à la catégorie des
pannes catastrophiques susceptibles d’empêcher la poursuite d’un vol, est le plus critique
1. La sûreté concerne l’ensemble des moyens humains, organisationnels et techniques réunis pour faire
face aux actes spontanés ou réfléchis ayant pour but de nuire, ou de porter atteinte dans un but de profit
psychique ou financier.
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alors que le niveau E représente les parties non sécuritaires du système. Il est à noter que
c’est l’autorité d’évaluation de risque qui détermine le niveau correspondant au système. Il
y a donc un ensemble de règles de conception à suivre sur chaque niveau qui va permettre
de certifier un logiciel embarqué. En utilisant cette norme dans le domaine des systèmes
UAS, l’application des recommandations de sécurité fonctionnelle va permettre d’accroître
la confiance des autorités de certification au système final.
Catégorie de panne Condition
Niveau A Catastrophique : pannes susceptibles d’empêcher la poursuiteen toute sécurité d’un vol ou d’un atterrissage.
Niveau B Dangereuse : pannes susceptibles de réduire les possibilités de l’aéronef.
Niveau C
Majeure : pannes susceptibles de réduire les possibilités de l’aéronef se
traduisant par une réduction significative des marges de sécurité
ou des capacités fonctionnelles
Niveau D
Mineure : pannes susceptibles d’entraîner pour l’équipage des actions
se situant tout à fait dans le domaine de leurs capacités ; par exemple,
une légère réduction des marges de sécurité ou des capacités fonctionnelles.
Niveau E Sans effet : pannes n’affectant pas la capacité opérationnelle de l’aéronef.
Tableau 3.1 : Classification des pannes dans la norme DO-178B
3.2.2 Cycle de vie de développement logiciel
Le développement d’un logiciel embarqué critique doit suivre un ensemble de processus
au cours de son cycle de vie. Chaque processus comporte un ou plusieurs critères de
transition permettant de passer au processus suivant. Généralement, il y a plusieurs cycles
de développement de logiciels qui existent [Pon08], mais il est souvent préconisé d’utiliser
celui qui est recommandé par la norme. Dans notre contexte d’étude, aucune norme n’a
été à ce jour définie pour régir la conception d’un logiciel embarqué au sein d’un système
UAS. Néanmoins, le domaine aéronautique qui est le plus proche de notre domaine d’étude
en matière de sécurité fonctionnelle [BTJBL12], se base sur la norme DO-178B qui utilise
le modèle en V. Nous avons donc décidé de suivre les recommandations de cette norme en
appliquant le modèle en V comme la montre la figure 3.1.
Le processus du cycle de vie en V d’un logiciel suivant la norme DO-178B est généralement
composé des étapes suivantes :
— La planification du logiciel qui a pour objectif de définir et de coordonner les activités
de développement et les processus du projet ;
— Le developpement du logiciel qui régroupe les phases des spécifications, de concep-
tion, du codage et de l’intégration ;
— La vérification du logiciel qui a pour objectif de détecter les erreurs d’exigences qui
peuvent avoir été introduites au cours de la définition des spécifications.
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— La gestion de configuration qui a pour objectif d’identifier la configuration du logiciel
et de produire des références et traçabilités. Elle fournit également des comptes
rendus des anomalies ;
— L’assurance qualité qui a pour but de garantir que le cycle de vie produit un lo-
giciel conforme à ses spécifications. Dans cette étape, il y a également la revue de
conformité du produit final.
— La coordination pour la certification a pour objectif de fournir les moyens de confor-
mités du logiciel et une preuve de la planification de sa conception. Les données
suivantes sont préparées et soumises à l’autorité de certification : le plan des aspects
logiciels de la certification, le dossier de la configuration du logiciel et le résumé des
travaux réalisés.
Figure 3.1 : Cycle de développement en V
Il est important de noter que pendant la phase de développement du logiciel, les spécifi-
cations du logiciel utilisent les produits du cycle de vie du système pour développer les
exigences de haut niveau du logiciel. Cela comprend les exigences fonctionnelles, de perfor-
mance, d’interface et de sécurité fonctionnelle. Ensuite, la modélisation de ses spécifications
est faite par plusieurs itérations. L’ajout de code dit de bas niveau caractérisant l’inter-
action avec le système d’exploitation est traditionnellement réalisé à cette étape [Bac05].
Par la suite, le codage du logiciel est réalisé par la combinaison du code généré et l’ajout
des codes de collage. Cette association permet ensuite de passer à l’étape d’intégration du
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logiciel pour charger le code exécutable dans la machine cible.
Par ailleurs, la norme DO-178 suggère des techniques à utiliser qui sont en accord avec
le niveau de sûreté visé. Par exemple, il est recommandé d’utiliser soit un compilateur
certifié (par exemple, le compilateur Ada 2), soit un compilateur dont la confiance résulte de
l’utilisation (par exemple, le compilateur gcc 3). L’utilisation de ces compilateurs contribue
à la validation du code source à cause de leur spécificité technique dans n’importe quelle
catégorie de certification (A, B,C, D ou E).
Il est aussi possible que les autorités de certification préconisent l’utilisation des langages
fortement typés ou de règles de codage. Cela est dû au fait que les contraintes associées au
développement d’un logiciel embarqué critique engendrent des catégories de programmes
spécifiques. Par exemple, il est fréquent de recommander la suppression de l’instruction
goto dans les logiciels critiques, car jugés trop difficiles à étudier et à vérifier [Dij68]. Ces
règles sont des exemples parmi tant d’autres et ils peuvent s’appliquer à n’importe quel
niveau de certification.
3.2.3 Processus de validation de logiciel dans la norme DO-178B
L’utilisation des jeux de test est la méthode de validation recommandée dans la norme
DO-178B. Ils ont pour objectif de démontrer la capacité du logiciel à répondre à des
données d’entrée et des conditions normales. Ces jeux de test sont constitués des opérations
suivantes :
— Pour les fonctions liées au temps, telles que filtres, intégrateurs et retard, elles sont
réalisées par des itérations multiples afin de vérifier les caractéristiques de la fonction
dans son contexte.
— Pour les transitions d’états, des jeux de test sont effectués afin de mettre en œuvre
les transitions possibles en fonctionnement normal.
— Pour les spécifications de logiciel exprimées par des équations logiques, les jeux de
test doivent vérifier l’utilisation des variables et les opérateurs booléens.
La norme préconise également les jeux de test de robustesse qui ont pour objectif de
démontrer la capacité du logiciel à répondre à des données d’entrée et des conditions
anormales. Il est important de préciser que les conditions anormales évoquées ici ne sont
pas les événements attendus, mais les arrivées imprévues durant l’exécution du logiciel.
Par ailleurs, les jeux de test et les jeux de test de robustesse peuvent ne pas être suffisants
car ils n’assurent pas à 100 % l’absence d’erreurs [BBF+00]. C’est pour cela que la méthode
formelle est introduite. C’est une méthode de vérification basée sur des équations mathé-
matiques. Alors que les jeux de test vérifient si le système garde son comportement correct
2. http ://adacore.com
3. http ://gcc.gnu.org
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par rapport à une situation particulière, la méthode formelle vérifie l’adéquation du sys-
tème à sa spécification pour n’importe quelle situation connue ou inconnue. L’application
des méthodes formelles est alors particulièrement importante pour valider la propriété
d’un logiciel aéronautique et d’un système UAS. Des résultats satisfaisants en rapport
avec la vérification de programme par des techniques de vérification de modèle (model
checking) [BBF+13] ou encore l’analyse statique par interprétation abstraite [BCC+03]
montrent l’intérêt de l’utilisation des méthodes formelles dans un cycle de développement.
Dans notre cas d’étude, nous avons utilisé des outils automatiques de vérification formelle
qui sont intégrés dans le toolkit de Mathworks. Parmi ces outils, il y a l’outil Simulink
Design Verifier qui utilise des méthodes formelles pour identifier les erreurs de conceptions
dans les modèles. Il vérifie les blocs dans le modèle qui génèrent des erreurs telles que le
dépassement d’entier, la logique morte, les violations d’accès aux tableaux et la division
par zéro. Pour chaque erreur rencontrée, il produit un cas de test de simulation permettant
la correction.
3.3 Méthodologie orientée modèle
L’ingénierie logicielle s’oriente actuellement vers l’ingénierie des modèles. Cette approche
de développement se concentre sur la création et l’exploitation de modèles abstraits. Ce
type d’approche a été introduite et définit par l’OMG (Object Management Group) qui a
voulu faire évoluer l’approche orientée objet en augmentant le niveau d’abstraction en un
niveau où une autre représentation des concepts et des relations issue de la spécification
initiale est utilisée (c’est-à-dire le modèle). Un modèle est une représentation abstraite
des connaissances et des activités qui régissent un domaine applicatif facilitant ainsi la
compréhension du système final. Cette technique de développement permet au concepteur
de se concentrer sur le comportement souhaité du système, et non sur son implémentation.
La génération partielle du code à partir des spécifications des modèles permet entre autres
de réduire le coût de développement.
Par ailleurs, l’utilisation d’outils de conception tels que Matlab/Simulink [SN93] ou encore
Lustre/SCADE [LP09] permet de comprendre la complexité d’un système en proposant
un niveau d’abstraction haut niveau. Elle amène de nouveaux panoramas sur l’application
de méthode formelle dans le cycle de développement des logiciels embarqués. En effet,
ces outils rendent possible la modélisation de l’environnement d’exécution du logiciel. Le
concept général est de dériver le logiciel embarqué critique directement à partir des modèles
afin de limiter les erreurs de conception et de gagner en temps de développement. Bien
que le langage UML soit souvent utilisé pour la modélisation de logiciels, Matlab/Simulink
possède un avantage clé, car il permet d’apporter une vue globale du système logiciel et
de son environnement avec suffisamment d’information pour valider ses comportements
vis-à-vis de sa spécification. Cet outil est souvent utilisé par les industriels qui conçoivent
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et testent des logiciels avioniques [Rie13]. Des retours d’expériences ont montré l’utilité
de cet outil dans le processus de certification [ESD13].
Dans ce qui suit, nous allons lister les différentes étapes de cette méthodologie se basant
sur la recommandation de la norme DO-178B.
3.3.1 Présentation des différentes étapes
La méthodologie que nous proposons est basée sur une adaptation du cycle de dévelop-
pement en V. Nous utilisons simultanément un transformateur de modèle en code pour
accélérer la phase de codage et un ensemble d’outils de vérification formelle pour vérifier les
propriétés des modèles et du code. Afin de présenter les différentes étapes, nous supposons
que la phase de spécification du protocole a été effectuée au préalable de l’application de
la méthodologie. Ainsi, nous faisons l’hypothèse que nous disposons d’un ensemble d’exi-
gences claires et valides définissant l’ensemble des services que le protocole de routage
sécurisé doit fournir, ainsi que les dépendances qu’il doit considérer. Dans le cas de notre
protocole de routage sécurisé, cet ensemble d’exigences comprend notamment des besoins
concernant le routage des trafics échangés, leur sécurisation et la performance du système
final.
La méthodologie peut être résumée par l’application successive des sept étapes comme le
montre la figure 3.2.
La première étape de la méthodologie est le partitionnement qui consiste à diviser le
futur logiciel en différentes classes de partitions. Chaque partition est associée à un sous-
ensemble des fonctionnalités du système (et donc à un sous-ensemble des exigences fonc-
tionnelles). Cette étape est faite manuellement et est très significative pour la suite de la
conception. La finalité de cette étape est de pouvoir diviser le cahier des charges en un
groupe de sous-ensembles disjoints composés de procédures. Le logiciel final exécutera un
ensemble d’instances de ces procédures.
Dans la seconde étape, nous passons à l’étape de modélisation qui consiste à décrire sous
forme de bloc Simulink et des machines à états avec Stateflow, le comportement de chaque
partition logicielle. Ces modèles sont faciles à lire et permettent de tester et valider le
fonctionnement du logiciel dès la phase de conception. Pour notre cas, nous avons modélisé
notre protocole de routage avec les outils Simulink et Stateflow de la version R2014B
[Gui14].
La troisième étape de la méthodologie consiste à transformer chaque modèle de classe de
partition en code source à l’aide d’un générateur automatique de code. C’est l’étape de
transformation. Nous pouvons générer du code en différents langages tant que le générateur
le supporte. Dans notre cas, nous avons généré du code C à l’aide de l’outil Embedded
Coder [RBB09]. C’est un outil propriétaire de Mathworks.
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Figure 3.2 : Méthodologie de développement orienté modèle pour les systèmes embarqués
complexes
Par la suite, durant la quatrième étape, pour que le code généré précédemment puisse
fonctionner au sein du système final, il doit être complété par des codes écrits à la main,
que l’on appelle « code de collage ». Il est à noter que ce code de collage peut également être
automatisé dans le cas d’une importante production [VL12]. Ce code additionnel contient
la spécification des liaisons entre les entrées/sorties du modèle et celles de la partition
logicielle du système d’exploitation de la cible matérielle. Il spécifie également les groupes
d’informations d’ordonnancement des différentes partitions.
La cinquième étape est l’étape de compilation qui consiste à compiler ensemble les codes
générés et de collage pour avoir un code binaire de toutes les classes de partition. Ensuite,
dans la sixième étape, la structure globale de l’algorithme est décrite en y précisant pour
chaque partition le nombre d’instances s’exécutant en parallèle, leur configuration et leur
ordonnancement. Ces paramètres sont combinés avec le noyau du système d’exploitation
et l’ensemble des codes binaires de partition pour produire une image binaire finale. C’est
l’étape d’intégration (la sixième étape).
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Par la suite, la septième étape consiste à tester l’image binaire finale dans une ou plusieurs
architectures cibles pour vérifier le fonctionnement correct et voulu du système. Dans notre
cas, l’image binaire finale a été testée sur un émulateur et sur une cible embarquée utilisée
par le drone DT18. L’objectif final est d’utiliser l’image binaire finale pour réaliser des tests
en vol avec les drones. Les détails de ces cibles seront présentés dans les chapitres 4 et 5.
En particulier, l’émulateur a été développé pour faciliter la migration du code développé
sur la machine locale vers l’architecture logicielle et matérielle utilisée par les drones de
Delair-Tech.
Les sept étapes sont résumées ci-dessous :
1. Partitionnement (fait manuellement)
2. Modélisation
3. Transformation (des modèles aux codes source de cœur)
4. Collage (du partitionnement aux codes source de collage)
5. Compilation (des codes sources de cœur et de collage aux codes binaires des parti-
tions)
6. Intégration (des codes binaires des partitions à une image binaire)
7. Exécution (de l’image binaire sur émulateur ou cible réelle)
3.3.2 Analyse des modèles
Il est fondamental de vérifier la conception du modèle, notamment pour assurer la qualité
de conception des différents blocs Simulink et des diagrammes Stateflow où de potentielles
erreurs (par exemple, une division par zéro) peuvent exister. Une bonne méthode de mo-
délisation doit fournir un outil de modélisation avec des critères et des lignes directrices
pour développer des modèles de qualité. Ces guides peuvent être exprimés sous forme de
règles de conception ayant été validées ou des exemples de modèle.
Plusieurs travaux se sont penchés sur le développement d’une technique d’analyse statique
pour vérifier le comportement d’un modèle. Des exemples des travaux relatifs à ce type
d’approche sont détaillés dans [LP99]. L’approche le plus utilisée est le Model checking qui
consiste à lister l’ensemble des états par lequel peut passer le programme, puis à parcourir
cet ensemble pour valider que la propriété a été vérifiée. Nous pouvons également recourir
à des outils systématiques de test de modèle. Ce genre d’outil implique l’exécution des
programmes en prenant en entrée des variables pour satisfaire le critère de test. L’idée étant
d’évaluer le comportement du modèle. Dans notre cas d’étude, nous nous sommes basés
sur leModel checking en utilisant des outils de vérification formelle dans Matlab/Simulink.
Ces outils se basent sur des approches de preuves formelles pour tester le modèle avant
de passer la main à Embedded Coder pour la génération de code en cas de succès ou la
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génération de rapports d’erreurs en cas d’échec. Ces étapes sont illustrées par les figures
3.3 et 3.4.
Figure 3.3 : Illustration de l’enchainement de la vérification du modèle jusqu’à la géné-
ration de code
Figure 3.4 : Illustration des rapports de vérification de notre modèle
Nous pouvons voir à la figure 3.4 que notre modèle passe avec succès les vérifications
réalisées par les outils de vérification formelle. Nous pouvons constater que le rapport
contient quatre avertissements qui sont liés à la portée des variables. Ces avertissements
sont ensuite corrigés manuellement dans le code généré. La figure 3.4 illustre une copie
d’écran d’un exemple de vérification d’un modèle (vérification effectuée par l’outil Simulink
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Design Verifier) pour suggérer des améliorations.
3.3.3 Avantages de l’utilisation de la méthodologie MDD (Model Driven
Development)
Cette méthodologie rend service au concepteur logiciel de différentes manières.
— La méthodologie permet d’accélérer la phase de développement, car les modèles
sont utilisés comme les principaux artefacts de l’étape de développement. Ce modèle
est ensuite transformé en un code fonctionnel de haut niveau. Le fait d’utiliser des
modèles permet de ne pas travailler directement sur les différentes lignes de code. Il
est donc possible d’avoir une représentation rapide et fonctionnelle du code, ce qui
permet d’accélérer le processus de développement ;
— En appliquant le concept des modèles, il y a abstraction du logiciel par rapport aux
approches traditionnelles. Chaque élément du modèle représente plusieurs lignes de
code. Il est donc plus facile d’avoir une vue fonctionnelle de l’architecture logicielle.
Ces modèles de haut niveau permettent aux concepteurs de vérifier et de corriger le
comportement du système au plus tôt, minimisant ainsi les risques d’incompatibilité
par rapport au produit final attendu et limitant ainsi les coûts liés aux corrections ;
— La décomposition du logiciel embarqué en plusieurs partitions facilite la concep-
tion. Elle isole les fonctionnalités incorrectes et trop imprécises. Ce fractionnement
simplifie également les phases d’évaluation et de validation, car l’assurance de sû-
reté est plus simple à valider pour des systèmes modulaires que pour les systèmes
indissociables [AFOTH06]. Ainsi, le logiciel est à la fois modulaire et réutilisable ;
— La caractéristique importante de l’approche MDD est que le processus de développe-
ment se focalise sur les modèles plutôt que les codes sources. L’avantage notable de
cette approche est l’expression en modèle utilisant des concepts non liés au problème
de technologie d’implémentation et qui sont plus proches de l’exigence du cahier des
charges. Cela rend les modèles simples à spécifier, à comprendre et à maintenir. Cela
rend aussi les modèles moins sensibles aux modifications de la technologie bas niveau.
En effet, le modèle est à la fois indépendant vis-à-vis de la plateforme matérielle,
processeur et mémoire et aussi vis-à-vis de l’infrastructure logique et le système
d’exploitation ;
— La génération automatique de code contribue à la productivité et à la fiabilité du
système final. Le code généré est dans la plupart des cas prêt à être utilisé ne né-
cessitant aucune modification. Le processus de vérification est fait par des outils de
vérification formelle qui s’assurent de l’absence des propriétés indésirables. Cette vé-
rification est réalisée durant la phase de conception des modèles de manière itérative
pour corriger au plus tôt des erreurs de conception.
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3.4 Certification d’un système UAS
Dans cette partie, nous allons analyser les besoins et l’état de l’art de la certification d’un
système UAS, pour montrer le lien avec le choix de la méthodologie orientée modèle. Géné-
ralement, le besoin de certification est expliqué par la nécessité d’intégrer les drones civils
dans l’espace aérien national. Certifier un système, c’est lui attribuer un certain degré de
confiance. Pour la partie logicielle, il s’agit de prouver à un organisme de certification le
respect d’un processus de développement rigoureux. Cet objectif nécessite la spécification
des règles et des procédures pour la conception physique et logique des drones civils. Ces
restrictions dictent notamment le niveau de sûreté qui doit être respecté par les construc-
teurs des drones. À cela s’ajoute le besoin de fiabilité et de tolérance aux fautes que doit
garantir le système. Pour répondre à ces exigences, ce qui est généralement fait par les
acteurs dans ce domaine est de faire l’équivalence de ce qui se fait en aviation civile dans
le domaine des drones civils.
Généralement, afin qu’un aéronef puisse légalement voler, il doit être au préalable validé et
certifié par des autorités de certification comme le FAA (Federal Aviation Admnistration)
ou encore le EASA (European Aviation Safety Agency). La certification de navigabilité
couvre un certain nombre d’aspects concernant la conception et l’opération de l’aéronef.
Ces aspects à vérifier concernent notamment :
— le vol : à savoir sa performance, la caractéristique de vol, la stabilité, le contrôle et
la maniabilité ;
— La structure : à savoir, la charge utile, la surface de contrôle, la surface de balance-
ment et de stabilisation l’évolution d’usure ;
— Conception : les ailes, les surfaces de contrôle, le système de contrôle ;
— Source d’énergie : à savoir le système d’alimentation ;
— Équipement : à savoir son installation, le système électrique, l’équipement de sûreté,
etc.
Pour que l’aéronef soit certifié, il doit être conforme à son type de certificat c’est-à-dire que
les éléments cités ci-dessus sont sous contrôle total du système pour assurer la sûreté de
l’opération. Ces règles ont été appliquées à l’aviation civile pour réguler la navigabilité des
avions commerciaux dans l’espace aérien. Ils peuvent être appliqués au domaine des drones
civils selon l’annexe 2 de l’International Civil Aviation Organization (ICAO) [Mar09] qui
stipule que peu importe la nature de la navigabilité d’un aéronef, des standards d’opération
doivent être respectés.
Particulièrement en France, l’utilisation des drones est encadrée par l’arrêté du 11 avril
2012 de la Direction Générale de l’Aviation Civile (DGAC). La mise en place de ce dispositif
s’inspire de la réglementation de l’aéromodélisme. Cette réglementation se décline dans
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Scénario Caractéristiques Type de mission
Scénario
dit «à vue» (S1)
- Drone moins de
25 kg
- Distance d’évolution maximale
de 200 m du télépilote
- Altitude maximale de 150 m
- Inspection d’ouvrage de dimension
limitée
- Vol hors zone peuplée
- Vol à vue
Scénario
dit «hors vue» (S2)
- Altitude maximale de 50m
- Drone moins de 25kg
- Distance d’évolution
allant jusqu’à 1km
- Vol hors zone peuplée
- Vol sans visibilité
- Inspection d’ouvrage de dimension
surfacique ou linéaire
Scénario
dit «a vue» (S3)
- Drone moins de 4kg
- Drone équipé d’un dispositif
de protection des tiers
au sol(parachute, airbag...)
- Distance d’évolution maximale
de 100 m du pilote
- Altitude maximale de 150m
- Évolution en zone peuplée
(avec autorisation)
- Inspection d’une zone de
dimension connue
- Vol à vue
Scénario
dit «à vue» (S4)
- Altitude maximale de 150 m
- Drone moins de 2 kg
- Distance d’évolution illimitée
- Inspection d’ouvrage de dimension
surfacique ou linéaire
- Vol hors zone peuplée
- Vol sans visibilité
Tableau 3.2 : Différents scénarios d’utilisation selon la réglementation française
quatre scénarios mettant en œuvre certains types d’aéronefs dans un environnement au
sol déterminé, à une altitude donnée, et à vue ou non télépiloté. Ces quatre scénarios
sont montrés dans le tableau 3.2. La réglementation porte sur une analyse de risques sur
plusieurs critères : la masse de l’appareil, l’éloignement possible du drone par rapport au
pilote, le survol d’une zone peuplée, la dangerosité du vol par rapport aux autres usagers
de l’espace aérien. Cette démarche est régie par deux arrêtés en avril 2012 :
— Arrêté du 11 avril 2012 relatif à la conception des aéronefs civils sans pilote, aux
conditions de leur utilisation, et sur les capacités requises pour leur pilotage à dis-
tance
— Arrêté du 11 avril 2012 relatif à l’utilisation de l’espace aérien
Pour répondre à ces critères, un drone doit obtenir une certification associée à chaque scé-
nario d’utilisation. Notre objectif est donc de contribuer à éliminer les risques qui peuvent
être provoqués par notre protocole de routage sécurisé dans le nouveau système UAS dans
son scénario d’utilisation.
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3.4.1 Apport de l’approche MDD dans la certification UAS
Le processus de certification d’un logiciel embarqué pour les drones civils fait encore l’objet
de recherche et de réflexion par les autorités de certification. Au moment de rédaction
de ce manuscrit, aucune norme n’a été définie. Toutefois dans le monde aéronautique,
quelques standards (DO-254 [BH07], DO-178B, ARP-4761 4, ARP-4754 [ARP96]) existent
et ont été utilisés par les industriels. Nous avons vu précédemment que la majorité des
exigences appliquées dans le monde aéronautique subsistent dans le domaine des drones.
Ce constat nous permet dans cette thèse de considérer le standard le plus proche de notre
domaine pour la conception des logiciels embarqués aéronautiques. L’idée est de suivre la
recommandation de cette norme pour contribuer à la certification de notre algorithme de
routage quand un tel standard sera créé. Il s’agit de la famille DO-178 et plus récemment
le standard DO-178C [MLD+13].
Cette norme régit les activités de développement et de test des logiciels embarqués à bord
des avions et aéronefs commerciaux. Elle a été écrite conjointement par des représentants
des constructeurs aéronautiques, des éditeurs de logiciels et des organismes de certification.
Ils imposent notamment l’utilisation de l’approche orientée modèle ainsi que l’utilisation de
certaines méthodes d’analyses de code. L’application de cette approche peut nous donner
les avantages suivants :
— Tout d’abord, il y a la garantie de la procédure de vérification à chaque étape du
développement et aussi l’assurance d’une traçabilité complète des exigences, à partir
de la spécification jusqu’à l’implémentation dans le code source.
— Ensuite, l’utilisation de la méthode orientée modèle va permettre au logiciel d’être
modulaire et réutilisable. Cette propriété de modularité est appréciée d’ores et déjà
par les autorités de certification dans le contexte aéronautique. En effet, la garantie
de sûreté et de sécurité est plus facile à apporter pour des systèmes modulaires que
pour les systèmes monolithiques [AFOTH06].
— Grâce à l’utilisation des méthodes formelles, nous pouvons démontrer l’absence d’er-
reur de conception du système final. Il est important de noter que les méthodes
formelles sont également considérées dans les normes de certifications par la norme
DO-331 [Pot12]. Le DO-331 a été créé en 2012 pour être une annexe au DO-178C re-
latif à l’usage des méthodes formelles pour la certification des logiciels aéronautiques.
Le DO-178C se focalise sur le concept de développement orienté modèle tandis que
le DO-331 introduit l’analyse par simulation et par couverture du modèle.
La simulation du modèle permet de valider son objectif en analysant le comporte-
ment dynamique du système. La valeur et le comportement obtenus en sortie de
la simulation doivent correspondre à ce qui était attendu. En ce qui concerne la
4. http ://standards.sae.org/arp4761/
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couverture du modèle, elle est faite durant la phase de simulation du modèle pour
comparer les spécifications et les modèles. Les outils Simulink Design verifier et Si-
mulink Code Inspector peuvent être utilisés à ce sujet. La spécificité de chacune
de ces deux normes DO-178C et DO-331 est montrée par la table 3.3. Nous avons
également inscrit dans le tableau des exemples d’outils qui répondent au besoin de
cette norme.
— La norme DO-178C comporte un document annexe consacré à la qualification d’ou-
tils. Cette notion de qualification d’outils stipule que les autorités de certification
acceptent l’utilisation par les concepteurs logiciels des outils qu’ils ont validés. Ils
savent, par exemple, que tel générateur automatique de code ne va pas rajouter
d’erreurs par rapport au modèle. En plus de diminuer le temps de développement,
et de tests en outils automatisés, ces outils peuvent également diminuer les efforts
de certification. Dans notre cas d’étude, plusieurs outils de la gamme de produits
Mathworks entrent dans ce cadre. Nous pouvons citer Polyspace, qui est un outil
d’analyse statique et de vérification de règles de codage, qui correspond à un des
objectifs de la norme. Il y a également Simulink Code Inspector qui répond à pas
moins de cinq objectifs de la DO-178C à savoir la conformité du code source avec les
exigences bas niveau, conformité du code source avec l’architecture logicielle, lisibi-
lité du code source, traçabilité entre le code source et les exigences et la précision et
cohérence du code source.
DO-178C DO-331
Contenu
- Modélisation
- Génération de code source
- Obtention de code objet exécutable
- Test unitaire sur les partitions logicielles
- Traçabilité complète des exigences
- Méthode formelle
- Vérification de modèle
- Analyse par simulation du modèle
- Analyse de couverture du modèle
Exemple
d’outils
- Model based design Mathworks
- Polyspace
- Simulink Code Inspector
- Model coverage
- Simulink Design verifier
Tableau 3.3 : Apport des normes DO-178C et DO-331
Pour conclure cette section, nous pouvons donc affirmer que pour assurer la sûreté de
notre architecture de communication sécurisée, sa conception doit être réalisée en suivant
l’ensemble des recommandations introduites par la norme DO-178C. Cela dans le but de
contribuer à la certification du système UAS. Également, le développement du logiciel
embarqué critique peut profiter de la productivité, de la réduction de coût et de la qualité
du développement orienté modèle. Dans le chapitre suivant, nous présenterons l’utilisation
des modèles et des méthodes formelles pour la conception de notre protocole de routage
sécurisé.
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3.5 Choix d’outils pour l’application de la méthodologie MDD
Nous avons vu précédemment les contenus des sept étapes de la méthodologie. Dans cette
section, nous allons associer des outils que nous avons utilisés pour chaque étape de la
méthode.
Étape 1 : organisation de l’architecture de communication sécurisée
Comme nous l’avons évoqué précédemment, la première étape de la méthodologie consiste
à partitionner les fonctionnalités de notre protocole de routage sécurisé. Cette étape est
faite à la main pour échelonner les spécifications en blocs destinés à représenter les classes
de partitions. Le diagramme des classes est montré par la figure 3.5 et commenté dans le
chapitre suivant concernant la proposition d’un protocole de routage sécurisé.
Figure 3.5 : Illustration des classes de partition de notre protocole de routage sécurisé
La classe de partition de routage est responsable du routage des paquets. La classe de
partition de sécurisation a pour objectif de sécuriser les trafics de routage en garantissant
leurs authentifications. La classe de partition d’interfaçage est consacrée à la gestion des
interactions des classes gérant les données du routage aux entrées/sorties matérielles. Cette
liaison consiste en pratique à réceptionner les trames reçues, à désencapsuler les données
de ces trames et à les transmettre à la classe de la partition de sécurisation et de routage.
Chaque classe de partition est composée de blocs fonctionnels. Par exemple, le bloc de
routage est composé de plusieurs sous-partitions comme le montre la figure 3.6. Dans cette
classe de partition de routage, la sous-partition « Demux » est responsable de récupérer
les paquets entrants dans le système, ensuite, le système procède à un filtrage suivant une
métrique bien particulière (par exemple, l’adresse IP destination, le numéro de séquence)
pour transférer le paquet au bloc correspondant. Pour l’instant, nous n’allons pas détailler
le contenu de ce bloc de routage. Il sera évoquée au chapitre suivant pour parler des
mécanismes de découverte et de maintenance de route de notre protocole de routage.
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Figure 3.6 : Conception de la classe de partition de routage
Étape 2 : modélisation avec Simulink et Stateflow
Les outils de conception tels que Lustre/SCADE ou Matlab/Simulink permettent de conte-
nir la complexité croissante d’abstraction. Notre choix s’est tourné vers Simulink et Sta-
teflow, car ils sont préconisés par les industriels conjointement avec la norme DO-178C.
Généralement lorsque les partitionnements des exigences sont faits, le concepteur peut
passer à la modélisation. En utilisant Simulink, nous avons pu représenter graphiquement
par un diagramme en blocs notre système. Ces blocs sont reliés entre eux par des signaux.
Les blocs Simulink sont également formés des opérations arithmétiques ou des générateurs
de signaux aléatoires en passant par des opérations écrites en Matlab, C/C++, Fortran
ou encore Ada. Simulink permet aussi de simuler le fonctionnement des programmes ainsi
que les preuves formelles sur les modèles.
Étape 3 : transformation du modèle
La troisième étape consiste à transformer les modèles en un langage le plus proche de la
cible matérielle. Pour cela, nous avons généré du code C avec l’outil Embedded Coder de
Matlab/Simulink. Embedded Coder génère un code C et C++ qui peut être utilisé sur
les processeurs embarqués. Ce générateur de code permet des optimisations perfectionnées
pour contrôler finement les fonctions, fichiers et données du code généré. Il fournit aussi des
rapports de traçabilité, une documentation d’interface de code et une vérification logicielle
automatisée qui permet de s’intégrer dans une démarque d’un développement logiciel basé
sur la norme DO-178B. Avant de générer le code, Embedded Coder lance des outils de
vérification du modèle, soit pour remonter des erreurs de conception, soit pour optimiser
la configuration du modèle. Les codes sources générés peuvent également être optimisés
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spécifiquement par rapport au type de processeur cible qui sera utilisé dans le système
embarqué.
Dans le cas de notre protocole de routage sécurisé, les modèles Simulink et Stateflow des
classes de partitions ont été convertis en 64 fichiers dont 1 fichier main (5891 lignes de
code source en langage C). La figure 3.7 illustre la sortie obtenue par Embedded Coder.
Figure 3.7 : Utilisation de Embedded Coder pour transformer les modèles en code source
Étape 4 : code de collage manuel
Le code obtenu à l’étape précédente nécessite d’être lié aux entrées-sorties du système.
La première procédure est de gérer le code de communication entre partitions qui sont
représentées que par des signaux dans Matlab/Simulink. L’idée est donc de lister ces fils
et d’ajouter le code correspondant à l’entrée et à la sortie de chaque partition.
Par ailleurs, nous avons également fourni au système d’exploitation embarqué, un point
d’entrée pour chaque partition. C’est principalement la classe de partition de routage qui
interagit avec l’interface bas niveau.
En outre, les codes de collage ajoutent également les différentes configurations du système,
comme le montre la figure 3.8. Nous avons d’abord la configuration des sockets netlink pour
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faire communiquer l’espace utilisateur avec le niveau kernel. Ce paramètre est nécessaire
pour appliquer le mécanisme de sécurité adéquat correspondant au type de paquet. Il y
a également les codes de mise à jour du noyau du système d’exploitation suivant l’état
du daemon de routage sécurisé au niveau applicatif. L’encapsulation de paquet IP et le
filtrage netfilter sont des approches basiques pour rediriger chaque paquet entrant vers le
bloc de sortie correspondant. Ces différentes configurations sont analysées plus en détail
dans le chapitre suivant.
Figure 3.8 : Code de collage liant le système d’exploitation au modèle
Étape 5 : compilation avec gcc et arm-gcc du code en langage C
Les codes générés par Embedded Coder et de collage sont indépendants du processeur
associé à la plateforme matérielle. La dernière étape consiste donc à obtenir les fichiers
binaires exécutables qui seront employés pour chaque cible matérielle. Pour cela, nous
avons utilisé à la fois le compilateur gcc (version 4.6.3 ubuntu/Linaro) et un compilateur
embarqué de notre cible matérielle. Un compilateur est souvent associé à un linker. Ils sont
responsables de produire une image binaire correspondant au code source en utilisant les
configurations du processeur et la plateforme matérielle et en partageant le code binaire
aux adresses mémoires adaptées.
Pour faire fonctionner le code binaire sur notre cible matérielle qui est la carte Phytec 5
utilisé par les drones, il est nécessaire de procéder à un processus de cross-compilation.
Le principe du cross-compilation est de compiler des programmes sur une machine ayant
5. http ://www.phytec.fr/produit/single-board-computer/phyboard-mira/
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une architecture différente de la cible matérielle qui va utiliser le programme. La raison
principale de cette démarche est de favoriser le développement local du logiciel, d’apporter
des modifications locales jusqu’à obtenir une binaire d’exécution. Une des raisons aussi est
que dans notre cas, la machine locale de développement est plus puissante que la cible. Dans
notre cas, le système cible dispose d’un calculateur et de ressources mémoires limitées. Pour
cela, nous avons utilisé le toolchain (une série d’instructions permettant au compilateur
de connaitre l’architecture cible) se basant sur openembedded 6 car les fichiers sources de
notre système d’exploitation embarqué sont générés par openembedded. Ce dernier est un
framework libre de compilation de composants logiciels destinés à être déployés sur des
systèmes embarqués. Il a été utilisé pour produire l’image Linux utilisée sur notre cible
matérielle.
À la fin de cette étape, nous disposons d’un fichier binaire pouvant se lancer dans une
machine virtuelle avec l’architecture ARM.
3.5.1 Synthèse sur les chaînes d’outils
Le tableau 3.4 résume les différents outils utilisés pour appliquer la méthode MDD dans
cette thèse. Ces outils permettent d’obtenir des gains en matière d’évaluation et de certi-
fication. L’évaluation de la sécurité fonctionnelle est simplifiée par l’approche modulaire
qui est faite à l’étape de partitionnement et de modélisation. Quant à la certification, la
qualification des outils permet de réduire voir d’éliminer les tâches de processus de certi-
fication [Var13]. Par ailleurs, ces outils participent également à l’assurance de la qualité
du logiciel. Ils assurent que le développement du logiciel s’exécutant dans le système UAS
et les différents processus sont conformes aux plans et règles approuvés initialement dans
la phase de spécification et de conception du système. Ils garantissent également que les
critères de transition pour chaque processus du cycle de vie du logiciel sont satisfaits. La
garantie de la conformité entre l’exigence du cahier des charges et du produit logiciel est
également atteinte.
Étape Outils utilisés
Outils de modélisation Simulink & Stateflow
Outils de transformation Embedded Coder
Langage du code source C
Compilation et édition de liens gcc, compilateur embarqué
Système d’exploitation embarqué Linux généré par openembedded
Emulation/plateforme matérielle Virtualbox, Architecture ARM
Tableau 3.4 : Outils applicables dans le cadre de notre méthodologie
6. http ://www.openembedded.org/wiki/Main_Page
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3.6 Conclusions
Le système UAS est composé de différents modules logiciels qui proposent des services
pour la réalisation d’une mission donnée. Pour pouvoir être commercialisé et utilisé en
grand public, ce système doit répondre à des exigences de conception et offrir la sûreté de
sa navigabilité dans l’espace aérien national. Ces exigences sont gérées par le processus de
certification que doivent passer les constructeurs des drones.
Notre cas d’étude se réfère à l’intégration des drones de l’entreprise Delair-Tech dans
l’espace aérien français. Bien que le système actuel permette déjà de faire un vol sans
visibilité (catégorie des vols out of line of sight) entre le pilote et l’aéronef, l’ajout de
notre module d’architecture de communication sécurisé vient s’ajouter dans la hiérarchie
et nécessite une nouvelle phase de validation du système dans sa globalité. Pour cela, nous
devons répondre aux exigences de l’autorité de certification. L’une de ces exigences est la
garantie de la sûreté de la mission durant l’opération. Il y a donc un besoin fort d’assurer
la correspondance entre les différentes partitions de l’algorithme et son implémentation en
code source. Pour cela, nous avons étudié durant cette thèse, l’application d’une approche
flexible et cohérente qui supporte le développement de notre protocole de routage sécurisé.
L’approche orientée par les modèles nous a permis de raisonner sur les différents besoins
qui composent notre cahier des charges, et leur interaction. Elle nous a permis également
d’exprimer d’une manière explicite la façon de réaliser ces interactions à travers l’utilisation
des modèles afin d’avoir une représentation concise du système. Cela est un gain significatif
pour la procédure de certification future de notre système. En outre, cette méthodologie
nous a permis de couvrir les différentes phases du cycle de développement en adoptant
une démarche basée sur la transformation de modèles en code source. Ce type de pratique
permet d’assurer la cohérence du système durant les différentes phases du cycle de vie en
garantissant la modularité et la réutilisabilité des différentes fonctions du logiciel.
Chapitre 4
Protocole SUAP (Secure UAV Ad
hoc routing Protocol)
Dans ce chapitre, nous présenterons les mécanismes de sécurité du proto-
cole Secure Uav Ad hoc routing Protocol (SUAP), et leur mise en œuvre. Pour
concevoir ce protocole, le choix a été fait de s’appuyer sur un algorithme de
routage existant. Pour appuyer ce choix, il était nécessaire d’évaluer, dans un
environnement UAANET, les performances des algorithmes de routage utili-
sés pour les réseaux MANET. Cette étude de performance a été réalisée avec
un outil hybride de test, qui combine l’approche de simulation (utilisation du
simulateur OMNET++), et d’émulation (utilisation des machines virtuelles).
L’outil qui a été créé prend en compte un sous-ensemble de l’environnement
réel d’exécution d’un réseau UAANET réaliste.
Cette évaluation nous a permis par la suite de distinguer le protocole
AODV, qui offre des qualités de services acceptables au regard de notre cahier
de charge. Cela a conduit à la création d’une autre instance de ce protocole,
avec la méthodologie orientée modèle présentée dans le chapitre 3. Ensuite,
nous avons ajouté des mécanismes de sécurité garantissant l’authentification
et l’intégrité des messages. Ces services de sécurité sont assurés respectivement
par un algorithme de signature, et d’une chaine de hachage. Ensuite, pour
contrer l’attaque wormhole, deux mécanismes complémentaires de détection
ont été proposés. Le premier se base sur la relation entre le nombre de sauts
et la distance géographique relative entre deux nœuds voisins. Le deuxième
mécanisme qui garantit la mise en place d’une route sécurisée s’appuie sur
une chaine de hachage imbriquée en prenant en compte l’identité des nœuds
communicants authentifiés.
Enfin, pour vérifier l’utilité des fonctions de sécurité du protocole SUAP,
nous avons vérifié formellement les propriétés de sécurité proposée avec l’outil
Automated Validation of Internet Security Protocols and Applications (AVISPA).
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4.1 Introduction
Pour mettre en place un réseau UAANET, quelques protocoles de routage ont été proposés
[MML17b] dans la littérature. Le point commun des algorithmes existants est l’absence
des mécanismes de sécurité qui permettent de trouver des routes fiables et sécurisées. En
effet, différents types d’attaques peuvent être exécutés, comme évoqués dans le chapitre 2.
Ces attaques peuvent modifier les paquets de routage, ou injecter de faux messages pour
dégrader la performance du réseau. Par conséquent, il est primordial de proposer une
architecture de communication sécurisée qui puisse prendre en compte la sensibilité des
applications potentielles. En particulier, la sécurité du routage émerge comme une question
difficile en raison de la spécificité du réseau en matière de mobilité, de connectivité et de
ressources disponibles (énergie, mémoire, bande passante, etc.). De plus, dans le chapitre
2, il a été évoqué que la plupart des protocoles de routage MANET sécurisés existants
sont vulnérables contre l’attaque wormhole. L’attaque wormhole fait partie des attaques
les plus réputées qui menacent le routage ad hoc.
Pour répondre à cette problématique, nous avons proposé un protocole de routage sécu-
risé pour les réseaux UAANET qui s’intitule SUAP (Secure Uav Ad hoc routing Protocol
[MML16a], [MML16b]). Ce protocole se base sur le protocole SAODV et sécurise l’étape
de découverte et de maintenance des routes. SUAP assure l’authentification et l’intégrité
des paquets de contrôle par l’intermédiaire d’un mécanisme de signature et de fonction de
hachage. Ensuite, des mécanismes de sécurité supplémentaires ont été ajoutés, pour la dé-
tection de l’attaque wormhole. Le premier volet de ce mécanisme est dédié aux paquets de
découverte de voisin et qui consiste à établir une correspondance entre la distance relative
séparant deux nœuds voisins et le nombre des sauts associés au paquet. Le deuxième volet
protège les paquets de découverte de route en s’appuyant sur l’utilisation de l’identité du
nœud suivant dans la chaîne de la route dans le calcul d’une empreinte (Hash) à chaque
retransmission.
Afin de présenter SUAP, ce chapitre sera structuré comme suit. Dans un premier temps,
nous détaillerons les hypothèses concernant le modèle réseau et le modèle d’attaque que
nous proposons de prendre en compte. Nous analyserons les choix de départ qui ont été
faits pour construire la base du protocole SUAP. Par la suite, nous décrirons les diffé-
rents mécanismes de sécurité du protocole SUAP en détaillant les vulnérabilités qui ont
été considérées pendant la phase de conception. Ensuite, nous montrerons l’analyse de
vérification formelle que l’on a réalisée pour vérifier les services de sécurité de SUAP avec
l’outil AVISPA [ABB+05]. Enfin, dans la dernière partie, nous entrerons dans le détail
de conception du protocole SUAP avec la méthodologie de prototypage rapide qui a été
présentée dans le chapitre précédent.
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4.2 Choix d’un protocole de routage
Pour construire notre architecture de communication sécurisée, il était nécessaire de choisir
un protocole de routage de départ. Nous avons donc décidé dans cette thèse d’utiliser un
protocole existant dans l’environnement MANET et ensuite d’y ajouter des mécanismes de
sécurité. Ce choix est justifié d’une part par la maturité des protocoles de routage MANET
(notamment les protocoles AODV, DSR et OLSR) qui sont reconnus dans la littérature
à travers des études d’évaluation de performances [Mac99] [PD12] et de l’existence des
standards à leur nom. Nous pouvons, par exemple, citer le RFC 1 du protocole AODV
[PBRD+03a], de DSR [JHM07] et d’OLSR [CJ03].
Nous nous intéressons également aux métriques de performance réseau pour pouvoir vé-
hiculer les données de la charge utile avec une qualité de service acceptable. Bien que
l’objectif principal de notre étude est de mettre en place un réseau de communication sé-
curisé entre les drones, il est aussi fondamental que le réseau puisse permettre d’échanger
des données applicatives (temps réel).
Ainsi, pour pouvoir sélectionner un tel protocole, il est nécessaire de faire une étude d’éva-
luation des grandes familles de protocole de routage en essayant de se rapprocher au mieux
de la condition de déploiement d’un réseau UAANET. Il convient donc de considérer l’en-
vironnement d’exécution des algorithmes de routage pour mieux représenter les conditions
réelles de déploiement. Les conditions de déploiement évoqué ici concernent : le système
d’exploitation Linux utilisé par les drones, l’exécution en temps réel des protocoles de rou-
tage et des modèles de mobilité réaliste. Pour répondre à ces exigences, nous avons décidé
de mettre en place un protocole expérimental qui va permettre d’évaluer des protocoles
de routage suivant des paramètres bien définis propre au réseau UAANET. C’est pour-
quoi nous avons créé un outil spécifique de test des protocoles de routage UAANET qui
combine à la fois le paradigme de simulation et d’émulation. Cet outil 2 de comparaison
de protocole peut également être utilisé pour d’autres types de réseaux [MRL15] comme
le réseau VANET ou le réseau AANET (Aeronautical Ad hoc NETwork) en ajoutant les
modules appropriés.
4.2.1 Protocole expérimental et outil de test de protocole de routage
UAANET
Cette étude a pour objectif de justifier quel protocole de routage serait le plus performant
dans un contexte d’utilisation réaliste d’une flotte de drone. Le choix doit être fait de ma-
nière à maximiser la qualité du service pouvant être offerte aux utilisateurs, par exemple,
pour de la vidéo en temps réel dans un contexte de télésurveillance, en considérant entre
1. Request For Comment
2. Il peut être téléchargé sur ce lien : https://dl.recherche.enac.fr/getfile?fileid=
42a9e9797239a56118d9c4973516ae1c
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Figure 4.1 : Scénario pour lequel notre protocole expérimental doit être adapté
autres la latence d’affichage, la qualité de la vidéo et la disponibilité du service.
Durant notre étude d’état de l’art des protocoles réseaux MANET existants, nous avons
remarqué la différence des hypothèses considérées dans les études de simulations dans un
environnement MANET et les conditions réelles de déploiement d’un réseau UAANET.
Par exemple, beaucoup des tests effectués sur les protocoles de routage MANET supposent
un grand nombre de nœuds, de 50 à 200, ce qui ne correspond généralement pas aux
situations que nous envisageons. De plus, peu d’études ont été menées spécialement pour
les réseaux de drones, dont les caractéristiques en matière de mobilité sont très spécifiques.
Enfin, beaucoup d’entre elles se basent sur des résultats issus de simulations et font par
conséquent abstraction de nombreux phénomènes pouvant se produire sur un banc de test.
Le but de notre démarche est d’évaluer les performances de différents protocoles de
routage dans le cadre d’un scénario proposé. Ce scénario imagine trois drones en mission
de télésurveillance. Si les trois drones circulent suivant leur plan de vol, on suppose qu’un
obstacle ou une portée limitée puisse venir empêcher la connectivité directe d’un drone
avec la station au sol. Dans ce cas, les autres drones doivent pouvoir jouer le rôle de relais
vers la station au sol. Ce scénario basique est illustré dans la figure 4.1.
4.2.2 Architecture de l’outil de test
La vue globale de notre outil hybride destiné à tester les protocoles de routage est montrée
par la figure 4.2.
Cet outil est détaillé dans l’annexe A.1 et a été publié dans [MRL15]. Dans cette section,
nous nous contenterons de citer les principaux modules de l’outil.
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Figure 4.2 : Vue globale du système destiné à tester les protocoles de routage par ému-
lation
— Hyperviseur : le choix de l’hyperviseur a été principalement poussé par les possibi-
lités réseau pouvant être obtenues. En effet, nous avons décidé d’implémenter notre
solution de routage dans des machines virtuelles pour l’exécution en temps réel dans
un système Linux. Notre choix s’est tourné vers Virtualbox [Wat08] qui propose un
outil simple d’exécution permettant de mettre en communication plusieurs machines
virtuelles à travers un réseau virtuel.
— Virtualisation réseau : la mise en place du réseau à nécessité que chacune des ma-
chines virtuelles ait une unique interface dans un réseau commun, à l’image d’un
réseau sans fil. Virtualbox nous a permis de réaliser cette connexion grâce à son sys-
tème de réseau interne permettant de connecter plusieurs machines virtuelles entre
elles. Pour répondre à la question concernant la simulation des pertes de liens qui
existent dans une implémentation réaliste d’un réseau UAANET, nous avons in-
clus la mobilité au protocole expérimental en utilisant le framework virtualmesh
[SGB11]. Ce framework permet d’interfacer un système Linux avec une simulation
OMNeT++ 3.
— Mobilité : de manière à obtenir un scénario le plus réaliste possible, nous avons
utilisé des traces fournies par Delair-Tech pour recréer un scénario de mobilité cor-
respondant au scan d’une zone. À partir d’une trace réelle et grâce à des rotations
et changements d’échelle, nous avons recréé un scénario avec 3 drones en scannant
une zone en collaboration. Une illustration de ces traces est montrée en annexe A.1.
3. C’est un simulateur réseau qui permet de simuler un réseau ad hoc mobile https ://omnetpp.org/
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— Accès au médium : elle est réalisée par le framework Virtualmesh, qui est associé
à l’outil OMNET++ et le module INET. Virtualmesh permet ainsi de simuler un
accès au médium réaliste (avec collisions, atténuation du signal...).
— Implémentations des protocoles sélectionnés : les protocoles sélectionnés pour une
première série d’évaluation sont : OLSR, AODV et DSR. Ces choix ont été motivés
parce qu’ils sont des protocoles historiques et traités par de nombreuses publications,
et à la base de nombreuses évolutions [Sah14]. Le choix a aussi été justifié par le fait
qu’il a été possible d’en trouver leurs implémentations sur Linux.
Par ailleurs, il est important de noter que la troisième grande famille de protocoles
de routage qui aurait pu être testée est le routage géographique, avec notamment
GPSR. Cette famille de protocoles utilise les positions géographiques pour relayer les
paquets. L’information de localisation permet de déterminer le prochain saut pour
joindre la destination.
Le choix du prochain saut peut se faire de manière différentes :
— En mode greedy forwarding [JMLW08], le nœud envoie le paquet vers le nœud
le plus proche de la destination (au sens géométrique du terme) et à sa portée.
— Lorsque ce mode n’est plus possible (situation illustrée dans la figure 4.3) un
nouveau mécanisme doit être utilisé. Le face routing [LML05] par exemple,
consiste à construire un graphe planaire des connections, puis à utiliser la règle
de la main droite pour choisir le prochain saut.
Figure 4.3 : Cas où le mécanisme greedy forwarding est inefficace
Pour spécifier la position, il y a deux cas à distinguer : lorsque la destination est à
une position fixe (comme la station au sol), on pourrait imaginer utiliser un protocole
de routage géographique, la donnée pouvant être chargée avant le vol. En revanche,
lorsque la destination est mobile, un mécanisme d’échange des positions devient
nécessaire.
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Dans notre cas, le seul médium qui est disponible est le réseau ad hoc mobile.
L’échange des positions nécessite donc une information de routage qui ne peut être
fournie que par un protocole de routage. Utiliser un protocole de routage géogra-
phique devient donc redondant, car si un mécanisme de routage est nécessaire pour
échanger les positions des nœuds, il semble plus pertinent d’utiliser directement
les routes proposées par ce mécanisme que d’ajouter un protocole de routage géo-
graphique. Nos investigations ont aussi montré que les quelques implémentations
disponibles pour Linux sont anciennes et peu nombreuses. Enfin, le routage géogra-
phique nécessite que la source du message connaisse la position de la destination, ce
qui, dans le cas de notre scénario, n’est envisageable que si un mécanisme d’échange
des positions est mis en place. Considérant tous ces éléments, nous avons décidé
d’écarter les protocoles de routage géographiques de notre étude comparative.
— Profils des trafics applicatifs générés : nous avons utilisé des traces réelles dont nous
avons extrait les principales caractéristiques. Celles-ci correspondaient à des trafics
émis lors d’une mission en liaison directe. En extrapolant, nous avons ainsi pu générer
un trafic similaire avec nos 3 nœuds, dont les caractéristiques sont exposées dans le
tableau 4.1.
Le trafic considéré pour les données utiles correspond à de la vidéo HD, pouvant
être généré dans le cas d’une application de vidéosurveillance. Le codec utilisé est
du H264, un codec très répandu pour ce type de qualité vidéo. H264 étant un codec
à débit variable, nous avons considéré ici un débit moyen de 4 Mbit environ pour
une image full HD (1920x1080 pixels) à 30 images/sec. Ces caractéristiques ont été
extraites d’une vidéo de promotion produite par Delair-Tech, comprenant essentiel-
lement des images de vol capturées par un drone. Une variabilité uniforme d’environ
50% pour la taille de chaque image a été introduite, cette valeur a été choisie de
manière arbitraire. Afin d’éviter une fragmentation des paquets, l’équivalent d’une
image est envoyé découpé par paquet de 1000 octets.
Type Source!Destination Taille du paquet Fréquence
Tick Dr1!Dr2, Dr1!Dr3 64 octets 1.0 paquet/s
Georef Dr2!Dr1, Dr3!Dr1 64 octets 1.8 paquet/s
Command Dr1!Dr2, Dr1!Dr3 64 octets 0.034 paquet/s
Vidéo Dr2!Dr1, Dr3!Dr1 4 Mbit/s
Tableau 4.1 : Trafics générés
4.2.3 Résultats d’évaluation des performances
Nous avons décidé de mesurer 3 paramètres importants. Ce sont des paramètres utilisés
fréquemment pour caractériser les protocoles de routage. En premier lieu, nous avons dé-
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cidé d’évaluer le trafic supplémentaire ou overhead provoqué par chacun des protocoles.
L’overhead correspond à la quantité de données additionnelle envoyée pour le fonction-
nement du protocole (paquets de contrôle et entêtes dans les paquets de données). C’est
un paramètre déterminant quant à la bande passante qui pourra être allouée aux applica-
tions. Moins le protocole émet de messages, plus il laisse de place aux applications sur un
médium limitée.
Ensuite, nous avons choisi d’évaluer le délai de bout en bout pour chacun des protocoles.
Étant donné que la bande passante est largement supérieure au trafic généré, ce paramètre
ne devrait pas beaucoup influer. Cependant, il est possible que certains mécanismes des
protocoles de routage entrainent des délais supplémentaires. C’est essentiellement e délai
maximal qui nous intéresse ici, notamment pour les applications en temps réel.
Enfin, le dernier paramètre est le temps de réparation d’une route. Il caractérise la capacité
d’un protocole à modifier rapidement une route si une perte de lien est détectée sur celle-ci.
C’est un paramètre important surtout dans un contexte de forte mobilité.
Par ailleurs, il est à noter que nous avons utilisé une couche MAC idéale, où chaque
interface est caractérisée par un débit et une portée. Ce choix est justifié par le fait qu’après
quelques tests, nous nous sommes aperçus qu’un modèle réaliste au niveau MAC imposait
de nombreuses pertes, rendant l’évaluation du protocole de routage difficile. En effet, les
pertes occasionnelles causées par la couche MAC permettaient difficilement d’évaluer les
pertes causées par le protocole de routage. Nous avons donc remplacé la couche MAC par
une couche MAC idéale.
4.2.3.1 Résultats de connectivité
La caractéristique qui nous intéresse concerne la connectivité entre les différents nœuds
du réseau. Ici, la connectivité est définie comme la stabilité du réseau qui dépend de la
fluctuation des liens utilisés. Si le pourcentage de connectivité est élevé, cela suppose que
le protocole de routage offre un bon rendement de stabilité des routes qui sont disponibles
dans le réseau. Les résultats que nous avons obtenus concernant la connectivité sont ex-
posés dans les tableaux 4.2. Nous avons choisi les trafics 2!1 et 3!1, car étant les plus
importants (en effet ils sont les seuls à représenter l’échange de flux vidéo pendant la
mission). La mesure active est donc plus précise.
On constate que OLSR présente ici des moins bonnes performances par rapport aux pro-
tocoles réactifs. Ce résultat semble provoqué par le fait que le protocole OLSR attend la
perte de plusieurs paquets Hello avant de changer de route. Les résultats les plus intéres-
sants sont ceux concernant la connectivité en état instable. Nous constatons qu’ici, AODV
présente de meilleurs résultats par rapport aux autres protocoles. Ce résultat indique que
AODV est le protocole qui, lorsqu’au moins l’un des trois protocoles ne permet pas la
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AODV DSR OLSR
Durée de la simulation 2h 57min 3s
États connectés / Durée de simulation 61.5 % 61.0% 58.8%
États instables / Durée de simulation 3.78% soit 6 min 41s
Connectivité en état instable 88.5% 66.7% 15.3%
Trafic 3!1
AODV DSR OLSR
Durée de la simulation 2h 58min 44s
États connectés / Durée de simulation 62.9 % 61.7% 60.4%
États instables / Durée de simulation 3.79% soit 6 min 46s
Connectivité en état instable 90.65% 58.2% 24.1%
Trafic 2!1
Tableau 4.2 : Résultats de connectivité sur un test de 3h
connectivité, est lui-même connecté dans presque 90% des cas.
Il est à noter que les zones à états instables correspondent généralement à des transitions
entre un état stable connecté et un état stable déconnecté (cf. figure 4.4). Ces états in-
stables sont les plus intéressants, car ils correspondent à des instants où les protocoles de
routage ne se comportent pas de la même manière.
Ce résultat est significatif, il indique que dans pratiquement toutes les situations pouvant
être obtenues sur notre scénario, AODV est plus prompt à réagir que OLSR et DSR.
Figure 4.4 : Extraction des états stables et états instables
4.2.4 Délai moyen de ré-établissement d’une route après une perte de
connectivité
Les résultats obtenus concernant les pertes de connectivité sont exposés dans la figure
4.5. La figure montre que le protocole OLSR est ici largement en retard par rapport aux
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Figure 4.5 : Délai de ré-établissement de route après une perte de connexion par protocole
(axes des abscissesh en ms)
protocoles réactifs. Ce résultat est justifié par le fait que OLSR ne relance la recherche
d’une nouvelle route qu’après la perte de plusieurs paquets. Les résultats pour AODV et
DSR sont ici assez similaires, car leur réactivité permet de trouver une route alternative
rapidement. Nous pouvons dire que les résultats montrent ici clairement que les protocoles
réactifs ont l’avantage, ceci notamment pour leur capacité à réagir promptement à des
changements brutaux de topologie. En effet AODV et DSR mettent ici largement moins
de temps qu’OLSR pour établir une nouvelle route.
Sur cette figure, la représentation de couleur verte indique la moyenne de la valeur de délai
de ré-établissement de route après une déconnexion. La représentation de couleur jaune
indique la valeur de l’occurrence pour chaque délai. Par exemple, nous voyons sur la figure
que pour AODV, la valeur de rétablissement de route se concentre autour de 1 ms. Cette
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valeur est de l’ordre de 4 ms pour le protocole OLSR.
4.2.4.1 Résultats du délai et de l’overhead
Le tableau 4.3 résume les résultats que nous avons obtenus sur l’overhead, et le tableau 4.4
sur les délais. Au vu des résultats que nous obtenons, il est clair que DSR reste largement en
retard (par rapport à ces métriques) vis-à-vis d’AODV et OLSR. Nous pouvons expliquer
ce résultat par le fait que DSR nécessite l’utilisation d’acquittements pour déterminer la
perte ou non d’un paquet.
Il est important de remarquer que notre implémentation de l’algorithme DSR était com-
patible avec les acquittements passifs, mais le nombre d’acquittements émis avec DSR ne
réduit pas autant. En effet l’acquittement passif ne peut être utilisé que si le nœud suivant
sur la route est un nœud relais, un paquet étant acquitté lorsque le nœud précédent détecte
que le paquet a été relayé. La part des émissions destinées à des nœuds relais étant de
24% dans notre test, cela ne représente pas un gain suffisant pour rivaliser face à AODV
et OLSR.
Nous pouvons également constater ici que les délais sont très faibles. Les protocoles ne
semblent pas introduire un délai supplémentaire significatif. Cependant, il est à noter que
le protocole DSR est légèrement plus lent que les autres. Ceci est dû au fait que DSR
nécessite l’attente d’un acquittement après chaque paquet. Également la taille des entêtes
des paquets de contrôle de DSR provoque un léger délai à chaque retransmission. Ensuite,
en matière d’overhead, DSR reste bien en retard, et AODV garde un léger avantage sur
OLSR.
AODV DSR OLSR
Paquets de contrôle 501ko 75999ko 438 ko
% Trafic (octets) 0.034% 4.393% 0.027%
Entêtes ajoutés aux paquets de données 0 26723ko 0
Entête moyen 0 17.8 octets 0
Tableau 4.3 : Overhead (au niveau de l’interface du drone 1)
AODV DSR OLSR
Délai moyen 5.32 ms 10.15 ms 5.91 ms
Délai maximal 100.0 ms 100.0 ms 99.8 ms
Tableau 4.4 : Délais moyens et maximums (au niveau de l’interface du drone 1)
Nous constatons également que DSR provoque un overhead largement supérieur par rap-
port à AODV. En matière de délai, AODV présente également des avantages. Compte
tenu du caractère temps réel et de l’occupation en bande passante des données utiles, il
est judicieux de choisir le protocole offrant moins de délai et d’overhead. Par conséquent,
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le protocole AODV sort gagnant de cette comparaison, car il propose dans le cas de notre
scénario un taux de connectivité plus élevé, un overhead limité et un délai acceptable.
Nous constatons également que le protocole AODV offre une bonne adaptabilité vis-à-vis
de la mobilité des nœuds dans un réseau en termes de délai de reconstruction d’une route.
Dans ce qui suit, nous allons tenir compte de ce résultat et utiliser le protocole AODV
comme le squelette de notre protocole de routage sécurisé. En effet, le protocole SUAP se
base sur le protocole AODV pour les mécanismes qui sont en lien direct avec l’établissement
d’une route dans le réseau. De plus, dans la section 4.5, nous présenterons la mise en œuvre
orientée modèle de ce nouveau protocole en utilisant la méthodologie de prototypage rapide
que nous avons détaillée dans le chapitre précédent.
4.3 Protocole SUAP
4.3.1 Modèle réseau et d’attaques considérées dans la conception du
protocole SUAP
Dans cette partie, les hypothèses que l’on a considérées pour la conception du protocole
SUAP seront présentées.
— Comme dans tout type de réseau MANET, le protocole de routage véhicule deux
types de messages : les paquets de routage et l’information prise par la charge utile,
qui est dans notre cas la vidéo capturée par un drone. Ces deux types de messages
ont différentes natures et leurs exigences en matière de sécurité différent. Dans cette
thèse, nous ne focalisons que sur la sécurité des paquets de contrôle liés au protocole
de routage. Ces paquets sont généralement envoyés entre voisins, et peuvent donc
rencontrer un nœud malveillant sur une partie du chemin entre l’émetteur et le
destinataire.
— En outre, les nœuds ont besoin d’une infrastructure à clés publiques pour générer
et révoquer les clés cryptographiques utilisées. Les services fournis par une PKI
passent par des techniques pour la création, la gestion, le stockage et la révocation
des certificats. La mise en place de ces services s’appuie sur des éléments tels que
l’autorité de certification, l’autorité d’enregistrement et le service de publication.
Cette problématique a été étudiée sous forme d’état de l’art au cours de la thèse, mais
n’est pas assez mature pour être présentée dans un chapitre dans ce manuscrit. Une
section sera consacrée à ce sujet dans la partie perspective à la fin de ce manuscrit.
Pour la suite, nous considérons l’existence d’une infrastructure de gestion de clés
fiable et sécurisée qui est en charge de la gestion, et de l’invalidation des clés.
— Nous considérons également que les nœuds du réseau sont homogènes ; cela veut
dire que les drones et les stations sol utilisés dans notre étude proviennent d’un
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même fabricant (Delair-Tech). Cette hypothèse est faite pour ne pas considérer les
vulnérabilités causées par un réseau hétérogène. Les travaux cités dans [EvHHW08]
et [LZW+09] stipulent que la considération d’un groupe de nœuds hétérogènes peut
engendrer des problèmes de sécurité associés à l’égoïsme des nœuds. En effet, si le
réseau est constitué des groupes de nœuds hétérogènes, le réseau unique doit offrir
des services réseau répondant aux différents cahiers des charges. La mutualisation
de ces cahiers des charges peut induire une consommation inégale de la ressource
réseau. Cela peut générer un risque d’égoïsme des nœuds du réseau. Nous supposons
donc un réseau homogène dans lequel un nœud du réseau en fonctionnement normal
ne peut pas décider de ne pas retransmettre un paquet pour économiser sa batterie.
— Nous considérons également que les nœuds du réseau ont suffisamment de ressources
pour appliquer les algorithmes cryptographiques tels que le RSA-512 ou le SHA-256.
Les ressources de traitement des drones DT-18 sont suffisamment importantes pour
justifier cette hypothèse. Cela nous permet donc d’appliquer les algorithmes qui sont
jugés lourdes et gourmandes en ressources (mémoire, énergie) dans les autres types
de réseau ad hoc [PST+02][MMS09] (par exemple, les réseaux de capteurs).
— Il est aussi important de préciser que tous les nœuds du réseau sont équipés d’une
antenne omnidirectionnelle. La portée de la communication est limitée pour chaque
nœud ; cela signifie que la distance entre les nœuds peut être représentée par la
variable r < Dmax. Dmax étant la distance maximale de la portée d’un nœud.
— Nous utilisons dans cette étude des algorithmes cryptographiques déjà existants.
Nous avons utilisé l’algorithme RSA [ZT11] et SHA-256 [GH03] respectivement pour
la signature numérique et la chaîne de hachage. Ces choix sont justifiés par la ro-
bustesse de ces algorithmes qui permettent déjà de répondre au besoin de sécurité
dans notre cahier des charges. Notre protocole de routage peut également utiliser
d’autres algorithmes similaires comme le SHA-512 suivant un besoin spécifique de
sécurité. Nous supposons également que ces algorithmes sont suffisamment robustes
et que les attaques spécifiques à leur encontre ne sont pas considérées (brute force
attack [Mih07]).
— Nous supposons que les différents nœuds du réseau sont synchronisés temporellement.
Ceci est rendu possible grâce à l’utilisation des équipements GPS à bord des drones.
Cette hypothèse est prise en compte pour appliquer notre algorithme de geographical
leashes que l’on détaillera dans la section 4.3.6. Cette possibilité de synchroniser
les drones est l’une des spécificités particulières du réseau UAANET contrairement
aux réseaux MANET où il est souvent difficile d’appliquer cette hypothèse [JK09].
Par ailleurs, d’autres outils existent permettant la synchronisation des nœuds. Nous
pouvons cité la mise en place d’un serveur NTP [Mil85] qui à partir d’un serveur de
synchronisation peut synchroniser un groupe de nœuds. Toutefois, son inconvénient
est l’ajout de trafics supplémentaires sur le réseau par l’échange des paquets NTP.
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On peut également parler des problèmes de précision de l’ordre de la milliseconde
du protocole NTP qui n’est pas acceptable au regard des performances souhaitées. Il
faut aussi signaler que l’utilisation du protocole NTP va ajouter de la vulnérabilité
puisqu’il faut sécuriser à la fois les paquets et le serveur de synchronisation.
— Dans notre étude, nous n’assurons pas la confidentialité des paquets de routage. Ce
service de sécurité n’est pas primordial dans un réseau où tous les nœuds se trouvant
au sol ou en vol peuvent joindre le réseau. Cela signifie que les nœuds externes
n’appartenant pas à notre réseau peuvent écouter les paquets de contrôle échangés
en se mettant à la portée d’un émetteur. Si un attaquant intercepte un paquet
de routage, ses actions par rapport à ce paquet sont limitées, car toute action de
modification sera détectée par des mécanismes d’authentification de messages. Aussi,
en cas de réinsertion du paquet, le numéro de séquence (qui est authentifié) dans
le paquet permettra de détecter l’ancienneté du message. Ce choix est aussi justifié
par le fait que le message de routage en lui-même ne constitue pas une information
secrète, car aucune information sensible n’est décrite dans les formats des paquets
de routage.
— Nous considérons un modèle d’attaquant suivant le modèle de Dolev-Yao[Cer01] .
Le modèle de Dolev-Yao suppose que l’intrus peut intercepter les messages cryptés,
mais ne peut les modifier sans la clé de sécurité correspondante. Comme énoncée
précédemment, les attaques sur la méthode de chiffrement ne sont pas considérées.
Cette hypothèse considère le chiffrement parfait. Ainsi, pour déchiffrer un message,
il est nécessaire de connaitre la clé de déchiffrement correspondante. La connaissance
d’un intrus se limite aux clés publiques de tous les nœuds, sa propre clé privée, les
identités des agents (adresse IP) et aux éventuelles données publiques du protocole.
En conséquence, les attaques présentées dans la section 2.3.4 peuvent être exécutées
dans le réseau.
4.3.2 Description du protocole SUAP
Le protocole SUAP [MML16a] est un protocole sécurisé réactif qui a été mis en œuvre pour
s’exécuter dans les réseaux ad hoc de drones. Il se base sur le protocole AODV [PBRD03b]
et SAODV [Zap02]. Il est caractérisé par des mécanismes de sécurité qui garantissent l’au-
thentification des champs non mutables (c’est-à-dire des champs du protocole de routage
qui restent statiques à l’émission jusqu’à la réception du paquet par le destinataire, par
exemple, les adresses des nœuds source et destinataire), l’intégrité des champs mutables
(par exemple, le compteur de nombre de sauts) et la non-répudiation. Il est également
composé des mécanismes de détection de l’attaque wormhole.
Dans ce qui suit, nous verrons dans un premier temps les mécanismes et les vulnérabilités
du protocole SAODV. L’exécution de l’attaque wormhole dans un réseau UAANET sera
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étudiée. Nous montrerons également une vulnérabilité particulière du protocole SAODV
qui est causée par un nœud attaquant faisant une écoute illicite, qui transfère un paquet,
mais qui ne le modifie pas pour ne pas être détectée par le mécanisme d’authentification
employé. Cette attaque (similaire à l’attaque wormhole, mais qui est exécutée par un seul
nœud) a pour objectif de faire croire à deux nœuds distants qu’ils sont voisins. Ensuite,
dans la deuxième partie, une analyse détaillée des travaux existants dans le but de contrer
ces attaques sera présentée pour mettre en avant leurs inconvénients. Et finalement en
troisième partie, la spécification du protocole SUAP sera détaillée.
4.3.3 Analyse des solutions existantes
Au moment de la rédaction de ce manuscrit, aucune étude de sécurité associée aux proto-
coles de routage UAANET n’a été publiée. Quelques protocoles de routage ont été propo-
sés, comme nous l’avons évoqué dans le chapitre 1, mais aucun d’entre eux n’a considéré
la problématique de la sécurité du réseau UAANET.
Néanmoins, des études de sécurité relatives à la communication directe entre une station
sol et un drone existent dans la littérature. Dans ce type d’architecture, l’objectif est
de sécuriser les modules physiques du système et de restreindre l’accès au seul lien de
communication. Puisque ce genre de configuration n’est pas similaire à la configuration de
notre architecture, les solutions existantes relatives à ces sujets n’ont pas été considérées.
Dans le contexte d’une flotte de drones, l’étude la plus proche de notre problématique est
celle d’Arkam et al. dans [ABC+] qui s’intéresse à l’amélioration de la sécurité d’une flotte
de drones au travers d’un module physique embarqué sur chaque drone de la flotte et
permettant de garantir un certain nombre de services de sécurité. Dans notre travail, il a
été décidé dès le départ de ne se focaliser que sur une solution logicielle en tenant compte
de l’architecture physique existante du système UAS composé des drones DT18. Nous
nous sommes alors tournés vers les réseaux MANET dans lesquels quelques protocoles de
routage sécurisés ont été proposés comme nous l’avons montré dans le chapitre 2. Compte
tenu du résultat des évaluations effectuées dans la section précédente, nous avons fait le
choix de considérer le protocole SAODV. Ce protocole a été considéré pour les raisons
suivantes :
— l’authentification et l’intégrité des messages de routage sont apportées à l’exception
des failles de sécurité dont on discutera dans la section suivante. SAODV permet de
contrer les attaques en vérifiant l’authentification des messages par un procédé de
signature et hachage.
— le protocole SAODV permet de contrer l’attaque blackhole en s’assurant qu’un nœud
n’appartenant pas au réseau ne puisse acheminer de faux paquets suite à une de-
mande de route. Dans le protocole SAODV, deux situations sont considérées pour
répondre à une requête de route. Soit le nœud destinataire répond directement à la
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requête afin d’éviter qu’un nœud malveillant ne puisse créer une route fictive. Soit
un nœud intermédiaire est autorisé à répondre, mais à condition qu’il ait été bien
authentifié au préalable.
— le protocole SAODV assure aussi l’intégrité du nombre de sauts à chaque retrans-
mission. Ceci est important pour éviter qu’un nœud malveillant ne le modifie. Ce
mécanisme est réalisé avec une fonction de hachage à sens unique.
— par rapport aux protocoles existants (notamment ARAN et SRP qui ont été étudiés
dans le chapitre 2), SAODV n’est pas coûteux, car un message de routage n’est
pas signé à chaque retransmission. La signature n’est effectuée que par les nœuds
source et destination. Les nœuds intermédiaires se contentent de vérifier la signature
à chaque saut. La différentiation de l’approche utilisée pour les champs mutables et
non mutables est alors appropriée.
4.3.4 Protocole SAODV
L’idée principale du protocole SAODV consiste à faire usage d’une signature pour protéger
les données statiques des messages de contrôle à l’aide d’un algorithme de chiffrement
asymétrique, puis de recourir à une chaîne de hachage dans l’optique de protéger l’intégrité
de la partie variable dont le compteur de nombre de sauts.
SAODV propose le principe de la double signature qui permet d’authentifier les paquets
de réponse spécifiquement envoyés par des voisins qui connaissent la destination 4.
4.3.4.1 Signature numérique dans SAODV
Comme nous l’avions montré précédemment, le premier mécanisme de sécurité dans SAODV
est la signature numérique qui est une forme de chiffrement asymétrique permettant de
garantir l’authenticité des informations non mutables. Le protocole SAODV s’appuie sur
les champs du protocole AODV et s’ajoute en tant qu’extension (la figure 4.6 illustre le
format d’extension de SAODV). Un nœud émetteur d’un paquet RREQ ou RREP sou-
haitant joindre un autre nœud, signe chaque message transmis, ce qui permet d’éviter la
participation des nœuds externes malveillants. À la réception de ces messages, les nœuds
intermédiaires vérifient d’abord l’authenticité du message avant de traiter le paquet.
Par ailleurs, il est important de préciser qu’il existe deux types de formats pour les paquets
de découverte de route : les paquets avec une seule signature et les paquets avec une double
signature. L’ajout du principe de la double signature est justifié par le constat qu’un nœud
malveillant peut répondre à une requête par un faux paquet de réponse. En effet, dans
4. Il est important de préciser que conceptuellement, à notre sens, le principe de double signature
n’apporte rien de plus en matière de sécurité. Nous pouvons bien imaginer désactiver le champ Destination
Only dans le paquet requête pour ainsi permettre à un nœud voisin quelconque de répondre s’il connait
une route vers la destination
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Figure 4.6 : Format d’extension d’un message SAODV
le protocole AODV, un nœud intermédiaire peut répondre à une demande de route s’il
connait un chemin vers la destination recherchée. Toutefois, cet enchaînement ne peut se
faire avec l’utilisation d’une seule signature, car ce nœud intermédiaire ne peut pas générer
un paquet RREP signé par la destination. Pour résoudre cette limitation, le principe de
la double signature a été ajouté. Elle est utilisée comme suit :
supposons que l’on se trouve dans la configuration de la figure 4.7, quand le nœud S en-
voie un paquet requête, il inclut également une deuxième signature (cf. figure 4.8) pour
permettre aux nœuds intermédiaires de répondre à une future requête ayant comme des-
tination le nœud S. Supposons, par exemple, qu’à l’état t0, le nœud S cherche une desti-
nation vers le nœud D. Dans ce cas, le paquet RREQ est envoyé et retransmis jusqu’au
nœud D. Supposons ensuite que le nœud D cherche une route vers le nœud S ; lorsque le
paquet RREQ du nœud D arrive au nœud N2 (que l’on suppose être connecté au nœud
S à travers N1), il peut répondre à la place de S en envoyant un RREP vers D. Cet
algorithme peut parfaitement fonctionner dans un contexte MANET, mais il y a quelques
points qu’il faut bien remarquer quant à son application dans notre modèle réseau.
— L’utilisation d’une deuxième signature n’est justifiée que si les nœuds sont hétéro-
gènes et qu’ils peuvent être malveillant ou dévient égoïste. Par exemple, un nœud
peut créer de faux paquets pour éviter d’être inclus dans le routage des données.
Puisque nous supposons que les nœuds du réseau sont homogènes, nous faisons donc
abstraction de ce principe de double signature.
— La deuxième signature est nécessaire si nous ne pouvons pas garantir l’authentifica-
tion de son voisin à un saut. Par exemple, sur la figure 4.7, le nœud D peut ne pas
faire confiance à N3, car ce nœud peut être un nœud qui vient de joindre le réseau.
Dans notre protocole de routage, SUAP est doté d’un algorithme d’authentification
de voisins qui est exécuté durant la phase de découverte des voisins durant l’échange
des messages Hello. Comme nous le verrons, ce procédé permet de garantir que son
voisin est fiable. Ce qui implique qu’un nœud du réseau peut autoriser son voisin de
répondre à sa place sans la nécessité d’une double signature.
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Figure 4.7 : Illustration du mécanisme de chaîne de hachage dans SAODV
Figure 4.8 : Format d’extension d’un message RREQ avec double signature
Le format de l’extension du paquet requête avec double signature (qui est est illustré par
la figure 4.8) et expliqué ci-dessous.
— Type : indique le type de paquet (égal à 64).
— Length : est la taille en octets du paquet en n’incluant pas le champ Type et Length.
— Hash function : est le pointeur de la fonction de hachage utilisé pour calculer la
valeur de Hash et de Top hash.
— Max Hop Count : est le nombre de sauts maximal qui peut être paramétré à 64
(valeur de TTL) (network lifetime).
— Top hash : est une variable qui permet d’authentifier l’intégrité du nombre de sauts.
— Signature : est le pointeur de la méthode de signature utilisée.
— Reserved : paramétré à zéro.
— Prefix Size : est la taille du champ Prefix du paquet RREP.
— Signature for RREP : est la signature pour le paquet RREP. Il est utilisé pour
permettre à un nœud intermédiaire ayant reçu ce paquet de requête auparavant de
répondre à la demande de route.
— Signature : est la signature de tous les champs non mutables.
— Hash : est la valeur de l’empreinte qui correspond à la valeur courante du nombre
de sauts.
115 4.3 PROTOCOLE SUAP
4.3.4.2 Chaîne de hachage dans SAODV
En ce qui concerne la chaîne de hachage, une fonction h est utilisée et qui est connue,
à l’initialisation, par les nœuds participant au routage. Cette fonction est choisie par le
nœud source. Ce choix est ensuite considéré comme un champ non mutable et protégé
donc par une signature. Ici, il est important de noter que ce principe d’obfuscation de la
fonction h ne considère pas le principe de Kerchoffs [Pet11]. Toutefois, ce principe reste
acceptable dans un contexte temps réel, car si on utilise une fonction de hachage basée sur
une composition de fonctions (comme étudiée dans [NS11]), l’utilisation d’une fonction
de hachage qui est connu à l’avance que par tous les nœuds légitimes reste acceptable.
En effet, le délai que met l’attaquant pour trouver la fonction peut être suffisamment
important pour que, quand il le trouve, son action n’impacte pas l’intégrité des messages
de routage (qui sont exécutés en temps réel).
Pour l’illustrer la construction de la chaîne de hachage, nous prendrons l’exemple suivant
dans lequel nous considérerons la figure 4.7.
Sur cette example le nœud source S cherche une route vers une destination D. Il fait donc
les opérations suivantes :
1. Choix de la fonction Hash_Function = h.
2. Choix d’un nombre aléatoire seed
3. Choix du champ Max_Hop_Count qui dépend du diamètre du réseau (qui peut être
égal à TTL = 64).
4. Faire Hash = seed
5. Calcul de Tophash = hMax_Hop_Count(seed). Dans cette expression,
— h indique la fonction de hachage
— hi(data) est le résultat de l’application de la fonction h, i fois à la donnée data
À la réception du message par N1 :
1. Calcul de hMax_Hop_Count hopcount(Hash) et vérification si c’est égal à la valeur du
champ Tophash. Comme Hash est égal à seed et que le nombre de sauts actuel est
égal à 0, nous avons hMax_Hop_Count 0(seed) = Tophash. Cette égalité nous indique
que le nombre de sauts n’a pas été modifié.
2. Si la vérification est positive, le nœud N1 incrémente ensuite le nombre de sauts et
applique la fonction de hachage sur la valeur précédente de Hash (qui est égale à
seed) avant de renvoyer au nœud N2.
La nouvelle valeur de Hash est donc Hash = h(seed).
À la réception du message par N2 :
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1. Calcul de hMax_Hop_Count hopcount(Hash) et vérification si c’est égal à la valeur du
champ Tophash. Comme Hash est égal à h(seed) et que le nombre de sauts actuel
est égal à 1, nous avons hMax_Hop_Count 1(h(seed)) = Tophash. Cette égalité nous
indique que le nombre de sauts n’a pas été modifié.
2. Si la vérification est positive, le nœud N2 incrémente ensuite le nombre de sauts et
applique la fonction de hachage sur la valeur précédente de Hash (qui est égale à
h(seed)) avant de renvoyer le paquet.
La nouvelle valeur de Hash est donc Hash = h2(seed).
Il est important de préciser que le choix de différencier les champs mutables avec les
champs non mutables est justifié par le besoin en performance du réseau. En effet, si tous
les champs sont signés, cela peut générer une quantité importante d’ overhead et ajouté
du délai. C’est pour remédier à cela que SAODV ne signe pas tous les messages à chaque
retransmission, mais vérifie uniquement l’intégrité du seul champ variable (nombre de
sauts), par une chaîne de hachage (qui est moins coûteux).
4.3.5 Analyse des vulnérabilités de SAODV
4.3.5.1 Attaque wormhole
L’attaque wormhole est une attaque sévère qui vise le processus de routage. Elle est effec-
tive contre les protocoles de routage réactifs utilisant le nombre de sauts comme métrique
de sélection de routes. Il est à noter que l’attaque wormhole peut être lancée en utilisant
deux ou plusieurs attaquants pour transporter les paquets d’un endroit à un autre dans le
réseau. Cette attaque crée une perturbation au niveau du routage des paquets puisque les
nœuds distants vont croire qu’ils sont voisins. En conséquence, les nœuds légitimes sont
obligés de suivre l’algorithme du protocole de routage qui est de choisir le chemin le plus
court et qui passe par un tunnel wormhole.
La figure 4.9 ci-dessous illustre un exemple d’attaque wormhole. Il donne l’illusion à Dr1
et à Dr4 qu’ils sont voisins. Sur cette figure, l’attaquant A1 va transférer tous les paquets
du nœud Dr1 directement vers Dr4 à travers l’attaquant A2. En conséquence, le nœud Dr4
va croire que Dr1 est a sa portée (c’est-à-dire son voisin). Cette attaque va transmettre
donc tous les paquets de contrôle échangés c’est-à-dire (Hello, RREQ, RREP, RERR).
Même en n’ayant aucune connaissance des clés cryptographiques ou encore de la fonction
de hachage utilisée, les attaquants peuvent dégrader l’intégrité du réseau en transitant les
paquets de contrôle et par la suite, capturer les trafics de données échangés.
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Figure 4.9 : Illustration de l’attaque wormhole
Figure 4.10 : Illustration de l’attaque avec un seul attaquant exécutant une version sim-
plifiée de l’attaque wormhole
4.3.5.2 Attaque avec un seul attaquant
Comme énoncée dans [ZA02a], le protocole SAODV est également vulnérable contre un
seul attaquant qui capture des paquets de routage, mais décide de ne pas modifier le
paquet. Cette attaque est possible en raison de la fragilité de l’approche se basant par la
fonction de hachage dans SAODV. Comme nous le voyons sur la figure 4.10 ci-dessous, un
nœud attaquant A1 qui n’a pas la fonction de hachage utilisée dans le réseau n’incrémente
pas le nombre de sauts, afin de réduire le nombre de sauts passant pour lui. Pour réaliser
cette attaque, le nœud A va se mettre dans la portée des deux cibles c’est-à-dire Dr1
et Dr3. Nous pouvons donc conclure que la distance entre Dr1 et A et entre A et Dr3
n’excède pas la portée maximale de couverture à un saut. Cette valeur maximale étant
égale à Dmax.
En appliquant l’algorithme de chaîne de hachage qui existe dans SAODV, les nœuds
échangent les messages suivants :
Dr1 ! Dr2 : (64, Top_hash, Hash_function, Max_hop_count, signature, Hash) avec :
— 64 indique que c’est un paquet de requête.
— Hash_function = h
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— Tophash = hMax_hop_count(seed)
— Hash = h(seed)
Et après vérification, le nœud Dr2 envoie le message :
Dr2 ! Dr3 : (64, Top_hash, Hash_function, Max_hop_count, signature, Hash) avec :
— Hash_function = h
— Top_hash = hMax_hop_count(seed)
— Hash = h(Hash) = h(h(seed))
En présence de l’attaquant, le nœud Dr3 recevra donc deux types de messages :
1. Le premier message venant de N2 va être authentifié en comparant à Top_hash, la
valeur hMax_hop_count 2(h2(seed)) = Top_hash
2. Le deuxième venant de A1 va être authentifié en comparant à Top_hash la valeur
hMax_hop_count 1h(seed) = Tophash
En conséquence, la route passant par le nœud A n’est pas détecté. Elle est aussi préférée,
car comportant moins de sauts pour la longueur de la route.
4.3.5.3 État de l’art des solutions contre l’attaque wormhole
Plusieurs approches [PPP15] ont été proposées dans la littérature pour détecter l’attaque
wormhole dans les réseaux MANET. Le tableau 4.5 synthétise ces différentes approches.
Méthodologie Protocole
Detection
de l’attaque
Wormhole
Prevention
de l’attaque
Wormhole
Wormhole detection algorithm
based on AODV
[YZY13]
AODV X 7
Approche antenne
directionnelle [HE04] AODV X 7
ConSetLoc
[NGGC12]
Protocole utilisant
le nombre de sauts
comme métrique
X X
Packet leashes
[PJ03]
Protocole utilisant
le nombre de sauts
comme métrique
X X
Tableau 4.5 : Synthèse des quelques propositions existantes contre l’attaque wormhole
Dans [PJ03], les auteurs ont proposé un mécanisme basé sur le packet leashes. Le principe
du packet leashes s’appuie sur l’ajout d’une information supplémentaire (temporelle ou
géographique ) au paquet afin de détecter la présence d’un tunnel wormhole. L’objectif
étant de restreindre la distance maximale de parcours d’un paquet. Pour atteindre cet
119 4.3 PROTOCOLE SUAP
objectif, les nœuds doivent être synchronisés. Le principe général se base sur le calcul
de la distance parcourue par un paquet en utilisant, soit la position des nœuds pour le
Geographical Leashes, soit les différences temporelles entre les nœuds pour le temporal
leashes. Comme nous le verrons, ces mécanismes ne permettent pas de se prémunir contre
un tunnel wormhole. Ceci est majoritairement dû à l’introduction du délai de traitement
qui est non déterministe et non négligeable.
Le temporal leashes est un mécanisme basé sur le temps de transmission pour détecter
l’attaque wormhole. Le principe consiste à faire des recherches de l’attaque wormhole
pendant le processus de découverte de routes, et ainsi à calculer le temps de transmission
entre deux nœuds successifs tout au long du chemin établi. La formule 4.1 indique la
méthode de calcul effectuée par les nœuds :
te = ts+ L/C    (4.1)
— te : indique le temps d’expiration
— ts : indique le temps d’envoi du paquet
— C : vitesse de propagation d’un signal sans fil qui est plus ou moins équivalente à la
vitesse de la lumière
— L : distance maximale que peut parcourir un paquet pour une transmission entre
voisins (un saut)
—  indique la différence maximale d’horloge entre deux nœuds.
La détection est basée sur le fait que le temps de transmission entre deux nœuds reliés par
un tunnel wormhole est considérablement plus élevé que celui entre deux nœuds légitimes.
L’inconvénient de cette approche est la forte probabilité de générer des faux positives car
la différence dépendra surtout des différentes variables temporelles suivantes :
— le délai de transmission qui est le temps pour mettre le paquet à envoyer sur le
médium sans fil. Cette valeur dépend notamment du type de connecteur entre le
système responsable de la charge utile et l’antenne. Elle dépend aussi de la taille des
paquets et de la taille de la file d’attente en cas d’interférence. Le système entre le
calculateur de bord et l’antenne en passant par le modem ajoute également un délai
qui peut être supérieur au temps de propagation.
— le délai de traitement dans un nœud correspond au délai de traitement du message
et dépend de la capacité du traitement du nœud (puissance CPU).
En conséquence, pour que l’algorithme temporal leashes fonctionne, la méthode de syn-
chronisation doit tenir compte des variables non déterministes et dépendantes de la carac-
téristique matérielle de l’équipement utilisé.
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Figure 4.11 : Illustration de la limite d’utilisation du mécanisme de Geographical Leashes
Le Geographical Leashes consiste à ajouter la position du nœud émetteur dans la requête
pour permettre à un nœud (qui reçoit un paquet) de mesurer la distance qui le sépare du
nœud précédent (cf. formule 4.2). En faisant l’hypothèse que les nœuds sont synchronisés,
chaque nœud est capable de déterminer si le paquet a parcouru plus de distance que prévu.
La formule de base utilisée est la suivante : Soit S le nœud source, R le nœud récepteur, ts
et tr représentent respectivement le temps d’envoi et de réception du paquet et V la borne
maximale de la vitesse des nœuds. La distance entre S et R doit respecter la condition :
dsr  (ps  pr) + 2V (tr   ts+ ) +  (4.2)
Cette expression indique la distance entre S et R. La limite de cette approche se présente
lorsque le nœud destination R sort de la zone de couverture du nœud S à cause d’un
obstacle entre les deux nœuds. Dans ce cas, le paquet doit passer par un autre nœud
intermédiaire N1. La figure 4.11 illustre ce cas de figure.
Sur cette figure, le nœud S envoie le paquet en insérant sa position (que l’on note par
ps). Dans le cas où il n’y a pas d’obstacle, la distance entre S et R peut être vérifiée
par la condition représentée par la formule 4.2. Dans le cas contraire, si le paquet est
transmis dans un premier temps vers N1 et ensuite retransmis vers R, cette condition ne
sera plus respectée même en l’absence d’une attaque wormhole. Dans ce qui suit, nous
allons démontrer la limite de ce mécanisme en comparant la distance entre les nœuds S et
R avec et sans un obstacle.
Avec obstacle nous avons :
(ps  pr)2 = (ps  pn1)2 + (pn1  pr)2   2(ps  pn1)(pn1  pr) cos() (4.3)
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 indique l’angle que font les segment réliant les nœuds S et R et S et N1.
Puisque :
(ps  pn1)2 + (pn1  pr)2 > (ps  pn1)2 + (pn1  pr)2   2(ps  pn1)(pn1  pr) cos()
Nous avons donc :
(ps  pn1)2 + (pn1  pr)2 > (ps  pr)2
Par la suite,
((ps  pn1) + (pn1  pr))2 > (ps  pn1)2 + (pn1  pr)2 > (ps  pr)2
Ce qui implique que :
(ps  pn1) + (pn1  pr) > (ps  pr) (4.4)
En divisant les termes de cette équation par la vitesse de propagation, nous avons : en
supposant que  et  sont deux variables non nulles, nous avons :
(
tr   ts =  ! avec obstacle
tr   ts =  ! sans obstacle
)
Ce qui implique ! > 
En considérant cette expression dans 4.5, nous avons :
(ps  pn1) + (pn1  pr) +  > (ps  pr) +  (4.5)
En ramenant 4.5 à 4.2 :
(ps pn1)+(pn1 pr)+2V ((tr ts)obstacle+)+ > jjps prjj+2V ((tr ts)sans_ostacle+)+
Ainsi, nous avons :
dsrobstacle > dsr (4.6)
Ce qui prouve que la représentation mathématique 4.2 ne fonctionne pas en cas de présence
d’un obstacle.
Par ailleurs, dans [YZY13], une autre proposition a été avancée. Il s’agit d’une modification
du protocole AODV pour trouver plusieurs chemins différents entre la source et la desti-
nation. Les auteurs considèrent ensuite que le chemin comportant un ou plusieurs nœuds
wormhole est caractérisé par un nombre de sauts significativement inférieur au nombre de
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sauts des autres chemins. Néanmoins, ils ont démontré que dans le cas où la densité des
nœuds dans le réseau est faible et qu’il n’est pas possible d’avoir plusieurs routes, cette
proposition ne garantit pas la protection contre l’attaque wormhole.
Dans [HE04], les auteurs proposent une méthode basée sur l’utilisation d’une antenne
directionnelle. Grâce à la capacité de cette antenne à tourner vers la direction d’arrivée
d’un paquet, elle peut aider à vérifier l’identité d’un nœud situé à deux sauts ou plus.
Dans ce mécanisme, durant l’échange des paquets de découverte des voisins, chaque nœud
indique la direction par laquelle les messages ont été reçu. Chaque nœud n’accepte ensuite
que les paquets reçus dans une direction opposée à celle déclarée. Les évaluations effectuées
ont montré la pertinence de ce type de mécanisme. Elle n’est toutefois efficace qu’en cas
d’utilisation d’une antenne directionnelle.
Dans [NGGC12], les auteurs ont proposé une approche intitulée ConSetLoc qui se base sur
l’évaluation de la relation entre le nombre de sauts et la distance géographique entre les
nœuds. Cette approche a été utilisée dans les réseaux de capteurs ayant des positions fixes
et inchangées durant l’exécution de l’algorithme de routage. Cela a permis de considérer
un intervalle statique de distance relative entre les nœuds. Les évaluations de performances
effectuées ont montré l’avantage de cette approche par rapport aux approches existantes
dans la littérature. Toutefois, les résultats obtenus dépendent de la position statique des
nœuds. Il serait alors intéressant de pouvoir l’adapter dans un réseau plus dynamique
comme le réseau UAANET.
4.3.5.4 Synthèse des travaux existants
. Le mécanisme de packet leashes peut détecter l’attaque wormhole si la connectivité entre
deux nœuds n’est interrompue par un obstacle, qui les obligent à recourir à un nœud
intermédiaire. L’approche ConSetLoc offre également le même service, mais le protocole
n’a pas été testé sur un environnement dynamique où les nœuds ont des positions modifiées
en temps réel. Nous avons donc opté pour une solution qui combine ces deux approches en
se basant sur une amélioration de l’algorithme de Geographical Leashes. Nous cherchons
ainsi à établir une correspondance entre la distance relative entre deux nœuds et le nombre
de sauts inscrits dans le paquet. Dans notre approche, la distance de voyage d’un message
est limitée ; chaque message a un horodatage et une localisation de la source. La destination
calcule la distance relative avec sa propre localisation et son horodatage. Par la suite, cette
distance relative est associée au nombre de sauts inscrit dans le paquet. Si la distance
parcourue par le paquet correspond à la valeur du nombre de sauts que l’on devrait avoir,
nous pouvons dire qu’il n’y a pas de tunnel wormhole dans le réseau.
Il est important de souligner que cette approche peut s’exécuter dans d’autres types de
réseaux MANET, mais son intérêt principal dans le réseau UAANET réside dans le fait
que, les nœuds du réseau peuvent être synchronisés.
123 4.3 PROTOCOLE SUAP
4.3.6 Proposition d’un mécanisme pour détecter et contrer l’attaque
wormhole
La première approche permettant de détecter cette attaque se base sur le principe de
Geographical Leashes. Comme nous l’avons développé précédemment, l’approche Geogra-
phical Leashes initiale telle qu’elle est présentée dans [PJ03] génère des faux positifs et
ne permet pas toujours de détecter l’attaque wormhole (notamment en cas de présence
d’un obstacle entre deux nœuds habituellement voisins). Nous avons donc formalisé une
autre approche pour créer un intervalle de distance ; elle consiste en l’évaluation de la
relation entre la distance géographique relative entre deux nœuds voisins et le nombre de
sauts dans le paquet. Nous nous basons alors sur une distance qui est non déterministe et
bornée par la valeur maximale Dmax ; Dmax représentant la portée maximale de l’antenne
omnidirectionnelle d’un nœud.
Pour cela, lors de l’envoi d’un paquet de contrôle, chaque nœud inclut sa position. À la
réception le nœud calcule la distance relative séparant les deux nœuds, en utilisant la
formule de distance euclidienne dans un environnement à trois dimensions (cf. 4.9).
Pour que cet algorithme puisse fonctionner, il est nécessaire de synchroniser les nœuds.
Dans un réseau UAANET, les drones ont chacun un GPS leur permettant de connaitre et
d’envoyer leur position à la station sol en temps réel. Ceci facilite donc la synchronisation
des nœuds. Par ailleurs, les drones utilisés (drone de DT18) utilisent un processeur à 8
cœurs ayant une forte capacité de calcul, ce qui est un avantage supplémentaire pour
effectuer les calculs de position.
Dans ce qui suit, nous allons analyser l’attaque wormhole et présenter la correspondance
entre la distance géographique et le nombre de sauts qu’il est nécessaire de mettre en
œuvre afin de détecter cette attaque. Pour cela, les notations illustrées sur le tableau 4.6
sont considérées dans la figure 4.12.
Figure 4.12 : Attaque de type wormhole avec deux attaquants
Nous pouvons dire que :
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Paramètre Description
hc Compteur du nombre de sauts
Dmax Distance maximale d’un saut
Rij Distance réelle entre deux nœuds i et j
d(No;A1) Distance entre N0 et A1
d(A1; A2) Distance entre les deux attaquants
d(A2; D) Distance entre la deuxième cible et le deuxième attaquant
d(No;A2) Distance entre N0 et A2
Pi Somme de la distance parcourue par un paquet à un instant t
T Somme de la distance totale parcourue sur la route légitime
Dw Longueur totale du chemin passant par le lien wormhole
Tableau 4.6 : Tableau de notation
— l’attaque wormhole génère un tunnel ayant comme caractéristique d’acheminer les
paquets avec un nombre de sauts inférieur aux autres liens.
— Dmax représente la portée radio maximale d’un nœud. Cette donnée est disponible au
niveau radio puisque il est possible de paramétrer la puissance de signal d’émission
et de réception de l’adaptateur sans fil utilisé.
On a : 8i; j 2 [0; n]; Rij  Dmax (n étant le nombre maximal de nœuds dans le réseau)
Ainsi, la connectivité entre deux nœuds légitimes voisins que l’on note c peut être présentée
par les conditions suivantes :
c(i; j) =
(
1 si Ri;j  Dmax
0 si Ri;j > Dmax
)
(4.7)
L’existence d’un tunnel wormhole ne respecte pas cette condition, en permettant à deux
nœuds distants d’une distance supérieure à Dmax d’être voisin.
c(i; j) =
(
1 si Ri;j  Dmax
1 si Ri;j > Dmax
)
Ensuite, pour que la présence du tunnel ait un sens au point de vue de l’attaquant, nous
considérons que le deuxième attaquant A2 ne se trouve pas dans la couverture de N0. En
effet, si l’attaquant A2 se trouve dans la couverture de N0, cela implique que le tunnel
n’a aucun sens étant donné que son objectif est de créer une connexion entre deux nœuds
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séparés par une distance supérieure à Dmax. Cela se traduit par :
d(No;A1)  Dmax
d(A2; N3)  Dmax
d(No;A2) > Dmax
d(A1; N3) > Dmax
Nous avons donc :
d(No;A2)2 = d(No;A1)2 + d(A1; A2)2   2d(No;A1)d(A1; A2)cos())
avec  l’angle que forme le segment tracé par (N0, A1) et (A1,A2).
Ainsi,
d(No;A1)2 + d(A1; A2)2 > Dmax2 ! d(A1; A2)2 > Dmax2   d(No;A1)2
d(A1; A2)2 > (Dmax   d(No;A1))(Dmax + d(No;A1))
d(A1; A2)2 > (Dmax   d(No;A1))(Dmax   d(No;A1))
Ainsi,
d(A1; A2) > Dmax   d(No;A1)
Sachant que :
Dw = d(A1; A2) + d(No;A1) + d(A2; N3)
Nous avons donc :
Dw > Dmax (4.8)
En nous appuyant sur cette inégalité de distance, nous pouvons faire une comparaison
entre nombre de sauts présents dans le paquet et du nombre de sauts que l’on devrait
avoir compte tenu de la distance entre les deux nœuds voisins. Nous rappelons que la
position des nœuds est inclus dans le paquet, ce qui permettra à chaque drone de calculer
la distance parcourue par le paquet. La distance entre deux nœuds i et j est obtenue par
la formule ci-dessous :
Rij =
p
(xj   xi)2 + (yj   yi)2 + (zj   zi)2 (4.9)
(x, y, z) représentent l’ensemble (latitude, longitude, altitude). Par exemple, xj représente
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la latitude du nœud j ; xi représente la latitude du nœud i.
Dans le cas d’une attaque de type wormhole, nous allons donc constater une anomalie sur
la distance et le nombre de sauts hc.
Sachant que :
T =
nX
i=0;j=0
Ri;j
— Quand le nœud N0 envoie le paquet, nous avons T0 = R01 qui correspond à hc = 1
— R01 indique la distance entre N0 et N1
— Quand le nœud N1 envoie le paquet, nous avons T1 = T0 + R12 qui correspond à
hc = 2
— R12 indique la distance entre N1 et N2
— Quand le nœud N2 envoie le paquet, nous avons T2 = T1 + R23 qui correspond à
hc = 3
— R23 indique la distance entre N2 et N3
Pour permettre de détecter l’attaque wormhole, le tableau 4.7 est créé.
Valeur de T Nombre de sauts hc
0 < To  Dmax 0
Dmax < T1  2Dmax 1
..... .....
(n  1)Dmax < Tn 1  (n+ 1)Dmax n-1
Tableau 4.7 : Tableau de correspondance entre la distance géographique T et le nombre
de sauts
À partir de ce tableau, nous avons donc :
T
Dmax
  1  hc < T
Dmax
+ 1 (4.10)
Ainsi, pour détecter donc l’attaque wormhole, nous pouvons soit utiliser le tableau de
correspondance, soit utiliser cette inégalité et voir si le nombre de sauts appartient à
l’intervalle ci-dessus.
Exemple
Pour illustrer un exemple d’utilisation de ce mécanisme, la figure 4.12 est considérée.
1. Dans le cas où le nœud N3 reçoit le message de la part de N2,
— N3 va calculer la distance R23 à partir de la formule 4.9
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— Il calcule ensuite la valeur courante de la somme des distances T comme suit :
T2 = R01 +R12 +R23
— L’équation 4.10 devient donc :
R01 +R12 +R23
Dmax
 hc < R01 +R12 +R23
Dmax
+ 1
— Ensuite, puisque T2 = R01 +R12 +R23, nous avons :
T2
Dmax
  1  hc  1 < T2
Dmax
<
T2
Dmax
+ 1
— Ainsi, en s’appuyant sur le tableau 4.7, nous devrons donc avoir hc = 2 car
2Dmax < T2  3Dmax
— En comparant, ce résultat à la valeur courante de hc qui à cette étape est égale
à 2, nous pouvons dire que le paquet n’a pas été transféré sur un lien wormhole.
2. Dans le cas où le message est reçu de la part de A2 :
— N3 calcule la distance parcourue par le paquet et qui est égale à T2=Dw
— L’équation 4.10 devient donc :
Dw
Dmax
  1  hc < Dw
Dmax
+ 1
— Sachant que Dw > Dmax, nous avons : Dw = Dmax avec  > 1. Nous avons
donc : 0 <    1  hc <  + 1 < 2 ) 0 < hc <  + 1
— En comparant ce résultat à la valeur de hc = 0 dans le paquet (car le paquet
n’a pas été modifié par l’attaquant), nous validons que le paquet a été transmis
par un ou plusieurs attaquants wormhole. De manière générale, tant que Dw >
Dmax (ce qui est toujours vrai pour une attaque wormhole), l’attaque sera
toujours détectée.
À travers cet exemple, nous avons montré comment notre proposition permet de détecter
et de se prémunir contre l’attaque wormhole.
4.3.7 Proposition d’un mécanisme pour contrer l’attaque wormhole réa-
lisé par un seul attaquant
Pour se protéger contre l’attaque décrite dans 4.3.5.2, le mécanisme présenté précédemment
peut être utilisé. Comme expliqué précédemment, cette attaque consiste à transférer un
paquet obtenu par écoute illicite vers un autre nœud voisin. Sur la figure 4.10, le nœud A
transfère le paquet sans modification vers N3.
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Pour cette attaque, nous ajoutons un autre mécanisme qui va s’appuyer sur le mécanisme
précédent. C’est-à-dire qu’une fois que l’on a la confirmation que notre voisin se trouve
à une distance inférieure à Dmax, nous pouvons faire confiance à ce nœud en incluant
son identité dans une fonction de hachage. Le principe de la détection ici est d’inclure
l’identité 5 du prochain nœud dans la fonction de hachage sur chaque nœud. Les opérations
suivantes sont effectuées en s’appuyant sur le tableau 4.8.
Champ Valeur
Type 64
Hash function H
Signature La signature des champs non mutables
Hashnew
C’est la valeur de taille fixe qui est obtenue après avoir fait l’opération
H[Current_node, Next_node, Previous_hash chain].
Les deux premières variables indiquent l’adresse IP du nœud source et
du prochain nœud. La troisième variable est la précédente valeur de hash
Hashold la valeur du hash précédemment
Tableau 4.8 : Illustration des différents champs du paquet requête
Figure 4.13 : Attaque (version simplifiée de l’attaque wormhole) avec un seul attaquant
Le nœud N1 fait l’opération suivante :
— Choix de la fonction H à utiliser
— Calcul de Hashold = H(seed) avec seed une valeur aléatoire choisie par le nœud
émetteur
— Calcul de hashnew = H(N1; N2;Hashold), N1 étant l’adresse du nœud suivant
— Envoi du message N1 ) N2 : [64;H; signature;Hashnew;Hashold]
À la réception, le nœud N2 fait les opérations suivantes :
5. L’identité peut être l’adresse IIP ou la clé publique
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— Vérification de l’intégrité en calculant
Hashverifier = H[Previous_node; Current_node;Hashold] et vérifie si la valeur
correspond à Hashnew. En se basant sur la propriété à sens unique de la fonction de
hachage, une modification du message entrainerait une différence avec Hashverifier.
— Hashverifier = H[N1; N2;Hashold] = Hashnew, cela atteste donc que le chemin
n’a pas été retransmis par un attaquant.
— Calcul de la nouvelle valeur de Hashold = Hashnew
— Calcul de Hashnew = H[N2; N3;Hashold]
— Envoi du message N2 ) N3 : [64;H; signature;Hashnew;Hashold]
Puisque l’attaquant va tout simplement transférer les paquets sans modification, l’attaque
sera detecté. En effet :
1. Sur le chemin légitime, nous avons Hashverifier = H[N2; N3; Hashold] qui est
égal à Hashnew
2. Sur le chemin wormhole, nous avonsHashverifier = H[N1; N3;Hashold] 6= Hashnew,
le nœud N3, va donc conclure qu’il y a une anomalie dans le réseau.
L’opération est répétée jusqu’au nœud destinataire et également pour le chemin de retour
pour l’envoi du paquet RREP. En ce qui concerne la valeur exacte du nombre de sauts,
nous pouvons le déduire par le nombre de fois où le hachage a été utilisé pour vérification.
Nous pouvons également l’inclure dans le calcul de la chaîne de hachage.
Il est à préciser que ce mécanisme peut être utilisé pour détecter une attaque wormhole
formée par deux attaquants. La détection est possible tant que deux nœuds qui ne sont
pas voisins sont considérés comme voisin par le tunnel wormhole. Toutefois, il ne peut à lui
tout seul détecter l’attaque wormhole, car il est nécessaire de s’assurer de l’absence d’un
nœud wormhole parmi les nœuds voisins. Ceci ne peut être atteint qu’avec la première
approche décrite dans la sous-section 4.3.6.
4.3.8 Limites du protocole SUAP
Le protocole SUAP se base sur le protocole SAODV pour les mécanismes qui sont en lien
direct avec l’authentification des messages. Pour les champs non mutables, l’utilisation
d’une signature numérique est efficace contre tout type d’attaque de modification ou l’en-
trée de faux paquets dans le réseau. Pour les champs non mutables, le principe de chaine
de hachage permet également d’assurer l’intégrité du nombre de sauts à chaque retrans-
mission. Or, ce dernier principe est connu pour être vulnérable contre l’attaque wormhole.
Pour cela, nous avons proposé un mécanisme qui se base sur l’utilisation de la fonction de
hachage dans SAODV.
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Toutefois, l’utilisation du principe de fonction de hachage se heurte à un obstacle qui est la
non-considération du principe de Kerchoffs. En effet, dans SAODV, un tableau de fonction
de hachage est créé et qui n’est connu que par les nœuds légitimes, leur permettant ainsi
d’identifier la fonction qui a été choisie par le nœud source. Cette façon de faire peut être
considérée comme une sécurité par obfuscation, car la fonction n’est initialement connue
que par les nœuds légitimes.
Dans le cas où la fonction est connue par l’attaquant, quelques cas d’attaques peuvent
être exécutés à l’encontre du protocole SUAP.
— l’attaquant peut utiliser la fonction de hachage pour incrémenter le nombre de sauts
dans le but d’éviter que le paquet ne soit transmis sur un chemin optimum. Par
exemple, pour dégrader la performance du réseau, l’attaquant peut forcer à augmen-
ter le nombre de sauts sur un chemin légitime pour que le paquet soit transmis sur
une route non optimale.
— un ou plusieurs attaquants wormhole peuvent également modifier la valeur des deux
empreintes Hashnew et Hashold pour éviter d’être détectés. Cette forme d’attaque
plus évoluée consiste non seulement à créer un tunnel, mais aussi modifier le paquet
échangé à l’intérieur de ce tunnel. Ce type d’attaque n’a pas été considérée dans
cette thèse, car nous n’avons considéré qu’un tunnel wormhole qui ne modifie pas le
paquet tel qu’il est défini dans [YZY13]. Dans le cas d’une attaque par modification,
si l’attaquant arrive à déduire la valeur de Hashnew à partir de Hashold en prenant
en compte l’identité des nœuds légitimes, les paquets passant par un tunnel wormhole
peuvent ne pas être détectés.
Toutefois, cette attaque de modification de la valeur d’empreinte à des effets limités dans
un contexte temps réel et également si une fonction de hachage plus robuste est utilisée.
En effet, dans le cas où une fonction de hachage résultant d’une composition de fonctions
(comme étudiée dans [NS11]) est utilisé, la fonction peut être rendue publique puisque
le délai que met l’attaquant pour calculer la fonction peut être suffisamment important
pour ne pas impacter l’intégrité des messages de routage (qui sont exécutés en temps réel
durant la mission).
Ce cas spécifique permet donc de conclure que le protocole SUAP peut garantir la dé-
tection de l’attaque wormhole dans un contexte UAANET. Toutefois, dans le cas où le
protocole SUAP est utilisé dans d’autres familles des réseaux MANET (par exemple, les
réseaux de capteurs), il peut ne pas suffire pour protéger contre l’attaque wormhole. Il
serait alors intéressant d’utiliser une autre approche de détection. Par exemple, dans un
réseau MANET ayant une faible densité de nœuds 6, il peut être envisageable d’utiliser le
6. En cas de forte densité de nœuds, la solution de relation entre nombre de sauts et distance relative
peut dégrader la performance du réseau, car le temps et l’overhead associé aux mécanismes de signature
des positions à chaque retransmission sont non négligeables
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mécanisme de relation entre nombres de sauts et distance relative que l’on a presenté dans
la section 4.3.2 pour tous les paquets de routage.
4.3.9 Différents formats des paquets de contrôle dans SUAP
Nous avons vu précédemment deux mécanismes permettant de contrer l’attaque worm-
hole et l’attaque avec un seul attaquant agissant comme un tunnel wormhole. Le protocole
SUAP met donc en œuvre ces deux mécanismes en utilisant la technique de correspon-
dance entre le nombre de sauts et la distance relative pour les paquets de maintenance
de route et la méthode de fonction de hachage imbriquée pour les paquets de découverte
de route. La première approche (technique de correspondance entre distance relative et
nombre de sauts) permet de s’assurer que le paquet que nous avons reçu ne vient pas d’un
tunnel wormhole ou d’un nœud malveillant (attaque avec un seul attaquant). Il permet
donc de protéger les différents trafics de signalisation contre l’attaque wormhole. Toute-
fois, dans le cas où nous avons une densité élevée des nœuds, cette implémentation peut
être lourde, car chaque nœud du réseau doit être synchronisé (pour le calcul de distance
relative). Également, puisque les positions sont signées par chaque nœud, la signature sera
donc vérifiée à chaque retransmission. Cela peut dégrader la performance du réseau sui-
vant la densité de nœuds. Ainsi, nous avons décidé d’utiliser la première approche que
pour la découverte des voisins. Elle ensuite couplé avec la deuxième approche (celle avec
l’imbrication des valeurs de hash) qui elle n’exige aucune synchronisation des nœuds entre
la source et la destination. Notre protocole SUAP permet donc dans un premier temps de
protéger la phase de découverte des voisins pour s’assurer de l’identité de voisin, et dans
un deuxième temps, de garantir la mise en place d’une route sécurisée par des mécanismes
d’authentification et d’intégrité.
Par ailleurs, il est important de noter que pour notre implémentation, nous avons utilisé
l’algorithme préconisé par SAODV qui est le RSA-512 (l’algorithme RSA-1024 est éga-
lement préconisé). La taille des clés publiques pour chaque paquet est donc de 512 bits.
Toutefois, suivant le niveau de sécurité que l’on souhaite atteindre, il est possible d’utiliser
les autres variantes à savoir du RSA-2048 ou du RSA-4096.
À l’initialisation, chaque nœud du réseau découvre son voisin en émettant un paquet
Hello. Dans ce paquet Hello, chaque nœud inclut sa position pour permettre a son voisin
de chercher la distance rélative. Ensuite, en cas de recherche de route, le nœud émetteur
envoie une requête directement à ses voisins identifiés durant la phase de découverte des
voisins en imbriquant son identité dans la chaîne de hachage (cf. section 4.3.7).
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Figure 4.14 : Format de l’extension Secure RREQ
4.3.9.1 Format des messages SRREQ
Le format de l’extension du paquet requête (qui est est illustré par la figure 4.14) et
expliqué ci-dessous. Il est important de préciser que dans ce format de paquet, le champ
Hash est optionnel. Ce champ est utilisé dans le protocole SAODV pour vérifier l’intégrité
du nombre de sauts. Dans le protocole SUAP, ce champ peut-être maintenu ou ignoré.
Dans le cas où il est ignoré, le nombre de fois où la fonction de hachage a été utilisée par
les nœuds légitimes peut être utilisé comme indicateur du nombre de sauts.
— Type : 64.
— Length : la taille en octets du paquet en n’incluant pas le champ Type et Length.
— Hash function : la fonction de hachage utilisé pour calculer la valeur de Hash, Ha-
shnew, Hashold et Top hash. Ce champ est codée sur 8 bits.
— Max Hop Count : le nombre de sauts maximal qui est égal à 64 par défaut (network
lifetime). Ce champ est codée sur 8 bits.
— Public key : la taille de la clé publique est de 512 bits dans notre cas d’étude.
— Top hash : le champ qui permet d’authentifier l’intégrité du nombre de sauts. Ce
champ à une taille variable. Dans notre implémentation, elle est codée sur 32 bits.
— Sign Method : la méthode de signature utilisée. Elle est codée sur 8 bits.
— Padding Length : la variable qui spécifie la taille de bits de rembourrage ajouté au
paquet. Si elle est mise à zéro, cela indique qu’il n’y aura pas de rembourrage.
— Signature : la signature de tous les champs non mutables.
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— Hash : la valeur de l’empreinte qui correspond à la valeur courante du nombre de
sauts. Ce champ à une taille variable. Dans notre implémentation, elle est codée sur
32 octets.
— Hashold : la valeur de l’empreinte qui correspond au calcul de l’ancienne valeur des
données mutables. Ce champ à une taille variable. Dans notre implémentation, elle
est codée sur 32 octets.
— Hashnew : la valeur de l’empreinte qui est calculée à partir de l’ancienne valeur de
hash. Ce champ à une taille variable. Dans notre implémentation, elle est codée sur
32 octets.
Il est à noter que le format de l’extension du paquet SRREP pour le paquet réponse est
similaire à ce format de paquet.
4.3.9.2 Format des messages Secure Hello
Le message Hello est très important dans l’architecture de l’algorithme SUAP. Ce paquet
est envoyé en broadcast vers les voisins à un saut pour maintenir la connexion locale à jour.
C’est-à-dire que par l’intermédiaire de ce paquet, un nœud connait qui est son voisin à un
saut. Dans le RFC d’AODV, ce paquet n’est envoyé qu’après l’envoi de la première requête.
Dans la version de notre protocole, il est envoyé en première instance dès que le protocole
s’exécute. Un nœud du réseau envoie donc périodiquement un paquet Hello en y incluant
sa position (longitude, latitude, altitude). Le nœud voisin recevant ces informations calcule
directement la distance relative qui le sépare de l’émetteur pour savoir si le paquet n’a pas
emprunté un tunnel wormhole. En appliquant l’algorithme 4.10, nous pouvons connaitre
l’existence d’un lien wormhole ou pas dans le réseau. Si un tel lien existe, il convient alors
de supprimer le paquet et de créer une alerte dans le réseau. Dans le cas contraire, nous
faisons confiance à ce nœud.
Le format de l’extension de ce paquet est montré par la figure 4.15. Dans cette version de
protocole SUAP, nous avons codé les positions sur 4 octets. Il est également important de
préciser que la taille de la clé publique utilisée est de 512 bits.
4.3.9.3 Format des messages SRERR
Le paquet SRERR est généré dans un de 2 cas suivant :
— Quand un nœud reçoit un paquet de données destiné à un nœud dont il ne connait
pas dans sa table de routage
— En cas de perte de lien sur une route active.
Supposons qu’il y a un nœud X qui s’est déconnecté du réseau. Le premier nœud qui
remarque cette déconnexion informe les autres nœuds en propageant l’identité (qui est
134 4.3 PROTOCOLE SUAP
Figure 4.15 : Format de l’extension du paquet Secure Hello
Figure 4.16 : Format de l’extension Secure Error
généralement son adresse IP) du nœud X vers tous les nœuds qui dépendent de ce nœud.
L’entrée correspondante à ce nœud X est par la suite effacée de la table de routage locale
de chaque nœud intermédiaire. Ce paquet d’erreur peut être envoyé à un ou plusieurs
nœuds en fonction du nombre de nœuds à avertir de la rupture de liaison détectée.
Dans le protocole SUAP, nous garantissons l’authentification de ce paquet, car un atta-
quant peut générer de faux paquets d’erreurs pour isoler un nœud légitime du réseau. Pour
éviter cela, nous procédons à la signature numérique de tous les champs comme dans les
paquets de découverte de route. Le format de paquet erreur est montré par la figure 4.16.
4.3.10 Analyse de sécurité du protocole SUAP
Dans cette section, nous avons présenté le protocole SUAP, un protocole de routage réactif
sécurisé qui garantit l’authentification et l’intégrité des messages. Ces services sont res-
pectivement assurés par une signature numérique et une fonction de hachage. Par ailleurs,
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SUAP permet également de contrer l’attaque wormhole qui consiste à créer un tunnel
entre deux attaquants. L’approche qui a été avancée se base sur le principe de geogra-
phical leashes dans lequel la distance de voyage d’un paquet est limitée. Nous cherchons
également la correspondance entre la distance relative des deux nœuds voisins et le nombre
des sauts. Le protocole SUAP permet également de contrer l’attaque avec un seul nœud
malveillant ne modifiant pas le paquet. Notre proposition complète donc les failles de sé-
curité identifiées dans la version initiale de SAODV et permet de détecter les attaques
ayant pour objectif de modifier la topologie du réseau, de divulguer l’information de rou-
tage et de dégrader la performance du réseau. La figure 4.17 synthétise les mécanismes du
protocole SUAP.
Figure 4.17 : Diagramme des mécanismes du protocole SUAP
4.4 Vérification formelle des propriétés de sécurité du pro-
tocole SUAP
Dans cette partie du manuscrit, nous allons décrire comment nous avons utilisé AVISPA
qui est un outil de spécification et de vérification formelle pour révéler les vulnérabilités
qui seraient difficiles à corriger dans l’implémentation. Cet outil est composé d’un outil
graphique qui rend possible l’animation des spécifications du protocole SUAP et ainsi faire
varier les scénarios d’exécution pour trouver les failles de sécurité qu’il peut comporter.
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4.4.1 Nécessité des procédures de vérification
Le bon déroulement de la communication entre les drones de la flotte repose sur la forma-
lisation des méthodes de routage et de sécurité que constitue le protocole SUAP. Celui-ci
décrit l’algorithme selon lequel les messages peuvent être envoyés et traités par les nœuds
du réseau ainsi que le format des messages échangés. Plusieurs outils de vérification ont
été conçus dans cet objectif. L’enjeu est de rendre automatique la preuve des propriétés,
et de montrer les traces d’attaques lorsqu’une propriété possède une faille de sécurité.
Les différents avantages que l’on peut attendre de l’utilisation des outils de vérification
formelle automatique sont cités ci-dessous. Elle est également représentée par la figure
4.18.
1. Retrouver des vulnérabilités connues : l’utilisation d’outil de vérification formelle
permet d’éviter la réapparition d’ancienne vulnérabilité. Toutefois, la pertinence de
les retrouver peut être questionnée puisque nous savons déjà qu’elles existent. La
réponse à cette question est d’une part pour augmenter la confiance que l’on met
dans l’outil de vérification (AVISPA dans le cas présent). D’autre part, il y a encore
aujourd’hui des protocoles souffrant de vulnérabilités pourtant bien connues au mo-
ment de leur conception. Par exemple, l’attaque ping of death [HH99] qui est connue
contre le protocole ICMP est encore visible dans certains téléphones IP. Seule l’uti-
lisation systématique d’outils de vérification peut empêcher ce type de réapparition.
2. Trouver des variantes d’attaques : les attaques retrouvées automatiquement n’appa-
raissent pas toujours sous leurs formes les plus connues. Cela peut amener à réfléchir
à évaluer les conséquences de l’attaque.
3. Vérifier l’utilité des contre-mesures : dans notre cas, le protocole SUAP inclut plu-
sieurs contre-mesures (utilisation de signature numérique et de fonction de hachage
à sens unique) pour sécuriser la communication. Ces mécanismes de sécurité rendent
le protocole SUAP complexe et peuvent eux-mêmes ajouter des vulnérabilités. Il est
donc judicieux de pouvoir vérifier leur utilité.
4. Vérifier des cas non prévus : les concepteurs font très souvent des hypothèses sur
l’environnement d’exécution du protocole et sur les capacités de l’attaquant. Or, les
protocoles peuvent être utilisés dans des contextes d’utilisation imprévus et s’ex-
posent donc à des classes d’attaques plus larges que prévu. Ainsi, la vérification
formelle automatique peut permettre de trouver des attaques peu réalistes, mais
possibles en théorie. Cela va permettre ensuite d’accepter la faille et de le consigner
dans l’hypothèse de départ sur les conditions d’utilisation du protocole.
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Figure 4.18 : Procédure de vérification automatisée
4.4.2 Choix de l’outil AVISPA
Une comparaison d’outils de vérification formelle existant est montré dans [PBP+10]. Nous
avons décidé de synthétiser ces outils dans l’annexe B.1.1.Nous avons décidé d’utiliser
l’outil AVISPA pour les raisons suivantes :
— Langage d’entrée : l’outil AVISPA possède un langage de spécification HLPSL (High
Level Protocol Specification Language) qui lui est propre. Ce langage est simple et
proche du formalisme Alice et Bob que nous utilisons pour décrire les protocoles.
— Compréhension de la sortie : l’outil AVISPA possède une présentation des résultats
sous forme de graphe et de trace d’attaque compréhensible. Cela nous permet de
vérifier aisément la propriété du protocole SUAP.
— Propriétés : AVISPA permet de vérifier les propriétés qui nous intéressent à savoir
l’authentification des messages.
— AVISPA est également compatible avec l’outil graphique SPAN qui permet d’avoir
une représentation graphique des traces d’attaques. Le rôle de SPAN (Security Ani-
mator for AVISPA) est d’aider à la conception des spécifications formelles. SPAN
permet d’animer les spécifications HLPSL, c’est-à-dire de produire interactivement
des MSC (Message Sequence Charts) qui peuvent être vus comme une trace « Alice
& Bob » d’une spécification HLPSL.
— Expressivité : AVISPA n’est pas un outil expressif, il est donc facile à utiliser et est
ergonomique. L’expressivité consiste à représenter dans la vérification les différents
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types de variables d’exécution par exemple, le canal de communication, l’indétermi-
nisme (c’est-à-dire la notion de choix ou de hasard). Notre objectif n’étant pas de
créer un outil de vérification ou d’apporter des modules d’améliorations des outils
existants, il était plus judicieux de choisir celui qui facilite le travail de vérification
et qui serait le plus rapide à être utilisé.
— Disponibilité : AVISPA est gratuit et est disponible publiquement.
4.4.3 Utilisation de l’outil AVISPA
La vérification formelle du protocole SUAP à l’aide de l’outil AVISPA est divisée en deux
parties.
1. D’une part, nous procédons à la spécification du protocole en utilisant un langage de
spécification haut niveau. C’est-à-dire que l’on exprime en langage mathématique, les
échanges de messages effectués entre les différents intervenants (ou agents) du proto-
cole. Pour cela, le langage HLPSL est utilisé. Ce langage offre la possibilité de créer
une abstraction du protocole et permet de spécifier en détail les différents aspects
sécurité du protocole (par exemple, les rôles des nœuds, les opérateurs cryptogra-
phiques, les modèles d’intrus, etc.) Par la suite, cette spécification est traduite auto-
matiquement dans un format intermédiaire IF grâce à un traducteur (HLPSL2IF).
2. La deuxième étape consiste à vérifier la spécification du protocole SUAP avec les
différents back-ends. AVISPA utilise 4 modules différents (les back-ends) qui prennent
en entrée le format IF, et qui offrent la possibilité de faire 4 analyses différentes
du même protocole. Ces back-ends (expliqué en annexe B.1.2) intégrés à AVISPA
permettent de vérifier les propriétés de sécurité, selon les besoins.
En outre, il est important de remarquer qu’il est nécessaire de considérer l’intrus dans le
processus de vérification, c’est-à-dire qu’il faut spécifier son comportement. Les hypothèses
communément utilisées se basent sur le modèle de Dolev-yao [Cer01]. Ce modèle suppose
que le chiffrement est parfait et que l’intrus est le réseau. En effet, le chiffrement parfait
permet de restreindre les capacités de déchiffrement de l’intrus. Nous considérons qu’il
est incapable de trouver l’information sans la clé de déchiffrement. La seconde hypothèse
concerne les capacités de l’intrus. En spécifiant que l’intrus est le réseau revient à dire que
les agents lui envoient leurs messages. Il peut par la suite, les transmettre ou non vers le
destinataire. L’intrus peut également envoyer à n’importe quel nœud un message formé à
partir de la combinaison de ses connaissances et le chiffrer avec les clés qu’il aura obtenues.
Dans ce qui suit, nous allons voir la spécification que l’on a réalisée pour l’étude formelle
de sécurité du protocole SUAP.
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4.4.4 Cas d’application du protocole SUAP
Pour vérifier le protocole SUAP, nous avons décidé de spécifier le comportement possible
du protocole. Sa spécification a pour objectif de vérifier si le protocole garantit l’authen-
tification des messages comme prévu. La spécification concernant les mécanismes contre
l’attaque wormhole n’a pas pu être réalisée, car l’outil AVISPA ne permet la comparaison
des entiers qui est nécessaire pour pouvoir prendre en compte la rélation entre le nombre
de sauts et la distance rélative. Cette propriété sera vérifiée pendant l’étude de validation
du protocole qui sera détaillé dans le chapitre suivant.
Par ailleurs, pour spécifier le protocole SUAP, il convient de décrire quelque règles de
caractérisation.
Le comportement des nœuds de communication est divisé en rôles. Tous les nœuds du
réseau UAANET exécutant les mêmes actions partagent le même rôle. Dans notre cas,
nous avons 3 rôles. Le nœud source, les nœuds voisins qui transfèrent le paquet et le nœud
destination. Chaque agent (le terme que l’on utilise dans AVISPA désignant un nœud)
est associé à un rôle. Dans un rôle, nous décrivons également l’état initial, le changement
d’état et les informations à changer à chaque changement d’état. La spécification du nœud
source est montrée par la figure 4.20.
Figure 4.19 : Exemple d’échange dans le protocole SUAP avec 5 nœuds
À travers ces représentations, voici les propriétés du protocole que l’on souhaite analyser :
— l’authentification du champ NA, Tophash et de l’identificateur du nœud E pendant
la phase de découverte. En particulier le nœud E doit pouvoir vérifier l’authenticité
du couple (NA, E) ;
— l’intégrité du champ hashnew. Chaque nœud recevant le paquet calcul la variable
Hashverifier expliquée précédemment et le compare à la valeur courante de hashnew ;
140
4.4 VÉRIFICATION FORMELLE DES PROPRIÉTÉS DE SÉCURITÉ DU
PROTOCOLE SUAP
Figure 4.20 : Spécification HLPLS du nœud source
— l’authentification du champ ND et l’identificateur du nœud A durant la phase de
découverte (paquet de réponses).
Comme nous pouvons le voir, nous vérifions à la fois l’authentification de bout en bout des
champs statiques et l’intégrité des champs mutables. Notre spécification HLPLS permet
de décrire ceci en ordonnant au nœud A d’initialiser la session et d’envoyer les messages
contenant les identificateurs des paquets, et les valeurs d’empreinte. Ce message est ensuite
transmis aux nœuds B, C et D jusqu’à ce que le nœud connaissant le destinataire répond
avec un message de réponse. Pour les nœuds intermédiaires, quand l’un d’eux reçoit un
paquet, il vérifie le certificat et la signature du nœud précédent. Quand le paquet arrive
aux destinations, le couple des variables (NA, E) est vérifié. Si la vérification est réussie, le
nœud destinataire génère un paquet de réponse en y incluant les identificateurs de paquet,
l’adresse IP du nœud source, le certificat, et tout le message signé. Toute comme le paquet
requête, ce paquet est également muni du couple des variables (NE, A) qui sera vérifié par
les nœuds intermédiaires.
4.4.4.1 Analyse de spécification du protocole SUAP
Le résultat illustré dans le tableau 4.9 indique que notre protocole satisfait bien les services
de sécurité attendus à savoir l’authentification de bout en bout et l’intégrité des messages
(authentification saut par saut). Toutefois, comme l’illustre la figure B.2, nous pouvons
voir qu’un intrus se trouvant dans la portée d’un nœud valide la possibilité d’obtenir le
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message et de le retransmettre sans modification. Cette attaque est celle dont a parlé
dans 4.3.5.2. Cela prouve d’une part que notre spécification est correcte et d’autre part
indique que cette attaque peut effectivement rompre l’intégrité du réseau. Notre propo-
sition présentée dans 4.3.6 peut contrer cette attaque comme le verrons dans le chapitre
suivant. Nous présenterons également les résultats d’évaluation obtenus en simulation et
par expérimentation réelle par rapport à cette attaque.
Sortie OFMC Sortie ATse Sortie SATMC
%% Number of warnings : 9
% OFMC
SUMMARY
SAFE
DETAILS
BOUNDED_NUMBER
PROTOCOL
/home/span/old.if
GOAL
as_specified
BACKEND
OFMC
COMMENTS
STATISTICS
parseTime : 0.00s
searchTime : 0.04s
visitedNodes : 5 nodes
depth : 4 plies
%% Number of warnings : 9
%ATSE
SUMMARY
SAFE
DETAILS
BOUNDED_NUMBER
PROTOCOL
/home/span/old.if
GOAL
As Specified
BACKEND
CL-AtSe
STATISTICS
Analysed : 3 states
Reachable : 1 states
%% Number of warnings : 9
SUMMARY
SAFE
DETAILS
STRONGLY_TYPED_MODEL
BOUNDED_NUMBER
PROTOCOL
/home/span/old.if
GOAL
%check the HLPSL Specification
BACKEND
SATMC
STATISTICS
fixedpointReached 5 steps
stepsNumber 5 steps
ATTACK TRACE
%% no attacks have been found
Tableau 4.9 : Résultats obtenus par l’utilisation des différents back-ends AVISPA sur le
protocole SUAP
1. A! I : fSREQ;E;Na0g inv(Ka); Hash; certA
2. A! B : fSREQ;E;Na0g inv(Ka); Hash; certA
3. I ! B : fSREQ;E;Na0g inv(Ka); Hash; certA
4. B ! I : fSREQ;E;Na0g inv(Ka); Hash; certA; certB
Dans ce cas de figure, l’intrus I agit comme un nœud légitime en relayant la requête vers
le nœud B. Cette requête est par la suite transférée par le nœud B vers le nœud suivant
dans la table de routage. Le nœud B n’a aucun moyen de savoir que le nœud I n’est pas
un nœud valide, car ce dernier ne modifie pas le paquet.
Bien qu’il est impossible de savoir exactement la raison de cette vulnérabilité avec l’outil
AVISPA, nous pouvons déduire qu’il est causé par une attaque de type écoute illicite
effectuée par l’intrus.
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Figure 4.21 : Diagramme de classe haut niveau représentant le protocole SUAP
4.5 Mise en œuvre du protocole SUAP
Le contexte de l’élaboration du protocole SUAP a été présenté au chapitre 3. Nous avons
analysé la méthodologie de la mise en œuvre du protocole SUAP. Dans la section précé-
dente, nous avons présenté les fonctionnalités attendues du protocole. Dans cette section,
nous montrerons les aspects techniques, les choix de mise en œuvre et les techniques
utilisées pour concevoir le protocole SUAP. Dans un premier temps, nous détaillerons l’ar-
chitecture du logiciel du protocole SUAP et présenter une vue globale de sa décomposition
modulaire.
4.5.1 Architecture de l’algorithme SUAP
Le protocole SUAP doit assurer plusieurs fonctions développées dans la section 4.3.2. Il
doit avant tout traiter et router les paquets de contrôle échangés entre les nœuds. Ensuite,
il doit pouvoir assurer la sécurité des communications en garantissant l’authentification
et l’intégrité des messages. L’assurance de ses services de sécurité ne devrait pas porter
atteinte au fonctionnement du réseau en gaspillant de ressources réseau. Ensuite, les exi-
gences non fonctionnelles telles que la sûreté et la sécurité fonctionnelle du système doivent
être respectées par l’utilisation de la méthodologie développée dans le chapitre 3.
La figure 4.21 présente l’architecture du protocole SUAP. Elle formalise la décomposition
des fonctionnalités en trois classes. Cela nous permet de nous concentrer pour chaque
classe et notamment sur le sous-ensemble de fonctions à modéliser. L’abstraction des sous-
ensembles liés aux autres classes a permis de simplifier la modélisation.
La classe de partition de routage est liée aux fonctionnalités de routage pour le protocole au
niveau réseau. Ici, nous nous intéressons exclusivement au protocole IPv4. Cette classe gère
également le filtrage des paquets à la réception pour choisir le traitement correspondant
aux paquets de découverte et de maintenance de route.
La classe de partition d’interfaçage permet de lier les classes gérant les paquets de routage
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aux entrées et sorties matérielles. Cette association consiste à recevoir les trames reçues
par les cartes réseau, à décomposer les données de ces trames et à les transférer à la
classe correspondante. Il est à noter que cette liaison est bidirectionnelle, car la partition
d’interfaçage gère également l’émission des paquets IP sur le réseau sans fil.
Les mécanismes concernant la sécurisation des paquets de routage sont mis en œuvre par
la classe de partition de sécurisation.
Le chapitre précédent a présenté la chaîne d’outils utilisée pour la méthodologie orientée
modèle. Les deux outils principaux que l’on va évoquer sont les outils Simulink et Stateflow,
qui servent à modéliser et mettre en œuvre les différents mécanismes de SUAP, à l’aide de
diagrammes de blocs et de diagrammes à états de transitions. Nous avons donc associé à
chaque classe de partition montrée par la figure 4.21, un modèle Simulink encapsulant des
blocs et des diagrammes Stateflow. La conception de ce modèle est détaillée à la section
suivante.
4.5.2 Modélisation du protocole SUAP
4.5.2.1 Partition de routage
La première classe de partition que nous allons présenter est la classe de routage qui est
dédiée à la gestion des paquets de routage.
Pour pouvoir le conceptualiser, nous nous sommes basés sur une architecture générique de
protocole de routage qui est représentée par la figure 4.22. Cette architecture générique
est composée de plusieurs composants : le bloc Demux, le bloc Maintenance block, le bloc
Route discovery block, et le bloc d’envoi de paquets. Pour comprendre leur fonctionnement,
nous allons parcourir le rôle de chaque bloc fonctionnel.
Figure 4.22 : Conception de la classe de partition de routage
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— Le bloc Demux : réceptionne les paquets transmis par la couche liaison (pour les
paquets externes qui arrivent dans le système) ou par la couche de transport (pour
les paquets qui ont fini d’être encapsulés pour être envoyés sur le réseau). Il assure
un étiquetage interne des paquets en se basant sur le champ type du paquet. Ces
paquets sont ensuite envoyés vers les blocs adaptés. Par exemple, suite à la réception
d’un paquet de la couche transport, le bloc Demux passe la main a un sous bloc
PacketForwarder qui consulte la table de routage pour vérifier l’existence d’une route
fonctionnelle. Dans le cas où aucune route n’existe, le système passe la main au
bloc Route discovery bloc qui va générer un paquet requête et l’envoie vers le bloc
Packet_handler pour être envoyé vers la partition d’interfaçage. La mise en œuvre
de ce bloc est réalisée par la machine à états de la figure 4.25. Celle-ci est connectée
à 3 interfaces réseau de réception des paquets et à une seule sortie connectée au
traitement suivant pour les paquets. Le nombre d’interfaces ici est arbitraire et rien
n’interdit de l’augmenter pour des besoins futurs.
— Les blocs Route discovery et Route maintenance doivent déterminer si le paquet est
une requête, réponse, erreur ou un message Hello. Ces 4 formats de message sont
ensuite assignés dans 4 blocs indépendants, mais qui héritent soit de Route discovery
ou Route maintenance. À la sortie de ces 4 blocs, le paquet est vérifié s’il possède
suffisamment d’information pour être envoyé au bloc suivant qui va l’acheminer vers
la couche transport ou la couche liaison.
— Enfin, le bloc d’envoi de paquets est utilisé pour mettre à jour les champs du paquet
local en fonction de son état. C’est-à-dire que dans le cas d’un paquet destiné à être
traité localement, nous vérifions l’adresse IP de destination, et il est transmis à la
couche transport. Si c’est un paquet à envoyer sur le réseau, il est transmis sur la
couche liaison.
L’application de cette architecture générique est montrée par la figure 4.23.
Ce modèle de routage réceptionne et filtre les paquets sur le port par défaut 654. Ensuite,
il vérifie le type de paquet qui peut être un paquet de découverte de route ou un paquet
de maintenance de route. En fonction du résultat, le paquet est acheminé vers le bloc cor-
respondant. Une illustration du diagramme Stateflow de la gestion de requête est montrée
par la figure 4.24.
Ce modèle contient différents blocs logiques garantissant chacune des fonctions spécifiques
au routage des paquets. La position des blocs sur le diagramme n’a pas d’importance
particulière pour la transformation du diagramme en code source. Elle est positionnée de
gauche à droite pour faciliter la conception et la lecture du modèle. Ce modèle peut être
expliqué comme suit :
— tout d’abord, les paquets sont transmis par le système au premier bloc (à gauche
de la figure4.23) que l’on appelle Packet_Mgmt. C’est un bloc d’ordonnancement
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Figure 4.23 : Diagramme (version simplifiée) de blocs Simulink pour la fonctionnalité du
routage
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2
[i < 4]1
{i = 0;}
{currentPacket [start_B+Start_B_DstAddr]= ip[i];}
{i++;}
SetIPDest(ip)function
{port = currentPacket[0];}
port = GetInPortfunction
{currentPacket[1]=numPort;}
SetOutPort(numPort)function
{currentPacket[start_B+ start_B_rreqID]+=1;}
increment_rreqIDfunction
{forwardPacket;}
{Increment_OrigSN();
SetNextHopAODVRT(idx,GetIPSrc()); // dans aodv RT IPSrc récupéré de IP header
increment_hopcnt();
increment_rreqID();}
{processLocal_RREP;}
{IPdest=GetIPDestFromCurrentPacket();
IPsrc=GetIPSrcFromCurrentPacket();}
{idx++;}
2
/* set IP dest of aodv RT not the ipdest of AODV*/
{SetIPDestAODVRT(idx, broadcastaddr);}
3
/*idx>=MAX_ROUTE_ENTRY*/
{noRouteFound;}1
[idx<MAX_ROUTE_ENTRY]
{myLLAddr = getIPDestFromAODVRT(idx);}
2
/* local ? yes*/
[equals4Bytes(IPdest,myLLAddr)]1
{idx=0;}
Figure 4.24 : Diagramme à états-transitions de routage des paquets (version simplifiée)
qui séquence les paquets reçus pour le transmettre aux blocs suivants. Il assure
un étiquetage interne des paquets pour les acheminer vers le bloc correspondant
(bloc de découverte ou maintenance de route). Sa mise en œuvre est réalisée par
la machine à états illustrée par la figure 4.25. Dans ce bloc, nous récupérons le
paquet dans la variable globale currentPacket pour pouvoir manipuler ses champs.
Le champ type de ce paquet est testé pour savoir si c’est un paquet de type RREQ
ou de type RRREP. Quatre sorties sont possibles à partir de ce bloc, la première est
l’événement Init qui initialise la configuration de la table de routage et des interfaces
réseau. Cette configuration est formalisée par un fichier externe qui va être passé au
programme. La deuxième sortie est Input_packet qui sert à compter le nombre de
paquets entrants. Le programme choisit ensuite entre deux blocs (bloc de découverte
ou de maintenance de route), selon le résultat du champ type identifié. Les deux
autres sorties concernent la gestion de la requête et de la réponse.
— ensuite, s’il y a un message de requête, le processus du programme passe au bloc
RREQ_Mgmt à travers l’événement goRouting. Dans ce bloc, l’adresse IP source
(IPsrc) et destination (IPdest) du paquet entrant sont récupérées. Ensuite, nous tes-
tons si le nombre de requêtes n’a pas dépassé le nombre maximumMAX_ROUTE_ENTRY
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qui est fixé à 16 dans notre cas. S’il a dépassé cette valeur, le programme sort en
envoyant une variable NoRouteFound à la sortie.
Ensuite, l’adresse IP du nœud local MyLLAddr est récupérée. Nous évaluons si cette
variable est équivalente à une variable locale IPdest. En fonction du résultat, le
programme passe la main soit à l’événement processLocalRREP pour envoyer un
message RREP à la source, soit l’événement Forwarding pour diffuser le message
aux nœuds voisins.
Trois résultats sont possibles après le déroulement de ce bloc :
1. si aucune route ne correspond à la demande, alors le paquet est rejeté. Le signal
NoRouteFound visible sur le diagramme est alors déclenché et sert à incrémenter
une variable interne du logiciel ;
2. dans le cas où l’adresse de destination du paquet correspond à l’adresse du nœud
recevant le paquet, la machine à états de routage redirige le paquet vers le sous-
système ProcessLocal. Ce sous-système permet de répondre à une requête.
3. si l’adresse de destination ne correspond pas à l’adresse locale du nœud courant,
le paquet est alors routé vers le port de sortie via le sous-système Forwarding
qui consiste à transmettre le paquet au nœud suivant dans la table de routage.
Il est important de préciser que la conception de la structure de la table de routage
a été ajoutée dans l’étape de code de collage. En effet, ici, il s’agit d’une table
dynamique dont les entrées changent en fonction de la connectivité. Il est donc
difficilement représenté en modèle sur un diagramme Stateflow dont les entrées sont
formalisées statiquement.
Nous avons montré le diagramme à états et transition de routage des paquets requêtes
par la figure 4.24. Par rapport à cette figure, nous pouvons constater que l’algorithme
teste itérativement chaque entrée entrainant le comportement associé : forwaPracket
ou NoRouteFound ou ProcessLocal_RREP.
— le bloc SendThePacket quant à lui permet de récupérer le paquet à travers la variable
globale currentPacket et de l’envoyer dans le réseau.
— le bloc RREP_Mgmt permet de créer un paquet RREP et l’envoyer vers le nœud
source. En particulier, dans ce bloc, l’événement fwrd_rrep_packet permet à un
nœud intermédiaire de mettre à jour les champs « TTL », « HopCount » et « IP
destination » du paquet RREP reçu et de l’envoyer au nœud suivant (vers le nœud
source).
— enfin le dernier bloc Statistics_Mgmt reçoit les variables des différents blocs qui
permettent de faire des statistiques pour savoir si le paquet est reçu, envoyé ou s’il
y a eu des erreurs.
148 4.5 MISE EN ŒUVRE DU PROTOCOLE SUAP
Figure 4.25 : Diagramme à états-transitions d’ordonnancement des paquets (version sim-
plifiée)
À la fin du parcours de ce modèle, le paquet est envoyé au bloc de traitement des paquets
de routage pour être envoyé à la couche applicative ou à la couche, pour signaler la fin des
traitements.
4.5.2.2 Partition de sécurisation
Pour concevoir la classe de partition des fonctionnalités sécurisées, nous avons utilisé une
deuxième architecture générique montrée par la figure 4.26.
Cette architecture générique est composée de plusieurs blocs fonctionnels assurant l’iden-
tification du paquet jusqu’à l’encapsulation des entêtes du protocole de routage sécurisé.
Il est aussi important de remarquer qu’il fonctionne avec le modèle de routage que l’on a
présenté précédemment. Le bloc modèle de routage représenté par le bloc Routing verifier
vient s’ajouter à cette partition.
Ce modèle peut être expliqué comme suit : à la réception d’un paquet, le bloc Packet
identifier supprime les paquets de routage n’ayant pas d’extension sécurisé. C’est une
première étape de filtrage pour éliminer les paquets non autorisés. Cette suppression est
matérialisée par le bloc Packet rejector.
Ensuite, nous procédons à la désencapsulation du paquet sécurisé qui est effectué par le
bloc content extractor. Dans ce bloc, nous allons procéder à différentes vérifications de
sécurité du paquet. Premièrement, le bloc wormhole tester est appelé pour appliquer les
calculs de distance et de fonction de hachage présenté à la section 4.3.6. Le bloc wormhole
tester identifie le type de paquet (découverte ou maintenance de route) et applique ainsi
le traitement approprié. En cas d’échec de test de wormhole tester, le paquet est rejeté par
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Figure 4.26 : Modèle d’architecture pour la conception de la partition de sécurisation
le module Packet rejector. Deuxièmement, le paquet sera transmis au bloc de vérification
d’authentification et d’intégrité. L’objectif de ce bloc est de vérifier la signature des champs
non mutables. Le nombre de sauts sera également vérifié par l’intermédiaire d’une chaîne de
hachage. Une fois toutes ces vérifications effectuées, le paquet est transmis à la partition de
routage que l’on a vu précédemment. Une illustration (version simplifiée) de diagrammes
états transitions du bloc content extractor est montré par la figure 4.27.
En outre, dans le cas où un paquet doit être retransmis ou si un paquet de réponse est
envoyé, suivant son type, il sera ajouté des entêtes de sécurité correspondantes. L’authen-
tification des messages mutables et non mutables est réalisée et les paramètres de détection
et de prévention sont ajoutés au paquet. Le paquet sera ensuite envoyé à la classe de par-
tition d’interfaçage pour envoyer le paquet sur le réseau. Cette architecture générique a
ensuite été implémentée par Simulink et Stateflow.
4.5.2.3 Partition d’interfaçage du matériel avec la partition de sécurisation et
de routage
La dernière classe de partition est la classe de partition d’interfaçage. Elle permet de lier
les entrées et sorties du matériel aux entrées et sorties des applications.
Cette classe de partition à deux objectifs complémentaires. Le premier est de recevoir les
trames IP, extraire les paquets contenus et les transmettre aux instances de partitions
gérant le routage et la sécurisation des paquets. Le deuxième objectif est de créer un
paquet de routage en fabriquant les trames, et en rassemblant les différents entêtes de
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Figure 4.27 : Extrait des diagrammes à états-transitions pour le bloc content_extractor
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routage et de sécurité.
Il est important de préciser que la partition d’interfaçage a été développée directement en
langage C, contrairement aux classes de routage et de sécurité modélisées avec Simulink
et Stateflow. Ce choix est justifié par le fait qu’il est particulièrement difficile d’accéder
au matériel avec des modèles de haut niveau. Néanmoins, ce choix est compatible avec
notre méthodologie de développement, car chaque partition est développée de manière
indépendante. Développer entièrement une partition par écriture manuelle de code est en
accord avec notre modèle.
4.5.3 Apport de l’approche orientée modèle dans la conception du pro-
tocole SUAP
En utilisant les outils de vérification formelle fournis par Mathworks (cf. figure 3.2), l’ap-
proche MDD proposée est à la fois une méthodologie et un environnement qui permet
de faire du prototypage rapide, depuis une modélisation fonctionnelle jusqu’à son implé-
mentation matérielle. À partir d’un modèle de haut niveau, nous avons pu générer du
code C par l’intermédiaire de l’outil Embedded Coder expliqué dans 3.5. Nous rappelons
qu’avant d’obtenir le code C, le modèle passe par des outils de vérification formelle (in-
terne à Matlab) qui vont permettre de confirmer que le système modèle et le code généré
ont le comportement attendu. Les méthodes de vérification formelle sont réalisées via des
procédures mathématiques qui vont chercher toutes les exécutions possibles pour identifier
les erreurs de conception. L’avantage d’utiliser les outils de Mathworks est qu’il est pos-
sible d’appliquer cette vérification sur le modèle et sur le code. D’une part, la vérification
formelle des modèles est réalisée pour corriger les erreurs de conception du modèle. Cette
identification d’erreur est obtenue par une simulation du modèle pour valider chaque par-
titionnement. D’autre part, la vérification formelle du code est réalisée par une analyse
statique du code et des méthodes formelles qui vont permettre de détecter différents types
d’erreurs de type « débordement de variable », « division par zéro », accès non autorisé
à une variable de classe et d’autres erreurs d’exécution du code source. Nous pouvons
particulièrement distinguer les deux outils suivants :
— tout d’abord, le modèle SUAP passe par l’outil Simulink Design Verifier qui va
appliquer des méthodes formelles pour confirmer le bon comportement du modèle.
Il passe en revue chaque bloc fonctionnel au sein du modèle les erreurs telles que le
dépassement d’entier, la logique morte, la division par zéro et les violations d’accès
à un tableau. Pour chaque erreur trouvée, l’outil indique le bloc ou le diagramme
Stateflow conduisant à l’erreur par un jeu de test de simulation. Ce dernier permet
ensuite le débogage.
— ensuite, le Simulink code inspector est utilisé qui va comparer le code généré avec
le modèle source. Il examine systématiquement chaque bloc, diagramme d’états et
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paramètres du modèle pour déterminer leur équivalence dans l’opération, les opé-
rateurs et les données dans le code source généré. Il génère ensuite des rapports de
traçabilité pour permettre d’améliorer le modèle et de soumettre aux autorités de
certification la preuve de la conformité entre le modèle et le code source.
Figure 4.28 : Synthèse des différentes démarches de validation pour la conception du
protocole SUAP
Ces outils de vérifications formelles ont aidé à la vérification de la conception du proto-
cole SUAP. Elle vient complète la vérification des propriétés de sécurité faite par AVISPA
décrite dans 4.4. Le mécanisme de détection du protocole SUAP sera validé en expérimen-
tation présentée dans le chapitre suivant (cf. figure 4.28).
4.5.4 Implémentation du protocole SUAP
L’implémentation système du protocole SUAP résulte de l’association des codes générés
par Embedded Coder (qui est le générateur inclus dans Matlab) et les codes de collage que
nous avons ajoutés manuellement.
SUAP est implémenté en C (la figure 4.29 illustre une représentation de cette implémenta-
tion) et localisé dans l’espace kernel (exécution du module suapk.ko) du système Linux. Il
est également caractérisé par un daemon suapd dans l’espace utilisateur qui communique
avec le module noyau à travers la bibliothèque libnl [Gra] (Netlink Protocol Library). Cette
libraire permet une communication du noyau avec l’espace utilisateur à travers un socket
Netlink. Cette communication se traduit par l’échange de données qui va permettre, par
exemple, de construire des messages de routage, l’envoi ou la réception des données.
Par ailleurs, libnl offre également des méthodes permettant de gérer le framework netfilter.
Ce dernier est chargé de gérer les différents paquets réseau transitant sur une machine.
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Il met à disposition des appels système permettant au protocole de routage de manipuler
des paquets transitant sur les interfaces réseau.
Ensuite, il a été nécessaire de compiler par un procédé de cross-compilation, le module
noyau obtenu dans le système Linux de l’architecture ARM utilisé par les drones DT18.
Voici la liste des opérations que nous avons effectuées pour exécuter le protocole dans un
drone DT18.
1. Cross-compilation du protocole SUAP. Cette étape consiste a générer un exécutable
pour une architecture autre que celle utilisée pour la création de ce dernier. Dans
notre cas, nous utilisons un cross-compilateur pour architecture ARM alors que le
PC utilisé possède un jeu d’instructions x86. Cette méthode de cross-compilation
nous a permis de gagner du temps à la compilation (les PC sont plus puissants
que les plateformes ARM) et d’avoir accès à des outils plus ergonomiques pour
le développement, comme des programmes de gestion de projets par exemple, qui
ne sont pas disponibles sur la cible, puisque dépourvue dans notre cas d’interface
graphique.
2. Génération de noyau avec openembedded et bitbake [Lau05]. Le protocole SUAP
s’exécute dans un environnement Linux, construit grâce à OpenEmbedded. Il faut
donc, lors de la génération de l’ensemble des fichiers qui seront mis dans le système
ARM, prendre en compte les exécutables formant le protocole SUAP.
3. Étape de configuration du noyau Linux embarqué. Ceci est nécessaire pour compléter
les dépendances manquantes des fichiers sources du noyau.
4. Test unitaire du protocole SUAP. C’est-à-dire exécuter le module dans les cartes
ARM utilisées en configurant le modem utilisé en mode ad hoc.
En outre, il est important de souligner qu’il était nécessaire de créer une application de
génération de clés pour s’appairer au protocole SUAP. Comme la création d’un système
de gestion de clés n’est pas traitée dans cette thèse, nous avons décidé dans la version
actuelle de notre protocole de routage de charger automatiquement les clés utilisées au
démarrage du drone.
4.6 Conclusions
Dans ce chapitre, nous avons présenté les mécanismes de sécurité du protocole SUAP.
Nous avons commencé par décrire comment le protocole SUAP est fondé sur la base du
protocole AODV. À l’aide de notre outil hybride de test fait pour un réseau UAANET,
nous avons montré que AODV est le protocole qui offre de meilleures performances par
rapport à DSR et OLSR en matière d’overhead, de délai de bout en bout et de temps
de récupération de route. Par la suite, des mécanismes de sécurités ont été ajoutés pour
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Figure 4.29 : Architecture du système Linux avec SUAP
créer le protocole SUAP. Son idée fondatrice est de garantir l’authentification des champs
mutables et non mutables séparément. Ce mécanisme a été inspiré du protocole SAODV
que l’on a amélioré par la suite, avec des approches de sécurité pour contrer des variantes
de l’attaque wormhole. Le principe de cette approche de détection et de prévention contre
l’attaque wormhole est l’association entre le nombre de sauts et la distance relative entre
deux nœuds. Nous avons également ajouté un autre mécanisme contre l’attaque wormhole
qui consiste à prendre en compte l’identité du nœud suivant dans le calcul de la valeur
d’une empreinte. Le premier mécanisme est implémenté pour sécuriser les paquets de
maintenance de route et le second pour les paquets de découverte de route. Par ailleurs,
nous avons également présenté les mises en œuvre réalisée par la méthode orientée modèle.
Le protocole SUAP a été vérifié formellement avec l’outil AVISPA qui a pu démontrer
le respect de l’authentification des messages. Cette phase de vérification formelle était
indispensable pour entamer sa validation, son implantation au sein d’une application réelle
et l’évaluation de ses performances.
En outre, dans ce chapitre, nous avons également présenté la mise en œuvre des fonction-
nalités du protocole SUAP à travers 3 classes de partitions, dont une partition de routage,
de sécurité et d’interface avec la couche bas niveau et entre les fonctionnalités de la couche
réseau. L’originalité introduite dans cette conception vient de l’emploi de modèles de haut
niveau dans la mise en œuvre de protocole existant. La puissance d’expressivité des mo-
dèles apporte la rapidité de conception, la facilité de lecture du système, la réutilisation
et l’adaptation des modèles.
Dans le prochain chapitre, nous monterons les résultats d’expérimentation du protocole
SUAP réalisée à la fois en émulation et en environnement réel.
Chapitre 5
Évaluation des performances du
protocole SUAP par simulation et
par expérimentation réelle
Dans ce chapitre, nous allons parler de la dernière phase de validation
(fonction de routage et de sécurité) de notre protocole de routage en détaillant
l’évaluation des performances de la partition routage et sécurité du protocole
SUAP. Ces expérimentations ont été réalisées à la fois en local par l’outil
d’émulation présenté dans le chapitre précédent et aussi en environnement
réel par l’utilisation des drones DT-18 détaillés en introduction. Nous com-
mencerons par présenter les différentes topologies réseau envisagées, puis nous
continuerons par les différentes métriques permettant de quantifier les perfor-
mances réseau. Enfin, nous présenterons les résultats obtenus qui nous permet-
tront de conclure sur la conformité entre la spécification du cahier des charges
de ce projet SUAP et la fonctionnalité de notre architecture de communication
sécurisée.
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5.1 Introduction
Ce chapitre présente la validation des fonctions de routage et de sécurité réalisées par
une étude d’évaluation des performances du protocole de routage SUAP. Cette étude de
performance est d’une part réalisée à partir de l’outil hybride d’émulation et de simulation
présenté dans la section 4.2.1. Nous rappelons que cet outil a été créé pour se rapprocher
de la condition réelle de vol d’une flotte de drones et pour que l’on puisse tester en local
notre protocole avant de l’évaluer en environnement réel. Ce rapprochement est représenté
par l’exécution du protocole dans un système d’exploitation proche de celui utilisé par les
drones. Des modèles de mobilités réels des drones sont également introduits dans l’outil. Le
choix de combiner le concept de simulation et d’émulation est aussi motivé par la réduction
de la tache de développement pour l’implémentation du protocole. En effet, nous n’avons
besoin que de développer une seule version du code (écrit en C) qui fonctionne à la fois dans
une architecture x86 et une architecture ARM. D’autre part, nous présenterons également
dans ce chapitre, les différents scénarios de test réel qui ont été réalisés pour valider la
fonction de routage et de sécurité du protocole SUAP en environnement réel. L’intérêt
d’effectuer des tests réels est de valider en environnement réel le fonctionnement attendu
de l’algorithme développé à partir d’une approche orientée modèle.
Dans ce chapitre, nous commencerons par présenter le cadre d’expérimentation, puis nous
continuerons par la validation de chaque partition en présentant à la fois la topologie
réseau d’évaluation et les différentes métriques permettant de quantifier les performances
réseau de notre protocole. Enfin, les résultats obtenus seront interprétés.
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Il est important de préciser que l’objectif des évaluations de performances que l’on présente
ici consiste à vérifier les différentes fonctions de notre protocole de routage. C’est-à-dire
qu’elle s’inscrit dans le registre, de la méthodologie de prototypage rapide expliqué dans
le chapitre 3 pour permettre de valider les fonctionnalités non validé avec les outils de
vérification formelle inhérente à l’outil Matlab & simulink et AVISPA. Dans ce cas, elle
permet de valider la dernière étape de la méthodologie (résumé de la figure 3.2) concernant
l’exécution du binaire finale sur le système final.
5.2 Cadre d’expérimentation
5.2.1 Topologies réseau d’études
Il est nécessaire de mettre en place des topologies d’expérimentations adéquates avec les
différents systèmes pour permettre de valider chaque partition du protocole SUAP. Ici,
la partition signifie les différents modules (ou fonction) du protocole de routage. Nous
supposons que nous avons trois modules à vérifier à savoir le routage, les mécanismes
d’authentification et d’intégrité et la solution contre l’attaque wormhole. Nous avons donc
3 validations à faire pour le protocole SUAP. Pour cela, des topologies de test réel et
d’émulation ont été mises en place. Le système de drones utilisé pour la réalisation d’une
plate-forme de test est composé des éléments suivants :
— Trois aéronefs de type DT18 ;
— Trois stations de pilotage associées à chaque drone . Il est important de préciser que
seule une des stations (station 1 en considérant la figure 5.1) reçoit les données de
la charge utile provenant du drone le plus proche. Les autres stations (par exemple,
le nœud «station 2» et le nœud «station 3» sur la figure 5.1) ne sont sur le réseau
que pour répondre à la réglementation française de déploiement de drones civils qui
exige un lien de sécurité associé à chaque drone à chaque instant (pour anticiper un
éventuel dysfonctionnement du système UAS) ;
— 3 logiciels de supervision pour la gestion de la mission (suivi du plan de vol, inter-
actions avec les composantes de l’environnement).
L’interaction entre ces sous-systèmes est montrée par la figure 5.1. Sur cette figure, une
liaison unique est dédiée pour la communication entre l’autopilote de chaque drone et
une station de contrôle. Sur cette topologie, l’information de charge utile est envoyée
depuis le drone Dr3 jusqu’à la station 1 par l’intermédiaire des nœuds voisins (Dr2 et
Dr1). Il est à noter que c’est seulement l’information acquise par la charge utile que l’on
relaie sur le réseau lors des tests réels effectués. Les trafics de commande sont envoyés en
communication directe vers chaque drone.
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Figure 5.1 : Topologie commune de test réel
5.2.1.1 Drones DT18
L’entreprise Delair-Tech possède plusieurs gammes de drones qui peuvent répondre à plu-
sieurs missions. Le produit le plus mature, car le premier à avoir été développé est le DT18.
Il a été opéré avec succès dans des milieux très variés (montagne, bord de mer, plaine) et
pour toutes sortes de missions grâce au large éventail de charges utiles qu’il peut emporter.
La description technique de ce drone est présentée dans le tableau ci-dessous.
Caractéristique Valeur
Modèle DT18
MTOW < 2 kg
Payload 250 g
Portée 100 km
Vitesse en vol 50km/h
Résistance au vent jusqu’à 45km/h
Transmission temps réel Jusqu’à 15km.
Autopilot Delair technology
Tableau 5.1 : Spécification du drone DT18
5.2.1.2 Stations de contrôle
Deux types de stations ont été utilisées pour réaliser les tests en vol. Ces stations sont celles
qui sont utilisées actuellement et rendues disponibles par l’entreprise Delair-Tech. Elles
sont souvent déployées pour l’utilisation classique des drones DT18 et permettent de suivre
l’évolution du drone pendant sa mission. Elles permettent notamment la modification du
plan de vol en envoyant les données C2 (commande et contrôle) traduisant le modèle de
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mouvement souhaité (cercle, waypoint, rectangle, etc.) à travers un logiciel de contrôle sol.
Par ailleurs, il est important de préciser que nous avons directement utilisé les stations
existantes sans modification, car elles permettaient déjà de recevoir des informations de
navigation du drone. En revanche, il était impossible de piloter trois drones simultanés
avec une seule station. Il a donc été nécessaire de déployer trois stations et de faire en sorte
qu’il n’y ait pas d’interférence pour l’envoi des commandes. Nous avons donc modifié le
canal radio de chaque liaison de commande pour avoir un lien unique pour chaque drone.
5.2.1.3 Liaison de communication
Nous avons énoncée précédemment que chaque drone est piloté par une station sol spé-
cifique. Pour éviter une interférence pour l’envoi de la commande des trois drones, trois
types de lien sont déployés pour chaque drone. Chaque drone est également associé à un
lien de sécurité qui est utilisé dès que la carte embarquée au bord du drone est en panne
ou lorsque la connexion à travers le lien principal est mauvaise.
Par ailleurs, les trafics capturés par la charge utile sont véhiculés avec un lien modifié 2.4
GHz. C’est surtout ce dernier qui nous intéresse pour la communication ad hoc.
5.3 Validation de la partition de routage
5.3.1 Topologie de test de routage
Nous nous sommes d’abord focalisés sur la validation de la partition routage. Cette par-
tition se base sur le protocole AODV que nous avons étudié dans le chapitre précédent.
Nous avons choisi de développer une nouvelle version du protocole en nous appuyant sur
la méthode de prototypage rapide présentée précédemment. Ce choix se justifie par notre
objectif de certification finale du produit qui reste plus accessible en menant une approche
de conception orientée modèle plutôt que de certifier un code logiciel existant (approche
faisable, mais souvent très onéreuse, car beaucoup plus longue). Le détail de cette modé-
lisation est détaillé dans la section 4.5.2.1. Ensuite, nous nous sommes intéressés à l’étape
de validation permettant de tester les fonctionnalités de cette partition. Pour cela, nous
avons choisi une topologie composée de trois nœuds comme le montre la figure 5.2.
L’objectif de cette topologie est de faire transiter de la vidéo à partir du drone Dr2 vers la
station sol à travers le drone Dr1. Les trafics échangés sont montrés dans le tableau 5.2.
Cette validation ne nécessitait pas l’utilisation d’un troisième drone, car avec trois nœuds,
nous pouvions déjà évaluer la performance de la partie routage du protocole SUAP.
Nous pouvons diviser les trafics applicatifs échangés entre les nœuds en 4 classes :
1. Tick : flux de signalement pour communiquer au drone qu’il est toujours en com-
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Figure 5.2 : Topologie de test pour la partition de routage du protocole SUAP
Type Source —– Destination Taille du paquet Débit d’échange
Tick Station1 —– Dr1Station2 —– Dr2 64 octets 1 paquet/sec
Georef Dr1 —– Station1Dr2 —– Station2 80 octets 3 paquets/sec
Commande Station 1 —— Dr1Station 2 —— Dr2 80 octets 1 paquet/sec
Vidéo Dr2 ——— Station1 1400 octets 25 datagrames UDP/secwidth=720,height=576
Tableau 5.2 : Différents flux échangés lors du test en vol
munication avec la station au sol. Environ 100 octets envoyés à une fréquence de 1
Hz.
2. Georef : flux permettant de déterminer la position du drone
3. Le trafic de commande du drone proprement dit pour l’envoi des commandes à l’aide
d’une application de monitoring. La figure 5.3 illustre le mouvement du drone Dr1.
4. Video : trafic émis en temps réel depuis le Drr (à partir d’une caméra embarquée à
bord du drone) vers la station 1 à travers le drone Dr1.
5.3.2 Métriques considérées
Pour évaluer la performance du protocole de routage, nous avons considéré les métriques
suivantes :
— Overhead qui mesure la quantité des trafics de signalisation échangés entre les nœuds
— Stabilité de la route qui mesure le délai au cours duquel la connectivité n’est pas
interrompue.
— Délai de rétablissement de route pour mesurer la réactivité du protocole de routage
à trouver une route en cas de perte de lien
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Figure 5.3 : Mouvement du drone Dr2
— Délai de bout en bout
— Taux de pertes de paquets de données pour mesurer la quantité des paquets de
données perdus
Par ailleurs, les valeurs que l’on a obtenues durant ce test seront à chaque fois comparées
avec les résultats d’évaluation par émulation du protocole AODV que l’on a présentés
dans le chapitre 4. Ces résultats sont résumés dans le tableau 5.3. Cette comparaison
nous permet ainsi de situer les valeurs obtenues pour les tests réels et de conclure sur la
pertinence de ces résultats dans le cadre d’une comparaison avec une implémentation de
référence du protocole AODV (implémentation présentée dans le chapitre 4).
Métrique Protocole AODV
overhead (Paquets de contrôle) 501 ko
overhead (% Trafic (octets)) 0.034 %
Délai moyen de bout en bout 5.32 ms
taux de pertes 3.05 %
Connectivité 88.5 %
Durée de vie d’une route 18.53 secondes
Délai de ré-établissement de
route après une perte de connexion 1.94 ms
Tableau 5.3 : Synthèse des résultats obtenus pour l’évaluation du protocole AODV en
émulation
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Overhead valeur
Paquets contrôle 552 ko
Trafic % (octets) 0.05 %
Tableau 5.4 : Overhead du protocole pour un test de 28 min
5.3.3 Résultats obtenus et interprétation
5.3.3.1 Taille d’overhead
Le tableau 5.4 illustre le résultat de l’overhead que l’on a recensé. Au regard des résultats
obtenus et en les comparant à la performance du protocole de référence AODV que l’on
a synthétisée dans le tableau 5.3, nous pouvons conclure que l’overhead. généré par le
protocole de routage reste dans le même ordre de grandeur que les résultats obtenus en
émulation. Nous pouvons conclure que les trafics générés par le protocole de routage ne
perturbent pas le transfert de données utiles. Ici, le résultat est expliqué à la fois par la
non-utilisation d’acquittement à chaque paquet envoyé et aussi par la non-nécessité de
constamment mettre à jour une route déjà établie. En effet, une fois qu’une route entre
la station 1 et le drone Dr2 est établie, le protocole ne cherche plus à savoir la topologie
complète du réseau. Chaque nœud se contente de vérifier périodiquement la symétrie du
lien avec son voisin direct (voisin à un saut) par des paquets Hello. Nous pouvons conclure
le protocole ne génère pas un nombre important de paquets de contrôle (faible occupation
de la bande passante allouée).
5.3.3.2 Stabilité d’une route
Il faut savoir que l’overhead généré par un protocole de routage dépend de la mobilité
des nœuds dans le réseau. Plus les nœuds sont mobiles et plus il y aura des messages de
redécouverte de route échangés entre les nœuds ce qui signifie l’instabilité de la route.
Pour évaluer le degré de stabilité d’une route, il suffit d’inférer le nombre de messages de
recherche d’une route envoyé par les nœuds. Le nombre total de ruptures d’une route au
cours de la mission est proportionnel au nombre de paquets de découvertes d’une route
durant la mission.
Métrique Valeur
Durée de vie moyenne d’une route 14.34 s
Durée de vie maximum d’une route 34.85 s
Tableau 5.5 : Stabilité de la route entre Dr2 et station 1
Au regard de ces résultats (figure 5.4 et tableau 5.5 ), nous pouvons observer une coupure
de route en moyenne tous les 14.32 secondes. En comparant ce résultat au tableau 5.3
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Figure 5.4 : Stabilité de route entre le nœud station 1 et le nœud Dr2
qui maintient une route en moyenne tous les 18 secondes (valeur que l’on a obtenue en
émulation et simulation en rejouant le même type de mobilité que durant ce test réel),
nous pouvons observer une performance moins bonne pour notre implémentation, mais
qui reste toutefois dans le même ordre de grandeur. Le résultat que l’on a obtenu sur cette
métrique en émulation dépend des modèles de mobilité réels que l’on a inclus. Ce qui n’est
pas pris en compte dans l’outil d’émulation était la position des antennes de chaque nœud
à chaque changement de modèle de mouvement pendant la mission. En effet, l’outil que
l’on a utilisé ne pouvait pas simuler les pertes d’atténuation de signal réceptionné par une
antenne. Par conséquent les pertes liées à ce phénomène n’ont pas été quantifiées.
Le résultat obtenu pour ce métrique est causé principalement par le degré de mobilité
des nœuds qui crée des déconnexions. Il y a aussi la différence de plan de rayonnement
et de polarisation de l’antenne d’émission et de réception qui peut atténuer le signal.
Néanmoins malgré la présence de ces pertes de connexion, la durée de rétablissement
d’une route (figure 5.7) qui est de l’ordre de 2 ms laisse penser que ces coupures de routes
ne dégradent pas significativement la communication.
Afin d’expliquer un peu plus la raison de ces pertes de routes, nous avons corrélé les traces
d’analyse des paquets réseau avec le log de mouvement des drones. Les traces montrent
des paquets de maintenance et de redécouverte de route à chaque fois qu’un drone tourne
(en faisant un virage) en changeant, par exemple, son vol suite à la réception d’un message
de position. Une des raisons qui explique ces pertes de route est due au changement de
plan (par inclinaison) de l’antenne d’émission du drone Dr1 et de l’antenne de réception
du drone Dr2 à un instant donné. Ce changement est causé plus précisément par des
modes de mobilité différents entre les deux drones (par exemple, lorsque le drone Dr1
passe en mode waypoint et que le drone Dr2 passe en mode circulaire). En conséquence,
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la combinaison de la perte de propagation et de l’atténuation du signal peut induire la
perte momentanément d’un lien.
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Figure 5.5 : Variation de la puissance de réception du signal du drone Dr2
Par ailleurs, les coupures de route peuvent également être expliquées par l’introduction
de nombreux paramètres en situation réelle. Par exemple, lorsque le drone est en virage,
l’aile intérieure masque l’émission du modem à bord puisque celui-ci est situé sous le
drone. Globalement, les nombreux mouvements du drone rendent difficile le maintien de
la communication pour une longue durée.
À travers la figure 5.5, nous constatons que la puissance de réception du signal du drone
Dr2 présente des oscillations constantes et des pics d’oscillations assez importantes de
manière intermittente. L’oscillation constante s’explique par le mouvement instable du
drone pendant son exécution d’un plan de vol spécifique, c’est-à-dire que, par exemple,
lorsque le pilote envoie une commande pour une trajectoire rectiligne, le drone n’effectue
pas totalement des trajectoires rectilignes, mais avec une certaine inclinaison causée par
les conditions climatiques (la force du vent, par exemple). Étant donné que les commandes
envoyées depuis la station sol sont des successions de mouvements rectilignes, circulaires,
rectangulaires, ces mouvements impactent la performance du réseau. En nous inspirant
de la figure 5.6 qui montre la corrélation entre la puissance du signal et la durée de vie
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Figure 5.6 : Stabilité moyenne d’une route entre Dr2 et la station sol en fonction de la
puissance du signal du drone Dr2
d’une route, nous pouvons apercevoir que le délai tend à s’accroitre (meilleure qualité de
service) au fur et à mesure où la qualité du signal augmente. La bande passante allouée
aux données étant inchangées au cours du temps ; cette fluctuation provient donc d’autres
facteurs physiques et topologiques.
5.3.3.3 Durée de ré-établissement d’une route
En ce qui concerne la métrique de délai de ré-établissement d’une route après une perte
de connexion, ce délai est égal à l’intervalle de temps entre le départ d’un paquet requête
(identifié avec un numéro de séquence ) et l’arrivée d’un paquet réponse sur un nœud
donné (pour notre cas, le nœud Dr2).
Délai valeur
Délai moyen 2.08 ms
Délai maximum 4.30 ms
Tableau 5.6 : Délai de rétablissement de route après une déconnexion
Nous pouvons constater que les délais sont assez faibles (tableau 5.6 et figure 5.7). En
comparant ces valeurs au résultat d’émulation d’AODV qui est en moyenne 1.94 ms, nous
pouvons dire que le protocole semble bien s’adapter au changement de topologie causé par
le mouvement des drones. Cela peut aussi s’expliquer sur le fait que le protocole n’attend
pas la perte de plusieurs paquets avant de recherche une nouvelle route. Il en résulte
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Figure 5.7 : Délai de ré-établissement d’une route en cas de perte de lien
que les temps de réparation de route sont relativement faibles pour un environnement
si dynamique. Nous pouvons aussi mentionner le fait qu’en cas de coupure de lien entre
deux nœuds voisin (par exemple, entre Dr1 et Dr2), le rétablissement de route par des
paquets de maintenance ne se fait qu’entre ces deux nœuds. Globalement, le protocole tend
à trouver assez vite une route dans le réseau. Ici, la vitesse de déplacement des nœuds a
peu d’influence sur cette valeur qui tend vers une constante.
5.3.3.4 Délai de bout en bout
Le délai de bout en bout est la durée de transfert d’un paquet entre l’émetteur et un
récepteur final.
Délai Valeur
Délai moyen 5.49 ms
Délai maximal 93 ms
Tableau 5.7 : Délai moyen entre station 1 et Dr2
La répartition de ces délais est illustrée par la figure 5.8.
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Figure 5.8 : Répartition des valeurs délai de bout en bout au cours de la mission
Nous pouvons constater que les délais sont concentrés dans l’intervalle [5, 5.5] millise-
condes. En comparant ce résultat au tableau 5.3, nous pouvons dire que notre implémen-
tation se comporte de façon équivalente à la version de référence d’AODV que nous avons
testé en simulation (résultats du chapitre 4). Avec ces faibles délais que les deux versions
mettent en évidence, les protocoles ne semblent pas introduire un délai supplémentaire si-
gnificatif. Cependant, ce délai est légèrement plus grand que les valeurs de délai obtenues
lors d’étude en simulation du protocole AODV. Nous émettons l’hypothèse que ceci est
dû au fait que le protocole de routage (ayant été modélisé) fait face à l’introduction de
paramètres supplémentaires de l’environnement temps réel comme la vitesse des drones
et le changement en continu de la topologie du réseau.
Comme les critères de qualité de service sur notre flux de données exigent surtout un délai
court d’acheminement, la fixation de la durée de mise en attente est donc suffisamment
courte. Ce délai faible permet de pouvoir retranscrire au niveau du récepteur (GCS) le
flux vidéo acquis par le drone.
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5.3.3.5 Délai moyen pour l’acheminement des paquets de données utiles
Ce délai représente le temps qu’il faut à un paquet vidéo de partir du drone Dr2 (nœud
source) et d’arriver aux stations sol(nœud destination).
À travers la figure 5.9, on peut noter que le délai tend vers une constante, mais qui présente
des pics correspondant au moment où la route a été coupée. Ces pics sont dus généralement
à la perte de route et donc à la durée de la mise en attente des paquets. D’après ce que
nous avons vu un peu plus haut, ces coupures de routes sont causées principalement par
le degré mobilité des nœuds et des pertes de polarisations des antennes. Ces éléments
vont engendrer des coupures de liaisons dans le réseau. Par conséquent, les paquets de
données sont emmagasinés dans le buffer pour un temps qui va dépendre de la durée de
rétablissement de la route.
Comme les critères de qualité de service sur notre trafic de données exigent surtout un
délai court d’acheminement et sans grande importance pour le taux de pertes, la fixation
de la durée de mise en attente est donc suffisamment courte . Cette valeur faible de délai
permet de pouvoir retranscrire au niveau du récepteur (GCS) le flux vidéo acquis par le
drone.
Délai Valeur
Délai moyen 9.15 ms
Délai maximal 1.05 s
Tableau 5.8 : Délai moyen pour l’acheminement des paquets de données utiles
5.3.3.6 Perte de paquet de données
Cette métrique a pour objectif de mesurer combien de paquets de données (trafic vidéo)
sont perdus au cours de la mission. C’est-à-dire la quantité des paquets perdus entre le
moment où un lien est perdu et le moment où il est rétabli. L’évolution du taux de pertes
au cours du temps est montrée par la figure 5.10. Nous constatons que pendant toute la
durée de la mission, le taux de pertes n’excède pas 4 %. En émulation, cette valeur est
égale en moyenne à 3.05 % contre 3.51 % ici en test réel.
Ces deux derniers résultats (taux de pertes et délai d’acheminement des paquets vidéo)
permettent de valider les performances de notre implémentation du protocole AODV. En
effet, au regard des critères de qualité de service des missions que nous avons identifiées
dans notre cahier des charges initial, AODV répond à ces critères de performances et
permet de rendre le service pour lequel il a été choisi et mis en œuvre.
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Figure 5.9 : Délai moyen pour l’acheminement des paquets de données utiles
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Figure 5.10 : taux de pertes mesurés
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5.3.3.7 Discussion sur la validation de routage
Dans cette section, nous avons détaillé la validation de la partition de routage du protocole
SUAP. Les résultats obtenus sont acceptables compte tenu des exigences du trafic vidéo.
Le tableau 5.9 illustre la différence entre les résultats obtenus en simulation avec AODV
et les résultats obtenus en test réel. Nous nous sommes intéressés à la quantité de trafic de
signalisation généré au cours de la mission. Leur quantité n’occupe que faiblement la bande
passante disponible, car le protocole développé ici est réactif et ne génère des paquets de
découverte de route qu’en cas de besoin. En ce qui concerne le délai de bout en bout et
le délai de rétablissement d’une route, elles sont généralement faibles à cause de la faible
densité des nœuds. Ce qui fait que la vitesse de déplacement nœuds a peu d’influence. Ces
derniers résultats sont en mettre en regard des critères de performance obtenus dans le
chapitre 4 en comparant les différents protocoles de routage existants dans le domaine ad
hoc (et en particulier une version existante du protocole AODV). Notre implémentation
du protocole AODV obtenu par l’utilisation de la méthode de prototypage rapide orientée
modèle offre donc des résultats satisfaisants.
Par ailleurs, à la suite de ce test, nous avons pu mener à terme le cycle de développe-
ment de la méthode MDD, c’est-à-dire le processus qui s’échelonne de la spécification
jusqu’à la partie déploiement. À la suite de cette étude, nous constatons donc que notre
implémentation offre plutôt une bonne adaptabilité vis-à-vis de la spécificité du réseau ad
hoc de drones (vitesses des nœuds, degré de mobilité, modèle de propagation, nombre de
nœuds, topologie dynamique). Dans la prochaine section, nous aborderons la validation
de la partition de sécurisation (authentification et intégrité) du protocole SUAP.
Paramètre Résultat d’émulationd’AODV
Test réel avec
la version modélisé
du protocole AODV
Taux de pertes 3.05 % 3.50 %
Délai moyen
de bout en bout 5.32 ms 5.49 ms
Délai moyen de
rétablissement de route 1.94 ms 2.08 ms
Stabilité d’une route 18.53 s 14.34 s
Overhead 501 ko (0.034 %) 552 ko (0.05 %)
Tableau 5.9 : Synthèse des résultats obtenus en émulation et en test réel
5.4 Validation des fonctions de sécurité du protocole SUAP
Dans cette section, nous montrerons la validation du mécanisme d’authentification et
d’intégrité des messages du protocole SUAP. Cette validation a été menée à la fois en
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émulation et en environnement réel. Dans un premier temps, nous nous focaliserons sur
l’étude par émulation.
5.4.1 Validation de la partition de sécurisation (authentification des
messages) en environnement émulé
5.4.1.1 Paramètres d’émulation
Notre objectif est de pouvoir évaluer les propriétés de sécurité du protocole SUAP qui
n’ont pas été vérifiées par l’outil AVISPA et l’outil de vérification interne de Simulink
et Stateflow de l’outil Mathworks. Pour ce faire, la topologie illustrée par la figure 5.11
est considérée pour simuler un attaquant blackhole et la figure 5.12 pour deux attaquants
blackhole. Nous évaluerons les performances de sécurité du protocole SUAP pour ces deux
configurations.
Ces deux modes d’attaques de l’attaque blackhole nous permettent de valider les méca-
nismes d’authentification et d’intégrité des messages du protocole SUAP. C’est-à-dire que
chaque paquet généré par n’importe quel nœud que ce soit les attaquants ou les nœuds
légitimes doit être authentifié avant d’être analysé et possiblement transmis à ses voisins.
Pour permettre une bonne compréhension de ce chapitre, nous rappelons ci-dessous le
descriptif de l’attaque blackhole en nous basant sur les deux configurations de test que
nous avons considéré ci-dessous.
Figure 5.11 : Illustration de l’attaque blackhole
Dans la première configuration (illustrée par la figure 5.11), nous utilisons 4 nœuds légi-
times. Dans un premier temps, la station sol cherche une route vers le drone Dr4 pour
envoyer de la donnée. Ce paquet est diffusé dans tout le réseau jusqu’à ce qui atteigne
le nœud Dr3 qui connait une route vers le nœud Dr4. Le nœud Dr3 répond alors avec
un paquet réponse indiquant qu’il connait une route vers la destination demandée. En
parallèle, le nœud attaquant A1 crée un faux paquet RREP et l’envoie au nœud Dr1
avec une meilleure métrique (par exemple, le nombre de sauts permettant d’atteindre la
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Figure 5.12 : Deux attaquants blackhole
destination) que le paquet RREP générée par le nœud Dr2.
Si les paquets ne sont pas authentifiés, la station sol va acheminer ces données vers l’atta-
quant. Pour implémenter cette attaque, nous avons appliqué une version d’attaque black-
hole sur le nœud A1 qui va rejeter tous les paquets de données qu’il reçoit sur son interface.
Nous tenons à préciser que nous aurions pu implémenter une autre variante plus sophisti-
quée de l’attaque blackhole qui est l’attaque greyhole qui consiste à sélectionner les paquets
à jeter, mais l’attaque blackhole dans sa version originale permettait déjà d’évaluer notre
mécanisme de sécurité. Sur cette configuration, le nœud Dr4 n’aura donc jamais les don-
nées applicatives qu’il est censé recevoir.
Par ailleurs, dans une deuxième configuration, nous avons ajouté un deuxième attaquant
illustré par la figure 5.12. Ces deux nœuds attaquants sont mobiles dans le réseau. L’in-
térêt d’activer leur mobilité est qu’il est intéressant d’observer comment les attaquants
interagissent directement avec les nœuds légitimes pour mesurer les performances de notre
protocole par rapport au nombre d’attaquants. Compte tenu de la faible densité du réseau,
le fait de simuler des attaquants immobiles n’aurait pas suffi pour valider efficacement les
mécanismes d’authentification.
5.4.1.2 Métriques considérées
Pour montrer les performances réseau du protocole SUAP en cas d’attaque, nous considé-
rons les métriques suivantes :
— Taux de livraison pour mesurer le nombre de paquets réceptionnés par une destina-
tion comparée au paquet envoyé. Cette métrique donne une idée sur l’aptitude de
protocole de routage à garder une route stable pour l’échange des paquets de données
en présence d’attaquants ;
— Délai de bout en bout entre les nœud source et destination ;
— Overhead des mécanismes de sécurité pour d’évaluer le trafic supplémentaire induit
173
5.4 VALIDATION DES FONCTIONS DE SÉCURITÉ DU PROTOCOLE
SUAP
par l’utilisation des différents mécanismes de sécurité. Ce coût d’utilisation concerne
les mécanismes d’authentification et d’intégrité. Il permet d’évaluer si ces mécanismes
ne portent pas atteinte à la performance du réseau ;
— Connectivité entre les différents nœuds du réseau. Cette mesure nous permet de
quantifier la stabilité d’une route en présence d’attaquants.
Il est important de noter que chaque résultat présenté ici résulte de plusieurs répétitions
du même scénario de simulation pour nous permettre de déduire la valeur moyenne et
sa reproductibilité. Nous comparons également le protocole SUAP avec sa version sans
sécurité (c’est-à-dire, la partition de routage du protocole SUAP) que l’on a validée pré-
cédemment. Nous avons décidé d’utiliser le terme AODV pour désigner la partition de
routage du protocole SUAP.
5.4.1.3 Taux de livraison des paquets
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Figure 5.13 : Taux de livraison pour les deux protocoles avec un et deux attaquants
blackhole
La figure 5.13 présente les taux de livraison des paquets pour le protocole SUAP et AODV
et avec la présence d’un et de deux attaquants blackhole. Le résultat montre une différence
remarquable à la fois lorsqu’il y a un attaquant et deux attaquants. Ces résultats sont
justifiés par plusieurs raisons :
174
5.4 VALIDATION DES FONCTIONS DE SÉCURITÉ DU PROTOCOLE
SUAP
1. Premièrement, en cas d’utilisation du protocole AODV, la majorité des paquets
de données n’arrivent pas au nœud destination. Ils sont rejetés par les attaquants
blackhole.
2. Ensuite, bien que les attaquants jettent les paquets de données, le taux de livraison
n’est pas complètement nuls car l’utilisation de modèles de mobilité réelle inclus dans
le simulateur fait que les nœuds du réseau y compris les attaquants peuvent sortir
de la couverture des nœuds légitimes. Lorsqu’ils n’interviennent plus dans le réseau
pendant un temps donné, des paquets de données arrivent à être acheminés par la
destination. Dès qu’ils reviennent dans le réseau, les paquets commencent à nouveau
à être supprimés.
3. Il est aussi important de noter qu’avec deux attaquants, nous remarquons une faible
valeur du taux de livraison de donnée, car ici les nœuds blackhole sont mobiles et
interagissent avec les drones en mouvement. À cause de la faible densité du réseau,
le nombre d’attaquants à un impact important sur le taux de livraison.
4. En ce qui concerne le protocole SUAP, le nombre d’attaquants n’a pas un impact
important sur le taux de livraison des paquets. Chaque paquet envoyé est authentifié
par le mécanisme d’authentification et d’intégrité. Les faux paquets sont donc ignorés
et les paquets de données ne sont acheminés que par la route légitime. Cette valeur
n’atteint pas toutefois le 100 % à cause de la mobilité des nœuds qui peut entrainer
dans certains cas, des ruptures de liens temporaires.
5.4.1.4 Délai de bout en bout
Le délai de bout en bout entre la station sol et le drone Dr4 est illustré par la figure
5.14. Ce délai tend vers une constante pour chaque protocole. Ici, il est important de
remarquer que ce qui est important n’est pas le délai de bout en bout pour les paquets
de routage AODV, mais pour le routage sécurisé. Nous apercevons que le délai que met
SUAP est légèrement supérieur par rapport au protocole de routage normal. Cette légère
augmentation est justifiée par les délais de signature et de vérification de signature. Ces
valeurs sont acceptables en tenant compte de l’application temps réel considéré. Nous
pouvons donc dire l’authentification des paquets est assurer tout en ayant des valeurs
acceptables pour ce métrique. En effet, un délai de moins de 10 ms pour les flux vidéo
qui doivent être acheminés est acceptable au regard de la mission visée et du cahier des
charges que nous nous sommes fixés.
Il est important de préciser que ces valeurs dépendent des algorithmes cryptographiques
utilisés et notamment de la taille des clés. Dans notre implémentation, nous avons utilisés
du RSA-512 pour la signature, et du SHA-256 pour le hachage. Ces algorithmes ont été
choisis pour la performance du réseau comme préconisé dans [Zap08].
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Figure 5.14 : Délai de bout en bout pour chaque protocole en variant le nombre d’atta-
quants
5.4.1.5 Overhead
Le tableau 5.10 présente le coût des paquets de sécurité par rapport au trafic de signali-
sation normal. C’est un paramètre important quant à la bande passante qui pourra être
allouée aux applications. Moins le coût de sécurité est important, plus il laisse de place
aux applications sur le médium de communication.
AODV SUAP
Paquets de signalisation 501 ko 2903 ko
% Trafic (octets) 0.034 % 0.46 %
% Trafic sécurité par rapport au trafic de routage (octets) 45 %
Tableau 5.10 : Overhead sur le test d’une heure
Au vu des résultats que nous obtenons, nous pouvons dire que le protocole SUAP consomme
plus de ressources de bande passante que le protocole AODV à cause des entêtes de sé-
curité utilisée. Toutefois, ces trafics supplémentaires ne représentent que 0.46 % du trafic
total échangé. Ce taux de 0,46 % est acceptable au regard des fonctions de sécurité qu’il
apporte à l’application finale. D’autre part, dans une optique de la présence de nœuds
malveillants, il n’y a pas d’alternative à cet overhead, car ne pas utiliser de sécurité se
traduirait immédiatement par un taux de livraison de paquets extrêmement faible (cf. la
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section 5.4.1.3 qui nuirait par contre à la réalisation de la mission de vidéo surveillance.
5.4.1.6 Connectivité
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Figure 5.15 : Résultats de connectivité sur un test d’une heure
Les résultats que nous avons obtenus concernent la connectivité sont exposés dans la figure
5.15. Il indique le pourcentage de connectivité de la route en présence d’attaquants avec
les deux protocoles. Ces résultats montrent que le protocole AODV souffre considérable-
ment de l’effet de l’attaque blackhole. En effet, le nœud malveillant A1 fait partie de la
route pendant la majorité de la communication. Par conséquent, la connectivité entre les
nœuds du réseau est de l’ordre de 10 %. Il tend vers une valeur plus faible en présence
d’un deuxième attaquant blackhole. En utilisant le protocole SUAP, nous apercevons que
la route légitime est gardée pendant 88 % du temps. Cela nous indique les mécanismes
d’authentification et d’intégrité utilisées permettent de garder l’intégrité du réseau sans
passer par un nœud malveillant. Nous pouvons également constater que cette valeur de
88 % est statique et qu’elle n’est pas proportionnelle au nombre d’attaquants dans le
réseau. Contrairement à cela, la connectivité du protocole AODV est inversement propor-
tionnelle au nombre d’attaquants dans le réseau. Nous pouvons aussi constater que cette
valeur de connectivité n’atteint pas les 100 %, car la mobilité des nœuds impacte l’état de
connectivité entre deux nœuds voisins.
Par ailleurs, en comparant les résultats que l’on obtient pour cette métrique au résultat
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d’émulation d’AODV et du test réel de la partition routage, nous observons un résultat
qui reste dans le même ordre de grandeur (à savoir 88 %). Cela signifie que les briques
de sécurité n’induisent pas une diminution significative en matière de connectivité dans le
réseau UAANET en présence d’attaquants.
5.4.2 Validation de la partition de sécurisation (authentification des
messages) en environnement réel
La topologie utilisée ici est représentée par la figure 5.16. Elle est constituée des 4 nœuds,
dont trois drones DT18 et une station sol. Ensuite, nous avons ajouté une deuxième station
sol qui va jouer le rôle d’un attaquant blackhole. Pour réaliser ce test, il était nécessaire
de créer un attaquant proche du nœud émetteur Dr3 pour vérifier que la route légitime
passant par les nœuds Dr1 et Dr2 est choisie pendant toute la durée du test. Nous avons
donc diminué la puissance de l’antenne du modem utilisée pour avoir une portée inférieure
ou égale à 500 m. La station 4 (attaquant blackhole) quant à elle a une puissance d’émission
maximum pouvant aller jusqu’à 1,5 km. Nous faisons donc en sorte que l’attaquant puisse
contacter tous les nœuds et surtout le drone le plus lointain. Cette topologie nous permet
ainsi de vérifier si le protocole SUAP permet de se prémunir de l’attaque blackhole en
condition réelle.
Figure 5.16 : Topologie considérée pour valider la partition de sécurisation en environ-
nement réel
Il est important de préciser que l’on aurait pu également utiliser d’autres équipements pour
jouer le rôle d’un attaquant. L’utilisation d’une station sol nous permet de s’affranchir de
l’implémentation du code de l’attaque blackhole dans une autre architecture machine. Les
précédentes configurations restent inchangées. Les trafics échangés entre les nœuds sont
résumés dans le tableau 5.11.
La figure 5.17 illustre le contenu du champ TTL (Time to Live) capturé sur chacun des
nœuds. Elle indique qu’entre 7 et 23 minutes du test, les trois drones sont alignés en vol
et communiquent en mode ad hoc. Le comportement du protocole SUAP est donc étudié
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Type Source —– Destination Taille du paquet Débit d’échange
Tick
Station1 —– Dr1
Station2 —– Dr2
Station3 —– Dr3
64 octets 1 paquet/sec
Georef
Dr1 —– Station1
Dr2 —– Station2
Dr3 —– Station3
80 octets 3 paquets/sec
Commande
Station 1 —— Dr1
Station 2 —— Dr2
Station 3 —— Dr3
80 octets 1 paquet/sec
Vidéo Dr3 ——— Station1 1400 octets 25 datagrames UDP/secwidth=720,height=576
Tableau 5.11 : Différents flux échangés lors du test en vol
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Figure 5.17 : Valeur TTL du drone Dr1 (ttl=62), Dr2 (ttl=63) et Dr3 (ttl=64)
entre cette période.
5.4.2.1 Taux de pertes des paquets
Le taux de pertes est présenté par le tableau 5.12. Comme nous pouvons le voir, les pertes
sont surtout concentrées sur la connexion entre les trois drones. En effet, dû aux mobilités
des drones et aux différents schémas de déplacement des trois drones durant le test, des
liens sont perdus puis retrouvés au cours de la mission. Au total, le taux de pertes observé
est de 5.57 % pour les paquets de données qui sont envoyés depuis le Dr3 vers le nœud
station 1. Ce taux de pertes est acceptable en le comparant aux résultats obtenus en
179
5.4 VALIDATION DES FONCTIONS DE SÉCURITÉ DU PROTOCOLE
SUAP
émulation.
Source Destination taux de pertes
Station 1 Dr1 0.53
Dr1 Dr2 2.32
Dr2 Dr3 2.70
Totale (Station 1 — Dr3) 5.57
Tableau 5.12 : Taux de pertes (%) mesurés entre chaque nœud
5.4.2.2 Overhead
Les résultats de l’overhead sont montrés dans le tableau 5.13. Ces résultats sont également
proches de celle que l’on a trouvée en émulation. La propriété de routage réactif fait que
peu de paquets de trafic de signalisation sont échangés sur le réseau. Le protocole n’agit
qu’en cas de demande d’établissement de route. À cause de la faible densité des nœuds, la
vitesse de déplacement des nœuds n’a pas un impact direct sur cette valeur.
Source Destination Taille des paquetsde contrôle (en octets)
Pourcentage par rapport
au trafic total
Station 1 Dr1 89 760 0.075 %
Dr1 Dr2 153 653 0.093 %
Dr2 Dr3 153 321 0.0927 %
Total 0.270 %
Tableau 5.13 : Overhead sur le test de 16 minutes
5.4.2.3 Durée de vie moyenne d’une route
Délai Valeur
Délai moyen 15.15 s
Délai maximum 20.44 s
Tableau 5.14 : Stabilité d’une route en présence d’un attaquant blackhole
Le tableau 5.14 et la figure 5.18 illustrent les résultats que l’on a obtenus pour la durée
de vie moyenne d’une route entre la station 1 et Dr3. Ce résultat est à comparer avec la
figure 5.4 et le tableau 5.5 qui illustrent la stabilité d’une route avec le protocole AODV
(dans le cas où il n’y a pas d’attaquant dans le réseau). Ce que l’on peut conclure est que
la durée de vie moyenne d’une route reste dans le même ordre de grandeur avec et sans
sécurité. Cela nous indique que notre protocole de routage se comporte comme le protocole
AODV en termes de performances et que l’ajout des mécanismes de sécurité ne nuit pas
la performance réseau tout en garantissant l’absence d’attaque dans cette configuration.
180
5.4 VALIDATION DES FONCTIONS DE SÉCURITÉ DU PROTOCOLE
SUAP
Figure 5.18 : Stabilité d’une route avec la présence d’un attaquant blackhole
Pour résoudre la perte de connectivité entre un ou plusieurs nœuds conduisant à la perte de
la route, le délai de rétablissement d’une route est illustré dans le tableau 5.15. Nous avons
un délai moyen de 2.23 milliseconde qui permet de rattraper les pertes de connectivité
fréquentes sur le réseau. En faisant le lien avec la valeur de ré-établissement de route que
l’on a obtenue durant le test réel du protocole AODV, nous apercevons le même ordre de
grandeur (2.23 ms contre 2.08 ms).
Délai valeur
Délai moyen 2.23 ms
Délai maximum 5.79 ms
Tableau 5.15 : Délai de rétablissement de route après une déconnexion
5.4.2.4 Pourcentage de routes établies entre station1 et Dr3
Pour cette métrique, l’objectif est d’évaluer le nombre d’établissements de route passant
par la route légitime (composée des nœuds Dr3, Dr2, Dr1, station 1) et passant par l’at-
taquant blackhole. Le but est de vérifier si les paquets provenant du nœud attaquant
conduisent à l’établissement d’une route. Les résultats obtenus sont résumés par la figure
5.19. La ligne rouge représente les paquets du drone Dr2 et la ligne verte représente les
paquets envoyés par l’attaquant. Pour calculer cette métrique, l’adresse IP de l’attaquant
(dans la trace mesurée) a été filtrée sur le nœud Dr3, et nous vérifions s’il a été accepté
ou pas comme instigateur d’une route.
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Figure 5.19 : Pourcentage des paquets de contrôle conduisant à un établissement de route
venant de Dr2 et de l’attaquant mesuré sur l’interface du nœud Dr3
On remarque sur cette figure que 100 % des paquets conduisant à l’établissement d’une
route proviennent du nœud Dr2 qui est son voisin légitime. Le nœud Dr3 ne traite donc
aucun paquet non authentifié du nœud attaquant. Cela nous indique que les algorithmes
d’authentification des messages utilisés sont fonctionnels.
5.4.2.5 Délai de bout en bout
Délai de bout en bout
pour l’échange des
trafics de signalisation
Valeur
Délai de bout en bout
pour l’échange des
trafics de charge utile
Valeur
Délai moyen 7.43 ms Délai moyen 9.2 ms
Délai maximum 100 ms Délai maximum 104 ms
Tableau 5.16 : Délai de bout en bout pour les paquets de contrôle et les trafics temps réel
Le délai de bout en bout pour chaque trafic est présenté dans le tableau 5.16. Cette valeur
est généralement faible (inférieures à 10 ms en moyenne) et n’impacte pas négativement
l’échange des trafics temps réel. Elle est toutefois supérieure au résultat que l’on a obtenu
pour le protocole de routage AODV. Ceci est dû au temps non négligeable que met la
bibliothèque de cryptographie LIBGCRYPT 1 que l’on utilise pour la signature et le ha-
chage et leur vérification. Pour illustrer la proportion de paquets qui dépasse les 10 ms,
1. Pour plus d’informations : https ://www.gnupg.org/software/libgcrypt/index.html
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Figure 5.20 : Répartition des valeurs délai de bout en bout au cours de la mission
la figure 5.20 montre l’évolution du délai de bout en bout au cours de la mission. Nous
apercevons que les valeurs que l’on a obtenues se concentrent dans l’intervalle [7, 7.5]. Le
délai supérieur à 100 ms ne représente que 7 occurrences durant la mission.
5.4.2.6 Évalutation du protocole AODV en environnement réel en présence
d’un attaquant blackhole
Pour mieux situer les résultats que nous avons obtenus pour les mécanismes d’authenti-
fication des messages, le protocole AODV a été testé en environnement réel en présence
d’un attaquant blackhole. Ce test a été effectué avec la même configuration que le test du
protocole SUAP présenté dans le tableau 5.11 et la figure 5.16. Les résultats obtenus sont
synthétisés dans le tableau 5.17. Dans ce tableau, nous avons illustré les résultats obtenus
avec les résultats du protocole SUAP présenté précédemment. Il est à noter que seules
les métriques permettant de mettre en avant la différence entre AODV et SUAP ont été
retenues.
Il est important de préciser que la mobilité des drones au cours de ce test est différente
de celle utilisée pour l’évaluation du protocole SUAP. Cela est dû au fait qu’il était diffi-
cile de reproduire la même mobilité en environnement réel sur deux tests différents. Les
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Paramètre
Test réel du protocole
AODV en présence
d’un attaquant blackhole
Test réel du protocole
SUAP en présence
d’un attaquant blackhole
Taux de perte 98.20 % 5.57 %
Pourcentage de routes établies
entre Station 1 et Dr3 1.76 % 100 %
Overhead 210 ko 397ko
Tableau 5.17 : Synthèse des résultats obtenus pour l’évaluation en environnement réel du
protocole AODV en présence d’un attaquant blackhole
résultats obtenus montrent toutefois la faiblesse du protocole AODV en présence de l’at-
taque blackhole en environnement réel. Ces résultats peuvent être expliqués de la manière
suivante :
— pour le taux de perte, la majorité des paquets de données sont perdus, car à chaque
fois qu’une demande de route est envoyée, l’attaquant blackhole intervient en publiant
de faux paquets amenant à des routes erronées.
— pour le pourcentage de routes établies entre la station 1 et le nœud Dr3, elle n’est
que de 1,7 % durant toute la mission, car les routes établies incluent le plus souvent,
l’attaquant blackhole.
— pour l’overhead, la valeur obtenue pour le protocole AODV est inférieure au résultat
que l’on a obtenu pour le protocole SUAP (cf. les résultats présentés dans le tableau
5.13). Ces trafics supplémentaires représentent le coût des mécanismes de sécurité
utilisés. Toutefois, ce résultat n’impacte pas négativement l’échange des données
comme nous l’avons présenté précédemment (cf. les résultats de délai de bout en
bout présentés dans le Tableau 5.16).
Discussions
Dans cette section, nous avons présenté l’étude de validation de la partition d’authenti-
fication des messages du protocole SUAP. Les résultats que l’on a obtenus à la fois en
émulation et en environnement réel nous montrent une bonne adaptation du protocole
SUAP face à l’attaque blackhole. L’attaque blackhole a été mise en avant, car elle permet
de vérifier que chaque nœud du réseau arrive bien à vérifier le niveau de sécurité d’un
message avant de le traiter. Nous avons remarqué que l’attaque blackhole n’a pas une
influence directe sur la performance du protocole SUAP contrairement au protocole de
routage AODV. Nous pouvons donc conclure que notre implémentation développée par
une approche orientée modèle produit le fonctionnement haut niveau spécifié dans le ca-
hier des charges. Ces premiers résultats sont positifs, mais ne permettent pas de valider
la totalité des fonctionnalités de sécurité du protocole SUAP. Ainsi, dans la partie sui-
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vante, nous étudierons la validation du mécanisme de détection de l’attaque wormhole que
nous avons proposé dans le chapitre 4 et qui est un des composants importants de cette
architecture de sécurité.
5.4.3 Validation du mécanisme de détection contre l’attaque wormhole
Dans cette partie, nous analyserons la précision de détection de l’attaque wormhole par
le protocole SUAP. Cette étude de validation a été faite exclusivement en émulation.
Pour valider cette partition, nous avons considéré une topologie à 5 nœuds légitimes et
deux attaquants comme le montre la figure 5.21. Il est important de préciser que nous
avons fait le choix de l’émulation pour cette phase de validation, car nous ne disposions
pas d’assez de nœuds mobiles et de systèmes embarqués compatibles avec les moyens
de communication du DT18 pour envisager une validation en environnement réel de ce
mécanisme de sécurité. Cette piste future de validation en environnement réel sera abordée
dans le chapitre conclusions et perspectives.
Figure 5.21 : Topologie de validation de l’attaque wormhole
Les paramètres de ce scénario sont présentés sur le tableau 5.18
Paramètres Valeur
Nombre de nœuds légitimes 5 (4 drones et une station sol)
Mobilité Rejoue de mobilité réelle
Protocole de routage SUAP et AODV
Protocole MAC 802.11
Portée radio 100m
Durée de simulation 600 s
Capacité du canal 54 Mbit/s
Tableau 5.18 : Paramètres de l’évaluation pour la validation du mécanisme de détection
de l’attaque wormhole
Nous avons comparé le protocole SUAP avec le protocole AODV pour étudier l’influence
de l’attaque. Pour cela, nous avons vérifié que la route passant par le tunnel entre A1
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Type Source!Destination Taille du paquet Fréquence
Tick 1!2,1!3,1!4 64 octets 1.0 paquet/s
Georef 2!1,3!1, 4!1 64 octets 1.8 paquet/s
Command 1!2,1!3, 1!4 64 octets 0.034 paquet/s
Vidéo 2!1,3!1,4!1 4 Mbit/s
Tableau 5.19 : Trafics générés : 1=Dr1, 2=Dr2, 3=Dr3, 4=Dr4
et A2 n’est pas utilisée pour transmettre des données. Pour permettre de conclure sur la
pertinence de notre mécanisme, nous avons considéré deux métriques :
1. d’une part, la quantité de données (qui a été envoyée depuis le drone Dr4) qui
est réceptionnée par la station sol (en passant sur les deux routes alternatives) est
mesurée. Ainsi, la quantité de données passant par le lien wormhole et la quantité
de données passant par lien légitime sont comparées.
2. d’autre part, le nombre de routes établies passant par le lien wormhole et le nombre
de routes passant par le lien légitime ont été évalués.
Ces deux métriques sont complémentaires et permettent de conclure sur la pertinence de
notre mécanisme de sécurité contre l’attaque wormhole.
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Figure 5.22 : Taux de création passant par les nœuds légitimes et les attaquants
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Pour faciliter cette validation, nous avons décidé de simuler deux attaquants immobiles
avec A1 proche de la station sol et A2 proche du drone le plus loin Dr4. Ce choix a été
fait pour mettre les attaquants proches des nœuds cibles pour mieux évaluer l’impact de
l’attaque.
Source
Quantité de trafic
de signalisation
généré
Trafic vidéo
généré Destination
Quantité de trafic de
signalisation
réceptionné
Quantité de trafic
de données
réceptionné
Dr4 146783 octets 23 02 289 ko Dr3 146783 octets 23 02 111 ko
Dr3 140782 octets 23 02 111 ko Dr2 140782 octets 23 00 011 ko
Dr2 142345 octets 23 00 011 ko Dr1 142345 octets 22 98 245 ko
Dr1 130011 octets 22 98 245 ko Station sol 140011 octets 22 97 988 ko
Dr4 146783 octets 23 02 289 ko A1 146783 octets 0 octet
A1 146783 octets 0 octet A2 146783 octets 0 octet
Tableau 5.20 : Synthèse des données envoyées et réceptionnées entre la communication
Dr4 vers Station sol en utilisant le protocole SUAP
Sur les deux tableaux 5.20 et 5.21, nous présentons respectivement la quantité d’informa-
tion échangée par les nœuds légitimes et par les attaquants. Ce que l’on peut remarquer
c’est qu’en utilisant le protocole SUAP, le tunnel wormhole ne véhicule que des informa-
tions de routage des nœuds cibles. Cette réception des paquets de routage par les atta-
quants n’est pas importante, car ces messages ne contiennent pas d’informations secrètes
relatives à la mission.
Nous remarquons également qu’aucune information de vidéo ne passe entre A1 et A2. Ici,
la détection est faite par la station sol qui constate une anomalie entre sa distance relative
avec le nœud Dr4 et le nombre de sauts dans le paquet de découverte de voisin qu’il reçoit
de ce nœud. Nous rappelons qu’ici les paquets Hello sont protégés par un algorithme de
geographical leashes qui compare le nombre de sauts et la distance relative entre voisins.
Les paquets requêtes et réponses sont quant à eux protégées par une fonction de hachage.
Ces résultats montrent donc la performance du protocole SUAP à choisir la route légitime
malgré le fait qu’une route avec meilleure métrique est proposée sur le tunnel wormhole.
En comparant ce résultat au tableau 5.21 qui indique la quantité de données réceptionnée
par les deux attaquants en utilisant le protocole AODV, nous constatons que le tunnel
arrive à faire transiter de la vidéo provenant du nœud Dr4. Cette fois, les autres nœuds
légitimes n’échangent que des trafics de signalisation et ne reçoivent qu’une partie infime
de données utile (qui représente 0.18 % du trafic total). Ceci est dû au fait que la route qui
passe par les deux attaquants est constamment choisie à cause d’une meilleure métrique
en nombre de sauts. La valeur 0.18 % est expliquée par le fait que lorsque le nœud Dr4
est hors portée du nœud A2 à cause de sa mobilité, la route légitime est choisie pendant
une courte durée pour véhiculer de la vidéo qui ne représente que 0.18 % de la quantité
totale.
La figure 5.23 résume les résultats de taux de livraison de données sur les deux routes
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Figure 5.23 : Taux de livraison des paquets en présence d’une attaque wormhole
(légitimes et passant par les attaquants) illustrée dans les tableaux 5.20 et 5.21. Elle nous
montre qu’avec le protocole SUAP, seule la route légitime est choisie pour véhiculer les
paquets de données. Par l’intermédiaire de ces résultats, nous pouvons donc conclure que
le protocole SUAP est robuste à l’attaque wormhole.
Source
Quantité de trafic
de signalisation
généré
Trafic vidéo
généré Destination
Quantité de trafic de
signalisation
réceptionné
Quantité de trafic
de données
réceptionné
Dr4 146783 octets 23 02 289 ko Dr3 146783 octets 13450 ko
Dr3 140782 octets 13450 ko Dr2 140782 octets 13450 ko
Dr2 142345 octets 13450 ko Dr1 142345 octets 13450 ko
Dr1 130011 octets 13450 ko Station sol 140011 octets 13450 ko
Dr4 146783 octets 23 02 289 ko A1 146783 octets 22 98 839 ko
A1 146783 octets 22 98 839 ko A2 146783 octets 22 98 839 ko
Tableau 5.21 : Synthèse des données envoyées et réceptionnées entre la communication
Dr4 vers Station sol en utilisant le protocole AODV (sans sécurité)
Pour mieux situer ce résultat, le taux de nombre de routes établies sur la route légitime
(Dr4, Dr3, Dr2, Dr1 et la station sol), et le taux de nombre de routes établies sur la
route passant par le tunnel wormhole (Dr4, A1, A2 et la station sol) ont été mesurés. La
figure 5.22 nous montre que le taux de création sur la route légitime est environ de 85
% pendant toute la durée de simulation tandis que pour le tunnel wormhole, elle est de
0 %. Le taux de création de routes avec le protocole SUAP n’atteint pas également les
100 %, car ici les mobilités des nœuds entrent en jeu en créant des fluctuations de lien
entre chaque voisin. Ces valeurs sont à comparer avec le résultat qu’on a obtenu avec le
protocole AODV que l’on illustre également sur la même figure. Nous remarquons que sans
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le mécanisme de détection, le protocole trouve en moyenne 90 % sur la route wormhole. Ce
taux est meilleur que le taux proposé par SUAP, car les deux attaquants sont immobiles
et donc la fluctuation des liens sur la route est moindre que sur la route légitime. Ceci
montre la performance de l’attaque wormhole qui peut proposer une meilleure performance
suivant la topologie du réseau et suivant la métrique choisie. Ainsi, sans notre protocole
de détection, les flux vidéos sont acheminés vers le tunnel wormhole.
Par ailleurs, avec l’utilisation du protocole AODV, le taux de création de routes passant par
la route légitime est significativement moindre et proche de 0 %. Cette valeur n’atteint
pas toutefois le 0 %, car à cause de la mobilité du nœud Dr4, il peut être hors portée
de l’attaquant A2 pendant une courte durée et peut donc communiquer avec son voisin
légitime Dr3. Toutefois, cet échange est négligeable, car le taux de création de routes sur
le lien (Dr4, Dr3, Dr2, Dr1, station sol) est environ 0,18 % sur toute la communication.
Discussions
Dans cette sous-section, nous avons présenté la validation du mécanisme SUAP contre
l’attaque wormhole. Les résultats obtenus montrent l’aptitude de notre approche à garder
la route passant par les nœuds légitimes actifs et ignorent le chemin passant par le tunnel
wormhole. Cela permet ainsi de garder un pourcentage de livraison de paquets de l’ordre de
85 % et qui est dans l’ordre de grandeur de performance que l’on a obtenu avec AODV en
simulation (88 %). Nous remarquons également qu’en l’absence de l’approche de détection
de l’attaque wormhole, le pourcentage de nombre de routes établies passant par le nœud
légitime est très largement inférieur. Ces résultats montrent donc l’efficacité du protocole
SUAP contre l’attaque wormhole comme spécifié dans le chapitre 4.
5.5 Conclusions
Dans ce chapitre, nous avons présenté la validation des partitions (routage et sécurisé) du
protocole SUAP. Cette validation par évaluation de performance a été réalisée d’une part
à travers un outil qui combine l’émulation (utilisation des machines virtuelles) et la simu-
lation (l’outil OMNET++), et d’autre part en environnement réel en utilisant les drones
DT18 de Delair-Tech. Rappelons que le protocole SUAP a été conçu en utilisant la métho-
dologie orientée modèle présente dans le chapitre 3. Dès lors, pour rester dans l’esprit de
cette méthode de prototypage rapide, nous avons choisi d’utiliser ces outils d’expérimenta-
tion pour n’avoir qu’une version de code source du protocole SUAP qui puisse s’exécuter à
la fois sur les machines virtuelles, mais aussi sur les systèmes embarqués finaux. En y insé-
rant des traces réelles de déplacement des drones et en ajoutant un système Linux proche
de celui utilisé par les drones, nous avons pu créer des scénarios concrets et réalistes. Les
résultats que nous avons obtenus pour la validation des fonctions de routage montrent que
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notre algorithme développé par l’approche orientée modèle répond aux différents services
demandés par l’environnement ad hoc. Il offre des résultats acceptables pour le taux de
livraison, le délai de bout en bout, l’overhead, le délai de rétablissement d’une route et la
stabilité d’une route. En ce sens, nous pouvons dire que la partition de routage de notre
architecture de communication répond au cahier des charges spécifié au début de la thèse.
Ensuite, nous avons également réalisé des tests de simulation et test réels pour valider les
mécanismes de sécurité du protocole SUAP. Notre architecture de test est constituée de
trois drones et de trois stations sol dont une station qui est partie prenante des nœuds de
communication du réseau. Notre configuration de test a abouti à un système de commu-
nication composé d’une flotte de drones coopératifs pilotés par des stations sol. Dans le
but de valider les performances du protocole SUAP, nous avons réalisé une campagne de
test. Les résultats évoqués montrent que SUAP sécurise la communication entre les nœuds
en assurant l’authentification des messages. Il permet également de détecter un tunnel
wormhole. Il assure que seuls les nœuds légitimes transitent les paquets de données. De
plus, il respecte la contrainte temporelle du trafic temps réel échangé en proposant des
délais de rétablissement de route et de délai de bout en bout acceptable. Les performances
du protocole SUAP sont amplement acceptables en comparaison avec les performances du
protocole AODV présenté dans le chapitre précédent. Les valeurs obtenues permettent de
déployer une architecture de communication sécurisée d’une flotte de drones.
Également, nous avons donc mis en évidence l’utilisation de la méthodologie orientée
modèle en validant les partitions logicielles par des tests de performance et la conformité
entre le cahier des charges et les différentes fonctionnalités du logiciel embarqué produit.
Chapitre 6
Conclusions et perspectives
Ce chapitre résume les différents travaux réalisés dans le cadre de cette
thèse. On présente également les perspectives qui peuvent être traitées pour la
continuité de cette thèse.
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6.1 Travaux réalisés
Grâce au progrès de la miniaturisation des systèmes embarqués, les mini-drones sont main-
tenant pleinement opérationnels au niveau industriel et peuvent réaliser différents types
de missions civiles. Ils offrent une solution à moindre coût pour les tâches complexes qui
étaient auparavant réalisées par des avions ou des hélicoptères et qui se sont avérées plus
coûteuses, mais aussi plus risquées pour les pilotes.
Pour permettre d’étendre la couverture d’exécution au cours de la mission ou pour contour-
ner un obstacle, il est possible de déployer une flotte de drones (plutôt qu’un drone unique)
dans laquelle plusieurs drones communiquent par échange de trafic de signalisation. Dans
ce cas, un système de drones doit être créé. Un système de drones est l’ensemble des élé-
ments permettant le vol d’un ou plusieurs aéronefs sans pilote. Il est constitué d’un essaim
de drones, mais aussi des stations de contrôle matérielles et logicielles, des systèmes de
communication, de positionnement et d’évitement de collision.
Le but de cette thèse était de proposer une architecture de communication sécurisée pour
une flotte de drones. Pour atteindre cet objectif, notre étude s’est d’abord focalisée sur la
mise en place d’une structure de communication fiable permettant l’échange des données
en temps réel. Ensuite, dans un deuxième temps, nous nous sommes focalisés sur la pro-
position d’un protocole de routage sécurisé permettant l’authentification des paquets des
nœuds légitimes de la flotte et qui puisse contrer un maximum d’attaques existantes dans
la littérature des réseaux MANET. Ces systèmes de communication ont été développés par
une méthodologie de prototypage rapide en utilisant une approche orientée modèle et des
outils de vérification formelle. Ces outils méthodologiques ont été intégrés dans ce travail
de thèse pour permettre de contribuer plus efficacement à la certification du système UAS
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final.
6.1.1 Architecture de communication d’une flotte de drones
Le déploiement d’une flotte de drones pour des missions civiles coopératives nécessite une
architecture de communication qui permet d’une part de faire communiquer les nœuds
(les drones et la station sol) entre eux afin de véhiculer des trafics temps réel, et d’autre
part de sécuriser la communication entre les nœuds communicants. Nous avons vu dans le
chapitre 1 que plusieurs configurations d’architecture réseau peuvent être mises en place
pour réaliser ce type d’opération. Parmi ces différentes possibilités, notre choix s’est tourné
vers les réseaux MANET qui offre une solution garantissant une coordination aisée entre
les drones de la flotte (la justification de ce choix est détaillée dans le chapitre 2). Le
principe fondamental de cette architecture étant que chaque drone est responsable du
maintien de la connectivité dans le réseau en échangeant des paquets de routage avec ses
voisins.
Les réseaux ad hoc appliqués aux flottes de drones s’intitulent UAANET pour UAV Ad hoc
Network. Ce type de réseau est considéré comme une sous-catégorie du réseau MANET.
La mise en place de ce type de réseau nécessite un protocole de routage dynamique qui
va prendre en compte la mobilité de chaque nœud et les contraintes de ressources pour
mettre en place une route fiable entre chaque nœud. En effet, la communication entre les
drones doit être réalisée avec une architecture de communication qui garantit la livraison
des données ainsi que la prise en compte de la contrainte temporelle des trafics applicatifs.
Pour sélectionner un protocole qui répond à notre cahier des charges, nous avons étudié
dans ce travail de thèse l’ensemble des protocoles de routage existant dans le domaine des
MANET. Dans ce contexte, nous rappelons que la proposition d’un protocole de routage
pour le réseau UAANET doit dans ce cas considérer plusieurs paramètres qui sont l’absence
totale d’une infrastructure fixe, la présence d’une topologie dynamique, la forte mobilité
des nœuds, la contrainte temporelle forte des trafics applicatifs et la faible densité des
nœuds. Par rapport à l’existant, notre choix préliminaire s’est tourné vers les protocoles
réactifs, car nous nous intéressons à la réduction de la quantité des paquets de routage
échangés étant donné le faible niveau de ressources disponible dans les réseaux UAANET.
De plus, même s’il n’est pas préconisé d’utiliser une approche de routage réactif pour les
applications temps réel, nos résultats qui sont détaillés dans le chapitre 4 ont montré que la
faible densité des nœuds UAANET implique que le temps nécessaire pour établir une route
est acceptable au regard de notre cahier des charges pour ce projet. Pour justifier notre
choix, nous avons testé des protocoles de routage utilisé dans les résaux MANET grâce
à un outil hybride d’émulation et de simulation qui incorpore l’environnement UAANET
qui a été développé pour les besoins de ce travail de thèse. En effet, pour nous rapprocher
des conditions réelles de l’environnement réel et pour permettre de tester en local notre
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protocole de routage, nous avons créé au cours de la thèse un outil de test hybride qui
combine l’utilisation de machines virtuelles et le simulateur OMNET++. La définition
d’un protocole de test expérimental (détaillé dans le chapitre 4) permettant de tester des
protocoles de routage sur des machines virtuelles et le simulateur OMNET++ a permis
d’identifier les avantages du protocole AODV par rapport aux autres familles de protocole
de routage.
6.1.2 Besoin en sécurité dans un réseau UAANET
Comme dans tout type de réseau ad hoc mobile, le réseau UAANET fait l’hypothèse que
chaque nœud est bienveillant et qu’il coopère automatiquement aux règles établies dans
le réseau. Néanmoins, cette hypothèse est difficile à tenir surtout dans un environnement
hostile sans infrastructure fixe comme le réseau UAANET. Plusieurs raisons nécessitent
de réfléchir à la problématique de sécurité pour cet environnement. Nous pouvons en par-
ticulier rappeler : l’utilisation des liens sans fil, l’utilisation d’un canal de communication
vulnérable non sûr, un environnement non contrôlé qui est dû à l’absence d’une entité
centrale qui pourrait contrôler l’entrée et la sortie des nœuds dans le réseau, la topologie
dynamique qui rend difficile la distinction entre l’impact d’une attaque et une perte de
connectivité du réseau dû aux vitesses des nœuds, et la limitation des ressources. Ces dif-
férentes raisons font que des attaques sophistiquées peuvent être réalisées dans les réseaux
UAANET. Nous pouvons, par exemple, citer l’attaque blackhole ou l’attaque wormhole
que nous avons plus particulièrement considérées dans notre étude.
Par ailleurs, pour développer l’approche adéquate de sécurisation à mettre en place pour ce
type de réseau, nous avons conduit différentes analyses de risque portant sur les attaques
pouvant être menées depuis la couche physique jusqu’à la couche applicative. Notre analyse
a conclu sur l’intérêt de considérer la couche réseau spécifiquement, car cette couche de
communication permet la connectivité des nœuds du réseau que nous considérons dans
cette thèse. Il est donc important de proposer une solution d’authentification et d’intégrité
à ce niveau avant de se focaliser sur les autres couches.
Pour répondre à ce besoin de sécurité, nous nous sommes tournés vers des algorithmes
de routage sécurisés existants dans le domaine des MANET et nous avons choisi comme
approches de les améliorer pour les rendre plus performants à l’environnement UAANET
et plus robuste aux attaques spécifiques qui peuvent toucher cet environnement. L’étude
(détaillé dans le chapitre 3) des protocoles existants nous a conduits à considérer le proto-
cole SAODV qui permet d’assurer l’authentification des messages. Toutefois, ce protocole
est vulnérable à l’attaque wormhole qui consiste à retransmettre un paquet sécurisé vers
un tunnel wormhole sans modification. Ce type d’attaque peut par la suite interférer avec
l’échange des données de charge utile ou encore diminuer la performance du protocole en
triant ou en jetant les paquets de routage à retransmettre. Pour remédier à cela, nous
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avons proposé dans le chapitre 4, le protocole SUAP qui garantit l’authentification et
l’intégrité des messages respectivement par des mécanismes de signature numérique et de
hachage. Ces derniers sont des mécanismes présents dans SAODV et que nous avons im-
plémentés par modélisation pour contribuer à la certification du système UAS final. Pour
contrer l’attaque wormhole, nous avons proposé une approche de détection et de préven-
tion originale qui se base sur l’association entre le nombre de sauts et la distance relative
entre deux nœuds. Nous avons également ajouté un autre mécanisme contre le wormhole
qui consiste à prendre en compte l’identité du nœud suivant dans le calcul de la valeur
de hash. Ces deux mécanismes sont complémentaires, car le premier mécanisme permet
de sécuriser les paquets de maintenance de route tandis que le second est consacré aux
paquets de découverte de route.
6.1.3 Application d’une méthodologie orientée modèle pour le dévelop-
pement du protocole SUAP
Dans le chapitre 4 et chapitre 5, nous avons introduit et utilisé une méthodologie de pro-
totypage rapide pour développer notre protocole de routage SUAP. Ainsi, nous avons créé
des modèles pour les différentes familles de fonctions du protocole. Cette mise en œuvre
du protocole SUAP s’étend de la modélisation à l’aide de machines à états-transitions des
protocoles jusqu’à leur utilisation sur un système UAS réel. Notre méthodologie a consi-
déré en particulier la couche réseau avec les différents blocs de sécurité nécessaire pour
assurer l’authentification et l’intégrité des paquets de routage, mais également les couches
basses (physique et liaison) nécessaires pour l’échange de trames entre les nœuds voisins
dans le réseau. De plus, le protocole SUAP a été vérifié formellement par des outils de
vérification formelle inhérents à l’outil de conception utilisé (i.e. Matlab Simulink & Sta-
teflow). Ces vérifications ont été élaborées pour contribuer à la certification du système de
communication UAS.
6.1.4 Validation fonctionnelle de la partition de routage et de sécurisa-
tion
Dans le chapitre 5, nous avons évalué la performance des différentes familles de fonction
du protocole SUAP (routage et sécurité). Cette validation a été effectuée par évaluation
de performance à travers la combinaison d’une étude menée par simulation réseau et tests
réels. L’évaluation de la fonction routage du protocole SUAP a été menée en comparant
SUAP au protocole de référence AODV considéré dans ce travail de thèse. Cette évalua-
tion a été menée en déployant en environnement réel de plusieurs drones afin de pouvoir
vérifier les performances de notre protocole dans un cadre le plus réaliste possible. Pour
la partie sécurité, elle a été réalisée dans une approche comparative avec un protocole non
sécurisé pour étudier l’impact des attaques blackhole sur l’état du réseau. Cette partie de
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l’évaluation a nécessité l’utilisation de simulation, mais aussi d’expérimentations réelles
pour permettre la validation de l’ensemble des fonctionnalités de sécurité. Les attaques les
plus complexes comme l’attaque wormhole n’ont pu être validées qu’en simulation étant
donné qu’elle nécessite le déploiement d’un grand nombre de nœuds et nous n’avions pas
assez de prototypes DT-18 disponibles pour faire cette campagne de tests. Il en résulte que
les moyens de validation expérimentale mis en œuvre dans ce chapitre (la simulation et les
expérimentations réelles) sont deux moyens tout à fait complémentaires pour l’évaluation
de notre protocole de routage. En effet, la simulation facilite la réalisation d’études de
scénarios plus complexes alors que l’expérimentation réelle met le système dans son envi-
ronnement d’application réel entouré de tous paramètres dynamiques qui peuvent affecter
ses performances.
Les résultats que nous avons obtenus aussi bien pour la validation des fonctions de routage
que de sécurité nous montrent que le protocole s’adapte bien à l’environnement réel avec
des valeurs de performance acceptable au regard du cahier des charges initialement défini
pour ce projet de recherche. Nous avons en particulier constaté qu’en présence d’une faible
densité de nœuds et avec une vitesse importante des nœuds, le taux de perte de paquets
de données utiles est moindre en présence d’un ou de plusieurs attaquants. De plus, en
matière de quantité de trafic de signalisation généré, l’overhead généré par SUAP dans le
réseau reste faible et la bande passante disponible dans le réseau reste très majoritairement
disponible pour l’échange des données utiles temps réel. Ceci est principalement explicable
par le fait que SUAP est un protocole réactif et qu’il génère peu de paquets de signalisa-
tion. Toutefois, la topologie dynamique du réseau fait que l’on perd un lien en moyenne
tous les 14.34 secondes. La durée de rétablissement de la route que nous avons relevé
dans nos études de performance montre toutefois la résilience du protocole à trouver une
route alternative rapidement dans le réseau. La vitesse de déplacement des nœuds a peu
d’influence sur cette valeur. Ensuite, en ce qui concerne le délai moyen d’acheminement
des paquets de données, il reste très faible, ceci étant principalement dû a la faible densité
de nœuds de notre réseau UAANET expérimental. En effet, suivant la topologie déployée
au cours des différents tests, nous n’effectuons qu’un ou deux sauts entre la source et la
destination.
Ces différents résultats nous permettent de conclure que l’algorithme SUAP développé
au cours de cette thèse offre une bonne adaptabilité vis-à-vis de la spécifiée du réseau
UAANET.
6.2 Perspectives
Bien que cette thèse apporte des contributions dans le cadre des communications sécurisées
pour les mini-drones civils, plusieurs pistes de travaux futurs peuvent être considérées
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comme compléments de recherche à nos travaux.
6.2.1 Étude de performances complémentaires pour SUAP
Les études de performances des différentes fonctions du protocole SUAP présentées dans ce
manuscrit ont été suffisantes pour valider notre étude et les fonctionnalités du protocole
SUAP. Toutefois, nous avons identifié des améliorations potentielles à mettre en œuvre
pour augmenter la phase d’évaluation de performances présentée dans le dernier chapitre
de ce travail de thèse. Ces travaux n’ont pas été conduits dans le cadre de cette thèse
principalement par manque de ressources matérielles spécifiques (nous n’avions pas la
possibilité de faire voler un nombre plus important de drones DT-18), mais également pour
des raisons de calendrier. Il est néanmoins intéressant de pointer les volets d’amélioration
que nous envisageons.
1. Il serait intéressant d’augmenter le nombre de nœuds durant l’expérimentation réelle.
Dans notre cas, nous avons utilisé que 4 nœuds communicants, mais il serait judicieux
d’étudier le comportement du protocole SUAP avec une plus grande densité des
nœuds. Cela nous permet aussi de vérifier en environnement réel l’attaque wormhole.
2. Pour la validation de la partition de sécurisation, il aurait été intéressant de créer
un attaquant mobile qui puisse directement interagir avec les drones en l’air afin
de mesurer l’impact des mécanismes d’authentification mis en place. Il serait, par
exemple, intéressant de déployer un drone attaquant qui volerait dans la zone de
connexion d’un nœud cible et échange des paquets de routage fictifs.
3. Pour des contraintes de disponibilité matérielles, il n’a pas été possible au cours de
cette thèse de valider en environnement réel la proposition contre l’attaque wormhole.
Il serait alors intéressant de déployer une flotte de drones pour tester ce mécanisme.
6.2.2 Sécurité applicative des échanges en environnement UAANET
L’étude faite au cours de cette thèse s’est consacrée majoritairement sur la couche réseau
par des mécanismes d’authentification et d’intégrités des trafics de signalisation pour le
routage dans le réseau. C’est-à-dire qu’on s’assure que la route utilisée est intègre, mais
la question de sécurité associée aux paquets des données n’a pas été traitée. Ces données
peuvent être divulguées s’il y a un attaquant qui fait une écoute illicite (Man in the
middle) sur le médium sans fil. Dans ce cas, il faut alors assurer sa confidentialité par des
techniques cryptographiques.
Nous pouvons poser la question de l’intérêt de cette couche de sécurité au niveau applicatif
en termes de besoin utilisateur. La réponse à cette question est affirmative, car si nous nous
intéressons au cahier des charges défini avec l’industriel dans ce travail de thèse, il arrive
souvent que Delair-Tech fasse une surveillance d’une zone industrielle ayant un caractère
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confidentiel. Dans ce cas, ce type de données ne doit pas être divulgué à des tiers, car il
contient tous les points stratégiques d’accès à la zone.
Dans la littérature, les propositions qui existent se basent généralement sur l’utilisation
d’une cryptographie hybride en chiffrant les données à leur sortie du nœud émetteur et
ensuite en les déchiffrant côté récepteur [HNA11]. Toutefois, dans le cadre de notre appli-
cation UAANET il serait nécessaire de considérer la question de la contrainte temporelle
forte du trafic applicatif. Ceci n’a pas été abordé spécifiquement dans la littérature que
nous avons analysée. Ces solutions ne sont donc pas utilisables clé en main pour un contexte
de données temps réel. Ce domaine de recherche semble donc une piste envisageable à la
suite de nos travaux dans laquelle il serait intéressant de trouver une solution de sécu-
rité applicative pour assurer la confidentialité des données utiles tout en garantissant leur
caractère temps réel.
6.2.3 Conception d’une infrastructure de gestion de clé adaptée au contexte
UAANET
Pour assurer une communication sécurisée entre les drones et la station de base, le re-
cours à un protocole cryptographique est essentiel. Nous avons vu dans le manuscrit les
mécanismes de signature numérique et de hachage qui se basent sur des procédés cryp-
tographiques. Toutefois, il ne faut pas oublier que recourir à ces méthodes implique de
concevoir une organisation de gestion de clés cryptographiques pour assurer la cohérence
et l’efficacité d’un tel système.
Dans le cas particulier du réseau UAANET, aucune proposition n’a été à ce jour avancée.
Nous pouvons alors faire une analogie de ce qui a été fait dans les réseaux MANET et
étudier leurs adaptabilités dans le contexte d’un réseau ad hoc de drones. Sa mise en
place doit notamment faire face aux spécificités de ce type de réseau. Ainsi, au cours
de cette thèse, nous nous sommes posé la question de proposer une infrastructure de
gestion de clé. L’étude de l’état de l’art a été effectuée et des propositions préliminaires
ont été étudiées analytiquement. Pour cela, nous avons fait une étude synthétique des
propositions actuelles de PKI pour les réseaux ad hoc. Généralement, l’implémentation
d’une PKI classique dans le contexte d’un réseau MANET n’est pas envisageable pour
plusieurs raisons. Tout d’abord, il manque une infrastructure fixe. De plus, une autorité
de certification centralisée constitue un point de défaillance unique. Il faut aussi prendre
en compte le fait que dans un réseau mobile tel qu’un réseau de drones, les nœuds sont
en déplacement constant et la topologie du réseau varie en conséquence. Pour répondre
à ces problèmes, différents types d’implémentation ont été proposés dans la littérature.
Nous pouvons distinguer quatre catégories : les PKI partiellement distribuées, les PKI
entièrement distribuées, les PKI basées sur des chaînes de certificats et enfin les PKI
basées sur le clustering.
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Nous pouvons dire que de nombreuses architectures de PKI existent ou ont du moins
été imaginées pour la famille de réseaux MANET. Celles-ci ont toutes leurs particularités,
tout en gardant un objectif commun. Cependant, aucune de ces propositions ne correspond
exactement au besoin du réseau UAANET. En s’appuyant sur les mécanismes existants, il
serait intéressant de chercher à déterminer un modèle de PKI propre au besoin du réseau
UAANET. Nous pouvons citer par exemple, en matière d’exigence spécifique pour les
réseaux UAANET, qu’il serait primordial de s’assurer que le système de PKI minimise les
échanges entre les aéronefs et avec la station sol. Ces échanges sont en effet coûteux et
peuvent augmenter le temps de latence entre le moment où le drone entre dans le réseau
et le moment ou la station de base peut communiquer avec lui. Par ailleurs, une des
spécificités du réseau UAANET que l’on pourrait exploiter pour mettre en place une PKI
est le fait que la station sol peut être immobile et garder sa position initiale pendant toute
la durée de la mission. Dans ce cas, il serait alors intéressant de considérer la station de
base comme une autorité de certification. Le drone qui vient se connecter au réseau doit
dans un premier temps établir des échanges avec la station pour s’authentifier.
Ce travail de thèse a permis la proposition d’une architecture de communication sécu-
risée d’une flotte de drones. Les propositions que nous avons avancées concernent l’au-
thentification et l’intégrité des messages. Nous avons également proposé une technique
de détection de l’attaque wormhole. Les résultats obtenus nous permettent de conclure
que notre protocole SUAP maintient la performance réseau souhaitée en cas d’attaque
qui modifie les paquets légitimes ou qui génère de faux paquets. Par ailleurs, ce travail
de thèse a montré qu’en utilisant l’approche orientée modèle, il est possible de produire
rapidement des logiciels répondants à de contraintes fortes de certification et d’évaluation.
En outre, la modélisation de protocole de sécurité nous a permis de créer deux modèles à
double usage : la validation des partitions du protocole et la génération automatique de
code source. Ces propriétés font partie des éléments importants pour la certification du
système final.
À part les travaux effectués pour l’élaboration du protocole de routage SUAP, l’ensemble
des perspectives que nous avons présenté ouvre la voie à de nouvelles recherches pour créer
un nouveau protocole de routage sécurisé et améliorer la fiabilité et la sécurité de l’archi-
tecture de communication d’une flotte de drones, tout en contribuant à sa certification.
Publications
Article dans une revue acceptée
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu. Survey on UAA-
NET Routing Protocols and Network Security Challenges. Ad Hoc & Sensor Wireless
Networks, PKP Publishing ServicesNetwork 2017. <hal-01465993>
Conférences internationales
— Jean-Aimé Maxa, Gilles Roudière, Nicolas Larrieu. Emulation-Based Performance
Evaluation of Routing Protocols for Uaanets. Nets4Aircraft 2015, May 2015, Sousse,
Tunisia. Springer, LNCS (9066), pp.227-240, Nets4Cars/Nets4Trains/Nets4Aircraft
2015. <hal-01132516>
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu. Secure Routing
Protocol Design for UAV Ad Hoc Networks. DASC 2016, IEEE/AIAA 34th Digital
Avionics Systems Conference, Sep 2015, Prague, Czech Republic. <hal-01166852>
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu. Joint model-
driven design and real experiment-based validation for a secure UAV ad hoc network
routing protocol. ICNS 2016, 2016 , Apr 2016, Herndon, United States. pp 1E2-1 -
1E2- 16 /, 2016 (ICNS) <10.1109/ICNSURV.2016.7486324>. <hal-01292300>
Best paper of Track Cyber security award
— Emerson A Marconato, Jean-Aimé Maxa, Daniel F Pigatto, Kalinka R L J Castelo
Branco, Jean-Aimé Maxa, Nicolas Larrieu, IEEE 802.11n vs. IEEE 802.15.4 : a
study on Communication QoS to provide Safe FANETs. 46th annual IEEE/IFIP
International Conference on Dependable Systems and Networks (DSN 2016) , Jun
2016, Toulouse, France. IEEE, DSN 2016, IEEE/IFIP International Conference on
Dependable Systems and Networks. <hal-01318385v2>
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu. Extended Verifi-
cation of Secure UAANET Routing Protocol. DASC 2016, IEEE/AIAA 35th Digital
Avionics Systems Conference, Sep 2016, Sacramento, United States. <hal-01365933>
200 PUBLICATIONS
Conférence nationale
— Jean-Aimé Maxa. Model-driven approach to design a secure routing protocol for UAV
Adhoc networks. EDSYS 2015, 15ème Congrès des doctorants, May 2015, Toulouse,
France. <hal-01166854>
Poster
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu. How to improve
routing protocol security in a RPAS swarm?. 4th AETOS International Workshop on
”Research Challenges for Future RPAS/UAV Systems”, Oct 2016, Mérignac, France.
<hal-01362115>
Best Poster Award Winner
Rapports techniques
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu, Gilles Roudière,
Rita Zgheib, Cahier des charges : Architecture de communication securisée pour une
flotte de drones. 2014. <hal-01010315>
— Jean-Aimé Maxa, Mohamed-Slim Ben Mahmoud, Nicolas Larrieu, Gilles Roudière,
Rita Zgheib, Choix d’un protocole de routage pour le projet SUANETs (Security of
UAV Ad hoc Networks). 2014. <hal-01010319>
Chapitre A
Annexe A
A.1 Outils de simulation et d’émulation
L’outil de test utilisé pour la comparaison des protocoles de routage combine l’approche
de simulation et d’émulation.
D’une part, l’étude par simulation permet d’inclure de nombreux paramètres liés à l’en-
vironnement et la mobilité, mais ne permet d’évaluer que l’implémentation du protocole
réalisée pour le simulateur. Une implémentation pour un système d’exploitation ne peut
pas être testée avec cette solution.
D’autre part, l’approche par émulation permet d’évaluer une implémentation pour un
système d’exploitation standard. Dans notre étude, il était nécessaire d’évaluer le fonc-
tionnement du protocole en local avant d’aller sur le terrain. Ainsi, l’émulation expose une
solution d’évaluation de protocoles de routage ad hoc à partir de machines virtuelles. Le
but étant de pouvoir évaluer une implémentation pour un système d’exploitation standard
sans avoir à réaliser un test en environnement réel.
A.1.1 Mesure passive
Effectuer une mesure passive qui consiste à capturer un maximum d’information en un
point du réseau sans altérer le trafic permet d’avoir des données précises concernant l’en-
semble des paquets évoluant sur le réseau virtuel. Afin de capturer le trafic passant sur
chacune des interfaces, nous avons utiliser tcpdump [tcp14]. Le choix a été fait de capturer
l’ensemble des paquets passés par chaque interface, la sélection des paquets considérés
comme intéressants pouvant s’effectuer a posteriori. Il est important de noter que le mo-
dule utilisé pour bloquer le trafic ne peut empêcher un paquet d’être capturé par tcpdump,
il ne peut qu’empêcher le traitement par les couches supérieures du modèle OSI.
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Pour analyser les captures enregistrées par tcpdump nous avons utilisé Wireshark 1. C’est
un outil d’analyse performant permettant d’extraire plusieurs métriques d’une ou plusieurs
traces réseau. Il est possible d’extraire d’une trace le trafic qui nous intéresse et d’en
calculer le débit.
Il est important de constater que le fonctionnement de VirtualBox nous force, à moins de
considérer la réécriture des drivers, à utiliser les interfaces en mode promiscuité. tcpdump
capture donc l’ensemble du trafic passant sur le médium, ce qui dans notre cas nous permet
d’évaluer l’ensemble de le l’overhead créé par chacun des protocoles sur tout le réseau.
A.1.2 Mesure active
Étant donné que nous utilisons des machines virtuelles, la génération du trafic peut être
effectuée avec n’importe quelle application. Il est alors possible d’évaluer directement la
qualité du ou des services utilisés.
Dans notre cas, la génération est effectuée grâce à un script python cherchant à créer un
trafic similaire à un scénario d’utilisation réaliste. Ce choix est motivé par la possibilité
d’ajouter aux données une charge utile : la date d’émission et un identifiant incrémenté
sont ajoutés en entête. Celle-ci nous permet d’évaluer en réception le délai de bout en bout
ainsi que les pertes ayant eu lieu.
A.1.3 Introduction au framework Virtualmesh
Le framework VirtualMesh a été proposé en 2010 par Reto Gantenbein [Gan10]. Ce fra-
mework est un outil permettant d’interfacer un système Linux avec une simulation OM-
NeT++ [omn14].
OMNeT++ est un simulateur réseau codé en C++. C’est un simulateur modulaire, per-
mettant, à l’aide du framework INET [SKKS11], la simulation simple d’un grand nombre
de systèmes et protocoles normalisés.
L’utilisation standard deVirtualMesh sur un système consisterait en ces quelques étapes :
— Une interface sans-fil virtuelle est créée sur le système Linux que l’on souhaite connec-
ter à la simulation.
— La simulation OMNeT++ (composée au moins des modules proposés par le frame-
work) est lancée.
— Un outil, lancé sur le système Linux, permet de lier l’interface virtuelle à la simula-
tion. Des sockets UDP sont ici utilisés, permettant de connecter à la simulation des
1. http ://www.wireshark.org/
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Figure A.1 : Envoi d’un paquet IP à travers le framework Virtualmesh
systèmes émulés ou réels.
Ainsi, lorsque ces étapes ont été réalisées, un nouvel agent apparaît dans la simulation.
Lorsqu’un paquet est émis au niveau d’une interface virtuelle, celui-ci est envoyé à la
simulation par l’intermédiaire du socket UDP, qui le relaie alors en fonction des paramètres
de l’environnement physique de la simulation (portée des agents, atténuation, puissance
d’émission, etc. ). À l’inverse, un paquet reçu par l’un des agents de la simulation est relayé
à l’interface virtuelle. Une illustration de ce système est visible sur la figure A.1.
En résumé, ce framework permet de simuler tous les aspects liés à l’environnement physique
des nœuds (déplacement des agents, accès au médium ...).
Intégration de Virtualmesh au protocole expérimental
Afin de faire évoluer notre protocole expérimental, nous avons choisi d’inclure le framework
Virtualmesh au protocole expérimental. Ceci pour permettre d’inclure deux paramètres
supplémentaires à l’évaluation que sont l’accès au médium et la mobilité. La figure A.2 est
une copie d’écran du protocole expérimental en pleine action.
A.1.4 Prise en compte de la mobilité dans le système
Afin d’obtenir un scénario de connectivité plus réaliste, l’inclusion de la mobilité dans le
protocole expérimental est devenue nécessaire. Cela a eu une conséquence sur le protocole
expérimental : les déconnexions totales -c’est-à-dire quand il n’existe aucun chemin possible
de la source à la destination- sont devenues inévitables. On obtient donc parfois dans les
fichiers de résultats des temps de déconnexion assez longs qui ne sont pas causés par les
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Figure A.2 : Capture d’écran du nouveau protocole expérimental en fonctionnement
mécanismes de réparation de route des protocoles de routage.
Par conséquent, de manière à obtenir un scénario le plus réalise possible, nous avons uti-
lisé des traces fournies par Delair-Tech pour recréer un scénario de mobilité correspondant
au scan d’une zone. À partir d’une trace réelle et grâce à des rotations et changements
d’échelle, nous avons recréé un scénario avec 3 drones en scannant une zone en collabora-
tion. Les traces résultantes sont illustrées dans la figure A.3.
Ainsi les mouvements des drones simulés sont aussi réalistes que cela nous était possible.
Accès au médium
Virtualmesh, à travers les fonctionnalité proposée par OMNeT++ et INET permettent
de simuler un accès au médium réaliste (avec collisions, atténuation du signal ...). Après
quelques tests, nous nous sommes aperçus qu’un modèle réaliste au niveau MAC imposait
de nombreuses pertes, rendant l’évaluation du protocole de routage difficile. En effet, les
pertes occasionnelles causées par la couche MAC permettaient difficilement d’évaluer les
pertes causées par le protocole de routage. Nous avons donc remplacé la couche MAC par
une couche MAC idéale, où chaque interface est caractérisée par un débit et une portée.
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Figure A.3 : Traces de trois drones scannant une zone
Chapitre B
Annexe B
B.1 Vérification formelle avec AVISPA
B.1.1 Quelques outils de vérification formelle existants
Généralement, les outils de vérification formelle reposent sur l’une des deux classes tech-
niques suivantes : les techniques algorithmiques appelées « presse-bouton » et les tech-
niques dites de preuve. Dans la technique de preuve, il y a deux approches, la méthode
du raisonnement logique [PBP+10] et l’approche par preuve de théorèmes. La méthode
du raisonnement logique consiste à décrire les principes de communication et les évaluer
grâce à des règles de déduction. Ces raisonnements logiques permettent d’affirmer si un
protocole est sécurisé ou pas. En ce qui concerne l’approche par preuve de théorèmes,
elle se base sur un raisonnement mathématique formel. Les outils se basant sur cette ap-
proche utilisent la HOL(High Order Method) [XK01] et la FOL (First Order Method)
[BBC11]. Cette méthode permet d’obtenir une preuve formelle, mais n’est pas totalement
automatisée.
Dans la technique de « presse-bouton », il est commun de s’intéresser exclusivement à l’ex-
ploration d’états, c’est-à-dire à la recherche de toutes les exécutions possibles du protocole.
La vérification dite « non bornée » considère une infinité de principes et une infinité de
sessions. L’espace des états généré par l’analyse d’un protocole peut être infini. La vérifi-
cation dite « bornée » stipule que le nombre de sessions est une constante. L’objectif de
la vérification est alors de chercher un état où les mécanismes de sécurité sont attaqués et
génère ainsi un exemple d’attaque. C’est sur cette approche que reposent la plupart des
outils de vérification automatique. De toutes les approches évoquées, nous allons utiliser
cette dernière. En effet, les techniques de preuve nécessitent une approche de théories
mathématiques et cryptographiques pour établir les démonstrations de propriétés et pour
formaliser les résultats. Parmi les outils qui se basent sur cette méthode, nous pouvons
citer : ISABELLE [NPW02] et COQ [DFH+92]. Il y également l’outil SPIN [Hol03] qui
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Outil Open Source Falsification Borné Non borné Terminaison
OFMC X X X 7 X
CL-Atse X X X 7 X
SATMC X X X 7 X
TA4SP X X 7 X X
AVISPA X X X X X
FDR/Casper X X X 7 X
HERMES X X 7 X X
Interrogator 7 X X 7 X
NRL Analyzer 7 7 7 X X
Brutus 7 X X 7 X
ProVerif X X 7 X X
Athena 7 X X X X
Scyther X X X X X
Tableau B.1 : Comparaison des outils de vérification formelle
est utilisé pour la vérification 1 des modèles de spécification (Model checking).
Une comparaison d’outils de vérification formelle existant est montré par la figure B.1 en
nous appuyant sur les travaux présentés dans [PBP+10].
B.1.2 Architecture logicielle de l’outil AVISPA
Figure B.1 : Architecture logicielle d’AVISPA
Les différents back-ends dans AVISPA sont cités ci-dessous :
1. Ici, il s’agit surtout de la vérification des fonctions de sécurité contrairement à la vérification de
conception que l’on à vue au chapitre précédent
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— OFMC (On the Fly Model Checker) : utilisé pour un protocole dans lequel des
propriétés algébriques sont à vérifier
— CL-AtSe : qui est basé sur les contraintes. Il simplifie le protocole à vérifier en élimi-
nant les états redondants par application de propriétés heuristiques. Sa modularité
permet d’intégrer facilement d’autres spécifications de fonctions cryptographiques.
— SATMC : utilise un état transitoire et recherche les éventuelles violations d’un
protocole donné. La sortie est une représentation mathématique de la violation et la
transforme en attaque.
— T4SP montre la vulnérabilité d’un protocole en faisant une estimation des capacités
de l’intrus.
B.1.3 Simulation d’intrus dans AVISPA. Attaque de type confidentialité
Figure B.2 : Simulation d’intrus dans AVISPA
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