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We present a method for finding high density, low-dimensional structures in noisy
point clouds. These structures are sets with zero Lebesgue measure with respect to the
D-dimensional ambient space and belong to a d < D dimensional space. We call them
“singular features.” Hunting for singular features corresponds to finding unexpected
or unknown structures hidden in point clouds belonging to RD. Our method outputs
well defined sets of dimensions d < D. Unlike spectral clustering, the method works
well in the presence of noise. We show how to find singular features by first finding
ridges in the estimated density, followed by a filtering step based on the eigenvalues
of the Hessian of the density.
Keywords: Clustering, Manifolds, Ridges, Density Estimation.
1 Introduction
Let X1, . . . , Xn ∈ RD be a sample from a distribution P with density p. We are interested in the
question of finding salient features hidden in the RD space. We are looking for sets of arbitrary
shape, with dimension d < D. The approach we take in this paper is based on an idea that
we call singular feature finding. The idea is to find sets with high density but zero Lebesgue
measure (with respect to RD), that can be of dimension d ∈ {0, 1, . . . , D− 1}.
Figure 1 shows a simple two dimensional dataset. The top left plot shows the data. The top
middle plot shows the result of standard single linkage clustering. Although this reveals some
structure, the output is quite messy and hard to interpret. The top right plot shows an upper
level set of the density estimate, {bp > t}. While this reveals the modes and ring, the output is
two dimensional and the modes and ring are not well localized. The bottom row shows our
singular feature finding method. The bottom left shows the singular features of dimension
d = 0. The bottom right shows the singular feature of dimension d = 1.
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Figure 1. Top left: raw data. Top middle: single linkage clustering. Top right: level set of density estimate
Bottom: our method. Left: Dimension d = 0 features. Right: Dimension d = 1 feature.
The left plot in Figure 2 shows a three-dimensional dataset. The right plot shows high density
structures hidden in the three dimensional point cloud. The structures are zero-dimensional
(four modes marked as red triangles), one-dimensional (the blue ring at the
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Figure 2. Left: raw data. Right: our algorithm extracts four 0-dimensional structures (modes), one
1-dimensional structure (a ring) and one 2-dimensional structure (plate) from the point cloud.
2
bottom) and two-dimensional (the wall at the top). These structures have high density but, as
subsets of R3, they have zero Lebesgue measure.
In this paper we present a method for finding singular features. The method has the following
steps:
1. Estimate the density.
2. Find the estimated ridges bRd of the density (or the log density) of dimension d =
0,1, . . . , D− 1.
3. Filter out weak ridges: remove points from x ∈ bRd based on the eigenstructure of the
Hessian of the density. The surviving points are denoted by bR†d .
4. Apply single linkage clustering to bR†d and, optionally, discard small connected compo-
nents.
The four steps of our method are summarized in Figure 3. Note that even though bp can be
complex and unsmooth, the resulting singular feature is very smooth and simple.
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Data =⇒ bp =⇒ bRd
cdf of Signature =⇒ bR†d =⇒ Feature
Figure 3. Steps of the algorithm. First we estimate the density then extract the ridge. Next we compute
the signatures over the ridge. Based on the empirical cdf of the signatures (see section 4.5) we choose a
threshold. Finally we apply single linkage clustering to the surviving points. Even though bp can be complex
and unsmooth, the resulting singular feature is very smooth and simple.
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The first step uses kernel density estimation. The second step uses the subspace constrained
mean shift (SCMS) algorithm due to Ozertem and Erdogmus (2011); see also Chen et al.
(2015b) and Genovese et al. (2014). This algorithm finds density ridges bRd of dimension d for
d = 0, 1, . . . , D−1. The output of this step is a set (or collection of sets) of dimension d. In the
third step, we use the eigenvalues of the estimated Hessian of the density to eliminate weak
ridges. In the last step, we find the connected components using single linkage clustering and
we eliminate the small components. What remains are large, high-density, lower dimensional
structures.
Related Work. Mode finding is a special case of singular feature finding: modes of the density
are zero dimensional singular features. There is a large literature on mode finding. It is
impossible to list all the references here. Some useful recent references include (Klemela,
2009; Li et al., 2007; Dümbgen and Walther, 2008; Chacón, 2012; Genovese et al., 2015).
Ridge theory has a long history in image processing; a standard reference is Eberly (1996). In
the statistical context, ridges have been studied in Ozertem and Erdogmus (2011), Genovese
et al. (2014), Chen et al. (2015b), Qiao and Polonik (2014). The idea of classifying structure
based on the eigenvalues of the Hessian of the density has appeared in several places such
as statistics, astronomy and image processing. A good astronomy reference is Cautun et al.
(2013). Perhaps the work closest to ours in this regard is Godtliebsen et al. (2002). They
estimate the density and then classify points into different types (valleys, ridges, etc) according
to the eigenvalues of the Hessian. A critical difference with our approach is that our method
separates structure by dimension.
A related idea is manifold learning. The literature on this topic is enormous. Some early key
references are Tenenbaum et al. (2000); Roweis and Saul (2000). These methods are aimed
at identifying structure when the data fall exactly on a sub-manifold which is quite different
than the setting in this paper.
There is a large literature on spectral clustering which transforms the data using a kernel then
performs some form of clustering. However, spectral methods do not work well in the presence
of noise and they do not output structures of a given dimension d. We show an example in
Section 5.
We would also like to mention some clustering methods aimed specifically at finding non-
convex clusters. These include Amiri et al. (2015); Karypis et al. (1999); Zhong and Ghosh
(2003). These methods find clusters in two stages, which allows them to find more general
clusters than one can find with simpler methods such as k-means. For example, Zhong and
Ghosh (2003) use k-means clustering (which tends to find spherical clusters) followed by
post-processing that combines them into more general clusters. These methods appear to be
effective at finding non-convex clusters. Their goal, however, is quite different than ours.
Another approach to finding structure is persistent homology; see Edelsbrunner et al. (2002);
Edelsbrunner and Harer (2010); Frosini (1992); Turner et al. (2012); Bubenik and Kim (2007);
Carlsson (2009); Carlsson and Zomorodian (2009); Chazal and Oudot (2008); Chazal et al.
(2011); Cohen-Steiner et al. (2005); Edelsbrunner and Harer (2008); Ghrist (2008). Roughly
4
speaking, persistent homology looks for voids in the data. Singular feature finding, instead,
seeks low dimensional, high density regions. In some cases, voids could be surrounded by high
density ridges so it may be possible to connect ridge-based methods to persistent homology
but we do not pursue that connection in this paper.
Outline. In Section 2 we give some mathematical background on modes and ridges. In Section
3 we formally define singular features. In Section 4 we show how to estimate the singular
features. We consider some examples in Section 5. In Section 6 we study the asymptotic
properties of the method. We conclude in Section 7 with some discussion.
2 Background: Modes and Ridges
We begin by reviewing mode finding (Klemela (2009); Li et al. (2007); Dümbgen and Walther
(2008); Chacón (2012); Chen et al. (2014); Genovese et al. (2015)). Let p be a density on
RD with gradient g and Hessian H. We assume that p is a Morse function meaning that the
Hessian is non-degenerate at all critical points. Until Section 4, we assume that p is known.
A point m is a mode if ||g(x)|| = 0 and the eigenvalues of H(x) are all negative. The flow
starting at any point x , is a path pix : R→ RD such that pix(0) = x and
pi′x(t) =
d
d t
pi(t) =∇p(pix(t)). (1)
Then pix is the steepest ascent curve starting at x . The destination of the path is defined by
dest(x) = lim
t→∞pix(t).
It can be shown that dest(x) is a mode, (except for x in a set of measure 0, whose paths lead
to saddlepoints; Irwin (1980); Chacón (2012); Genovese et al. (2015)). Thus the modes can
be thought of as the limits of gradient ascent paths. This observation leads to an algorithm for
finding the modes of a kernel density estimator called the mean shift algorithm (Fukunaga and
Hostetler (1975); Comaniciu and Meer (2002)). Mode finding is similar to level set estimation
(Polonik (1995); Cadre (2006); Walther (1997)) but, in general, the two problems are not the
same.
Now we turn to ridges. Let
λ1(x)≥ λ2(x)≥ · · · ≥ λD(x) (2)
denote the eigenvalues of H(x) and let Λ(x) be the diagonal matrix whose diagonal elements
are the eigenvalues. Write the spectral decomposition of H(x) as H(x) = U(x)Λ(x)U(x)T . Fix
0≤ d < D and let V (x) be the last D− d columns of U(x) (that is, the columns corresponding
to the D − d smallest eigenvalues). If we write U(x) = [V(x) : V (x)] then we can write
H(x) = [V(x) : V (x)]Λ(x)[V(x) : V (x)]T . Let L(x) = V (x)V (x)T be the projector on
the linear space defined by the columns of V (x). That is, V (x)V (x)T projects onto the local
normal space. Similarly, V(x)V(x)T projects onto the local tangent space. Define the projected
gradient
G(x) = L(x)g(x). (3)
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The ridge set Rd of dimension d is defined by
Rd =
¨
x : ||G(x)||= 0, λD−d < 0
«
. (4)
The ridge set is geometrically like the ridge of a mountain: each point in Rd is a local max-
imum along a slice in the normal direction. Modes (0-dimension ridges) have D negative
eigenvalues. One dimensional ridges are filaments and have D− 1 negative eigenvalues. Two
dimensional ridges are walls and have D− 2 negative eigenvalues. And so on. By definition,
R0 ⊂ R1 ⊂ · · · ⊂ RD−1. (5)
Like modes, ridges are also the destinations of the paths but we replace the gradient field by
the projected gradient vector field. Specifically, define pix by pix(0) = x and
pi′x(t) = G(pi(t)). (6)
The points in Rd are the destinations of these paths.
3 Singular Features
Ridge finding is a good start for finding structure. For example, it has been used successfully
to map out the structure of matter in the Universe (Chen et al., 2015c). But ridges that are
flat or small are not interesting. We want to find the portions of the d-dimensional ridges
that are sharp and large. Also, as we explain later, ridges experience dimensional leakage:
zero dimensional structure shows up in one dimension ridges and vice versa. In other words,
ridge finding does not cleanly separate structure into objects of different dimensions. The next
section shows how to find the sharp portion of the ridge.
3.1 Sharpness
We quantify the sharpness of a ridge component by the eigenstructure of the Hessian H. The
idea is to construct functions of the eigenvalues — called eigensignatures — that summarize
the local shape of the density. In statistics, Godtliebsen et al. (2002), used the eigenstructure
of H to classify points as belonging to different types of structure. Examples from the image
processing literature include Descoteaux et al. (2004) and Frangi et al. (1998). In the astron-
omy literature, examples include the NEXUS signature due to Cautun et al. (2013) and the
method in Snedden et al. (2014). Our use of the eigenstructure is somewhat different than
these papers.
Let λ1(x) ≥ · · · ≥ λD(x) be the eigenvalues of the Hessian H(x) of the log p(x). Let us
also define λ0(x) ≡ 0. The intuition of all eigensignature methods is based on the following
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heuristic. In the idealized case, a d-dimensional structure would have the d smallest eigenval-
ues very negative and approximately equal. The remaining eigenvalues would be close to 0.
For example, when D = 3 we have the following idealized cases:
mode λ3 ≈ λ2 ≈ λ1 < 0
filament λ3 ≈ λ2 < 0 and λ1 ≈ 0
wall λ3 < 0 and λ2 ≈ λ1 ≈ 0.
Let us expand on this idealized case. Imagine a unimodal density with a spherical, sharply
defined mode. In that case, the eigevalues will all be negative and approximately equal, that
is, λ3 ≈ λ2 ≈ λ1 < 0. Now suppose that the mode is locally highly elliptical so that the density
around the mode looks like a filament. In this case there will be two very negative eigenvalues
but the largest eigenvalue will be close to 0. Thus, λ3 ≈ λ2 < 0 and λ1 ≈ 0. In the last case,
suppose the density is very sharply concentrated around the mode in one dimension only and
is otherwise very flat. Here, the density resembles a wall and we have λ3 < 0 and λ2 ≈ λ1 ≈ 0.
Now, we need to define functions of the eigenvalues that formalize these cases. We want a
function S0 that is large when λ3 ≈ λ2 ≈ λ1 < 0. Similarly, we want a function S1 that is large
when λ3 ≈ λ2 < 0 and λ1 ≈ 0. And so on. To formalize this, we define the eigensignatures:
S0 = |λ1| |λ1||λ3| I(λ1 < 0)
S1 = |λ2| |λ2||λ3|

1− |λ1 ∧ 0||λ3|

I(λ2 < 0)
S2 = |λ3|

1− |λ1 ∧ 0||λ3|

1− |λ2 ∧ 0||λ3|

I(λ3 < 0)
...=
...
where I(·) is the indicator function. More generally, for d = 0, . . . , D− 1:
S j = I(λ j+1 < 0) |λ j+1|
 |λ j+1|
|λd |
 j∏
i=0

1− |λi ∧ 0||λd |

(7)
where we recall that λ0 ≡ 0.
Remark: Note that, for simplicity, we have written S j instead of S j(x) and λ j instead of λ j(x).
We will often do this in what follows.
To get more intuition, consider the defintion of S0. Suppose that λ3 ≈ λ2 ≈ λ1 < 0. Then the
first term |λ1| will be large and the second term |λ1|/|λ3| will be close to 1. Thus, S0 will be
large. Now suppose λ3 ≈ λ2 < 0 and λ1 ≈ 0. In this case, |λ1|/|λ3| will be small, causing S0 to
decrease. On the other hand, all the terms in S1 will be large. Hence, a filament-like structure
will have S0 small and S1 large. Similar remarks apply to the higher order structures.
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A large value of S0 thus suggests that x is a mode. A large value of S1 suggests that x is a
one-dimensional ridge point and so on. In particular, given a threshold Td , we call
R†d =
n
x ∈ Rd : Sd(x)> Td
o
the sharp portion of the ridge. In Section 4.5 we explain how to choose the threshold Td .
To explore the eigensignature further, Figure 4 shows some stylized cases.
λ3 λ2 λ1 S0 S1 S2
mode: −C −C −C C 0 0
filament: −C −C 0 0 C 0
wall: −C 0 0 0 0 C
Figure 4. Examples of signatures. The first three entries of each row show a configuration of the eigenvalues
of the Hessian. C > 0 is any positive constant. The last three entries show the corresponding values of the
signature S = (S0, S1, S2).
Some more varied cases are shown Figure 5. The left plot of Figure 5 shows that when there
−
1
0
−
8
−
6
−
4
−
2
0
Eigenvalues
λ3
λ2
λ1
Signatures
S0
S1
S2
Figure 5. Left: The evolution from mode to filament. Left: eigenvalues. Solid line: λ1, broken line: λ2,
dotted line: λ3. Right: signatures. Solid line: S0, broken line: S1, dotted line: S2.
are three, negative, tightly clustered eigenvalues, S0 is large. As we increase the largest eigen-
value (which corresponds to moving up higher in the left plot) we see that S0 decreases and
S1 increases. Thus, two negative, clustered eigenvalues and one larger eigenvalue is declared
to be more filament-like.
4 Estimating Singular Features
So far, our discussion has referred to the true density p. To find singular features in point
clouds, we need to estimate all the relevant quantities.
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4.1 Estimating The Density
To estimate the density p, we use the standard kernel density estimator
bph(x) = 1n n∑
i=1
1
hD
K
 ||y − X i||
h

(8)
where K is a smooth, symmetric kernel and h> 0 is the bandwidth.
We use the multivariate form of Silverman’s Normal reference rule to choose the bandwidth
h. For a matrix-valued bandwidth, Chacón et al. (2011) show that this is
H =

4
n(d + 2)
 2
4+d
S
where S is an estimate of the covariance matrix. For simplicity we use a scalar bandwidth
h=

4
n(d + 2)
 1
4+d
s (9)
where s2 = D−1
∑D
j=1 s
2
j , and s j is the standard deviation of the j
th coordinate.
Remark: This choice of bandwidth has the optimal rate for estimating p under standard
smoothness assumptions. However, estimating the ridges involves estimating the gradient and
Hessian as well as the density. In principle, we could use separate bandwidths for estimating
the gradient and the Hessian. However, to keep the method simple, we suggest using a single
bandwidth even if it is not optimal.
4.2 Estimating the Ridge
Let bH(x) be the Hessian of bp(x) and letbλ1(x)≥ bλ2(x)≥ · · · ≥ bλD(x) (10)
denote the eigenvalues of bH(x). Write the spectral decomposition of bH(x) asbH(x) = bU(x)bΛ(x)bU(x)T
and let bV (x) be the last D − d columns of bU(x) (that is, the columns corresponding to the
D− d smallest eigenvalues). Write bU(x) = [bV(x) : bV (x)] and let bL(x) = bV (x)bV (x)T be the
projector on the linear space defined by the columns of bV (x). The plugin estimate of the
projected gradient is bG(x) = bL(x)bg(x) where bg is the gradient of bp. The estimated ridge setbRd is bRd = ¨x : ||bG(x)||= 0, bλD−d < 0«. (11)
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The properties of bRd are studied in Chen et al. (2015a), Chen et al. (2015b) and Genovese
et al. (2014). In particular, Genovese et al. (2014) showed that the estimated ridges consis-
tently estimate the true ridges. Chen et al. (2015b) established the limiting distribution of the
estimated ridge which leads to a method for constructing confidence sets.
In practice, we replace bRd with a numerical approximation based on the subspace constrained
mean shift (SCMS) algorithm due to Ozertem and Erdogmus (2011). Before explaining the
SCMS algorithm, it is helpful to first review the basic mean shift algorithm (Fukunaga and
Hostetler (1975); Comaniciu and Meer (2002)). This is a method for finding the modes of a
density by approximating the steepest ascent paths. The algorithm starts with a mesh of points
and then moves the points along gradient ascent trajectories towards local maxima.
Recall that bph(x) denotes the kernel density estimator. LetM = {m1, . . . , mN} be a collection
of mesh points. These are often taken to be the same as the data but in general they need not
be.
Let m j(1) = m j and for t = 1,2, 3, . . . we define the trajectory m j(1), m j(2), . . . , by
m j(t + 1) =
∑n
i=1 X i K
 ||m j(t)−X i ||
h

∑n
i=1 K
 ||m j(t)−X i ||
h
 . (12)
It can be shown that each trajectory {m j(t) : t = 1, 2,3, . . . , } approximates the gradient ascent
path and converges to a mode of bph. Conversely, if the meshM is rich enough, then for each
mode of bph, some trajectory will converge to that mode. The mean shift algorithm is simply
a numerical approximation to the flow defined by (1). This was recently made rigorous in
Arias-Castro et al. (2013). The mean shift algorithm is simply a mode-finding algorithm. In
fact, it can be shown that the mean shift algorithm is just a type of gradient ascent. Given any
starting value x , the algorithm keeps moving the point in the direction of the gradient towards
a local maximum.
The SCMS algorithm mimics the mean shift algorithm but it replaces the gradient with the
projected gradient at each step. The algorithm can be applied to bp or any monotone function
of bp, such as logbp, in Figure 6. The SCMS algorithm can also be regarded as a gradient
ascent algorithm. Starting from a point x , the algorithm moves the point in the direction of
the gradient. However, we want the point to move towards a ridge rather than a mode. To
accomplish this, SCMS takes the point and then projects into the space, perpendicular to the
ridge. This forces the point to move towards the ridge and stop, rather than moving up the
ridge towards a mode. The details are formalized in Ozertem and Erdogmus (2011).
10
SCMS Algorithm
1. Input: q(x) = logbp(x) and a mesh of points M = {m1, . . . , mN}.
2. Let g(x) and H(x) be the gradient and Hessian of q.
3. Let V = [v1 · · · vD−d] be the D× (D− d) matrix whose columns are the
eigenvectors of H(x) corresponding to the smallest D− d eigenvalues.
4. For each mesh point m repeat:
m⇐= m+ V V T
∑
i ciX i∑
i ci
−m

where ci = h−DK(||m− X i||/h).
5. Stop when convergence is obtained.
Figure 6. The SCMS algorithm of Ozertem and Erdogmus (2011).
Figure 7 shows a simple dataset with the outputs S0 and S1 of SCMS for d = 0 and 1. The
left plot shows the data, the middle plot shows bR0 and the right plot shows bR1. Here we see
an effect that we call dimensional leakage. The set bR0 contains some ridge points (since ridge
points can also be local modes). Similarly, bR1 contains the modes; this must happen since, by
definition, R0 ⊂ R1 ⊂ R2 · · · . This is why filtering with the eigensignature is helpful.
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Figure 7. Dimensional leakage. Left: Data. Center: SCMS0 contains the true modes but also false modes
from the oval. Right: SCMS1 contains the true oval but also false ridges from the modes.
In principle, we could use a very fine grid of starting values and trace out bRd very accurately.
But this is time consuming and in practice we have found that using the data points as starting
values leads to an accurate approximation of the ridge. Thus, let Yi be the destination of SCMS
after running the algorithm with the data point X i as a starting point. We use bRd = {Yi : i =
1, . . . , n} as our estimate of the ridge.
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4.3 Estimating the Signature
We use the plug-in estimator for the signatures. Thus, we take bH(x) to be the Hessian of
logbp(x) and we let bλ j(x) be the eigenvalues of bH(x). Then we estimate the signature by
bS j = I(bλ j+1 < 0) |bλ j+1|  |bλ j+1||bλd |
!
j∏
i=1
 
1− |bλi ∧ 0||bλd |
!
(13)
Having estimated the signature, we estimate the sharp ridge by
bR†d = ¨Yi ∈ bRd : bSd(Yi)> Td«. (14)
4.4 Connected Components: Single Linkage Clustering (The Rips Graph)
The sets bR†d can be used as the final output of the procedure. However, in some cases, the user
may want to summarize bR†d as a collection of connected components.
Let us write bR†d = {Y1, . . . , Ym} say. The Rips graph is defined as follows. Each node in the
graph corresponds to a point Yi ∈ bR†d . We put an edge between two nodes Yi and Yj if and
only if ||Yi − Yj|| ≤ ε. The connected components of the Rips graph are precisely the clusters
obtained
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Figure 8. Left: A two-dimensional data set. Right: the Rips graph. Every pair of points X i and X j such
that ||X i − X j|| ≤ ε is connected.
by performing single linkage clustering and then cutting the dendogram at height ε. LetbR†d1, . . . ,bR†d` denote the connected components of the graph (i.e. the single linkage clusters).
Figure 8 shows a Rips graph.
Optionally, we may also want to discard small components. Thus we can discard a connected
component if n j ≥ Nd where n j is the number of data points that ended up in component bR†d j
and Nd is a user-chosen constant. The tuning parameter ε is discussed in Section 4.5.
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4.5 Choosing the Tuning Parameters
Here we provide suggestions for choosing all the tuning parameters. Our suggestions are
meant to be simple and transparent. We make no claim that they are optimal. Singular
feature finding is an exploratory method and the user is encouraged to try different tuning
parameters. Our suggestions can be used as starting points.
1. The Bandwidth h. Our default is given in equation (9). (In some cases, we have found
that using h/2 can improve the performance.)
2. The Signature Threshold Td . A simple method that we have found very effective is to plot
a histogram of the signature values and choose Td to be at a minimum. Alternatively, we
plot the empirical cdf of the signature values and choose Td to be in a flat spot of the cdf.
Specifically, we compute the signature at each data point and we find the empirical cdf
of these numbers (as in Figure 3). We illustrate this method in Section 5. It would not be
difficult to automate this method. For example, fit a one dimensional kernel estimator
to the signatures and choose the rightmost local minimum. In practice, choosing it by
visually inspecting the cdf works very well.
An alternative, and more formal approach, is to use a null distribution. We assume
that the data are a sample of size n from a distribution on a known, compact set X .
(Otherwise, the data can be truncated to some compact set.) Draw U1, . . . , Un from
a uniform distribution U on X . We regard U as a null distribution. We run the SCMS
algorithm on these points (using the same bandwidth h that is used on the real data) and
we compute the estimated signatures. Let τd be the maximum value of the signatures.
This process is repeated many times to get an estimate of the cdf
Fd(t) = U(τd ≤ t)
where U indicates that we are using the uniform distribution. This defines, in a sense, a
null distribution for the maximum signature. One can use an upper quantile of Fd as the
threshold Td . This Monte-Carlo approach is simple but time consuming.
3. The Rips Parameter ε. In Section 4.4 we used a parameter ε for the Rips graph. As
above, let U1, . . . , Un be n draws from a uniform distribution onX . Let U ′i be the nearest
neighbor to Ui. We suggest setting
ε= E||Ui − U ′i ||.
The parameter Nd can be chosen subjectively or omitted entirely. Alternatively, let N be
the size of the largest connected component of the Rips graph on the uniform data using
threshold ε. The null simulation gives the distribution G(t) = U(N ≤ t). We can then
choose an upper quantile of G. An alternative is to start with a small ε and then increase
ε until the number of connected components stabilizes.
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5 Examples
5.1 Two-dimensional Example.
Fig 9 shows an example of a two dimensional dataset hiding five singular features. Our method
finds four 0-dimensional features (modes) and one 1-dimensional feature (filament).
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Figure 9. Two Dimensional example. This plot shows a two-dimensional dataset and the 0- and 1-
dimensional singular features found with our method.
In Figure 10 we plot histograms and empirical cdf’s of 0- and 1-dimensional signatures, to-
gether with their thresholds Td (d = 1, 2) determined by the null distribution approach.
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Figure 10. Two Dimensional example. The four plots are the signatures’ histogram and cdf for 0-
dimensional (two left plots) and 1-dimensional (two right plots) singular features. The vertical lines in
the four plots are the signature thresholds Td for d = 0 and d = 1
5.2 Three-Dimensional Example.
This example is similar to the plots shown in Figure 2, but finding the hidden one-dimensional
structure is more challenging. The five singular features hidden in the dataset were found
using the threshold with the null distribution approach.14
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Figure 11. Left: Dataset Right: our algorithm extracts four 0-dimensional structures (modes), one 1-
dimensional structure (a corkscrew) and one 2-dimensional structure (plate) from the point cloud.
5.3 Spectral Clustering Example
In Figure 12 we analyze the data from the example in 5.1 using spectral clustering. There are
many different versions of spectral clustering. We use the default method in the R package
kernlab. The left plot shows a dataset with no noise. The colors correspond to the clusters. In
this case, the clustering is perfect.
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Figure 12. Spectral clustering applied to the data from Example 1. The left plot shows a dataset with no
noise. The colors correspond to the clusters. In this case, the clustering is perfect. The right plot shows what
happens when we add noise. In this case spectral clustering fails.
The right plot shows what happens when we add noise. In this case, spectral clustering fails.
In both cases, the output is two dimensional; spectral clustering does not output zero or one
dimensional features. Also, we had to specify the correct number of clusters by hand. Thus
we see several advantages of singular feature finding; it handles noise, it separates clusters by
dimension, and it does not require that we specify the number of clusters.
15
5.4 Intersecting Curves
Figure 13 shows an interesting example from Arias-Castro, Lerman and Zhang (2103). The
data, shown in the top left plot, fall on two intersecting curves. The distribution is in fact
singular.
Arias-Castro, Lerman and Zhang (2103) develop a method based on local PCA for analyzing
such data. Here we are interested in what happens if we apply singular feature finding. We
focus on d = 1 as this is obviously the case of interest here. The top middle plot shows that
the method
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Figure 13. The Intersecting Curves Examples. TOP. Left: noiseless data. Middle: the resulting singular
feature. Right: noisy data. BOTTOM. Left: singular feature without signature thresholding. Note the many
spurious points (dark dots), identified as dimension zero features. Middle: cdf of the signatures. Right:
singular feature after thresholding. Here the noise points (light dots) are included in the plot but they are
not part of bR†1.
returns a single feature which follows the data quite closely. It is not obvious from the plot
but there is a small bias at the intersection. Choosing the bandwidth slightly smaller than the
Silverman rule reduces this bias. In fact, the local PCA method of the aforementioned authors
avoids this bias as it was designed for datasets of this form. Nevertheless, singular feature
finding works quite well. Next we add noise as shown in the top right plot. If we blindly apply
singular feature finding we get the main cluster plus many modes as shown in the bottom left
plot. The bottom middle plot shows the cdf of the signatures. There is a clear flat spot in the
cdf and if we threshold at some value in this zone we get the feature shown in the bottom
16
right plot. Thus, singular feature finding with signature thresholding work very well. Note
that the noise points (light dots) are included in the last plot but they are not part of bR†1.
5.5 Mt. St. Helens Earthquake Dataset
Figure 14 shows the Mt. St. Helens earthquake data, taken from Scott (1992), Scott (2015),
and Duong et al. (2008). The data are available at
http://www.stat.rice.edu/∼scottdw/ALL.DATASETS/earthquake.
The data consist of measurements of the epicentres of 510 earthquakes which took place
beneath the Mt. St. Helens volcano before its 1982 eruption. As in Duong et al., we take
the first three variables longitude (degrees), latitude (degrees) and depth (km), from the full
set of 5 variables. Following Scott, the depth variable z is transformed to − log(−z), where
negative depths indicate distances beneath the Earth’s surface.
Figure 14 shows the 3-dimensional data set together with the detected singular features. We
found three singular features of dimension 0 (maxima) and two singular features of dimension
1 (filaments). The filaments shown in the right plot suggest the existence of a depth fault-line
in the data. We did not find any singular feature of dimension 2.
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Figure 14. Mt. St. Helen hearthquakes. Longitude is shown on the x-axis, latitude on the y-axis, and
depth on the z-axis. Left: black dots show singular features of dimension d = 0. Right: black dots show
singular features of dimension d = 1. Singular features of dimension d = 2 were not found.
5.6 Voronoi Foam
Voronoi foam models are simulations models invented in Icke and van de Weygaert (1991);
van de Weygaert (1994); van de Weygaert and Schaap (2009). These models are meant to
mimic astronomical galaxy surveys by having a mixture of modes, filaments, walls and noise.
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The data are created as follows. We select N random points in the cube [−1,1]3. We then
form the Voronoi partition defined by these points. The partition is a set of polygons which
intersect at points, lines and walls. Random points are added at these points, lines and walls.
Figure 15. Left: data from a Voronoi foam model generating walls. Right: High signatures ridge points
(d = 2). Althought it might be difficult to see in the plots, note that in the right plot the noise is gone
and the walls remains.
By varying the proportion of points on these features on can control the amount of modes,
filaments and walls. Finally, clutter points are added which are drawn from a uniform on
[−1,1]3. We should point out that this is the simplest Voronoi foam model; more sophisticated
version that also include dynamics (moving galaxies) can be found in Icke and van de Weygaert
(1991); van de Weygaert (1994); van de Weygaert and Schaap (2009). Figure 15 shows a
dataset generates this way. In this example, we will focus on wall finding (d = 2). To the best
of our knowledge, there are no existing wall finding algorithms that actually output structures
of dimensions d = 2. The right plot shows the result after filtering by the signatures. The blue
points are the ridge points with a large signature. We see that the algorithm does a nice job of
finding the dominant structures. It may be difficult to see in the plot, but in the right plot, the
noise is gone and the walls remain.
6 Asymptotic Theory
Here we study the asymptotic properties of the procedure. We build on results from Genovese
et al. (2014). To state the results, we need a few definitions and regularity conditions. Let
18
H ′(x) = dvec(H(x))/d x T and let λ1(x) ≥ · · ·λD(x) be the ordered eigenvalues of H(x). Let
V (x) be the (D−d)×D matrix with columns that are the D−d eigenvectors corresponding to
the D− d smallest eigenvalue. Let L(x) = V (x)V (x)T be the projection matrix corresponding
to this subspace. Recall that R†d(t) = {x ∈ Rd : Sd(x) ≥ t}. Let B(x , r) denote a ball of radius
r centered at x . Let
A⊕ r =⋃
x∈A
B(x , r).
The Hausdorff distance Haus(A, B) between two sets A and B is defined by
Haus(A, B) = inf
n
ε : A⊂ B⊕ ε and B ⊂ A⊕ ε
o
.
We assume there exist β ,δ,ε, C > 0 such that the following assumptions hold:
(A1) p is supported on a compact set X ⊂ RD and is bounded and continuous and has five,
bounded, continuous, square integrable derivatives. The first, second and third derivatives of
p vanish on the boundary of X .
(A2) The kernel K satisfies the regularity conditions in Giné and Guillou (2002), Arias-Castro
et al. (2013) and Chacón et al. (2011).
(A3) For all x ∈ Rd ⊕δ, λd+1(x)<−β and λd(x)−λd+1(x)> β .
(A4) For each x ∈ Rd ⊕δ,
||(I − L(x)) g(x)|| ||vec(H ′(x))||∞ < β
2
2D3/2
.
(A5) The eigenvalues λ1(x), . . . ,λD(x) are distinct.
(A6) Let Td > 0 be a fixed constant. For all−ε < γ < εwe have Haus

R†d(Td+γ), R
†
d(t)

≤ Cγ.
(A7) If x ∈ Rd but x /∈ Rd ⊕δ, then Sd(x)< Td − ε.
Assumptions (A1)-(A2) ensure the consistency of the estimates of the density and its deriva-
tives. The regularity conditions on the kernel in (A2) are standard and we have not listed
them to save space. Assumptions (A3) and (A4) are from Genovese et al. (2014). These con-
ditions imply that the ridge is well defined. These assumptions are needed so that Rd can be
estimated. Assumption (A5) is probably stronger than needed. It implies that the eigenvalues
of the Hessian are continuously differentiable functions. It may be possible to relax this con-
dition but the analysis would become much more complicated. (A6) says that the set R†d(t)
changes continuously in t. Condition (A7) says that points far from the ridge have a small
signature.
Let us define
ψn = h
2+
r
log n
nhD+6
, rn = h
2+
r
log n
nhD+4
. (15)
The following lemma follows from Lemma 3 of Arias-Castro et al. (2013) and Theorem 4 of
Chacón et al. (2011).
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Lemma 1 Suppose that h → 0 and nhD+6/ log n → ∞. Assume (A1) and (A2) There exists
0< b < 1 such that:
sup
(log n/n)1/D≤h≤b1/D
sup
x∈X
|bp(`)h (x)− p(`)(x)| ≤ c1h2+ c2
r
log n
nhD+2`
for `= 0, 1,2, 3.
Lemma 2 Assume (A1)-(A7). Suppose that h→ 0 and nh2/(D+6)/ log n→∞. Then
sup
x
|bSd(x)− Sd(x)|= OP(rn).
Proof. From Lemma 1,
sup
x
max
j,k
| bH jk(x)−H jk(x)|= OP(rn).
Under the given assumptions, Sd(x) is a continuous, Lipschitz function of H and the result
follows. 
Theorem 3 Assume (A1)-(A7). Suppose that h→ 0 and nh2/(D+6)/ log n→∞. Then,
Haus(bR†d , R†d) = OP(ψn+ rn).
Proof. From conditions (A1)-(A4), we can conclude from Theorem 5 of Genovese et al. (2014)
that Haus(bRd , Rd) = OP(ψn). Let x ∈ R†d . Then, on an event with probability tending to one,
there exists y ∈ bRd such that ||x − y|| ≤ cψn for some c > 0. Since x ∈ R†d , we have that
Sd(x)≥ Td . From the previous lemma, and the fact that Sd is Lipschitz,bSd(y)≥ Sd(y)−OP(rn)≥ Sd(x)−OP(rn)−O(||x− y||)≥ Td−OP(rn)−O(ψn)≥ Td−OP(rn+ψn).
Thus, y ∈ bR†d(Td −OP(rn+ψn)). This shows that
R†d(Td)⊕OP(ψn)⊂ bR†d(Td −OP(ψn+ rn)).
By a similar argument, bR†d(Td +OP(ψn+ rn))⊂ R†d(Td)⊕OP(ψn).
From (A6), we conclude that
Haus(bR†d , R†d) = OP(rn+ψn).

Next, we find the asymptotic distribution and standard error of bSd(x). This is useful for
forming tests or confidence intervals for Sd(x).
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Theorem 4 Assume the conditions Theorem 3. At each point for which min j |λ j(x)| > 0 for
x ∈ R†d , p
nh(D+4)/2(bSd(x)−E[bSd(x)])  N(0,Γ)
where
Γ = JsJλΣ(x)J
T
λ
J Ts ,
Σ(x) is given in (16), Jλ is given in (19) and Js is given in (20), (21), (22) and (23). If
h= o(n−1/(D+4)) then p
nh(D+4)/2(bSd(x)− Sd(x))  N(0,Γ).
Proof. Theorem 3 of Duong et al. (2008) show that
p
nh(D+4)/2(vech( bH(x))−E[vech( bH(x))])  N(0,Σ(x))
where
Σ(x) = R(vech∇(2)K)p(x) (16)
where R(g) =
∫
g(x)g(x)T d x and vech is the half-vectorizing operator that stacks the upper
triangular portion of a matrix into a vector. The condition min j |λ j(x)|> 0 together with (A5)
implies that Sd(x) is continuously differentiable of H. Hence, the result follows from the delta
method. It remains to find Γ.
By the delta method, the asymptotic covariance of Sd(x) is T = Js Cov(bλ) J is T where Cov(bλ)
is the asymptotic covariance of bλ and Js the D × D Jacobian of the signature function. Now
Cov(bλ)Jλ Σ Jλ where Jλ is the D× D2 Jacobian of the eigenvalue. So Γ = JsJλCov(bλ)J Tλ J Ts .
The signature vector S = (S0, · · ·SD−1) is function of the vector λ, which is function of the
Hessian. We can write
S = s(λ) with s : IRD 7→ IRD (17)
λ= `(vec(H) with ` : IRD
2 7→ IRD. (18)
From Chapter 8.8 of Magnus and Neudecker (1988),
Jλ =
 
u1⊗ u1| · · · |uD ⊗ uDT (19)
where u j is the normalized eigenvector associated with λ j.
Next we compute Js. By direct computation, the terms below the diagonal of the Jacobian are
the partial derivatives of S j with respect to λ1, · · · ,λ j:
∂ S j
∂ λk
= S j · I(λk < 0)λk −λD (20)
21
if λ j+1 < 0 and λk < 0 and is 0 if λ j+1 ≥ 0 or λk ≥ 0. The terms on the diagonal, excluding
the last one, are the partial derivatives of S j with respect to λ j+1 for j = 0, · · · , D− 2:
∂ S j
∂ λ j+1
= S j · 2λ j+1 (21)
if λ j+1 < 0 and 0 otherwise. Finally we consider the terms in the last column. For j < D− 1,
∂ S j
∂ λD
= S j ·
 −1
λD
+
1
λD
j∑
i=1
λi
λD −λi I(λi < 0).
!
(22)
Also,
∂ SD−1
∂ λD
= SD−1 ·
 
1
λD
+
1
λD
D−1∑
i=1
λi
λD −λi I(λi < 0)
!
. (23)
The last statement follows since, when h = o(n−1/(4+d)), the squared bias is smaller than the
variance. 
7 Discussion
We have presented a method for finding features of various dimensions. The method combines
density ridge estimation with eigensignatures. There are several important problems that
deserve further research.
First, we do not have a universal, data-driven method for choosing the tuning parameters.
Although we have presented some heuristics for choosing the tuning parameters that seem to
work well, it would be nice to have a truly data-driven method. Of course, the same is true for
all structure finding methods that we are aware of. For example, spectral clustering methods
involve numerous tuning parameters and so far there does not seem to be refined, principled
methods for choosing the parameters. Indeed, even in simple clustering methods like k-means,
there is no consensus on what is a good method for choosing k. This is a endemic problem in
unsupervised methods.
Second, it will be interesting to investigate the use of our methods in high dimensions. In
principle, the method can be used in any dimension. Of course, we expect it will be challeng-
ing to get good results in very high dimensions. Indeed, it is well known that the minimax
rate for estimating densities degrades quickly with dimension. However, this does not make
the problem hopeless. In high dimensions, we could lower our expectations and try to find
only very prominent features. Specifically, let ph be the mean of the density estimator with
bandwidth h. We expect strong features to be present in ph even if we do not let h tend to 0.
And if we keep h bounded away from 0, then we can estimate ph at rate O(1/n) independent
of dimension. This suggests that finding singular features may be feasible in high dimensions
although, at this point, this is merely a conjecture. But, perhaps the biggest challenge here,
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is finding a way to visualize the results. It would be intriguing, for example, to find a d = 6
dimensional feature in a D = 20 dimensional dataset. But currently we have no way of vi-
sualizing a six-dimensional feature. Once again, this problem is not specific to our method;
it is a very general problem in statistics and machine learning. Two promising methods for
visualizing higher dimensional features are persistence diagrams (Chazal and Oudot (2008))
which is a two-dimensional plot summarizing the the topological features of a set and parallel
coordinate plots (Wegman (1990)) which can be used to visualize data in any dimension.
Third, it would be useful to have a formal significance test to see if a structure is real. The
asymptotic theory in Section 6 is a first step in this direction but so far we have no formal
hypothesis test.
Fourth, it is not uncommon, when using clustering methods, to examine their stability prop-
erties. For example, one can make several splits of the data and compare the clusterings. A
referee has suggested that a similar analysis would be useful here. We agree that this would
be useful and the stability properties of singular feature finding should be further investigated.
Finally, the theory supporting the method is built on the theory in Chen et al. (2015b) and
Genovese et al. (2014). But the theory in those papers is somewhat restricted. Certain regu-
larity assumptions are assumed there that do not seem to be needed. For example, much of
the theory assumes that the ridges do not intersect. And yet, we have seen in examples that
the method works well in practice even if there are such intersections. Thus it would be useful
to extend the theory to handle these situations.
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