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We refer the reader to [2] for the construction of a sticky flow on the
circle. A Brownian sticky flow is a sticky flow whose one point motion is a
Brownian motion.
Let us first recall Tsirelson’s definition of a noise (see [3, 4]) : A noise
consists of a probability space (Ω,F ,P), a family (Fs,t)s≤t of sub-σ-fields
(also called a factorization) of F and a L2-continuous one-parameter group
(Th)h∈R of transformations of Ω preserving P such that
(i) for all s ≤ t ≤ u, Fs,u = σ(Fs,t ∪ Ft,u).
(ii) for all t1 < · · · < tn, (Fti−1,ti)1≤i≤n is a family of independent σ-fields.
(ii) for all s ≤ t and h ∈ R, Th(Fs,t) = Fs+h,t+h.
In [1], a noise N = (Ω,F , (Fs,t),P, (Th)) is associated to a stochastic flow of
kernels on a locally compact metric space M (more precisely to the law of
a stochastic flow of kernels), with Ω =
∏
s≤tE (E is the space of kernels on
E), F = ⊗s<tB(E) (B(E) is the Borel σ-field on E), Ks,t(ω) = ω(s, t), P is
the law of the stochastic flow of kernels and Th is defined by Th(ω)(s, t) =
ω(s+ h, t + h). We call this noise the noise of the stochastic flow of kernels
K.
A process X = (Xs,t)s≤t is called a centered linear representation of a
noise N = (Ω,F , (Fs,t),P, (Th)) (X is also called a decomposable process)
if for all s ≤ t, Xs,t ∈ L20(Fs,t) (L20 is the set of all L2-functions with mean
0) and for all s ≤ t ≤ u, a.s. Xs,u = Xs,t + Xt,u. We denote by H lin0 the
space of centered linear representations of N . The linear part of N , denoted
N lin = (Ω,F , (F lins,t ),P, (Th)), is a subnoise of N (i.e. F lins,t ⊂ Fs,t) where
1
F lins,t = σ(Xu,v, X ∈ H lin0 , s ≤ u ≤ v ≤ t). A noise is called black if N lin is
a trivial noise, or equivalently if H lin0 = {0}.
The purpose of this note is to prove
Theorem 1 The noise of a Brownian sticky flow is black.
A noise N is called continuous (see [4]) (or the factorization (Fs,t) is called
continuous) if for every s < t, ∪ε>0Fs+ε,t−ε generates Fs,t and ∪∞n=1F−n,n
generates F .
Lemma 2 The noise of a stochastic flow of kernels is continuous.
Proof. It is enough to show that for all s ≤ t and all X ∈ L2(P),
lim
ε→0+
E[X|Fs+ε,t−ε] = E[X|Fs,t] in L2(P). (1)
Let us remark that L2(P) is the closure of the vector space spanned by
functions of the form
X =
n∏
i=1
(
ki∏
j=1
Kti−1,tif
i
j(x
i
j)
)
, (2)
where f ij are Lipschitz continuous functions onM , x
i
j ∈M and t0 < · · · < tn.
In the case X = K0,1f(x), (1) is satisfied for all 0 < s < t < 1 since (in the
following, Pt denotes the Feller semigroup of the one-point motion)
E[K0,1f(x)|Fs+ε,t−ε] = Ps+εKs+ε,t−εP1−(t−ε)f(x)
which converges in L2(P) towards PsKs,tP1−tf(x) = E[K0,1f(x)|Fs,t] as ε→
0+. Similarly, it can be shown that (1) is satisfied for all X of the form (2)
and all s ≤ t. Thus N is continuous.
From now on, N denotes the noise of a sticky flow.
Let H1(s, t) = {Xs,t : X ∈ H lin0 } be the first chaos of N . For every X ∈
L20(Ω), Hs,t(X) denotes the orthogonal projection of X on H1(s, t). We set
H = H0,1. Since N is continuous, H(X) = limn→∞
∑2n
k=1 E[X|F(k−1)2−n,k2−n]
(see proposition 6.a.2 in [4]). Note that N is black if H(X) = 0 for all
X ∈ L20(P), or equivalently for all X ∈ L20(F0,1).
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Lemma 3 Let f be a Lipschitz function on (S1)d and h be a nonnegative
continuous function on S1.
H
(
〈K⊗d0,1f, h〉L2(md) − 〈P(d)1 f, h〉L2(md)
)
= 0. (3)
Proof. We set X = 〈K⊗d0,1f, h〉L2(md) − 〈P(d)1 f, h〉L2(md). The result holds if
2n∑
k=1
E[X|F(k−1)2−n,k2−n]
converges towards 0 in L2(P) as n → ∞. Since the terms in the sum are
independent, this holds if
lim
n→∞
2n∑
k=1
E
[(
E[X|F(k−1)2−n,k2−n]
)2]
= 0. (4)
Note that for all 0 ≤ s < t ≤ 1,
E[〈K⊗d0,1f, h〉L2(md)|Fs,t] = 〈P(d)s K⊗ds,t P(d)1−tf, h〉L2(md).
We set µs(dx) =
∫
x0∈(S1)d
h(x0)P
(d)
s (x0, dx)md(dx0), gt = P
(d)
1−tf and ε = t− s.
Then we have
E
[
(E[X|Fs,t])2
]
= µ⊗2s
(
P
(2d)
ε (gt ⊗ gt)− P(d)⊗2ε (gt ⊗ gt)
)
,
where P
(2d)
t is the semigroup of the 2d point motion of the sticky flow and
P
(d)⊗2
t is the semigroup of two independent d point motions. Note that µs
is absolutely continuous with respect to md and we have
dµs
dmd
≤ ‖h‖∞ < ∞
(since for f ≥ 0, µsf = 〈P(d)s f, h〉L2(md) = 〈f,P(d)s h〉L2(md) ≤ ‖h‖∞mdf). We
also have that Lip(gt) ≤ Lip(f) (where Lip(f) denotes the Lipschitz constant
of f).
It is easy to check, using the compatibility relations of the family (P
(n)
t )
that for all (x, y) ∈ (S1)d × (S1)d(
P
(2d)
ε (gt ⊗ gt)− P(d)⊗2ε (gt ⊗ gt)
)
(x, y)
=
1
2
(E
(d)⊗2
(x,y) − E(2d)(x,y))[(gt(Xε)− gt(Yε))2], (5)
where under P
(2d)
(x,y) (resp. under P
(d)⊗2
(x,y) ) (Xt, Yt)t is the 2d point motion started
at (x, y) (resp. Xt and Yt are independent d point motions respectively
started at x and y).
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Lemma 4 Let g be a Lipschitz function on (S1)d. Then for all positive t, all
x and y in (S1)d, we have
(E
(d)⊗2
(x,y) − E(2d)⊗2(x,y) )[(g(Xt)− g(Yt))2] ≤ (4dLip(g))× t. (6)
Proof. We have
(E
(d)⊗2
(x,y) − E(2d)⊗2(x,y) )[(g(Xt)− g(Yt))2]
= (E
(d)⊗2
(x,y) − E(2d)⊗2(x,y) )[((g(Xt)− g(x)) + (g(y)− g(Yt)))2]
+ (E
(d)⊗2
(x,y) − E(2d)⊗2(x,y) )[(g(x)− g(y))2]
+ 2(E
(d)⊗2
(x,y) − E(2d)⊗2(x,y) )[(g(x)− g(y))((g(Xt)− g(x)) + (g(y)− g(Yt)))].
It is easy to see that the second and the third terms vanish. Thus
(E
(d)⊗2
(x,y) − E(2d)⊗2(x,y) )
[
(g(Xt)− g(Yt))2
]
≤ 2E(d)⊗2(x,y)
[
(g(Xt)− g(x))2 + (g(y)− g(Yt))2
]
≤ 2Lip(g)E(d)⊗2(x,y)
[
d(Xt, x)
2 + d(Yt, y)
2
]
≤ 4dLip(g)× t.
This proves the lemma.
Set τ = inf{t, {Xt}∩ {Yt} 6= ∅} = inf1≤i,j≤d τi,j , where τi,j = inf{t, X it =
Y
j
t }. Note that ((Xt, Yt), t ≤ τ) has the same law under P(2d)(x,y) and under
P
(d)⊗2
(x,y) .
Lemma 5 There exists a constant C depending only on d such that for all
positive ε,
P
(d)⊗2
m⊗2
d
[τ < ε] < C
√
ε. (7)
Proof. We have P
(d)⊗2
m⊗2
d
[τ < ε] ≤ ∑1≤i,j≤d P(d)⊗2m⊗2
d
[τi,j < ε]. Let us remark
that for all i, j
P
(d)⊗2
m⊗2
d
[τi,j < ε] =
1
2pi2
∫
0<x<y<2pi
Py−x[T ≤ 2ε]dxdy,
with T = inf{t, Bt ∈ {0, 2pi}} and where, under Pz, Bt is a Brownian motion
starting at z (we use the fact that the law of (Y jt/2 − X it/2, t < 2τ) under
4
P
(d)⊗2
(x,y) is the same as the law of (Bt, t < T ) under Pz). Since Pz[T ≤ 2ε] ≤
Pz[T0 ≤ 2ε] + P2pi−z[T0 ≤ 2ε], where T0 = inf{t, Bt = 0}, we have
P
(d)⊗2
m⊗2
d
[τi,j < ε] ≤ 2
pi
∫ 2pi
0
Pz[T0 < 2ε] dz.
Using the reflection principle, we get Pz[T0 < 2ε] ≤ 2P0[B2ε > z]. Thus
P
(d)⊗2
m⊗2
d
[τi,j < ε] ≤ 4
pi
∫ 2pi
0
P0[B2ε > z] dz
≤ 4
pi
√
2εE0[|B1|].
This proves the lemma.
Lemma 6 There exists a constant C depending only on d, Lip(f) and ‖h‖∞
such that for all 0 < s < t < 1 and ε = t− s,
µ⊗2s
(
P
(2d)
ε (gt ⊗ gt)− P(d)⊗2ε (gt ⊗ gt)
) ≤ Cε3/2. (8)
Proof. Using first the fact that ((Xt, Yt), t ≤ τ) has the same law under
P
(2d)
(x,y) and under P
(d)⊗2
(x,y) , then the strong Markov property at time τ and finally
lemma 4, we have
(E
(d)⊗2
(x,y) − E(2d)(x,y))[(g(Xε)− g(Yε))2]
= (E
(d)⊗2
(x,y) − E(2d)(x,y))[1τ<ε(g(Xε)− g(Yε))2]
= E
(d)⊗2
(x,y)
[
1τ<ε(E
(d)⊗2
(Xτ ,Yτ )
− E(2d)(Xτ ,Yτ ))[(g(Xε−τ)− g(Yε−τ))2]
]
≤ (4dLip(f))× ε× P(d)⊗2(x,y) [τ < ε].
Using now (5) and lemma 5, we get
µ⊗2s
(
P
(2d)
ε (gt ⊗ gt)− P(d)⊗2ε (gt ⊗ gt)
)
≤ (2dLip(f))× ε×
∫
µ⊗2s (dx, dy)P
(d)⊗2
(x,y) [τ < ε]
≤ (2dLip(f)‖h‖2∞)× ε× P(d)⊗2[τ < ε]
≤ (2dLip(f)‖h‖2∞C)× ε3/2.
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Lemma 6 permits to finish the proof of lemma 3. Indeed, lemma 6 implies
that
E[(E[X|F(k−1)2−n,k2−n])2] ≤ C × 2−3n/2.
This implies that
2n∑
k=1
E[(E[X|F(k−1)2−n,k2−n])2] ≤ C × 2−n/2,
which converges towards 0 as n→∞. Thus H(X) = 0.
Proof of the theorem. We are going to show that H(X) = 0 for X ∈
L20(F0,1). Let V denote the vector space spanned by functions of the form
X =
n∏
i=1
〈K⊗dti−1,tif i, hi〉L2(md), (9)
for all n ≥ 1, d ≥ 1, (fi)i a family of Lipschitz functions on (S1)d, (hi) a family
of nonnegative continuous functions on (S1)d and 0 = t0 < t1 < · · · < tn = 1.
Let V0 be the set of functions in V such that E[X ] = 0. Then V is dense in
L2(F0,1) and V0 is dense in L20(F0,1). Thus to prove that H(X) = 0 for all
X ∈ L20(F0,1), it is enough to prove H(X) = 0 for all X ∈ V0. Let X be in
the form (9), then for all i, there exists a constant ci such that
E[X|Fti−1,ti ] = ci〈K⊗dti−1,tif i, hi〉L2(md).
Thus, if we take X such that for all i, E[〈K⊗dti−1,tif i, hi〉L2(md)] = 0, E[X ] = 0
(note that V0 is spanned by functions in this form) and
H(X) =
n∑
i=1
Hti−1,ti(X)
=
n∑
i=1
ciHti−1,ti(〈K⊗dti−1,tif i, hi〉L2(md)).
Note that lemma 3 shows that H(X) = 0. This proves the theorem.
Remark 7 Note that this proof extends easily to prove that the noise gen-
erated by Arratia’s coalescing flow is black. This was originally proved by
Tsirelson (cf [4]). Our proof is based on the criterium he gave to prove that
a noise is black (zero quadratic variation).
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