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EQUIVARIANT BASIC COHOMOLOGY OF RIEMANNIAN
FOLIATIONS
OLIVER GOERTSCHES AND DIRK TO¨BEN
Abstract. The basic cohomology of a Riemannian foliation on a complete
manifold with all leaves closed is the cohomology of the leaf space. In this
paper we introduce various methods to compute the basic cohomology in the
presence of both closed and non-closed leaves in the simply-connected case
(or more generally for Killing foliations): We show that the total basic Betti
number of the union C of the closed leaves is smaller than or equal to the total
basic Betti number of the foliated manifold, and we give sufficient conditions
for equality. If there is a basic Morse-Bott function with critical set equal to
C we can compute the basic cohomology explicitly. Another case in which
the basic cohomology can be determined is if the space of leaf closures is a
simple, convex polytope. Our results are based on Molino’s observation that
the existence of non-closed leaves yields a distinguished transverse action on
the foliated manifold with fixed point set C. We introduce equivariant basic
cohomology of transverse actions in analogy to equivariant cohomology of Lie
group actions enabling us to transfer many results from the theory of Lie group
actions to Riemannian foliations. The prominent role of the fixed point set
in the theory of torus actions explains the relevance of the set C in the basic
setting.
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1. Introduction
One of the fundamental topological invariants of a foliation are its basic Betti
numbers introduced by Reinhart [Rei 1959]. In this paper we want to show how
dynamical aspects of a Riemannian foliation are linked to these numbers. A Rie-
mannian foliation F is a foliation by locally equidistant leaves (see Section 2.1).
Examples are foliations given by the connected fibers of Riemannian submersions
or the orbit decomposition of locally free isometric actions. In the first example
the leaves have trivial holonomy and are closed, which is not the case for general
Riemannian foliations. The partition F by leaf closures of F , a so-called singular
Riemannian foliation, therefore usually differs from F ; this difference reflects the
dynamical behavior of F . Let us look at an example of the second kind illustrat-
ing this behavior. For rationally independent reals s1, s2 we consider the action
R× S3 → S3; (t, (z1, z2)) 7→ (e
2πis1tz1, e
2πis2tz2). The orbit decomposition defines
a one-dimensional Riemannian foliation which we call the Hopf flow for further
reference. It has exactly two closed leaves. One of the motivating questions for us
was whether there is a topological relation between the union of the closed leaves
and the foliated space, just as by the Poincare´-Hopf Theorem and a Theorem by
Bott [Bot 1967] there is one between the zeroes of a vector field/Killing field and
the (Riemannian) manifold. In fact we will see that this is indeed the case; the
role of the vector field/Killing field will be taken by an algebra of transverse Killing
fields which occurs naturally in our situation.
By Molino’s structure theory for Riemannian foliations on complete manifolds
[Mol 1988] (see Theorems 2.2 and 4.2 in this paper), the leaf closures are the orbits
of leaves under the action of an abelian Lie algebra a of transverse Killing fields,
called the structural Killing algebra of (M,F), at least if M is simply-connected or
more generally for Killing foliations (Definition 4.1). We will speak of an isometric
transverse action of a on (M,F).
The idea now is to pass from the basic cohomologyH∗(M,F) whose Betti numbers
we are interested in to a-equivariant basic cohomology H∗a (M,F) which is defined
in analogy to ordinary equivariant cohomology via the language of g⋆-algebras.
H∗a (M,F) has a natural algebra structure over the polynomial ring S(a
∗). Just
as for torus actions, a special class of transverse actions will turn out to be of
particular importance, namely those that are equivariantly formal: these are actions
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for which H∗a (M,F) ∼= S(a
∗) ⊗ H∗(M,F) as S(a∗)-modules. Many results from
the theory of torus actions obtained via equivariant cohomology can be transferred
to Riemannian foliations. For instance, we have the following (Theorem 5.5) in
spirit of the above motivation – in the subsequent theorems, assume that F is a
transversely oriented Killing foliation of codimension q on a complete manifold M
with structural Killing algebra a such that M/F is compact, and denote by C the
union of the closed leaves of F .
Theorem 1. We have
dimH∗(C/F) = dimH∗(C,F) ≤ dimH∗(M,F),
and equality is valid if and only if the a-action on (M,F) is equivariantly formal.
In case of an equivariantly formal action the Poincare´ series Pt(M,F) of H∗(M,F)
can be recovered from the equivariant Poincare´ series P at (M,F) of H
∗
a (M,F). We
find verifiable sufficient conditions for equivariant formality which at the same time
guarantee the computability of P at (M,F); hence, these conditions enable us to
compute Pt(M,F). In this way we prove (Theorem 6.4)
Theorem 2. Any basic Morse-Bott function f : M → R with critical set C is
perfect, i.e.,
Pt(M,F) =
∑
N
tλNPt(N/F),
where N runs over the components of C, and λN is the index of f at the critical
manifold N .
and (Theorem 8.4)
Theorem 3. If M/F is a simple, convex polytope of dimension dim a such that
the vertices correspond to the closed leaves, then
Pt(M,F) =
∑
i
λit
q−2i(1− t2)i,
where λi denotes the number of faces of M/F of dimension i.
The latter theorem follows from (Corollary 7.4)
Theorem 4. If the a-action on (M,F) is equivariantly formal, then
Pt(M,F) =
∑
X
tcodimX(1− t2)trdimLXPt(X/F),
where X runs over the components of infinitesimal orbit type manifolds and LX
is any leaf in X. Here, the transverse dimension of the leaf LX is defined as
trdimLX = dimLX − dimLX.
To prove these results, two techniques are equally important: On the one hand,
we transfer concepts and results from ordinary equivariant cohomology to the equi-
variant basic case, like a Borel localization theorem (Theorem 5.2):
Theorem 5. The natural restriction map
Ĥ∗a (M,F)→ Ĥ
∗
a (C,F)
is an isomorphism, where Ĥ denotes localization at the zero ideal in S(a∗).
4 OLIVER GOERTSCHES AND DIRK TO¨BEN
On the other hand, we establish a correspondence principle between a transversely
oriented Riemannian foliation F and an associated SO(q)-manifoldW using Molino
theory. It allows us to translate basic data of the foliation to equivariant data of
the SO(q)-action and back. Most importantly it yields (Proposition 4.9)
Theorem 6. H∗a (M,F) ∼= H
∗
SO(q)(W ) as graded rings.
This links equivariant basic cohomology of (M,F) closely to ordinary equivariant
cohomology of the associated SO(q)-manifold W . In particular (Proposition 4.11),
it relates the condition of equivariant formality of the transverse a-action to the
Cohen-Macaulay property of the SO(q)-action on W . As all isotropy algebras of
the SO(q)-action are abelian, the latter property behaves like in the case of torus
actions, for which it was investigated in [GT 2009].
Besides being useful as a tool to prove results on classical basic cohomology like the
theorems listed above, we think that equivariant basic cohomology is interesting in
its own right as a new invariant for Killing foliations. Results in this direction are
the calculations in Section 3.5, the computability of the equivariant basic Poincare´
series in terms of the stratification of M induced by the a-action even in case the
a-action is not equivariantly formal (Theorem 7.2) or the equivariant basic Morse-
Bott inequalities (Theorem 6.2). It is conceivable that our technique allows one
to translate more results on torus actions and their equivariant cohomology to the
theory of Killing foliations.
In Section 2 we define transverse actions on foliated manifolds and isometric trans-
verse actions for Riemannian foliations. We mention Molino’s result to be explained
in detail in Section 4 that a Riemannian foliation on a simply-connected manifold,
or more generally a Killing foliation, has a natural isometric transverse action of
the so-called structural Killing algebra whose orbits are the leaf closures.
We observe in Section 3 that a transverse action of a Lie algebra g on a foliated
manifold (M,F) induces the structure of a g⋆-algebra on the complex of basic
forms Ω(M,F). This leads to the notion of equivariant basic cohomology denoted
byH∗g(M,F). In the remainder of the section we prove elementary properties of this
equivariant cohomology theory and introduce the notion of equivariant formality.
In Section 4 we establish the correspondence between (M,F) and the SO(q)-
manifold W described above, and in particular Theorem 6. Besides equivariant
cohomology this correspondence also links the respective isotropy algebras and
stratifications.
The Borel-type localization theorem (Theorem 5) and its immediate corollaries
(e.g., Theorem 1) are covered in Section 5.
We use the correspondence principle to reduce (equivariant) basic Morse Bott the-
ory on (M,F) to (equivariant) Morse-Bott theory on (W,SO(q)) in Section 6. In
particular we prove Theorem 2 and the equivariant basic Morse-Bott inequalities.
With the help of the equivariant Gysin sequence, which is investigated in Appendix
A, we calculate in Section 7 for a certain class of G-manifolds W the equivariant
Poincare´ series of H∗G(W ). Via the correspondence principle, this yields an expres-
sion for the Poincare´ series of H∗a (M,F) (Theorem 7.2), which in the special case
of an equivariantly formal a-action gives Theorem 4.
The expression for the Poincare´ series of H∗a (M,F) mentioned above contains the
Poincare´ polynomials of the spaces X/F , where X runs through the components
of infinitesimal orbit type manifolds. If M/F is a simple, convex polytope as a
EQUIVARIANT BASIC COHOMOLOGY 5
stratified space, these polynomials are as simple as possible. In Section 8 it turns
out that in this case the a-action is automatically equivariantly formal and we derive
Theorem 3.
Acknowledgements: The second author is grateful to Steven Hurder for various
discussions on the topology of foliations.
2. Transverse actions
Let F be a foliation on a manifoldM . By Ξ(F) we denote the space of differentiable
vector fields on M that are tangent to the leaves. A vector field X on M is said to
be foliate if for every Y ∈ Ξ(F) the Lie bracket [X,Y ] also belongs to Ξ(F). See
[Mol 1988, Proposition 2.2] for a geometric characterization of foliate fields. The
set L(M,F) of foliate fields is the normalizer of Ξ(F) in the Lie algebra Ξ(M) of
vector fields on M and therefore a Lie sub-algebra of Ξ(M). We call the projection
of a foliate field X to TM/TF a transverse field. The set l(M,F) = L(M,F)/Ξ(F)
of transverse fields is also a Lie algebra inheriting the Lie bracket from L(M,F).
Definition 2.1. A transverse action of a finite-dimensional Lie algebra g on the
foliated manifold (M,F) is a Lie algebra homomorphism g→ l(M,F).
Given a transverse action of g, we will denote the transverse field associated to
X ∈ g by X∗ ∈ l(M,F). If F is the trivial foliation by points, this notion coincides
with the usual notion of an infinitesimal action on the manifold M .
We assume our actions to be effective unless otherwise stated, i.e., X = 0 whenever
X∗ = 0. Let U be a foliation chart domain and p : U → U/F the projection. Then
the transverse action of g descends to an ordinary action of g on U/F . In this
way p becomes g-equivariant. We consider the distribution g · F of varying rank
defined by (g · F)p = {X
∗
p | X ∈ g} + TpF . Note that {X
∗
p | X ∈ g} by definition
is not a subspace of TpM ; nevertheless, (g · F)p is well-defined. The distribution
g · F is spanned by the set of vector fields D = Ξ(F) ∪ {Y ∈ Ξ(M) | for some X ∈
g the associated transverse field of Y coincides with X∗}. One can show that g · F
is invariant under the local flows of vector fields in D (it follows g · F = PD in
the notation of Sussmann [Sus 1973]). By [Sus 1973, Theorem 4.2], g · F has the
maximal integral manifolds property [Sus 1973, p. 178]. The orbits of D as defined
by Sussmann constitute these maximal integral manifolds [Sus 1973, Theorem 4.1],
and coincide with the accessible sets of Stefan [Ste 1974]. By [Ste 1974, Theorem
4] these define a singular foliation which is everywhere tangent to g · F . We will
use g · F synonymously for the distribution and its singular foliation. The leaf of
g · F through a point p contains the leaf Lp ∈ F through p. We will denote it by
g · Lp and refer to it as the g-orbit of the leaf Lp.
If the rank of g · F is constant, then g · F is a foliation. If for any v ∈ TM/TF
there is an X ∈ g with X∗p = v, where p is the foot point of v, we call the action
transitive; then the orbit of a leaf is a connected component of M . The action is
free, if X = 0 whenever X∗p = 0 for some p ∈M .
2.1. Isometric transverse actions. In this subsection we will recall the definition
of Riemannian foliations and introduce the notion of an isometric transverse action.
As the main example to be kept in mind for Section 3 we mention a result of Molino,
which in our language states the existence of a distinguished (local) transverse
action on a manifold with a Riemannian foliation whose orbits are the leaf closures.
The construction of this action will be explained in Section 4.1.
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Let F be a foliation and g a metric on TM/TF , called transverse metric. Let
U ⊂M be a foliation chart domain with projection p : U → V ⊂ Rq defining F on
U as the fibers. If for every such projection p any two vectors v, w ∈ TU/TF with
p∗v = p∗w have the same length with respect to g we say that F is a Riemannian
foliation. In this case V ∼= U/F can be endowed with a metric p∗g such that p :
(U, g)→ (U/F , p∗g) becomes a Riemannian submersion. In this sense a Riemannian
foliation is locally given by Riemannian submersions. We pull back the Levi-Civita
connection from (U/F , p∗g) to U . These connections coincide on overlaps because
of the uniqueness of the Levi-Civita connection. We obtain a basic Riemannian
connection, where basic means that the local transverse fields l(U,F) are parallel
along the leaves with respect to this connection.
Let F be a Riemannian foliation with transverse metric g on a complete manifold
M . A vector field X with LXg = 0 is automatically foliate [Mol 1988, Lemma 3.5]
and we call its transverse field a transverse Killing field. The defining condition is
closed under the Lie bracket and therefore the set of transverse Killing fields denoted
by iso(M,F , g) ⊂ l(M,F) is a Lie algebra. A transverse action g→ iso(M,F, g) is
called an isometric transverse action. As above let U be a foliate chart domain and
p : (U, g) → (U/F , p∗g) the projection. Then the transverse action of g descends
to an action of g on U/F by Killing fields with respect to the projected metric
p∗g. Since a Killing field X on U/F is uniquely determined by Xp and (∇X)p
for any p ∈ U/F , so is every transverse Killing field; here ∇ denotes the Levi-
Civita connection of (U/F , p∗g). Note that g · F is a singular Riemannian foliation
(see [Mol 1988, p. 189]) in the sense of Molino. The proof given in [Mol 1988,
Proposition 6.2] is stated for the partition F = {L | L ∈ F} of M by leaf closures,
but also valid for g ·F . In fact, the proof makes essential use of Theorem 2.2 below.
In Section 4.1 we will recall the definition of a Killing foliation (see [Moz 1985]
or [Mol 1988, Section 5.5]). Until then it is sufficient to know that a Riemannian
foliation on a simply-connected manifold is automatically a Killing foliation. Iso-
metric transverse actions appear naturally for Killing foliations due to the following
theorem, which is a reformulation of [Mol 1988, Theorem 5.2] from our equivariant
point of view. The details will be given in Section 4.1.
Theorem 2.2. Let F be a Killing foliation on a complete manifold M . Then there
exists an effective isometric transverse action of an abelian Lie algebra a, called
structural Killing algebra, such that a · F = F .
Note that from a ·F = F it follows that the zero setMa of the a-action is the union
of closed leaves. If the transverse action of a is free, then F is a regular foliation.
If it is transitive then all leaves are dense in M .
3. Equivariant basic cohomology of transverse actions
The goal of this section is to introduce equivariant basic cohomology of a transverse
action on a foliated manifold. As motivation, we first review the topological defini-
tion of equivariant cohomology of an action on a Lie group G on a manifold via the
Borel construction. In case G is compact and connected, this object depends only
on the induced infinitesimal action of the Lie algebra g. To define the equivariant
cohomology of an arbitrary infinitesimal action, the natural subsitute of the Borel
construction is its well-known de-Rham-theoretic analogue in which the classifying
space is replaced by the Weil algebra, see Example 3.5. In case the action is in-
duced by the action of a compact, connected Lie group, this so-called Weil model
of equivariant cohomology coincides with the previous definition.
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Following [GS 1999] we extend this definition of equivariant cohomology to g⋆-
algebras, as introduced by Cartan [Car 1950, Section 4] (see also e.g. [GS 1999,
Definition 2.3.1] or [KT 1975, Definition 3.13]). We only introduce this definition
as a motivation, as it will not be used in the subsequent sections. Instead, we will
make constant use of yet another model, the Cartan model, which is isomorphic to
the Weil model.
Given a foliation F on a manifold M with a transverse action of a Lie algebra g, we
will show in Proposition 3.12 that the complex of basic differential forms Ω(M,F) is
a g⋆-algebra. This allows us to define the equivariant basic cohomology H∗g(M,F)
as a special case of the above general construction.
3.1. Equivariant cohomology of Lie group actions: the Borel construc-
tion. Let M be a G-manifold. Let EG be the classifying space of G, i.e., a con-
tractible space on which G acts freely. This space is unique up to G-homotopy
equivalence. The projection EG → BG := EG/G is called universal G-bundle.
The Borel construction/homotopy quotient MG is defined as
MG := EG×G M,
and the equivariant cohomology H∗G(M) is defined as H
∗
G(M) := H
∗(MG), where
the latter denotes singular cohomology with real coefficients.
3.2. Equivariant cohomology of g⋆-algebras.
Definition 3.1. Let g be a finite-dimensional Lie algebra and A =
⊕
Ak a Z-
graded algebra. We call A a (graded) g⋆-algebra or differential graded g-algebra if
there is a derivation d : A → A of degree 1 and derivations iX : A → A of degree
−1 and LX : A→ A of degree 0 for all X ∈ g such that:
(1) d2 = 0
(2) i2X = 0
(3) [LX , LY ] = L[X,Y ]
(4) [LX , iY ] = i[X,Y ]
(5) LX = diX + iXd.
In [GS 1999, Chapter 2] there is a reformulation of this definition phrased in the lan-
guage of superalgebra: Putting together the homomorphisms i : g → DerA;X 7→
iX , L : g→ DerA;X 7→ LX and the differential d, one obtains an action of the Lie
super algebra g⋆ = g⊕ g⊕ R, equipped with a natural Lie super bracket encoding
the above identities, by superderivations on A.
Example 3.2. An infinitesimal action of a finite-dimensional Lie algebra g on a
manifold M induces a g⋆-algebra structure on the de Rham complex Ω∗(M).
Example 3.3. The Weil algebra W (g) = Λ(g∗)⊗S(g∗) of a finite-dimensional Lie
algebra g, the tensor product of the exterior and the symmetric algebra of g∗, is an
acyclic g⋆-algebra, i.e., H(W (g), d) = R. See [GS 1999, Theorem 3.2.1], [Car 1949]
or [KT 1975, Lemma 4.3] for the definitions of iX , LX , d and the proof.
Definition 3.4. Let A be a g⋆-algebra. Then Abas g = {ω ∈ A | iXω = LXω =
0 for all X ∈ g} is d-invariant. It is called the basic subcomplex of A.
We define the equivariant cohomology of an arbitrary g⋆-algebra A as
(3.1) H∗g(A) = H((W (g)⊗A)bas g, d).
Here the g⋆-algebra structure on the tensor product is naturally extended from the
factors.
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Example 3.5. Consider an infinitesimal action of a finite-dimensional Lie algebra
g on a manifold M given by a homomorphism τ : g→ Ξ(M). Let W (g) = Λ(g∗)⊗
S(g∗) be the Weil algebra of g. Its basic complex Bg = W (g)bas g is the ring of g-
invariant polynomials S(g∗)g. In analogy to the Borel construction, the equivariant
cohomology H∗g(M) is defined as
H∗g(M) := H
∗
g(Ω(M)) = H((W (g)⊗ Ω(M))bas g, d).
If the action is induced by the action of a compact, connected Lie group G we have
(3.2) H∗G(M) = H
∗
g(M)
by the equivariant de Rham Theorem, see e.g. [GS 1999, Theorem 2.5.1]. In this
case Hg(M) is called the Weil model of equivariant cohomology.
Another way to define the equivariant cohomology of an arbitrary g⋆-algebra A is
the following. First define the Cartan complex
Cg(A) := (S(g
∗)⊗A)g.
Here the superscript denotes the subspace of g-invariant elements, i.e., those ω ∈
S(g∗) ⊗ A for which LXω = 0 for all X ∈ g. The differential dg of the Cartan
complex Cg(A) is defined by
(dgω)(X) = d(ω(X)) + iX(ω(X)),
where we consider an element in Cg(A) as a g-equivariant polynomial map g→ A,
see [GS 1999, p. 45]. Choosing a basis {Xi}i=1,...,r of g with dual basis {ui}i=1,...,r
of g∗ we have
dgω := dω +
r∑
i=1
iXi(ω)ui.
Now the equivariant cohomology of the g⋆-algebra A is defined as
(3.3) Hg(A) := H(Cg(A), dg).
There is a natural S(g∗)g-algebra structure on H∗g(A), see [GS 1999, Section 6.6].
This so-called Cartan model of equivariant cohomology is isomorphic to the former
definition (3.1) via the Mathai-Quillen isomorphism, see [GS 1999, Section 4.1 and
4.9.2]. From now on we will only use the Cartan model.
For the following definition compare [GS 1999, Definition 2.3.4] and [GLS 1996,
Appendix B, p. 182].
Definition 3.6. Let A be a g⋆-algebra. Let Xi ∈ g be a basis of g. Then A is free
if there are θi ∈ A1 such that iXj (θi) = δij . If in addition the θi can be chosen such
that their span in A1 is g-invariant, then A is said to be of type (C).
Note that a free g⋆-algebra A is automatically of type (C) if the action of g on A
is induced by an action of a compact Lie group.
Example 3.7. If an infinitesimal isometric action of a finite-dimensional Lie al-
gebra g on a manifold M is free, then the g∗-algebra Ω(M) is of type (C).
The following proposition generalizes the fact that the equivariant cohomology of a
(locally) free Lie group action is the cohomology of the orbit space, see [GGK 2002,
Appendix C.2].
Proposition 3.8. Let A be a g⋆-algebra of type (C). Then H∗g(A) = H
∗(Abas g).
Proof. See [GS 1999, Section 5.1] or [GLS 1996, Proposition B.8.1]. 
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There is a proof of the following proposition using the Weil model, see [GS 1999,
Section 4.6]. We think it is helpful to see how it can be proven in the Cartan model.
Proposition 3.9. Let A be an (h × k)⋆-algebra with Ak = 0 for k < 0, which
is of type (C) as an h⋆-algebra. If either Ak = A or the k⋆-algebra structure on
A is compatible with the action of a compact connected Lie group in the sense of
[GS 1999, Definition 2.3.1], then
H∗h×k(A) = H
∗
k (Abas h)
as S(k∗)-algebras.
Proof. The two sides of the equation are the cohomologies of the complexes
C = ((S(k∗)⊗ S(h∗)⊗A)k×h, dh×k)
and
C′ = ((S(k∗)⊗Abas h)
k, dk),
respectively. We have a natural inclusion i : C′ →֒ C of complexes and thereby
obtain a map i♯ : H
∗
k (Abas h)→ H
∗
h×k(A).
We identify C = (S(k∗)⊗ (S(h∗)⊗A)h)k with the space of k-invariant polynomials
k→ (S(h∗)⊗A)h and define δ : C → C via δ(ω)(X) = iX(ω(X)) for all X ∈ k. We
have dh×k = dh+δ and, restricted to C
′, also dk = d+δ. Introducing the bigradings
Cp,q = (Sp(k∗)⊗ ((S(h∗)⊗A)h)q−p)k and C′p,q = (Sp(k∗)⊗Aq−pbas h)
k, we may regard
C and C′ as double complexes with vertical operators dh and d respectively, and δ
as horizontal operator.
The spectral sequences of these double complexes satisfy
E1(C) = (S(k
∗)⊗H∗h(A))
k = (S(k∗)⊗H∗(Abas h))
k = E1(C
′)
by Proposition 3.8 and the assumption on the k⋆-algebra structure: if Ak = A, then
e.g. C = S(k∗)k⊗ (S(h∗)⊗A)h and hence E1(C) = S(k∗)k⊗H∗h(A). In case the k
⋆-
algebra structure is compatible with the action of a compact connected Lie group,
we can use an averaging argument to calculate E1(C) and E1(C
′) as in [GS 1999,
Theorem 6.5.1]. The spectral sequences converge to H∗(C) respectively H∗(C′)
because of the assumption Ak < 0 for k < 0. Hence [GS 1999, Theorem 6.4.2] the
natural map i♯ is an isomorphism. 
3.3. Basic cohomology. Let (M,F) be a foliated manifold of codimension q. A
form ω ∈ Ω(M) is basic if iXω = 0 and LXω = 0 for all X ∈ Ξ(F). We denote
the space of basic k-forms by Ωk(M,F). It is a sub-Ω0(M,F)-module of Ω(M).
The space Ω∗(M,F) equipped with the exterior product, is the algebra of F-basic
differential forms. It is d-invariant. Its cohomology, denoted by H∗(M,F) is the
basic cohomology algebra of (M,F). We call dimHk(M,F) the kth-basic Betti
number.
On a foliation chart domain U with projection p : U → U/F such that the foliation
on U is given by the fibers of p, the pullback p∗ : Ω∗(U/F) → Ω∗(U,F) is an
isomorphism of differential complexes. In particular Ωk(M,F) = 0 and therefore
Hk(M,F) = 0 for k > q.
Example 3.10. Let (M,F) be a simple foliation, i.e., there is a locally trivial
fibration p : M → B of manifolds such that the leaves of M are given as the fibers
of p. Then p∗ : Ω∗(B) → Ω∗(M,F) is an isomorphism of differential complexes
and H∗(B) ∼= H∗(M,F).
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Proposition 3.11. Let F be a Riemannian foliation on a complete manifold M
such that M/F is compact. Then dimH∗(M,F) <∞.
Proof. This result was proven in [ESH 1985, The´ore`me 0] under the more restrictive
assumption of M being compact. Under the assumption of M/F being compact
their proof is still valid as one may replace in [ESH 1985, Corollaire II.5] the notion
of a transverse parallelism on a compact manifold by a complete transverse paral-
lelism on a complete manifold (see Section 4.1) and because their space W (which
coincides with our space W to be introduced in Section 4.1) is still compact due to
M/F =W/S, see Theorem 4.2. 
For more on this topic, see Chapter 2.3 and Appendix B by Sergiescu in [Mol 1988].
3.4. Equivariant basic cohomology. The next observation is fundamental for
this paper.
Proposition 3.12. A transverse action of a finite-dimensional Lie algebra g on a
foliated manifold (M,F) induces the structure of a g⋆-algebra on Ω(M,F).
Proof. Recall that a transverse action is a homomorphism g → l(M,F);X 7→ X∗.
The basic complex Ω(M,F) inherits the differential d from Ω(M). For X ∈ g and
ω ∈ Ω(M,F) let iXω = iX˜ω and LXω = LX˜ω, where X˜ ∈ L(M,F) is any foliate
field whose transverse field isX∗. Note that these operators are well-defined because
ω is basic. We are left to show that iXω and LXω are in Ω(M,F) again, as the
commutation relations in Definition 3.1 are inherited from Ω(M). Let A ∈ Ξ(F).
Then
iAiXω = iAiX˜ω = −iX˜ iAω︸︷︷︸
=0
= 0
and
LAiXω = LAiX˜ω = iX˜ LAω︸︷︷︸
=0
+i[A,X˜]ω = 0.
Here the last summand is zero since [A, X˜] ∈ Ξ(F). So iXω ∈ Ω(M,F). Similarly
LXω ∈ Ω(M,F). 
This proposition enables us to apply the general construction of equivariant coho-
mology of a g∗-algebra (via the Cartan model), see (3.3), to Ω(M,F).
Definition 3.13. For a foliated manifold (M,F) with a transverse action of a
finite-dimensional Lie algebra g we write
Ωg(M,F) := Cg(Ω(M,F )) = (S(g
∗)⊗ Ω(M,F))g
for the Cartan complex associated to the g∗-algebra Ω(M,F) and call it the complex
of (g-)equivariant (F-)basic forms. The equivariant basic cohomology of the g-
action on (M,F) is
Hg(M,F) := Hg(Ω(M,F)) = H(Ωg(M,F), dg).
Example 3.14. Let π : M → B a locally trivial fibration with connected fibers.
We consider the set of fibers as a foliation F on M . Assume that there is an
infinitesimal action on B by a finite-dimensional Lie algebra g. Then we can define
a transverse action on (M,F) by g such that π becomes g-equivariant with respect
to these (transverse) actions. Then
Hg(B) = Hg(M,F).
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If moreover the action of g on B is integrable to an action of a compact connected
Lie group G then HG(B) = Hg(B) = Hg(M,F).
Lemma 3.15. Let F be a Killing foliation on a complete manifold M with struc-
tural Killing algebra a. Then for any F-saturated open (hence a-invariant) subset
U ⊂M , we have Ω(U,F)a = Ω(U,F). In particular, Ωa(U,F) = Ω(U,F)⊗ S(a∗).
Proof. We use the notation of [Mol 1988, Appendix D by E. Salem]. See also
[Sal 1988]. Let {Ui} be a covering ofM by foliation chart domains with transversals
Ti ⊂ Ui. Then a acts isometrically on the Riemannian manifolds Ti. For small
elements X ∈ a, the transformation expX is an element of the closure of the
holonomy pseudogroup of F , see [Mol 1988, p. 287]. Thus the basic forms are
a-invariant. 
Proposition 3.16. Let F be a Killing foliation on a complete manifold M with
structural Killing algebra a. Let U and V be F-saturated open subsets of M . Then
the Mayer-Vietoris sequence
. . . −→ H∗a (U ∪ V,F) −→ H
∗
a (U,F)⊕H
∗
a (V,F) −→ H
∗
a (U ∩ V,F) −→ . . .
is exact.
Proof. We have that
0 −→ Ω∗(U ∪ V,F) −→ Ω∗(U,F)⊕ Ω∗(V,F) −→ Ω∗(U ∩ V,F) −→ 0
is a short exact sequence of a⋆-modules. By Lemma 3.15, tensoring with S(a∗)
gives the short exact sequence
0 −→ Ω∗a(U ∪ V,F) −→ Ω
∗
a(U,F)⊕ Ω
∗
a(V,F) −→ Ω
∗
a(U ∩ V,F) −→ 0
which induces the long exact Mayer-Vietoris sequence. Note that the argument
in [GS 1999, Section 4.8] cannot be used for transverse actions of arbitrary Lie
algebras as for infinitesimal actions there is no averaging process available. 
3.5. Basic calculations.
Lemma 3.17. Let F be a Riemannian foliation on a complete manifold M with
transverse metric g and U ⊂ M be F-saturated and open. If all leaves of F in U
are closed then H∗(U,F) = H∗(U/F).
Proof. Let π :M →M/F be the projection. By [Mol 1988, Proposition 3.7] M/F
carries the structure of an orbifold (note that the assumption of compact leaves
can be relaxed to require only closed leaves). The map π∗ : Ω(U/F) → Ω(U,F)
is an isomorphism of differential complexes, where the left object is the space of
orbifold differential forms. H∗(U,F) = H∗(U/F) follows. The right hand side may
be interpreted as the cohomology of Ω(U/F) or the singular cohomology of U/F
by [Sat 1956, Theorem 1]. 
Lemma 3.18. Let F be a Riemannian foliation on a manifold M with transverse
metric g. Consider an isometric transverse action of a Lie algebra g on (M,F).
If the g-action is free then the g⋆-algebra Ω(M,F) is of type (C) and Hg(M,F) =
H∗(M, gF). If M is complete and all leaves of gF in U are closed then for every
F-saturated, open subset U ⊂M we have Hg(U,F) = H(U/gF).
Proof. Recall from the proof of Proposition 3.12 the definition of the g⋆-algebra
structure on Ω(M,F): for X ∈ g we have iXω = iX˜ω and LXω = LX˜ω, where
X˜ ∈ L(M,F) is any foliate field whose transverse field is X∗. Let Xi
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g and let θi ∈ Ω1(M) such that iX˜iθj = δij and ker θi(p) ⊃ TpF ⊕ (g · p)
⊥. Here,
(g ·p)⊥ is the g-orthogonal complement of g ·p in TpM/TpF , and thus TpF⊕(g ·p)⊥
is in a natural way a subspace of TpM . We claim θi ∈ Ω1(M,F). By definition θi
is horizontal. For X ∈ Ξ(F) we have
(LXθi)(Y ) = LXθi(Y )− θi([X,Y ])
for all vector fields Y . For Y = X˜j the first summand is Xδij = 0 and the second
vanishes because [X, X˜j] ∈ Ξ(F) as X˜j ∈ L(M,F). Now let Y be transversely
orthogonal to the g-orbits, i.e., Yp ∈ TpF ⊕ (g · p)⊥ for all p. Then the first
summand vanishes and for the second observe that because of
0 = (LXg)(X˜j, Y )
= Xg(X˜j, Y )− g([X, X˜j], Y )− g(X˜j, [X,Y ]) = −g(X˜j , [X,Y ]),
[X,Y ] is transversely orthogonal to the g-orbits. In this calculation we considered
g as a degenerate metric on TM with kernel TF . This proves the claim.
Next we will show that the span of the θi, the connection elements, is g-invariant.
We have
(LXjθi)(Y ) = (LX˜jθi)(Y ) = LX˜jθi(Y )− θi([X˜j , Y ])
Both summands on the right hand side are zero for Y ∈ Ξ(F) because X˜j is foliate,
and for Y transversely orthogonal to the g-orbits because the space of transversely
orthogonal vector fields is g-invariant by a calculation using LX˜kg = 0 as before.
So kerLXjθi(p) ⊃ TpF ⊕ (g · p)
⊥. For Y = X˜k the first summand is zero and the
second is constant because g is a Lie algebra. Thus LXjθi is a linear combination
of the θj . It follows that Ω(M,F) is of type (C).
Then by Proposition 3.8 we have H∗g(Ω(M,F)) = H
∗(Ω(M,F)bas g). The fact that
Ω(M,F)bas g consists of those elements in Ω(M) that are horizontal and invariant
with respect to Ξ(F) and g implies Ω(M,F)bas g = Ω(M, gF). Now the last state-
ment of the Lemma follows from Lemma 3.17 because if g acts freely then g · F is
a Riemannian foliation. 
Now let F be a Killing foliation on a complete manifold M with structural algebra
a. Recall from Theorem 2.2 that a is abelian and a · F = F . Together with the
previous result we obtain:
Corollary 3.19. If the structural algebra a of (M,F) acts freely on an open, F-
saturated subset U ⊂M , then H∗a (U,F) = H
∗(U/F).
The next result is a generalization.
Corollary 3.20. If a acts with only one isotropy algebra k on an open, F-saturated
subset U ⊂M , then Ha(U,F) = H∗(U/F)⊗ S(k∗).
Proof. Let k′ be a complement of k in a. We have Ωa(U,F) = S(a∗)⊗ Ω(U,F)a =
S(a∗) ⊗ Ω(U,F) = S(k∗) ⊗ (S(k′∗) ⊗ Ω(U,F)) by Lemma 3.15. The equivariant
differential da leaves the space S(k
′∗) ⊗ Ω(U,F) invariant and is zero on S(k∗).
Thus, H∗a (U,F) = S(k
∗)⊗H∗(S(k′∗)⊗Ω(U,F), dk′) = S(k
∗)⊗H∗k′(U,F) = S(k
∗)⊗
H∗(U, k′F); the last equality is due to Lemma 3.18. Since k′F = aF = F the claim
follows. 
For any leaf L we may apply the corollary to F , restricted to the complete manifold
L.
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Corollary 3.21. For every leaf L of F we have H∗a (L,F) = S(a
∗
L).
Here, aL is the unique a-isotropy algebra of the a-action on L, see Section 4.2.
3.6. Equivariantly formal actions. The results from this subsection are trans-
ferred from [GS 1999, Section 6.5] to our case. Let g be a transverse action on a
foliated manifold (M,F).
If the transverse action of g is trivial, then we haveH∗g(M,F) = S(g
∗)g⊗H∗(M,F)
as S(g∗)g-modules (even as S(g∗)g-algebras). In analogy to the case of Lie group
actions on manifolds we define
Definition 3.22. If H∗g(M,F) ∼= S(g
∗)g ⊗H∗(M,F) as S(g∗)g-modules, we call
the g-action equivariantly formal.
For Lie group actions, this property was studied in detail in [GKM 1998]. See
also [GS 1999, Section 6.9]. From now on, let (M,F) be a Killing foliation with
structural Killing algebra a. Recall Ωa(M,F) = S(a∗)⊗ Ω(M,F) by Lemma 3.15.
Theorem 3.23. The spectral sequence of the double complex
Ωp,qa (M,F) := S
p(a∗)⊗ Ωq−p(M,F)
with vertical operator d and horizontal operator δ defined by δ(ω)(X) = iX(ω(X))
has
Ep,q1 = S
p(a∗)⊗Hq−p(M,F)
and converges to H∗a (M,F).
Note that for the convergence we require the factHd(M,F) = 0 for all d > codimF .
For a general transverse action of a Lie algebra g the spectral sequence of the double
complex Ωp,qg (M,F) = (S
p(g∗) ⊗ Ωq−p(M,F))g still exists, but the shape of the
E1-term is unclear as it might happen that Ω(M,F)g ( Ω(M,F) and there is
no averaging process available (which is needed to imitate the proof of [GS 1999,
Theorem 6.5.1]).
As in [GS 1999, Theorem 6.6.1], Theorem 3.23 implies
Proposition 3.24. If dimH∗(M,F) < ∞, then H∗a (M,F) is a finitely generated
S(a∗)-module.
Combining this with Proposition 3.11, we obtain
Corollary 3.25. If M/F is compact, then H∗a (M,F) is a finitely generated S(a
∗)-
module.
Proposition 3.26. The transverse action is equivariantly formal if and only if the
spectral sequence of the double complex Ωp,qa (M,F) collapses at the E1-stage.
Proof. This is a standard argument based on the rank of the Ek-terms of the
spectral sequence as modules over S(a∗), see e.g. [GGK 2002, Lemma C.24]. 
Corollary 3.27 ([GS 1999, Theorem 6.5.3]). If Hodd(M,F) = 0 then the trans-
verse action of a is equivariantly formal.
Corollary 3.28. The transverse action is equivariantly formal if and only if the
natural map H∗a (M,F)→ H
∗(M,F) is surjective.
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Proof. By Proposition 3.26, equivariant formality of the transverse action is equiv-
alent to the vanishing of all higher differentials d1 = δ, d2, d3, . . . in the spectral
sequence of the double complex Ωp,qa (M,F). By definition of the higher differen-
tials (see e.g. Section 6.1 in [GS 1999]) it is thus clear that in case the action is
equivariantly formal, every closed form in H∗(M,F) can be extended to a closed
equivariant form.
If conversely H∗a (M,F) → H
∗(M,F) is surjective, then d1 vanishes on E
0,∗
1 . As
d1 vanishes on S(g
∗)g = E∗,01 as well, it is linear with respect to the S(a
∗)-module
structure of E1, hence d1 = 0. Thus E2 = E1 and the same argument applies
inductively to the higher differentials. See also the proof of [McC 2001, Theorem
5.10]. 
For standard torus actions, the following criterion for equivariant formality was
proven in [AP 1993, Corollary (4.2.3)].
Proposition 3.29. The transverse action of a is equivariantly formal if and only
if H∗a(M,F) is a free S(a
∗)-module.
Proof. By definition of equivariant formality, we need to show that if H∗a (M,F) is
a free S(a∗)-module, then dimH∗a (M,F)⊗S(a∗) R = dimH
∗(M,F).
The proof carries over almost verbatim from [AP 1993, Proposition (3.3.15)]. We
prove that without any assumption on H∗a(M,F) there is an Eilenberg-Moore spec-
tral sequence converging toH∗(M,F) with E2-term equal to Tor
S(a∗)
∗ (H
∗
a (M,F),R).
Compare [Hsi 1975, Example 1, p. 38] for the Eilenberg-Moore spectral sequence
in the case of a Lie group action.
Consider the fourth quadrant double complex
Cp,q = Ωp+2qa (M,F)⊗ Λ
−q(a∗),
where p ≥ 0 and q ≤ 0, with differentials d1 : Cp,q → Cp+1,q given by d1(ω ⊗ 1) =
daω ⊗ 1 and d1(1 ⊗ s) = 0 for all s ∈ a∗, and d2 : Cp,q → Cp,q+1 given by
d2(1 ⊗ s) = s ⊗ 1 and d2(ω ⊗ 1) = 0. We obtain two spectral sequences with E2-
terms H(H(C∗,∗, d1), d2) and H(H(C
∗,∗, d2), d1), respectively, both converging to
H(C∗,∗, d1 + d2). Let us first consider the latter.
Recall that if r = dim a, then
0→ S(a∗)⊗ Λr(a∗)→ . . .→ S(a∗)⊗ Λ1(a∗)→ S(a∗)→ R→ 0,
where the maps are defined analogously to d2, is a free resolution of the S(a
∗)-
module R, called Koszul resolution. Tensoring this sequence with Ω∗a(M,F) and
deleting the last term, we obtain the complex
0→ Ω∗−2ra (M,F)⊗ Λ
r(a∗)
d2→ . . .
d2→ Ω∗−2a (M,F)⊗ Λ
1(a∗)
d2→ Ω∗a(M,F)→ 0,
whose cohomology on the one hand equals H(C∗,∗, d2), and on the other hand
computes TorS(a
∗)
∗ (Ω
∗
a(M,F),R). As Ω
∗
a(M,F) is a free S(a
∗)-module, H(C∗,∗, d2)
consists of only one row, namely Ω∗a(M,F) ⊗S(a∗) R, whose d1-cohomology equals
H∗(M,F).
An analogous argument shows that the other spectral sequence has E2-term equal
to TorS(a
∗)
∗ (H
∗
a (M,F),R). Because of freeness of H
∗
a (M,F) this is the same as
H∗a (M,F)⊗S(a∗) R and the spectral sequence therefore collapses at E2. It follows
dimH∗a (M,F)⊗S(a∗) R = dimH
∗(M,F). 
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4. The correspondence principle
In this section we will review Molino’s construction of an O(q)-manifold W associ-
ated to a Riemannian foliation F on a complete manifold M and find a correspon-
dence between basic data of (M,F) and equivariant data of (W,O(q)).
4.1. The Molino bundle. Let M be a complete, connected n-dimensional man-
ifold with a Riemannian foliation F and transverse metric g. We denote the codi-
mension of F by q. Let P = M̂ be the principal S = O(q)-bundle over M of
orthonormal frames of νF = TM/TF , the Molino bundle of (M,F). We denote
the natural projection P → M by π. If (M,F) is transversely orientable then P
has two connected SO(q)-invariant components. A choice of transverse orientation
corresponds to a choice of a component. In this case we will by abuse of notation
denote this component also by P and let S = SO(q). The normal bundle νF is
associated to P , and we denote the connection form on P corresponding to the
basic Riemannian connection ∇ on νF introduced in Section 2.1 by ω. We write
H1 := kerω for the S-invariant horizontal distribution. The manifold P carries a
natural foliation E obtained by horizontally lifting the leaves of M . This foliation
is S-invariant, i.e., S maps leaves to leaves. By construction ω is a basic form with
respect to E , i.e., iXω = 0 and LXω = 0 for all X ∈ Ξ(E). In particular, we may
regard ω as a map ω : νE → so(q). We write H := H1/TE for the transverse hor-
izontal distribution. Now we lift the transverse metric g on νF to an S-invariant
metric on the S-invariant distribution H of νE . Recall [Mol 1988, p. 70, p. 148] the
fundamental 1-form θ : νE → Rq defined by
θ(Xxˆ) = xˆ
−1(π∗(Xxˆ))
where xˆ is an orthonormal frame of νxF , understood as the isomorphism xˆ : Rq →
νxF sending the canonical basis to the frame, and Xxˆ ∈ νxˆE = TxˆP/TxˆE . The
fundamental 1-form θ is E-basic by [Mol 1988, Lemma 2.1 (i)]. By definition, the
standard scalar product on Rq, pulled back with θ to a degenerate metric on νE ,
coincides with π∗g. We consider the E-basic, S-equivariant map θ ⊕ ω : νE →
Rq ⊕ so(q). Pulling back the sum of the standard scalar product on Rq and an
arbitrary (unique up to a scalar) biinvariant metric on so(q) with θ⊕ω yields an S-
invariant E-transverse metric gP on (P, E) with respect to which E is a Riemannian
foliation. The projection π becomes a transversely Riemannian submersion, i.e.,
π∗ : νE → νF is surjective and the restriction π∗ : H → νF is orthogonal at any
point.
Molino argued that the foliation E has a global transverse parallelism, i.e., νE is
parallelizable by transverse fields (we say E is TP), see [Mol 1988, p. 82, p. 148].
Using the metric gP constructed above we can slightly extend this argument to
obtain a complete transverse parallelism (we say E is TC), i.e., the transverse fields
giving the parallelization have complete representatives in L(P, E): We choose an
orthonormal basis of Rq⊕so(q) compatible with the direct sum decomposition. The
pull-back gives an orthonormal transverse parallelism of E . Moreover, since P is
complete (as M is complete) and since these transverse fields have constant length
by construction of the metric, they have complete representatives in L(P, E).
Let C(P, E) be the sheaf of local transverse fields that commute with all global
transverse fields, called commuting sheaf of the TP-foliation E , see [Mol 1988, Sec-
tion 4.4]. Its stalk is a Lie algebra g and we write g := C(P, E). Note that by
[Mol 1988, Lemma 4.6] a section X ∈ g(U) on a connected subset U is determined
by its germ Xp ∈ gp
∼= g at a point p. As g(U) ⊂ l(U, E) for U ⊂ P we may say
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that g defines a local transverse action on (P, E). This transverse action is isometric
as it commutes with any transverse field and in particular with the orthonormal
transverse parallelism above. Theorem 4.3 of [Mol 1988] says that its orbits are the
leaf closures of E , i.e.,
(4.1) {Xp | X ∈ gp} ⊕ TpE = TpE
for all p. For short, we write g · E = E . Any local section of g is the natural lift of
a local transverse Killing field of M , see [Mol 1988, Proposition 3.4]. The Molino
sheaf of (M,F) is defined as the sheaf on M whose sections are the local transverse
Killing fields that naturally lift to local sections of g. Thus the Molino sheaf of
(M,F) can be identified with the push-forward π∗C(P, E) of the commuting sheaf.
By abuse of notation we also denote the Molino sheaf by g. Its stalk is also g which
we call the structural Killing algebra of (M,F). In Molino’s terminology the Molino
sheaf is called commuting sheaf of (M,F), denoted by C(M,F). A slight difference
is that for him, the structural algebra of (M,F) is the inverse Lie algebra of the
stalk of C(M,F).
Regarding g as a local isometric transverse action on (P, E) and (M,F), we see
that by construction π : P → M is g-equivariant. By Lemma 5.1 of [Mol 1988] π
maps leaf closures of E onto leaf closures of F ; we can change the argument given
there based on the compactness ofM by using the properness of π. Then g ·F = F
follows.
Since E is TP the foliation E by leaf closures is simple, i.e., W := P/E is a manifold
and E is given as the set of fibers of the locally trivial fibration ρ : P → W
([Mol 1988, Proposition 4.1’]), called the basic fibration. As the right action of S
respects E it also respects E by continuity and therefore descends to an action on
W , so that ρ is S-equivariant. Since the transverse metric gP on νE is S- and
g-invariant by [Mol 1988, Proposition 3.4.(ii)], W can be equipped with a metric
gW such that ρ becomes a transversely Riemannian submersion that is equivariant
with respect to the isometric S-actions.
For the next definition note that the Molino sheaf is locally constant by [Mol 1988,
Theorem 5.2].
Definition 4.1 ([Moz 1985]). A Killing foliation is a Riemannian foliation whose
Molino sheaf is globally constant.
A Riemannian foliation on a simply-connected manifold is therefore automatically
a Killing foliation. This important special case was investigated in [Ghy 1984]. If
(M,F) is a Killing foliation, then C(P, E) is also globally constant and thus the
structural Killing algebra g is the center of l(P, E). Identifying g with the Lie algebra
of global sections of the Molino sheaf, g is contained and central in l(M,F). See
also [Mol 1988, Theorem 5.2]. Therefore g is abelian (but not necessarily the full
center of l(M,F)). In order to indicate this we will denote the structural Killing
algebra of a Killing foliation by a. Note that in the case of a Killing foliation the
identities g · E = E and g · F = F from above (see (4.1)) are equivalent to a · E = E
and a·F = F in the sense of transverse actions from Section 2. We sum up Molino’s
results for Killing foliations:
Theorem 4.2. Let F be a Killing foliation on a complete connected manifold M
with structural Killing algebra a. Then the isometric transverse action of a lifts to
a free isometric transverse action of (P, E) which commutes with the right S-action.
Its respective orbits are the leaf closures, i.e., a·E = E and a·F = F . The projection
π : P →M maps leaves to leaves, leaf closures to leaf closures and is a-equivariant.
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The projection ρ : P → W is equivariant with respect to the isometric S-actions
and we obtain the following commutative diagram:
(P, E , a, S)
π

̺ // (W,S)

(M,F , a) // M/F =W/S.
The vertical arrows mean ”mod S”, the horizontal ”mod leaf closures” or ”mod a”.
The bijection M/F =W/S will be explained in Section 4.2.
Example 4.3. Consider an almost effective isometric action without fixed points
of a torus T on a Riemannian manifold M , and a connected, dense Lie subgroup
B ⊂ T that acts locally freely. Denote by F the Riemannian foliation given by
the B-orbits. Note that M/F = M/T . The lifted action of T on P is free. A
B-equivariant (and hence T -equivariant, because B is dense in T ) field on TP
commutes with the fields induced by the b-action and thus is foliate. Conversely, a
transverse field in l(P, E) is B-equivariant because it can be represented by a field
with values in the T -invariant geometric normal bundle of E defined by the natural
Riemannian metric on P . Thus, l(P, E) is the same as the space of T -equivariant
fields on TP/TE.
It follows that the natural map t/b→ l(P, E) maps t/b into the center of l(P, E). The
dimension of the structural Killing algebra is by (4.1) the difference of dimensions
of a leaf and its closure. For any p ∈ P the closure of the leaf through p is Tp,
and thus this difference is dimTp− dim E = dim t/b. It follows that F is a Killing
foliation and t/b is isomorphic to the structural Killing algeba a.
We furthermore have
H∗T (M) = H
∗
a⊕b(M)
= H∗a (Ω(M)bas b)
= H∗a (Ω(M,F))
= H∗a (M,F).
as T is compact
by Proposition 3.9
Example 4.4. As a concrete example for the general construction in Example 4.3
we consider the action of the two-dimensional torus T 2 on S3 = {(z1, z2) ∈ C2 |
|z1|2 + |z2|2 = 1} given by
((t1, t2), (z1, z2)) = (t1z1, t2z2).
For rationally independent reals s1, s2, the image B of the inclusion R → T 2; t 7→
(e2πis1t, e2πis2t) is dense in T 2 and acts locally freely. We refer to the foliation of
S3 by B-orbits as the Hopf flow. It has exactly two closed orbits. In later sections
we will illustrate our methods with this example.
4.2. The a-stratification of (M,F). We will describe the infinitesimal isotropy
stratifcation of the Killing foliation (M,F). Let L be a leaf. The isotropy algebra
ax = {X ∈ a | X∗x = 0} is the same for all points x ∈ L; we set aL := ax. In fact it is
the same for all x ∈ L = a ·L and therefore also denoted by aL; this can be seen by
passing to the natural a-action on a local quotient U/F of a foliation chart domain
U . For any subspace h ⊂ a, let Mh = {p ∈ M | X∗p = 0 for all X ∈ h} be the zero
set of the transverse action of h. For example, M = M{0} and Ma is the union C
of the closed leaves. Moreover we define M (h) = {p ∈ M | ap = h} ⊂ Mh. The
a-stratification of (M,F) is the partition by the connected components of M (h),
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where h runs over all isotropy algebras. An element of a stratification is called a
stratum. For an arbitrary stratification the bottom stratum is defined as the union
of the closed strata. Each component of the union C of the closed leaves is a
component of the bottom stratum of the a-stratification of (M,F) .
We will now define a stratification on the S-manifoldW . Given a subalgebra h ⊂ s,
we denote by (h) = {k | Ads h = k for some s ∈ S} the S-conjugacy class of h in s.
While for an orbit Sx the isotropy group sy depends on the choice of y ∈ Sx, the
conjugacy class (sx) does not and is therefore an invariant of Sx. The class (sx)
is called the (infinitesimal) orbit type of Sx. For an isotropy algebra h, define the
(h)-(infinitesimal) orbit type submanifold
(4.2) W (h) = {x ∈ W | sx ∈ (h)}
which is the union of orbits of the same infinitesimal orbit type (h). One knows that
each connected component of W (h) is a submanifold. Note that these submanifolds
are not S-invariant if S = O(q). We call the S-orbit of such a submanifold an S-
component of the orbit type manifold W (h). Moreover we call the stratification on
W whose strata are the S-components of the orbit type manifolds the infinitesimal
S-stratification.
LetN be an F -saturated submanifold ofM , i.e., F -saturated and a-invariant. Then
NP := π
−1(N) is S-invariant and E-saturated, i.e., E-saturated and a-invariant.
Then NW := ρ(NP ) is S-invariant. Conversely, we may start with an S-invariant
submanifold V of W to obtain an F -saturated submanifold VM of M . We thus
have a one-to-one correspondence between F -saturated submanifolds of M and
S-invariant submanifolds of W . In particular M/F =W/S.
Let x ∈M, xˆ ∈ P and x¯ ∈ W such that π(xˆ) = x, ρ(xˆ) = x¯. Furthermore let L̂xˆ be
the leaf through xˆ and L̂xˆ its closure.
Proposition 4.5. The a-stratification of (M,F) corresponds to the infinitesimal
S-stratification of W . In fact, for xˆ ∈ P, x ∈ M and x¯ ∈ W with π(xˆ) = x and
ρ(xˆ) = x¯ we have that so(q)x¯ = so(q)L̂xˆ
= ω(axxˆ) is abelian of the same dimension
as ax.
Proof. We want to show that ax and so(q)x¯ are antiisomorphic as Lie algebras,
where x ∈ M, x¯ ∈ W and xˆ ∈ P are points with π(xˆ) = x and ρ(xˆ) = x¯. Let
Fxˆ = π
−1(x) ∩ L̂xˆ. Since Fxˆ = xˆ · SO(q)
L̂xˆ
we can view Fxˆ as the Lie group
SO(q)
L̂xˆ
by designating xˆ as the neutral element. By Theorem 4.2 the vector fields
on Fxˆ induced by ax are right-SO(q)
L̂xˆ
-invariant and therefore are right-invariant
vector fields on the Lie group SO(q)
L̂xˆ
. Since the action of ax on Fxˆ is free and
transitive the Lie algebras ax and so(q)
L̂xˆ
are antiisomorphic. In particular so(q)
L̂xˆ
is abelian.
Let (X,Y ) ∈ (a × so(q))xˆ. Then 0 = (X,Y )∗xˆ = X
∗
xˆ + Y
∗
xˆ . Thus X
∗
xˆ ∈ Txˆπ
−1(x)
and Y ∗xˆ ∈ TxˆL̂xˆ, so X ∈ ax and Y ∈ so(q)x¯. Since the a-action and the so(q)-
action are free, X is determined by Y and vice versa. But for every X ∈ ax
we have (X,−ω(X∗xˆ)) ∈ (a × so(q))xˆ, because by definition of a connection form,
ω(X∗xˆ)
∗
xˆ = X
∗
xˆ .
Thus the correspondence of the isotropy of the transverse a-action on (M,F) at x
and the so(q)-action on W at x¯ is given by ω(axxˆ) = so(q)
L̂xˆ
= so(q)x¯. 
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In particular, the leaf closure Lx of a leaf Lx with isotropy ax = aL = aL maps to
an orbit with isotropy type (ω(axxˆ)), where xˆ ∈ P is an arbitrary point over x.
The proposition implies that the identity components of all isotropy groups SO(q)x¯
are abelian. The following lemma gives a little more information in case SO(q)x¯ is
disconnected.
Lemma 4.6. For every x¯ ∈ W , the adjoint representation of the isotropy group
SO(q)x¯ on so(q)x¯ is trivial.
Proof. By Proposition 4.5, every element in so(q)x¯ is of the form ω(X
∗
xˆ) for some
xˆ ∈ P with ρ(xˆ) = x¯ and X ∈ ax, where x = π(xˆ). For g ∈ SO(q)L̂xˆ , we have
Adg ω(X
∗
xˆ) = ω(X
∗
xˆ · g
−1)
= ω(X∗xˆ·g−1)
= ω(X∗xˆ)
ω is a connection form
the a- and the SO(q)-action commute
xˆ · g−1 ∈ L̂xˆ, X
∗ is E-transverse and ω is E-basic
By continuity this equation follows for all g ∈ SO(q)L̂xˆ . We clearly have SO(q)L̂xˆ ⊂
SO(q)
L̂xˆ
. For g ∈ SO(q)
L̂xˆ
, there is a sequence gn ∈ SO(q) satisfying xˆgn ∈ L̂xˆ and
xˆgn → xˆg. Because SO(q) respects E , we have gn ∈ SO(q)L̂xˆ . As the SO(q)-action
is free, gn → g. Thus, SO(q)x¯ = SO(q)L̂xˆ
= SO(q)L̂xˆ . 
Proposition 4.7. Let N be an F-saturated submanifold of M . Then we have
π∗νN ∼= ρ∗νNW .
Proof. Let H1 = H ⊂ νE be the transverse horizontal distribution of the trans-
versely Riemannian submersion π : P → M . Similarly there is a transverse hori-
zontal distribution H2 ⊂ νE for ρ : P → W , defined as the common kernel of the
θi ∈ Ω1(P, E) from Lemma 3.18. Then
(TN/TF)H1xˆ ⊕ xˆ · so(q) = TxˆNP /TxˆE = (TNW )
H2
xˆ ⊕ a · xˆ,
where the direct sums are orthogonal with respect to the transverse metric gP
and the superscripts denote the respective horizontal lifts, e.g. (TN/TF)H1 is the
geometric realization of π∗(TN/TF) as a subbundle of H1. As π and ρ are trans-
versely Riemannian submersions, π∗ : H1 → νF and ρ∗ : H2 → TW are pointwise
orthogonal, and we have
(π∗νN)xˆ ∼= (νN)
H1
xˆ = νxˆNP = (νNW )
H2
xˆ
∼= (ρ∗νNW )xˆ.
Here νN = (TN/TF)⊥g , νNP = (TNP/TE)
⊥gP and νNW = (TNW )
⊥gW . 
Remark 4.8. In [HT 2009] a similar stratification of (W,S) was considered which
we will explain in this remark. We will only use it in Section 8. For a subgroup H
of S let (H) = {K | sHs−1 = K for some s ∈ S} be the S-conjugacy class of H in
S. For x in an orbit the conjugacy class (Sx) does not depend on x and is therefore
an invariant of Sx. The class (Sx) is called the orbit type of Sx. For an isotropy
group H, define the (H)-orbit type submanifoldW (H) = {x ∈W | Sx ∈ (H)} which
is the union of orbits of the same orbit type (H). We call the stratification of (W,S)
whose strata are the S-components of these orbit type manifolds the S-stratification
(in contrast to the previously defined infinitesimal S-stratification). Via the above
correspondence it was shown in [HT 2009] to correspond to the isotopy stratification
of (M,F); the stratum containing a leaf closure L is defined to be the union of
leaf closures L′ such that there is an F-isotopy from L to L′. The strata of the
infinitesimal S-stratification of (M,F) considered before are slightly larger.
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4.3. Commuting actions. Let F be a transversely oriented Killing foliation on
a complete manifold M of codimension q with structural Killing algebra a. Let
(P, E) be the Molino bundle of oriented orthonormal frames of νF . Then we have
a natural isometric transverse action of a × so(q) on (P, E) and we may consider
the equivariant cohomology H∗
a×so(q)(P, E). We will show that
(4.3) H∗a (M,F)
∼= H∗a×so(q)(P, E)
∼= H∗so(q)(W ),
where the right hand side is to be understood as the equivariant cohomology of the
so(q)
⋆
-algebra Ω(W ), see Example 3.2. By Example 3.5 it may also be interpreted
as the SO(q)-equivariant cohomology H∗
SO(q)(W ). The isomorphisms (4.3) are a
special case of the following
Proposition 4.9. For every F-saturated submanifold N in M we have the follow-
ing isomorphisms of graded rings:
H∗a (N,F)
∼= H∗a×so(q)(NP , E)
∼= H∗so(q)(NW ).
Proof. Because Ω(NP , E)bas a = Ω(NP , E) = Ω(NW ) and Ω(NP , E)bas so(q) = Ω(N,F),
this follows from Proposition 3.9 applied twice to the (a× so(q))⋆-algebra Ω(NP , E)
if we can check that Ω(NP , E) is of type (C) both as an so(q)
⋆
-algebra and as an
a⋆-algebra (but of course not as an (a × so(q))⋆-algebra). We have already shown
in Lemma 3.18 that Ω(NP , E) is of type (C) as an a⋆-algebra. Let αi be a basis
of so(q)
∗
. Then the span of the αi ◦ ω, where ω is the connection form intro-
duced in Section 4.1 is an SO(q)-invariant subspace of Ω1(NP , E) because of the
SO(q)-invariance of kerω, i.e., Ω(P, E) is of type (C) also as an so(q)⋆-algebra. 
Although the isomorphism in Proposition 4.9 is an isomorphism of graded rings, it
also allows to relate the S(a∗)-module structure of H∗a(M,F) to the S(so(q)
∗
)so(q)-
module structure of H∗so(q)(W ), as we will see in the Proposition 4.11 which will be
needed in Sections 6 and 8. See Appendix B for the definition and basic properties
of graded Cohen-Macaulay rings and modules. For more details, see e.g. the book
[BH 1993]. For general properties of actions whose equivariant cohomology is a
Cohen-Macaulay module see [GT 2009].
Lemma 4.10. dimS(so(q)∗)SO(q) H
∗
SO(q)(W ) equals the maximal dimension of an
SO(q)-isotropy algebra.
Proof. For torus actions this was proven in [FP 2003, Proposition 5.1]. Their proof
goes through in our situation essentially because all isotropy algebras of the SO(q)-
action are abelian.
By Lemma 4.6, we have H∗
SO(q)(SO(q)x) = S(so(q)
∗
x)
SO(q)
x = S(so(q)∗x) for all x.
In particular, these rings are Cohen-Macaulay of Krull dimension dim so(q)x and
we have by Proposition B.3 that they are also Cohen-Macaulay as modules over
S(so(q)∗)so(q) of the same Krull dimension:
dimH∗(BSO(q))H
∗(BSO(q)x) = dimS(so(q)∗)so(q) S(so(q)
∗
x) = dim so(q)x.
With this statement proven (instead of [FP 2003, Proposition 3.2]) the rest of the
proof works as in [FP 2003]. 
Proposition 4.11. If M/F is compact and F has closed leaves, then the a-action
on (M,F) is equivariantly formal if and only if H∗so(q)(W ) is a Cohen-Macaulay
module over S(so(q)
∗
)so(q).
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Proof. Proposition 4.9 implies that H∗a (M,F) is a graded Cohen-Macaulay ring if
and only ifH∗
so(q)(W ) is a Cohen-Macaulay ring. BecauseH
∗
a (M,F) andH
∗
so(q)(W )
are finitely generated modules over S(a∗) respectively S(so(q)
∗
)so(q) (see Corollary
3.25 for H∗a (M,F)) we may apply Proposition B.3 to obtain
dimS(a∗)H
∗
a (M,F) = dimH∗a(M,F)H
∗
a (M,F)
= dimH∗
so(q)
(W )H
∗
so(q)(W ) = dimS(so(q)∗)so(q) H
∗
so(q)(W )
and both H∗a (M,F) and H
∗
so(q)(W ) are graded Cohen-Macaulay rings if and only
if they are graded Cohen-Macaulay modules.
The right hand side of this equation equals the maximal dimension of an so(q)-
isotropy algebra by Lemma 4.10. If there is a closed leaf, then this maximal di-
mension is dim a by Proposition 4.5. But a Cohen-Macaulay module over S(a∗)
of Krull dimension dim a is free, as can be seen from the graded version of the
Auslander-Buchsbaum Theorem [Eis 1995, Exercise 19.8] and the fact that for a
graded module over a polynomial ring, the projective dimension is equal to the
length of the minimal free resolution [Eis 2004, Corollary 1.8]. Thus, in case there
are closed leaves, H∗a (M,F) is a free module over S(a
∗) if and only if H∗
so(q)(W )
is a Cohen-Macaulay module over S(so(q)
∗
)so(q). By Proposition 3.29, freeness of
H∗a (M,F) is equivalent to equivariant formality of the a-action. 
5. Borel-type localization
Let F be a transversely oriented Killing foliation on a complete manifold M with
structural Killing algebra a and let C be the union of closed leaves. Let Q(a∗) be
the field of fractions of S(a∗). For an S(a∗)-module H we define the localization
of H with respect to the zero ideal of S(a∗) as Ĥ = H ⊗S(a∗) Q(a
∗). We say H is
torsion if for every h ∈ H there is an element f ∈ S(a∗)\{0} with fh = 0, which is
equivalent to Ĥ = 0.
Let N be an F -saturated, a-invariant submanifold. Then it has an F -saturated,
a-invariant tubular neighborhood V as can be proven for instance via the corre-
spondence principle: V := V ′M , where V
′ is an SO(q)-tubular neighborhood of
NW . Note that the inclusion i : N → V induces an isomorphism on cohomology
because the inclusion iW : NW → V ′ does: the correspondence principle yields the
commutative diagram
H∗so(q)(NW )
∼= H∗a×so(q)(NP , E) ∼= H
∗
a (N,F)
H∗
so(q)(V
′)
i∗W
OO
∼= H∗a×so(q)(V
′
P , E)
i∗P
OO
∼= H∗a (V,F).
i∗
OO
Lemma 5.1. Let F be a transversely oriented Killing foliation on a complete man-
ifold M with structural Killing algebra a, and let U ⊂ M be an open, F-saturated
subset. If there are no closed leaves in U and if the a-action on (U,F) has only
finitely many different isotropy algebras, then H∗a (U,F) is torsion.
Proof. We prove the lemma by induction over the maximal length of a chain of
inclusions of isotropy algebras. If there is only one isotropy algebra on (U,F), then
the action on (U,F) is free, and H∗a (U,F) = H
∗(U/F) by Corollary 3.19, which
is torsion. Assume we have shown the statement for all open, F -saturated subsets
of M with maximal length of a chain of isotropy algebras less than or equal to n
and let U ⊂M be an open and F -saturated subset whose maximal length is equal
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to n + 1. Let N be the set of points with locally maximal isotropy algebra in U
and V be a tubular neighborhood of N in U . Then in the Mayer-Vietoris sequence
(Proposition 3.16)
. . .→ H∗a (U,F)→ H
∗
a(V,F)⊕H
∗
a (U \N,F)→ H
∗
a (V ∩ (U \N),F)→ . . .
H∗a (U \N,F) and H
∗
a (V ∩ (U \N),F) are torsion by induction. Let a1, . . . , ak be
the isotropy algebras occurring in N and note that N is the disjoint union of the
Nai = {p ∈ N | X∗p = 0 for all X ∈ ai}. As ai 6= a for all i,
H∗a (U,F) ∼= H
∗
a (N,F) =
k⊕
i=1
H∗a (N
ai ,F) =
k⊕
i=1
H∗(Nai/F)⊗ S(a∗i )
is torsion, so H∗a (M,F) is torsion as well. Here the first equality follows from the
observation before the Lemma and the last equality is due to Corollary 3.20 as Nai
is open in the complete manifold Mai . 
Theorem 5.2. Let F be a transversely oriented Killing foliation on a complete
manifold M with structural Killing algebra a and let C =Ma be the union of closed
leaves. If the transverse action of a has only finitely many different isotropy algebras
(e.g. if M/F is compact) then
Ĥ∗a (M,F)→ Ĥ
∗
a (C,F)
is an isomorphism.
Proof. Let U be an F -saturated, a-invariant tubular neighborhood of C. Then in
the Mayer-Vietoris sequence
. . .→ H∗a (M,F)→ H
∗
a (U,F)⊕H
∗
a(M \ C,F)→ H
∗
a (U ∩ (M \ C),F)→ . . .
H∗a (M \ C,F) and H
∗
a (U ∩ (M \ C),F) are torsion because of Lemma 5.1. So
Ĥ∗a (M,F)→ Ĥ
∗
a (U,F)
∼= Ĥ∗a (C,F) is an isomorphism. 
Corollary 5.3. Let (M,F) be as in Theorem 5.2. Then the kernel of H∗a (M,F)→
H∗a (C,F) is the torsion submodule of H
∗
a (M,F).
Proof. In the diagram
H∗a (M,F) //

H∗a (C,F)

Ĥ∗a (M,F)
∼= // Ĥ∗a (C,F)
the bottom horizontal map is an isomorphism by Theorem 5.2. As the right vertical
map is injective, the kernel of the upper horizontal map equals the kernel of the
localization map on the left, which is the torsion submodule. 
The following corollary gives an algebraic criterion for the existence of closed leaves
in analogy to the criterion for the existence of fixed points for torus actions given
in [Hsi 1975, Corollary 1, p. 45].
Corollary 5.4. Let (M,F) be as in Theorem 5.2. Then the following conditions
are equivalent:
(1) F has a closed leaf.
(2) The natural map S(a∗) → H∗a (M,F) defining the S(a
∗)-module structure
on H∗a (M,F) is injective.
(3) H∗a (M,F) is not a torsion module.
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Proof. Conditions (2) and (3) are clearly equivalent. If F does not have a closed
leaf, then C = ∅, so H∗a (M,F) is torsion by Corollary 5.3. If F has a closed leaf,
then 1 ∈ H∗a (C,F) = H
∗(C,F) ⊗ S(a∗) is not a torsion element, so 1 ∈ H∗a (M,F)
is not a torsion element either. 
For the following Theorem, compare [Hsi 1975, Corollary 2, p. 46].
Theorem 5.5. Let (M,F) be as in Theorem 5.2. Then
dimH∗(C/F) = dimH∗(C,F) ≤ dimH∗(M,F),
and equality is valid if and only if the a-action on (M,F) is equivariantly formal.
Proof. Using the spectral sequence in Theorem 3.23 we have
dimH∗(M,F) = dimQ(a∗) Ê1 ≥ dimQ(a∗) Ê∞
= dimQ(a∗) Ĥ
∗
a (M,F) = dimQ(a∗) Ĥ
∗
a (C,F) = dimH
∗(C/F),
where the second to last equation is due to Theorem 5.2. Equality holds if and only
if the spectral sequence collapses at the E1-term, which by Proposition 3.26 holds
if and only if the action is equivariantly formal. 
Proposition 5.6. Let (M,F) be as in Theorem 5.2. If the a-action is equivariantly
formal, then the bottom stratum of the a-action is the union C of the closed leaves.
Proof. Consider the diagram
H∗a (M,F) //
∼=

H∗a(C,F)
∼=

H∗
so(q)(W ) // H
∗
so(q)(CW )
where the horizontal maps are the natural restriction maps and the vertical iso-
morphisms are given by the correspondence principle. The upper horizontal map is
injective by Corollary 5.3, so it follows that H∗
so(q)(W )→ H
∗
so(q)(CW ) is injective.
If there existed a component N of the bottom stratum of the a-action not consist-
ing of closed leaves, then NW would be a component of the bottom stratum of the
so(q)-action with empty intersection with CW . Let (h) be the infinitesimal isotropy
type of NW . By Proposition 4.5, h is abelian. Because NW is a component of the
bottom stratum, h acts without fixed vectors on νNW |Nh
W
. Then the composition
of the equivariant Thom homomorphism of NW →֒W with the restriction to NW ,
H∗so(q)(NW )→ H
∗
so(q)(W )→ H
∗
so(q)(NW ),
is multiplication with the equivariant Euler class of the normal bundle νNW , which
by Proposition A.6 is not a zero-divisor. Note that νNW is orientable by Propo-
sition 4.7 as νN carries an orientation induced by the a-action. Thus, the Thom
homomorphism H∗
so(q)(NW ) → H
∗
so(q)(W ) is injective. This contradicts the fact
that the image of 1 ∈ H0
so(q)(NW ) under the Thom homomorphism is mapped to
zero when restricted to CW . 
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6. (Equivariant) basic Morse-Bott theory
We start by recalling the main notions of Morse-Bott theory. Let f : M → R be
a Morse-Bott function on a manifold M and let N be a non-degenerate critical
manifold of f in M . It follows by the Morse-Bott Lemma that the critical sub-
manifolds are isolated. We have an orthogonal decomposition of the normal bundle
νN = ν+N ⊕ ν−N into subbundles according to the positive/negative eigenvalues
of the Hessian of f on νN . The fibre dimension λN of ν
−N is the index of N as
a critical manifold of f . Assuming that the negative normal bundle of each N is
orientable, we count a non-degenerate manifold N of f with the polynomial
Mt(f,N) :=
∑
ti dimHic(ν
−N)
Thom
= tλNPt(N),
where Pt(N) =
∑
i t
i dimHi(N) is the Poincare´ polynomial of N . Then we define
Mt(f) :=
∑
N
Mt(f,N).
In this generality, the appearing coefficents might be infinite. Assume M is a com-
plete manifold and F is a transversely oriented Killing foliation on M with Killing
algebra a such thatM/F is compact. The basic Poincare´ polynomial Pt(M,F) and
the equivariant basic Poincare´ series P at (M,F) are defined by
Pt(M,F) =
∑
i
ti dimHi(M,F) and P at (M,F) =
∑
i
ti dimHia(M,F).
Let f : M → R be an F -basic Morse-Bott function. Since it is constant on the
leaves of F it is also constant on the leaves of F and therefore a-invariant. The
(equivariant) basic Morse polynomial/series are defined by
Mt(f,F) :=
∑
N
tλNPt(N,F) and M
a
t (f,F) :=
∑
N
tλNP at (N,F),
where N runs over the critical manifolds of f . All appearing coefficients in these
polynomials and series are finite by Proposition 3.11 and Corollary 3.25.
The function fP = f ◦ π is a× so(q)-invariant and E-basic. This function descends
to an SO(q)-invariant function fW : W → R. If N is a critical submanifold of f
then NW is a critical submanifold of fW , and conversely every critical submanifold
of fW arises this way. We have π
∗Hess f = Hess fP = ρ
∗Hess fW , and hence
under the isomorphism of Proposition 4.7 the subbundle π∗ν−N ⊂ π∗νN maps to
the subbundle ρ∗ν−NW ⊂ ρ∗νNW , and the indices of N and NW coincide, i.e.,
λN = λNW . Furthermore, by Proposition 4.7 the negative bundle of N is orientable
if and only if that of NW is. In this case, the SO(q)-equivariant Morse polynomial
of fW is
M
SO(q)
t (fW ) =
∑
N
tλNP
SO(q)
t (NW ),
where N runs over the critical manifolds of f . Recall that the equivariant Poincare´
series is defined as
P
SO(q)
t (N) =
∑
i
ti dimHi
SO(q)(N).
Besides the well-known notion of an (equivariantly) perfect Morse-Bott function, we
also have the natural notion of an (equivariantly) perfect basic Morse-Bott function.
Proposition 6.1. Let M be a complete manifold with a transversely oriented
Killing foliation F such that M/F is compact. Then
P at (M,F) = P
SO(q)
t (W ).
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Let f : M → R be an F-basic Morse-Bott function such that the negative normal
bundles of the critical submanifolds of f are orientable. Then
Mat (f,F) =M
SO(q)
t (fW ).
In particular, f is an equivariantly perfect basic Morse-Bott function if and only if
fW is equivariantly perfect.
Proof. The first equality is due to Proposition 4.9, because P at (M,F) and P
SO(q)
t (W )
are the Poincare´ series ofH∗a (M,F) andH
∗
so(q)(W ), respectively. For any connected
component N of the critical set of f , we have H∗a (N,F) ∼= H
∗
so(q)(NW ) by Propo-
sition 4.9 and λN = λNW . Thus
Mat (f,F)
def
=
∑
N
tλNP at (N,F) =
∑
N
tλNW P
so(q)
t (NW )
def
= M
SO(q)
t (fW ).

As a corollary we obtain equivariant basic Morse inequalities.
Theorem 6.2. Let M be a complete manifold with a transversely oriented Killing
foliation F such that M/F is compact. For an F-basic Morse-Bott function f :
M → R such that the negative normal bundles of the critical submanifolds of f are
orientable we have the equivariant basic Morse-Bott inequalities
Mat (f,F)− P
a
t (M,F) ≥ (1 + t)Q(t)
for some polynomial Q(t) with nonnegative coefficients.
Recall that Pt ≥ Qt for polynomials/series means that Pt−Qt has only nonnegative
coefficients.
Proof. We have M
so(q)
t (f) − P
so(q)
t (W ) ≥ (1 + t)Q(t) by the classical equivariant
Morse-Bott theory [AB 1982]. Therefore the result follows from Proposition 6.1. 
Theorem 6.3. Let F be a transversely oriented Killing foliation on a complete
manifold M with structural Killing algebra a such that M/F is compact. Let f :
M → R be a basic Morse-Bott function such that its critical set is the union C of
the closed leaves. Then f is a-equivariantly perfect and the a-action on (M,F) is
equivariantly formal.
Proof. The a-action on the negative normal bundle has no fixed vectors and hence
yields an orientation on the negative normal bundles of the components of C. Thus,
the negative normal bundles of the NW are orientable. Since the critical set of
fW is the bottom stratum (see Section 4.2) of the SO(q)-action, this function is
SO(q)-equivariantly perfect by Theorem A.8. By Proposition 6.1, f is equivariantly
perfect, i.e., P at (M,F) =M
a
t (f,F).
One shows as in [GT 2009, Theorem 7.1] that the existence of the Morse-Bott
function fW with critical set equal to the set of points with isotropy algebra of
dimension dim a implies that H∗
SO(q)(W ) is Cohen-Macaulay of Krull dimension
dim a: For a real number a, let W a = f−1((−∞, a]). For a critical value κ, denote
by Nκi the connected components of the critical set at level κ and write λ
κ
i := λNκi .
Using Proposition A.6 as in [GT 2009], the long exact cohomology sequence of the
pair (Wκ+ε,Wκ−ε) splits into a short exact sequence of S(so(q)
∗
)so(q)-modules
0→ H∗so(q)(W
κ+ε,Wκ−ε)→ H∗so(q)(W
κ+ε)→ H∗so(q)(W
κ−ε)→ 0.
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To apply induction we need to show that if the module on the right is Cohen-
Macaulay of Krull dimension dim a, then so is the one in the middle. By Lemma B.2
it suffices to show that the module on the left is Cohen-Macaulay of the same Krull
dimension. By the Thom isomorphism
⊕
iH
∗
so(q)((N
κ
i )W )→ H
∗
so(q)(W
κ+ε,Wκ−ε)
it suffices to show that
⊕
iH
∗
so(q)((N
κ
i )W ) is Cohen-Macaulay as a module (or
equivalently as a ring, by Proposition B.3). But by the correspondence principle, see
Proposition 4.9, this ring is isomorphic to the Cohen-Macaulay ring
⊕
iH
∗
a (N
κ
i ) =⊕
iH
∗(Nκi /F)⊗ S(a
∗).
Having proven that H∗
SO(q)(W ) is Cohen-Macaulay, Proposition 4.11 implies that
the a-action is equivariantly formal. 
Theorem 6.4. Under the assumptions of Theorem 6.3, f is a perfect basic Morse-
Bott function, i.e.
Pt(M,F) =
∑
N
tλNPt(N/F),
where N runs over the components of C.
Proof. Since Pt(S(a
∗))Pt(M,F) = P at (M,F) and P
a
t (M,F) =M
a
t (f,F) by Theo-
rem 6.3, we may calculate
Pt(S(a
∗))Pt(M,F) = P
a
t (M,F)
=Mat (f,F) =
∑
N
tλNP at (N,F) = Pt(S(a
∗))
∑
N
tλNPt(N,F).
Cancelling Pt(S(a
∗)), the desired equality follows. 
Remark 6.5. We proved Morse inequalities for equivariant basic cohomology in
Theorem 6.2. For (nonequivariant) basic cohomology, they were proven in [Alv 1993].
Theorem 6.4 gives a sufficient condition for the latter to be equalities.
Another lower bound for the total number of critical leaf closures of a basic function
(not necessarily Morse-Bott) was given in [HT 2009] in terms of the essential LS-
category.
Example 6.6. In Example 4.4, it is easy to find an F-basic Morse-Bott function
f : S3 → R whose critical set is the union of the two compact leaves. This is
a perfect basic Morse-Bott function with one critical leaf of index 0 and one of
index 2. This shows that the basic Betti numbers bi(M,F) are 1 for i = 0, 2 and 0
otherwise.
7. The basic Poincare´ series
7.1. The G-equivariant Gysin sequence. In this section W will denote an ar-
bitrary G-manifold, where G is a compact connected Lie group of rank r. Later we
will apply the result in this section to the SO(q)-action on the space W = P/E ,
where P is the Molino bundle associated to a transversely oriented Killing foliation
(M,F). For i = 1, . . . , r define
Wi := {x ∈ W | rank gx ≥ i}
and
W(i) := {x ∈W | rank gx = i}.
For every point x ∈ W , the isotropy algebras of nearby points are conjugate to
subalgebras of gx, so the function x 7→ rank gx is upper semi-continuous. Thus,
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W(i) is closed in W\Wi+1. We will assume that the action satisfies the following
condition:
(7.1) gx ( gy =⇒ rank gx < rankgy
for all x, y ∈ W . This is fulfilled for instance if all isotropy algebras are abelian,
which is the case for the SO(q)-action on W = P/E by Proposition 4.5. The
condition implies that the components of the W(i) coincide with the components of
the infinitesimal orbit type manifolds W (h) = {x ∈ W | gx ∈ (h)}; here (h) is the
set of conjugacy classes of h in g.
In analogy to Theorem 2 of [Duf 1983] we obtain the following theorem whose proof
may be found in the appendix (Theorem A.9).
Theorem 7.1. Consider an action of a compact connected Lie group G on a man-
ifold W satisfying Condition (7.1), such that all normal bundles νY of the compo-
nents Y of the infinitesimal orbit type manifolds are orientable. Then
PGt (W ) =
∑
Y
tcodimY PGt (Y ),
where Y runs over the components of the infinitesimal orbit type manifolds.
Note that we allow the coefficients of the Poincare´ series to be infinite. The sums
over Y are well-defined as all appearing summands are nonnegative. A sufficient
condition for finiteness of the coefficients is dimH∗(W ) <∞.
In the language of Kirwan [Kir 1984, p. 33] the theorem says that the stratification
of W by components of g-orbit type manifolds is equivariantly perfect.
7.2. Poincare´ series of H∗a (M,F). Let (M,F) be a Killing foliation with struc-
tural Killing algebra a. Let
Mi := {x ∈M | rank ax ≥ i}
and
M(i) := {x ∈M | rank ax = i}.
The latter is the union of leaves L whose transverse dimension trdimL := dimL−
dimL = dim a− dim aL is equal to dim a− i. Under the correspondence of Section
4.2 the M(i) respectively Mi map to W(i) respectively Wi as defined in Section
7.1. More precisely, by Proposition 4.5 a component X of M(i) with i-dimensional
isotropy algebra aX maps to a componentXW ofW(i) with isotropy type (ω(aX ·xˆ)),
where xˆ ∈ P is some point with π(xˆ) ∈ X .
Theorem 7.2. Let (M,F) be a Killing foliation with structural Killing algebra a.
Then
P at (M,F) =
∑
X
tcodimXP at (X,F) =
∑
X
tcodimX
(1− t2)dim aX
Pt(X/F),
where X runs over all components of infinitesimal orbit type manifolds M (b).
Remark 7.3. The term 1(1−t2) is to be understood as the series
∑∞
i=0 t
2i. Thus the
equation makes sense even in case a coefficient in some Pt(X/F) is infinity.
Proof. The b-action on the normal bundle νX of a component X of M (b) induces
an orientation on νX . By Proposition 4.7, it follows that νXW is orientable. Thus
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we may calculate, using Theorem 7.1 applied to the SO(q)-action on W = P/E :
P at (M,F) = P
SO(q)
t (W ) =
∑
X
tcodimXWP
SO(q)
t (XW ) =
∑
X
tcodimXP at (X,F).
Here we applied Proposition 4.9 on M and all X , and we used the fact that
codimX = codimXW for all X by Proposition 4.7. For the second equality in
the statement of the theorem, note that H∗a (X,F) = H
∗(X/F)⊗ S(a∗X) by Corol-
lary 3.20, so
P at (X,F) = Pt(S(a
∗
X))Pt(X/F) =
1
(1− t2)dimaX
Pt(X/F).

Corollary 7.4. Assume that the a-action on (M,F) has only finitely many isotropy
algebras, that each orbit type manifold has only finitely many connected components,
and that each such component X satisfies dimH∗(X/F) < ∞. (These conditions
are satisfied if M/F is compact.) If the a-action on (M,F) is equivariantly formal,
then
Pt(M,F) =
∑
X
tcodimX(1− t2)trdimLXPt(X/F),
where LX is any leaf in X.
Proof. By definition of equivariant formality, P at (M,F) = Pt(S(a
∗))Pt(M,F) =
Pt(M,F)
(1−t2)dim a
. Since all involved coefficients are finite by assumption, we may mul-
tiply the equality in Theorem 7.2 by (1 − t2)dima. The result follows because of
trdimLX = dim a− dim aX . 
This means that in order to compute the basic Betti numbers in the equivariantly
formal case it suffices to understand the stratification of M/F with the respective
isotropy dimensions.
Example 7.5. In the situation of Example 4.3, assume that there is a closed B-
orbit. As the T -orbits are given by the closures of the B-orbits, the minimal dimen-
sion of a T -orbit is dimB. Thus, the maximal isotropy dimension of the T -action
is dim t/b = dim a. By [FP 2003, Proposition 5.1] the S(t∗)-module H∗T (M) is of
Krull dimension dim a. The calculation in Example 4.3 shows that H∗T (M) is a
Cohen-Macaulay module over S(t∗) if and only if H∗a (M,F) is Cohen-Macaulay
over S(a∗). Thus, by Proposition 3.29, the T -action on M is Cohen-Macaulay in
the sense of [GT 2009] if and only if the a-action on (M,F) is equivariantly formal.
Under the finiteness assumptions of Corollary 7.4 the Euler characteristic χ(M,F) =
P−1(M,F) of H∗(M,F) is well-defined, and the corollary implies
Corollary 7.6. If the a-action is equivariantly formal, then
χ(M,F) = χ(C/F),
where C is the union of closed leaves.
Proof. The summands of the right hand side of the equality in Corollary 7.4 with
positive transverse dimension vanish after inserting −1. Furthermore the codimen-
sion of a component of C is always even, since there is an a-representation without
trivial summand on its normal space. 
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Remark 7.7. By the classical Poincare´-Hopf Theorem, we have the equality of
classical Euler characteristics χ(M) = χ(C) for any Killing foliation without the
assumption of equivariant formality, because a generic element in a yields a vector
field on M whose zero set is C.
There is a basic version of the Hopf Index Theorem [BPR 2003, Theorem 3.18]
which requires the closed leaves to be isolated. Still without requiring equivariant
formality of the a-action, this theorem, applied to a generic element in a, implies
the equality in Corollary 7.6.
8. Killing foliations whose space of leaf closures is a polytope
In this section we will give another sufficient condition for equivariant formality.
Let F be a transversely oriented Killing foliation of codimension q on a complete
manifold M with structural Killing algebra a.
Proposition 8.1. If there exists a closed leaf then 2 dim a ≤ q. If there is an
isolated closed leaf then q is even.
Proof. The isotropy type of a closed leaf is a. There is an isotropy algebra of
the SO(q)-action on W antiisomorphic to a by Proposition 4.5. But a maximal
abelian subalgebra of so(q) is [q/2]-dimensional. Now let L be an isolated closed
leaf. Then the a-action on the q-dimensional normal space νpL decomposes νpL
into its two-dimensional weight spaces. 
We will now assume that M/F is homeomorphic to a simple, convex polytope in
such a way that the projection of the isotopy stratification of (M,F) introduced
in Remark 4.8 to M/F coincides with the natural stratification by the faces. For
short, we say that M/F is a simple, convex polytope. Note that it follows that the
a-action has only finitely many isotropy algebras.
Theorem 8.2. Assume M/F is a simple, convex polytope of dimension dim a such
that the vertices correspond to the closed leaves. Then the a-action is equivariantly
formal.
Proof. We will show that the S-stratification on W coincides with the infinitesimal
S-stratification. Because of
q − dim a = dimM − dimF − dim a = dimM/F = dim a
we have q = 2dim a. The a-representation on the normal space νxL of a closed leaf L
has dim a linearly independent weights, as it otherwise would not be effective. This
shows that a neighborhood of a closed leaf inM/F looks like (R+)dim a with respect
to the infinitesimal S-stratification. In a simple polytope there are exactly
(
n
i
)
faces
of dimension i adjacent to a vertex. As each stratum of the (non-infinitesimal) S-
stratification is contained in a stratum of the infinitesimal S-stratification, it follows
that the two stratifications are identical.
The proof for equivariant formality is adapted from [DJ 1991, Theorem 3.1]. Let
τ : M → M/F be the projection. A choice of a generic linear functional φ on the
polytope M/F defines a decomposition of M/F as follows: Let Li be the closed
leaves ordered via φ ◦ τ with L0 corresponding to the absolute minimum. Define
M0 := L0. If Mi (not to be confused with the Mi from Section 7) is already
defined, let Fi+1 be the closed face defined by all edges at τ(Li+1) below τ(Li+1)
with respect to φ, or equivalently all edges connecting τ(Li+1) with τ(Mi). Let
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Mi+1 = τ
−1(Fi+1) ∪Mi. Denote the corresponding spaces in W by Wi = (Mi)W
(see Section 4.2) and (Li)W = SO(q)pi for some pi ∈W . We will show by induction
that for all i, H∗
SO(q)(Wi) is a Cohen-Macaulay module over S(so(q)
∗
)so(q) of Krull
dimension dim a. For i = 0 this is clear as
H∗
SO(q)(W0) = H
∗(BSO(q)p0) = S(so(q)
∗
p0
)SO(q)
∗
p0 = S(so(q)
∗
p0
).
Here we used the standard result about the equivariant cohomology of a homoge-
neous space [Hsi 1975, p. 34] and Lemma 4.6. See also the proof of Lemma 4.10.
Assume that H∗
SO(q)(Wi) is Cohen-Macaulay. We have that Wi+1 \ SO(q)pi+1
is SO(q)-homotopy equivalent to Wi, as can be seen e.g. by successively moving
down the skeleta: start by lifting a deformation of the (contractible) interior of
the top-dimensional face in Wi+1 \Wi into a tubular neighborhood of the lower
skeleton which is SO(q)-homotopy equivalent to the lower skeleton itself, etc. Now
Proposition A.10 yields the following short exact sequence:
0→ H∗
SO(q)(SO(q)pi+1)→ H
∗
SO(q)(Wi+1)→ H
∗
SO(q)(Wi)→ 0.
As H∗
SO(q)(SO(q)pi+1) and H
∗
SO(q)(Wi) are Cohen-Macaulay modules of the same
Krull dimension dim a (the same argument as above for H∗
SO(q)(W0) applies),
H∗
SO(q)(Wi+1) is Cohen-Macaulay of Krull dimension dim a as well, see Lemma
B.2. Thus, H∗
so(q)(W ) is a Cohen-Macaulay module, and by Proposition 4.11 it
follows that the a-action is equivariantly formal. 
As a consequence of Theorem 8.2 we have a formula relating the basic Betti numbers
and the number of faces of M/F . First, we need a lemma.
Lemma 8.3. If M/F is a simple, convex polytope of dimension dim a such that
the vertices correspond to the closed leaves, then for each component X of an orbit
type manifold, we have codimX = 2dim aX . Moreover, for every leaf L ⊂ X, we
have trdimL = dimX/F.
Proof. By Theorem 8.2, the formula holds for X any closed leaf. For arbitrary
X , choose a closed leaf L ⊂ X , and some point x ∈ L. The isotropy representa-
tion of a on the 2 dim a-dimensional normal space νxL has exactly dim a weights
α1, . . . , αdima, which hence are linearly independent. Write νxL =
⊕dim a
i=1 Vαi ,
where Vαi is the two-dimensional weight space corresponding to the weight αi.
As X is a component of the orbit type manifold corresponding to aX , we have
TxX = TxL ⊕
⊕
i:αi|aX=0
Vαi and hence νxX =
⊕
i:αi|aX 6=0
Vαi . As the weights
are linearly independent, there are exactly dim aX weights that do not vanish on aX .
We thus have codimX = 2dim aX and dimX/F = dim a− dim aX = trdimL. 
Theorem 8.4. If M/F is a simple, convex polytope of dimension dim a such that
the vertices correspond to the closed leaves. Then
Pt(M,F) =
∑
i
λit
q−2i(1− t2)i,
where λi denotes the number of faces of M/F of dimension i.
Proof. The a-action is equivariantly formal by Theorem 8.2. Hence, by Corollary
7.4,
Pt(M,F) =
∑
X
tcodimX(1 − t2)trdimLX ,
where X runs over the components of infinitesimal orbit type manifolds. If X/F
is an open face of the polytope M/F of dimension i, then by Lemma 8.3, we have
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trdimLX = dimX/F = i and codimX = 2dim aX = 2dim a − 2 trdimLX =
q − 2i. 
Example 8.5. Let us recalculate Example 4.4 with the new methods. S3/F =
S2/S1 is a line segment, with the end points corresponding to the compact leaves.
Thus, in the notation above, λ0 = 2 and λ1 = 1. Because q = 2, it follows
Pt(S
3,F) = 1 + t2.
Appendix A. Some results on G-equivariant cohomology
Lemma A.1. Let G be a compact connected Lie group acting on a manifold M
and H be a connected normal closed Lie subgroup acting trivially. Then
H∗G(M) = H
∗
G/H(M)⊗ S(h
∗)h.
Proof. Let k be an ideal in the Lie algebra g of G complementary to h, i.e., g = k⊕h
as Lie algebras. Then
(S(g∗)⊗ Ω(M))g = (S(h∗)⊗ S(k∗)⊗ Ω(M))h⊕k = S(h∗)h ⊗ (S(k∗)⊗ Ω(M))k,
because h acts trivially on S(k∗) ⊗ Ω(M). Since dg(f ⊗ ω) = f ⊗ dk(ω) for any
f ∈ S(h∗)h and ω ∈ S(k∗)⊗ Ω(M) we obtain
H∗G(M) = H
∗
g(M) = S(h
∗)h ⊗H∗k (M) = S(h
∗)h ⊗H∗G/H(M)
as S(h∗)h ⊗ S(k∗)k = S(g∗)g-algebras using (3.2). 
Lemma A.2. Let G be a compact Lie group acting on a manifold M with exactly
one infinitesimal isotropy type (h). Then
H∗G(M) = H
∗
NG(h)
(Mh)
where NG(h) is the normalizer of h in G.
Proof. SinceG acts with one infinitesimal isotropy type, we haveM = G×NG(h)M
h.
Then
MG = EG×G M = (EG×G G)×NG(h) M
h = EG×NG(h) M
h = (Mh)NG(h),
which implies the lemma. 
Recall that for a G-oriented G-equivariant vector bundle E → M of rank m the
equivariant Euler class eG(E) ∈ HmG (M) is defined as the classical Euler class of
the vector bundle EG →MG. See e.g. [GGK 2002, Section C.6.2].
Lemma A.3. Let G be a compact Lie group acting on a manifold M with one infin-
itesimal isotropy type (h). Furthermore let E → M be a G-oriented G-equivariant
vector bundle. Under the isomorphism H∗G(M) = H
∗
NG(h)
(Mh) of Lemma A.2 we
have the equality of equivariant Euler classes
eG(E) = eNG(h)(E|Mh).
Proof. The horizontal maps in the following diagram define an isomorphism of
vector bundles:
EG = EG×G E //

EG×NG(h) E|Mh = (E|Mh)NG(h)

MG = EG×G M // EG×NG(h) M
h = (Mh)NG(h)
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Therefore the Euler classes coincide. 
Lemma A.4. Let G be a compact Lie group and H ⊂ G a closed subgroup. Fur-
thermore let E →M be a G-oriented G-vector bundle. Then under the natural map
H∗G(M)→ H
∗
H(M), the equivariant Euler class eG(E) maps to eH(E).
Proof. Let f : MH = EG ×H M → EG ×G M = MG be the natural projection.
The statement follows from the isomorphism of H-equivariant vector bundles EH =
f∗(EG). 
The next proposition generalizes [Duf 1983, Proposition 4] from actions of tori to
actions of compact connected Lie groups.
Proposition A.5. Let G be a compact Lie group acting on a manifold M , such
that the connected component H of the kernel of the action is positive dimensional.
Furthermore let E → M be a G-oriented G-vector bundle of rank 2m on which a
maximal torus T of H acts without fixed vectors. Then the G-equivariant Euler
class eG(E) is not a zero-divisor in H
∗
G(M).
Proof. Denote by G0 the connected component of G. As H∗G(M) = H
∗(EG ×G
M) = H∗G0(M)
G/G0 by [BBFMP 1960, Cor. III.2.3], the natural map H∗G(M) →
H∗G0(M) is injective. Thus by Lemma A.4 if we can show that eG0(E) ∈ H
∗
G0(E)
is not a zero-divisor, then eG(E) ∈ H∗G(M) is not a zero-divisor as well.
As G0 leaves invariant the connected components of M , and eG0(M) consists of
the equivariant Euler classes of the bundle E restricted to the components, we can
without loss of generality assume that M is connected. Under the isomorphism
H∗G0(M) = H
∗
G0/H(M) ⊗ S(h
∗)h of Lemma A.1 we consider the equivariant Euler
class eG0(E) ∈ H
2m
G0 (M) as a polynomial in h with values in H
∗
G0/H(M). To
show that eG0(E) is not a zero-divisor it is sufficient to show that the part with
polynomial degree m, i.e., its part in H0G0/H(M)⊗S
m(h∗)h does not vanish. Again
by Lemma A.4 in the following diagram eG0 restricts to eH , which in turn restricts
to eT .
eG0(E) ∈
_

H∗G0(M)

= H∗G0/H(M)⊗ S(h
∗)h

eH(E) ∈
_

H∗H(M)

= H∗(M)⊗ S(h∗)h

eT (E) ∈ H
∗
T (M) = H
∗(M)⊗ S(t∗)
On the right hand side H0G0/H(M)⊗S
m(h∗)h maps injectively to H0(M)⊗Sm(t∗).
Hence the relevant portion of eG0(E) is determined by the respective part of eT (E).
As T acts without fixed vectors on E this is, up to a scalar, the product of the T -
weights on E ([GGK 2002, Examples C.41/C.44]), in particular nonzero. 
Proposition A.6. Let G be a compact Lie group acting on a manifold M with
exactly one infinitesimal isotropy type (h) and let E →M be a G-oriented G-vector
bundle. Furthermore assume that a maximal abelian subalgebra of h acts without
fixed vectors on E|Mh . Then the equivariant Euler class eG(E) is not a zero-divisor
of H∗G(M).
Proof. By Lemma A.3 it is enough to consider the NG(h)-action on M
h. Then the
statement follows from Proposition A.5. 
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Remark A.7. The condition that a maximal abelian subalgebra of h acts without
fixed vectors cannot be replaced by the weaker condition of h itself acting without
fixed vectors. Consider any representation of a compact Lie group G without fixed
vectors such that a maximal torus T has fixed vectors, e.g. the adjoint representation
of any semisimple Lie group. Then eT = 0 ∈ H∗T (pt) and since H
∗
G(pt)→ H
∗
T (pt)
is injective, eG = 0.
From now on, we restrict to G-actions satisfying the condition
(A.1) gx ( gy =⇒ rank gx < rank gy.
As in Section 7.1, we will for i = 1, . . . , r denote
Wi := {x ∈ W | rank gx ≥ i}
and
W(i) := {x ∈W | rank gx = i}.
Recall from Section 7.1 that this condition implies that the components of W(i)
coincide with the components of the infinitesimal orbit type manifolds W (h). The
next theorem is well-known for (Hamiltonian) torus actions, see, e.g., [Kir 1984,
Section I.5] or [TW 1999, Proposition 2.1].
Theorem A.8. Consider an action of a compact Lie group G on a manifold M
satisfying Condition (A.1). If f : M → R is a G-invariant Morse-Bott function
such that its critical set is equal to a union of connected components of the bottom
stratum, and such that the negative normal bundles of the critical manifolds are
G-orientable, then f is equivariantly perfect.
Proof. Atiyah-Bott show in [AB 1982, Proposition 1.9] that the relative cocycles
are self-completing if we can show that the respective equivariant Euler-classes of
the negative normal bundles are not zero-divisors. If for some critical manifold Y
with isotropy type (h) there was a normal vector in the restricted negative normal
bundle ν−Y |Y h fixed by some maximal abelian subalgebra of h, then there would
exist a point close to Y whose isotropy algebra has rank equal to rank h. This would
contradict Condition (A.1). Thus we may apply Proposition A.6 to the negative
normal bundles of the components of the critical manifolds. 
Theorem A.9. Consider an action of a compact Lie group G on a manifold W
satisfying Condition (A.1) such that all normal bundles νY of the G-components
of the infinitesimal orbit type manifolds are G-orientable. Then
PGt (W ) =
∑
Y
tcodimY PGt (Y ).
Proof. Consider for any component Y of W(i) the normal bundle νY of Y in W \
Wi+1. As in the proof of Theorem A.8, Condition (A.1) implies the assumptions of
Proposition A.6 with M = Y and E = νY are satisfied, so eG(νY ) is not a zero-
divisor of H∗G(Y ). Thus the equivariant push-forward H
∗
G(Y )→ H
∗
G(W \Wi+1) of
the inclusion Y ⊂W \Wi+1 is injective because composition with the restriction to
Y is multiplication with eG(Y ). Note that the push-forward increases the degree
by codimY . The same argument as in the proof of Theorem 1 in [Duf 1983] shows
that eG(W(i)) is not a zero-divisor in H
∗
G(W(i)) and the equivariant push-forward
H∗G(W(i)) → H
∗
G(W \Wi+1) of the inclusion W(i) →֒ W \Wi+1 is injective. On
a summand H∗G(Y ) of H
∗
G(W(i)) the push-forward shifts the degree by codimY .
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We have shown that the Gysin sequence ([Duf 1983, p. 255]) splits into short exact
sequences
(A.2) 0→ H∗G(W(i))→ H
∗
G(W −Wi+1)→ H
∗
G(W −Wi)→ 0.
Now the statement follows from a dimension count using (A.2) inductively just as
in the proof of Theorem 2 in [Duf 1983]. 
On the way we have shown:
Proposition A.10. Consider an action of a compact Lie group G on a manifold
W satisfying Condition (A.1). If N is a closed invariant submanifold on which G
acts with only one infinitesimal isotropy type such that the normal bundle νN of N
is G-orientable, then the Gysin sequence splits into short exact sequences
0→ H∗G(N)→ H
∗
G(W )→ H
∗
G(W −N)→ 0.
Appendix B. Cohen-Macaulay modules
Using the language of e.g. [BH 1993, Section 1.5], a graded ring R (graded over
the integers) is *local if it has a unique *maximal ideal, where a *maximal ideal
is a graded ideal m 6= R which is maximal among the graded ideals. Thus, for a
compact connected Lie group G with Lie algebra g, S(g∗)G is a Noetherian graded
*local ring. Note that in general a *maximal ideal is not necessarily maximal, but
for S(g∗)g this is the case.
Let R be a Noetherian graded *local ring, with *maximal ideal m. Then the depth
of a finitely generated graded module A over R is defined as the length of a maximal
A-regular sequence in m:
depthA = grade(m, A).
The Krull dimension of A, denoted dimR A or simply dimA is defined as the Krull
dimension of the ring R/Ann(A), where Ann(A) = {r ∈ R | rA = 0}, i.e., the
supremum of the lengths of chains of prime ideals in R containing Ann(A). We
always have depthA ≤ dimA and we define
Definition B.1. A finitely generated graded module A over a Noetherian graded
*local ring R is Cohen-Macaulay if depthA = dimA. The ring R is said to be
Cohen-Macaulay if R is Cohen-Macaulay as a module over itself.
The following lemma is standard. See e.g. [GT 2009, Lemma 5.4].
Lemma B.2. Let 0→ A→ B → C → 0 be an exact sequence of finitely generated
graded modules over a Noetherian graded *local ring R. If A and C are Cohen-
Macaulay of the same Krull dimension n, then B is also Cohen-Macaulay of Krull
dimension n.
Let g be a finite-dimensional Lie algebra and A a g⋆-algebra. Then the equivariant
cohomology H∗g(A) of A as defined in (3.3) is a graded algebra over S(g
∗)g. Graded
versions of [Ser 2000, Propositions IV.B.11, IV.B.12] imply
Proposition B.3. If H∗g(A) is finitely generated as a module over S(g
∗)g, then
dimS(g∗)g H
∗
g(A) = dimH∗g(A)H
∗
g(A) and depthS(g∗)g H
∗
g(A) = depthH∗g(A)H
∗
g(A).
In particular, H∗g(A) is a Cohen-Macaulay module over S(g
∗)g if and only if it is
a Cohen-Macaulay ring.
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We will apply this proposition to two different types of g⋆-algebras: the equivariant
cohomologyH∗G(M) of an action of a compact connected Lie group G on a manifold
M , and the equivariant basic cohomology H∗a (M,F) of the transverse action of the
structural Killing algebra a of a Killing foliation F on a complete manifold M .
In the first case, the assumption on finite generation is satisfied if dimH∗(M) <
∞ by [GS 1999, Theorem 6.6.1], and in the second case if M/F is compact, see
Proposition 3.25.
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