Abstract-This paper introduces a new approach for video denoising. Based on the idea of patch based low rank matrix completion, we improve the method by modeling noises with Mixture of Gaussians (MoG). By utilizing a series of different gaussian distributions to fit the representation of video noises without any assumptions on the statistical properties, the parameters of MoG are learned from video data automatically. It can deal with the fact that for most of the time, the real distribution of noises appeared in videos are unknown so that traditional methods do not work well without any priori knowledge. After the model and algorithm statements, we provide a group of experiments on real videos for comparisons with the state-of-art video denoising algorithm, which demonstrates the effectiveness and advantage of our approach.
I. INTRODUCTION
Noise often can be introduced during the storage , acquisition and transmission of video signal. In spite of the advanced technology of sensor, noise still remains in low cost cameras at high sensitivities, e.g. low light condition and hight speed rate, against high-end digital cameras at low sensitivities. Image denoising technology is a necessity, especially in mobile phone camera and webcams. Actually, video data tend to be more noisy than single image because of high speed capturing. Video denoising can improve visual effect of video sequences by removing noise from corrupted video data. In general, video denoising will make full use of its spacial and temporal redundancy which can improve the efficiency of removing noise from all frames of a video. In contrast, single frame processing is not as good visualization as the entire video frame processing.
Researchers have done a lot of work on video denoising. They have proposed many advanced denoising algorithm. Recently, patch based non-local technique has become a trend in video denoising with favorable results. Several methods (e.g. [1, 2, 3, 4] ) are built upon this technique. Video data have high temporal and spatial redundancy, by which patch based methods group the similar patches both within the current frame and over multiple frames. It can improve the efficiency of denoising performance by making full use of redundancy between frames. Take a classic method BM3D [1, 5] as an example, it removes noise by utilizing a predictive search similar blocks with temporal redundancy and combines with collaborative Wiener filtering on patch stacks [1] . [6] proposes a more robust patch matching by using the depth as a constraint, then it removes noise from patch stack by PCA and Tensor analysis.
Most patch based methods only perform well on the i.i.d Gaussian noise distribution(e.g. [3, 5, 7] ). They generally rely on the strong assumptions on the statistical properties of the noises. Differently, [8] proposes a low-rank matrix completion algorithm for video denoising by only a minimal assumption. It is formulated as an optimization problem of minimizing the recovery loss as well as the differences between video frames. For solving this problem, they apply the fixed point iterative algorithm and reach an impressive results against existing video denoising algorithms. However, it still does not perform well on the situations with complex noises.
Most of the time, video is corrupted not only by one specific kind of noise, but the combination of several kinds of noises. [9] has demonstrated that there exist five major sources of image noise with different statistical distributions: fixed pattern noise, dark current noise, shot noise, amplifier noise and quantization noise. It means it is hard to find a precise presentation for modeling video in real application, let alone the statistical parameters of the presentation. The precision of fitting model extremely affects the performance of denoising methods.
In this paper, we introduce a new approach for solving this problem. Our proposed denoising algorithm is based upon patch based method and low rank matrix completion. Different from existing algorithms, the biggest advantage of our proposed method is its accuracy for fitting noise representation without any assumptions on the statistical properties. In order to realize that, we utilize the property of the Mixture of Gaussians (MoG) model that any continuous distribution can be fitted by a limited group of Gaussian distributions [10] . [11] modeled the image noise by MoG [12] and illustrated its effectiveness in face modeling and background subtraction experiments. Inspired by their thoughts, the main innovation of our proposed method is to apply the MoG model to modeling video noise, and simultaneously, the video is denoised by solving a low-rank matrix completion problem. In the paper, we use the traditional Expectation Maximization (EM) of Maximum Likelihood Estimation to learn the MoG parameters, at the same time in the process of iteration, the video data as a low rank matrix would be close to the ground truth. The algorithm details can be seen in section two. We also show several experiments for 978-1-4799-7397-2/14/$31.00 © 2014 IEEE comparison, which verifies the effectiveness and advantage of our model.
II. PROBLEM MODEL

A. Problem Formulation and Block Initialization
Let F = f K k=1 be the video sequences with K frames. Each frame f k can be understood as a latent frame g k corrupted by the noise n k , which can be described as:
Video denoising aims to recover the latent video frames G = {g k } K k=1 from the polluted video frames F by removing the mixture noise {n k } K k=1 . With respect to making full use of temporal and spatial redundancy existed between video sequences, the key is to exploit the property of image sparsity. To address this, we take patch-based method to remove video noise. There have existed extensive patch matching algorithms for motion estimation with efficient results (e.g. [13, 14] ). Exhaustive search for searching similar blocks is accuracy, but it has to pay the price of relatively large amount of computation. On the contrast, it will reduce the accuracy of the estimates obviously by limiting the number of locations searched. In this paper, we adopt patch matching method in [13] for its efficiency and reasonable computational. Moreover, [8] has has already referenced the method in [13] and get a satisfying result.
For the current frame f k , it is divided into square blocks of the size n × n pixels. For one block, say, p i, j,k , where the subscript indexes refer to the i th patch block which is centered at pixel j in the k th frame f k . We look for the block of pixels in the consecutive frames that is the closest to it. According to the predetermined criterion which is described as (2), as MAD (the mean absolute difference) is simply and effectively, i.e.
denote the current block and the frame to be compared with, respectively. The subscribe k is the kth frame.
In the latter part of this paper, we divide frames into blocks of the size 8×8 pixels. The maximum displacement of search area is set to be 6 pixels both in the x and y direction with sample interval 4 × 4 pixels. We find 5 most similar patches in each frame based on MAD criteria with respect to the reference block. There are K × 5 patches totally for the reference block. Then we put all the similar match block of pixels as each columns of a n 2 × m matrix P j,k , the column dimension of the matrix P is 5 × K, where m denotes that there are m patches similar to the current block p i, j,k ∈ R 2 . By this meaning, P is defined as
Then, (1) can be written in the following matrix form:
where Q j,k denotes the latent clear patch matrix and N j,k denotes the noise.
Obviously, all column vectors in Q j,k have similar latent image structures, Q j,k should be a low rank matrix. The video denoising can be expressed as a low rank matrix completion problem. The video denoising can be expressed as the following optimal minimization problem:
where · * is the nuclear norm, · L p is L p norm and ε is the given tolerable deviation. The goal of video denoising is to obtain the clear matrix Q by minimizing the above formula.
B. Denoising by Low-rank Decomposition with MoG Noises
However, in reality, the video noise is composed of several different statistical distributions [9] . A few state-in-art denoising algorithms rely on a single statistical model of image noise. In this paper, we introduce a new way by using Mixture of Gaussians model (MoG) [11, 12] for modeling video noises without any priori knowledge of the statistical arguments.
Instead of solving (5) directly, we use MoG to fit the mixed noise distributions. Each patch matrix P j,k can be modeled as below:
where U and V are low rank matrixes and
where u r and v d are the r th row vector of U and the d th row vector of V, respectively, and ε r,d denotes the noise in p r,d . Here, we assume that each ε r,d in (7) follows a MoG distribution p(ε), defined as follow
where π n is the mixing proportion with π n ≥ 0,
π n = 1,and N ε |0 , σ 2 n denotes the gaussian distribution with mean 0 and variance σ 2 . The probability of p r,d then can be written as follow:
where
The likelihood of P j,k can be written as:
where Ω is the index set of the non-missing entries of P j,k . Our aim is to maximize the likelihood of P j,k , the question is usually simplified to the form of logarithmic function as shown:
where U,V, Π, Δ are the parameters to be got. Obviously, this is a complex parameter estimation problem. In this paper, we use EM algorithm to estimate these parameters. The detailed algorithm will be specified in the next subsection.
C. The Algorithm for Video Denoising
The EM algorithm [15] can be readily used to maximize the aforementioned likelihood function. The variable UV T is the mean for each cluster.The proposed algorithm will iterate between two step that are E step and M step until meeting the convergence criteria. We will introduce the two steps respectively as shown below. 
where q r,d,n is the posterior responsibility of mixture, that can be calculated as:
M step: This step maximize the likelihood function to get the new parameter values.We will alternatively update the parameters U,V, Π, Δ to maximize (11) . Π and Δ closed form updates are:
n is the dimension of {q r,d,n }. The components of (11) related to U and V can be written as = p 1, j,k , p 2, j,k , ··· , p m, j ,k ∈ R r×d output:U,V and the latent matrix Q j,k = UV T 1. Innitialize U,V, Π, Δ, the GMM number N, the small threshold ε 2.Iterating between E step and M step E step:Evaluate {q i, j,n } for i=1,2,...,r;j=1,2,...,d; n=1,2,...N by (13) ; Calculate the upper bound of the expectation E z by (12) M step:Evaluate Π, Δ by (14) and (15) 
where n i is the element number in the i th Gaussian component,then removing the j th Gaussian component's parameters.Set
where the element w r,d of W is calculated by:
There are many algorithms can be used to maximize the (15) . In this paper, we adopt Augmented Lagrange algorithm (ALS). It has a good performance due to experiment results. The whole optimized process is summarized in Algorithm 1.
D. From Denoised Patches to Denoised Images
By applying the proposed algorithm 1 to each patch in input video frames, we can effectively denoise all of them. The last step is to use the denoised patches to form denoised images. Each pixel is covered by several denoised patches, thus, each pixel value is determined by the overlapping ones. In this paper, we take the average of denoised patches at this pixel, which will make the connecting of the boundaries of patches avoiding artificial effect.
III. EXPERIMENTS
We evaluate the performance of the proposed algorithm on several video samples. All the video data used in the experiments are in the uncompressed YUV4MPEG format which can be downloaded from the website [16] . We present part of our results in the paper. In addition, In this paper, we aim to apply the proposed MoG method to the video denoising, which is compared with the existing denoising method to illustrate the widely application in video denoising. Hence, the patch matching method references off the shelf method. By default, we use K = 50 video frames, set patch size to be 8 × 8 and interval four pixels to get patch. For each reference patch, we find five most similar patches in each video frame. The input matrix P j,k consists of 250 patches that are similar to the reference one. The number of mixture gaussian is chosen to be 6. In the algorithm, the stopping criterion is either the difference between U and its last iteration result is smaller than 0.01 or the maximal number of iterations 100 being reached.
A. Input Image Data
Our experiments captured video frames with synthetic noise. There are five major sources of image noise: fixed pattern noise, dark current noise, shot noise, amplifier noise and quantization noise [9] . Since quantization noise is usually much smaller than other noise and some of other noise can be pre-calibrated such as fixed pattern noise and dark current noise. Researchers have done a lot of work on the image noise model. It has been proved that shot noise follows a Poisson distribution and amplifier noise follows a Gaussian distribution. In this paper, we synthesize the mixture video noise in the experiments by the following two representative type of noise:
where n g denotes the Gaussian noise and n p denotes the Poisson noise. In this section,we carried out the experiments with respect to different mixed noise levels. By default, we set the initial number of mixture Gaussian N = 9. We evaluate the results according to its PSNR value defined by:
PSNR( f r ) = 10log 10 255
where f o denotes the original frame and f r is the recovered result.
B. Comparison Experiments
Some well-known existing video denoising methods, such as VBM3D and PCA mentioned above, have been compared with low-rank matrix completion algorithm (LRMC) in [8] , which proved that LRMC algorithm is more effective than other methods. Therefore, here we just take LRMC algorithm as the comparison in the experiments. We give both the recovery effects of video frames and the values of PSNR. In [8] , it is stated that the patch matching is more sensitive to serious Poisson noise than to other noises. As a result, LRMC does not work well on the Poisson noise as expected. Fig. 1 shows an example of denoising on the video with Poisson noise. From left to right, the four images are the ground truth, the synthesized noisy data, recovery by LRMC and recovery by our model respectively. It is obvious that our model gives more clear recovery. Table 1 illustrates the PSNR values of the denoised frames from videos with different noise levels. Expectedly, results by our model reaches better PSNR values.
For more complex situation, Fig.2 and Fig.3 show two examples, in which, the synthesized noises are the mixture of Poisson and Gaussian noises. It's clear that our model yields much better recovery results visually than LRMC. It is embodied at that the details are preserved much better and the recovery frames seem much clearer, such as textures of leaves and water wave. Fig.4 shows a more obvious comparison by zooming out two local regions. In the area of red rectangle, the little white bird at the right of the region is preserved well by our model, but almost vanished in LRMC's result. In the area of green rectangle, the structure and texture of the railings and the tyre are preserved much better in our result than LRMC's. Meanwhile, we also give the PSNR values of the three groups of results in Table 2 . Our model outperforms again.
IV. CONCLUSIONS AND FUTURE WORKS
A. Conclusions
In this paper, we introduce a new approach to for video denoising. With respect to the redundancy characteristic of vide frames, we apply low-rank matrix completion technique as the main part of the algorithm. As the improvement, the noises are fitted by the MoG model and the parameters of the model are learned from data automatically via the EM algorithm. The advantage of this approach is that the priory statistical knowledge of the noise is not necessary for denoising, so that it performs well for a wide range of noise types. Compared to other denoising methods, it shows better effectiveness and robustness, especially excellent in texture detail recovery.
B. Future Works
As we do not have any preprocessing as other methods do, our model does not work well when the video is corrupted by an impulsive noise. As shown in Fig. 5 , the video is corrupted by three synthesized noises: Gaussian, Poisson and impulsive noises. It does not reach better result than other methods. It is mainly because that the special distribution of impulse noise (either minimum or maximum intensity) theoretically needs more Gaussian distributions to fit, so that, too many Gaussian distribution may weaken the visual effect, and smooth the details. In the future, we are going to improve the effectiveness of the model on more special types of noises by adding new penalties to the model.
