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Abstract
When the steady states at infinity become unstable through a pattern forming bifurca-
tion, a travelling wave may bifurcate into a modulated front which is time-periodic in a
moving frame. This scenario has been studied by B. Sandstede and A. Scheel for a class
of reaction-diffusion systems on the real line. Under general assumptions, they showed
that the modulated fronts exist and are spectrally stable near the bifurcation point. Here
we consider a model problem for which we can prove the nonlinear stability of these
solutions with respect to small localized perturbations. This result does not follow from
the spectral stability, because the linearized operator around the modulated front has
essential spectrum up to the imaginary axis. The analysis is illustrated by numerical
simulations.
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1 Introduction
Localized structures such as pulses and fronts play an important role in the mathematical
theory of information transport. Typical situations where such nonlinear phenomena arise
are the propagation of electromagnetic waves in wires or fibers [AA97, NM92], and the
motion of electric pulses along nerve axons [Hux52]. An important issue, both from a theo-
retical and a practical point of view, is the robustness of these solutions with respect to small
inhomogeneities of the propagation medium.
In a remarkable paper [SS99], B. Sandstede and A. Scheel studied a new bifurcation scena-
rio for traveling pulses in reaction-diffusion systems on the real line. They investigated the
situation where the homogeneous steady state at infinity becomes unstable and bifurcates to
a spatially periodic Turing pattern. The originally stable pulse thus undergoes an “essential
instability”, in the sense that the essential spectrum of the linearized operator crosses the
imaginary axis at the bifurcation point. Under general assumptions, the authors showed that
the original pulse bifurcates to a “modulated pulse” which is time-periodic in a uniformly
translating frame. They also proved that this bifurcating solution is spectrally stable [SS00].
However, since the spectrum of the linearization extends all the way to the imaginary axis
(without gap), this last result does not immediately imply the nonlinear stability of the mo-
dulated pulse. The analysis of [SS99, SS00] can be generalized to front solutions connecting
two different stable equilibria [SS01a, SS01b]. In this case, modulated fronts may bifurcate
from an existing traveling wave if one or both of the rest states at infinity become unstable.
In this paper, we go beyond the linear stability analysis of [SS00, SS01b] and we show,
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at least on a specific example, that modulated fronts are nonlinearly stable with respect to
spatially localized perturbations. In simple terms, this result implies that information can be
transported in a stable manner even if the propagation medium becomes unstable through a
Turing bifurcation. To keep the analysis as simple as possible, we do not consider abstract
reaction-diffusion systems as in [SS99], but we prefer to concentrate on a model problem
that exhibits all features of the general case. Although this has not been proved so far, we
certainly expect that all results below hold true for general reaction-diffusion systems under
the same assumptions as in [SS00] (for pulses) or [SS01b] (for fronts).
Our model problem is a Chaffee-Infante equation for the first variable  coupled to a Swift-
Hohenberg equation for the second variable  , namely:
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where  .- ff0/12ff3 .- ff0/1
465 , - 475 , and /98;: . This system is especially convenient to
analyze, because it couples two scalar equations which are rather well understood. In what
follows, the speed parameter 2 and the coupling parameter ' will be fixed, with :<=2>< 
and '9?@: not too big (see Theorem 2.3 below). Our bifurcation parameter  will then vary
in a neighborhood of the bifurcation point  A	B: . To cover all interesting cases, we shall
consider three different functions * , namely
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For all choices of * , system (1) possesses two spatially homogeneous equilibria  Fff3I	
KJ
ffL: and a one-parameter family of front solutions

Fff3I,	
NMLOQPSRF0N-
23/T
-
1UV2ffL:Wff
-
X4Y5Zff (2)
connecting these equilibria. For  [<\: , the equilibria and the family of front solutions
are asymptotically stable with some exponential rate. When  crosses the origin from left
to right, some of the equilibria become unstable, depending on the particular choice of * .
In case I, the steady states ahead of and behind the front undergo a Turing bifurcation and
spatially periodic equilibria are created. In case II, this happens only for the steady state

Fff3IZ	

ffL: ahead of the front, and in case III only for the steady state  Fff3IZ	    ffL:W
behind the front. In this respect, case I is close to the case of a pulse.
At the bifurcation point  ]	^: , the front solutions (2) become essentially unstable and, in
cases I and II, a family of modulated fronts is created. These solutions are time-periodic in
a moving frame with speed `_a , and they connect a spatially periodic Turing pattern at
-
	Acb to another Turing pattern (case I) or to the uniform steady state    ffL:W (case II) at
-
	deb , see Fig. 1. We shall not consider case III any longer, since the analysis in [SS01a]
shows that at least generically no modulated fronts exist in that case; typically the pattern is
outrun by the front, see fig.6 on page 44 for an illustration. As for the stability, it turns out
that in case II the family of modulated fronts is asymptotically stable with exponential rate.
This can be proved rather easily using weighted spaces, see section 6. Thus the challenging
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Figure 1: Modulated fronts for (1) in cases I (left) and II (right). The snapshots show the
 -component obtained from generic initial data at some large time; see also section 7.
case in proving stability is case I. In this situation, the linearization around the modulating
fronts has continuous spectrum up to the imaginary axis. It is the purpose of this paper to
explain how nevertheless the nonlinear stability of these solutions can be shown.
Remark 1.1 In case I, the model problem (1) seems non-generic, since both homogeneous
equilibria fJ` ffL:W undergo a Turing bifurcation at the same value of the parameter  . In fact,
we implicitly restrict our analysis to systems for which the destabilization of both equilibria
has the same origin (in our example, this is the coupling of the bistable  -equation to a
single Swift-Hohenberg equation). This also explains why the wavelengths of the bifurcating
patterns ahead of and behind the front coincide. As was observed by one of the referees
of this paper, it would then be more natural to consider the case of a pulse instead of a
front. But then we would have to replace the scalar  -equation in (1) by a VhgGV system,
which makes the analysis even more intricate. Also, we found it interesting to encompass all
possible cases (I, II, and III) in a single, relatively simple model.
Acknowledgments: This work was supported by the French-German cooperation project
PROCOPE 00307TK entitled “Attractors for extended systems”. The authors also thank B.
Sandstede and A. Scheel for stimulating discussions, and both referees for useful comments
and suggestions.
2 Main Results
In this section, we give our results in the most interesting case, i.e. when *  D0	  X

in (1).
To simplify the notation, we rewrite (1) in the form
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In the invariant subspace t  "ff0SEusv	w:Ix , system (1) has exactly three homogeneous equili-
bria, namely
i
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2zffL:W and
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fJ`
ffL:W . In addition, there exists a family of traveling
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waves
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differential equation
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together with the boundary conditions }FKJ b=#	 J` . Up to translations, the unique solu-
tion is }". 	 MLOQPSRF UV . The function
iE|
N-
ff0/1 will be referred to as the “original front
solution”, as opposed to the “modulated front” which will be considered below.
To study the stability of the front solution
iE|
, it is advantageous to go to a comoving frame.
The new space variable will be denoted by  , i.e.  	 - 20/ . System (1) then reads
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We first investigate the stability of the homogeneous equilibria
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(5) at i 	 iT{ , we obtain i 	Ak  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The spectrum of the linear operator in the right-hand side is easily computed if we decompose
Fff3 in Fourier modes 

. We find 
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Since :fi<Z<  we immediately conclude that the trivial equilibria
iT{
	
KJ
ffL:W are stable
for  (<=: and unstable for  ?: .
We next consider the stability of the original front
iE|

	
f}".
2ffL:W , which is a steady state
of (5).
Notation: For 
4 &	@9flt¡:Ix we denote by ¢£¤  5r the space of all functions Y¥5@¦§5
which are bounded and uniformly continuous together with their first  derivatives. We equip
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Theorem 2.1 For  <: the family t iT| sµ   LEu  ¶4·5Zx of front solutions is asymptotically
stable with exponential rate ¸
?=: (depending on  ). More precisely, given any ¢¹?: , there
exists º?: such that, for all i X4»¼¢ ¤  5rj½  with

PS¾
s¿
³2´
¯0±S²

³2´
¨
i

.
E
iE|
.


2¨
´%ÀZÁ
ºyff
system (5) has a unique global solution i 4¢   »¼:SffLcb=2ff»¢ ¤  5s½   with initial data i  ,
and there exists   4Y5 such that
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Proof. The strategy is standard, see [Sat77] or section 5.4 in [Hen81]. Linearizing (5) at iE| ,
we obtain
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We have to study the spectrum of the linear operator Ã in ¢ ¤  5 , or equivalently in k


5r .
Due to translation invariance of the original system, the operator Ã has a zero eigenvalue
with eigenfunction
i

|
	
f}

ffL:W . If  =<Ç: , we claim that the rest of the spectrum is strictly
contained in the left half-plane of the complex plane. Indeed, the essential spectrum is de-
termined by the linearization around the steady states
iT{
, hence it follows from (7) that
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Taking the scalar product of both sides with
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 and using the fact that '   }
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obtain the inequality
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which implies that
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order differential operator
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We know that : is a simple eigenvalue of Ô , and that the corresponding eigenfunction } 
is positive. By Sturm-Liouville theory, the other isolated eigenvalues of Ô are all strictly
negative. We conclude that either  	]: (in which case

h	]¢
}
 for some ¢¹?@: ) or  <@: .
Thus, there exists ¸Ó?l: such that   Ã¶qËdt¡:xq9t¡ÌÄ4ÓÍ9uÎ  ÌW Á Z¸Tx . Now, applying for
instance the center manifold theorem [Hen81], we obtain the desired result. Õ
According to Theorem 2.1, for  (<=: information can be transported in the system using the
stable fronts
iE|
. We now consider the bifurcation that occurs when  crosses zero from left
to right. In what follows, we set
 9	@Ö

?:vff
where Ö9?7: is a small parameter. It is clear from (7) that the homogeneous steady states
iT{
are now unstable, and so is the front solution
iE|
. Remark that, when  crosses zero, the
essential spectrum of the linearized operator Ã crosses the imaginary axis, so that classical
bifurcation theory is not applicable.
For later use we remark that, when Ö?=: is not too big, the spectrum of Ã can be “stabilized”
if we introduce exponentially weighted spaces, see [Sat77]. Indeed, if we set i . ff0/1·	

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Proposition 2.2 Fix :A<Ú  <Ú . There exists Ù°?;: such that, if :A<ÛÙB<ÜÙ° and
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Proof. The essential spectrum of Ã
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Assume now that

is an isolated eigenvalue of Ã
×
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nonzero eigenfunction. Proceeding exactly as in Theorem 2.1, we show that
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(in which case fl	l¢ }  for some ¢â?=: ) or  <=: . This concludes the proof. Õ
Of course, Proposition 2.2 does not imply stability of the front
iE|
when  6?B: , because
the nonlinear terms cannot be controlled in the weighted space. Nevertheless, the spectral
stabilization property will be one of the key ingredients in the stability proof of the modulated
fronts, see section 5.1 and section 6. The proof of Proposition 2.2 is also the only place where
a particular structure of our model system is really used, see Remark 2.10.
In order to find new stable structures near the original front
iE|
, we first consider the bifur-
cation scenario for the homogeneous steady states
iT{
. If we restrict ourselves to the space
of periodic functions with period V¡ã , we can apply classical bifurcation theory. Indeed, the
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where  4 ä (or  4 & if we further restrict the space to even functions). In the latter case,
as  crosses zero, a single eigenvalue



v	^ crosses the imaginary axis, while all the
other ones stay negative and bounded away from the origin. As is easy to verify, this is a
supercritical pitchfork bifurcation. Thus, for  w	åÖ
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periodic equilibria
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is often referred to as a “Turing bifurcation”, see [Tur52].
Theorem 2.3 Fix 2Z4  :Sff   . There exist Ö¡Z?: and 'Z?: such that, for all Ö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Proof. See section 3.1. Õ
For simplicity, we restrict ourselves to the case of periodic equilibria with period V¡ã , but
the bifurcation argument above also applies to periodic functions with a nearby period, see
7
[CE90] for a complete discussion in the case of the Swift-Hohenberg equation. As is well-
known [Eck65], the bifurcating periodic equilibria are linearly stable if and only if their
period is close enough to V¡ã .
In what follows, we fix 4  :Iff   , '4  :Sff1'I3 , and we always assume that ÖY?d: is suffi-
ciently small (in particular, :Y<wÖfl<ÇÖ¡ ). Although the linearization around the bifurcating
equilibria
i
{
æ
È.ç
has continuous spectrum all the way to the imaginary axis, the nonlinear sta-
bility of these solutions with respect to spatially localized perturbations can be shown using
the techniques developed in [Sch96, Sch98a, Sch98b].
Notation. For !4 , let î £  5 be the (Sobolev) space of all functions (4k   5 whose
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Theorem 2.4 Let ÖÓ?^: be sufficiently small, and let i æ È.çc	 i
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Proof. See section 3.4. Õ
Remark 2.5 Much more is known about the asymptotic behavior of the perturbation ø .- ff0/1
as /,¦ b . Under the assumptions of Theorem 2.4 there exists øùþZ4Y5 and ßŁ?: such that
¯1±²
z³2´ 
 
 
 
ø
N-
ff0/1T


/
øùþ
Ð
²
o

-

áWß/
p


i
æ
È.ç
N-

 
 
 
 
	è

/
~


 as /&¦ b ff
for some arbitray but fixed  ?w: , see Theorem 2.8 below. Thus, spatially localized pertur-
bations vanish asymptotically as a solution of a linear diffusion equation.
Finally, we study the bifurcation that the front
iE|
undergoes when  crosses zero. For  Ó	=Ö

sufficiently small, in addition to the (unstable) original front iE| , equation (3) has a family
of modulated fronts connecting the stable equilibria
i
~
æ
Èç
and
i

æ
È.ç
. These bifurcating solu-
tions are time-periodic in a frame moving with speed Ä	a2rwè  Ö

 , and their profile is
è

ÖQ -close to the original front
iT|
. This bifurcation scenario has been thoroughly studied by
B. Sandstede and A. Scheel for general reaction-diffusion systems in [SS99, SS01a]. Unfor-
tunately, our model problem (1) does not exactly fit into this abstract framework, because the
fourth order Swift-Hohenberg equation is not a reaction-diffusion system. For this reason,
the proof of the following result will be outlined in section 4.
Theorem 2.6 For ÖÞ?7: sufficiently small there exists a modulated front solution of (3) of
the form
i
.-
ff0/1&	
i	

.-
L/2ff
-
nff
-
4Y5lff /r4·5Aff
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where
i	


ff
-
 is V¡ã -periodic in its second argument and q	lT=è  Ö

 . Moreover, there
exist positive constants ¢cff3Ù  ff3Ù  (independent of Ö ) such that
¯0±S²

z³2´
u
i


ff
-
T
iT|

üu
Á
¢yÖcff
and
¨
i	


ff
µ
E
i

æ
È.ç
sµ

-

ü¨
ú
ï
À
ú



ûßû
À Á
¢c
~%×

ff

8@:cff
¨
i	


ff
µ
E
i
~
æ
È.ç
sµ

-
~
ü¨
ú
ï
À
ú



ûßû
À Á
¢c
×
À

ff

Á
:vff
for some - { 4»¼:SffLV¡ã" .
Proof. See section 4. Õ
Remark 2.7 Due to translation invariance of the original problem, i	
 .- fl2/S - üff -  -  
is also a solution of (3) for all - üff -  4(5 . Thus, without loss of generality, we can assume
that -
~
	Ç: in Theorem 2.6. We may also break the translation invariance in the variable 
by imposing
i	


:IffL:W,	A: .
We are now able to state our main result, which shows that the family of modulated fronts is
asymptotically stable with respect to small, localized perturbations. We recall that Ù° is the
positive constant defined in Proposition 2.2.
Theorem 2.8 For ÙG4  :Sff3Ù°2 and Öfi?]: sufficiently small, there exist positive constants ¢ ,
Ý , º , ß such that the following holds. For all ø°e¥W5w¦ 5  with ¨àø° .-  .-  !
×

ü¨
ú
ï
À
û
À
Á
º
there exists a unique global solution
i
.-
ff1/1 of (3) with initial data i .- ff3:W>	 i	
 .- ff - 
ø°
.-
 . Moreover, there exists a shift function ¥Q5  ¦\5 and two real constants þ , øùþ such
that
i
.-
ff0/1 can be represented as
i
.-
ff0/1Ä	
i	

N-
L/T

/12ff
-
ø
.-
ff0/1&ff
-
4·5 ff/8@:qff
where
¯1±²
z³2´
 
 
 
 
ø
N-
ff0/1T


/
øùþ
Ð
²
o

-

áßW/
p


i
~
æ
È.ç
N-

 
 
 
 
Á
¢
/
$
ðfiff
ff /8

ff (9)
and
u 

/1TzþQu2
¯0±S²

³2´
u ø

G2/2ff1/11
×

u
Á
¢#
~ffifl1
ff /r8@:#H (10)
Proof. See section 5. Õ
Remark 2.9 From the proof it will be clear that the decay in (9) can be improved to /
~


with arbitrary small Ä?=: . For simplicity we stick to /
~
$
ðfiff
.
Remark 2.10 As we explain in section 5.1, the essential properties of system (3) that we use
are the stability of the Turing pattern i
~
æ
È.ç
behind the front, and the fact that the spectrum
of the linearized operator can be stabilized using appropriate weighted spaces. Thus, Theo-
rem 2.8 will hold for any of the reaction-diffusion systems considered in [SS01a] provided
one can prove the analogue of Proposition 2.2 and Theorem 2.4.
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a) t=0, localized perturbation ahead
of the front behind the front
b) t=O(1), perturbation transported 
c) t>>1, diffusive decay way behind the front
Figure 2: Spatially localized perturbations (a) are transported behind the modulated front
(b), where they are damped diffusively (c).
Theorem 2.8 shows that small, spatially localized perturbations of the modulated front do not
destroy the form of
i	

, but lead to a finite shift zþ . In fact, the perturbation is transported
behind the front, where it vanishes diffusively, see fig.2. Thus, information can be transported
in a stable manner even in essentially unstable media exhibiting a Turing bifurcation.
Exponential weights have been widely used to prove the stability of fronts propagating into
unstable states, see [Sat77, CE90, Gal94, ES02]. In our case, the invaded steady state i

æ
È.ç
is
in fact stable, but this fact is not used in the proof of Theorem 2.8. If we use in addition the
stability of the equilibrium
i

æ
È.ç
, it should be possible to replace the exponential weight 
×

with a polynomial one, in which case the convergence of   /1 and the decay of ø .- !L/1 in
(10) will be algebraic (i.e. like some inverse power of / ). In any case, the decay of ø .- ff0/1
in the laboratory frame will always be algebraic, because this is what we have for localized
perturbations of the periodic steady state
i
~
æ
È.ç
N-
 , see Theorem 2.4.
This paper stands in line with [BK92, ES02, ES00], where the diffusive stability of a ground
state, here the spatially periodic equilibria
i
{
æ
È.ç
, has been used to prove diffusive stability
of more complicated structures. In contrast to these papers, we have to deal here with an
additional zero eigenvalue which leads to the shift   /1 in Theorem 2.8.
We proceed as follows. In section 3 we prove the existence and the stability of the Turing
patterns
i
{
æ
È.ç
N-
 . Section 4 contains a short proof of Theorem 2.6, i.e. the construction of
the modulated front solutions. In section 5 we prove Theorem 2.8. The proof is based on
a strategy similar to the one used in [ES02]. The method is improved in the sense that in
contrast to [ES02], where ÙA	[è  ÖQ , here we can choose ÙA	 è   which simplifies the
proof. Section 6 is devoted to the stability of modulated fronts in case II. As already said,
these solutions are asymptotically stable with an exponential rate. In section 7 we illustrate
our analysis with numerical simulations, also showing computer experiments for a model
with modulated pulses. These results indicate that the assertions of Theorem 2.8 remain true
for relatively large values of Ö and º .
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3 Existence and stability of Turing patterns
The aim of this section is to give a short proof of Theorems 2.3 and 2.4. This will be done
by adapting to system (1) some known results about existence and stability of periodic solu-
tions for the Swift-Hohenberg equation. The existence part is a rather standard bifurcation
argument, see e.g. [CE90] for more details. The stability proof is based on previous results
by the second author [Sch96, Sch98a, Sch98b].
3.1 Existence
We are interested in V¡ã -periodic stationary solutions of (3) that bifurcate from the homo-
geneous steady states
i{
	
fJ`
ff3:W as the parameter  becomes positive. Since equation
(3) remains invariant if  i ffL22 is replaced with   i ffzX22 , it is sufficient to investigate the
solutions that bifurcate from
in~
	



ffL:W . Setting
i
	
i&~
  , we obtain the system
W
 	"!# %$

ff (11)
where
!
o#&

&

p
	
o



&


s
!2
&


&









&

! 
&

p
ff'$
o(&

&

p
	
o



ÅZ!22
&





&
$


&
$

Æ'
&


V
&


&



p
H (12)
We study system (11) in the Hilbert space ) 	Aî æ
È.ç



5

, where
î

æ
Èç



5Z	dt·4Þî

*,+.-

5rEus
N-
¶	]
.-
V¡ã"2ffT
.-
,	l


-
2ff	/
-
4·5Zx%H
In other words, in the space of V¡ã -periodic functions, we freeze the translation invariance by
assuming the function  to be even, a symmetry that is preserved under evolution. In the
space ) , the linear operator ! in (11) has compact resolvent, hence purely discrete spectrum.
Its eigenvalues are t

~

K
Lx

³10
¿
and t


K
Lx

³0
¿
, where

~

K
n	



s
GLnff


K
,	
s





! 
ff
see (8). As we shall show, when the largest eigenvalue    X	7 crosses the origin (from
left to right), a supercritical pitchfork bifurcation occurs: the origin  	  :SffL:W looses its
stability, and a pair of stable equilibria is created at a distance è 

 T of the origin.
If  Ú?   â2 , the largest eigenvalue  of the operator ! in k

æ
Èç

 is simple, with
eigenvector 2
.-
&	

Ô
ëì
¯
.-
2ff
ëì
¯
.-
1ff where ÔA	

VZGEG 
H
Let 3(4r	6t65
2
u75Ä4(5qx and 3 ó 	  98#7) , where 8^¥:)§¦ ) is the spectral projection
onto the one-dimensional eigenspace 3#4 of ! . By construction, 8; 	 =< d
2
for all
 4>) , where < ¥?) ¦ 5 is the bounded linear form defined by
<
o(&

&

p
	

ã
@


&

N-

ëì
¯
N-
BA
-
H
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From now on, we assume that u '&u Á ' for some '?â: which will be fixed later. By the
center manifold theorem, if u  Zu is sufficiently small, system (11) has a one-dimensional local
center manifold of the form C
4	dt65
2
 D

5Euüu 5)uQ< 5zzx%ff
where 5z?â: and DG¥  (5züffE52>¦ 3 ó is a ¢ $ function satisfying D  :W>	÷: , D   :>	÷: . In
addition, D maps  (5züffE52 into the domain of ! , and the following identity holds:
D
 
5QffiFz 5q
<
$

5
2
9D

5Q0HGY	I!#D

5

J8#$

5
2
9D

5Q02ff u 5)uW< 5zzH (13)
The evolution defined by (11) on
C
4 is given by the reduced system
K
5c	] 	5q
<
$

5
2
 D

51H (14)
Since D  5Q	 è  5

 as 5Y¦ : , it follows from (12) that $  5
2
LD

5Q0v	M5
ON
wè

5ê$ ,
where
N
.-
,	PF
ÅXG
V
Ô

ëì
¯

.-
ffeV¡')Ô
ëàì
¯

N-
.GH
Remark that <
N
	â: , so that < $  5
2
QD

5Q0¶	÷è

5¡$2 . On the other hand, since D(4¢y$ ,
there exists R4S3 ó such that D  5Qe	TRU5

Aè

5ê$L . Inserting this expansion into (13) and
keeping only the lowest order terms in 5 , we obtain the relation  !l]VQ HRÆ
N
	 : . It
follows that
R
N-
n	
=V
ëì
¯

V
-
"GYffXW
ëì
¯

V
-
GßI2ff
where
W¶	
q')Ô
Y
! 
ff ß	
Z')Ô

G 
ff
V
	
W
$

4
¿
ff
Ô

Z
GTVQ 
ff 6	
ße
$

4
¿
ff
Ô


2EVQ 
H
Using this information, we conclude that < $  5
2
9D

5Q0,	>é[5
$
è

5
ff
 , where
é	
Å
á
'
F
V
VêGÔ

W,VêßI"
Å
á
Ô

G
H
It is clear that é
?¹: if '!4  :Sff0'L for 'I?: sufficiently small. In this case, if  =	¹Ö

is
small enough, equation (14) has exactly three equilibria in a neighborhood of size 5 of the
origin: 5y	]: and 5y	"5
{
, where
5
{
	
J
Ö

é
=è

Ö

2ff as Ö¦ :IH
By the center manifold theorem, equation (11) has also three equilibria in a neighborhood
of zero in ) , namely  	Ú: and  	\
{
	]5
{
2
^D

5
{
 . Since (11) is translation
invariant in the space variable - , it is straightforward to verify that 
~
.-
	_

.-
lã"
for all - 45 . Thus, equation (11) has in fact a unique family t` æ È.ç .-  - Eu - 4G5qx of
non-constant V¡ã -periodic solutions in a neighborhood of the origin, where

æ
È.ç"	
Ö

é
2
è

Ö

H
Setting
i
~
æ
È.ç
	



ffL:Wa
æ
È.ç , we obtain spatially periodic equilibria of (3) with the desired
properties. As was already mentioned,
i

æ
È.ç
is obtained by replacing 2 with >2 in the
expression of 
i
~
æ
È.ç
. This concludes the proof of Theorem 2.3.
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3.2 Bloch waves
The first step in the stability analysis of the Turing patterns is studying the linearization of
(3) around i
{
æ
È.ç
. Since
i
{
æ
È.ç
N-
 are spatially periodic functions the associated eigenvalue
problem is naturally formulated in terms of Bloch waves. In this section we briefly recall
the definition of the Bloch wave transform and list a few identities that will be useful in the
sequel. For a rigorous introduction to Bloch waves techniques, we refer to [RS72].
The starting point of Bloch wave analysis in the case of a V¡ã -periodic underlying pattern is
the following (formal) relation

.-
h	cb
d
~ed
f 

Ø

K
gA

	Ü¬
£
³h b
fð
~
fð
f
ú
£
ffii
û

Ø


jzAej
	 b
fð
~
fð
¬
£
³1h

f
ú
£
ffii
û

Ø


fikjzBAejÇ	 b
fð
~
fð

f
i




jêff
-
BAffijÞff
(15)
where
Ø
 is the Fourier transform of  defined by
l
D
f
m
Ø

K
	

V¡ã
@
d
~ed

.-

~
f 

A
-
ff
and

 is the Bloch wave transform of  defined by
=n
D

jêff
-
'm



jêff
-
fi	]o
£
³1h

f
£

Ø


fijznH (16)
From Plancherel’s theorem and Parseval’s identity we easily deduce the relation
@
´
u 
.-
üu

A
-
	
@
fð
~
fð
F
@


u



jêff
-
üu

A
-
GpAejXff
which shows that the Bloch wave transform n defined in (16) is an isomorphism between
k


5 and k

1


UVIff

UV¡g

:Sff2V¡ãF0 . The inverse transform is given by (15), namely

.-
,	
qn
~


)
N-
n	
@
fð
~
fð

f
i




jêff
-
gAejÞH
We note the useful elementary properties



jêff
-
h	Ûf




j&

ff
-
&ff



jêff
-
h	



jêff
-
!V¡ã"&ff



jêff
-
h	



#jêff
-
 for real-valued H
The Bloch wave transform of the product ù is a convolution
=r
ù

jêff
-
Ł	
@
fð
~
fð



jrsj

ff
-




j

ff
-
gAej

m


ut



jêff
-
nH
On the other hand, if  is V¡ã –periodic we simply have
=r
ù

jQff
-
	



jêff
-
s
.-
nH
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Let Eff2ñc4Y , and let ò £ ó 	Aò £ó  5r be the weighted Sobolev space defined by the norm
¨2,¨2õ
ªö
	 v
£
o
w
®

@
d
~ed
u
:w


.-
üu

s

-


ó
A
-9x
fð
H
The image of ò
£ ó
under the Bloch wave transformation is the space ò
£ ó
defined by the norm
¨

&¨:y
õ
ªö
	 v
ó
o
­0®

£
o
w
®

@
fð
~
fð
@


u

­
i
w




jêff
-
üu

A
-
Aej
x
fð
H
It is not difficult to show that there exists ¢¹8  such that
¢
~

¨2,¨2õ
ªö
Á
¨

¨ y
õ
ªö
Á
¢¨2&¨2õ
ªö
ff
for all Y4Þò
£ó
.
In the sequel, we mainly work with the spaces corresponding to ñ	]Y	wV or ñe	]: , Y	ÇV .
To bound the nonlinear terms we need the following estimates. If 94(ò

 and h4(ò


, then
ùŁ4Þò

 and
¨
r
ùÒ¨
y
õ
À
À
	 ¨

zt

¨
y
õ
À
À
Á
¢¨

¨
y
õ
À
À
¨

¨
y
õ
À
¿
H
If Y4
ò


and D 4>{

|

5 , then D Y4Þò


and
¨
r
D ¨:y
õ
À
¿
Á
¢¨1Dn¨E}
À
~
¨

¨y
õ
À
¿
ff where ¨1Dn¨E} À
~
	

o
­0®

¯0±²
z³´
u

­

D
.-
uêH
Notation. If  is a linear operator, we define its Bloch wave transform by

Û	
n

n
~

.
For instance, if  is the translation operator defined by  DÒ .- &	LD .- JI , then



+

jêff
-
fi	[
~
f
i




jQff
-
J,H
3.3 Linear stability
In this section, we study the linearization of (3) around the spatially periodic equilibria i
{
æ
È.ç
.
Since only the stability of
i
~
æ
È.ç
will be used in the proof of Theorem 2.8, we shall concentrate
here on this case. Setting
i
	
i
~
æ
È.ç
ø in (3), we obtain for ø the linearized equation

ø;	Úødff
ìŁ
1
±

O

PWME


ø;	



ødff (17)
with  	6k 


@Äm

i
~
æ
È.ç
 . Our goal is to localize the spectrum of the linear operator
 in the space k


5r (actually, the result would be the same in ò  .) Since this question is
well-documented in the literature, we just summarize here the results. On this occasion, we
also introduce some notations which we will use in section 5.
As the linearized problem has periodic coefficients, the operator  	 n  n
~

can be
represented as direct integral b   jzAej , where, for each j946»   UVff  UV¡½ ,   jz is the
linear operator on î

æ
È.ç

»:Sff2V¡ãÒ½  defined by   jü
&
	 
~
f
i




f
i

&
 . The spectrum of
14

jz is a sequence of eigenvalues t¸
£

jz2x
£
³0 , where Î  ¸
£

jz0¦ eb as G¦ b . The
corresponding eigenfunctions, which are V¡ã -periodic, will be denoted by
&
i

£
. Then the
spectrum of  is given by


Ú	 D¸
£

jz
 
 
 
j4» 

UVIff

UV¡½WffE
4 ÆH
By construction, the Bloch waves f
i

&
i

£
satisfy   f
i

&
i

£
G	 ¸
£

jz1f
i

&
i

£
. As in
[Sch96], one has the following result:
Lemma 3.1 For Öv?: sufficiently small, there exist jàX?=: and Ý¡Z?=: such that
a) If u jIu%8 jà , then Î  ¸
£

jz1
Á
>Ý¡ for all 
4  .
b) If u jIu%<j , the principal eigenvalue ¸   jz is isolated and has the expansion
¸


jzŁ	 Xßj

è

j
ff
nff as jX¦ :vff (18)
where ßÄ	dáe@è  ÖQ . The corresponding eigenfunction   jz¶	 & i   depends smoothly on j
and satisfies   :W,	]   i
~
æ
È.ç
, where ?=: is a normalization such that ¨1  :W¨
Ñ
À
ú



û
	
 .
Finally, Î  ¸
£

jz0
Á
eÝ for all 98lV .
Proof. For all j4»   UVIff  UQV¡½ , the linear operator   jz is explicitly given by


jz&	
o



 jz

9D


D







 jz



 D
$
p
ff
where
i
~
æ
È.ç
	


æ
È.ç0ff0
æ
È.çj and
D

	

Ss
VQ2L
æ
ÈçÒÅQ

æ
Èç
,	

!2=è

ÖQ,ff
D

	]V¡')
æ
È.çf
æ
È.çE	Çè

ÖQnff D
$
	@Ö

('
s
(

æ
È.ç
TÅQ

æ
È.ç
	wè

Ö&H
Thus,   jü is a small, bounded perturbation of the constant coefficients operator obtained
by setting Öy	]: , namely



jzn	
o



G jz



!22

: 





 jz



p
H
The eigenvalues of    jz are given by

~

f
jz&	d
K
jz



G2&ff


K
jz,	


f
kjz



ff

4 äH
Observe that these eigenvalues are all bounded away from zero, except for   KJ jü which
touch the origin when je	w: . Therefore, if :fi< j  <  UV and Ö`?@: is sufficiently small, the
following holds for the eigenvalues ¸
£

jz of the perturbed operator   jz :
i) If u ju%8 j  , then Î  ¸
£

jz0
Á
#j

 for all 
4  .
ii) If u ju%<Jj  , then Î  ¸
£

jü1
Á


UQV for all 
8@Å .
As is clear from ii), we denote by ¸   jz and ¸   jz the two eigenvalues of   jz that bifurcate
from


KJ
jz when Ö is nonzero.
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On the other hand, when Öfl?: and jv	¹: , we know that   :W has a zero eigenvalue with
eigenfunction


i
~
æ
È.ç
, so that ¸   :W,	l: . Moreover, it follows from the analysis in section 3.1
that ¸   :Z	6eV¡Ö

lè

Ö $  . Indeed, by construction, ¸   :W is the convergence rate in time
of V¡ã -periodic solutions of (3) towards the circle of equilibria t i
~
æ
È.ç
.-

-
Eu
-
#4]»¼:SffLV¡ãÒ½x .
This rate can be computed on the one-dimensional center manifold
C
4 . The motion on
C
4 is
given by K5#	  5&	]Ö

5eé[5¡$@è

5
ff
 , and the steady state
i
~
æ
È.ç
corresponds to 5#	5

	
ÖQU

éy@è

Ö

 . Then   5

	d: and ¸   :W	   5

	7>V¡Ö

@è

Ö $  . Thus, in contrast to



jü , the operator   jü has a simple zero eigenvalue when jX	]: .
Now, a straightforward expansion in the parameter j shows that the first eigenvalue ¸   jz
satisfies (18), and that the corresponding eigenfunction   jz is proportional to
o



4
¿

p
¯

PFN-
G j
o

ú


4
¿
û
À
: p ëì
¯
.-
=è

Ö¶j

&H
In particular,   :W&	]


i
~
æ
Èç
. Finally, the second eigenvalue ¸   jz has the expansion
¸


jz,	>V¡Ö

ß?j

=è

Ö
$
j
ff
&ff (19)
where ß	láX=è  ÖQ .
If j  ?=: and Ö?: are small enough, it follows from (18), (19) that
iii) If u ju Á j  , then ¸   jz Á eVj  and ¸   jü Á qÖ  Vj  .
iv) If u jIu Á Ö , then :`8=¸   jzr?¸   jzr?Î  ¸
£

jz1 for all 
8@Å .
Combining i)–iv), we see that Lemma 3.1 holds with, for instance, jà	lÖ and Ý¶	@Ö  . Õ
From now on, we fix Ö ?¹: small enough so that the conclusion of Lemma 3.1 holds. We
define the central projections 8 -  jzr¥Wò æ
È.ç
¦ ò

æ
È.ç
by

8
-

jü.D]	  =¡

jz2ffOD¢E

jz,ff u ju%<9jàrff (20)
where   µ ff µ ¢ is the usual scalar product in £


»¼:Iff2V¡ãÒ½ 

and ¡  jü is the solution of the adjoint
eigenvalue problem  þ  jzH¡  jz,	]¸   jzH¡  jz normalized so that  =¡  jzffO  jz¢&	  .
Since we work in ò

 , we will also need a version of the projection that depends smoothly
on the variable j . To do that, we fix once and for all a nonnegative smooth cut-off function
¤ with support in » ¥jàUVIff.jà2UV½ which is equal to 1 on » #jàUêáSff.jàLUêáQ½ . Then we define the
operators

3
-
ff

3qÉ&¥%ò

æ
È.ç
¦ ò

æ
È.ç
by

3
-

jzfi	
¤

jz

8
-

jz&ff

3¶É

jz	§¦

jüT

3
-

jz&H (21)
It will be useful to define auxiliary mode filters 3©¨- and 3©¨
É
by
3
¨
-

jzfi	
¤

jzUV&8
-

jznff 3
¨
É

jz	ª¦

jzT
¤

V6jzn8
-

jznH
These definitions are made in such a way that

3©¨
-

3
-
	

3
- and

3«¨
É

3¶É"	

3¶É . As a consequence
of Lemma 3.1, there exists ¢¹?: and Ý  ?: (depending on Ö ) such that, for all

·4

ò

 ,
¨

y
¬

3
¨
É

¨y
õ
À
À
Á
¢c
~

flN
¨

¨y
õ
À
À
ff /r8@:vH (22)
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Let ø°4lò

 , and let ø  /1v	a

¬
ø° be the solution of (17) with initial data øù . Then the
Bloch wave transform of ø  /1 can be decomposed as ø  /1	 3 - ø  /1F 3¶É ø  /1 . In view of
(22), the stable part
3qÉ ø

/1 converges exponentially to zero as /&¦ cb . On the other hand,
by Lemma 3.1, the central part



/1&	 3
-
ø

/1 satisfies



j/
~
fð
ff
-
ff0/1fi	Ü
~ffi­i
À

ê

:Sff
-
è

/
~
fð
nff /&¦ yb H (23)
To formulate this result more precisely, we introduce a few notations which will be useful to
handle the nonlinear problem also.
For  4  :Sff  ½ , we introduce the rescaling operator !¯® defined by
?
!¯®

D

jêff
-
	




jêff
-
nH
Note that the scaling does not act on the - variable, only on the Bloch variable j . Since the
domain for j is finite, it will change with the scaling. Therefore, we introduce the function
space °
®
 ±
	


Y¥



U

V

ff

U

V

1g

:Sff2V¡ã",¦ Í
 
 
 
¨

,¨X²:³E´ µq<@b

ff (24)
where
¨

,¨

²
³E´ µ
	

o
­0®


o
w
®

@
fð
ú

®
û
~
fð
ú

®
û
@


u

­
i
:w




jêff
-
üu

s
j



±
A
-
AejXH (25)
The polynomial weight in the Bloch variable j will be used in section 5 to control the nonli-
near terms. Indeed, if

Fff

Ł4·¶'®
 ± for some ôŁ?  UV and if

&

jêff
-
	


zt

S

jêff
-
fi	
@
fð
®
~
fð
®



jrsj

ff
-




j

ff
-
BAffij

ff
then there exists ¢â?=: independent of  such that ¨

&
¨¸
³E´ µ
Á
¢¨

&¨¸
³E´ µ
¨

¨¸
³E´ µ
.
It follows from the definitions that
°

 ±
	

ò

 with equivalent norms (note, however, that the
constants in the equivalence relation depend on ô ). Moreover, !¹® is an isomorphism from

ò

 to
°
®
 ±
, or more generally from
°
®
ªOº

 ± to
°
®
ª
 ± for any 94Y . In particular,
¨

!¯®

D,¨X²
³
ª
´ µ
Á

~
fð
~

±
¨

Dn¨X²
³
ªº

´ µ
and ¨ !
~

®

D&¨X²
³
ªº

´ µ
Á

~
$
ð
¨

Dn¨X²
³
ª
´ µ
ff (26)
where in the first estimate the additional factor 
~

±
is due to the weight in the j -variable.
Using the definitions above together with Lemma 3.1, it is not difficult to verify that (23) can
be written in the more precise form
¨

!
fð
í


3
-

ø

/1T
~ffi­fii
À

8
-

:W

ø°

:Sff
µ
ü¨X²
» ¼ ½
´ µ
Á
¢

/
¨

ø°Q¨
y
õ
À
À
ff /8

H
On the other hand, using (22) and (26), we find
¨

!
fð
í


3qÉ

ø

/1¨X²
» ¼ ½
´ µ
Á
/
±

fðfiff
¨

3qÉ

ø

/1¨
y
õ
À
À
Á
¢#
~ffiflN
¨

ø°Q¨
y
õ
À
À
ff /8@:vH
Thus we have
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Proposition 3.2 Fix ôÞ8â: . If Öh?: is small enough, the solution ø  /1 of (17) with initial
data øù satisfies
¨ ø

j/
~
fð
ff
-
ff0/1TÔ>
~ffi­i
À


:Iff
-
¨X²
» ¼ ½
´ µ
Á
¢
/
fð
¨ ø°Q¨y
õ
À
À
ff
for all /r8  , where Ôl	¾ =¡Tüff ø°  :Sff µ .¢ . Moreover, there exists Ý  ?: such that
¨

3¶É øv

j/
~
fð
ff
-
ff1/1¨X²
» ¼ ½
´ µ
Á
¢c
~ffiflN
¨ øùê¨y
õ
À
À
ff
for all /r8  .
To translate this result into the original variables, we observe that
ø
.-
ff0/1Z	


/
@
í

ð
~
í

ð

f
i.
º
»
À

ø

j/
~
fð
ff
-
ff1/1BAej
	


/
F
@
d
~ed
Ô>
~ffi­fii
À


:Sff
-
1
f
i.
º
»
À

Aej&=è

U

/1 G
	
Ô


áQãFß/

~

À
ð
ú
ff
­j
û


i
~
æ
È.ç
N-
=è

U¡/1&ff
as /c¦ yb . This proves the analogue of Theorem 2.4 for the linearized system (17), see
also Remark 2.5. Since ø .- ff0/1 behaves for large times like a solution of the linear heat
equation

ø 	 ß



ø multiplied by the derivative of the steady state
i
~
æ
Èç
, we say that
ø
N-
ff0/1 converges “diffusively” to zero.
3.4 Nonlinear stability
In [Sch96, EWW97, Sch98a, Sch98b] it has been observed that spatially periodic equilibria
with the above spectral properties are also nonlinearly stable with respect to spatially locali-
zed perturbations. The proof relies on the fact that the nonlinear terms are “asymptotically
irrelevant” when compared to the linear diffusion. This is not obvious a priori, because the
nonlinearity contains quadratic terms that are potentially dangerous, but this happen to be
true due to nontrivial cancellations. Then a standard renormalization procedure [BK92] can
be used to prove that the perturbations ø N- ff0/1 converge diffusively to zero in the nonlinear
case also. This is the statement of Theorem 2.4.
In section 5, we shall apply this renormalization procedure to a more difficult problem, na-
mely the stability of the modulated fronts
i	

. The proof of Theorem 2.4 is a particular case
of this more complicated argument, see Remark 5.1 below. So, for the sake of brevity, we
shall not discuss Theorem 2.4 any longer, and refer to section 5 for more details.
4 Construction of modulated fronts
In this section, we follow closely [SS99] where modulated pulse solutions are constructed
for general reaction-diffusion systems. However, since the assumptions of [SS99] are not
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exactly satisfied in our case, we give here a short proof of Theorem 2.6. Throughout this
section we refer to [PSS97], [SS01b] for the functional analytic background and the relation
between temporal and spatial dynamics.
4.1 The idea
As already said, the modulated fronts are time-periodic in a frame moving with a speed 
close to the speed  of the original front. In this frame, we shall denote the spatial variable
by  	 - L/ , to distinguish it from  	 - 1/ . Equation (3) then becomes
si
	Ak




i
!


i
Gm

i
ff (27)
and we look for solutions
i

ff0/1 that are periodic in their second argument.
The key idea in the construction of the modulated fronts is spatial dynamics, i.e., system (27)
will be considered as an evolution system for
i
with respect to the variable  	 - 2/ , in a
space of functions
i

ff0/1 which are periodic in / . The use of spatial dynamics goes back at
least to [Kir82] and is nowadays a well established method for the construction of fronts and
pulses.
Writing (27) as a first order system with respect to  yields


ød	

k

ø@9¿

ø#ff (28)
with
ød	



ff0

ff0
$
ff0
ff
ff3ÁÀzff3ÁÂ2&	

Fff


Fff3ùff


ùff



ùff

$

I
and
k

ø	
ÃÄ
Ä
Ä
Ä
Ä
Ä
Ä
Ä
ÄÅ
:
e

:
:
:
Z
$
ÆÇ
Ç
Ç
Ç
Ç
Ç
Ç
Ç
Ç
È
ff ¿

ø,	
ÃÄ
Ä
Ä
Ä
Ä
Ä
Ä
Ä
ÄÅ








22

(


T(
$
2


ff
ÁÀ
ÁÂ



! T
$
!2
ff
GVêÁÀn%$
$
('

(


s
$
ÆÇ
Ç
Ç
Ç
Ç
Ç
Ç
Ç
Ç
È
H
For a fixed ñy8lV , this system will be considered in the infinite-dimensional phase space
É
	âî
ó
æ
È.ç

:Sff.ergYî
ó
~
fð
æ
È.ç

:Sff>rg î
ó
æ
È.ç

:Sff>
gî
ó
~
fðfiff
æ
È.ç

:Iff>gÞî
ó
~
fð
æ
È.ç

:Sff>gÞî
ó
~
$
ðfiff
æ
È.ç

:Sff>
where ÷	  V¡ã"0Uê . In the spatial dynamics formulation (28) we will easily find equilibria
ø
{
corresponding to the equilibria
iT{
of (3), periodic solutions ø
{
æ
È.ç
which correspond to the
spatially periodic equilibria
i
{
æ
È.ç
of (3), and we also find a trivial heteroclinic connection ø |
between ø
~
and ø

which corresponds to the trivial front
iE|
of (3).
The linearization of the spatial dynamics formulation (28) around the trivial equilibria ø {
possesses two eigenvalues close to the imaginary axis and infinitely many eigenvalues with
19
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Figure 3: The original front and the modulated front. The vertical planes symbolize the two-
dimensional center manifolds at ø
~
and ø

for the spatial dynamics formulation (28). Left
picture (  !<l: ): ø { are unstable equilibria, and the solid line represents the trivial front ø | .
Right picture (  w?: ): ø { are stable, ø
{
æ
È.ç
are unstable, and the solid line is the modulated
front we want to construct.
positive real part and infinitely many eigenvalues with negative real part. Hence there will be
a two-dimensional center manifold  -  ø
{
 , an infinite-dimensional stable manifold  ó  ø
{

and an infinite-dimensional unstable manifold ËÊ  ø
{
 of ø
{
. For  ?]: sufficiently small,
the periodic solution ø
{
æ
Èç
lies in the two-dimensional center manifold  -  ø
{
 .
The modulated front solutions we are interested in will be found in the intersection of the
center-unstable manifold Ë4Ì  ø
~
 of ø
~
and the stable manifold  ó  ø

æ
È.ç
 of ø

æ
È.ç
. The
reason is as follows. Since ø

æ
È.ç
is unstable in the two-dimensional center manifold  -  ø

 of
ø

, solutions converging towards ø

æ
Èç
for  ¦ b have to be in the stable manifold  ó  ø

æ
È.ç

of ø

æ
È.ç
. On the other hand for  ¦ >b the periodic solution ø
~
æ
È.ç
attracts all solutions in the
two-dimensional center manifold  -  ø
~
 of ø
~
, except for ø
~
itself. Therefore, to converge
towards ø
~
æ
È.ç
for  ¦ >b it is sufficient to be in the center-unstable manifold Ë4Ì  ø
~
 of
ø
~
. Thus, we will almost be done if we show that the center-unstable manifold %4Ì  ø
~
 of
ø
~
and the stable manifold  ó  ø

æ
È.ç
 of ø

æ
È.ç
intersect.
As is explained in [SS99], this is the case only if the parameter  is chosen appropriately. To
cope with this problem, we consider (27) as a dynamical system for the pair  ¡ffLøvr4Y5
g É ,
where  obeys the trivial equation K¶	A: , and we look for an intersection of the corresponding
manifolds in the extended space 5g É . We proceed in three steps:
i) In Lemma 4.1 we prove that, for  	¹: , the center-unstable manifold Ë4Ì qÍ gqtêø ~ xê
of the family of fixed points Í gtêø
~
x and the stable manifold  ó qÍ gZtêø

xê of the
family of fixed points Í gGtêø

x intersect transversally in the extended space 5âg É
(here Í Ë5 is a closed neighborhood of 2 ). Moreover, there exists exactly one e4 Í
such that %4Ì  ø
~
 intersects  ó  ø

 , namely the velocity  of the trivial front.
ii) In Lemma 4.2 we reformulate the bifurcation of the spatially periodic equilibria i
{
æ
È.ç
for (3) at  Ó	w: as the bifurcation of time-periodic solutions ø
{
æ
È.ç
for the spatial dyna-
mics formulation (28).
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iii) By a perturbation argument, we show that for  B?Ü: sufficiently small the center-
unstable manifold Ë4Ì qÍ gqtêø
~
xê and the stable manifold  ó qÍ gltêø

æ
Èç
xê intersect
transversally in the extended space 5åg É . Since ø
~
æ
È.ç
is attractive for  ¦ >b ,
this implies the existence of a modulated front solution with a velocity  close to the
original velocity 2 .
4.2 Transversality in extended space
For all  nffL>4Y5 , system (28) possesses the fixed points ø { 	 KJ ffL:Sff3:SffL:SffL:IffL:W . Moreover, for
all  and for q	]2 we have the heteroclinic connection
ø

ff0/1,	wø
|

,	
f}"
2ff
}  
ffL:IffL:SffL:Sff3:W
between ø
~
and ø

, i.e.  ÊÏ 7Î
{d
ø
|

,	wø
{
. These solutions lie in the invariant subspaces
É
j·Ë
É
flË
É
, where É  is the six-dimensional subspace that consists of / -independent
solutions satisfying


ø[	Ï¿

øv , and É j is the two-dimensional subspace É j	 têø;4
É
,us
$
	l
ff
	l`À	]ÁÂr	A:x . We now prove the following result.
Lemma 4.1 Fix 4  :Sff   . There exist  F?\: and '? : such that for all  4ffi5
with u  qu Á  F and all '4A»:Sff0'2 the following holds. There exists a closed neighborhood
Í of  such that the center-unstable manifold %4Ì qÍ g¶têø ~ xê of the family of fixed points
Í
gAtêø
~
x and the stable manifold  ó Í g¶têø  xê of the family of fixed points Í gAtêø  x
intersect transversally in the extended space 5dg É .
Proof. a) Existence of invariant manifolds. The linearization of (28) at ø { is given by


ø	]Ã
{
ø Ðq
M3R
Ã
{
	

k

GÑ¿

ø
{
nH (29)
Since ø  ff1/1 is  -periodic in its second argument with @	AV¡ã"UQ , it is natural to decompose
it using Fourier series:
ø

ff0/1,	
o
w&³h
ø
w



w	Ò

ff where Ó	AZH (30)
The space
É
then splits into a direct sum Ô w&³1h É w , where for each Õ 4 ä the six-dimensional
subspace É w is invariant under (29). Restricting (29) to É w yields


ø
w
	lÃ
{
w
ø
w
Ðq
M0R
Ã
{
w
	]ÖÕÓk

¿

ø
{
nff
or explicitly
Ã
{
w
	
ÃÄ
Ä
Ä
Ä
Ä
Ä
Ä
Ä
ÄÅ
:

: : : :
×ÓØÕâ

22 > 

: : :
: : :

: :
: : : :
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In order to solve the associated eigenvalue problem Ã
{
w
ø
w
	

ø
w , we analyze the condition
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Ã
{
w

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A),	A: . This equation splits into two parts and reduces to the system
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! 9	l:vff (31)
which can also be obtained directly from the temporal formulation (27), see [HS99].
For  Ó	w: , we have exactly two eigenvalues on the imaginary axis, i.e.

	] for ÕB	  and

	dZ for Õ^	  . Moreover there are infinitely many stable and infinitely many unstable
directions, and the associated eigenvalues are contained in two sectors. see fig.2 in [SS99].
We define projections 8
{
ó
, 8
{
Ì
and 8
{
4
on the stable, unstable and central part of the linear
operators Ã
{
. This can be done for each Ã
{
w with Õ 4ä , and so these operators are well-
defined. Then the space É splits into
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The restrictions Ã
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generate analytic semigroups in
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for some constants ¢yff3Ù9?=: . This can be proved by a rescaling argument, see Lemma 3.1 in
[SS99]. In the present case, the appropriate scaling is:
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By construction, ø¹4
É if and only if
Ø
ø÷4 î
ó
æ
È.ç

:Sff> .
Since the nonlinear term $  øcn	
W
k

ø â¿

øvŁÃ
{
ø is smooth from
É
into
É
, [Hen81]
guarantees the existence of the following local smooth invariant manifolds in É : the center
manifolds %4  ø
{
 which are tangent to
É
{
4
at ø
{
, the stable manifolds  ó  ø
{
 tangent to
É
{
ó
, the unstable manifolds ·Ì  ø
{
 tangent to
É
{
Ì
, the center-stable manifolds Ë4 ó  ø
{

tangent to
É
{
4
ó
	
É
{
4
Ô
É
{
ó
, and finally the center-unstable manifolds %4Ì  ø
{
 tangent to
É
{
4Ì
	
É
{
4
Ô
É
{
Ì
. In addition, as in [SS99] the center-unstable manifold Ë4Ì  ø ~  and the
stable manifold  ó  ø

 can be extended to a whole neighborhood of the trivial heteroclinic
connection ø
|
. These global manifolds will still be denoted by Ë4Ì  ø
~
 and  ó  ø

 .
b) Transversality. The manifolds Ë4Ì  ø ~  and  ó  ø   do not intersect transversally in the
space
É
, see e.g. [SS99]. To obtain transversality the space has to be extended to 5wg É by
adding one direction corresponding to the velocity  .
The transversality of %4Ì Í gtêø
~
xê and  ó qÍ gGtêø

xê in the extended space 5¹g É for

ff2ø# means that the tangent spaces to these manifolds at a point  2zff2ø
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,
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Such a situation is robust under small perturbations, and hence slightly perturbed manifolds
will also possess a non empty intersection.
To prove transversality, we follow again [SS99] and consider the linearization of (28) around
the heteroclinic connection ø
|
:
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
ø
|

Ø
ødH (32)
We first observe that, for 9	\2 and  å	;: , (32) has a unique nontrivial solution
Ø
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 that converges exponentially to zero as 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yb , namely
Ø
ø^	


ø
|
. Indeed, if
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ff0/1 is any such solution and if
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is a time-periodic solution of the linearization of (27) around iE| :

Ø
i
	]k




Ø
i
G


Ø
i
!Äm

iE|

Ø
i
H
Moreover, for ÙÇ?ffi: sufficiently small,
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By Proposition 2.2, the spectrum of the linear operator k 


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l

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iE|
 in )
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strictly contained in the left half-plane, except for a simple eigenvalue : with eigenvector

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iE|
. Thus we necessarily have
Ø
i
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iE|
, hence also
Ø
ø	


ø
|
.
Next we observe that, for any Õ\4ä , the six-dimensional subspace É w is left invariant by
the time-independent equation (32). This property allows to study the transversality of the
manifolds Ë4Ì  ø
~
 and  ó  ø

 in each subspace É w separately, since the tangent spaces

ãä
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
û

Ë4Ì

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~
0 (resp.  ãOä ú 
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1 ) for different values of  are mapped onto each other
by solutions of (32). Remark that (32) defines a well-posed evolution in each subspace É w ,
but not in the whole space É .
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3
4Ì
w

~
	I
ãOä
ú

û

Ë4Ì

ø
~
0Ûæ
É
w
ff 3
ó
w


	
ãOä
ú

û


ó

ø

0Ûæ
É
w
H
From (31), it is not difficult to verify that AÊÏ  3 4Ìw  ~ fi	PAÊÏ  3 ów   `	[Å for all Õ 4Çä .
Moreover, if Õ ç	 : , the argument above shows that 3 4Ìw  ~ æs3 ów   	Ût¡:Ix , so that É w 	
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If we further restrict system (28) to the two-dimensional invariant subspace É j , we obtain
the simple differential equation
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which governs the travelling waves of the Chaffee-Infante equation. For ·	Û2 the one-
dimensional manifolds %4Ì  ø
~
üu
Ù
¿N¿
and  ó  ø

u
Ù
¿N¿
intersect (non transversally) along the
heteroclinic orbit ø
|
u
Ù
¿N¿
. Thus the vector
N
can be chosen as the unit normal to ø |  : in É j .
Moreover, it is easy to see that a variation with respect to the parameter  shifts the stable and
unstable manifolds through each other, namely Ë4Ì qÍ gGtêø
~
xêu
Ù
¿N¿
and  ó Í g!têø

xêu
Ù
¿N¿
intersect transversally in the three-dimensional space 5Bg É j . Together with (33), this
implies that %4Ì Í g têø
~
xê and  ó qÍ g têø

xê intersect transversally in the extended space
5g
É
. Õ
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4.3 Bifurcation of Turing patterns
The following lemma is the analogue of Theorem 2.3 for the spatial formulation (28).
Lemma 4.2 Fix 24  :Iff   . There exist Öê?]: and 'I?A: such that for all ÖŁ4  :Sff1Öê3 , all
'Þ4

:Sff0'L and all ?Z: equation (28) with  	XÖ  has two families têø
{
æ
È.ç

Ł2/ü

LEu

q4Y5qx
of periodic solutions satisfying ø
{
æ
È.ç
.-
&	wø
{
æ
È.ç
.-
V¡ãF and ¨àø
{
æ
Èç
.-
TGø
{
¨
´[è
	Çè

Ö2H
Remark 4.3 We may prove Lemma 4.2 directly as follows. For the eigenvalue problem (31)
in the proof of Lemma 4.1 all eigenvalues  except for Õa	 J are uniformly bounded away
from the imaginary axis and contained in two sectors. For  @	ffi: and ÓÇ	6 we have two
eigenvalues on the imaginary axis, namely  	Ç for Õ[	  and  	7Z for Õ[	÷  . With
 changing sign from  to  the real parts of these eigenvalues change sign from  to  .
To see this we insert

	]WG¸ into the second equation of (31) and obtain
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Now the é

–equivariant Hopf-bifurcation theorem applies [GSS88], which shows the requi-
red result. On the two-dimensional center manifolds  -  ø {  we have an unstable origin
for  ]<: , and for  A?d: a stable origin and an unstable periodic solution ø
{
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with, e.g.,
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4.4 Bifurcation of the modulated front
In order to complete the proof of Theorem 2.6 it remains to establish point iii) of the program
of section 4.1.
As a consequence of the continuity with respect to  7	ÚÖ

, the stable manifold  ó qÍ g
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xê of the bifurcating periodic solution ø
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stays è  ÖQ -close to  ó 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, see for instance [GH83, SS99]. Therefore, the intersection of Ë4Ì qÍ gAtêø ~ xê and
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xê is still transversal for Ö?=: sufficiently small. By [SS99, Lemma 3.9], there
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This distance can be measured in É j by the distance of the intersection points of these
manifolds with the   -axis in É j . The dynamics in É j is mainly described by the first
equation in (1). The linear term e in the first equation of (1) is è  ÖQ . However, the è  ÖQ -
terms in  belong to É  , and by quadratic interaction they couple è  Ö

 back to É  . In all
other É ­ with íËç	w: due to transversality for Ö#	w: the tangent spaces of Ë4Ì  ø
~
îæ
É
­ and

ó

ø

æ
È.ç
Ûæ
É
­ also span
É
­ for Ö?: sufficiently small and (34) follows.
A solution of (28) in the intersection converges for  ¦ b to ø

æ
È.ç
with some rate 
~%×

where
Ù?å: can be chosen independent of Ö . For  ¦ >b all solutions in the center-unstable
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manifold of ø
~
converge with some exponential rate to the two-dimensional center manifold
of ø
~
. On this manifold except for the origin ø
~
all solutions converge for  ¦ >b with
some rate è  
~eï
ú

û
à

à
 towards the unstable periodic solution ø
~
æ
È.ç
, cf. figure 3.
It remains to prove that  ó  ø

æ
È.ç
 is not connected with ËÌ  ø
~
 . This can be shown as in
[SS99] by remarking that the distance between  ó  ø   and ËÌ  ø ~  near ø |  :W is of order Ö  ,
since both manifolds are smooth in  Æ	AÖ

. One the other hand, since A
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one can verify by looking at É  that the distance between  ó  ø

æ
Èç
 and  ó  ø

 near ø
|

:W
is also bounded from below by ¢Ö . Thus, if Ö=? : is small enough, there cannot be an
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 . In detail
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for Ö?=: sufficiently small.
Summarizing, we have found modulated front solutions ø



ff1/1 of (28) connecting ø
~
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È.ç
to
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with a velocity y	â2&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 . Moreover,
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ff1/10 we obtain a modulated front
i	

satisfying the
conclusions of Theorem 2.6. Õ
4.5 Remarks on case II and case III
The following two remarks are an adaption of the theory given in [SS01a] to our situation.
Remark 4.4 In case II there is no Hopf-bifurcation at ø ~ , but the same argument as above
shows the transversality of  ó Í gtêø

æ
Èç
xê and ·Ì qÍ gtêø
~
xê in 5g
É
. Therefore, for 
close to 2 , there are modulated front solutions i .- ff0/1v	 i
 N- @L/2ff -  of (3) which are
V¡ã -periodic in the second argument and satisfy
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Remark 4.5 In case III there is no Hopf-bifurcation at ø  . There is still a transversal inter-
section between %4Ì Í g(têø
~
xê and  ó qÍ g(têø

xê . But for e	Ç2 we know that %4Ì  ø ~ 
and  ó  ø

 intersect along the heteroclinic connection ø
|
. By uniqueness there is no other
connection between Ë4Ì  ø
~
 and  ó  ø

 and so no modulated front in this case.
5 The nonlinear stability proof
This section contains the proof of Theorem 2.8. As already said, the linearization around
the modulated fronts has continuous spectrum up to the imaginary axis, because the periodic
pattern
i
~
æ
È.ç
behind the front is only diffusively stable. In addition, we have an embedded
zero eigenvalue which is responsible for the shift along the family of modulated fronts. This
coexistence of discrete and continuous spectrum on the imaginary axis is the main technical
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difficulty in proving the stability of the modulated fronts. To handle this problem, we follow
the approach developed in [ES02]. The basic idea is to assume that initially perturbations
decay with an exponential rate as - ¦ yb . Even if the steady state ahead of the front
is weakly unstable (in our case, it is not), such perturbations will be “overtaken” by the
propagating front before they have enough time to grow. Once they are far behind the front,
they vanish diffusively because the periodic pattern
i
~
æ
È.ç
is stable. In case II, the steady
state
i&~
behind the front is exponentially stable, so that the perturbations decay to zero
exponentially as /,¦ b , see section 6.
Throughout this section, we fix Ö
?7: and ÙÇ?6: small enough so that the conclusions of
Proposition 2.2, Theorem 2.3, Theorem 2.6 and Lemma 3.1 hold. Unless explicitly stated,
the constants below will depend on Ö and Ù . The small parameters we shall use are the
size of the initial data, which we denote by º , and the rescaling parameter  which will be
introduced in section 5.3.
5.1 The idea
The zero eigenvalue of the linearized operator will lead to a spatial shift of the front. There-
fore, we write solutions
i
N-
ff0/1 of (3) as a shift of the modulated front plus some perturbation
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ff0/1 , namely
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where   /1r4Y5 is the spatial shift. This representation is clearly not unique, but we shall use
this freedom below to impose a condition on ø .- ff0/1 that will determine   /1 uniquely. The
perturbation ø .- ff1/1 satisfies
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of ø N- ff0/1 near - 	]yb , it is convenient to go to the comoving frame and to use exponential
weights [Sat77]. Let Ù@4  :Sff3Ù°2 , where Ù° is defined in Proposition 2.2. We introduce the
weighted variable  defined by
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The equation for  is
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Eq. (38) is coupled to (36) through the nonlinear terms m   i	
 ff2ø&ffXd , which are in fact
linear with respect to  , see section 5.2. Although ø and  are simply related via (37), we
find it convenient to keep both variables in the sequel. We shall assume that  4Þî


5 and
øffi4Óò


	¹t`DÓ4Óî


5Eu
-

D94Æî


52x , which is equivalent to requiring that N-


×

0ø
lies in î


5 . This defines a weighted perturbation space which is an algebra for the product
of functions.
To understand the spectrum of the linear operator in (38) we write
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/1u  by Theorem 2.6, we see that, provided Ö and  are small enough,
the time-dependent operator k
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 can be considered as a perturbation of the
simpler operator Ã
×
	k
×

4
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Äm

iE|
 . By Proposition 2.2, the spectrum of Ã
×
is strictly
contained in the left half-plane, except for a zero eigenvalue which is due to translation
invariance and is not affected by the exponential weight. Let < 4¶¥Iî

¦ î

be the spectral
projection onto the one-dimensional eigenspace of Ã × corresponding to the eigenvalue zero.
We also set < ó 	ñ¦e < 4 . If  is defined by (37), we impose the condition < 47  /1&	l: for
all / , which amounts to fixing the shift   /1 in (35). Under this assumption on  , a standard
argument shows that any solution
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The evolution system for  and  reads
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where < 4 


i	


×

Ł	

dè

Ö#ffiu )u  . By Proposition 2.2, there exists Ý=	ÛÝ  ÙTfl? :
such that ¨
Ýò

<
ó
¨
ï
À
	aè


~

fl0
 as /y¦ b . If ø N- ff0/1 and   /1 are bounded and remain
sufficiently small, due to Ky	Çè  d we expect that the solutions of (39) will satisfy u K  /1u3
¨1

/1ü¨
ï
À
	Çè


~

fl0
 as /,¦ yb .
In order to use this exponential decay of the auxiliary variable  , we rewrite (36) in the
form
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To bound the last term in (40), we have to control the quantity
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Take Ä?=: small enough so that Ù Á Ý . By Theorem 2.6, we have
ó
.-
ff0/1
Á ô
¢c
~

×
À

uø
.-
ff0/1üu if - L/E  /1 Á (%/&ff
¢c
×
ú
1 ~ffiõ
ú

û û
uö
.-
ff1/1u if - L/E  /1¶?]z%/nH
27
It follows that ¿ 
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consequence of these observations, (36) has the form
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This is a small perturbation of the equation
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which governs the evolution of the perturbations ø .- ff0/1&	
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equilibrium
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. As was already mentioned in section 3.4, sufficiently small solutions of
(43) in ò  converge diffusively to zero as /¦ b , and due to the analysis in [ES02] the
exponentially decreasing terms è  KQ , è  
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fl0
 in (42) do not change the result.
This is the idea of the proof of Theorem 2.8, which we now develop in more detail.
5.2 The unscaled equations
We first give explicit formulas for the various quantities appearing in equations (36), (38),
(39), and (40). In what follows, i will either denote i	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Since :9<¹ÙA<¹Ù° , we know that
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We now start the analysis of the evolution system (39), (40) for ø&ffXÓffE . Our goal is to show
that, if the initial data ø  :W2ffO  :W2ffE  :W are sufficiently small, then   /1 and K  /1 will go to
zero exponentially, while ø  /1 tends to zero diffusively as described in Theorem 2.4. As was
explained in the previous section, we shall consider (40) as a perturbation of (43), which can
be treated using the techniques developed in [Sch96], see [ES02]. In particular, we shall use
the Bloch wave formalism introduced in section 3.2.
If ø 	 n ø is the Bloch wave transform of ø , we set
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As explained in [Sch96], it is useful to modify this system by eliminating the quadratic terms
with respect to
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- in the equation for
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In the right-hand side of (48), the variables


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
É have to be replaced everywhere by their
expression (46) in terms of


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
°É . For simplicity, we also dropped the explicit dependence
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É , $ , and $ .
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which governs the evolution of the perturbations of the spatially periodic pattern i
~
æ
Èç
. All the
arguments in sections 5.3 and 5.4 apply a fortiori to (49), and show that these perturbations
satisfy (9). Thus Theorem 2.4 follows as a particular case of Theorem 2.8.
5.3 The renormalization procedure
In section 3.3, we described the asymptotic behavior of the solutions of the linearized equa-
tion (3) around the periodic steady state i
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is exponentially damped. This continuous rescaling of the Bloch variable j can be used to
treat the nonlinear problem also, see [EWW97]. However, it seems somewhat easier to use
a discrete version of the above rescaling, which is known as the “renormalization group”
method, see [BK92, Sch96]. The idea is to fix some (sufficiently small)  4  :Sff   and to
define, for all 
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where Ý?=: is as in Proposition 2.2 and ! m !¹® is the rescaling operator defined by
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Inserting (50) into (47), we obtain an evolution system for t
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For notational convenience, we take our initial data for (47) at time /¶	  instead of /q	¹: .
Starting from these data, we first solve the evolution system
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The advantage of this iterative procedure is that the rescaled system
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are multiplied by exponentially
small factors such as 
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Our starting point is the integral equation satisfied by the rescaled quantities (50) on the time
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We recall that $ and $ are linear functions of the third argument
&
.
We shall control the evolution of
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and
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 ± is defined in (24). The reason for these particular choices of the parameter ô (which
measures the decay in the Bloch variable j ) will be explained in the proof of Lemma 5.4. On
the other hand, we shall use the fixed spaces î


5 and 5 to control the remaining variables
&
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and 
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, respectively.
To estimate the various terms in (51), we now list a number of lemmas which are very
similar to the corresponding statements in [ES02, Section 7]. The proofs use exactly the
same techniques, so we shall be rather brief and we refer the reader to [Sch96, ES02] for
more details.
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Proof. These estimates follow directly from Lemma 3.1 and Proposition 2.2. We recall that
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Next, we estimate the nonlinear terms (52). Most of these terms are bounded in a straight-
forward way by “counting the powers of  ” and using estimate (26) as well as the identity
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However, to bound the critical term $>4 
£
, one has to use the structure of the system in a
deeper way and to exploit some non-trivial cancellations. We need the following lemma
which generalizes the fact that derivatives produce powers of  under scaling. As we shall
see, although the nonlinearity $ -þ
£
does not contain any derivative, it has a “derivative-like”
structure, see also [Sch96].
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Proof. We start with (60). From (52), (50), (48) and (46) we have
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If we now choose ø	L"+Ëj  , we have   jz ø	Çè  j

 . Hence it follows from (64) that
Ü


EEV
V

»ìEüff


i
~
æ
È.ç
½D	A:#ff




EEÜ




V
V

» 

ff


i
~
æ
Èç
½D	A:cH
(65)
35
Using (63), (65), and E	]   i
~
æ
È.ç
, where 1 is the normalization factor from Lemma 3.1,
we thus obtain
ø
ø
i
¶


:SffL:Sff3:W	M =¡

ff
V

» EüffO"0½¢F" =¡Tzff
V

»ì"zffO

½ ¢
	å


4/
 =
þ

¡

J
þ

¡Tüff


E¢


40/
 =
þ

¡Tüff




¢&	A:IH
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Remark 5.6 The proof shows that ¢
$
¦ b as Öc¦ : , while ¢ ff can be chosen independent
of Ö .
Proof. These estimates are easily obtained by combining Lemmas 5.2 and 5.4. The assump-
tion A8åV is used to simplify the bounds on ú -þ
£
and ú É 
£
. For instance, in the estimate
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The last inequality is very crude if  is large, but it is sufficient for our purposes because it
matches what we have for $ -7
£
, $hÉ

£
. Note however that we keep the exponential factor in
the estimate for $
õ

£
. Õ
Finally, the following bounds hold for the first terms on the right-hand side of (51).
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Proof. This follows immediately from Lemma 5.2 and estimate (26). The constant ¢¯Â can
be chosen independent of Ö . Õ
In the sequel, we set ¸·	]¢ ff  Ör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Combining the above Lemmas, we are now ready to give a priori bounds on the solution of
(51) in terms of the initial data. Let
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5.4 Iteration and Conclusion
To show that the recursion relation (68) can be iterated and to conclude the proof of Theo-
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for some ¢ á ?: .
Proof. Since u < Dnu Á ¢¨1Dn¨X² Þ
³
ª
for some ¢Ú?6: independent of  , it follows immediately
from (69) and (66) that
u Ô
£
ÆÔ
£
~

u
Á
¢

£
ð

1
ß

£

153

£
&H (72)
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see [Sch96, ES02]. This crucial estimate shows that, if  is sufficiently small, the linear
semigroup contracts the remainder term
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On the other hand, it follows from Lemma 5.7 that
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Inserting these bounds into (72), (73), (74), (75), and using the fact that V¡¸¢¯ÂLU s yVê¸F Á  UV
by (67), we obtain (71). Õ
It is now straightforward to conclude the proof of Theorem 2.8. First, we choose  4  :Sff  2
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As is easy to verify, if º(?^: is sufficiently small, the recursion relation (71) implies that
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It remains to show that these estimates imply (9) and (10). First, combining (77) with (76)
and using the last bound in (66), we obtain
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If we undo the change of variables (50), we thus find
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which implies (10), see (37). Similarly, remarking that
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and using (77), (76), (66), (51) and Lemma 3.1, we arrive at
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In particular, using (24), we have for all 
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If we now undo the changes of variables (50) and (46), we obtain
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we see that (78) implies (9). The proof of Theorem 2.8 is now complete. Õ
6 Results in case II
In this section, we give the results about existence and stability of modulated fronts in case
II, namely with *  D	   in (1). When  crosses zero, the homogeneous steady sate
iT
ahead of the front destabilizes and undergoes a Turing bifurcation, but the equilibrium
i&~
behind the front remains asymptotically stable with some exponential rate. As explained
in Remark 4.4, we have existence of a modulated front connecting the Turing pattern
i

æ
È.ç
ahead of the front with the trivial solution
i&~
behind.
Theorem 6.1 For Ö9?6: sufficiently small, there exist a modulated front solution of (3) of
the form
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Remark that, in contrast with Theorem 2.6, the convergence rate of
i	


ff
-
 towards
i&~
as

¦ eb is independent of Ö .
Proving the nonlinear stability of the modulated front is much easier here than in case I:
Theorem 6.2 If Ù4  :Sff0Ù°2 and Ö?l: is sufficiently small, there exist positive constants ¢ ,
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Proof. We proceed exactly as in section 5.1. Setting
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Thus, proceeding as in (41), we find
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for some ¢¹?: . Summarizing, the evolution system for ø&ffO9ffE has the form
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7 Numerical simulations
Using numerical simulations, we illustrate the results from section 2 concerning modulated
fronts, and, for a different model, the existence and stability of modulated pulses. These
computer experiments give the impression that the assertions of Theorem 2.6 and 2.8 are also
true for Ö and º not necessarily small, i.e. the existence and stability of modulated structures
also holds for non-small values of the bifurcation parameter and non-small perturbations.
7.1 Modulated fronts
To solve (5) numerically we subtract the (unmodulated) front CED&FHGJILKMONHPED&FHQSROG from T ,
i.e, we set TUI6CHVXWffY and integrate the resulting system for D0Y[Z
\G using finite differences,
periodic boundary conditions on the large domain F^]_Da`cbOdefZ:bSd'egG (see Remark 7.1 below),
and implicit time stepping. The parameters hiI djlk and monpI djlk are kept fixed. We
start with rather generic initial conditions and calculate the (discretized) modulated fronts
dynamically which of course is only possible if they are stable (for the discretized system).
Figure 4 shows the evolution towards a modulated front for qrIsdjut and initial conditions
D0YvZ\Gu wuxHn-I DatyQ{z}|S~PED0FGZdjdtg~ND0FG
G . The hump in Yu wuxHn is transformed into a shift in
TICWY rather quick. The transient time in which essentially \D&G reaches its proper
amplitude D2OG and then couples back into the T equation to produce the modulating pulse
is about 50 units. Convergence of the solution to the modulated front with similar transient
behavior was observed for more rather generic initial conditions. Starting with initial condi-
tions D&Y[Z\Gu wuxHnI D=tyQ{z}|O~
PED&FHGoZ:djŁ~ND0FG
G we get a much shorter transient. We can also,
for instance, add DatyG humps away from FId to D0YvZ\Gu wuxHn . These get damped out very
quickly.
t=
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-1
0
1
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-0.4
0.4
; 
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$
Figure 4: Evolution towards a modulated front, q-Idjut .
Figure 5 shows snapshots of the solutions at some fixed times  . In a) ( IOd with the
solution from fig.4) with q-Idjut the different amplitudes of the periodic patterns at FIvkd
are clearly visible. In order to display the different decay rates to the periodic patterns ahead
of and behind the front we take a smaller qIdjdt ; b) shows the modulated front, and c),d)
the functions Y6I8T;X`_K:MONPgD0FQSRSG and \ . The effect of `h\ JDCHVgWffY¡G is that the Turing
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pattern in \ gets damped while passing through the modulated front. It then converges with
rate ¢D£¤¥X¦§)¨0© ª!©«G to the Turing pattern in the recovery zone behind the front.
a) q-IdjutSZT b) qIrdjdtSZT
-1
0
1
-50 0 50
-1
0
1
-100 0 100
c) q-IdjdtSZT¬`flK:MNHPED0FQSRSG d) q-Idjdt , \
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Figure 5: Snapshots of modulated fronts.
Remark 7.1 There is a conceptual problem with periodic boundary conditions, in particu-
lar for very small _­®d . Strictly speaking, on any finite domain with periodic boundary
conditions there is no ”ahead and behind the front”. To minimize this effect we chose a large
domain, and see that at the center of mass, say F]¯D=`ckOdZ:kOd$G the analytically predicted
dynamics of the modulated front are nicely recovered. Using even larger domains it can be
checked that the influence of the boundary conditions near the center is indeed very small.
Finally, we illustrate what happens in case III with  JD0TG°ILt¡W±T . As an example of the
typical evolution of the unstable front, fig.6 shows T²D&oZFG`JKMONHP;D0FQSRSG , i.e., the T component
of the perturbation of the front in the comoving frame, with q-Idjdt .
7.2 Modulated pulses
In order to obtain an example with modulated pulses we couple a non symmetric complex
Ginzburg-Landau equation (nsGLe) with a Swift-Hohenberg like equation. The nsGLe for
the complex field ³´D2µEZ
G@]·¶ reads
¸
w&³ImB¹
¸º
»
³±`±DqEn{W_2¼yn:G=³½W¾qf¹ ³¾W_¿S1u ³u
º
³ (81)
where m¹IÀm¹&Á@Wm¹&ÂÃ]¶ and qgnZ:q{¹oZo¼ynU]Ä are parameters with ¼'n­Åq{¹¢­Åd and in
particular d´ÆÇmB¹&ÁBZ:qEnBZ:q{¹fÈ t . Thus, the nsGLe is a dissipative perturbation of the nonlinear
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Figure 6: Typical evolution in case III; the homogenous rest state behind the front is unstable,
and a Turing pattern develops behind the front. However, the front travels away from the
pattern, and the resulting solution is not time periodic in any comoving frame.
Schro¨dinger equation, where due to the term qf¹ ³ the usual Ê ¹ -symmetry ³ ËÌ £}ÍÏÎ'³ is
broken. It arises for instance as a modulation equation for optical fibers with phase-sensitive
amplifiers, see [KK96] and the references therein, or for dissipative systems with a resonant
spatially periodic forcing [Uec01]. For suitable parameters the nsGLe has an exponentially
stable one parameter family ty³4ÐÑÒDaÓ$`_µÔnGÖÕµÔn×]-ÄØ of pulse solutions. See [KS98] for this
result and a comprehensive discussion of the nsGLe. For mB¹&ÁÙId the pulse is explicitly given
by
³4ÐÑÒD2µGÚIÛ Ü}¹=~
Ý!z:P²DÛ Ü
º
µG=£}ÍÏÎZ
z!|S~yDRÞ;GfIqgnoQqf¹Z Ü
º
I8D¼'nÉW½q{¹~NEDRÞG
G
Qm¹&ÂZ Ü}¹ÚIrm¹&Â&Ü
º
QSRÒj
(82)
For small mB¹&Á4­Çd this pulse persists, and the spectrum of the linearization of (81) about ³5ÐÑ
is as follows. The continuous spectrum is given by the two curves
ß
¹à
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DáGÚI`cqEnÙ`fim¹&Á:á
º
ffaâ D0m¹&Â0á
º
W½¼'nG
º
`pq
º
¹
j
Moreover, we obtain one simple eigenvalue d from the translational invariance and the rest
of the discrete spectrum, consisting of 5 more simple eigenvalues, is in the left complex half
plane, see [KS98].
We now couple the nsGLe for ³I±TX¹;W_T º with the SHe for \^]UÄ , i.e. we consider
¸
w)ãIäÙã½W¾åfiD)ã×G (83)
where ãI6D0T;¹!D2µEZ
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and where qEnZ:q{¹oZo¼'n and mB¹ are fixed in such a way that the nsGLe has a stable pulse solution.
We use ë²¹à º ]flÄ as coupling parameters and q º as the bifurcation parameter. Moreover we
set CED&ó$GÖID0T;¹!D2óGoZT º D&ó$G
G¡]flÄ
º
ZfóôIµ`ffmon
 , where T;¹D&µG²WffT º D2µG5Iõ³5ÐÑÒD2µG is the pulse
solution of the nsGLe.
Using the spectral properties of ³5ÐÑ and setting ë º I d it is clear that the analogue of
Theorem 2.1 holds for (83), i.e., that for q º Æöd the pulse DC;Z:d$G is exponentially stable.
Moreover, numerical simulations of the nsGLe reveal that also for small mB¹&Á¬­÷d the pulse
³5Ð
Ñ fulfills øÝB³5Ð
ÑD&µG[IÅT;¹!D2µGJùd for all µr]±Ä . Using this, we can conclude as in the
proof of Theorem 2.1 that for q º Æ±d the linearization of (83) around DC;Z:dSG has spectrum in
the left complex half-plane for all ë ºú d , and in fact even for d¬Æ½ë º ÆûëXü for a sufficiently
small ëXü´I¯ëXüyD0q º G­id . Hence we have roughly the same starting point for a bifurcation
analysis for (83) as for (1), and may expect modulated pulses to bifurcate for q º ­ffd .
This is now illustrated by numerical simulations of (83), where we fix DqEnZ:q{¹oZo¼'n}Z:m¹=GæI
DdjbZdjZBtSZ:djutÒW¢tdO2G , monÙI6t and ë²¹fIõt , and integrate (83) in the moving frame F´IrµÚ`°mon
 ,
again on the large domain ó]rDa`cbOdefZ:bSd'egG with periodic boundary conditions. In order to
obtain nice graphs, the value m¹&Â²Iitd has been chosen relatively large so that the pulse has
a width larger than the period R'e of periodic pattern.
a) ë º Iõ`vt b) ë º It
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Figure 7: T º and \ for a modulated pulse, ×Idjd$k . a) ë º Iõ`Ãt , b) ë º I6t
In the first simulation we let q º I º I®djdSd$RSk and ë º IL`vt . Again we choose a small
¾Iýdjd$k in order to resolve the different convergence rates ahead and behind the pulse.
We start with an approximation of ãgXÐ in the form T;¹!D2óHZ:dSGgWffT º D&óZ:d$GI6³4ÐÑD2óG with ³5ÐÑ
from (82) and \D2óG¡Iþ{z}|O~D&ó$G . The solution converges quickly to a modulated pulse ãgXÐ ,
which illustrates the stability of the modulated pulses. In figure 7a) we show T º D&IökOd$G
and \D&fIßkOd$G for óJ]¾D=`ÃtdSdZBtBdSd$G , i.e., roughly half the computational domain; cf. Remark
7.1. The first component T;¹ is similar to T º but  JM@T;¹!D2óHZ
G t so that T º is more eligible
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for graphical purposes. The effect of ë º Ii`Ãt is that the Turing pattern gets damped while
passing through the pulse, with an ¢D£¤¥E¦§¨&© ª!©«G convergence to the Turing pattern behind the
pulse.
For ë º I t we get the converse effect, see figure 7b). The pattern gets amplified while
passing through the pulse and decays to amplitude ¢D&OG in the recovery zone behind the
pulse. Note however that this is now also a nonlinear effect of the damping `4\ç in the \
equation.
Finally, in figure 8 we present snapshots of T;¹ and \ from a numerical simulation with OI×dj  ,
ë
º
I`ßt and the remaining parameters as above. The convergence to the periodic pattern
is equally fast ahead and behind the pulse. We remark that numerically we could produce
stable modulated pulses ã4§
XÐ
up to ßR . This works most easily by continuation in  , i.e., by
slowly increasing  , integrating and waiting until the solution settles to ã4§
XÐ
, then increasing
 again. For °­ÇR this breaks down and the solution disintegrates into wave–packets.
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Figure 8: T;¹ and \ for a modulated pulse, ë º Iõ`Ãt , ÃIrdj 
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