Abstract. We study the worst case complexity of weighted approximation and integration for functions de ned over R d . We assume that the functions have all partial derivatives of order up to r uniformly bounded in a weighted L p -norm for a given weight function . The integration and the error for approximation are de ned in a weighted sense for another given weight %. We present a necessary and su cient condition on weight functions % and for the complexity of the problem to be nite. Under additional conditions, we show that the complexity of the weighted problem is proportional to the complexity of the corresponding classical problem de ned over a unit cube and with % = = 1. Similar results have been obtained recently in 9] for scalar functions (d = 1) and in 10] for multivariate functions under restriction that = 1 and p = 1.
Introduction
The majority of complexity results for approximation and integration are devoted to classes of functions de ned over bounded domains, say the unit cube 0; 1] d . Although problems for functions on unbounded domains appear in practice, relatively few complexity results are available, see, e.g., 1, 2, 3, 4, 6, 7] for results concerning speci c classes of functions and/or speci c weights. A more general approach in the worst case setting has been recently undertaken in 9, 10] , and the present paper can be viewed as a continuation of such a general study.
More speci cally, in 9], the following classes F of scalar functions are considered. Any function f from F has r-derivative bounded in a weighted L p semi-norm, kf (r) Here r is a given positive integer, p 2 1; 1], and is a given (measurable) weight function. In the weighted approximation problem, the aim is to approximate f by an algorithm A(f) with the error measured in a weighted L q semi-norm: k(f ? A(f)) %k Lq(R) "; 8 f 2 F; where % is another given weight function and q 2 1; 1]. In the weighted integration problem, the aim is to approximate the integral I % (f) = Note that classical problems de ned over bounded domains D and with constant weights % and are special examples of problems studied there since they correspond to % = 1 D , where 1 D denotes the characteristic (indicator) function of the domain D. Note also that in the general case, the errors and complexities for both weighted approximation and integration problems are bounded from below by the errors and complexities for the corresponding classical problems. This is why the following problems have been addressed in 9]: (I): A necessary and su cient condition (in terms of the parameters r; p; q; ; %) for the worst case complexity to be nite for every error demand " > 0.
(II): Su cient conditions for the complexity to be proportional to the complexity of a corresponding classical problem. The paper 10] provides similar results for a d-variate case; however, under the restrictions that 1 and p = 1. The present paper is an extension of 10] in the sense that we solve (I) and (II) for arbitrary weight functions % and , and arbitrary parameters p; q 2 1; 1]. That is, we provide a necessary and su cient condition for the complexity to be nite; and necessary conditions for the complexity to be proportional to the complexity of the corresponding classical problem that is known to equal (" ?1=s ), where s = r=d + minf1=q ? 1=p; 0g (for integration we formally set q = 1). The proofs are constructive, i.e., all upper bounds are obtained by providing and analyzing speci c algorithms.
Finally we mention a subtle di erence between this paper and 10]. In the latter paper, it is assumed that only partial derivatives of order r are uniformly bounded, whereas we assume a bound on all partial derivatives of order up to r. We adopted this more restrictive assumptions mostly for convenience and similar results could be obtained for the less restrictive case. For instance, the algorithms derived in this paper would have similar error properties in the less restrictive case if applied to the di erence of a function and its Taylor's polynomial. kf ( ) 
For the weighted integration problem we are interested in approximating the integral
with the error of an algorithm U given by e(U) = sup In fact, we will use the following inequality, which is a direct consequence of (4). For every such cube,
We end this section by the following observation. It is easy to show that for the spaces considered in this paper, the complexity of weighted integration problem equals (modulo a multiplicative constant) the complexity of the corresponding approximation problem with the parameter q = 1. Moreover, if U is an algorithm for the approximation problem then A(f) = I % (U(f)) is an algorithm for the integration problem whose error is proportional to the error of U. Hence, if U is almost optimal, A is also almost optimal. Therefore, from now on, we will focus only on the approximation problem.
Finite Complexity
In general, the error of any algorithm could be in nite or bounded from below by a positive constant. In such cases, the complexity of the corresponding problem is in nite for su ciently small error demand ". Therefore, in this section, we present a su cient and necessary condition for the complexity to be nite for any " > 0. This condition is stated using the following function L : (0; 1) ! ( 
For x = 2 Q R , we take U(f)(x) := 0. Then for any f 2 F with kfk r;p; 1,
Hence e(U) ". Since the cost of U is nite, this implies that comp (") is nite as well.
We now prove the opposite implication. Note that R j j?j j 1. We can estimate ju ( ? ) (x=R)j by the maximum of ju ( ) (x)j with respect to x 2 R d and j j r (which is independent of R and f). 
The situation is more complicated when q > p and then we only have L(R) sup 1 , and (7) follows from this.
Finally, we provide an upper bound on L(R) for arbitrary p and q but for special weights % and . Namely, suppose that the weights are isotropic, i.e., %(x) = % 1 (jxj 1 ) and (x) = 1 (jxj 1 ) for some functions % 1 ; 1 . Suppose also that % 1 (tR) c 1 % 1 (t)% 1 (R) and 1 (t) 1 (R) c 2 1 (tR) (9) for t 1 and su ciently large R. If L(1) exists and is nite, then L(R) c 1 c 2 L(1) R r+d(1=q?1=p) % 1 (R) 1 (R) : (10) Indeed, due to a change of variables we get 
Equivalent Complexities
In this section, we provide su cient conditions for comp ("; %; ) = (" ?1=s ) as " ! 0. As already mentioned, this is the complexity of the corresponding classical approximation problem (i.e., without weights and on the unit cube). This is why we refer to this case as equivalent complexities. Note that c i;j are well de ned due to assumption (3).
We are ready to state su cient conditions for the equivalence of complexities. We assume that the following sum, denoted by A 2 , is nite: 
We add that the conditions (11) and (12) are very similar to the corresponding conditions from 9] for the scalar case (d = 1). Moreover, (12) holds with A 3 = c 1 c 2 L(1) for isotropic weights that satisfy (9); see (10) . The condition (11) will be discussed in section 4.3.
4.2. Almost Optimal Algorithm. In this section, we describe an algorithm U = U " whose error and cost do not exceed " and (" ?1=s ), respectively.
The algorithm depends on parameters k = k(") and m i;j = m i;j ("), choice of which will be discussed in a moment. On the complement D k of C k , U(f) equals zero, i. Due to space limitation, we will not write integration arguments in the next few lines. We will also write % 0 and % i;j to denote sup x2C 0 %(x) and sup x2C i;j %(x), respectively. By Lemma 1, we have The following well-known fact is used to estimate the above inequality. Let ( ; ; ) be a measurable space on the set with counting measure, g a measurable real function on . Then It is easy to verify that the sum of a i;j is bounded from above by a constant times " ?1=s , which completes the proof. which proves the rst inequality. The second inequality can be proven in a similar way.
