Abstract. Interval methods are very convenient to describe the uncertainty of measurements and derived parameters in engineering sciences. In this paper, the geodetic determination of points in the 2d or 3d Euclidean space by least-squares estimation is studied. Up to now, two problems limited the applicability of interval mathematics. First, due to overestimation, interval boxes are too pessimistic uncertainty measures for point positions. Second, the shape of the interval boxes depends on the orientation of the geodetic coordinate system to parametrise the configuration. It is shown that both problems can be overcome by zonotopes which describe directly the factual range of the leastsquares problem with interval-valued observations. The advantages of this concept are discussed using typical geodetic network scenarios. In addition, the possible benefit for other engineering applications is motivated.
Motivation
In engineering sciences, quality concepts become more and more important. In this context, the original uncertainty of data and the associated uncertainty of derived parameters have to be modelled and quantified in an adequate way. This implies a repertory of all kinds of uncertainty (the random and the systematic component of the uncertainty are such prominent examples) as well as dedicated methods to deal with. One standard method is the use of stochastics expressing all uncertainty components as standard deviation or variance. However, for many applications and for different reasons this particular treatment of uncertainty may not be fully appropriate. As an alternative or an extension of this classical concept, intervals can be used [3] , [16] , [19] - [21] , [23] , [24] , [29] - [31] , [35] .
In geodesy, a least-squares adjustment is used to estimate parameters of interest like coordinates of topographic points, velocities of geodynamic plates, or coefficients of the Earth's gravity field [34] . Associated quality or uncertainty measures should quantify the geometry-related part of the parameter uncertainty as well as the impact of the instruments and the applied analysis methods. Further, an independence of the uncertainty measures w.r.t. the underlying coordinate system or reference frame is required.
The standard stochastic handling of uncertainty is often incomplete, in particular due to neglected systematics. In order to assess uncertainty due to remaining systematics the authors proposed the use of intervals in addition to dispersion matrices, cf. [21] , [29] , [30] . This interval-based uncertainty description consists of two steps. First, intervals are determined which enclose the remaining systematics of the measurements. Second, these observation intervals are propagated to the estimated parameters of interest. For this task, the interval extension of the leastsquares adjustment is a quite straightforward approach. In addition the interval extension enables an easy combination of the random uncertainty component and the systematic one. For a more theoretical justification of this approach refer to, e.g., [19] , [35] .
In this paper, we will focus on the determination of point coordinates of twoor three-dimensional geodetic networks used to monitor large structures or plate motions. The pure interval extension of the least-squares estimator yields interval boxes for the point positions which describe the impact of remaining systematics on the point positions. In this context, two main problems arise which will be illustrated soon.
1. The factual range of the coordinate vector is overestimated by the interval extension. Hence, if interval boxes or derived values are used as uncertainty measures, the results will be too pessimistic.
2. The shape of the interval boxes varies when rotating the coordinate system. Hence, this variation pretends, that the systematic component of the uncertainty of the coordinates changes depending on the orientation of the coordinate frame used to express and describe the problem. Since in geodetic applications the orientation of the coordinate system can be chosen arbitrarily, this effect has to be taken into account.
In conclusion, on the one hand the interval-based description of remaining systematics is a very suitable approach to quantify remaining systematics of observations. On the other hand, however, the standard methodology provided by interval mathematics such as the interval extension leads to results which do not fulfill the requirements on quality measures expected by the geodetic community.
The key for a solution is to focus on the factual range. It will be shown that in the special case of the interval extension of a least-squares estimation the factual range can be directly given. Since no overestimation will occur, both problems can be solved. In addition, the factual range is independent of the coordinate system's orientation.
In a first section, the problem is formulated and graphically represented. Next, it will be shown that the factual range of the interval extension of the least-squares problem is a zonotope, i.e. a centrally symmetric convex polytope, [37, p. 198ff] . Some basic and useful properties of zonotopes will be summed up, and the graphical representation of zonotopes is investigated. Finally some geodetic examples will be given to emphasize the benefits of the proposed concept.
Problem

FORMULATION OF OBSERVATIONS INTERVALS
Up to now, a large variety of procedures can be distinguished to determine observation intervals. This determination is decisive for the whole reasoning. Therefore special care has to be taken. In most cases, specifications of the sensors or technical manuals serve as principal information source to quantify uncertainty, e.g. [15] in case of ultra-sonar sensors, [3] for electrochemical instruments, [28] for micro-relays, or [23] for sensors and actors of robots. In the context of finite element methods, [24] describe by intervals uncertainty of constructive materials in a more adequate manner. Finally, a sensitivity analysis is proposed by [29] , [30] to take the impact of correction models or pre-analysis procedures of the observations into account. In conclusion, despite some sophisticated mathematical formulations, the concrete determination of observation intervals is based on the knowledge of specialists about the sensors uncertainty.
TRANSFER OF THE OBSERVATION INTERVALS TO PARAMETERS OF INTEREST
For this task, again a large variety of different approaches and strategies exists, cf. [12] , [14] , [21] , [29] , [36] and references therein. However, not all approaches are appropriate for the uncertainty assessment. For some approaches the reliability aspect is of main interest, i.e. a reliable solution is intended. For example the SIVIA algorithm by [14] is one representative of this class of solutions as well as the MINIMAX strategy proposed by [12] . In these cases the resulting set after set inversion should rather be considered as a reliability measure than a uncertainty measure. I.e. small resulting sets indicate a bad consistency of model and data whereas great sets a good consistency. In geodesy, a least-squares adjustment is standard to estimate the u × 1 vector of parameters of interest x:
where A denotes the n × u configuration matrix, u < n, i.e. the Jacobian of the in general non-linear functional relationship between parameters and observations. Usually, A is column-regular. However for geodetic networks, a specific column rank deficiency (called datum defect) occurs because geodetic measurements are not sensitive w.r.t. the origin and/or the orientation of the coordinate system. In these cases, the matrix inverse of (2.1) is replaced by the pseudo inverse yielding some optimal stochastic properties of the estimated coordinates, cf. [2] . The weight matrix P is the inverse of the n × n regular variance-covariance matrix C of the observations expressing their random variability. The n × 1 observation vector is denoted by y. It is carrier of the randomness.
Complementary to this pure stochastic formulation of uncertainty, intervals are introduced by the authors to assess the non-stochastic component of uncertainty: the impact of remaining systematics in the observation data. This information is contained in the n × 1 interval vector of the observation [y] . Without loss of generality we assume symmetric intervals in such a way that the vector of interval midpoints y m equals the actual observation vector y. The vector of interval radii y r expresses the uncertainty band, caused by the remaining systematics. In the following we exclusively discuss the interval extension of (2.1), cf. [1] , [25] :
Alternatively, the interval vector of the estimated parameters can be represented by its midpoint and radius:
3)
We consider intentionally point matrices for A and P because these matrices depend only on explicitly chosen approximate values. Each kind of model uncertainty is transformed in and expressed by the observation interval vector. This strategy is standard in geodesy.
INTERVAL BOXES AS POINT UNCERTAINTY MEASURES: USE AND LIMITS
The interval extension shows the following properties:
1. The vector of the interval midpoints of the estimated coordinates x m is identical with the classical least-squares estimator, cf. (2.3). 2. Considering points in the two-or three-dimensional Euclidean space, the interval vector can be represented point-by-point by an interval box. This box is centred on the estimated point position. Its faces are parallel with respect to the coordinate axes. 3. The shape of the interval box or scalar quantities like its area, volume, or diameter can be used to quantify the uncertainty of the point position which is caused by remaining systematics of the observations. 4. The interval extension is exact component by component. Discussing each coordinate separately, no overestimation occurs.
The main problem of the interval extension for geodetic applications consists in the fact that the interval extension is not closed with respect to linear mappings, such as the least-squares algorithm. Therefore, the factual range of the vector of coordinates is not given by the interval vector [x] but by: However, the interval box [x] is the smallest enclosure of the factual range with respect to the given coordinate system, i.e. it is the interval hull of the factual range
As a result, the factual range of the point positions will be overestimated by the interval extension, because dependences between coordinates are neglected. Second, the faces of the interval box are always parallel with respect to the coordinate system. In many geodetic applications the origin and the orientation of the coordinate system can be chosen arbitrarily regarding the requirements of the special task to describe. A translation of the coordinate system does not change the interval boxes but a rotation does. Taking into account that interval boxes are chosen to quantify the uncertainty of the point positions, a rotation pretends a change of the network uncertainty, while the network itself stays unchanged. Especially in geodetic engineering applications such as monitoring of landslides or large structures like dams or towers, the engineers choose the coordinate system in function of the special objective to focus on. EXAMPLE 2.1. We will underline the problem by a short example. Let us consider a geodetic network where all six distances between the four points are measured once with a standard electro-optical measurement device. Due to imperfect correction models for atmospheric refraction or to sensor imperfections, remaining systematics persist which are assessed by observation intervals. For a determination of these observation intervals see [29] , [30] . The interval boxes plotted in dashed lines refer to the shown coordinate frame. The thin solid ones correspond to an interval extension with respect to a coordinate frame rotated by 30 • . Since the shape and size of the interval boxes indicate the point uncertainty, the comparison of both coordinate systems suggests differences in the uncertainty of the point positions. However, the quality of the point determination as indicated by the factual range depends only on the network geometry and not on the orientation of the coordinate systems.
The factual range is plotted in black. In this example, it is a 12-gon because each of the six distance observations contributes two edges. Since each interval extension is the smallest interval enclosure in the given coordinate system, at least one vertex of the factual range must lie on each edge of the interval box. Therefore, the factual range can be approximated or even determined by intersecting interval boxes in coordinate systems orientated in a different way. Table 1 indicates the volume of the interval boxes Vol([x]) α when the coordinate frame is rotated by α w.r.t. the initial frame (columns 2-4) with α = 0 • , 30 • , 45 • . The volume of the factual range is given in the fifth column, cf. (3.7). The overestimation is quantified by the volume ratio, cf. (3.12) (last three columns). These values underline the two initial problems when interval boxes are used as quality measures for point positions. First, the point uncertainty is quantified too pessimistically; in this example up to 50%. Second, depending on the orientation of the coordinate frame the absolute values of the point uncertainty vary.
An evaluation of the advantages or shortcomings of the interval extension depends mainly on the particular focus or intention which have led to use interval mathematics. On the one hand, the interval box is a guaranteed set of the maximum variation of the point position induced by the observation intervals. This idea is of importance for some research groups, like [3] , [15] . In addition, a separation in interval midpoint (parameter estimation) and interval radii (parameter uncertainty) is easily possible. On the other hand, the degree of the overestimation (also known as wrapping effect) can not be assessed apriori. It occurs in general when the interval vectors of coordinates are further used to derive other parameters of interest, cf. [27] for an overview. To avoid those effects, the interval extension should be applied only during the last computation step.
For coordinate estimates, the interval boxes are less meaningful uncertainty measures, because they are rotation variant. Regarding Figure 1 a comparison of interval boxes is misleading. This effect is not only a specific geodetic problem. It occurs in all applications of interval mathematics, when interval-box related measures like their area or like geometric distances between boxes are used. This is often the case as break-down criterion in algorithms. If in such solutions a reparametrisation like the rotation of the underlying coordinate system was allowed, different solutions would be obtained.
The Factual Range Is a Zonotope
In this section we will show that the factual range of the interval extension of the least-squares estimator is a zonotope. For this purpose, we start with an overview of the properties of zonotopes. Zonotopes are a special class of convex polytopes. They appear in many technical applications and are used under different viewpoints. In the interval community, zonotopes have been introduced in the context of the wrapping effect by [17] or [5] , [6] ; for an overview see [26] , [27] . Our presentation is based on [37] .
DEFINITIONS AND PROPERTIES OF ZONOTOPES
We start with the definition given by [37, p. 199 ]. DEFINITION 3.1. A u-zonotope is the image of a hypercube under an affine projection, that is an u-polytope Z ⊆ R u of the form
where K is an u × n matrix (vector configuration) and C n represents the n-dimensional hypercube (n-cube)
Since every n-cube C n is the Cartesian product of n line segments C n = C 1 × · · · × C 1 , i.e. each interval box can be represented by the Cartesian products of its components, cf. [14, p. 23ff ], a second definition can be given, cf. [7] , [17] , or [37, p. 199 
where the Minkowski sum of two sets M 1 , M 2 ⊆ R m is defined as:
As a third representation, the zonotope can be described as intersection of n pairs of parallel hyperplanes. However, not each intersection of hyperplanes is a zonotope, cf. [7] . The following figure gives a graphical representation of these definitions. In Figure 2 (a) the projection of a hypercube is shown. The edge vectors of the zonotope equal the column vectors of the matrix K. Figure 2 In the following we give some properties of zonotopes. For further information on zonotopes please refer to [10] , [11] .
1. Each zonotope is a convex polytope which is symmetric with respect to its centre z 0 , i.e. Z − z 0 = −(Z − z 0 ), cf. [4] , [37] . 2. Each affine projection of a zonotope is again a zonotope, [37, p. 201] . Especially, the shape of a zonotope is unchanged under rotations.
The number of vertices v, edges e, and faces ƒ of a 3-zonotope is given by
Euler's laws, cf. [4] :
For 2-zonotopes holds: v = 2m, e = 2m, where m ≤ n is the number of non-collinear column vectors of the u × n matrix K. 
The volume of u-zonotopes is given by the formula of
for some index groups {i 1 , i 2 , …< i u }.
FACTUAL RANGE AS ZONOTOPE
We will show now that the factual range is a zonotope. Therefore, we will transform the classical representation of the least-squares estimation into the one of Definition 3.1
The interval vector y can be represented by the hypercube C n :
where Y r denotes a diagonal matrix whose positive diagonal elements are the interval radii y r, i . Hence (3.8) can be rewritten:
Using the abbreviation
the factual range is given in the form of Definition 3.1:
In addition to the factual range of the whole vector of coordinates, the factual range of point positions can be determined by orthogonal projection in the considered two-or three-dimensional subspace. The overestimation of the uncertainty of point positions can be directly quantified for example as a volume ratio:
where Vol([x]) denotes the volume of the interval box and Vol(W x ) the volume of the zonotope, cf. (3.7). The factual range is by definition free of overestimation. Furthermore, since the shape of zonotopes is invariant under rotations, the choice of the orientation of the coordinate system does neither affect the shape of the zonotope nor associated scalar measures. This was one of the basic conditions for uncertainty measures mentioned in the introductory session. In addition, it should be pointed out that the shape of the zonotope indicates directions of minimum and maximum uncertainty, which cannot be given by the interval boxes.
Construction of Zonotopes
Up to now, the mathematical properties of zonotopes were given. We have shown that they are suitable measures for point uncertainty when dealing with intervals to describe remaining systematics in observations. In this section we describe our approach to construct zonotopes, i.e. to visualize these point uncertainty measures.
In principle, the construction of d-zonotopes based on a n-dimensional vector configuration takes O(n d −1 ) time which was shown by [7] . For the concrete construction different approaches exist. One major approach consists in considering this task as a combinatorial problem, cf. [10] , [11] , [37] . This can be motivated as the following. The projection of the vertices of the n-cube can be represented as sum of the column vectors of K with respect to the zonotope's centre z 0 , i.e. for each projected vertex a unique combination of signs v j exists:
where v j is either +1 or −1. Considering the two-or three-dimensional case, the zonotope has only 2n (respectively n(n − 1) + 2) vertices, cf. property (3). Hence, most of the 2 n sign combinations in (4.1) lead to interior points. We will propose an alternative strategy for 2-zonotopes which overcomes this combinatorial aspect taking into account that the interval box is the smallest enclosure of the zonotope in the given coordinate frame. The strategy is based on three steps: selection of a starting point, arrangement of the edges vectors of the zonotope, and computation of the vertices.
1. Since the interval radii of the coordinates are based on the absolute value formula (2.4), the necessary signs v j in (4.1) can be given for the four vertices lying each on a different edge of the interval box. For one coordinate l = 1 or l = 2 of these vertices all signs must hold v j = sign(k l, j ). With the matrix K given in fig. (3) , the sign vectors v i reads:
Due to symmetry v 3 = −v 1 and v 4 = −v 2 . For the vertices P i = z 0 + Kv i + z 0 we obtain:
where z 0 = (6, 5) T . For simplicity of the next step we propose to chose the point in the leftmost and upmost position, i.e. P 1 , as starting point. In order to take all sign combinations v i (4.1) into account, the set of column vectors k i is enlarged by −k i . This enlarged set is now ordered ascendingly in such a way that
where ϕ i , ϕ j are the azimuths of the column vectors, cf. order is suitable in such a way that the first vector of the ordered set starts at Vert 1 = P 1 .
3. Finally, all vertices are computed iteratively with the ordered and enlarged set of column vectors:
Continuing the example given in Figure 3 we obtain the coordinates of the vertices of the zonotope:
For d > 2 different algorithms are provided. For example, [7] proposed a strategy for Mathematica, or [8] , [9] presented the POLYMAKE package developed at the Institute of Mathematics of Technische Universität Berlin.
We will shortly describe an algorithm which we propose for the threedimensional case. The basic idea is to transform the three-dimensional case in such a way that we can use the before-described two-dimensional algorithm for the computation of the vertices. Again, the strategy is three-phase: First a starting point is selected, second a starting face is determined, finally all vertices are computed iteratively.
The basic notion for this procedure is a zone. We just remind, that each face of the zonotope is built by a pair out of the 2n edge vectors. A zone is a set of 2(n − 1) faces which have one common edge vector (generator). The zones geometrically form "belts" around the surface of the zonotope and completely cover it, cf. [37, p. 206ff] and Figure 4. 1. In analogy to the before-described case, the matrix K is enlarged, and the six vertices of the zonotope lying on the faces of the interval box are determined. For simplicity we chose that vertex as starting point which lies on the top side of the interval box, i.e. which x 3 -coordinate equals the interval radius x 3, r with respect to the zonotop's centre z 0 : x 3 (Vert 1 ) = x 3, 0 + x 3, r .
2. Excluding collinear edge vectors, each pair of them build a face of the zonotope. The problem is now to find a face that is located at the starting point. In analogy to the two-dimensional case and with respect to our chosen starting point, a face is the starting face if its (outer) normal vector n = (n 1 , n 2 , n 3 ) T has maximum elevation ε ε = arctan n 3
We chose its first edge vector in the right-hand sense as generator k 1 of this zone. In a next step all normal vectors of this zone are computed. These normal vectors are rotated in the following way that the normal vector of the starting face n 1 point towards e 3 and the generator towards e 2 . Now a planar problem is reached; all normal vectors lie in the e 1 − e 3 -plane. So we can use the before described algorithm to sort the normal vectors of one zone according the criterion given in (4.2).
3. The vertices of a zone are computed iterative by:
The step (3) is iterated until all zones are computed. Then the doubled computed vertices are eliminated. Figure 4 (b) shows the completed zonotope and its 2d projections on the coordinate planes, respectively. For this example the following matrix of edge vectors and midpoint of the zonotope was used:
At present, further investigations are carried out to avoid the multiple computation of vertices and to speed up the algorithm. In addition, it should be mentioned that in cases when zonotopes are difficult to compute, convex bodies, like ellipsoids can be used as substitute form, cf. [18] , [22] , [29] .
Examples
In this section we give two examples for the zonotope concept in order to emphasize the benefits of this approach for engineering applications.
SINGLE POINT DETERMINATION BY PLANAR INTERSECTION
As a first example, we discuss the single point determination by planar intersection of distances, cf. Figure 5 . This scenario underlines the dependence of the shape of the zonotope on the geometric settings of the experiment. From two known landmarks i, j (here points 1 to 6 designed by triangles), distances D k i and D k j are measured to the unknown point k (7 to 11) by an electro-optical measurement device. The functional relationship between distance measurements and point positions is given by:
(5. Figure 5 shows the zonotopes and the interval boxes of the two-dimensional point positions 7-11 determined by intersection. The zonotopes are computed point by point using the algorithm proposed here. They describe the impact of remaining systematics in the observations on the estimated coordinates. Two special properties are worth to be outlined.
First, the geometry of the geodetic experiment influences the point uncertainty. It is minimal when the distances intersect perpendicularly (see point 10). Maximum effects are obtained, when the angle between the distances tends to 0 • or 180 • (points 9 or 11). Second, in this scenario an assignment of the shape of the zonotope to the measured distances is possible. It can be shown that the zonotope's edges are perpendicular to the lines of sight of the measurements which are given by the rows of A. The distance between parallel edges is twice the systematics of the observations. Hence, zonotopes contain more detail information on this component of the point uncertainty than interval boxes. The interval boxes enclose the zonotopes best w.r.t. the given coordinate system. In this example the overestimation quantified by (3.12) varies between 30% and 330%.
THREE-DIMENSIONAL GEODETIC MONITORING NETWORK
As a second example, a three-dimensional geodetic monitoring network for a water reservoir dam is investigated. Distances, horizontal directions and zenith angles are measured with a standard modern geodetic equipment, cf. [29] . For each observation, intervals enclose the remaining systematics. The stochastic properties of the observations in terms of dispersion are modelled by a diagonal weight matrix. Figure 6 shows the three-dimensional zonotopes and the enclosing interval boxes. The zonotopes are computed point-by-point using the before-described algorithm for the three-dimensional case. The points numbered (6) (7) (8) indicate the object points on the dam to be monitored, the points (1-5) are assumed as stable points. Except point 1, the overestimation of the zonotopes' volume by the interval box is about 50%. In this example the zonotopes are rather flat. This is due to the fact that the network extension in the vertical direction (about 20 m) is significantly smaller than in the horizontal direction (about 150m). Similar to the above-discussed example, the shape of the zonotope is rich in information about the point uncertainty, e.g. directions of maximum and minimum point uncertainty are indicated which cannot be designated by interval boxes. Further details are given in [29, p. 80ff ].
Conclusions and Outlook
In this paper, we presented the zonotope concept for the interval-based uncertainty of points in the two-or three-dimensional Euclidean space. It is very appropriate in engineering applications when intervals are used to enclose measurement uncertainties, and a least-squares adjustment is applied to estimate the parameters. The factual range of this linear mapping is a zonotope which is free of overestimation or effects of the orientation of the coordinate system. In general, this is in contrast to an interval extension of the least-squares procedure. Hence, the zonotopes indicate the uncertainty propagation in a more meaningful manner and give hints for improvements of the observation set-up (e.g., the geometry, directions of minimum and maximum uncertainty).
In geodetic applications the zonotope concept is necessary to deal with intervalbased uncertainty measures. This concept can be transferred quite easily to all comparable applications when geometric measures based on interval boxes are applied. Also in these cases, re-parametrization such as coordinate rotations lead to differences in the results. Therefore, comparability and consistency of the results are guaranteed only within the zonotope concept.
Looking at the needs in geodetic practice the presented material has to be extended to combined point uncertainty measures for both remaining systematics which are modelled by intervals and random variability which is modelled by variance-covariance matrices. First promising results can be found, e.g., in [32] .
