How to extract more and useful information for single image super resolution is an imperative and difficult problem. Learning-based method is a representative method for such task. However, the results are not so stable as there may exist big difference between the training data and the test data. The regularization-based method can effectively utilize the self-information of observation. However, the degradation model used in regularization-based method just considers the degradation in intensity space. It may not reconstruct images well as the degradation reflections in various feature space are not considered. In this paper, we first study the image degradation progress, and establish degradation model both in intensity and gradient space. Thus, a comprehensive data consistency constraint is established for the reconstruction. Consequently, more useful information can be extracted from the observed data. Second, the regularization term is learned by a designed symmetric residual deep neural-network. It can search similar external information from a predefined dataset avoiding the artificial tendency. Finally, the proposed fidelity term and designed regularization term are embedded into the regularization framework. Further, an optimization method is developed based on the half-quadratic splitting method and the pseudo conjugate method. Experimental results indicated that the subjective and the objective metric corresponding to the proposed method were better than those obtained by the comparison methods.
Introduction
The conditions in real-world scenes are often far from optimal [1] . For example, taking a photograph is often restricted by the limitations of the physical resolution of the imaging devices and the imaging environments. These not only decrease the image resolution but also add blur and noise to the observation, resulting in the degradation of the image quality. In fact, the problem of "How to increase resolution while removing the noise and blur?" is of great interest in both theory and practice.
To overcome this difficulty, the super-resolution (SR) [2, 3] technology was proposed. According to the number of low-resolution (LR) images, the SR approach can be divided into two categories: single-frame SR method [4, 5] and multi-frame SR method [6, 7] . In this study, we addressed the problem of reconstructing an HR image from a single LR image.
There are two types of methods to solve the single-frame SR problem:
regularization-based method [8] [9] [10] and deep learning-based method [11] [12] [13] . In the former method, the HR image is obtained by solving the model constructed by a fidelity term and a regularization term. The fidelity term is used to maintain the fidelity between the HR image and LR image. Existing artificial artifacts and losing high frequency detail information tend to bothering us. As far as we know, most methods preserve one of the important features (i.e., edges, textures or structures) and ignore other features, which is difficult to describe all these features in the regularization term. Moreover, limited information is a vital challenge to reconstruct an HR image with good quality, especially when the degradation is severe. Oppositely, deep learning-based method can exploit abundant information from the external training data, and it has achieved many expected results. However, it would obtain unsatisfactory results when the testing data has few similar counterparts with the external data.
In order to solve the above-mentioned problem, in this paper we combine an improved optimization method with a new designed deep learning-based method through an iterative framework. The improved optimization method is to mix the intensity and structure change in the target model and the new designed deep learning framework is a symmetric residual net. In the framework, the input is first super-resolved by optimizing the reconstruction model, which is constrained by the intensity change and structural change consistency. Then we design a convolutional neural network as external method to calculate the finally result. In the proposed algorithm, there are three major contributions which could effectively improve the reconstruction quality: a) We design a new fidelity term which can ensure the consistency of the estimation with the observation via imposing constrains to both the intensity change and detail change for the internal SR. b) A residual network with symmetric structure is designed to conduct the external SR. The network contains encoding and decoding layers. The encoding layer increases the number of channels and reduces its spatial dimension while the decoding layer integrates its channels into spatial details. c) We propose a unified SR framework that integrates the external and internal information on the basis of the half quadratic splitting method.
The remainder of this paper is organized as follows. Section 2 reviews the related background briefly. Section 3 describes the proposed single-frame SR algorithm and presents the model based on the joint consistency constraint, and the CNN network.
The experimental results and analyses are discussed in Section 4. And the conclusion is presented in Section 5.
Related work 2.1 The observation model
Let x and y be the HR image and LR image, respectively. In a single SR problem, the observation y can be modeled as the output of a system W, whose input is x. The target of this problem is to estimate x from the given data y and a part or full knowledge of the system; thus, it is an inverse problem. The observation model can be written as follows:
y Wx   (1) where W denotes the system matrix. In general, W = DH, where D is the down-sampling matrix, H is the blurring matrix, and  denotes the noise in the observed data.
Regulation-based SR method
In the regularization-based method, SR can be expressed as energy minimization problems of the following type, arg min ( , )+ ( )
where, x denotes the estimated HR image, y denotes the observation data, L(x, y) is the data fidelity term, () x  is the regularization term, and λ > 0 is the regularization coefficient, which is used to balance the data fidelity term and the regularization term.
A. Data fidelity term choice
The data fidelity term is based on the observation model and provides a restriction that the simulated LR image should be consistent with the observation [14] .
Thus, the data fidelity term can ensure the consistency of the estimation x with the observation y. The popularly used form of the fidelity term can be written as () y WX   , which is used to measure the difference between the LR image and the projected estimate of the HR image. In the past few years, many fidelity terms have been proposed and they have focused on the form of  [15] [16] [17] .
In the existing literature for the inverse problem, a large number of estimators have been designed for the data fidelity term, such as the L1, L2, Huber, and Lorentzian estimators. The L1, L2, Huber, and Lorentzian estimators can be expressed using the following expressions, respectively:
These fidelity terms pay attention to punishments for different level errors in the spatial domain, which cannot preserve the details effectively [18] .
B. Regularization term choice
The regularization term is used to model the prior knowledge and penalize the plausible solutions that do not satisfy the assumed properties, working as a constraint on the estimated HR image. Most regularization-based approaches focus on designing the regularization term, which has a tremendous influence on the SR performance.
Thus, many effective and commonly used priors for the SR problem have been proposed in the literature, such as the total variation (TV)-type prior [19, 20] , sparsity prior [21] , nonlocal prior [22] , adaptive prior [23] , steering kernel regression prior [24] , gradient profile prior [25] , and combination prior [26] .
The regularization term is usually artificially designed; thus, the constraint imposed by the prior knowledge owns an artificial bias. For example, the Tikhonov prior model is based on the L2 norm, and it can penalize large gradient, which often blurs the image edges. The TV-type prior model is based on the L1 norm, which can preserve the large gradients and lead to over-smoothing.
Deep learning-based SR method
With the seminal work, super-resolution convolutional neural network (SRCNN) [27] , a convolutional network model is introduced to image SR. And the deep learning has been actively applied to the SR field. On the basis of SRCNN, Kim [28] increased the depth of network to 20 layers and used the residual learning (VDSR), achieving better convergence. For better learning accuracy, He [29] used residual dense block based SR method, i.e., ResNet, to extract local features. In [30] , the deep recursive residual network (DRRN) is proposed. This model contains 52 convolution layers, and performs residual learning at both local and global levels. Lai [31] proposed a coarse-to-fine Laplacian pyramid framework, i.e., the Laplacian pyramid SR network, for image super-resolution model. In [32] , a SR method based on geometric similarity is proposed, which focuses on digging the potential information in the image itself. In [33] , an edge guided recurrent residual network is proposed, thus, this method has edge-preserving capability, which could make the reconstructed image conform to the human perception. In [34] , the generative adversarial network is applied to image SR, which could generate the image details effectively. In order to capture larger scale contextual image information, Zhang [35] used dilated convolutions for image SR, whose convolutional layer contains both standard and dilated convolutions. However, larger receptive fields increase the network depths, which may cause degradation.
Zheng [36] proposed a joint residual pyramid model for reconstructing HR images, which combined residual blocks and linear interpolation layers, and applied them into a convolutional neural pyramid. In recent years, the learning based methods are trying to be combined with other methods. In [37] , a hybrid SR method is proposed, which exploited the external and internal SR methods, which are conducted by a CNN model and self-similarity, respectively. In [38] and [39] , the learned CNN denoisers are introduced into the model-based optimization methods as a modular part to solve the restoration problem. This strategy can take advantage the flexiblility of model-based optimization methods and the rapidness of CNN-based methods.
Proposed algorithm

Constraint for data consistency
In the regularization method, the data fidelity term is usually given by
Corresponding to the commonly used degradation model, Eq. (8) is widely applied in image SR to describe the consistency between y and Wx. For a specific image, it is expected to reconstruct an HR image in terms of both edges and textures.
Eq.(8) only reflects the consistency in intensity which cannot preserve the details information in edge and texture properly. In the gradient fields, there still exists plenty of difference which cannot be reflected in intensity fields (seen in Figure 1 ). 
Usually, the large gradients are used to depict the edges, while the small gradients are used to denote the image texture. The first-order gradient is used to preserve the edges and the second-order gradient is applied to enhance texture details.
Thus, for SR framework, we establish a new fidelity term as follows,
where ()  denotes the feature extraction function, such as the gradient operator, or the Laplacian operator.
SR based on the new fidelity term
In this paper, the data fidelity term for SR is proposed as follows:
where, i  denotes feature extraction function, and i  are positive parameters that can control the relative importance of all the terms. (11) and then, Eq. (11) was minimized by optimizing the following two sub-problems:
Thus, the optimal x and z were obtained via the following iterative scheme:
Optimization
A. Solving the x-sub-problem
By setting the first derivative of the cost function of x-sub-problem to zero, we obtained the following:
Eq. (14) has the form of Ax = b and it is a large, sparse equation. Thus, the preconditioned conjugate gradients method was applied to solve Eq. (14) iteratively, which could solve the problem efficiently.
B. Solving the z-sub-problem
Obviously, Eq. (13b) can be seen as a de-noising problem in which z is the variable to be solved. In general, the solution is to establish the regularization term
Recent study [38] [39] [40] shows that the regularizer can be replaced by the implicit prior learned from the neural network.
In this paper, the denoising problem Eq.(13b) was achieved by using a CNN-based residual network, as shown in Figure 2 . The network is a symmetric, the left part is based on convolution (encoder) and the right part is on the basis of deconvolution (decoder). In our work, we set 5 convolution blocks and 5 deconvolution blocks. Each block contains a convolution (encoder) or deconvolution (decoder), Bnorm (i.e., the batch normalization) and ReLU (i.e., the rectified linear units) operation. The number of channels is 256, 128, 64, 32 and 16 respectively in each convolution layer. The purpose of residual links can be understood in the context of residual-nets: they allow to constructing the solution using both coarse and processed data. 
C. Insight of choosing the network for denoising
Defining a good regularization term is crucial and difficult in image SR process.
The constraint imposed by the artificially designed prior model owns artifacts.
Traditionally, the regularization term is usually artificially designed. Hence they are widely adopted in model-based optimization methods to solve the inverse problems.
The popular image prior models include the TV-type prior, sparsity prior, nonlocal prior, steering kernel regression prior, and gradient profile prior [25] , etc. However, the constraint imposed by these prior knowledge owns artificial bias, thus the priors have their respective drawbacks. For example, the Tikhonov prior model often blurs the image edges because it can penalize a large gradient. The TV-type prior model often leads to over-smoothing. Thus, efficiently image prior is highly demanded.
With this network, the denoising results, which were also the solution of Eq.
(13b), were obtained. There was no need to know the explicit form of the regularization term when this residual network was used. And, a deep CNN network can exhibit powerful prior modeling capacity. Moreover, due to the symmetric structure, the encoding layer increases the number of channels and reduces its spatial dimension. On the contrary, the decoding layer integrates its channels into spatial details.
Numerical implementation and experimental results
In this section, we will discuss the several experiments conducted to evaluate the effectiveness of the proposed method. The programming environment to carry out the experiments was MATLAB R2015b on an Intel(R) Core (TM) i7-6700 PC.
Many methods published in recent years were selected for comparison, namely the bicubic interpolation method, SRCNN [27] , VDSR [28] , DRRN [30] , the single-image SR method proposed in [38] (called SISR for short), A+ [41] , SR using collaborative representation cascade (SRCRC) [42] , SR using collaborative representation and non-local self-similarity (SRCRNS) [43] , SR via multiple mixture prior models (SRMMPM) [44] . All the results of the compared methods were generated by using the respective authors' codes, and the parameters were set according to their papers or tuned to generate the best results. In order to evaluate the SR performance obtained by different methods, both subjective methods and objective methods were used to measure and compare the quality of the estimated HR images. The subjective assessment indices included the reconstructed images and the error images. The error images showed the difference between the reconstructed images and the original image. In the error images, the larger the number of white points was, the larger the number of reconstruction errors was. Moreover, the two objective assessment indices of the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) were used. PSNR is the most commonly and widely used objective assessment index. However, in many cases, PSNR values cannot be completely consistent with the visual quality. Therefore, we also used SSIM to evaluate the reconstructions objectively. SSIM and PSNR provided indications of image quality on the basis of the known characteristics of the visual system of humans.
Experimental setup
Six test images (presented in Figure 3 ) were used to demonstrate the improvement of the proposed method. 
where f(· ) is the denoising mapping learned by the CNN network, θ is the CNN weight, and   1 , N ii i YX  represents N noisy-clean patch pairs.
Benefits of joint fidelity term
To validate the effectiveness of the combined data fidelity term, a set of experiments using two different versions of the proposed SR method were conducted.
In the first version, i=1 and 1 () tt   , and in the second version, i=3 and
Here, the proposed two versions are called Pro.v1 and Pro.v2, respectively. Tables 2 and 3 . We observed that the error images corresponding to Pro.v2 contained less white points than those corresponding to Pro.v1. Thus, we concluded that the results of Pro.v2
were more reliable. The experiment results presented in this subsection indicated that the combination of the three terms was helpful in improving the SR performance.
Moreover, the statistical data of the error images are provided in Tables 2 and 3 From Tables 2 and 3 , we inferred that Pro.v2 gained a larger increase in statistical results. 
Experiments on simulated data with down-sampling factor 2
In this subsection, the effectiveness of the proposed method (i.e., i=3 and 4b and 5b show the results obtained by using the bicubic interpolation method. Figures 4c and 5c show the results obtained by using the SRCNN method. Figures 4d and 5d show the results obtained by using the DRNN method. Figures 4e and 5e show the results obtained by using the SISR method. Figures 4f and 5f show the results obtained by using the proposed method.
For a detailed comparison, we present the estimation error corresponding to In general, among all the error images, the error images corresponding to the SRBS&GI method contained the least number of white points, which demonstrated that the reconstructions obtained by the proposed method were closer to the original images. In our method, the constraints in the gradient domain were included; thus, it performed better in terms of detail preservation. The visual comparison of different SR methods showed that the proposed method could preserve the detail information and remove the artifacts effectively.
Besides the subjective comparison, we conducted an objective comparison of the proposed method and the compared methods. A quantitative evaluation is performed the proposed method achieved the best performance on the whole, which demonstrated that the combined data fidelity term was helpful in enhancing the quality of reconstructions.
Experiments on simulated data with down-sampling factor 3
In this subsection, we would show more comparison results with more methods under the case of down-sampling factor equaling to 3. In this sub-section, the noise was also the Gaussian white noise with 1 we can see that the proposed method get the best reconstruction results. In the smooth region, the results of our proposed method had no extra stripes, also less artificial artifacts existed in the edge region. Table 6 and Table 7 showed the numerical results. PSNR value and SSIM value were used to measure the reconstructed images. The best value of each standard are Bolded. 
Experiments on real data
In this subsection, the performance of the proposed method and the other compared SR methods on the natural data was discussed. In the first experiment, one LR image ( 66 66  ) from the "Adyoron" sequence was used.
In the second experiment, one LR image (96×96) from the "Alpaca" sequence was used. In the third experiment, one LR image (96×96) from the "Foreman" sequence was used. No exact degradation of information was known about these LR frames, and we assumed that in the experiments, the point spread function was a 3 × 3
Gaussian kernel with standard deviation equal to 1.
The comparison of different SR approaches for restoring the natural data is shown in Figures 8, 9 , and 10. The resolution of Figure 8 was set by a factor 3 and Figure 9 and 10 were set by a factor 2. In the experiments, two different versions of the proposed method were used, namely, the SRBSI and the proposed methods. The compared methods included the bicubic interpolation method, the DRNN method, the SRCNN method, and the SISR method. The visual results showed that the proposed methods were better than the comparison methods. The effect of edge preservation and artifact inhibition can be seen in Figures 8(e) and (i), 9(e) and (i), and 10(e) and (i).
Conclusion
In this paper, a novel single-frame SR method was proposed. 
