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 The effect of channel stochasticity and input variability on a neuron is studied.
 A probabilistic switching model is proposed to capture the neuronal ﬁring.
 The model explains ﬁring rate statistics besides the mean ﬁring rate.
 The model is easily applicable to experimental recordings.
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a b s t r a c t
Understanding the dynamics of noisy neurons remains an important challenge in neuroscience. Here, we
describe a simple probabilistic model that accurately describes the ﬁring behavior in a large class (type
II) of neurons. To demonstrate the usefulness of this model, we show how it accurately predicts the
interspike interval (ISI) distributions, bursting patterns and mean ﬁring rates found by: (1) simulations of
the classic Hodgkin–Huxley model with channel noise, (2) experimental data from squid giant axon with
a noisy input current and (3) experimental data on noisy ﬁring from a neuron within the suprachias-
matic nucleus (SCN). This simple model has 6 parameters, however, in some cases, two of these
parameters are coupled and only 5 parameters account for much of the known behavior. From these
parameters, many properties of spiking can be found through simple calculation. Thus, we show how the
complex effects of noise can be understood through a simple and general probabilistic model.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
The stochastic opening and closing of ion channels generates
electrical activity in neurons. With just a few channels, as would
occur in small neurons or those with low channel densities,
stochasticity of a channels opening and closing could impact
a neurons electrical activity causing the timing of action potential
ﬁring to appear random. Randomness in action potential ﬁring
could also be caused by the inherent stochasticity of neurotrans-
mitter release, as well as random inputs received by a neuron. For
these reasons, neuroscientists have realized that an understanding
of neuronal coding requires an understanding of how both
inherent stochasticity within neuronal systems and external input
variability affect the electrical activity of neurons. Understanding
the role of noise in neural coding is particularly important since
noise in neurons can play beneﬁcial, and even essential roles
(Faisal et al., 2008).
Understanding behavior of neuronal networks in a noisy
environment meets many challenges. The computational techni-
ques using channel-based neuronal models shed light into the
dynamical features of neuronal networks but a major obstacle is
the considerable computational power necessary for simulating
networks of relevant sizes when resolving detailed voltage traces
of all neurons. An accurate statistical description of action poten-
tial timing that avoids the complex simulation of the voltage traces
could facilitate computational modeling of network's behavior.
The present study focuses on a single neuron and proposes a
statistical description of a spike timing that is simple enough to
reduce the complexity of the simulation but on the other hand
accurately reproduces important features of spike timing beyond
the average ﬁring rate.
With a great level of simpliﬁcation a neuron may be thought
represented by a probabilistic device processing noisy signals by
its own inherently noisy encoding where the neuronal output is
represented by a sequence of action potential times. Here we aim
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to characterize how noise in neurons affects the timing of these
action potentials. If a neuron receives constant or random (time
homogeneous) inputs the simplest prediction, based solely on the
average ﬁring rate, would imply a Poisson process for the action
potential generation with exponentially distributed times between
spikes. However, the experimental data we have at hand suggest
deviations from the Poisson process and implies a need for a more
advanced probabilistic framework. Our goal is to construct a
structurally more complicated probabilistic model that gives a
mechanistic explanation on the processes present and to test it in
various experimental and numerical settings.
Previous experimental work applied random currents to the
cell and recorded the spiking patterns that resulted (Paydarfar
et al., 2006; Tateno et al., 2004) or recorded variability in neuronal
membrane potential (Verveen and Derksen, 1968). The experi-
ments in Paydarfar et al. (2006), renalyzed in the present study to
evaluate our modeling framework, were performed in the squid
giant axon that has very high channel densities. Because of that,
the effect on membrane potential of channel stochasticity in this
neuron is negligible compared to input current variability. On the
other hand, since designing an experimental procedure that would
allow adjusting the channel densities is difﬁcult (it would require
selectively disabling some proportion of the channels), we use
numerical simulations for a wide range of channel densities to
study the effects of variability originating from a channel noise in
the absence of the applied current noise.
We study this in type II neurons, showing two electrical states,
one of quiescence, and one of repetitive ﬁring of action potentials
with relatively invariant spike frequency with respect to input
current level. This broad class includes many neurons and models,
including the original Hodgkin–Huxley model (Hodgkin, 1948;
Hodgkin and Huxley, 1952). The sharp transition to oscillations in
type II neurons associated with a destabilization of the quiescent
state can be described mathematically by a subcritical Hopf
bifurcation as opposed to type I neurons where a saddle-node
bifurcation on an invariant circle captures a gradual response of
the ﬁring rate on the injected current. However, variability in
either the input current or in the channel dynamics changes this
rapid response to gradual even for the II neurons that are
considered here and thus makes the type II neuron behave in a
similar way to the type I neuron. Since the timing of an individual
spike is stochastic, we seek to explain the average rate of action
potential ﬁring as well as the distribution of times between spikes.
An additional goal in our simulation approach is to study effects of
sodium channel versus potassium channel variability that have
been previously shown to play a role both for single Hodgkin–
Huxley type neurons (Chow and White, 1996) and for networks of
neurons of Hodgkin–Huxley type (Ozer et al., 2009).
In order to simulate noisy channel dynamics in neurons, two
distinct techniques have been developed. One technique uses a
Kinetic Monte Carlo (KMC) approach, also called the Gillespie
scheme (Gillespie, 1977) to simulate the stochasticity of the opening
and closing of individual channels (Clay and DeFelice, 1983; Chow
and White, 1996; Schneidman et al., 1998; White et al., 2000;
Skaugen and Walløe, 1979; Rowat, 2007). Another technique takes
a Langevin stochastic (LS) approach where noise is included in the
model's ordinary differential equations that are then simulated using
standard techniques (see Goldwyn and Shea-Brown, 2011; Fox, 1997;
Ozer and Ekmekci, 2005; Schmid et al., 2006; Bazsó et al., 2003 for
multiplicative noise and Bazsó et al., 2003; Saarinen et al., 2006 for
constant-amplitude noise techniques). Here we use both methods
(where the particular implementation of the KMC method uses an
independent subunit approach (Goldwyn and Shea-Brown, 2011)
and the LS method uses the Fox method Fox, 1997; Fox and Lu, 1994)
to acquire a dataset for electrical activity of neurons with channel
noise, complementary to the experimental data of noisy inputs.
We ﬁnd that both experimental and simulation approaches
give a coherent picture of noisy neuronal spiking. We use three
case studies: (a) a computational study with channel noise; (b) an
experimental study with input current noise; and (c) an experi-
mental data reﬂecting both sources of noise. These approaches
show complementary faces of the noisy neuronal behavior, with
either channel noise or input current noise or both noise sources
being in play. We aim to compare and contrast the similarities and
differences between effects of experimental variable inputs and
numerical noisy channels and to provide a characterization of the
neuronal behavior on a level that is independent of where the
randomness originates from. We show how the seemingly com-
plex distribution of interspike intervals under various sources of
randomness can be reproduced with a simple and intuitive
mathematical model (SQ model) with just a few parameters
capturing various noise properties. This model can be used to
explain both numerically simulated and experimentally observed
spike trains and in particular the effects of stochasticity on the
average ﬁring rate, distribution of interspike intervals and the
distribution of burst lengths. This work provides a framework for
understanding the behavior of noisy neurons whose dynamics are
similar to the Hodgkin–Huxley equations. The SQ model provides
an extensive reduction in computer simulation complexity in
comparison with the approaches using complete voltage trace
simulations.
2. Methods and models
2.1. The probabilistic SQ model
Several theoretical approaches have been used to study noise-
induced activation in bistable systems. Probabilistic models have
been designed to study multi-state problems with a random
switching between states (Longtin et al., 1991; Rowat, 2007;
Rowat and Greenwood, 2011). We use this approach to capture
the nonlinear dynamics of the Hodgkin–Huxley model. Fig. 1,
panels (B) and (C) show density of trajectories in the HH model
around the steady state with channel noise simulated using the LS
approach in the bistable regime. The Hodgkin–Huxley model has
four variables, however, we plot only two of the variables at a
time. The density is plotted in a close neighborhood of the ﬁxed
point, similarly as in works (Rowat, 2007; Rowat and Greenwood,
2011; Paydarfar and Buerkel, 1997) to demonstrate the sensitivity
to noise. Trajectories spend most of the time around the ﬁxed
point and nearby the limit cycle (obtained numerically by starting
at a random initial condition and discarding the transient
dynamics). However, as opposed to the deterministic case, they
often cross between the ﬁxed point and the limit cycle attraction
regions. This switch between the limit cycle behavior and looping
around the ﬁxed point, typically referred to as subthreshold
oscillations, occurs in a small part of the domain where the ﬁxed
point is closest to the limit cycle.
Based on the behavior of the system, we consider two states,
similar to what was suggested in Rowat and Greenwood (2011),
Longtin et al. (1991) - the repetitively ﬁring state (S) and the
quiescent state (Q) where the trajectory ﬂuctuates around a steady
state as the locally linear dynamics of the system predicts in the
proximity of the ﬁxed point. We assume that when the model is in
the repetitively ﬁring state the time between spikes with no
intervening subthreshold oscillations is normally distributed and
that also the noise induced subthreshold oscillations have a period
drawn from a normal distribution with parameters
 S N ðμ1;σ1Þ – the spiking state, Q N ðμ2;σ2Þ – the quiescent state.
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where
 μ1;σ1 – mean and standard deviation of the action potential
duration,
 μ2;σ2 – mean and standard deviation of the subthreshold
oscillation duration.
Since the subthreshold oscillations can be thought of as trajec-
tories in the state space ﬂuctuating around the steady state with a
smaller amplitude than action potentials it is reasonable to expect
that μ2oμ1 (typical situation). The presence of these ﬂuctuations
is evident in the ISI histograms presented later in the text, in
particular for small noise where a clear separation of modes
suggests that the action potentials are separated by an integer
number of Q events. The estimated values of μ2 as well as other
parameters of the SQ models are summarized in Table 1.
The SQ model, described by the scheme in Fig. 1(A), charac-
terizes transitions between the states S and Q that are Markovian,
i.e., history independent. The switching probabilities depend on
the magnitude and source of noise as well as on the value of input
current and are deﬁned by
 pSQ – probability that the current spiking state is followed by a
quiescent state,
 pQS – probability that the current quiescent state is followed by
a spiking state,
 pQQ – probability of staying in the quiescent state after starting
in this state,
 pSS – probability of staying in the spiking state after starting in
the spiking state.
where by deﬁnition pQQ þpQS ¼ 1 and pSQ þpSS ¼ 1. The Markovian
property may be validated using numerical simulations of the HH
model by showing that after one period in either state, the system
returns to the noise sensitive region where it can transition from
one state to another (as in Fig. 1(B-C)) and forget its previous
evolution (more detailed analysis for the Morris–Lecar model can
be found in Rowat and Greenwood (2011)). Perhaps surprisingly,
the stochastic Hodgkin–Huxley model shows similar switching
behavior even outside of the bistability region (characterized by
moderate values of applied current). The reason for this is that
bistable behavior in the stochastically perturbed Hodgkin–Huxley
model is accompanied by a smooth increase of the ﬁring rate for
increasing applied current (Clay and DeFelice, 1983; Chow and
White, 1996; White et al., 2000; Schmid and Hanggi, 2007) unlike
in the deterministic case when the transition is rapid and emerges
via a subcritical Hopf bifurcation.
The SQ model allows for a characterization of the statistical
properties of the spike train based on basic properties of this
stochastic process. We use the ISI distribution and the burst size
distribution to represent the process, however, different choices
can be made allowing for an suitable description of particular
features we wish to capture.
2.2. Interspike interval distribution
The explicit dependence of the mean ﬁring rate on transition
rates pSQ and pQS and on mean durations of the ﬁring and
quiescent state μ1 and μ2 can be directly calculated for the simple
probabilistic SQ model in a connection with the ISI distribution.
Table 1
The parameter values of the SQ model estimated to ﬁt the computed histograms
(LS method) and experimental histograms from Paydarfar et al. (2006) and
Kononenko and Dudek (2004). Note that both the numerical and experimental
histograms for the squid giant axon are normalized so that the unit duration
corresponds to the stochastically unforced period T (that is approximately 11.8, 11.2,
12.4, 11.7 ms for cases Irms ¼ 0:13;0:20;0:35;0:43 μA=cm2 and 16.6 ms for the LS
method where I¼ 8 μA=cm2).
Data source/Parameter pSQ pQS μ1 μ2 σ1 σ2
Numerical data:
N ¼ 106 0.09 0.26 0.9398 0.7682 0.0452 0.0602
N ¼ 104 0.17 0.44 0.9337 0.7229 0.0542 0.1205
N¼2500 0.20 0.66 0.9036 0.6627 0.0994 0.1928
N¼625 0.21 0.81 0.8735 0.2410 0.0813 0.1205
Experiments, squid:
Irms ¼ 0:13 μA=cm2 0.0029 1.00 1.0093 1.0082 0.0489 0.1090
Irms ¼ 0:20 μA=cm2 0.07 0.13 1.0023 0.2462 0.0640 0.0832
Irms ¼ 0:35 μA=cm2 0.15 0.46 0.9780 0.4938 0.0850 0.1103
Irms ¼ 0:43 μA=cm2 0.15 0.74 0.9810 0.9030 0.0959 0.1346
Experiments, SCN:
Fig. 3 (C, red) 0.94 0.58 82.47 82.47 12.64 57.77
Fig. 3 (C, blue) 1.00 0.63 82.47 164.93 12.64 93.01
Fig. 3 (D, red) 1.00 0.56 76.12 79.93 5.67 55.07
Fig. 3 (D, blue) 1.00 0.66 76.12 175.08 5.67 97.30
Fig. 1. The probabilistic SQ model. (A) The ﬁring sequence is split into a sequence of states S and Q (see Section 2.4), where S corresponds to a spike and Q corresponds to
a quiescent state. Based on the number of S-Q and Q-S transitions the transition probabilities pSQ , pQS and pSS, pQQ between the states may be estimated. The duration of
each state is a random variable with a constant mean and variance. (B-C) The density of the trajectory around the steady state for I¼ 8 μA=cm2 using the Langevin method
calculated by binning a long stochastic simulation with ﬁxed time step into small square bins – 2D histogram. The steady state of the Hodgkin–Huxley model (that changes
with applied current) lies in a close proximity of the limit cycle, as indicated by the black dot (steady state) and black curve (limit cycle). Trajectories of the stochastic model
either ﬁre action potentials, i.e., follow the limit cycle, or stay in the quiescent regime, i.e., in the neighborhood of the rest state where they also ﬂuctuate around the steady
state in the same fashion as action potentials but with a signiﬁcantly smaller amplitude. Randomness causes switching from one pattern to the other. Density of trajectories
varies from bright yellow (small density) to dark red (high density) where blue corresponds to zero density. (For interpretation of the references to color in this ﬁgure
caption, the reader is referred to the web version of this article.)
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Since the stochastic SQ process is memoryless, we may decom-
pose the inter-spike interval consisting of a sequence of ﬁring
(S) and quiescence (Q) into distinct independent ﬁring events SS,
SQS, SQQS, etc. with probabilities
P½SS ¼ pSS;
P½SQS ¼ pSQpQS;
P½SQQS ¼ pSQpQQpQS;
P½SQQQS ¼ pSQp2QQpQS;…
Under assumptions of the SQ model the ISI distribution, i.e. the
distribution of the time between two consecutive spikes, deﬁned
by a probability function
PISIðtÞ≔P½time between two consecutive spikes¼ t; ð1Þ
has an exponential tail, i.e. PISIðtÞ  AeBt for large t. This property
of the SQ model, consistent with the ﬁndings of Chow and White
(1996), follows from an observation that the peak heights of PISIðtÞ
decay geometrically by a factor pQQ except for the ﬁrst peak that
decays by a different factor pSQpQS=pSS.
We can calculate the rate of this decay using the fact that
PISIðtþμ2Þ ¼ pQQPISIðtÞ and derive an estimation formula for the
probability pQQ given the constants μ2 and B:
pQQ ¼ eBμ2 : ð2Þ
and represent the ISI distribution as a mixture of uncorrelated
Gaussian distributions with a density:
f ðx;μ1;μ2;σ1;σ2; pSQ ; pQSÞ
¼ pSS  gðx;μ1;σ21ÞþpSQpQS  gðx;μ1þμ2;σ21þσ22Þ
þpSQpQQpQS  gðx;μ1þ2μ2;σ21þ2σ22Þ
þpSQp2QQpQS  gðx;μ1þ3μ2;σ21þ3σ22Þþ⋯
where gðx;μ;σ2Þ is a probability density of a Gaussian distribution
with mean μand variance σ2.
Then the mean inter-spike interval can be calculated as
E½ISI ¼ μ1pSSþðμ1þμ2ÞpSQpQSþðμ1þ2μ2ÞpSQpQQpQS
þðμ1þ3μ2ÞpSQp2QQpQSþ⋯¼ μ1þμ2
pSQ
pQS
4μ1: ð3Þ
The last equality follows from properties of generalized geometric
sequences. The relationship implies that the average ﬁring rate
1=E½ISI in the superthreshold regime should be smaller than the
ﬁring rate in the absence of noise μ1. In contrast, the ﬁring rate in
the subthreshold noisy regime is always larger compared to noise-
free regime where no spikes are seen. If the noise level is too
strong the SQ model, and in particular the decrease in the ﬁring
rate due to noise, is no longer valid due to the fact that the
excursion around the limit cycle could be greatly affected and sped
up by large noise as observed in Tateno et al. (2004) implying a
smaller value of μ1. On the other hand, a natural assumption of the
increase of pQS and the decrease of pSQ with increasing the input
current yields that the ﬁring rate also increases, which is in
agreement with our numerical results and known results in the
literature (White et al., 2000; Schmid and Hanggi, 2007).
Similar calculation to (3) for the second moment yields
Var½ISI ¼ σ21pSSþðσ21þσ22ÞpSQpQSþðσ21þ2σ22ÞpSQpQQpQS
þðσ21þ3σ22ÞpSQp2QQpQSþ⋯¼ σ21þσ22
pSQ
pQS
4σ21: ð4Þ
Expressions (3) and (4) allow us to calculate a noise-to-signal
ratio that is often used in the context of coherence resonance
when analyzing the regularity of spikes in Hodgkin–Huxley model
(Gong et al., 2009; Lee and Kim, 1999) or other more general
models (Pikovsky and Kurths, 1997) deﬁned as R¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var½ISI
p
=E½ISI.
2.3. Burst size distribution
The SQ model can be also used to understand the burst size
distribution, representing number of subsequent spikes in a spike
train, deﬁned by a probability function
PBðnÞ≔P½number of S states between two subsequent Q states¼ n:
ð5Þ
Each burst may be represented by an event that has a correspond-
ing probability
P½QSQ  ¼ pQSpSQ ;
P½QSSQ  ¼ pQSpSSpSQ ;
P½QSSSQ  ¼ pQSp2SSpSQ ;…
The burst size distribution then has an exponential form
PBðtÞ  aebt that is valid for any t unlike in the case of the ISI
where the ﬁrst mode of the distribution did not follow the
exponential law. Using the fact that PBðnþ1Þ ¼ pSSPBðnÞ the transi-
tion probability pSS may be approximated as
pSS ¼ eb: ð6Þ
This provides a tool for an estimation of transition probability pSS
from the experimental data. The burst size distribution may be
also represented by a mixture of individual burst events of integer
lengths implying
E½B ¼ pQSpSQ þ2pQSpSSpSQ þ3pQSp2SSpSQ þ⋯¼
pQS
pSQ
: ð7Þ
The estimation formulas (2) and (6) for pQQ and pSS require a prior
knowledge of exponential decay rates B and b as well as the
average subthreshold oscillation time μ2. Constants B and b are
obtained from the experimental data for the squid giant axon
using least squares minimization to an exponential function
(performed on a logarithmic scale).
2.4. Estimation of model parameters
The SQ model is characterized by six parameters that need to
be robustly estimated from the available ﬁring rate data. Even
thought the character of the data may differ between various
experiments, the estimation of the SQ model's parameters allows
for their ﬂexibility and an appropriate estimation strategy may
thus be tailored to the needs of a particular problem.
The most straightforward but also very naive procedure for
obtaining transition rates pQS and pSQ is to decompose the
electrical activity of the neuron to states S and Q (the method
will be outlined below). Once the temporal data are converted into
the sequence of discrete events S and Q, the number NX of
transitions X¼{SS, SQ, QS, QQ} is extracted and the transition
probabilities are estimated as
pSS ¼ 1pSQ ¼
NSS
NSSþNSQ
; pQQ ¼ 1pQS ¼
NQQ
NQQ þNQS
: ð8Þ
The decomposition of the electrical signal to the S and Q states may
be difﬁcult if the duration of the states is highly variable. This is
typical for neurons with large noise, i.e., low channel densities. While
the S states can be found by thresholding the voltage trace, accurate
detection of Q states (connected to accurate estimate of μ2) is more
subtle. Our approach is based on a knowledge of μ1 and μ2:
 Identiﬁcation of the states: Obtain the average time μn1 and μn2 of
S and Q state using position of the ﬁrst two peaks of the ISI
distribution. Use a high enough threshold to identify the times
of spikes and compute successive times between spikes Δt.
Estimate the number of Q states between the consecutive
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spikes as
nQ ¼
Δtμn1
μn2
 
ð9Þ
where the brackets ⌊c stand for the ﬂoor function – the largest
previous integer. Reconstruct the sequence of S and Q states
according to the obtained counts nQ and compute number of
transitions between states that enter into (8).
To avoid difﬁculties with identiﬁcation of S and Q states in the
spike train we use two approaches based on a statistical descrip-
tion of the ﬁring behavior to estimate the ISI distribution:
 Least square minimization: Minimize the error Sðμ1;μ2;σ1;σ2;
pSQ ; pQSÞ between the ISI distribution and the mixture distribu-
tion where
Sðμ1;μ2;σ1;σ2; pSQ ; pQSÞ ¼∑
i
½f ðxi;μ1;μ2;σ1;σ2; pSQ ; pQSÞ ISIðxiÞ2 ð10Þ
where xi correspond to positions of ISI histogram bins.
In particular, if the ISI distribution is multimodal, obtain the
average time μn1 and μ
n
2 of S and Q state using position of the
ﬁrst two peaks of the ISI distribution and minimize
Sðμn1;μn2;σ1;σ2;pSQ ;pQSÞ to ﬁnd the remaining parameters. On
the other hand, if the distribution has a single peak use only μn1
(location of the ISI distribution peak) and proceed with mini-
mization of Sðμn1;μ2;σ1;σ2; pSQ ; pQSÞ.
 Matching statistical properties: Use statistical information about
the rates of decay and the statistics of the ISI distribution and
the burst size distribution of the spike train to estimate the
transition probabilities using the following constraints:
○ Estimate parameter μ1 by μn1 as above.
○ Estimate μ2 by μn2 if the distribution is multimodal.
○ Use constraints (2)–(6).
One can use a subset of these constraints in combination with
least squares optimization or for simplicity take μ1 ¼ μ2 or
σ1 ¼ σ2.
The SQ model gives ﬂexibility in terms of a parameter ﬁtting
method and it does not rely on a classiﬁcation of the S and Q states
that may be difﬁcult to obtain from measurements of electrical
activity of neurons.
3. Results
Based on our geometric arguments for the HHmodel (Fig. 1(B)), we
consider a probabilistic two-state SQmodel introduced in theMethods
section. We assume that the system is either in the repetitively ﬁring
state (S) or in the quiescent state (Q) with a random normally
distributed period for each. Unlike the deterministic systems, where
S only occurs above a threshold applied current, we note that spiking
can occur in the stochastic model even when the applied current is
zero and becomes more likely at higher input currents. Thus, we allow
both states in our mathematical description regardless of the applied
current. The transition probabilities pQS and pSQ between the states in
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Fig. 2. (A)–(B) Multimodality and effects of sodium and potassium channel noise on the normalized ISI distribution for the Fox method, also showed on a logscale on (C)–(D).
The ISI histograms are found numerically for I¼ 8 μA=cm2. The histogram changes from multi-peaked to exponentially decaying as randomness increases. This is more
visible when changing potassium noise as opposed to sodium noise where the same difference in channel number results in a smaller difference in the distribution shape.
ISI/T is plotted on the horizontal axis while T¼16.6 ms is the period in the stochastically unforced system.
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Fig. 1(A) depend on the applied current as well as on the source and
magnitude of randomness in the neuron.
3.1. Multimodality and distribution tails
Fig. 2 is obtained by numerical simulations of the Fox method with
the input current 8 μA=cm2 so that the quiescent state and repetitive
ﬁring state are both stable in the absence of noise (one should note
that in the case of low and high input currents, without bistability of
the rest state and the limit cycle, the results would be similar), see
Appendix A for details on the Fox method. Fig. 2 gives a justiﬁcation of
the fact that subthreshold oscillations have a well-deﬁned duration
that is random with a single-peaked and rather narrow distribution.
Particularly for small potassiumvariabilities the distribution consists of
multiple narrow peaks of decreasing height where the ﬁrst peak
represents the time-distribution of the action potential, the second
peak corresponds to the time of AP plus one subthreshold oscillation,
etc. Thus the mean length as well as the variance of the subthreshold
oscillations can be deﬁned by subtracting the center of the second
peak of the distribution from the center of the ﬁrst one when
obtaining mean and substracting the corresponding variances for the
second moment. Because there is a clear gap between the peaks and
the peaks are roughly bell-shaped and symmetric (similarly to the ISI
histograms in SCN neurons in Kononenko and Dudek, 2004) we
postulate that the normal distribution gives a solid estimate of both
the distribution of ISI durations and the distribution of the subthres-
hold oscillations. Note that for higher levels of potassium noise these
distributions need to have larger variances to obtain a smeared shape
of the distribution.
For low levels of potassium noise, a multimodal distribution was
found with peaks centered approximately around the integer multi-
ples of the stochastically unforced period T (ISI/T plotted on the
horizontal axis). Positions of these modes depend on μ1 and μ2
(μ1  μ2). The peak of these modes decreased exponentially as the
ISI increased. However, the ﬁrst (and largest) peak did not ﬁt this
exponential decay, see Fig. 2(C and D). This property is preserved in
the SQ model where the ﬁrst peak carries a mass of pSS, second one
carries pSQpQS and the remaining peaks decay by a constant factor pQQ
and is consistent with experimental studies for instance in the study of
sporadic apnea (Paydarfar and Buerkel, 1997). For high levels of
potassium noise, the distribution changed from multimodal to single
peaked and showed an exponential tail, consistent with the simula-
tions of Rowat and Greenwood (2011) for the Morris–Lecar model. In
all cases, there was a refractory period, in that ISI values were never
below 8ms. It is worth noting that the simplest probabilistic spiking
model, i.e. Poisson process for the spike times (carries information
about average ﬁring rate only), implies exponential distribution of the
ISI distribution, unlike the experimental and numerical data where
just the tail of the distribution has an exponential decay.
3.2. SQ model performance and universality to noise source
To test the ability of the SQ model to capture statistical
properties of the spike trains we use three distinct case studies:
(a) A computational study with channel noise using a continuous
description (model description and numerical methods are
presented in Appendix A).
Fig. 3. Fitting the SQ model to numerical and experimental data. (A) Simulation of the ISI distribution by the LS method (gray histograms) versus the SQ model (black lines) for
sodium channel number NNa ¼ 2500 and I¼8. (B) Experimental recordings of the squid giant axon from Paydarfar et al. (2006) (gray histograms) with the SQ model distribution
(black lines). These plots show the accuracy of the SQ model in representing the simulations and experimental data. All data were normalized with respect to the deterministic
oscillations period T (that has been measured experimentally as approximately 11.8, 11.2, 12.4, 11.7 for cases I¼0.13, I¼0.20, I¼0.35, I ¼ 0:43 μA=cm2) therefore the ﬁrst peak is
centered around one. (C), (D) Fitted ISI histograms from Kononenko and Dudek (2004) that correspond to regular ﬁring neurons in the upper right corner of (C) are ﬁtted to
a Gaussian distribution with mean μ1 and variance σ1. These are used in the SQ model to ﬁt the ISI distribution of the irregularly spiking neurons on (C) and (D). Experimental
readings are in black, our ﬁts in red/blue/green. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the web version of this article.)
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(b) An experimental study with input current noise (data from
Paydarfar et al., 2006 and formerly unpublished data for
identical level of input current variability), see Appendix B
for further details.
(c) Experimental data reﬂecting both channel noise and input
noise (Kononenko and Dudek, 2004).
(a) For each ISI distribution calculated in our numerical
simulations, presented in Fig. 2, we ﬁt the SQ model to determine
which features of the ISI distribution it can accurately reproduce.
We ﬁnd that it is very accurate in reproducing the numerically
computed ISI distributions obtained using LS method, including
both the multimodal and the single peak-exponential tail distribu-
tions in Fig. 3(A) in all parametric noise regimes. The inferred SQ
model parameters (μ1, μ2, σ1, σ2, pSQ , pQS) summarized in Table 1
were obtained by least square minimization method described in
Methods. The SQ model is very robust to small changes in its
parameters and a very good match of the data can be obtained for
a large set of parameters. We have also checked whether the
transition probabilities are consistent with the data by splitting the
spike train to a sequence of S, Q states based on our knowledge of
μ1 and μ2 with the method outlined in Section 2.4. The transition
probabilities estimated from (8) were consistent with the ones
ﬁtted to the ISI histograms.
(b) To further check the SQ model, we sought to determine
whether the SQ model could represent formerly published experi-
mental data collected from squid giant axons with a noisy input
current (Paydarfar et al., 2006) given in terms of ISI histograms
and burst size distribution. The SQ model (with least squares
minimization used to infer parameters) accurately represented
this experimental data as well (Fig. 3(B)), however, for a distinct
set of parameters (Table 1). This shows that the relatively simple
SQ model gives enough variability to provide an accurate descrip-
tion of the statistical behavior of noisy type II neurons and their
mathematical models. In addition, it is applicable to the behavior
arising from noisy input currents as well as stochastic channel
dynamics and the properties of noise reﬂect in the values of the SQ
parameters.
Fig. 4(A) shows new experimental data for ISI distribution and
burst size distribution, described in detail in Appendix B. During
the length of the experiment there was a total of 1404 spikes. The
data shows the longest burst to have 76 spikes in a row and the
most probable burst sizes present in the data had either one spike
or four consecutive spikes, each one observed 15 times.
To visualize the burst size distribution the data was binned into
20 equally wide bins – some of them unpopulated. The well
populated part of the ﬁgure (up to 50 spikes per burst) was ﬁtted
to an exponential using a logarithmic scale to obtain an estimate
for b. Also, the tail of the ISI distribution in Fig. 4(B) was ﬁtted to
exponential to obtain B and μ2 was set equal to μ1 – the time for
which the ISI histogram reaches the maximal value. Therefore the
parameters μ1, μ2 and transition rates in the SQ model were
inferred using (2) and (6). Parameters σ1 and σ2 were ﬁtted using
least squares minimization to match the width of the ISI distribu-
tion peak properties. The SQ model was then simulated and
compared with the distributions, showing an excellent match
with the burst size distribution and a good match with the ISI
distribution.
(c) Fig. 3(C) and (D) features the SQ model approximation of the
regularly and irregularly ﬁring SCN neurons from Kononenko and
Dudek (2004). A universal SQ model is ﬁtted to capture both types
of neurons by a single model with a single parameter set to
suggest that a universal mechanism is compatible with both
observed types of behavior. The parameters of the model were
obtained ﬁrst by ﬁtting a Gaussian to the regularly spiking neurons
(obtaining μ1 and σ1) and then using (3), (4) and (2) to infer the
transition probabilities and σ2 by matching the statistical proper-
ties of the irregularly spiking data (we chose μ2 ¼ μ1 when leading
to pSQr1, otherwise we inferred μ2 such that pSQ ¼ 1). The SQ
model shows a solid agreement with the experimental data on
Fig. 3.
One of the main reasons to consider an SQ model is its
computational efﬁciency in comparison with simulating the full
voltage traces. This property is extremely important if one wants
to simulate large coupled neuronal networks. The coupling, how-
ever, brings additional SQ model parameter dependence on the
activity of the remaining neurons that needs to be investigated
further. Therefore it is essential that the SQ model can truthfully
capture the properties of a single neuron ﬁring for a broad class of
neurons. It is interesting to note that the patterns of ISI distribu-
tions, developed through simulations of channel noise, closely
resemble those found experimentally in the squid giant axon for
noisy input currents (Paydarfar et al., 2006) but match also the
SCN data of Kononenko and Dudek (2004). The three case studies
demonstrate an applicability of the SQ model to different neurons
where different sources of noise prevail and that it can capture the
statistical distributions (ISI histogram, burst size distribution) with
a great accuracy.
3.3. Sensitivity to sodium and potassium variability
Two types of distributions (multimodal and single peaked)
were observed for different levels of potassium and sodium noise
in Fig. 2(A–D). We observe that, in response to changes in the
Fig. 4. Experimental results for the ﬁring activity of the squid giant axon ﬁtted to the SQ model. (A) Burst size distribution and (B) inter-spike interval distribution.
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sodium noise, the ISI distribution shows only weak dependence of
the distribution shape compared to potassium variability that
affects the multimodality stronger. This is particularly well visible
in Fig. 2 on the logplots of ISI distribution. Evidence for the large
impact of potassium currents can be found in Stiefel et al. (2012)
for irregularly spiking cortical interneurons but also in the com-
putational neuronal network study (Ozer et al., 2009) where the
topology of the network that produces maximal ﬁring rate
depends more signiﬁcantly on potassium than on sodium channel
densities. However, the numerical simulations presented in the
Appendix A agree with a common belief that in the large noise
regime the contrary is true, i.e. sodium noise has a larger effect on
the average ﬁring rate compared to the potassium noise. This is
consistent with the results derived in Chow and White (1996) in
terms of the exit time problem. It is particularly intriguing that
while the sodium channel stochasticity signiﬁcantly affects the
simple statistics of the average ﬁring rate, particularly in the large
noise regime (with channel numbers No1000), the potassium
variability keeps it mostly unaffected (with observable effects only
in the small noise regime N41000) but controls the overall
distribution of the inter-spike intervals (that stays mostly unaf-
fected by sodium variability). Thus the two ionic mechanisms
contribute to the neuronal behavior in very different regimes
corresponding to different neuronal sizes.
The behavior of the SQ model is inﬂuenced by the choice of
transition probabilities pSQ and pQS depending on the source and
magnitude of noise. Fig. 5 shows these probabilities as functions of
applied current in the numerical simulation using LS method. Two
observations can be made. First, as the applied current increases,
probability pSQ rapidly decreases to zero meaning that Q states
will be rare for high currents. At the same time the probability pQS
rapidly increases to one implying that Q state will be quickly
abandoned. This monotone behavior together with the relation-
ship for E½ISI ¼ μ1þμ2pSQ=pQS yields a monotone behavior of the
average ﬁring rate 1=E½ISI with respect to the applied current.
Also, the curves for various sodium channel numbers (left on
Fig. 5) show considerably less variation when compared to
potassium channel numbers. Since we are in the regime of low
variability this supports the observation that for large channel
densities (small variability) potassium channel variability plays
dominant role. However, for strong noise this situation is reversed
and sodium variability plays more important role. We should note,
however, that ﬂuctuations that large may not be present in real
neurons.
Parametric regime of small noise can also be studied using a
linearization around the ﬁxed point since small noise in the
proximity of the steady state acts as a small perturbation of the
state. Comparison of the effects of such perturbations in directions
corresponding to sodium, potassium or applied current variability
presented in the Appendix C conﬁrms the relative importance of
the potassium variability compared to sodium variability in low-
noise regime.
3.4. Loss of memory
The numerical results shown in Fig. 5 (left panel) for the
inferred SQ model transition rates suggest that a constraint
pSQ þpQS ¼ 1 is valid in the regime of the small potassium noise
with
pSQ  e I=τ ; τ 4:5: ð11Þ
While the form of the transition probability agrees with a result of
Ditlevsen and Greenwood (2012) where the ﬁring probability in
the Morris-Lecar model was assumed to have a sigmoidal shape
(exponential in our case captures the tail of the sigmoid) the fact
that transition probabilities add up to one is even more intriguing
since it implies
pSQ þpQS ¼ 1 ) pQS ¼ pSS and pQQ ¼ pSQ :
The above conditions impose a strong constraint on the Markovian
process that in general depends on its current state but not on its
history. Amazingly, this constraint means the future state of the
system does not depend on its present state, i.e., there is no
temporal correlation in the spike train (probability of an S state is
the same no matter what state you came from). In such case the
spike train can be represented by simple repeated ﬂip of a biased
coin with no memory rather than by a more complicated
Markov model.
3.5. Quantitative inference of channel densities
Electrical recordings of real neurons driven by channel noise
with deterministic inputs could be studied in connection with the
simulation results in the Appendix A to relate the sodium and
potassium channel densities. Given the input current and a time
series of electrical activity of a neuron one may compute the
average ﬁring rate and use the surface relationship that gives the
average ﬁring rate dependence on the channel densities to assess
the relationship between the channel variability of sodium chan-
nels and potassium channels, as depicted in Fig. 6.
A similar relationship holds also in the SQ model where the
given average ﬁring rate and constants μ1 and μ2 yield a relation-
ship between transition probabilities pSQ and pQS in a form:
pSQ ¼ pQSðE½ISIμ1Þ=μ2 that could be used to extract the correct
Fig. 5. Dependence of the transition probabilities on the applied current (LS simulation). Green curves correspond to pSQ and gray curves with circles to pQS. The panel on the
left shows effects of changing the sodium variability with σK ¼ 0:03 (NK ¼ 1111) and σNaA ½0:001;0:07. The panel on the right shows effects of changing potassium variability
with σNa ¼ 0:03 (NNa ¼ 1111) and σKA ½0:001;0:07. Red curves represent the arithmetic mean of pSQ and pQS. (For interpretation of the references to color in this ﬁgure
caption, the reader is referred to the web version of this article.)
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branch on Fig. 5, determining the channel density. In a particular
case when the constraint pSQ þpQS ¼ 1 is valid, as observed in
Fig. 5, we obtain
pSQ ¼
E½ISIμ1
μ2þðE½ISIμ1Þ
; pQS ¼
μ2
μ2þðE½ISIμ1Þ
ð11Þ
that could be linked back to a relationship between channel
densities.
Two numbers are required to ﬁt our model, the decay of the ISI and
burst size distribution to imply the parameters of the SQ model. Note
that once we understand the probabilistic laws behind the behavior of
the neuron by means of the SQ model, corresponding to the
parameters μ1, μ2, σ1, σ2, pSQ , pQS, we can characterize the average
ﬁring rate but at the same time this information also unravels much
more about the behavior of the particular neuron, i.e., we may then
estimate the likelihood of occurrence of particular burst pattern (for
instance frequency of doublets) or compute probability that at a given
impulse strength the neuron stays silent for a given period of time.
4. Conclusions
Many neurons, particularly those that are noisy, are thought to
encode information by the average rate at which action potentials
are ﬁred. The average ﬁring rate depends on the stochasticity of
the channel dynamics, which is determined by the number of
sodium and potassium channels and on the input stochasticity.
However, a more accurate characterization of the electrical beha-
vior of neurons requires more complex statistics that include
distributions of interspike intervals or burst lengths. Our numer-
ical simulations of channel noise as well as experimental results of
input variability show that the interspike interval distribution may
have a full range of shapes between multimodal and single-peaked
depending on the noise regime.
Large neurons exhibit small sensitivity to individual channel
dynamics and therefore are driven mostly by stochasticity in
applied current as opposed to channel noise. However, applied
noise in large neurons results in similar statistical patterns as
channel noise in small neurons, i.e. induction or deletion of spikes
and effects on ISI distribution shape (from multimodal to single-
peaked according to noise magnitude) as analyzed in Paydarfar
et al. (2006). We use the experimental recordings with large
neurons under the input noise and study the structural similarities
with our numerical simulations affected by channel noise. We
explain this universality by a probabilistic model where the
structural properties of noise enter via the parameter values. This
model captures many characteristics of type II neuronal behavior
under the inﬂuence of (Na or K) channel noise or input noise and is
amenable to mathematical analysis.
The probabilistic model helps unravel how the regulation of
neuronal activity in the presence of noise works and what are the
key components of the process. In particular, there are three
possible ways to regulate the average ﬁring rate in type II neurons.
First, one can regulate the period of ﬁring when in the repetitively
ﬁring state by changing parameters of the system, e.g., the input
current. Second, one can increase or decrease the probability of
a transition from a quiescent state to a repetitively ﬁring state.
Finally, one can do the reverse: increase or decrease the prob-
ability of a transition from the repetitively ﬁring state to a
quiescent state. However, the latter two mechanisms are not
independent and particularly for small potassium variability the
transition probabilities are slaved by a constraint leading to a loss
of temporal correlation in the spike train. This is demonstrated in
our detailed numerical simulation results used to extract the
dependencies of the transition rate probabilities between the
spiking and quiescent state in the probabilistic model. An analo-
gous experiment could be designed where a constant current is
injected and transition probabilities are estimated from voltage
traces. Repeating the experiment for different values of injected
current but also for different neurons should reveal whether the
relationship between transition rates is valid and how does the
dependence on injected current compare with curves on Fig. 5.
Moreover, the mathematical model explains structural proper-
ties of the two highlighted experimentally obtained distributions
(interspike interval and burst length distribution). The ﬁrst prop-
erty is that both the ISI distribution and the burst size distribution
have exponential tails where the rate of decay is in an explicit
relationship to the parameters of the probabilistic model. The
second property is that the exponential decay is valid universally
for the whole distribution (all modes) except for the height of the
ﬁrst mode of the ISI distribution that exceeds this prediction. Such
a behavior has been observed in a study of sporadic apnea
(Paydarfar and Buerkel, 1997).
Our numerical simulations conﬁrm that sodium noise affects
the average ﬁring rate more than potassium noise for small
neurons in accordance with the previous work that has explored
the role of sodium channel variability (Chow and White, 1996;
White et al., 2000; Mino et al., 2002). It is interesting to note,
however, that potassium noise has comparable and even more
signiﬁcant effect on the mean ﬁring rate for large neurons. More-
over, potassium stochasticity affects the ISI distribution more
signiﬁcantly than sodium stochasticity. When the potassium noise
is small the ISI distribution is multimodal whereas as the ampli-
tude of the potassium noise is increased, it causes the ISI
histogram to become smoother and thus single-peaked matching
previous ﬁndings for the input current variability (Paydarfar et al.,
2006). This affects the regularity of spike timing as the multimodal
distribution yields more predictable spike times compared to
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Fig. 6. The ﬁring rate is a two dimensional function (surface) of sodium and potassium variability for any ﬁxed value of applied current. This surface is plotted for
I¼ 0;1;…;12 μA=cm2 for the Fox method. The increase of the applied current results in the increase of the mean ﬁring rate for all considered parameter values. The mean
ﬁring rate proﬁle for I¼ 6 μA=cm2 intersected with a level-plane corresponding to the mean ﬁring rate of 60 spikes/s.
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single-peaked ISI distribution with the same variance. Therefore
both Na and K channel densities signiﬁcantly contribute to
relevant statistical properties of the temporal neuronal behavior
depending on their size. This is an experimental prediction that
could be tested if one could accurately modify the number of
channels within a neuron. On the other hand, the importance of
applied noise can be tested using patch clamp experiments of
neurons exposed to noisy stimuli. Knowledge of the channel
response to applied current noise might be useful for developing
and testing ionic models of neurons.
The Hodgkin–Huxley model is an example of a type II neuron,
where the stable oscillations are born via a subcritical Hopf bifurcation
yielding ﬁnite nonzero frequency of oscillations that is only weakly
dependent on the size of the injected current. Thus, while it is
reasonable to expect that our results will be applicable to other type
II neurons, they may not be applicable to neurons (e.g. type I or III
neurons) that show different dynamical behaviors. On the other hand,
raising the variability of the input noise affects the sharpness of the
transition to oscillations and thus makes type II neurons behave more
like type I neurons. Neuronal models with a type I behavior, associated
with a saddle-node bifurcation, have been studied in the presence of
noise in Gutkin and Ermentrout (1998) for the θ-neuron with a
multiplicative noise and in Lindner et al. (2003) for a normal form of
the SN bifurcation perturbed by an additive Gaussian white noise
focusing on the mean ﬁring rate and the coefﬁcient of variation of the
ISI. Our preliminary work suggests that behavior similar to our
observations could be seen for noisy type III neurons that show no
periodic ﬁring in the absence of noise, i.e., we observe excitation of the
neuron due to noise, irregular ﬁring of action potentials with
frequency dependent on noise magnitude. Future work should focus
on characterizing the behavior of type III neurons but also extending
the study to neuronal networks of HH-type neurons where the
sodium and potassium variability affect the properties of the network
in relation to its topology as shown for instance in Ozer et al. (2009),
Sun et al. (2011).
While our results suggest a general characterization of noisy ﬁring
in type II neurons, further work is needed to test our predictions both
for the squid giant axon and for other neurons as well. Particularly, it
has been argued that neurons in several different systems (e.g. the
suprachiasmatic nucleus (Sim and Forger, 2007; Kononenko and
Dudek, 2004), neocortical neurons (Llinas et al., 1991) and sensory
receptors (Braun et al., 1994)) display behaviors that are similar to the
behaviors we observe and it would be interesting to test our
predictions further in these neuronal preparations.
It is important to test these principles in other models. Particularly
the Morris-Lecar model has been subject to wide theoretical study,
and for certain parameter ranges, it shows type II behavior. Rowat and
Greenwood (2011) provides a detailed computational study of this
model yielding some results that are compatible to our work. It would
be interesting to characterize noisy ﬁring in type I neurons, which
have a different bifurcation structure than is found in our model. Some
neurons show unconventional electrical activities (Belle et al., 2009)
and it would be interesting to understand the role of noise in these
systems as well.
Moreover, since the probabilistic model is efﬁcient to simulate
it is important to know how such a simple model could be coupled
to represent a network of neurons. Pursuing this direction may be
very useful for large-scale neuronal network simulations where
the limits of modern technologies are reached.
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Appendix A. Computational methods for channel noise
The Hodgkin–Huxley model (Hodgkin and Huxley, 1952)
describes the voltage of a neuron with the following equation:
Cm
dV
dt
¼ gNam3hðVVNaÞgKn4ðVVKÞgLðVVLÞþ I ðA:1Þ
where V is the membrane potential, VNa, VK and VL are the
reversal potentials of sodium, potassium and leakage currents,
gNa, gK and gL are the corresponding maximum ion conductances,
Cm is the membrane capacitance and I is the applied current, see
Table A1.
The nonlinearities in the electric potential equation are
believed to reﬂect a physical structure of sodium and potassium
channels, i.e. that each channel consists of four gates (m, n and h
type). The variables x¼m;n;h therefore capture probabilities that
the corresponding gate is open and obey differential equations
dx
dt
¼ αxðVÞð1xÞβxðVÞx ðA:2Þ
where the growth rates for x and the parameter values (equili-
brium reversal potentials, ion conductances, membrane capaci-
tance), used throughout the work are taken from the original work
of Hodgkin and Huxley (1952), see Table A1. The Hodgkin–Huxley
model shows limit cycle oscillations, also called action potentials
(AP) that exist for superthreshold applied currents. These oscilla-
tions are born via a subcritical Hopf bifurcation that is accompa-
nied by the loss of stability of the quiescent state. For a range of
medium-sized applied currents the system shows bistable beha-
vior where both the steady state and the oscillations are stable.
Action potential initiation is driven by activation of sodium
channels and prevented by activation of potassium channels. For
a stability analysis and a complete two-parameter bifurcation
analysis of the Hodgkin–Huxley model see Guckenheimer and
Labouriau (1993) and Hassard (1978).
While the numerical implementation of the deterministic
Hodgkin–Huxley model is straightforward, there are multiple
substantially different ways of simulating the model with noise.
Each of the methods has some advantages and some limitations.
The comparison of different KMC and LS methods can be found in
the work of Bruce (2007).
Our simulations use the Hodgkin–Huxley model with its
original parameters (Hodgkin and Huxley, 1952), displayed in
Table A1. Each of the two methods (KMC and LS) considers both
sodium channels (with two types of gates) and potassium chan-
nels (with a single type of gate). When using the KMC approach,
the opening and closing of speciﬁc ion channel gate is simulated.
We report NK which is the total number of potassium channels
used in our model (where N¼ 4NK is the total number of
potassium gates). We also report NNa ¼H, which is the total
number of sodium channels as well as the number of sodium
Table A1
Parameters of the Hodgkin–Huxley model.
Constant VNa VK VL gNa gK gL Cm
Value 115 12 10:613 120 36 0.3 1
Units mV mV mV mS cm2 mS cm2 mS cm2 μF cm2
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inactivating gates. The total number of activating sodium gates is
M¼3H. When using the LS approach, individual ion channels are
represented by the probability that a gate is in the open state. The
amplitude of the random ﬂuctuations in this probability is denoted
by σK ¼N1=2K for potassium gates and σNa ¼N
1=2
Na for the sodium
inactivating and activating gates. Thus increasing σK or σNa in the
LS approach increases the amplitude of the noise, whereas
increasing N or H increases the number of channels, which
decreases the effects of stochasticity induced by single channel
opening and closing on the models behavior. Thus, by varying NNa
and NK in the KMC approach or by varying σK and σNa in the LS
approach, we can control the strength of ﬂuctuations in our
simulations of the Hodgkin–Huxley model.
A.1. The kinetic Monte Carlo method
A traditional approach to study channel noise in a neuron is to
use a kinetic Monte Carlo method, that tracks the opening and
closing of individual channels (Clay and DeFelice, 1983; Chow and
White, 1996; Schneidman et al., 1998; White et al., 2000; Skaugen
and Walløe, 1979; Rowat, 2007). This method is particularly useful
if the channel densities are low. However, for large channel
densities the method becomes computationally expensive. In the
KMC method, the opening and closing of individual ion channels is
represented by memoryless chemical reactions occurring with
transition rates α and β that depend on the electric potential.
The channel densities, determined by the total number of gates
(M ¼ 3NNa, N¼ 4NK and H ¼NNa) are ﬁxed, and determine the
systems natural level of variability. We keep track of the total
number of open gates of each type over time (Gillespie, 1977). This
information assumes no gate correlations that may in some cases
prove to be of importance as shown in Güler (2011).
Our implementation of the KMC method uses a so-called
independent subunit approach (Goldwyn and Shea-Brown,
2011). Out of the total M¼ 3NNa sodium activation gates we
denote by m1 the number of m-gates in each independent subunit
with NNa gates that are open at a given time. Since there are three
independent subunits in sodium activation gates a total of 3m1
will be open at a given time. Similar notation h and n1 is used for a
number of inactivation sodium gates and potassium gates per
subunit that are open at a given time. Note a change of meaning of
m, n, and h from the original HH model. At each point in time
where a transition to a new state occurs there are exactly six
possible outcomes (an m-, n-, or h-gate opens or closes). All
transition probabilities sum up to one at each transition point.
The electric potential equation is modiﬁed to
Cm
dV
dt
¼ gNa
m1
NNa
 3 h
NNa
 
ðVVNaÞ
gK
n1
NK
 4
ðVVKÞgLðVVLÞþ I ðA:3Þ
where the probabilities that gates are open are substituted by a
relative number of open gates of each type, i.e. m1=NNa , n1=NK ,
h=NNa. The time interval Δt until the next transition is a random
exponentially distributed number with Δt  ExpðλÞ where λ is the
sum of all transition rates as speciﬁed in the algorithm below.
KMC ALGORITHM:
1. Initialization: Specify initial values of V, number of open gates
m1, n1, h and number of closed gates NNam1, NKn1, NNah.
2. Transition rates: Calculate the effective total rate of transition
λ¼ ½αmðVÞðNNam1ÞþβmðVÞm1þ½αnðVÞðNKn1ÞþβnðVÞn1
þ½αhðVÞðNNahÞþβhðVÞh ðA:4Þ
and individual transition probabilities pþm ¼ αmðVÞðNNam1Þ=λ
(the rate at which m-gate opens), pm ¼ βmðV Þm1=λ (the rate at
which m-gate closes) and similarly for n1 and h.
3. Time step: Generate two random numbers r1, r2 from a uniform
distribution on interval [0,1]. The time to the next transition is:
Δt ¼ ð1=λÞlog ðr1Þ.
4. Integration: Integrate the electric potential equation between
time t and tþΔt using the Euler method.
5. Transition: Randomly choose one of six possible reactions with
appropriate probabilities based on r2 (Chow and White, 1996;
Gillespie, 1977) where the reaction rates are
m11 ’
βmðVÞm1m1 -
αmðVÞðNNa m1Þm1þ1 ðA:5Þ
n11 ’
βnðVÞn1n1 -
αnðVÞðNK n1Þn1þ1 ðA:6Þ
h1 ’βhðVÞhh -αhðVÞðNNa hÞhþ1 ðA:7Þ
6. Loop: Repeat steps 2.-5. until the time reaches the terminal
time (Table A2).
The level of variability in the KMC approach is captured by the
individual channel numbers. If, say, NNac1 then the single open-
ing of gate h produces a change in the relative number of open
gates of size jðh71Þ=NNah=NNaj ¼ 1=NNa. Larger NNa leads to a
smaller change in the above expression, i.e., smaller variability.
The simulation parameters including channel numbers can be
found in Table A3.
A.2. The Langevin stochastic model
Computational methods based on the Langevin stochastic (LS)
approach assume that the channel densities are sufﬁciently large
so that a master equation is accurately approximated by a
continuous model. The actual form of noise varies in the literature
from multiplicative noise (Goldwyn and Shea-Brown, 2011; Fox,
1997; Ozer and Ekmekci, 2005; Schmid et al., 2006; Bazsó et al.,
2003) to constant-amplitude noise (Bazsó et al., 2003; Saarinen et
al., 2006), the proper form may be sometimes derived directly
from the KMC approach (Linaro et al., 2011). Various mathematical
studies regard a slow-fast system in the presence of noise as for
instance (Hitczenko and Medvedev, 2009). To study channel noise
Table A2
The rates in the Hodgkin–Huxley model driving the channel dynamics of variables
m, n, h.
Gate m n h
αðVÞ 0:1ð25VÞ
exp
25V
10
1
0:01ð10VÞ
exp ð10V
10
Þ1
0:07exp
V
20
 
βðVÞ
4exp  V
18
 
0:125exp  V
80
 
1
exp
30V
10
 
þ1
Table A3
Numerical simulation parameters used in the LS and KMC methods.
(1) LS (2) KMC and LS
Input current I 0;0:5;1;…;12 0;0:5;1;…;12
Na variability σNaAf0;0:001;0:01;0:02;…;0:25g
NNaA ½16;106 NNaAf200;400;…;4000g
K variability σKAf0;0:001;0:01;0:02;…;0:25g
NKA ½16;106Þ NKAf200;400;…;4000g
Simulation time 200 s 200 s
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we input a multiplicative Gaussian random noise directly into the
channel equations and not to the electric current equation as
described in Fox and Lu (1994).
dx
dt
¼ αxðVÞð1xÞβxðV ÞxþgxðtÞξxðtÞ; ðA:8Þ
g2x ðtÞ ¼ 2σ2
αxðVÞβxðVÞ
αxðV ÞþβxðVÞ
; ðA:9Þ
where σ2 is σ2Na or σ
2
K for appropriate channel and ξxðtÞ, x¼m;n;h
represents independent Gaussian white noise. Note that even
though there are three gate variables, there are only two noise
magnitudes. The independent parameters of LS model are there-
fore channel densities measured by NNa and NK and the constant
applied current level I, see Table A3. The LS model is simple to
implement numerically with an Euler method (or higher order
methods), and the runtime only depends on a time step and not
on the channel variability. If a random noise ξxðtÞ results in a value
of x outside [0,1] it is ignored and replaced by another randomly
generated number and the integration step is repeated.
A.3. Numerical results for the channel noise
To understand the effects of channel noise, we performed
large-scale simulations of both the LS and the KMC model with
different channel densities and recorded the average ﬁring rate
and the exact spike times. We chose two sets of channel numbers,
ﬁrst one consisted of NK;NNaA ½200;4000 that was used to
compare the ﬁring rates for the LS and KMC method (see Table A3
for the parameter speciﬁcation) and second consisted of a large range
where NK, NNa varied from 16 to 106 to yield noise magnitudes
σK;σNao0:25 (with equally distanced σ). The parameter range
should cover the realistic channel densities that have been estimated
for instance in Rogart (1981) for sodium channels. Note that the LS
method is a faster method for large channel densities since the
complexity of the algorithm stays independent of the channel
densities unlike in the case of the KMC simulation.
Sample trajectories of our simulations are shown in Fig. C1
(A) for the LS approach (left) and the KMC approach (right) while
keeping the noise parameters identical for the two approaches. To
study the effects of noise, we also vary the current applied to the
neuron (top to bottom). Without any applied current, the model
without noise would show no action potentials. However, because
of the stochastic channel dynamics in our model, rare spikes can
be seen. As the current is increased the frequency of spikes
increases, in contrast with the model without noise, where spikes
would only be seen above input current I 6 μA=cm2. These
results are very similar to a wide range of other simulational and
experimental studies that explore the role of noise in neurons (e.g.
Clay and DeFelice, 1983; Chow and White, 1996; White et al.,
2000; Schmid and Hanggi, 2007). We note that the KMC and LS
methods yield similar, yet not identical results, with the most
apparent difference for a large applied current. This indicates that,
over the relevant timescales for neuronal ﬁring, a sufﬁcient
number of channel openings and closings occur to allow the LS
method to give a reasonably good approximation to the neuronal
ﬁring. Our simulations typically considered 16 to 106 channels, to
ensure that the model generated action potentials. At lower
densities, discrepancies could be found, as well as changes to the
action potential shape.
The properties of stochastic neurons can be studied using various
statistical moments or probability distributions based on the random
electrical output of the neuron. Typically, the average ﬁring rate over
the simulation time is measured as well as a more detailed inter-
spike interval distribution. A few statistical measures including
average ﬁring rate and ISI histogram were evaluated with results
on average ﬁring rate shown on Fig. A1 to help understand how
channel noise affects the Hodgkin–Huxley neuron.
The deterministic model originally simulated by Hodgkin and
Huxley corresponds to NNa and NK being inﬁnite (the correspond-
ing point in Fig. A1(C–D) would be inﬁnitely far to the right and
up) or σNa and σK being zero (that can be seen in Fig. A1(B) in the
leftmost low corner). In the deterministic model, the ﬁring rate is
zero below a threshold value and then jumps to a nonzero ﬁring
frequency. This behavior can be observed in panels (B) as we
approach the deterministic limit. Due to the much larger compu-
tational cost of the KMC method for large channel densities than
the LS method, our KMC simulations capture a smaller region of
noise levels. In parts (C–D) a comparison between the average
ﬁring rate obtained by the LS and the KMC method is explored,
obtaining quantitatively similar results.
For low input currents, where the deterministic model would
not show any action potentials, increasing stochasticity increases
the ﬁring rate. However, for high applied currents, this is not true
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Fig. A1. Numerical results using the LS/Fox and KMC method. (A) Firing patterns in the stochastic Hodgkin–Huxley model. Voltage is plotted versus time (in ms). Both
Langevin stochastic approach (LS/Fox) and the Kinetic Monte-Carlo (KMC) approach show spontaneous ﬁring for subthreshold currents (I¼ 0;4 μA=cm2) and suppression of
oscillations for superthreshold currents (I¼ 8;10;12 μA=cm2). (B-D) Firing frequency dependence on the applied current and noise. Colorplots show mean ﬁring rate as
a function of noise magnitudes σNa on the horizontal axis and σK on the vertical axis (Fox method) where σK, σNa were chosen from ½0:001;0:25 that corresponds to NK, NNa
from ½16;106. Panels (C)–(D) show the ﬁring rate for the LS and KMC method for a limited range of channel numbers NNa and NKA ½200;4000 marked as a black square on
panels in (B). The colorscale for panels in (B) is set as min¼ f0;0;40;60;65g and max¼ f65;80;90;90;95g and for (C–D) as min¼ f0;10;50;60;65g and
max¼ f45;60;70;75;75g.
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in general anymore and a reversed stochastic resonance is
observed (as in Paydarfar et al., 2006). In the low noise range
variability (mainly in potassium channels) acts to stop action
potentials therefore increasing variability decreases the average
ﬁring rate as visible on Fig. A1(C–D). On the other hand, in the
strong noise range, ﬁring is enhanced by variability because the
average duration of the action potential is decreased due to large
variability.
Changing the stochasticity of the sodium channels has stronger
effects on the ﬁring rate than potassium currents in the strong
noise range. This can be easily seen in the panels of Fig. A1
(B) where the ﬁring rate signiﬁcantly changes as one proceeds
horizontally in these graphs. On the other hand, for very small
noise amplitudes, as the ones studied in Fig. A1(C–D), the opposite
is true and the potassium noise affects the ﬁring rate more than
the sodium noise, see Fig. A1(C–D). This is supported by
a mathematical argument in Appendix C for large neurons where
we used linearization of the system to quantify the effects of
different sources of noise to the neuronal dynamics. The results are
intriguing as they imply that for different neurons with different
channel densities different ionic mechanisms may be dominant.
Appendix B. Experimental methods for applied current noise
Large axons such as the squid giant axon show low levels of
channel variability allowing them to generate regular temporal
activity as a response to constant inputs. However, if the input
current is random the axonal response becomes more noisy with
characteristics similar to effects of channel noise in small neurons
(Paydarfar et al., 2006).
The data from squid giant axons used in the present study are
from previously published experiments (Paydarfar et al., 2006)
and are publicly accessible at www.physionet.org. They were
performed on squid giant axons from the North Atlantic squid
(Loligo pealei) at the Marine Biological Laboratory in Woods Hole,
MA using axial wire voltage- and current-clamp techniques with
intracellular perfusion described in Clay and Shlesinger (1983).
Stochastic input current had a form of summed independently
generated excitatory and inhibitory polysynaptic currents with
a given Poisson rate. Because an identical distribution was chosen
for excitatory and inhibitory postsynaptic currents the mean
current was equal to zero in every trial. However, the root mean
square of the stimulus current Irms was varied. Such input current
excited a stochastic response of the axon that has been recorded
and used for the construction of statistical distributions in the
main text.
The statistical distributions used in this work to characterize
the electrical behavior of the North Atlantic squid axon in response
to the variable inputs include distribution of inter-spike intervals
and distribution of burst size, the latter capturing the number of
spikes per burst in a spike train. We analyze data from experi-
mental runs at Irms ¼ 0:13;0:2;0:35;0:43 μA=cm2 (already pre-
sented in Paydarfar et al., 2006) and compare their ISI
distribution with a prediction of the SQ model. We ﬁnd that the
increase in input variability Irms affects the interspike interval
distribution shape that changes from a multimodal distribution to
a single-peaked distribution as the input variability is increased.
We also analyze yet unpublished recordings at Irms ¼ 0:2 μA=cm2
to construct burst length distribution and ISI distribution in the
main text and compare it with a theoretical prediction.
We also used previously published data of SCN neurons in rat
hypothalamus (Kononenko and Dudek, 2004) to test the SQ model,
even though the noise here may not come solely from neuronal
inputs. These neurons show regular ﬁring with large ﬁring rate
and irregular ﬁring with low ﬁring rate. The authors mention that
“neurons with irregular activity may possess the same intrinsic
mechanism of generation of spontaneous activity as regular-ﬁring
SCN neurons, but receive higher levels of inhibitory synaptic
input”. We propose one such mechanism (the SQ model) and
study whether it gives a plausible explanation for the data.
Appendix C. Linear analysis of the HH model to quantify
sensitivity to noise
The behavior of the Hodgkin–Huxley model with randomly
perturbed variables V, m, n or h may be studied in a proximity of
the steady state, where the trajectories may transition between
the oscillatory and quiescent state. Due to the small size of the
transition region and its proximity to the steady state we may
study the linearized deterministic HH model and the inﬂuence of
nonrandom perturbations in the V, m, n and h directions. These
deterministic perturbations, will reveal to what extent is the
system sensitive to small changes in one of the channel variables
(m, n and h) or inputed current (I) that may in reality arise either
from random or from nonrandom forces.
The linearization of the Hodgkin–Huxley system around the
ﬁxed point may be performed symbolically, however, the exact
calculation is computed numerically because of the nonlinearities
in the problem. The steady state is a solution of the system of
algebraic equations parametrized by applied current I:
gNamðVnÞ3hðVnÞðVnVNaÞþgKnðVnÞ4ðVnVKÞþgLðVnVLÞ ¼ I; ðC:1Þ
mn ¼ αmðV
nÞ
αmðVnÞþβmðVnÞ
; nn ¼ αnðV
nÞ
αnðVnÞþβnðVnÞ
; hn ¼ αhðV
nÞ
αhðVnÞþβhðVnÞ
;
ðC:2Þ
where the ﬁrst equation gives an identity for Vn and the steady
states for gating variables are calculated from the remaining three
equations. Linear stability of the ﬁxed point ðVn;mn;nn;hnÞ ¼
ðVn;mðVnÞ;nðVnÞ;hðVnÞÞ is determined by the real parts of eigen-
values of the Jacobi matrix Jn ¼ JðVn;mn;nn;hnÞ at the steady state,
where J ¼ JðV ;m;n;hÞ has a form
For the studied range of applied currents [0,12] there are always
two real negative eigenvalues λ15λ2o0 with corresponding
eigenvectors v1, v2. Two remaining eigenvalues λ3 ¼ μ1þ iμ2 and
λ4 ¼ μ1 iμ2 are complex with a real part changing sign from
μ1o0 to μ140 at the point of subcritical Hopf bifurcation. The
linear locally invariant subspace O, demonstrated on Fig. C1(A)
(the name reﬂects the oscillatory character of trajectories in O) is a
2-dimensional eigenspace spanned by the real and imaginary
parts of eigenvectors v3 and v4, i.e., w3 ¼ Reðv3Þ, w4 ¼ Imðv4Þ.
J ¼
gNam3hgKn4gL 3gNam2hðVVNaÞ 4gKn3ðVVKÞ gNam3ðVVNaÞ
α0mðVÞð1mÞβ0mðVÞm αmðVÞβmðV Þ 0 0
α0nðVÞð1nÞβ0nðVÞn 0 αnðVÞβnðVÞ 0
α0hðVÞð1hÞβ0hðVÞh 0 0 αhðV ÞβhðV Þ
0
BBBB@
1
CCCCA:
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The linear subspace O has a property that trajectories starting
close to the steady state approach this plane and the projection of
trajectories on O oscillates (stability of oscillations depends on the
sign of μ1).
To ﬁnd an orthonormal basis of O we use a Gramm–Schmidt
orthonormalization process on fu3;u4g and obtain:
u3 ¼
w3
Jw3 J
; u4 ¼
w4ðu3;w4Þu3
Jw4ðu3;w4Þu3 J
ðC:3Þ
with approximate values
u3  ð0:999976;0:006497; 0:000377;0:002275Þ;
u4  ð0:001744; 0:049225; 0:581272;0:812217Þ; for I ¼ 0;
ðC:4Þ
u3  ð0:999937;0:01076;0:001774; 0:002003Þ;
u4  ð0:005183; 0:240226; 0:531525;0:812247Þ; for I¼ 12:
ðC:5Þ
The eigenvalues λi are
λ1  4:68; λ3  0:20þ0:38i λ4 ; λ2  0:12; for I ¼ 0;
ðC:6Þ
λ1  4:87; λ3  0:04þ0:60i λ4 ; λ2  0:14; for I ¼ 12:
ðC:7Þ
Given that variables V, m, n, h are represented by unit vectors e1,
e2, e3, e4 in R4, where ei has entry one in i-th coordinate and zeros
otherwise then projections of these vectors onto the oscillatory
manifold O can be written as
POfeig ¼ ðu3; eiÞu3þðu4; eiÞu4: ðC:8Þ
Therefore a projection POfeig of a normalized vector in the i-th
direction (ei) has length qðeiÞ where
qðeiÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðu3; eiÞ2þðu4; eiÞ2
q
: ðC:9Þ
Fig. C1(B) shows schematically a difference in effect of perturba-
tion of length Δx in variables m and h in terms of q(m) and q(n).
Fig. C1(C) shows the numerical calculation of quantities q(x) where
x¼ V ;m;n;h showing a large disproportion between the size of q
(m) and the other projection lengths for subthreshold applied
current (qðmÞ5qðnÞoqðhÞoqðVÞ) thus conﬁrming that small
noisy perturbations in Na direction have less impact than in K
direction.
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