Determining the likelihood of un-controllability in large scale systems by Abohtyra, Rammah M.





c© Copyright by Rammah M. Abohtyra, 2015
All Rights Reserved
A thesis submitted to the Faculty and the Board of Trustees of the Colorado School














Department of Electrical Engineering and Computer Science
ii
ABSTRACT
Large-scale dynamical systems are of interest due to their broad applications in various ar-
eas, such as physiological systems, gene networks, large-scale energy systems, robot motions,
multiple space air, and buildings. In such systems there are a large number of interconnected
systems whose behavior can be observed by some output variables. The mathematical struc-
ture of these large-scale systems can be described by a dynamic consensus graph consisting
of nodes and dynamic edges (links). For a given graph, the node variables represent the
observable variables, and the edges represent the dynamic interconnections.
In the literature, the controllability of these systems has been addressed under the leader-
follower framework, where some nodes are designated to be followers and the trajectories of
the followers are controlled by the leader’s trajectory. Graphic tools, in particular, the equi-
table partitions technique have been used to investigate the controllability for such systems.
In these studies authors have utilized static gains to describe the interconnection behavior.
However, we focus on a more general class of systems involving interconnections of rational
transfer functions.
In this dissertation, we explore the controllability of the proposed systems using the
leader-follower framework. We extend the equitable partitions method and apply it for
such systems with rational interconnection functions. We develop a new notion of mode
controllability for these systems based on canceling the natural system modes due to non-zero
initial conditions. Finally, when the rational links are unknown, we propose a new method
of uncertain controllability based on estimating these rational weights and investigate the
controllability using probability sets with a certain confidence level in the frequency domain.
A real experiential application of the thermal behavior of a building will be discussed to
demonstrate the concept of this dissertation.
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This thesis will study large-scale systems that can be defined by a collection of inter-
connected systems whose behavior can be observed by some output signals or variables,
where each signal’s trajectory is governed by neighboring signals, and interconnections are
described by transfer functions. To represent the structure of such large-scale systems, we
use a graph model to describe the local information exchange between the interconnected
systems as shown in Figure 1.1.
Figure 1.1: A large-scale system
Systems described by equation (1.1) can be depicted by a graph such as in Figure 1.1.
The graph will be placed into one of two categories based on its edges. It is called a static
graph whenever the edges are static gains, however, it is called a dynamic graph when these
edges are represented by transfer functions [1]. The graph shown in Figure 1.1 is denoted
by G with a node set V = { 1, . . . , N } and an edge (link) set E . Two nodes indexed by
i, j are neighbors if (i, j) ∈ E , and the neighbors’ relationship is indicated with i ∼ j. For
1
a given graph with N nodes, each node corresponds to an interconnected system, and each
edge corresponds to a transfer function. The class of large-scale systems we are interested
in are called dynamic consensus networks and have the following relationship between the




ξij(s)[xi(s)− xj(s)] + biui(s) (1.1)
where xi is designated to be the node trajectory of the node i, where i = 1, . . . , N, and Ni is
a set of all neighbors of xi. Therefore, in equation (1.1), node i and j are neighbors if j ∈ Ni.
In this equation ui is an external signal (input) and bi is a constant. The transfer function
ξij(s) describes the interconnection behavior between the node i and its neighbors in this
set Ni. Having edges describing by static gain (i.e. ξij(s) = ξij), the graph’s description is
a standard weighted graph [2]. An important measure of a weighted graph is the Laplacian
matrix. This matrix is involved in the description of the dynamics of a large-scale system










where in this graph, each node indicated by i has dynamics described by the evolution of its
node trajectory xi, where this evolution is a linear weighted sum of the difference between






ξij[xi(t)− xj(t)] + biui(t) (1.3)
Therefore, the dynamics of a large-scale system described by a graph with N nodes can
be defined by considering the evolution of each xi where i = 1, . . . , N [3, 4]. Having a
vector contains all the node trajectories x(t) = [ x1(t) · · · xN(t) ], the dynamics of such
large-scale system can be written compactly in this form
d
dt
x(t) = −L(G)x(t) +Bu(t) (1.4)
2
where L(G) is the Laplacian matrix defined above, and B is a diagonal matrix containing
nonzero elements, indicating the external signals.
In this dissertation, we will use the graph description that allows for edges that are proper
rational functions ξij(s) using the same structure as for static edges; then we can define what
will be termed a dynamic Laplacian.
L(G)(s) =







This extension was fully developed in [5]. By using equation (1.1) for N nodes, the dynamics
of a large-scale system can be given compactly in the following form:
sx(s) = −L(G)(s)x(s) +Bu(s) (1.6)
Note that equation (1.6) has the same structure as the Laplacian graph for static cases, but
with rational elements, and this equation defines the extended dynamics.
In this dissertation, our aim is to explore controllability of such systems with rational
dynamic links using different frameworks as well as extending the existence graphic tool of
equitable partitions, and study mode controllability of such systems. The main challenge
addressed in this dissertation is having these rational links with unknown parameters, and
with observed data measurements, how can the controllability in such situation be investi-
gated? An approach to deal with this issue is developed and a real example to show the
results is considered.
Note: In the remainder of this dissertation when we say a “graph” we are referring to a
system given by equation (1.1), and depicted by Figure 1.1. Such graphs are called dynamic
or static consensus graphs.
1.1 Controllability of large scale systems in the Literature
Over the past decade, there has been active research effort in the area of controllability,
especially on consensus of multiple interconnected systems due to its numerous applications
in various fields, (see [6, 7]). One such interconnected system that has gained considerable
3
interest is the consensus network where the rate of change of each trajectory is a linearly
weighted sum of the difference between the value of a node trajectory and its neighbors
[2, 8–11]. The focus has been on whether it is possible to control consensus networks under
the leader-follower framework. In this framework, some nodes are designated as leaders and
other nodes are followers. The goal is to transfer the trajectories of the followers from an
initial location to a desired location governed by the trajectory of the leader. Several authors
[2–4, 12, 13] have investigated this approach by not only algebraic methods, which are based
on the eigenvector of the Laplacian matrix, but also by some graphic tools based on the
structure of the network.
This problem was first proposed in 2004 by Tanner in [11] who formulated it as the
controllability of a linear system and introduced necessary and sufficient algebraic conditions,
based on the eigenvectors of the Laplacian matrix of the graph. According to Tanner [11],
the focus was on a fixed topology with a particular node that acts as a single leader. After
that, the problem was discussed in more detail by Ji and Egersted [2], Rahmani and Mesbahi
[3], Zamani and Lin [12], Ji et al. [13] where they developed interesting algebraic results, in
terms of Laplacian matrices of the follower subgraph, with respect to the Laplacian matrix
of the whole graph. It was shown in Ji and Egersted [2] that a necessary and sufficient
condition for controllability does not share any common eigenvalues between the Laplacian
matrix of the follower subset and the Laplacian matrix for the whole topology.
It remains unclear exactly how the graphical meaning of these algebraic conditions are
related to the Laplacian matrix. This suggests several possible research activities for the
controllability of multi-agent systems from a graphical theoretical perspective. For example,
in Rahmani and Mesbahi [3], the concept of anchored systems (leader) for unweighted graphs
was introduced. In this work, it has been shown that the graph symmetry, with respect to
the anchored nodes, makes the system uncontrollable.
In this work by Rahmani et al. [4], the controllability and graph symmetry were ad-
dressed as well as the graph automorphism, and some results based on these properties were
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developed. On the other hand, Rahmani et al. [4] also addressed that the result of leader
symmetry is not a necessary condition for a system to be uncontrollable.
The graphical interpretation of these algebraic controllability results turns out to be
very challenging. Therefore, in the following paper by Ji and Egersted [2], the concept of
the equitable partitions with nontrivial cells has been introduced, and applied for static
graphs with static gains equal to 1. This method has been studied only for static networks
with one node that is assigned as a leader. Their work stated that in order for a given
network described by a consensus static graph with equal weights equal to 1, the system to
be controllable, the whole graph Laplacian matrix and the Laplacian matrix of the follower
subgraph cannot share any nontrivial cell.
In the recent study by Rahmani et al. [4], the notion of the equitable partitions and
interlacing theory was discussed. This method has been used for unweighted static graph
with multiple leaders. The results in this study provide sufficient evidence that the system
is uncontrollable, if it contains nontrivial cell equitable partitions for fixed topology.
Furthermore, the work by de la Croix and Egerstedt [14] has studied the controllability of
a large collection of mobile robots. The question was what role the network topology played
when controlling a network of mobile robots. Three kinds of graphs were studied and the
partition of the leader and follower was applied. These graphs were a line graph, an acyclic
(tree or star) graph, and the complete graph. The idea was to choose the leader location as
the central node connected to all other nodes in the network. An interesting result was that
the leader node centrality was a good indicator that a particular network of mobile robots
can be controlled.
In the literature, the illustration of controllability have been based on the assumption
that the interconnection behavior is described by static gains. However, these static gains
are not compatible with the interconnections of such systems in many real applications. In
fact, for more realistic cases, these interconnections can be better described by dynamic
transfer functions that transfer information between the interconnected systems.
5
1.2 The Contributions
For some classes of systems the correct model has dynamic weights. These systems cannot
be studied using existing static case results. Therefore, in this dissertation, we study large-
scale systems with rational transfer functions to describe the interconnection behavior. The
main goal of this dissertation is to explore the controllability of these large-scale systems,
and to illustrate these ideas for a challenging situation that can be encountered in real
applications of such systems, we use the example of the thermal control in a building. This
situation is when we do not exactly know the dynamic models, but we have observed data
that can be collected for the observable variables. In this case, our work demonstrates an
answer for the following question. What is the probability that a given large-scale system
with observed data is not controllable? The contributions of this work are:
• We analyzed the controllability of a dynamic graph by a test developed by using the
property of the dynamic Laplacian in conjunction with the behavior approach.
• Since there is no technique available in literature that deals graphically with the con-
trolability of such dynamic consensus graphs, we need to develop a compatible method
based on these dynamic links. We extended the graphic method of equitable partitions
to be compatible with such dynamic graphs.
• We established a new method of mode controllabilty for large-scale systems that elim-
inates the natural system modes due to non-zero initial conditions subjected to these
systems.
• We identified the models that do not exist a priori and we characterized the identified
models by using error ellipsoidal sets with a certain probability level to capture the
true models before controllability can be assessed.
• We determined the uncertain controllabilty based on these error ellipsoidal sets of the
estimated models, and to search within these sets to find a parameter for which the
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system is uncontrollable with certain probability level. Since the error ellipsoids contain
a given probability in percentage that the true models will lie within these ellipsoids,
the controllability for such systems can be interpreted at probability percentage level.
In the remainder of this dissertation, we will cover each of these contributions in more
detail.
1.3 Dissertation Organization
The dissertation will be organized as follows. Chapter 1 defines the large-scale systems
and gives a brief description about their dynamic models, the literature review and disser-
tation contributions are listed in this chapter. In chapter 2, different frameworks to explore
controllability are demonstrated, a test of controllability based on the behavior approach is
developed. The results of extending the equitable partition method is shown and applied to
an example of robotics. Chapter 3 presents a new notion of mode controllability for such
systems. In addition, the minimum energy control is also formulated in this chapter and
bounded by the controllability factor. The identification problem for large-scale systems
is discussed in chapter 4. Methods to estimate the unknown parameters of the dynamic
interconnections with bound data uncertainty are applied, including the total least square
(TLS) and the fast iterative algorithm. Chapter 5 illustrates the problem of uncertain con-
trollability in large-scale systems. Finally, chapter 6 presents a simulation example of a real
application of Brown building at Colorado School of Mines (CSM).
1.4 Publications
The following publications have been prepared or are under preparation as a result of
this dissertation.
1. Rammah Abohtyra and Tyrone L Vincent. Using the equitable partition technique to
determine the non-controllability of dynamic networks. In Control and Automation
(MED), 2014, pages 322-327. IEEE, 2014.
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2. Rammah Abohtyra and Tyrone L Vincent. Mode Controllability and Disturbance Re-
jection in Consensus Networks. Submitted to Dynamic Systems and Control (DSC)
ASME Conference 2015.
3. Rammah Abohtyra and Tyrone L Vincent. Mode Controllability and Disturbance Re-
jection in Dynamic Consensus Networks. To be submitted to IEEE Transactions on
control and network systems 2015.
4. Rammah Abohtyra and Tyrone L Vincent. Uncertain Controllability in Thermal Dy-




CONTROLLABILITY OF DYNAMICAL SYSTEMS
In this chapter, we will introduce different frameworks of controllability for linear dynam-
ical systems. This includes state space, leader-follower framework, behavioral approach, and
mode controllability. These frameworks can be used to study controllability of large-scale
systems described by consensus networks with weights which are static gains and rational
dynamic systems.
2.1 State Controllability
This framework is used for any dynamic model including: chemical, mechanical and
physiological systems that are described by a state space system. One type of system is the
linear time invariant system (LTI). The LTI system is one whose evolution is defined through
a state space equations of the form
ẋ(t) = Ax+Bu, (2.1)
where x ∈ Rn, denotes the system state trajectory, u ∈ Rm denotes the system input
trajectory, A ∈ Rn×nand B ∈ Rn×m are constant matrices of appropriate dimensions, and
ẋ denotes the derivative of x with respect to time. For a large-scale system described by
constant gains, we consider Equation (1.4) as a state space equation. In this equation L(G) is
the Laplacian matrix, and B is a matrix with some non-zero elements indicating the external
signals. Using the state space equation, the controllability for such systems can be defined
as follows
Definition 2.1.1. A system described by state space equation is controllable if we can guide
it from any initial state to any final state within finite time by selecting an appropriate input
trajectory.
9
This definition can be illustrated by Figure 2.11. We can test the controllability of the
system in (2.1) by using the following controllability matrix.
Theorem 2.1.1. System (2.1) is controllable if and only if the matrix
c =
[




This theorem is well known in the literature and the proof is found in [16].
Figure 2.1: Driving the system in definition (2.1.1) from an initial configuration to a desired
configuration in finite time.
2.2 Controllability using the Leader-Follower Framework
In this framework a large-scale system will be described by a dynamic consensus graph.
We can arbitrarily assign some nodes to be leaders and other nodes to be followers. In making
this assignment the leaders are given a definite trajectory. The aim is to study whether the
leaders can drive the followers from initial location to an arbitrary desired location in finite
time.
Figure 2.2: Swarm Robotic
1Liu et al. [15]
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To motivate the idea of the leader-follower framework, we consider a specific case in
Swarm robotics as shown in Figure 2.2 2. This figure shows a robotic swarm with two leaders
[17]. The two leaders have increased capabilities of computation and communication. This
means more sensors that detect information about the local environment, as well as local
control, so this should allow a large number of followers to follow the leaders.
In this example, the followers have a limit of communication, and they can collect in-
formation only from their neighbors, while the leaders are capable of collecting information
from the entire robotic swarm.
The main advantages of having such leaders is that the entire network can be controlled
while preserving the simplicity in the swarm network. Furthermore, since the leaders can
know the behavior of the followers and act, the desired goal is to achieve full control with a
higher precision.
The main purpose in this chapter is to study how different types of weights impact the
controllability of the system under the leader-follower framework. We will explore control-
lability of such systems using the two different consensus graphs.
2.2.1 The Leader-Follower Framework with Static Gains
The framework has been used to study the controllability of consensus networks in which
the weights are described by static gains [3, 4, 13]. In this leader-follower framework, Equa-
tion (1.4) is not valid. However, a consensus network with N nodes can be described by
a static graph G consisting of multiple leaders with subscribe l and multiple followers with





















where Lf (G) is a submatrix describing the Laplacian of the follower group, and Ll(G) is
describing the Laplacian of the leader group, and Lfl(G) is also a submatrix describing the
combination of the follower and leader groups. Now let Bf = 0, and suppose xl is fixed to
2Stanková et al. [17]
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freely assignable. Thus, this value that means the second equation is no longer valid, and
the first equation defines the leader-follower equation, given by
ẋf (t) = −Lf (G)xf (t)− Lfl(G)xl(t) (2.4)
This result exists in the literature (see e.g. [4]).
Definition 2.2.1. Given a system described by static graph with nodes partitioned as follower
and leader nodes, if the system is controllable, then the trajectories of the followers can be
transferred from an initial location to a desired location governed by the trajectories of the
leaders in finite time.
To test the controllability, we use the controllability test that is given by (2.2) where
A = −Lf (G) and B = −Lfl(G).
On the other hand, some graphic tools to investigate the controllability based on the
structure of the associated graph can be used [3, 4]. Of importance to our study is the
equitable partitions technique. This method is extended in this dissertation to study con-
trollability for systems descried by dynamic consensus graphs. We will explain this method
in detail in this chapter.
2.2.2 Controllability of Large Scale Systems with Dynamic Links
We define the controllability for large-scale systems with dynamic links and described by
equation (1.6) as follows.
Definition 2.2.2. Given a large-scale system with dynamic links where this system is de-
scribed by (1.6) if the system is controllable then we can drive the node trajectories form one
configuration to a desired configuration by the input in finite time.
In terms of leader-follower framework, to study the controllability of such systems de-
scribed by dynamic consensus networks, one can consider the same partition of the static
case that is defined in (2.3) where a set of the nodes is designated as leader with subscript
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l, while the remaining nodes are followers with subscript f. We consider equation (1.6) with





















by letting Bf = 0, and considering xl is freely assignable to a fixed value, we obtain the
leader-follower equation by the first equation (the second equation is no longer needed). The
leader-follower equation is
sxf (s) = −Lf (G)(s)xf (s)− Lfl(G)(s)xl(s) (2.6)
We let A(s) = −Lf (G)(s), B(s) = −Lfl(G)(s), so it becomes
sxf (s) = A(s)xf (s) +B(s)xl(s) (2.7)
where the row sum of the combined matrix [ A(s) B(s) ] is zero for each value s. In the
remainder of this dissertation, when we consider leader-follower problems, we will assume
equation of the form (2.6) where it is understood that the row sum to zero property of
[ A(s) B(s) ] holds. In the more general case of systems such as (1.6) this relationship
is not true. We will give results for the dynamic case that extend these in (2.5) for the
static case, we will do this using concepts from behavioral control. In the reminder of this
dissertation equation (2.7) will be used to study the leader-follower framework for large-scale
systems described by the dynamic consensus graph.
2.3 Behavioral Controllability
The behavior of a system is defined to be the set of all possible observed input and output
trajectories, and it is denoted by B :={(x1, u1), (x2, u2), . . .}. For a linear time-invariant
system, the behavior can be described as all possible solutions of a system of linear differential
equations with constant coefficients. By collecting input and output trajectories into the






ω(t) = 0, (2.8)
where R(s) is a matrix of polynomials R ∈ R [s]q×g, and R(d/dt) replaces the variable s
with the differential operator d/dt. The set of all (weak) solutions ω(t) of the linear time
invariant differential equation (2.8) is defined as the system behavior. Controllability in the
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sense of behavior is defined by the following definition [18]:
Definition 2.3.1. A system R(s)ω(s) = 0, is behaviorally controllable if for all pairs of
solutions ω1(t) and ω2(t) there exists a solution ω(t) and a time instant t1 > 0 such that:
ω(t) =
{
ω1(t) t ≤ 0,
ω2(t− t1) t ≥ t1.
(2.9)
In the case of large-scale systems with dynamic links, this definition is equivalent to the
definition of controllability in Definition 2.1.1.
Note that in the following theorems and corollaries , when we say a system in the form
of (2.7), we do not specifically mean system (2.7), we referring to a general dynamic system.
Theorem 2.3.1. A dynamic system with rational matrices in the form of system (2.7)
is behaviorally controllable, then there exists an input that can drive the system from an
initial configuration x0 to any desired configuration xf in finite time tf . Thus, behaviorally
controllable is equivalent to controllable.
Proof. See [18].
One result in this chapter is to develop a behavioral controllability test compatible with
the system in (2.7). This test based on the behavioral theory can be used for such systems
involving dynamic links described by rational transfer functions.
Consider Theorem (2.3.1), the test is based on the following corollary:
Corollary 2.3.1. Given a system in the form of (2.7), this system is behaviorally controllable
if and only if the matrix:
H(λ) = [ λI − A(λ) ... B(λ)]
has full row rank for all λ ∈ C.
Proof. Consider thatD−1(s)N(s) is a left coprime factorization of [ λI − A(λ) ... B(λ)].
Then for all λ ∈ C
rankN(λ) = rank[ λI − A(λ) ... B(λ)]
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Note that since A(s) and B(s) contain proper elements, the matrix on the right is diagonally
dominant and large enough, and thus, has full row rank. This result then follows from
Theorem 5.2.10 of [18], which implies that this system is controllable only if rank N(λ) is
constant over λ ∈ C. 
Then it follows by the next theorem that the system is not controllable if some conditions
are satisfied.
Corollary 2.3.2. Given system (2.7), where A(s) is symmetric, if ∃ λ and x, such that
A(λ)x = λx and xTB(λ) = 0, then this system is not controllable.
Proof. Using Corollary 2.3.1, the system is uncontrollable if
[ λI − A(λ) ... B(λ)] (2.10)
is not full row rank. Since A(s) is symmetric, xTA(λ) = λxT , we are also given, xTB(λ) = 0.
Thus
xT [ λI − A(λ) ... B(λ) ] = [ λxT − λxT ... 0] = [ 0 ... 0 ]
which proves the result. 
2.4 Controllability Based on Graphical Tools
We introduce a graphical tool that has been used to explore the controllability for static
gain networks (consensus networks). In the static gain networks, it has been shown that the
property of the equitable partition with nontrivial cells (NEP) makes the system uncontrol-
lable [4]. In this dissertation, the goal is to extend this method and to used it for large-scale
systems with dynamic interconnections.
2.4.1 Equitable Partition Technique
The following equitable partition method has been used for static networks. Given an
undirected graph G, a partition π of the node set V(G) of graph into cells: C1, . . . , Cr is
equitable if the number of neighbors in Cj of a node v ∈ Ci is the same for all i and j, and
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the links of the edges from the ith to the jth cells of π are equal [4, 19, 20]. The result of this
method that is obtained for the static networks is described by the following theorem:
Theorem 2.4.1. Given a static graph G with links described by static gains where the Lapla-
cian matrix is given by L, and let the subgraph denoted by Gf consisting of the follower nodes
where the submatrix of the follower Laplacian is given by Lf . If there exist NEP π and πf of
G and Gf respectively that intersected in a nontrivial cell, then L and Lf share at least one
common eigenvalue, then the system (2.4) is uncontrollable.
Proof. See [4].
In this dissertation, we wish to answer the following question. Is it possible to extend
this result of the equitable partitions technique to be used for large-scale systems described
by the dynamic graph?
Figure 2.3 shows one equitable partition, π = {C1, C2, C3, C4} with dynamic links, where
ξ31(s) = ξ12(s) and ξ34(s) = ξ24(s). If this equitable partition, π, contains at least one cell
with more than one node, the π is called nontrivial equitable partition (NEP ). For our
study, we will also need to consider the induced subgraph Gf which is obtained from the
original graph G by deleting the subset of edges connecting to leader nodes. The partition of
this subgraph Gf is defined by πf , where πf = {C2, C3, C4} , if we consider node 5 as leader,
then π ∩ πf = C3 where C3 is the nontrivial cell which makes the graph is uncontrollable.
Figure 2.3: EP of a dynamic graph
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To prove the result, we consider the following Lemma that is important to extend the
previous results.
Lemma 2.4.1. Given a system described by a dynamic graph G and induced subgraph Gf
with proper, rational transfer functions links where (2.5) is the leader-followr equation, and
the following matrices L(s) and Lf (s) are the Laplacians of G and Gf respectively, then if
there exist NEP, π and πf , of G and Gf , that intersect on a nontrivial cell, then there exist














where LQ(s) = LfQ(s).
Proof. The proof of the static gain case Corollary 7.13 and 7.14 in [4] is also valid for
dynamic links, because T and Tf are based only on the partition of the nodes. 
Now we are looking for the specific value of λ in which the eigenvalue of A(λ) has the
same value as λ. This λ can be repeated eigenvalues. One question arises: does this situation
always exist for any value of λ, such that A(λ)x = λx and x 6= 0 ?
Lemma 2.4.2. Let A(s) be a symmetric, square matrix with rational, proper, entries, then
there exists at least one value of λ ∈ C, such that A(λ)x = λx.
Proof. Since A(s) is a symmetric, square matrix with entries that are rational transfer
functions, according to the Smith-McMillan form [21], A(s) = U(s)P (s)U(s)T where U(s) is
unimodular and P (s) is rational and has the following structure:
P (s) = diag[ P1(s) · · · Pn(s) ], (2.13)
where the roots of det(λI + A(λ)) = 0 are equal to the roots of det(λI + P (λ)) = 0. Since




| λ+ Pi(λ) |
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there will always exist λ such that det(λI+P (λ)) = 0 unless for all i, the roots of: λ+Pi(λ) =
ci for some non-zero constant ci. 
Let us consider the interlacing theorem which is very helpful for our proof derivation.
Theorem 2.4.2. Let L(λ) be the Laplacian matrix and let Pf be an n × m matrix with
m ≤ n such that P Tf Pf = I. Let A(λ) = P Tf L(λ)Pf and let xf1, . . . , xfm be an orthogonal
set of eigenvectors for A(λ) such that A(λi)xfi = λixfi. Then:
• The eigenvalues of A(λ) interlace the eigenvalues of L(λ)
• If A(λi)xfi = λixfi and L(λi)xi = λixi for i = 1, . . . , l, then Pfxfi is an eigenvector of
for L(λi).
Proof. The proof is found in ( [20] Theorem 9.5.1.)
We will show in the next Lemma that if the Laplacian of the whole graph shares an
eigenvalue with the Laplacian of the follower subgraph, then the system is uncontrollable.
Lemma 2.4.3. Given a dynamic graph G with Laplacian, L(s), partitioned as (2.5), and the
related follower system (2.7), if ∃ λ, xf and x, such that Lf (λ)xf = λxf and L(λ)x = λx,
then the system (2.7) is behaviorally uncontrollable.







Since A(λ) can be defined as A(λ) = P Tf L(λ)Pf , where Pf = [ If 0 ]T , then by the inter-
lacing Theorem 2.4.2, we conclude that x = Pfxf is an eigenvector of L(λ) that is associated













which implies A(λ)xf = λxf and B(λ)
Txf = 0. Then by Corollary 2.3.2, the system (2.7) is
uncontrollable. 
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By considering the results in Lemma 2.4.1 and 2.4.3, we can show one contribution of
this dissertation by the following theorem.
Theorem 2.4.3. Given a dynamic graph G with links described by proper rational, transfer
functions, and the subgraph Gf consisting of follower nodes. If there exist NEP’s π and πf
of G and Gf respectively that intersect in a nontrivial cell, then L(s) and Lf (s) share at least
one common eigenvalue, and the system (2.7) is uncontrollable
Proof. Using the results from Lemma 2.4.1, there exist transformations T , Tf such that
the lower blocks of (2.12)
LQ(s) = LfQ(s) (2.15)





















































Using (2.16), it gives
L(λ)x̃ = λx̃








and repeating the same steps as above to Lf (λ), we can show that Lf (λ)x̃f = λx̃f . Therefore,
L(λ) shares an eigenvalue with Lf (λ), then by Lemma 2.4.3, the system is uncontrollable.
As an example, a robot motion configuration as shown in Figure 2.4 is introduced as one
application to illustrate the obtained results.
Figure 2.4: Robot motion configuration
In this example, each node represents the state velocity, xi(t), of the robot i, where
i = 1, . . . , 6. We assume the follower robots use equation (1.3), but that there is a time
delay τij in the communications. Note that the index i indicates a robot that is transmitting
and receiving information, and j ∈ Ni indicates the neighboring robots. This means that






[xi(t− τij)− xj(t− τji)] (2.18)
The delay time τij can be approximated by a rational transfer function in the continuous
time case by e−sτij ≈ 1−sτij
1+sτij
. Rewriting this equation after taking the Laplace Transform of













Assuming that the communication between robots with the same time delay (τij = τji = τ0),
then this configuration is uncontrollable because there always exists an equitable partition π
with two nontrivial cells, C1 and C2, in this configuration, where C1 = {1, 2} and C2 = {3, 4}.
Table 2.1 illustrates some cases in which the system is uncontrollable, with different time
delays, and in one case the system is controllable.
Table 2.1: Controllability analysis
number of leader time delay non-trivial controllability
leaders location τ cell
2 5, 6
τ5,{1,2} C1, C2 uncontrollableτ5,{3,4} = τ6,{3,4}
3 3, 5, 6 or 4, 5, 6 τ5,{1,2} C1 uncontrollable
1 5 or 6
τ5,{1,2} C1, C2 uncontrollableτ5,{3,4} = τ6,{3,4}




Note that τ5,{1,2}, means that the robot indicated by 5 has communication with an equal
time delay with both robots 1 and 2. For example, consider the case in the first row, since
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Figure 2.5: The controllable case (the last row of Table 2.1)
there are two nontrivial cells in π, where π = {C1, C2, 5, 6}, this leads to the result that
the system is uncontrollable. When the time delay is not equal as in the case in the last
row of Table 1, this breaks the equitable partition which results in the controllability of the
configuration which means that all robots can achieve the desired configuration as shown in
Figure 2.5. In this figure the state of the followers are moved from the origin (x0 = 0) to the
desired configuration (xf = 2) in 10 seconds.
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CHAPTER 3
MODE CONTROLLABILITY AND DISTURBANCE REJECTION
In this chapter, we consider two new notions of controllability, called mode controllability
and node controllability for large-scale systems. The method is based on an approach that
cancels natural system modes that arise from non-zero initial conditions. This method
is promising because it studies the controllability of such complicated large-scale systems
described by dynamic graph. We consider the system to be mode controllable if every
natural mode can be canceled, while, the system is not mode controllable if there exists at
least one uncancellable natural mode. We test this method by rejecting all natural system
modes using the minimum input. In addition, the energy to cancel one mode can be used as
a metric to quantify the mode controllability. An example with simulation results illustrates
this novel method.
3.1 Problem Formulation
We formulate a large-scale system described by (1.6) into a linear system of differential
equations. Recall equation (1.6) and let us define the node trajectory y(s) = x(s). Then
sy(s) = −L(G)(s)y(s) +Bu(s)
where L(G)(s) ∈ R (s)[n×n] and B ∈ R[n×m]. We represent equation (1.6) by a linear system
with matrices consisting of polynomial elements. Then equation (1.6) can be rewritten in
this form [











where V (s) ∈ R (s)[n×(n+m)] is a matrix of rational functions and z(s) ∈ R[n+m] is a vector
collecting all possible solutions. The matrix V (s) can be factorized using the left coprime
factorization as
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D(s)−1N(s)z(s) = 0, (3.2)
where D(s) ∈ R[s][n×n] and N(s) ∈ R[s][n×(n+m)] are polynomial matrices and coprime [18].
Then the solution z(s) to (3.1) is identical to the solution of the equation
N(s)z(s) = 0. (3.3)
Divide N(s) = [ P (s) −Q(s) ], such as P (s) ∈ R[s][n×n] and Q(s) ∈ R[s][n×m] are polyno-
mial matrices corresponding to the nodes and inputs, respectively. The, (3.3) can be written
in the form
P (s)y(s) = Q(s)u(s).


















































where Ci ∈ R[n×n] and Dj ∈ R[n×m] are coefficient matrices consisting of constant elements.
3.1.1 Assumptions
1. The polynomial det(P (s)) has a sequence of q roots λi, i = 1, . . . , q. We assume that
these roots can be either described by pairs of complex conjugate roots (λi,
∗
λi) with
multiplicity 1, or real root λi with multiplicity ni.
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3.2 Mode Controllability
The following definitions and theorems characterize the mode controllability of the large-
scale systems.
Definition 3.2.1. A natural mode is an output response that is generated by a non-zero
arbitrary initial condition when there is no input.
The following result gives the solution to system (3.4) in terms of natural modes.
Theorem 3.2.1. Given a system described by (3.4) and an arbitrary initial conditions given
by Y (0)T = {y(0), ẏ(0), . . . , y(0)(k−1)} and U(0) = 0. Let P (s) and Q(s) be the polynomial
matrices that represent this system. Suppose det(P (s)) is not identically zero and λi ∈ C,






















































and the second term of equation (3.7) is the natural mode.








X iju (t) + Bijtjeλit
)
. (3.12)
More details can be found in [16]. In this chapter, we will illustrate whether or not the
natural mode can be canceled. The mode cancellation can be defined as follows:
Definition 3.2.2. Given a system described by (3.4), if for arbitrary initial conditions Y (0),
for each i, j there exists an input u(t) such that X iju (t) + Bijtjeλit = 0, then the i, j natural
mode can be canceled.
We will use the following definition to characterize the proposed method of mode con-
trollability.
Definition 3.2.3. A large-scale system described by a linear differential equations as defined
in (3.4) is mode controllable if every natural mode can be canceled, whereas, the system is
mode uncontrollable if there exists at least one natural mode that cannot be canceled.
In this chapter, we will discuss this method of mode controllability of large-scale systems
using not only a static graph but also a dynamic graph.
3.3 Node Controllability
A second notion of controllability concerns invariant node trajectories.
Definition 3.3.1. A large-scale system with static links described by (1.4) is node uncon-
trollable, if there exists a linear combination of y that is independent of the input
Let us consider the following system
ẏ = Ay +Bu (3.13)
where A and B are constant matrices.As found in Corollary 2.3.2 if the system is not con-
trollable, then there exists vT such that
vT
[
λI − A B
]
= [ 0 0 ]
26
which implies that vTA = λvT and vTB = 0. Multiplying the system equation (3.13) by vT ,
this gives
vT ẏ = vT (Ay +Bu)
Now let ỹ = vTy, since vTB = 0, then
˙̃y = (vTA)y
= λỹ, (3.14)
which has a solution described by
ỹ(t) = eλtỹ(0) (3.15)
This defines a linear combination of the nodes that is invariant for any input u, therefore,












This system has an eigenvalue, λ = −5, with associated eigenvector vT = [ 1 −1 ], for
which the controllability test equation (2.10) is not full row rank.
(a) y1 and y2 derived by u1 (b) y1 and y2 derived by u2
Figure 3.1: Node trajectories of y1 and y2 generated by two different inputs
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In this example, since ỹ = vTy, and vT can be calculated by vTA = λvT where λ = −5,
thus vT = [ 1 −1 ], then the linear combination can be obtained by using
y1(t)− y2(t) = e−5t[y1(0)− y2(0)],
which is a linear combination between the node trajectories y1 and y2 that is independent of
the input u. Figure 3.1 shows simulation trajectories of the nodes y1 and y2 for two different
inputs, but with identical initial conditions. In both cases, y1(t) − y2(t), has the same
trajectory (response) as shown in Figure 3.2, where y1(0) = 1, y2(0) = 0.5 and λ = −5. This
result is always true for any input. The linear combination reflects how node uncontrollable
Figure 3.2: Simulation result of the linear combination y1(t)− y2(t) for two case a, b.
systems behave if several inputs are applied. Indeed this behavior will not be changed due
to the independence of the input.‘
Remark 3.3.1. It is important to note that for a large-scale system described by equation
(1.4) where the links are static gains, if the system is not controllable, then it is node
uncontrollable and also mode uncontrollable, we can obtain the linear combination and the
uncancellable mode using the same eigenvector x. However, This result cannot be applied
for the dynamic systems described by equation (1.6)
Based on this result, it is possible for a large-scale system described by a dynamic graph
to have a linear combination independent of the input, however, it is unlikely to have an
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explicit proof similar to the static case to capture this linear combination because equation
(1.6) contains a matrix of rational transfer function elements, for this reason, we derive a
necessary condition under which the input invariant linear combination is obtained for such
systems. As a result, if xTAij = 0 for all i, j and there exists at least one xTBij 6= 0, the
linear combination can be obtained. The derivation of this condition will be shown at the
end of this chapter.
3.3.1 The Main Results
The main results are summarized in the following two theorems:
Theorem 3.3.1. Given a large-scale system formulated by (3.4) and non-zero arbitrary
initial conditions Y (0) where the solution is described by (3.7), then, if there exist x ∈ Rn
and λi ∈ C such that xTP (λi) = 0, and xTQ(λi) = 0 where λi is a root of det (P (s)) = 0,
then the system is not mode controllable.
However, we consider the following theorem if the system (3.4) is mode controllable.
Theorem 3.3.2. Given a large-scale system described by (3.4) and non-zero arbitrary initial
conditions Y (0) where the solution is described by (3.7), let Assumption 1 hold. If for every
λi ∈ C that is a root of det (P (s)) = 0 with multiplicity ni, and for all x ∈ Rn such that
xTP (λi) = 0, | xTQ(λi) |> εi where | εi |> 0, i = 1, . . . , q, then the following results are true:
1. Every i, j natural mode can be eliminated
2. The energy to cancel a single initial condition mode can be expressed by a function that
is bounded by 1
ε2i
3.4 Proof of Theorem 3.1.1






























where i = 1, . . . , n , and j = 1, . . . , ni − 1. This proof can be shown by expanding the result
of the partial fraction expansion of the scalar case as defined in [16] to the matrix case. Since
P (s) and Q(s) are polynomial matrices with det(P (s)) ≡ 0, then P (s)−1Q(s) ∈ R(s)n×m is












· · · qnm(s)
detP (s)
 . (3.19)

































Thus, the partial fraction expansion of P (s)−1Q(s) can be defined entry-wise [16]. Equation

























With arbitrary initial conditions Y (0) and U(0) = 0, the Laplace transform is given by
Ck
[
sk y(s)− s(k−1) y(0)− s(k−2)ẏ(0)− . . .− y(0)(k−1)
]
+














By collecting terms: [












Cksk−2 + . . .+ C2
]
ẏ(0) + . . .+ Ck y(0)(k−1). (3.23)
Then (3.23) can be defined in a matrix form as:
P (s)y(s) = Q(s)u(s)+
[ (
Cksk−1 + . . .+ C1
) (
Cksk−2 + . . .+ C2
)





P (s)y(s) = Q(s)u(s) +W (s)Y (0). (3.24)





u(s) + P (s)−1[W (s)Y (0)]. (3.25)
By repeating the same steps, we can find the partial fraction expansion of P (s)−1[W (s)Y (0)],
as well as the coefficient Bij. Thus, the partial fraction expansion of P (s)−1Q(s) and



















If we substitute (3.26) and (3.27) in (3.25), this proves the result. 
It is important to note that the coefficientsAij and Bij have linear relationships which can
be characterized by the next Lemma in which equation (3.7) can be equivalently represented
by a state space model as follows:
Lemma 3.4.1. Given quation (3.7), let Assumption 1 hold, and let Aij 6= 0, then Bij is in
the column space of Aij































If λ1 and λ
∗
1 are complex conjugate roots of multiplicity 1, (the first two roots), then A11, A∗11
and B11, B∗11 are also complex conjugate pairs, respectively, where however, λi, i = 3, . . . , q
are real roots. For the purpose of having real numbers as well as ease of analysis, we combine





s2 + as+ b
u(s) +
B̄11s+ B̄21
















where Ā11 = (A11 + A∗11) and Ā21 = −(λ∗1A11 + λ1A∗11) are real, and similarly for B̄11 and
B̄21 respectively. Note that s2 +as+ b = (s+λ1)(s+λ∗1), while a = −(λ1 +λ∗1) and b = λ1λ∗1.
Therefore, equation (3.29) can be formulated into state space representation described by
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ẋ = Fx+Gu, (3.30)
and
y = Cx, (3.31)
with unknown initial condition X(0), where F (block diagonal), G and C are constant
matrices which can be obtained as follows:
F =
 F1 · · · 0... . . . ...






















. . . 1
−λq




Matrix C will be
C =
[









Aqnq · · · Aq1
]
.






yk−1(0) = CF k−1X(0).


















where L defines the observability matrix. It is very important to note that we cannot set all
initial conditions Y (0) if the inverse of L does not exist. Instead we select n independent
rows from L, by selecting these rows and the corresponding condition Ys(0), there exist a
submatrix Ls which has an inverse that is used to obtain the initial conditions. One can
compute a single vector such that
X(0) = L−1s Ys(0) (3.32)
collects all initial condition elements, specifically
X(0)T =
[
x1(0) x2(0) . . . xn(0)
]
. (3.33)
In order to verify that the obtained state space representation is effectively defined, we can
explicitly verify equation (3.29) by using the previous matrices F, G and C as follows. We
take the Laplace transform for (3.30) and take into consideration the above initial condition
X(0), so
sx(s)−X(0) = Fx(s) +Gu(s). (3.34)
Now we solve for x(s), thus
x(s) = (sI − F )−1Gu(s) + (sI − F )−1X(0). (3.35)
Substituting x(s) into (3.31). Thus
y(s) = C(sI − F )−1Gu(s) + C(sI − F )−1X(0). (3.36)
We define (sI − F )−1 as
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(sI − F )−1 =
 (sI − F1)














and d = s2 + as+ b. Similarly




−2 · · · (s− λq)−nq
(s+ λq)















































and for λi with ni multiplicity, we get















We thus conclude that any Bij can be expressed in column space of Aij 
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It is clear that the coefficients Aij and Bij play a central role in this method because
these coefficients together with the eigenvectors of the system (3.4) are utilized to obtain
the uncancellable natural modes (permanent modes). For example, for a specific i, j if there
exist x such that xTAij = 0 but xTBij 6= 0, the term xTBije−λit will appear where Bije−λit
is the uncancellable natural mode, and x is the eigenvector that can be calculated through
this equation xTA(λi) = 0, and λi is the associated eigenvalue. On the other hand, if this
holds xTAij 6= 0 then Aij and Bij can be used to calculate the impulse inputs to cancel this
mode xTBije−λit. We will discuss this cancellation later in Theorem 3.3.2. Now the question
to be discussed next is that when (xTAij = 0) is satisfied.
Proposition 3.4.1. Let λ be a root of det(P (s)) 6= 0 and x 6= 0, if xTP (λ) = 0, then
lim
s→λi
(s− λ)xTP (s)−1 = xT
Proof. Let P̃ (s) = sI − P (s),
lim
s→λi
















s1I − P̃ (λ)
)
= s1x





s1I − P̃ (λ)
)
= (s1 − λ)xT (3.41)
by multiplying (3.41) on right by
(
s1I − P̃ (λ)
)−1
xT = (s1 − λ)xT
(







s1I − P̃ (λ)
)−1








this completes the proof 
This result is very useful to prove the main results of this Chapter
3.5 Proof of Theorem 3.1.2
Proof. Without loss of generality, let λ1 be a root of det(P (s)) = 0, with multiplicity n1
and x is the associated eigenvector so that xTP (λ1) = 0 and x
TQ(λ1) = 0. Equation (3.7)

































where A1n1 and B1n1 are computed using (3.16). Thus
A1n1 = lim
s→λ1
(s− λ1)n1P (s)−1Q(λ1) (3.43)
B1n1 = lim
s→λ1
(s− λ1)n1P (s)−1[W (λ1)Y (0)] (3.44)


































By applying the result of Proposition 3.4.1 to xTA1n1 where A1n1 is defined in (3.43) and




































(s−λ1)n1 where B1n1 is defined by (3.44) captures the uncancellable natural mode
which is equal to xTB1n1tn1−1e−λ1t. Now can we guarantee that there exists at least one
xTBij 6= 0? Let Aij 6= 0 for all i, j, from Lemma 3.4.1, we know that
Bi1 =
[




By multiplying the previous equation on left by xT , we obtain
xTBi1 = x1(0)xTAin1 + . . .+ xn1(0)xTAi1
we can conclude that it is guaranteed that there exists one xTBij 6= 0 if and only if the
system has the following property: xTAij 6= 0 for all i, j. This completes the proof.
3.6 Proof of Theorem 3.1.3
Proof. Without loss of generality, let λ1 be a root of det (A(s)) = 0, with multiplicity n1

































where A1n1 and B1n1 are defined by (3.43) and (3.44) respectively. By multiplying (3.45) on










































































, this is an impulse input










. It is clear that there is a negative relationship between ε and e. Increasing of
ε will decrease the energy e.
3.7 Minimum Energy Control in Large Scale Systems
For the minimum energy control problem, the input that is used to reject all natural
modes is desired to be minimum. This rejection can be ensured by driving these natural
responses to the origin within time tf using the minimum input. With the input trajectory
that achieves the minimum, the desired minimum energy can be calculated. By considering
the state space model described in equation (3.30) and (3.31) where F, G and C are constant








ẋ(t)i = Fx(t) +Gu(t), Cx(tf ) = 0 (i.e. y = 0), and x(0).







This matrix Wc can be easily computed using the property of the matrix exponential:
φ(t1) = e
−Ftf whose derivative is: φ̇(tf ) = −e−FtfF that is: φ̇(tf ) = −φ(tf )F. We formulate




























Hence, Γ is a square matrix defined by






where ϕk ∈ Rn×n, k = 1, 2, 3,4. Thus




Wc(tf ) = φ(tf )ϕ2, (3.51)
where Wc should be invertible.
Remark 3.7.1. From computation results, we found that the method of the exponential
matrix to calculate the Gramian is easy to implement with less computation using computer
tools e.g., Matlab.
The following result gives the solution to (3.46) as well as the minimum energy in terms
of the initial condition x(0) and Wc.
Theorem 3.7.1. Suppose (3.46) is given, let u∗ be a minimizer of (3.46), then
u∗ = −GTi e−F
T
i tW−1c x(0), (3.52)
and
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e∗ = x(0)TW−1c x(0). (3.53)
proof. See the Appendix A.
3.8 Deriving the Necessary Condition for Node Uncontrollable Systems
Now we turn to the potential of having linear combination for the proposed systems (i.e.
systems are called node uncontrollable). The goal is to drive a necessary condition for the
proposed large-scale system described by (1.6) to contain a linear combination independent
of the input. From Lemma 3.4.1 and equation (3.32), we know that by selecting appropriate
n independent rows, there exist sub-matrix Ls that is invertible, however, if the inverse of
Ls does not exist, the initial condition X(0) cannot be obtained, i.e., the coefficient vector
Bij is not in the column space of Aij. In this case Bij can only be computed using the limit
equation (3.9) and (3.11).
Remark 3.8.1. If we let x 6= 0 such that xTAij = 0 for all i, j, and xTBij = 0, accept for one









































To this end, we have derived the necessary condition for the systems to be node uncon-
trollable system. We state this as a corollary:
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Corollary 3.8.1. Given the solution in (3.7), if ∃ x 6= 0 such that for all i, j, xTAij = 0,
and there exists at least one xTBij 6= 0, then there exists a linear combination independent
of the input and the system is called node uncontrollable.
3.9 Simulation Example
In this example, we consider the robot motion configuration with time delay τij as shown
in Figure 3.3. Note that τij describes the delay in the communication between the robots
that are indicated by i and j, assuming that both directions have the same time delay. In




kij[xi(t− τij)− xj(t− τij)]





















where e−τijs can be approximated in the continuous time case by a rational transfer function




Figure 3.3: Three robot motion configuration.
Note that there is no leader here. Table 1 exhibits two cases with different time delays.
In both cases, the roots can be obtained by det(P (s)) = 0, and the results are listed in
Table 3.1.
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Table 3.1: Shows time-delays, roots with multiplicity
cases τij (sec), kij roots ni
τ13 = 5, k13 = 0.5 λ1 = −4.8, λ2 = −4.6, 1
case 1 τ23 = 5, k23 = 0.8 λ3,4 = −2.5± 1.6, 1, 1
τ12 = 5, k12 = 0.5 λ5 = −0.44, λ6 = −0.21 1, 1
τ13 = 2, k13 = 0.5
∗
λ1,2 = −1± j2, 1, 1
case 2 τ23 = 2, k23 = 1 λ3,4 = −1, 2
τ12 = 2, k12 = 0.5 λ5,6 = −1.6, 2
In case 1, we assume that the initial conditions are y1(0) = y2(0) = 1, and ẏ1(0) =
ẏ2(0) = 0. In case two, we replace the initial conditions by y1(0) = 2, y2(0) = 1. The system
matrices of case 1 are defined by
L(s) = −
















From the previous steps, we obtain:









2 + 5s+ 2 −1 −1
−1 s2 + 5s+ 5 −4











Thus, the system polynomial matrices are
P (s) =
 s2 + 5s+ 2 −1 −1−1 s2 + 5s+ 5 −4
−1 −4 s2 + 5s+ 5
 and Q(s) =
 s+ 5s+ 5
s+ 5
 .
Figure 3.4 shows the simulation result of the minimum input control canceling the natural
system modes using the minimum input control. In this observation all natural modes can
be driven to the origin within 1 sec. Table 3.2 represents the results including the coefficients
Aij, Bij and the uncancellable natural modes. Note that in case 1, we use equation (3.32)
to obtain X(0), as a result
X(0)T =
[
0.33 −0.16 0 0.13 −0.16 0.33
]
, however, in case 2, the matrix L in
(3.32) is not invertible and also does not exist the independent rows that can be selected to
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Table 3.2: The values of Aij , Bij , X(0) and uncancellable modes (unc-made)
cases i, j Aij Bij unc-mode
1, 1 −0.09,−0.11,−0.108 −0.03,−0.039,−0.036
case 1 2, 1 0.21, 0.21, 0.09 −0.035,−0.02,−0.015
3, (1, 2) 0,−0.24± j0.125 0, 0.51± j0.78
4, (1, 2) 0,−0.24± j0.125 0,−0.032± j0.049
−2.21,−1.26,−0.94 0.368, 0.21, 0.15
2.09, 2.74, 2.48 0.69, 0.91, 0.82




case 2 2, 1 0, 0, 0
 00.25 + j0.125
−0.25− j0.125
 e− ∗λ2t
3, 1 0, 0, 0 1.5, 1.5
3, 2 1, 1, 1 1.5, 1.5, 1.5
4, 1 1, 1, 1 2, 2, 2
4, 2 1, 1, 1 2, 2, 2
obtain a submatrix Ls that is invertible. For this reason, we can only use the limits equation
(3.9) and (3.11) to obtain Bij rather that using the result of Lemma 3.4.1. We can simulate
the mode cancellation result by determining the impulse input u. For example, consider
the root λ2 = −4.6, the input to cancel the associated natural mode can be obtained by
A21u(s) + xTB21 = 0, and since B21 = x2(0)A21, then the input is u(s) = −x2(0). This gives
an impulse signal in the time domain described by u(t) = −x1(0)δ(t). The input invariant
mode can be obtained by multiplying on the left the equation of y(s) of this system by xT .
In this example, this x = [1,−1, 0] satisfies xTA(λi) = 0, for i = 1, 2. This gives a linear
combination of the output that is independent of the input.
Figure 3.5 shows simulation of the natural mode when there is no input. This mode will
reach the zero anyway because it is stable. However, when we apply the impulse input at
time 0.5 sec to cancel these modes, the modes converge to zero faster that before, the result
is shown in Figure 3.6
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Figure 3.4: Natural system modes are rejected using the minimum input control
Time Index
























Figure 3.5: Simulation results of the natural mode associated with λ2 = −3.47 with zero input
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Time Index

























Figure 3.6: Simulation results after applying the impulse input, it converges to zero faster
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CHAPTER 4
IDENTIFICATION PROBLEM AND PARAMETER ESTIMATION WITH BOUNDED
DATA UNCERTAINTIES
For large-scale systems involving dynamic links described by rational transfer functions
ξij(s), one main challenge addressed in this dissertation is that the models (linear model)
that describe these dynamic links are unknown. Instead, observable data of the node variable
xi can be collected at each node. In this case when a system model does not exist a priori, a
model must be identified before controllability can be assessed. In this chapter, we illustrate
how to identify these models ξij(s), where i = 1, . . . , N and j ∈ Ni when data measurements
of observable variables xi are collected. We use x(kTs) to indicate the sampled observable
variable x measured at time instant kTs, where Ts is the sample interval. Since Ts is a
constant for all the sample steps, for simplicity we let Ts = 1. Therefore, in this dissertation,
we use x(k) to represent x(kTs). A continuous time system can be approximated as a discrete





, which can be translated to s+sz
2
X(z) ≈ X(z) z−1
Ts
, this














ξij(z)[xi(k)− xj(k)] + biui(k) (4.2)







is a rational function of the forward shift operator z,
and ξij(z) is a rational transfer function, and ui(k) is a sequence of an independent input,
where we let (bi = 1). To identify the rational models ξij(z), by collecting terms that use








ξij(z)xj(k) + ui(k) (4.3)
where we define xj(k), j ∈ Ni to be the measurement of the input signals from the neighbor-
ing nodes, and ui(k) is the measurement of the independent input of the node i, and xi(k) is




−1 + · · ·+ b̂mjz−m





−1 + · · ·+ bmz−m
















where xi(k) is the output of node i and θ
3 is the unknown parameter vector with dimensional
of Rl, defined by:
θT =
[
â1 . . . ân b̂1j . . . b̂mj b1 . . . bm
]
(4.7)
where l = n + 2m and P ∈ Rl×l is the associated error covariance matrix that defines
the uncertainty of the estimation. These parameters will be identified by a identification
method which will be explained in this chapter. Note that, the desired transfer functions
(true models) in this case are described by the estimated rational transfer functions with
certain region of uncertainty measures by the covariance matrix P. This raises some questions
about what is an appropriate technique that can be used to characterize these parameters
3This vector contains only the parameters that are used in both equation (4.4) and (4.5), but θ can contain
more that n+ 2m elements because node i may have other neighboring nodes in Ni.
48
and to capture the uncertainty for such rational transfer functions. We will deal with this
problem in more detail in chapter 5.
4.1 Parameter Estimation with Bounded Data Uncertainties
The observable variable xi(k) can take different measurement forms depending on its
application. For example, it can be a position or angular velocity in the case of robot motions,
and it can be an average net power for load restoration, or space temperature in the case of
buildings. In regard to buildings, one particular issue in identifying the building’s thermal
dynamics is the existence of uncertainties that occur because temperature measurements
might be noisy, or unknown disturbances may exist such as light or occupants. In other
words, there are other signals that we cannot measure which affect the system. These
factors are included in the identification by bounding the uncertainties (error), in other
words, weighting the uncertainties before entering into the identification process. Then, by
accounting for these factors, instead of having one estimate, we will have a set of feasible
parameters describing all possible solutions of the parameters that we can conclude from the
data.
4.1.1 Identification Problem using the Total Least Squares (TLS)
In our dissertation, we assume that both inputs and outputs are corrupted by some
unknown signals, to solve the identification problem we will apply a method of (TLS) that
is detailed in [22, 23]. Recall our dynamic model which was represented by equation (4.6) as
xi(k) =
[






â1 . . . ân b̂1j . . . b̂mj b1 . . . bm
]
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The observed variables xi(k), xj(k) and ui(k) will be weighted in magnitude before ex-
perimentally identifying θ̂ that contains the unknown parameters of the models which are
connected with the node i. The Total Least Squares (TLS) method is a promising method
because it deals with the presence of weighted data uncertainties for both input and output
data. This method requires the computation of the singular value decomposition (SVD) of
the data matrix that can be defined to contain data to identify the parameter of the unknown
models. The dynamic model equation (4.6) can be compactly represented by a measurement
vector (output vector) and data matrix as follows. First, on the left side of equation (4.6), by
taking M > l measurements for xi(k) as output at current time k, a batch of data Y ∈ RM
from the system can be obtained that is described by
Y T = [ xi(1) xi(2) . . . xi(M) ] (4.8)
Secondly, the right side of equation (4.6) can be represented by a data matrix Φ ∈ RM×l
which contains all measurements of the output xi at a previous time (k − p) where p =
1, . . . , n, while xj and ui at a previous time (k− p) where q = 1, . . . ,m. Thus, equation (4.6)
can be written compactly in a matrix form as
Y = Φθ (4.9)
where
Φ =
 −xi(0) · · · −xi(1− n) xj(0) · · · xj(1−m) ui(0) · · · uj(1−m)... . . . ... . . . ... . . . ... . . . ...
xi(M − 1) · · · xi(M − n) xj(M − 1) · · · xj(M −m) ui(M − 1) · · · ui(M −m)

(4.10)
We assume that Φ0 and Y 0 contain the data of the true system without noise, hence equation
(4.6) can be represented by
Y 0 = Φ0θ0 (4.11)
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where θ0 is the true parameter. However, the data measurements of the system that contain
measurement noise can be described by
Φ = Φ0 − δΦ and Y = Y 0 − δY (4.12)
where δΦ and δY describe the measurement noise. Therefore, the true data of the system
can be defined by
Φ0 = Φ + δΦ and Y 0 = Y + δY (4.13)
We substitute Φ0 and Y 0 in equation (4.11) this results in
(Y + δY ) = (Φ + δΦ) θ (4.14)
Suppose the upper bounds are known
‖ δΦ ‖2≤ η and ‖ δŷ ‖2≤ ηY (4.15)






‖ (Φ + δΦ)θ − (Y + δY ) ‖2
)
(4.16)
we consider a related problem that bounds the maximum fit error. Note that
max (‖ (Φ + δΦ)θ − (Y + δY ) ‖2) ≤ max ( ‖ Φθ − Y ‖2 + ‖ δΦ ‖2‖ θ ‖2 + ‖ δY ‖2)
≤‖ Φθ − Y ‖2 +η ‖ θ ‖2 +ηY (4.17)
Thus, problem (4.16) is reduced to approximated minimization problem:
min
θ̂
(max (‖ (Φ + δΦ)θ − (Y + δY ) ‖2)) ≤ min
θ
(‖ Φθ − Y ‖2 +η ‖ θ ‖2 +ηY ) (4.18)
In the next section, we will solve this optimization problem analytically to obtain the mini-
mizer θ̂, and the error covariance matrix P.
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4.2 Solving the Minimization Problem
In this section, we will define the solution θ̂ that bounds the maximum fit error problem
in (4.18). The solution of this method is derived in [22, 23]. The cost function can be defined
as
L(θ) =‖ Φθ − Y ‖2 +η ‖ θ ‖2 +ηY
The cost function L(θ) is differentiable. Hence, the gradient of L(θ) exists and is given by
∇L(θ) = 1
‖ Φθ − Y ‖2





‖ Φθ − Y ‖2
(ΦTΦ + αI)θ − ΦTY ), (4.19)
where we introduce the positive real number:
α =
η ‖ Φθ − Y ‖2
‖θ‖2
(4.20)
By setting ∇L(θ) = 0, we obtain the solution θ as
θ̂ = (ΦTΦ + αI)−1ΦTY (4.21)
where the error covariance matrix is obtained by
P = (ΦTΦ + αI)−1 (4.22)
The equations (4.20) and (4.21) define a system of two equations with two unknowns θ̂ and
α. To solve these equations, and obtain θ̂ and α, one can use the singular value decomposition







where U ∈ RM×M and V ∈ Rl×l are orthogonal to each other, and Σ = diag(σ1, . . . , σl) is a
diagonal matrix with
σ1 ≥ σ2 ≥ · · · ≥ σl ≥ 0 (4.24)








where b1 ∈ Rl and b2 ∈ R[M−l]. Then equation (4.21) can be rewritten as
θ̂ = V (Σ2 + αI)−1Σb1 (4.26)
where
‖θ̂‖2 = ‖Σ(Σ2 + αI)−1b1‖2 (4.27)
By using equation (4.23) and (4.26), we can obtain ‖ Y − Φθ̂ ‖2, as follows:































‖ Y − Φθ̂ ‖2=
√
‖ b2 ‖22 +α2 ‖ (Σ2 + αI)−1b1 ‖22 (4.28)





‖b2‖22 + α2‖(Σ2 + αI)−1b1‖22
‖Σ(Σ2 + αI)−1b1‖2
(4.29)







‖b2‖22 + α2‖(Σ2 + αI)−1b1‖22
By squaring both sides and implementing some simplification, we obtain the following non-
linear equation in α, thus
b(Σ2 − η2I)(Σ2 + αI)−2b1 −
η2
α2
‖b2‖22 = 0 (4.30)
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This defines a nonlinear equation in α which has at least one positive root (it is easy to
solve by Matlab). More details can be found in [22, 23]. Once α is computed, then θ̂ can be





Thus, there are two cases:
1. If η > τ, there is a unique solution of equation (3.46) for this condition that is given
by
θ̂ = 0 (4.32)
2. If η < τ, then α has a unique positive solution, and the solution of equation (3.46) is
given by
θ̂ = V (Σ2 + αI)−1Σb1 (4.33)
What we have done so far is determine θ̂ based on the computation of the SVD of the data
matrix Φ and the determination of the unique positive root α of equation (4.20). However, a
solution of this problem can be also obtained recursively to avoid the need for explicit SVD
and the solution of the nonlinear equation to determine the positive root α. This can be
done by using the Fast Iterative Algorithm (recursive solution) as detailed in [24, 25]. The
algorithm is used to update the parameter θ̂, covariance matrix P, and the values of α. The
recursive solution is summarized as follows:
1. Initialization: set θ0 = x̄ and α0 = c (constant), and P0 =
(
ΦT0 Φ0 + α0I
)−1
, z20 =
‖Y0‖22. For k = 0, . . . ,M, do
2. Define a new variable h, where in each time step k, we have




1 + ΦTk+1 Pk Φk+1
(Yk+1 − Φk+1θk)


















k θk + Φk+1yk+1)











k+1Φk+1 + (αk+1 − αk)I
)−1
θ̂k+1 = [I − (αk+1 − αk)Pk+1]hk+1.
At the conclusion of this algorithm, θ̂ and P will be estimated and can be used for prediction.
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CHAPTER 5
UNCERTAIN CONTROLLABILITY IN LARGE SCALE SYSTEMS
In this chapter, we will illustrate uncertain controllability in large-scale systems. The
main challenge in this chapter is to consider controllability where the parameters of the dy-
namic links ξij(s) (models) described by rational transfer functions are unknown. Therefore,
it is necessary to estimate these parameters from observed data. The central problem in
the parameter estimation is to recover the true parameters from data. Therefore, if there is
measurement noise or unknown disturbances, then for each unknown dynamic model, a set
of parameters can be obtained from the corrupted data. This set, compatible with the data
and model structure, will not be a single element, but will contain many possible param-
eters. In this chapter, we suggest formulating the identified parameters by error ellipsoids
with a confidence level to contain the true models, and the controllability in this case will
be determined based on these ellipsoids. The main objective here is to answer this ques-
tion: For a large-scale system described by a weighted dynamic graph where the links are
represented by rational transfer functions with unknown parameters, and with known data
measurements, what is the probability that the given system is uncontrollable? The answer
can be determined by identifying the unknown parameters and capturing the uncertainty
by error ellipsoids to contain the true models. These error ellipsoids as well as the extended
equitable partition method will be used to study the uncertain controllability for such sit-
uations. Because, the error ellipsoids contain a priori chosen probability level that ensures
the true models lie within these ellipsoids, then the controllability for such systems will be
interpreted by a probability percentage.
5.1 The Main Results of Uncertain Controllability
Having a large-scale system described by a dynamic graph consisting of N nodes and
whose links are described by unknown parametric models of a rational transfer function, we
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identify these models, and then we characterize the identified models using a probability
set denoted by E at a probability level γ. The following definition will define the uncertain
controllability:
Definition 5.1.1. Given a large-scale system described by a dynamic graph with unknown
parametric rational models (links), let’s estimate these models and characterize the identified
models by a probability set Ei, i = 1, . . . , l at probability level γ if there exist models W1 ∈ E1
and W2 ∈ E2 such that the system has NEP, then the system is uncontrollable at probability
γ.
5.2 Formulation of the Error Ellipsoids in the Parameter Space
We will use the identified parameters θ̂ and P to create error ellipsoids in the parameter
space denoted by Ŝ where we describe the parameter space by Ŝ = {θ̂, P}. However, before
characterizing the error ellipsoids, let us define the confidence region. The confidence region
is a region around an estimated parameter that offers the user a measure of the overall quality
of the estimation and the uncertainty associated with a specific estimate. This confidence
region can be calculated at a specific confidence level γ; the confidence level indicates the
probability that the true parameter will lie in that confidence region [26]. In our work, we
use the parameters θ̂ and P to obtain the confidence region. This can be demonstrated as
follows. The estimated parameter θ̂ is a multidimensional random variable which has this
distribution
θ ∼ N (θ̂, P ) (5.1)
with a mean θ̂ and covariance matrix P. It follows that
(θ − θ̂)TP−1(θ − θ̂) ∼ X 2(k) (5.2)
where X 2(k) is the chi distribution with k degree of freedom [27–29]. For a given desired
probability level γ, the value Xk can be computed from the X 2(k) distribution table as the
value of
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Pr(X 2(k) ≤ Xk) , γ (5.3)
Then if we write
(θ − θ̂)TP−1(θ − θ̂) ≤ Xk (5.4)
the set of θ̂ that satisfy this equation are the γ−level confidence region. Generally, the ellipse
(5.4) can be normalized and then described in the parameter space by this equation
E(θ̂, P ) = {θ ∈ Rn+m | (θ − θ̂)T P̄−1(θ − θ̂) ≤ 1} (5.5)
where θ̂ is the center of the ellipsoid, and P̄ = PXk defines the size of the ellipse.
5.2.1 Error Ellipsoid and Probability Level
The probability level γ is used to ensure that the true value of θ0 will be contained inside
the ellipse equation (5.5). If this probability increases, then the value of Xk will increase.
Thus, this results in the size of the ellipse will increased. To show the significance of the
probability level γ on the size of the ellipse, we consider the following: Let k = 2, and the
covariance matrix P (symmetric matrix) is invertible, then P can be factorized as
P = V D−1V −1 (5.6)
where V = [ v1 v2 ], and v1, v2 are eigenvectors that are associated with the eigenvalues:
λ1, λ2, and v1 ⊥ v2. The matrix D = diag(λ1, λ2) is a diagonal matrix that contains the
eigenvalues. With no loss of generality, we consider the ellipse is centered at the origin (0, 0).


































In summary, equation (5.7) describes an ellipse centered at c = (0, 0) and with coordinates:
z1-axis with length 2
√
X2λ1 and z2-axis with length 2
√
X2λ2. Figure 5.1 shows the ellipse.
When the probability level γ increases, the value of X2 will increase; therefore, the length of
(X2λ1) and (X2λ2) will increase, then the size of the ellipse will increase accordingly.
Figure 5.1: An ellipse in the parameter space.
The ellipse will be mapped to the frequency domain and used to study the controllabil-
ity for such systems are described by dynamic graphs where the edges are represented by
unknown parametric models of rational transfer functions.
5.2.2 Frequency Domain Error Ellipsoids
The characterized error ellipsoid in the parameter space can be mapped to the frequency
domain denoted by F̂ = E(ξ̂(ejω, θ̂), P (ω)) to obtain error ellipsoids evaluated at each single
frequency ω, where ξ̂(ejω, θ̂) defines the frequency function (z = ejω) of the estimated rational
model ξ̂(z, θ̂), and P (ω) is the covariance matrix in the frequency domain. Previously, in
this work [28] error ellipsoids were defined for FIR (Finite Impulse Response) models where
these models are not rational polynomials. However, in this work, it is more difficult to
compute these error ellipsoids in the frequency domain because the models are rational
transfer functions. Hence, in this case a linearization of these rational models with respect
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to the estimated parameters is obtained. Therefore, in this section, we will demonstrate how
to map the error ellipsoid form the parameter space to the frequency domain. Figure 5.2
sketches this mapping.
Figure 5.2: Mapping the error ellipsoid to the frequency domain
We formulate the estimated rational model ξ̂ij(z, θ̂) in the frequency domain by a vector







For a certain probability level, our goal in this chapter is to calculate a set of error ellipsoids
in the frequency domain by
(
Real [ξ(ejω, θ)− ξ̂(ejω, θ̂)]




Real [ξ(ejω, θ)− ξ̂(ejω, θ̂)]
Imag [ξ(ejω, θ)− ξ̂(ejω, θ̂)]
)
≤ 1 (5.9)
where P (ω) is the covariance matrix in the frequency domain. The main challenge is to
convert the parameter uncertainty P to the frequency domain. To transform the covari-
ance matrix P to the frequency domain, we will introduce a formula that is based on the
linearization of the real and imaginary parts of the estimated rational models with respect
to θ̂, this formula is described as follows. Suppose, we have p-dimensional random function
f(θ), then asymptotically, as θ becomes sufficiently close to θ̂, we have the following linear
approximation of f at θ̂
f(θ) ≈ f(θ̂) + f ′(θ̂) (θ − θ̂)
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where f ′ is a matrix of p × (n + m) derivative with respect to θ̂. This means that we
asymptotically have












≈ f ′(θ̂)P f ′(θ̂)T (5.10)
This expression is known as the Gauss’ approximation formula (see [30], page 292). Let us
now focus on the frequency function, we replace z = ejω. The covariance matrix P (ω) in


























P (ω) = T ′(ejω, θ̂)TPT ′(ejω, θ̂)T (5.12)
where T ′(ejω, θ̂) is the gradient of Ĝ(ejω, θ̂) equation (5.8) with respect to the estimated
parameter θ̂, given by
T ′(ejw, θ̂) =






and P is the estimated covariance matrix. The covariance matrix in the frequency domain
equation (5.12) is a square matrix. This matrix defines the size and orientation of an ellipse
at each value of ω. In general, for any given number of parameters, the matrix P (ω) is
always a (2× 2) matrix. We conclude that, the error ellipsoid in the frequency is described
by








G(ejω, θ)− Ĝ(ejω, θ̂)
)
≤ 1} (5.14)
with a complex normal distribution given by
G(ejω, θ) ∼ N (Ĝ(ejω, θ̂), P (ω)) (5.15)
where G(ejω, θ) is a realization of random variable whose mean is Ĝ(ejω, θ̂) and with covari-
ance matrix P (ω), where G(ejω, θ) is a (2× 2) vector that is defined in (5.8).
5.2.3 Example
We will illustrate our proposed error ellipsoids in the frequency domain by the following
example, we consider the following rational model given by
(1 + 0.4z−1 + 0.29z−2) y(k) = (−0.7z−1)u(k) + e(k)
for white noise input, and a uniform error e(k) U[−1, 1]. Figure 5.3 (a) sketches the Nqyuist
cure of the true system, while Figure 5.3 (b) combines the Nqyuist curve of the true system
with error ellipsoids bounds of the estimated parameters with a priori probability of 50%
and frequency rang between (0 − π). In this example, the true parameter to generate data
measurements is θ0 = (−0.4,−0.29, 0,−0.7), by taking M = 100 (measurements), as a result




0.6230 0.1463 0.0543 0.0307
0.1463 0.7648 −0.0308 0.0432
0.0543 −0.0308 0.3090 −0.0242
0.0307 0.0432 −0.0242 0.3083

5.3 Summary of Defining Uncertain Controllability
The following steps can be followed to obtain the uncertain controllability in large-scale
systems described by a dynamic graph with unknown links describe by rational models.
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(a) Nyquist curve of the true system.
(b) The error ellipsoids around the Nyquist curve of the true system
Figure 5.3: Simulation results of Nyquist curves of the true system and error ellipsoids in
the frequency domain.
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• Use data of input and output for each unknown model to obtain a set of estimated
parameters consisting of θ̂ and the parameter covariance matrix P.
• Define and plot the error ellipsoids in the frequency domain around the Nyquist curve
using the probability level to include the values (frequency response) of the true model
at each ω.
Now the equation that can be asked is: For each model, does there exist a parameter in its
set for which the system is uncontrollable? Since we do not have exactly the true models, we
cannot use the controllability tests that are given in (2.1.1) and (2.3.1). Instead, it is possible
to use the graphic method results that were extended in chapter 3 to explore whether or not
the system is controllable based on the extended equitable partition method. Furthermore,
the extended equitable partition can be applied to define the uncertain controllability as
follows:
• Determine if the existence of a NEP (non-trivial equitable partition) in the system is
structurally possible.
• Find out the models that make (NEP ) in the graph, and consider the error ellipsoid
sets in the frequency domain that are corresponding to theses models and then search
within these sets to find at least one error ellipsoid in which these sets are intersected.
• If these sets intersect, then the system is uncertain controllable at a certain probability
level.
An example is given in chapter 6 illustrating the uncertain controllability method.
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CHAPTER 6
REAL DATA EXAMPLE OF A BUILDING’S THERMAL DYNAMIC
Since buildings are one of the primary consumers of energy worldwide, the study of build-
ings is a common task and open problem for identification and control [31]. Generally, a
building consists of zones (rooms) and walls between them. A building can be considered as
a large-scale system where the zones describe the interconnected systems and the walls be-
tween them describe the interconnection behavior and the space temperature is the observed
variable. Therefore, the thermal behavior of a building can be represented by a weighted
dynamic graph whose nodes describe the zones (room), and dynamic edges describe the
walls. In this chapter, we will focus on the Brown Building at CSM as a real application
to illustrate the concept of this dissertation. Figure 6.1 depicts a floor plan in the Brown
building at CSM containing several zones.
Figure 6.1: The third Floor of the Brown Building
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6.1 Model Description
Figure 6.2 describes the model description of a zone. Including a heating-cooling system,
occupants, doors, windows, walls and the weather (sun-shade).
Figure 6.2: The model of a zone.
In this model, heat can enter the zones as supply air (airflow) from the Heating, Ventilat-
ing and Air Conditioning (HVAC) system through the ducts. A sketch map of the mechanical
network of this floor is given in the Appendix given by Figure B.1. The variables that exist
in each zone are listed with units in Table 6.1.
Table 6.1: Define variables and constants
variable name symbols and units units of conversion
Supply air flow (volume) V - (cfm) -
Supply air temperature Ts - Fahrenheit (
0F ) Kelvin (K)
Room temperature Tr - Fahrenheit (
0F ) Kelvin (K)
Heat flow Q0 - Joule (J/m) Joule per minute (J/m)
Specific heat capacity Cρ = 1.012 Joule/k.g.K
Air density ρ = 1.2 k.g/ m3
where (cfm) is cubic feet per minute, and (k.g/ m3) is kilograms per cubic meter. In




as an equation of conversion for the second and third rows in Table 6.1, while, we use:
ρV Cρ(Ts − Tr) to compute the heat flow in the fourth row of Table 6.1. The zone can be
heated by the heat flow Q0 that is defined in Table 6.1 when Ts > Tr, while the heat is
extracted from the zone when Ts < Tr, this results in cooling of the zone. The zone heat
sources are derived from following the variables:
• The heat flow Q0 coming from the (HVAC) system.
• The heat flow that comes from the neighboring zones through the walls.
On the other hand, the heat disturbances in a building are caused by the following factors:
• Solar radiation (e.g., sun light).
• The outside temperature.
• Outside humidity.
• The heat that is generated by occupants’ movements.
• Heating and cooling that is caused by opening or closing doors and windows.
• Measurement noise that occurs due to machines (e.g., computer, printer etc.)
6.2 Building Formulation
In this section, we will describe the building model by a dynamic graph consisting of
nodes representing zones and dynamic links representing walls. In node i there exist two
variables xi and Qi0 where xi is the room temperature that describes the observed variable,
and input heat flow Qi0 coming from the HVAC system.
Figure 6.3 shows node i is connected to n nodes where each node shares these variables
(xi, Qij) which describe the room temperature in node i and the heat flow leaving node i and
going to node j, respectively, where j ∈ Ni describing the set of all neighboring zones. Note
that we assume that all nodes are integrator nodes. These zones interact with zone i via the
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Figure 6.3: Zone i is connected with n neighboring zones

















Equation (6.2) defines the dynamics of a building zone temperature where Cri is the heat
capacity of zone i, and s is the Laplace operator. To define the model of the dynamic links
(walls), we consider two neighboring zones, i and j, where the wall between these two zones
is commonly modeled by what is called a 3R2C model as depicted in Figure 6.4.
Figure 6.4: Wall represented by 3R2C
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This wall can be represented by a (2× 2) matrix of transfer functions, then the heat flow



























































2 are linear combinations of the following variables
R1, R2, R3, C1 and C2 and given by following equations:
aij1 = C4R5 + C2R3 + C2R5 (6.5)
aij2 = C4C2R5R3 (6.6)
aji2 = C4C2R3R1 (6.7)
bij0 = R5 +R3 +R1 (6.8)
bij1 = C4R4R1 + C2R3R1 + C2R5R1 + C4R5R3 (6.9)
bij1 = C4R4R1 + C2R3R1 + C2R5R1 + C4R5R3 (6.10)
bij2 = C4C2R5R3R1 (6.11)
dij1 = d
ij
2 = 0. (6.12)




























where Gij(s), Gji(s) and ξij(s) are rational transfer functions in s. In this example, we as-
sumed that the graph representation of this building contains nodes and unknown parametric
models of rational transfer matrix describing the dynamic edges.
In order to study the controllability of this system, these unknown models must be identi-
fied. To identify these models (walls) between the zones, the observable temperature in each
zone is measured and used to identify the models. Therefore, the uncertain controllabilty
based on these identified models is studied for this system.
6.3 Building Model Identification
Since we are taking sampled data, all the models and signals can be represented in discrete

















where in this case Gij(z), Gji(z), and ξij(z) are rational transfer functions in the forward















. By collecting data measurements in zone i and j, our interest is to identify
the rational matrix Wij(z) between node i and its neighbors, j ∈ Ni. Basically for each
matrix Wij(z) represented by equation (6.16), we need to define each rational element in
this matrix Wij(z) before the identification process is made. Generally speaking, we need to
identify Gij(z), Gji(z), and ξij(z) using the observed temperature in zone i and j. This can
be achieved as follows:
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1. To obtain the transfer functions Gij(z) and ξij(z) of the first row of Wij(z), we need
to use the heat flow Qij(k) which can be defined from equation (6.15) as follows
Qij(k) = Gij(z)xi(k)− ξij(z)xj(k) (6.18)





















which defines the identification problem. Equation (6.21) is similar to equation (4.3). Since
the wall contains two capacitors (2C), it is reasonable to have a second order differential
equation to describe ξij(z) as well as the transfer function of the independent input of the






























It is very important to note that since the components Mi(z) and
∑
j∈Ni
Gij(z) of the rational
transfer function [Mi(z) +
∑
j∈Ni





Gij(z) = 0. Then the first row of equation (6.16) becomes
[ 0 ξij(z) ]
where ξij(z) is a rational function that must be identified.
2. The same steps can be repeatedly done to obtain the transfer functions of the second
row of (6.16), in particular Gji(z). In this case, we use the heat flow Qji(k), which can be
obtained from equation (6.15) as
Qji(k) = Gji(z)xj(k)− ξij(z)xi(k) (6.26)



















Gji(z) = 0 and ξij(z) is a rational function which is already obtained in step
1. From these two steps, the rational transfer matrix (6.16) that describes the wall between







Since (ξij(z) = ξji(z)), then the matrix Wij(z) will contain the same rational elements, this
introduces a symmetric wall as shown in Figure 6.5.
Figure 6.5: A symmetric wall
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By combining all these equal rational elements for every wall, we can represent the
building by an undirected graph with dynamic models of rational transfer functions where
Wij(z) = ξij(z) (6.30)
To identify the models ξij(z) and Hi0(z), we consider equation (6.22) and (6.24), so that we












By combining equation (6.31) and (6.32), a dynamic model can be represented by
xi(k) =
[








â1 â2 b̂01 b̂02 b̂j1 b̂j2
]
.
Note that this model is similar to equation (4.6).
6.4 Building Uncertainty
In this example, one particular issue is the existence of uncertainties that occur because
temperature measurements might be noisy or unknown disturbances may exist such as light
or occupants. Particularly, in this building, the sensors that measure the temperature are
subject to noise, so the data might be inaccurate. Then, we bound the uncertainty, before
applying the TLS to identify the models. This inaccuracy stems from miscalculation within
the sensors, in other words, a quantization error. Quantization is defined as the difference
between an analog and the corresponding quantized signal. The quantization process assigns
the amplitudes of a sampled analog signal to a prescribed number of discrete quantization
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levels [32]. A quantization error can occur randomly within sensors, for example, if the
sensor is supposed to give a reading with a ±0.2 Fahrenheit increment or decrement, then
there may be a quantization error because the sensor cannot read the actual temperature.
For example, a temperature of 70.1 would appear on the sensor as 70.3 or 69.9. This error
results in a loss of information. This type of error becomes a dominant error in the collected
data in the building. In this application, we consider the quantization error as a boundary
of uncertainty.
6.5 Apply the LTS Method for Building Thermal Dynamics
In this section, we will extend and apply the method of the LTS to the Brown Building
at the CSM. In this building, since there are several inputs involved to generate the heat
temperature of each zone, including the input heat flow and the temperature in the neigh-
boring zones, the TLS method is extended to define the parameters of all the models that are
associated with walls corresponding with a given zone. To apply the extended TLS, let us
focus on part of the third floor as shown in Figure 6.6. In this figure, we consider zone-W315
to be the place where the temperature measurements are taken.
Figure 6.6: Zone of W315.
6.5.1 Simulation Results
The following assumptions are made:
• The amount of heat entering zone i is distributed uniformly.
• The entire zone has the same air temperature measurement.
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The aim is to apply the extended TLS using (SVD) and fast iterative algorithm to identify
the parameters of the models that describe the walls of this zone. These models will be used
to predict temperature in this zone-W315. Then, we compare the results based on the mean
square error (MSE) between the actual and predicted temperature. The inputs and the
disturbances of zone-W315 are listed in Table 6.2.
Table 6.2: Inputs-Disturbances, Zone W315
Inputs possible disturbances Wall locations
Qo outside air temperature W315,W325
TW325 outside humidity W315,W305
TW305 solar radiation W315,W305A
TW305A W315, Outside
TTB309 W315, TB2309
Figure 6.7 exhibits the normalized input signals to zone-W315 where the data is collected
every 15 minutes. These signals are generated by data measurements that are taken for 17
days. Using the first 500 data measurements, θ̂ and P were estimated using the TLS and fast-
algorithm, and the results are depicted in Table 6.3. On the remaining 1132 measurements,
the identified models were tested to predict the temperature in the zone, and the result of
MSE is shown in Table 6.3.
In this example, the following steps are followed:
• We consider all the signals that are shown in Figure 6.6 as inputs to zone W315 to
estimate the parameters, and to validate this estimation where η = 0.4.
• We consider the outside humidity and solar radiation as unknown disturbances, then
we repeat the estimation process.
• We implement the TLS and fast-algorithm to estimate the parameters and compare
the results based on MSE.
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(b) Input signals B
Figure 6.7: Normalized input signals for 5 days’ data is used for identification.
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In this experiment, recall equation (6.22) and (6.24). Suppose the zone temperature is
denoted by xi and temperature in the neighboring zones is denoted by xj, the models can






with j = 1, . . . , 5 where the models parameters are a1, a2,b01, b02, b11,. . . , b51, b12, . . . , b52
where d is a disturbance which we cannot measure. Figure 6.8 shows the real and the
predicted temperature in zone W315 by the TLS method and fast-algorithm. The computed
α using both methods is shown in Figure 6.9
Table 6.3: The results for the parameters of Zone W315 by TLS, Fast-algorithm.
inputs Parameters TLS identification Fast-algorithm-A Fast-algorithm-B
- a1 θ̂ θ̂ θ̂
- a2 -0.7683 -0.5275 -0.6641
Q0
b11 -0.1820 -0.3235 -0.2916
b12 0.0268 0.0283 0.0300
W325
b21 -0.0136 -0.0172 -0.0048
b22 0.1518 0.1544 0.1526
W305
b31 -0.1138 -0.0609 -0.1369
b32 0.0518 0.0852 0.1126
W305
b41 -0.0626 -0.0409 -0.1022
b42 0.0563 0.0592 0.0741
TB2309
b51 -0.0476 -0.0550 -0.0866
b52 0.0382 0.0284 0.0362
outside-Tem.
b61 -0.0134 -0.0117 -0.0257
b62 -0.0340 -0.0386 0.0345
outside-Hum.
b71 0.0299 0.0126 0.0181
b72 0.0108 -0.0082 unknown
Radiation
b81 -0.0406 -0.0625 unknown
b82 0.0768 0.0366 unknown
- - -0.0358 0.0047 unknown
- - MSE = 0.3115 MSE = 0.2476 MSE = 0.4657
The input signals to zone W315 are listed in Table 6.3. The estimated parameters using
the two approaches mentioned in this chapter are exhibited in this table where the last row
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Figure 6.8: Simulation results for the validation of the thermal zone models using the next 12
days’ data long of zone-W315, the real and predicted zone temperature is simulated for both TLS
method and fast-algorithm where the identification result is listed in Table 6.3 .
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(a) α computed by TLS.















(b) α computed by fast-algorithm.
Figure 6.9: Simulation results for the positive value α by TLS and fast-algorithm.
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shows the mean square error for the same validation data measurements. As expected, one
can observe that when we do not consider the solar radiation and outside humidity in the
identification process, the uncertainty of the estimation will increase which can be indicated
by increasing the mean square error.
6.5.2 Simulation Results:
To study the uncertain controllability for this example, we consider the three zones
W315, W305 and W305A as sketched in Figure 6.12. The focus is only on the following
models: ξ1(z, θ1) and ξ2(z, θ2) where a NEP is possible. We generate error ellipsoids in the
frequency domain to contain the values of the true models for model ξ1(z, θ
0
1) and ξ2(z, θ
0
2).
The following parameters θ̂1 and θ̂2 as well as the corresponding covariance matrices P1 and
P2, respectively, are needed.
Table 6.4: The parameters of the models ξ1(z, θ1) and ξ2(z, θ2)





These parameters can be taken from the fast-algorithm-A column in Table 6.3. They can
be put in Table 6.4. The associated covariance matrices are given by P1 and P2 :
P1 =

0.0418 −0.0296 0.0458 −0.0319
−0.0296 0.0440 −0.0319 0.0439
0.0458 −0.0319 0.0418 −0.0296





0.0418 −0.0296 0.0323 −0.0221
−0.0296 0.0440 −0.0221 0.0288
0.0323 −0.0221 0.0418 −0.0296
−0.0221 0.0288 −0.0296 0.0440

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(a) Nyquist curves of the first model


















(b) Error ellipsoids for the first model.
Figure 6.10: Simulation results for the Nyquist plots and the error ellipsoids with 50% confidence
level in the frequency domain for ξ1(z, θ1), from (0-π)
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(a) Nyquist curves of the second model


















(b) Error ellipsoids for the second model.
Figure 6.11: Simulation results for the Nyquist plots and the error ellipsoids with 50% confidence
level in the frequency domain for ξ2(z, θ2), from (0-π)
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Figure 6.12: Zone W315, W305, W305A with the associated dynamic graph
Figure 6.10 shows Nyquist curves and the error ellipsoids in the frequency domain with
probability level of 50% generated for ξ1(z, θ1), while Figure 6.11 shows Nyquist curves the
error ellipsoids in the frequency domain for ξ2(z, θ2) with 50% probability level.
6.6 Result Discussion
In this experiment, the first 500 measurements (5 days data long) have been taken to
estimate the parameters and capture the uncertainty with the bound η = 0.4 describing
the quantization error. Two methods, the TLS and the fast iterative algorithm, are used
to estimate the parameters of the walls. The mean square error (MSE) is used to compare
the results as shown in Table 6.3 in the last row. The estimated parameters that are listed
in Table 6.3 are estimated according to the inputs that are located in the first column of
Table 6.3. Note that changing the initial condition value of α0 will affect the mean square
error, so that the MSE is decreased from 0.3115 to 0.2476. However, as we expected, the
mean square error is increased from 0.2476 to 0.4657 when we do not including the solar
radiation and the humidity in the identification process as shown in the last row of Table 6.3.
This because the uncertainty is increased. Error ellipsoidal sets with a probability level of
50% for each model are obtained. To verify whether or not these two ellipsoidal sets are
intersect, we can use the second order cone optimization solver in Matlab to find out if the
two inequalities (ellipses) are feasible at each frequency. The Matlab code is in Appendix B.
In this observability, within 50% probability level the two sets are intersected at each single
frequency. Therefore, we conclude that the system is uncontrollable at probability level 50%.
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CHAPTER 7
CONCLUSION AND FUTURE DIRECTIONS
This dissertation has considered large-scale systems using rational transfer function links
between the interconnected systems. We have shown that controllability of such systems
involving rational dynamic links can be explored using different frameworks. The leader-
follower framework has been addressed and a controllability test for such systems has been
developed based on the behavior approach. This test has allowed us to test controllability
of any large-scale system in which the links are rational transfer functions. The graphic
method of the equitable partitions that has been used for static systems has been extended
and applied for the underlying large-scale systems.
In addition, a new notion of mode controllability based on rejecting the natural system
modes that generated by non-zero initial conditions has been presented. We have also shown
that controllability of such systems can be explored when the parameters of the rational links
are unknown. A novel method of uncertain controllability based on the identified models
has been developed. This method can be applied by estimating the unknown parameters
using the observed data and capturing the uncertainty by error ellipsoids in the frequency
domain. Each identified model can be characterized by a set of error ellipsoids at a certain
probability level. Then the uncertain controllability can be defined based on the ellipsoidal
sets. A real example of building’s thermal dynamic was given to demonstrate and apply our
results.
7.1 Future Directions
What has been done in this dissertation is very useful and can be applied to real appli-
cations. The following steps can help to extend and prove our results.
• It can be useful if we extend our work using directed dynamic links between the inter-
connected systems.
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• To reduce the uncertainty in the real building example, we could consider:
1. The solar radiation in the other sides of the building.
2. Using a long data period and data blocks for the identification.
3. Using the data during the day time for identification.
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APPENDIX A - PROOF OF THEOREM 3.5.1
A. Proof. This proof of Theorem
The minimum input can be obtained by minimizing the following objective function:




u(τ)2 + λT (t){Fix(t) +Giu(t)− ẋ(t)}
]
dτ, (A.1)
with further steps, this objective function becomes
J(λ, u) = [Cix(tf )− λT (tf )x(tf )] + [λT (0)x(0)]+
´ tf
0
{H(x, u, t) + λ̇T (t)x(t)}dτ, (A.2)
where



























The necessary conditions are:
∂H
∂x




This gives the following results:
λ̇(t)i = −F Ti λ(t) and u(t)∗ij = −12G
T
i λ(t), (A.6)










Note that the initial condition λ(0) is unknown. It can be obtained by following steps. By








where its solution is defined by









This can be rewritten as:





i tfW (tf )λ(0). (A.11)






i tfW (tf )λ(0)}. (A.12)
Let x̂ = 1
2





FTi tfW (tf )︸ ︷︷ ︸
H
x̂. (A.13)




























subject to the constraint (A.13). This defines a weighted least square problem, where the








λ(0)∗ = 2W (tf )
−1x(0). (A.17)
Then, the minimum input
u(t)∗ij = −GTi e−F
T




APPENDIX B - MECHANICAL NETWORK
Figure B.1: The Mechanical network map.
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APPENDIX C - MATLAB CODE
The Matlab code is used to determine the feasibility of the intersect of the two proba-
bilistic sets in the example of Chapter 6. Figure C.1
for w = 0.1:0.1:pi 
AZ1(q) =  1 + Hm1(1)*exp(-j*w)+ Hm1(2)*exp(-2*j*w); 
BZ1(q) = Hm1(3)*exp(-j*w) + Hm1(4)*exp(-2*j*w); 
T11 = - (BZ1(q)/AZ1(q)^2)* exp(-j*w); 
T12 = - (BZ1(q)/AZ1(q)^2)* exp(-2*j*w); 
T13 =   (1/AZ1(q))* exp(-j*w); 
T14 =   (1/AZ1(q))* exp(-2*j*w); 
T21 =  -(1/AZ1(q)^2)* exp(-j*w); 
T22 =  -(1/AZ1(q)^2)* exp(-2*j*w); 
T1 = [T11 T12 T13 T14;T21 T21 0 0]; 
M1 = (T1*Pm1*T1')*0.01; 
G_hat1 = (Hm1(3)*exp(-j*w) + Hm1(4)*exp(-2*j*w))/(1 - 
Hm1(1)*exp(-j*w) - Hm1(2)*exp(-2*j*w)); 
A1 = real(G_hat1); 
B1 = imag(G_hat1); 
% the center of the estimated function 
C1 = [A1;B1]; 
C11 = C1; 
P11 = real(M1); 
%%% the second model 
AZ(q) =  1 + Hm2(1)*exp(-j*w)+ Hm2(2)*exp(-2*j*w); 
BZ(q) = Hm2(3)*exp(-j*w) + Hm2(4)*exp(-2*j*w); 
T11 = - (BZ(q)/AZ(q)^2)* exp(-j*w); 
T12 = - (BZ(q)/AZ(q)^2)* exp(-2*j*w); 
T13 =   (1/AZ(q))* exp(-j*w); 
T14 =   (1/AZ(q))* exp(-2*j*w); 
T21 =  -(1/AZ(q)^2)* exp(-j*w); 
T22 =  -(1/AZ(q)^2)* exp(-2*j*w); 
T2 = [T11 T12 T13 T14;T21 T21 0 0]; 
M2 = (T2*Pm2*T2')*0.01; 
G_hat2 = (Hm2(3)*exp(-j*w) + Hm2(4)*exp(-2*j*w))/(1 - 
Hm2(1)*exp(-j*w) - Hm2(2)*exp(-2*j*w)); 
A2 = real(G_hat2); 
B2 = imag(G_hat2); 
C2 = [A2;B2] 
C22= C2; 
P22 = real(M2); 




    minimize(1) 
     subject to  
          [(x-C11)'*inv(P11)*(x-C11);(x-C22)'*inv(P22)*(x-
C22)]<= [1;1]        
cvx_end 
end 
Figure C.1: Define the intersect of two sets using CVX optimization
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APPENDIX D - CHI DISTRIBUTION TABLE
The chi distribution table to determine the probability level Figure D.1
Chi-Square Distribution Table
2χ0




















1 0.000 0.000 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879
2 0.010 0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.210 10.597
3 0.072 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.345 12.838
4 0.207 0.297 0.484 0.711 1.064 7.779 9.488 11.143 13.277 14.860
5 0.412 0.554 0.831 1.145 1.610 9.236 11.070 12.833 15.086 16.750
6 0.676 0.872 1.237 1.635 2.204 10.645 12.592 14.449 16.812 18.548
7 0.989 1.239 1.690 2.167 2.833 12.017 14.067 16.013 18.475 20.278
8 1.344 1.646 2.180 2.733 3.490 13.362 15.507 17.535 20.090 21.955
9 1.735 2.088 2.700 3.325 4.168 14.684 16.919 19.023 21.666 23.589
10 2.156 2.558 3.247 3.940 4.865 15.987 18.307 20.483 23.209 25.188
11 2.603 3.053 3.816 4.575 5.578 17.275 19.675 21.920 24.725 26.757
12 3.074 3.571 4.404 5.226 6.304 18.549 21.026 23.337 26.217 28.300
13 3.565 4.107 5.009 5.892 7.042 19.812 22.362 24.736 27.688 29.819
14 4.075 4.660 5.629 6.571 7.790 21.064 23.685 26.119 29.141 31.319
15 4.601 5.229 6.262 7.261 8.547 22.307 24.996 27.488 30.578 32.801
16 5.142 5.812 6.908 7.962 9.312 23.542 26.296 28.845 32.000 34.267
17 5.697 6.408 7.564 8.672 10.085 24.769 27.587 30.191 33.409 35.718
18 6.265 7.015 8.231 9.390 10.865 25.989 28.869 31.526 34.805 37.156
19 6.844 7.633 8.907 10.117 11.651 27.204 30.144 32.852 36.191 38.582
20 7.434 8.260 9.591 10.851 12.443 28.412 31.410 34.170 37.566 39.997
21 8.034 8.897 10.283 11.591 13.240 29.615 32.671 35.479 38.932 41.401
22 8.643 9.542 10.982 12.338 14.041 30.813 33.924 36.781 40.289 42.796
23 9.260 10.196 11.689 13.091 14.848 32.007 35.172 38.076 41.638 44.181
24 9.886 10.856 12.401 13.848 15.659 33.196 36.415 39.364 42.980 45.559
25 10.520 11.524 13.120 14.611 16.473 34.382 37.652 40.646 44.314 46.928
26 11.160 12.198 13.844 15.379 17.292 35.563 38.885 41.923 45.642 48.290
27 11.808 12.879 14.573 16.151 18.114 36.741 40.113 43.195 46.963 49.645
28 12.461 13.565 15.308 16.928 18.939 37.916 41.337 44.461 48.278 50.993
29 13.121 14.256 16.047 17.708 19.768 39.087 42.557 45.722 49.588 52.336
30 13.787 14.953 16.791 18.493 20.599 40.256 43.773 46.979 50.892 53.672
40 20.707 22.164 24.433 26.509 29.051 51.805 55.758 59.342 63.691 66.766
50 27.991 29.707 32.357 34.764 37.689 63.167 67.505 71.420 76.154 79.490
60 35.534 37.485 40.482 43.188 46.459 74.397 79.082 83.298 88.379 91.952
70 43.275 45.442 48.758 51.739 55.329 85.527 90.531 95.023 100.425 104.215
80 51.172 53.540 57.153 60.391 64.278 96.578 101.879 106.629 112.329 116.321
90 59.196 61.754 65.647 69.126 73.291 107.565 113.145 118.136 124.116 128.299
100 67.328 70.065 74.222 77.929 82.358 118.498 124.342 129.561 135.807 140.169
Figure D.1: Chi distribution table
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on control, pages 15–42. Lund, Sweden: Studentlitteratur, 1999.
[28] Bo Wahlberg and Lennart Ljung. Hard frequency-domain model error bounds from
least-squares like identification techniques. Automatic Control, IEEE Transactions on,
37(7):900–912, 1992.
[29] Lennart Ljung. System identification: theory for the user. PTR Prentice Hall Informa-
tion and System Sciences Series, 198, 1987.
[30] Lennart Ljung. System identification. Wiley Online Library, 1999.
[31] Paul Malisani, François Chaplais, Nicolas Petit, and Dominique Feldmann. Thermal
building model identification using time-scaled identification methods. In Decision and
Control (CDC), 2010 49th IEEE Conference on, pages 308–315. IEEE, 2010.
[32] Mehmet Aksit and Francesco Marcelloni. Reducing Quantization Error and Contex-
tual Bias Problems in Object-Oriented Methods by Applying Fuzzy-Logic Techniques.
University of Twente, Department of Computer Science, 1996.
94
