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Resumo
A capacidade do cérebro humano de armazenar e recordar informações por associação
tem inspirado o desenvolvimento de modelos matemáticos referidos na literatura como
memórias associativas. Em primeiro lugar, esta tese apresenta um conjunto de memórias
autoassociativas (AMs) que pertecem à ampla classe das memórias morfológicas autoasso-
ciativas (AMMs). Especificamente, as memórias morfológicas autoassociativas de projeções
max-plus e min-plus (max-plus e min-plus PAMMs), bem como suas composições, são
introduzidas nesta tese. Tais modelos podem ser vistos como versões não distribuídas das
AMMs propostas por Ritter e Sussner. Em suma, a max-plus PAMM produz a maior
combinação max-plus das memórias fundamentais que é menor ou igual ao padrão de
entrada. Dualmente, a min-plus PAMM projeta o padrão de entrada no conjunto de todas
combinações min-plus. Em segundo, no contexto da teoria dos conjuntos fuzzy, esta tese
propõe novas memórias autoassociativas fuzzy, referidas como classe das memórias morfo-
lógicas autoassociativas de projeções fuzzy max-C e min-D (max-C e min-D FPAMMs).
Uma FPAMM representa uma rede neural morfológica fuzzy com uma camada oculta
de neurônios que é concebida para o armazenamento e recordação de conjuntos fuzzy
ou vetores num hipercubo. Experimentos computacionais relacionados à classificação de
padrões e reconhecimento de faces indicam possíveis aplicações dos novos modelos acima
mencionados.
Palavras-chave: Redes neurais; Memória associativa; Morfologia matemática; Teoria de
reticulados; Reconhecimento de padrões
Abstract
The human brain’s ability to store and recall information by association has inspired the
development of various mathematical models referred to in the literature as associative
memories. Firstly, this thesis presents a set of autoassociative memories (AMs) that belong
to the broad class of autoassociative morphological memories (AMMs). Specifically, the
max-plus and min-plus projection autoassociative morphological memories (max-plus and
min-plus PAMMs), as well as their compositions, are introduced in this thesis. These
models are non-distributed versions of the AMM models developed by Ritter and Sussner.
Briefly, the max-plus PAMM yields the largest max-plus combination of the stored vectors
which is less than or equal to the input pattern. Dually, the min-plus PAMM projects the
input pattern into the set of all min-plus combinations. Secondly, in the context of fuzzy
set theory, this thesis proposes new fuzzy autoassociative memories referred to as the class
of max-C and min-D fuzzy projection autoassociative morphological memories (max-C
and min-D FPAMMs). A FPAMM represents a fuzzy morphological neural network with
a hidden layer of neurons that is designed for the storage and retrieval of fuzzy sets or
vectors on a hypercube. Computational experiments concerning pattern classification and
face recognition indicate possible applications of the aforementioned new AM models.
Keywords: Neural networks; Associative memory; Mathematical morphology; Lattice
theory; Pattern recognition.
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Introdução
Memória associativa (AM, associative memory) é um tipo de modelo matemá-
tico inspirado na capacidade do cérebro humano de armazenar e recordar informações
por meio de associações. Além da capacidade de recordar um item armazenado, espera-se
que uma AM seja capaz de recuperar uma saída desejada mesmo após a apresentação
de um padrão de entrada ruidoso ou incompleto (Kohonen, 1989; Hassoun and Watta,
1997). Em síntese, as propriedades desejadas de uma AM incluem alta capacidade de
armazenamento, tolerância ao ruído, recuperação rápida de um item armazenado e poucas
memórias espúrias (Hassoun and Watta, 1997). Cabe ressaltar que as memórias espúrias
são associações armazenadas indevidamente na AM.
Formalmente, considere um conjunto X =
{
(x1,y1), . . . , (xk,yk)
}
, chamado
conjunto das memórias fundamentais. Uma AM é uma aplicaçãoM tal queM(xξ) = yξ,
sempre que possível para todo ξ ∈ K = {1, 2, . . . , k}. Além disso, espera-se que a memória
M possua uma certa tolerância ao ruído, ou seja, nossa expectativa que M(x˜ξ) = yξ,
se x˜ξ é uma versão corrompida ou incompleta da memória fundamental xξ (Kohonen,
1989; Hassoun and Watta, 1997). Uma AM pode ser autoassociativa ou heteroassociativa.
Uma memória é heteroassociativa quando xξ é diferente de yξ para algum ξ. Tem-se uma
memória autoassociativa se a entrada e a saída são as mesmas, isto é, xξ = yξ,∀ξ = 1, . . . , k.
Esta tese aborda somente as memórias autoassociativas. Assim, o conjunto das memórias
fundamentais assume a forma X =
{
x1,x2, . . . ,xk
}
(Kohonen, 1989; Hassoun and Watta,
1997).
Redes neurais artificiais (ANNs, artificial neural networks), quando são usadas
para implementar memórias associativas, são referidas como memórias associativas neurais
(Hassoun, 1995; Hassoun and Watta, 1997). As ANNs têm sido concebidas de forma
a simular em um ambiente computacional a capacidade que o cérebro humano tem de
processar informações. Uma ANN pode ser vista como um conjunto de unidades de
processamento simples, chamadas de neurônios ou nós, disposto em camadas e altamente
interligadas (Haykin, 2009). Vale destacar que uma ANN pode ser recorrente ou progressiva.
Uma rede neural recorrente é uma rede com realimentação, ou seja, a saída de um neurônio
pode ser entrada para outro de uma camada precedente ou, no caso de autorealimentação,
para o próprio neurônio. Numa rede neural progressiva, todas as conexões apontam para a
direção da saída. Em termos gerais, os modelos de AMs estudadas e desenvolvidos nesta
tese representam redes neurais com arquitetura progressiva.
Os primeiros modelos de AMs foram introduzidas por volta de 1955 por Taylor
(1956) e Steinbruch (1961). Entretanto, as AMs ganharam uma maior notoriedade na
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comunidade científica após os trabalhos de Hopfield no início dos anos 80 (Hopfield, 1982).
Hopfield mostrou que um sistema dinâmico não linear discreto pode ser projetado como
uma AM para o armazenamento e recordação de padrões binários. Porém, a capacidade de
armazenamento da rede neural de Hopfield clássica é limitada (Hopfield, 1982; McEliece
et al., 1987). Posteriomente, vários modelos de AMs foram introduzidos na literatura
devido a grande variedade de aplicações tais como otimização (Hopfield and Tank, 1985;
Serpen, 2008), reconhecimento de faces (Zhang et al., 2004), predição de séries temporais
(Valle and Sussner, 2011; Sussner and Schuster, 2013; Schuster and Sussner, 2017), análise
e processamento de imagens (Valle and Sussner, 2011; Sussner and Valle, 2006a; Graña
and Chyzhyk, 2016) e classificação de padrões (Sussner and Valle, 2006b; Esmi et al.,
2012).
Com o desenvolvimento da álgebra de imagens, observou-se que uma subálgebra
da álgebra de imagens incluía as formulações matemáticas das ANNs clássicas (Ritter et al.,
1989, 1990; Ritter, 1997). Além disso, notou-se que a álgebra de imagens poderia ser usada
para a construção de novos modelos de ANN, referidos como redes neurais morfológicas
(MNNs, morphological neural networks) (Ritter et al., 1989; Davidson and Ritter, 1990).
Formalmente, a estrutura algébrica de uma MNN envolve operações em reticulados
completos tais como max-produto e o min-produto da álgebra minimax (Davidson and
Ritter, 1990; Ritter and Sussner, 1996). Na álgebra minimax de Cuninghame-Green (1979),
as operações de soma e multiplicação são substituídas por operações de reticulados.
Gostaríamos de destacar que as MNNs são chamadas de morfológicas porque
seus nós executam operações elementares da morfologia matemática (MM)(Davidson and
Ritter, 1990; Ritter and Sussner, 1996), que é uma teoria usada para processamento e
análise de imagens (Heijmans, 1995). Mais ainda, Sussner and Esmi (2011) mostraram que
as operações matriciais min-produto e max-produto da álgebra minimax podem definir
erosões e dilatações da MM no sentido algébrico. As MNNs têm sido aplicadas com sucesso
em problemas de reconhecimento automático de alvos (Khabou et al., 2000), detecção de
minas terrestres (Khabou and Gader, 2000), reconhecimento de caracteres escritos a mão
(Gader et al., 2000), previsão em mercados financeiros (Araújo and Sussner, 2010; Araújo
and Ferreira, 2013) e problema de classificação (Sussner and Valle, 2006b; Sussner and
Esmi, 2011; Araújo et al., 2017).
Esta tese foca atenção na classe de redes neurais morfológicas propostas por
Ritter et al. (1998) que são implementadas para o armazenamento e a recuperação de
padrões em tons de cinza, mencionadas como memórias morfológicas autoassociativas
(AMMs, autoassociative morphological memories). De modo um geral, as AMMs originais
equivalem a uma rede neural progressiva de camada única cujas informações sobre as
memórias fundamentais são distribuídas em uma matriz de pesos sinápticos. Além disso,
as AMMs originais são definidas em termos de operações matriciais não-lineares da álgebra
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minimax (Ritter et al., 1998). Em vista da estrutura algébrica de reticulado, as AMMs
também são chamados de memórias autoassociativas em reticulados (Ritter et al., 2005;
Ritter and Gader, 2006).
Diferentemente de muitas memórias autoassociadas tradicionais, como a rede
Hopfield, as AMMs exibem capacidade de armazenamento absoluta ilimitado e recuperação
rápida de um vetor armazenado (Ritter and Sussner, 1996; Ritter et al., 1998). Além
disso, como elas são baseadas em operações em reticulados, elas são computacionalmente
mais baratas do que muitos modelos de memórias autoassociativas tradicionais. As AMMs
originais têm sido aplicadas com sucesso em vários problemas tais como classificação
de pacientes com esquizofrenia (Chyzhyk and Graña, 2015), restauração de documentos
históricos (Lechuga-S. et al., 2014; Valdiviezo-N et al., 2017) e análise e processamentos
de imagem hiperespectral (Graña and Chyzhyk, 2016).
Apesar do sucesso das aplicações, as AMMs de Ritter e Sussner possuem um
grande número de memórias espúrias (Ritter and Gader, 2006; Sussner and Valle, 2006b) e
restrições na capacidade de correção de erro. Especificamente, elas são capazes de corrigir
erros dilativos ou erosivos, mas não ambos.
Para contornar as limitações das AMMs mencionadas no parágrafo anterior,
o método do núcleo foi desenvolvido por Ritter et al. (1998); Sussner (2000, 2003).
De fato, os modelos baseados no método do núcleo obtiveram um desempenho bastante
significativo em relação à capacidade de correção de erros e ao número de memórias espúrias.
Resumidamente, o método do núcleo e sua generalização buscam combinar os modelos de
AMMs produzindo uma nova memória autoassociativa capaz de lidar tanto com o ruído
erosivo e com o ruído dilativo (Sussner, 2003). Motivados pela estrutura inf-semirreticulado
completo, Sussner and Medeiros (2012); Sussner and Ali (2017) desenvolveram as AMMs em
semirreticulados (SL-AMMs, semi-lattice based autoassociative morphological memories),
que são determinadas mediante a escolha de uma referência. As SL-AMMs foram aplicadas
efetivamente na reconstrução de imagens corrompidas. Além disso, Urcid and Ritter
(2006, 2007) sugeriram o método de mascaramento do ruído para aumentar o desempenho
da recuperação das AMMs. Cabe destacar que Valle (2014b) apresentou uma fórmula
alternativa para o método de mascaramento.
As AMMs foram inicialmente concebidas para o armazenamento e recuperação
de padrões em tons de cinza. Em virtude da estrutura de reticulado, elas podem ser
estendidas para processar dados tal como conjuntos fuzzy. Com efeito, Valle and Sussner
(2008, 2011) introduziram a classe das memórias morfológicas fuzzy autoassociativas
(AFMMs, autoassociative fuzzy morphological memories). As AFMMs representam uma
ampla classe de memórias fuzzy autoassociativas (AFMs, autoassociative fuzzy memories)
baseadas na morfologia matemática fuzzy (Deng and Heijmans, 2002; Sussner and Valle,
2008b). Precisamente, uma AFMM corresponde a uma rede neural progressiva de camada
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única cujos os neurônios computam o máximo de uma conjunção fuzzy ou o mínimo de
uma disjunção fuzzy (Valle and Sussner, 2008, 2011).
A ampla classe das AFMMs inclui muitos modelos de AFM baseados em
matrizes que são descritos em termos das composições fuzzy de max-C ou min-D, como as
famosas FAM de Kosko (1992), a FAM de Junbo et al. (1994), a FAM max-min com limiar
de Liu (1999) e as memórias implicativas fuzzy autoassociativas (AFIMs, autoassociative
fuzzy implicative memories) (Sussner and Valle, 2006a). Esta tese considera apenas a
subclasse das AFMMs, referidas como max-C e min-D AFMMs, definidas pelo aprendizado
fuzzy por adjunção desenvolvidas por Valle and Sussner (2008, 2011).
Similar às AMMs, as AFMMs apresentam capacidade de armazenamento
absoluto ilimitado, convergência em um passo e uma excelente tolerância ou ao ruído
erosivo ou ao ruído dilativo. Entretanto, uma AFMM é extremamente sensível ao ruído
misto. Aplicações das AFMMs incluem previsão de séries temporais (Valle and Sussner,
2011; Sussner and Schuster, 2013, 2018) e restauração de imagens corrompidas (Sussner
and Valle, 2006a; Valle, 2010b; Valle and Sussner, 2011).
Com intuito de melhorar o desempenho das AFMMs, Valle desenvolveu as
AFIMs baseadas em permutação (pi-AFIMs) (Valle, 2010a). Em poucas palavras, uma
pi-AFIM é obtida pela substituição do reticulado [0,1] por um reticulado finito. Como
uma consequência, estes novos modelos superaram algumas AMs clássicas na reconstrução
de padrões de escala de cinza corrompidos com ruído do tipo “sal e pimenta”. Além
das pi-AFIMs, Valle introduziu as AFIMs conectadas esparsamente (SCAFIMs, sparsely
connected autoassociative fuzzy implicative memories) para o armazenamento e recuperação
de imagens em tons de cinza de alta dimensão (Valle, 2010b). Valle and Sussner (2013)
propuseram as memórias autoassociativas baseadas em quantale (QAMs,quantale-based
associative memories), que generalizam várias abordagens de AMs em reticulados que
podem ser efetivamente usadas para o armazenamento e a recuperação de imagens coloridas.
Recentemente, Sussner and Schuster (2018) apresentaram novos modelos de memórias
associativas projetadas para o armazenamento e recuperação de conjuntos fuzzy intervalares,
chamadas memórias associativas morfológicas fuzzy com valores intervalares (IV-FMAMs,
interval-valued fuzzy morphological associative memories).
Bui et al. (2015) estabeleceram uma nova memória autoassociativa fuzzy que
armazena tanto o conteúdo como a associação de padrões para lidar tanto com ruídos
erosivos como dilativos. Esta memória, que é baseada nas IFAMs, é referida como memória
autoassociativa de contéudo associado (ACAM, content-association associative memory).
Usando uma relação de pre-ordem fuzzy, Perfilieva and Vajgl (2015a) propuseram uma nova
justificativa teórica para as IFAMs. Além disso, eles introduziram um rápido algoritmo
de recuperação de dados que é baseado em uma IFAM com uma preordem fuzzy binária
(Perfilieva and Vajgl, 2016). Recentemente, Vajgl obteve a redução do espaço de memória
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consumido por uma IFAM substituindo a matriz de pesos sinápticos da IFAM por uma
matriz esparsa (Vajgl, 2017). Usando transformações lineares por partes no espaço dos
padrões de entrada e no espaço dos padrões de saída, Li et al. (2017) apresentaram uma
alternativa para aumentar a capacidade de associações das FMAMs.
Vale salientar que os modelos de AM não distribuídos têm sido um forte
tópico de pesquisa devido ao baixo esforço computacional e extraordinários sucessos em
aplicações. Com efeito, os modelos de memórias autoassociativas baseado no metódo do
núcleo (KAM, kernel autoassociative memories) propostos por Zhang et al. (2004, 2005)
foram aplicados efetivamente em reconhecimento de faces e classificação de padrões. Com
a finalidade de aumentar a eficiência da memória associativa de Hamming (Lippmann,
1987), foram introduzidos vários modelos de AMs que generalizam a memória associativa
de Hamming (HAM, Hamming associative memory) (Watta et al., 1997; Ikeda et al., 1998,
2001; Mu et al., 2007). Estes modelos alcançaram um enorme desempenho no problema
de reconstrução de imagens corrompidas. Além de manterem as propriedades de alto
desempenho da HAM, esses modelos permitem uma implementação de hardware mais
prática e recuperações mais rápidas, utilizando medidas de distância de Hamming locais.
No contexto fuzzy, destacam-se os modelos de AMs não distribuídos referidos
como θ-FAMs ( θ-fuzzy associative memories) desenvolvidos por Esmi et al. (2015) e as
memórias associativas recorrentes exponenciais fuzzy generalizadas (GREFAMs, gene-
ralized recurrent exponential fuzzy associative memories) introduzidas por Souza et al.
(2015). Especificamente, as θ-FAMs constituem uma classe de memórias associativas fuzzy
parametrizadas com uma camada oculta. Uma familia finita das θ-FAMs foi aplicadas com
êxito em um problema de robótica baseado em visão e em problemas de classificação (Esmi
et al., 2015). Por outro lado, as GREFAMs foram desenvolvidas a partir das REFAMs
(recurrent exponential fuzzy associative memories) de Valle and Souza (2015). Precisamente,
foi adicionado uma camada oculta de neurônios lineares nas REFAMs com o objetivo de
reduzir a interferência cruzada entre os itens memorizados. Efetivamente, as GREFAMs
foram aplicadas em problemas de classificação (Valle and de Souza, 2016; Souza and Valle,
2017).
Tendo em vista o desenvolvimento de várias AMs e suas diversas aplicações na
literatura, esta tese tem como objetivo desenvolver novos modelos de memórias autoassoci-
ativas. Estes novos modelos podem ser vistos como versões não distribuídas das AMMs
de Ritter e Sussner e das AFMMs de Valle e Sussner. Especificamente, motivados pela
memória morfológica autoassociativa de projeção max-plus (max-plus PAMM) proposta
por Valle (2014b), este trabalho apresenta um estudo detalhado acerca da classe das
PAMMs e das novas AMs que surgem a partir das PAMMs. Ainda, esta tese introduz a
classe das memórias morfológicas autoassociativa de projeções fuzzy (FPAMMs, fuzzy
projection autoassociative morphological memories). Por fim, motivados pelo teoria de
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conjuntos L-fuzzy, esta tese também apresenta uma extensão das FPAMMs para armaze-
namento e recuperação de conjuntos L-fuzzy, chamada classe das memórias morfológicas
autoassociativas de projeções L-fuzzy (L-FPAMMs). Em particular, uma subclasse das
L-FPAMMs, que depende somente da estrutura de reticulado completo, é introduzida.
É provado nesta tese que os novos modelos de AMs possuem capacidade de
armazenamento ilimitado. Ademais, estas memórias possuem menos memórias espúrias
que as AMMs originais e as AFMMs. Como uma consequência, elas são extremamente
robustas ou ao ruído dilativo ou ao ruído erosivo em relação às AMMs originais e às
AFMMs. Os novos modelos de AMs também apresentam recuperação rápida de um item
armazenado. A eficiência das novas memórias autoassociativas fica evidenciada por meio
de aplicações tais como problemas de classificação, reconhecimento de face e reconstrução
de imagens.
Semelhante às AMMs e às AFMMs, os novos modelos de AMs desenvolvidos
nesta tese são todos definidos em termos de operações baseadas em reticulado. Em vista
da estrutura teórica de reticulado, as novas memórias autoassociativas estão incluídas no
paradigma da computação em reticulado (LC, lattice computing). Em geral, LC engloba
todas as construções computacionais que envolvem o uso de resultados e/ou operadores
da teoria de reticulados (Graña, 2008; Graña et al., 2009). Formalmente, LC é definida
como uma coleção evolutiva de ferramentas e metodologias de modelagem matemática
com a capacidade de processar dados em reticulados incluindo valores lógicos, números,
conjuntos, símbolos, gráfos, e outros (Kaburlasos et al., 2013; Kaburlasos and Kehagias,
2014; Kaburlasos and Papakostas, 2015).
O conteúdo da tese está organizado da seguinte forma:
1. O capítulo 1 fornece os fundamentos matemáticos relevantes para o desenvolvimento
do restante da tese. O objetivo principal é apresentar uma breve revisão das definições
e resultados que permitirão uma melhor compreensão dos capítulos seguintes. Inicia-
se o capítulo 1 apresentando as definições básicas da teoria de reticulados. Além
disso, revisa-se os principais conceitos da morfologia matemática. Especificamente,
este capítulo apresenta os operadores elementares da morfologia matemática tais
como dilatação, erosão e filtros morfológicos. Também são definidas as relações de
dualidades entre os operadores. Por fim, as principais operações da álgebra minimax
e da teoria dos conjuntos fuzzy são apresentadas em seguida.
2. O capítulo 2 revisa brevemente as AMMs originais e as AFMMs. Precisamente, este
capítulo aborda os principais resultados das AMMs originais e AFMMs tal como a
caracterização dos pontos fixos das AMMs originais e das AFMMs.
3. O capítulo 3 introduz as novas PAMMs, bem como suas composições. Sobretudo,
são demonstradas as principais propriedades e é feita uma análise do esforço compu-
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tacional dos novos modelos. Em seguida, as PAMMs são aplicadas em problemas de
classificação com intuito comparar o desempenho destas memórias.
4. O capítulo 4 apresenta as FPAMMs. Especificamente, este capítulo descreve a
caracterização de uma FPAMMs e suas principais caracteristicas. Parte do capítulo
4 é dedicada a dois modelos específicos das FPAMMs, chamados max-C e min-D
FPAMMs de Zadeh. Resumidamente, a max-C FPAMM de Zadeh é a max-C FPAMM
mais robusta em relação ao ruído dilativo. Dualmente, min-D FPAMM de Zadeh é
extremamente tolerante ao ruído erosivo. Neste capítulo também é apresentado uma
extensão das FPAMMs definida em um reticulado completo arbitrário. Por fim, este
capítulo aponta um potencial do modelo max-C FPAMM de Zadeh para aplicações
em reconhecimento de faces.
Finalmente, como fruto desta tese de doutorado, o autor e seu orientador
publicaram em conjunto dois artigos em revistas internacionais (Santos and Valle, 2017b,
2018b). Além disso, eles publicaram três artigos em anais de conferência (Santos and Valle,
2016, 2017a, 2018a).
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1 Conceitos Matemáticos
Nas seções a seguir nosso objetivo é estabelecer a notação e o ferramental
teórico necessários para o bom entendimento dos capítulos posteriores. Precisamente, dis-
cutiremos de maneira sucinta noções e propriedades dos reticulados completos e morfologia
matemática. Em seguida, trataremos aspectos relevantes da álgebra minimax, da teoria
dos conjuntos fuzzy e dos conjuntos L-fuzzy.
1.1 Reticulados Completos e Morfologia Matemática
1.1.1 Reticulados Completos
A teoria de reticulados surgiu a partir do trabalho de Dedekind (1927) e em
seguida foi desenvolvida por Birkhoff (1993). O conceito de reticulados pode ser visto
como uma generalização e unificação de certas relações entre subconjuntos, entre estrutura
algébricas, tal como grupo, e entre estruturas geométricas.
Formalmente, um conjunto L munido com uma ordem parcial é chamado de
conjunto parcialmente ordenado ou simplesmente poset (Birkhoff, 1993). Lembrando que
uma ordem parcial é uma relação binária 4L reflexiva, antisimétrica, transitiva . Aqui,
denotaremos o poset por (L,4L). Adicionamente, se temos x 4L y ou y 4L x em um poset
L, então a ordem parcial 4L é chamada ordem total e o conjunto (L,4L) é denominado
totalmente ordenado ou cadeia.
Considere um subconjunto X de um poset (L,4L). Dizemos que l ∈ L é um
limitante inferior de X, se l 4L x para todo x ∈ X. O maior limitante inferior l, quando
existir, é chamado de ínfimo de X, ou seja, l é um limitante inferior de X tal que l′ 4L l
para qualquer limitante inferior l′ de X. O ínfimo entre dois elementos x e y será denotado
por xuprisey. De forma análoga, o elemento u ∈ L é um limitante superior de X, se x 4L u para
todo x ∈ X. Quando existe o menor limitante superior de X, ele é denominado supremo
de X. Em termos matemáticos, u ∈ L é o supremo de X, se u é um limitante superior tal
que u 4L u′ para todo limitante superior u′ de X. Denotamos por xg y o supremo de dois
elementos x e y em L. Por outro lado, o supremo e o ínfimo de um X será denotado porj
X e
k
X, respectivamente. Quando X = {xi : i ∈ I} para algum conjunto de índices I,
denotamos supremo e o ínfimo de X por
j
i∈I
xi e
k
i∈I
xi, respectivamente. Cabe mencionar
que se o supremo e o ínfimo existem, então eles são únicos (Birkhoff, 1993).
De acordo com Birkhoff (1993), um poset L é um reticulado se todo subconjunto
finito não vazio admite um supremo e um ínfimo em L. Um reticulado L é completo se todo
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subconjunto, finito ou infinito, possui um ínfimo e um supremo em L. Consequentemente,
todo reticulado completo é limitado. Denotamos respectivamente por
k
L = 0L e
j
L = 1L
o menor e maior elemento do reticulado completo L. Ainda, o supremo e ínfimo do conjunto
vazio em L são respectivamente
j
∅ = 0L e
k
∅ = 1L.
Exemplos de reticulados completos incluem o conjunto dos números reais
estendidos R = R ∪ {+∞,−∞} e o conjunto dos números inteiros estendidos Z =
Z ∪ {+∞,−∞} com a ordenação usual. Aqui, denotamos a ordenação usual por ≤, além
disso o supremo e o ínfimo de um subconjunto X relativo à ordenação usual será denotada
por
∨
X e
∧
X, respectivamente. Esclarecemos que os símbolos “∨” e “∧” são usados
para representar o supremo (ou máximo) e o ínfimo (ou mínimo) entre dois elementos com
relação à ordem usual ≤.
Sejam Li reticulados completos para i = 1, . . . , n. O conjunto L = L1× . . .×Ln
herda a estrutura de reticulado completo dos reticulados completos Li para todo i =
1, . . . , n, isto é, o produto cartesiano L também é um reticulado completo (Birkhoff, 1993).
Precisamente, dado x = [x1, . . . , xn]T e y = [y1, . . . , yn]T ∈ L, definimos uma ordem em L
por
x 4L y⇐⇒ xi 4Li yi, ∀i = 1, . . . , n. (1.1)
Dado um reticulado completo L, o conjunto das funções X → L, denotado por
LX , herda a estrutura de reticulado completo de L por meio da seguinte ordem parcial:
para todo f, g ∈ LX , tem-se
f 4 g ⇐⇒ f(x) 4L g(x), ∀x ∈ X. (1.2)
Sejam L e M reticulados completos. Um homomorfismo de reticulados é uma
função Φ : L −→M tal que para todo x, y ∈ L tem-se
Φ(xgL y) = Φ(x)gM Φ(y) e Φ(xupriseL y) = Φ(x)upriseM Φ(y). (1.3)
Em particular, se L = M, temos um automorfismo de reticulados completos. Quando um
homomorfismo de reticulados completos Φ é bijetivo, dizemos que Φ é um isomorfismo.
Equivalentemente, a aplicação Φ é um isomorfismo se Φ é bijetivo e Φ(x) 4M Φ(y) para
todo x 4L y. Neste caso, dizemos que os reticulados completos L e M são isomorfos e
escrevemos L ∼= M.
Considere um reticulado completo L e o operador Φ : L −→ L. Dizemos que Φ
é um operador monótono, se Φ é crescente, isto é,
x 4L y ⇒ Φ(x) 4L Φ(y), ∀x, y ∈ L (1.4)
ou se Φ é decrescente, ou seja,
x 4L y ⇒ Φ(y) 4L Φ(x), ∀x, y ∈ L. (1.5)
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Além disso, um operador Φ que satisfaz a seguinte condição:
Φ(Φ(x)) = Φ(x),∀x ∈ L (1.6)
é chamado operador idempotente (Birkhoff, 1993). Se o operador Φ é monótono e idempo-
tente, dizemos que Φ é uma projeção.
Vale mencionar que se x 4L Φ(x), ∀x ∈ L, dizemos que o operador Φ é
extensivo. Dualmente, o operador Φ que satisfaz Φ(x) 4L x, para todo x ∈ L, é chamado
anti-extensivo. Agora, um operador Φ é uma abertura se é crescente, idempotente e
anti-extensivo. Por fim, se o operador Φ é crescente, idempotente e extensivo, dizemos que
Φ é um fechamento (Heijmans, 1994).
Seja L um reticulado. Dizemos que L é um grupo com ordem de reticulado
(lattice-ordered group), ou simplesmente L-grupo, se L forma um grupo para uma certa
operação “ + ”, além disso toda translação de grupo é isótona, ou seja, para quaisquer
x, y ∈ L tal que x 4L y a seguinte condição é válida (Birkhoff, 1993):
a+ x+ b 4L a+ y + b, ∀a, b ∈ L. (1.7)
No caso especial que L é um reticulado completo, um L-grupo é chamado L-grupo completo.
Seja um reticulado L com uma operação binária de multiplicação “ · ” que
satisfaz a seguinte condição:
x 4L y ⇒ a · x 4L a · y e x · a 4L y · a, ∀a, x, y ∈ L. (1.8)
Neste caso, se operação binária “·” é comutativa ou associativa, o reticulado L é denominado
L-semigrupo. Um L-semigrupo com uma identidade é chamado monoíde com ordem de
reticulado, ou simplesmente L-monoíde.
1.1.2 Morfologia Matemática em Reticulados Completos
A morfologia matemática (MM, mathematical morphology) é uma teoria ampla-
mente usada para processamento e análise de imagens com intuito de extrair informações
relativas à geometria e à topologia de uma imagem. Mais ainda, ela permite processar
imagens com propósitos de realce, de segmentação, de detecção de bordas, de esqueletiza-
ção, entre outros (Serra, 1969, 1982; Heijmans, 1994; Soille, 1999; Angulo, 2007; Valle and
Valente, 2017).
A MM foi originalmente desenvolvida para análise de imagens binárias por
Matheron (1975) e Serra (1969, 1982). Eles definiram os operadores erosão e dilatação, que
são os operadores básicos da MM, em termos da adição e subtração de Minkowski usando
simplesmente conceitos da teoria de conjuntos tais como inclusão, união, interseção e
translação. Posteriomente, Sternberg estendeu os operadores fundamentais da MM binária
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para imagens em tons de cinza por meio da abordagem da umbra (Sternberg, 1985, 1986).
Posteriomente, operadores morfológicos foram introduzidos usando estruturas de reticulado
completo (Serra, 1988). Vale destacar que Ronse e Heijmans observaram que a estrutura
de reticulado completo é apropriada para a definição e estudo dos operadores morfológicos
(Ronse, 1990; Heijmans and Ronse, 1990).
Sejam L e M dois reticulados completos. O operador ε : L −→M é uma erosão
algébrica, se a equação (1.9) é valida para qualquer X ⊂ L,
ε
(k
X
)
=
k
x∈X
ε(x). (1.9)
Em palavras, uma erosão algébrica é um operador ε de um reticulado completo L para um
reticulado completo M que comuta com a operação do ínfimo. Similarmente, um operador
δ de um reticulado completo M para um reticulado completo L é uma dilatação algébrica,
se operador δ comuta com a operação do supremo. Em termos matemáticos, o operador
δ : M −→ L é uma dilatação algébrica, se a seguinte equação é válida para todo Y ⊂M:
δ
(j
Y
)
=
j
y∈Y
δ(y). (1.10)
Na morfologia matemática, o conceito de adjunção exerce uma importante
conexão entre os operadores de erosão e dilatação por meio de uma relação de dualidade
(Heijmans, 1994). De modo geral, sejam L e M reticulados completos, dizemos que os
operadores ε : L → M e δ : M → L formam uma adjunção entre L e M se a seguinte
propriedade é satisfeita para x ∈ L e y ∈M:
δ(y) 4L x ⇐⇒ y 4M ε(x). (1.11)
Consequemente, se o par de operadores (δ, ε) forma uma adjunção, então os operadores δ
e ε são respectivamente uma dilatação e uma erosão (Heijmans, 1994). Além disso, para
toda dilatação δ existe uma única erosão adjunta ε definida por
ε(x) =
j
{y ∈M : δ(y) 4L x}, para todo x ∈ L. (1.12)
De forma análoga, para toda erosão ε existe uma única dilatação adjunta δ dada pela
seguinte expressão
δ(y) =
k
{x ∈ L : y 4M ε(x)}, para todo y ∈M. (1.13)
Gostaríamos de mencionar que a negação desempenha um importante papel
para estabelecer um outro conceito de dualidade entre os operadores erosão e dilatação da
morfologia matemática (Heijmans, 1994). Matematicamente, dado um reticulado completo
L, um operador η : L −→ L é chamado de negação, se η é uma bijeção involutiva, isto
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é, η(η(x)) = x para todo x ∈ L, e reverte a ordem parcial em L. Além disso, considere o
operador Φ : L −→M e sejam ηL e ηM negações em L e M, respectivamente. O operador
Φ∗ : L −→M dado por
Φ∗(x) = ηM
(
Φ
(
ηL(x)
))
,∀ ∈ x ∈ L, (1.14)
é chamado do operador negação de Φ com respeito à ηL e ηM. Em particular, um operador
negação de uma dilatação é uma erosão e vice-versa (Heijmans, 1994).
1.2 Tópicos da Álgebra Minimax
Operações matriciais baseadas em estruturas de reticulados têm sido um forte
tópico de inspiração para comunidade científica, visto que a grande parte dos modelos
computacionais baseados na estrutura de reticulados requerem em geral menos esforço
computacional do que os modelos tradicionais (Ritter and Gader, 2006; Graña, 2008;
Kaburlasos et al., 2013; Ritter and Urcid, 2014). Em particular, a álgebra minimax, que
foi desenvolvida por Cuninghame-Green (1979), é a estrutura algébrica da classe das
memórias associativas morfológicas (MAM) (Ritter and Sussner, 1996; Ritter et al., 1998;
Ritter and Gader, 2006; Sussner and Valle, 2006b).
A álgebra minimax é uma estrutura algébrica de matrizes e vetores que apre-
senta aspectos similares às da álgebra linear tais como combinação linear, autovalores e
autovetores (Cuninghame-Green, 1979, 1991, 1995). Nesta tese, as operações matriciais da
álgebra minimax assumem valores em (G,∨,∧,+,+′), no qual G é o conjunto dos números
reais estendidos R = R ∪ {+∞,−∞} ou o conjunto dos números inteiros estendidos
Z = Z ∪ {+∞,−∞}. As operações +′ e + coincidem com a adição usual em R e vale
∞+ (−∞) = (−∞) +∞ = −∞ e ∞+′ (−∞) = (−∞) +′∞ =∞ . (1.15)
Mais ainda,
x+ (+∞) = (+∞) + x = +∞, ∀x ∈ G \ {−∞} (1.16)
e
x+′ (−∞) = (−∞) +′ x = −∞, ∀x ∈ G \ {+∞}. (1.17)
Na estrutura (G,∨,∧,+,+′) é válida a seguinte equivalência: O conjugado de um elemento
x ∈ G, denotado por x∗, é definido por
x∗ =

−x, G \ {−∞,+∞}
+∞, x = −∞
−∞, x = +∞.
(1.18)
Além disso, pode-se mostrar que
x+ y∗ ≤ z ⇐⇒ x ≤ z +′ y, ∀x, y, z ∈ G. (1.19)
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Vale destacar que a estrutura (G,∨,∧,+,+′) é uma extensão de grupo com
ordem de reticulado completo (Sussner and Esmi, 2011). Em poucas palavras, uma extensão
de grupo com ordem de reticulado completo é dada por um reticulado completo L cujo
conjunto de elementos finitos F = L \ {−∞,+∞} forma um grupo, onde os termosk
L = −∞ e
j
L = +∞ denotam respectivamente o menor elemento e o maior elemento
de L (Birkhoff, 1993; Sussner and Esmi, 2011).
O produto matriz por vetor da álgebra minimax pode ser formulado usando
produtos imagens-template da álgebra de imagens (Ritter et al., 1990; Davidson, 1989a,b).
De fato, a álgebra de imagens é uma álgebra do tipo heterogênea no sentido de Birkhoff
and Lipson (1970) que inclui ambas as álgebras linear e minimax como subálgebras (Ritter
and Wilson, 2001). Em termos gerais, dadas duas matrizes A ∈ Gn×k e B ∈ Gk×m, o max-
produto e o min-produto de A por B, denotado respectivamente por C = A ∨ B ∈ Gn×m e
D = A ∧ B ∈ Gn×m, são definidos pelas seguintes equações para todos índices i e j:
cij =
k∨
ξ=1
(aiξ + bξj) e dij =
k∧
ξ=1
(aiξ +′ bξj). (1.20)
Gostaríamos de mencionar que Sussner and Esmi (2011) mostraram que opera-
dores definidos em termos do min-produto e max-produto podem expressar erosões e dila-
tações no sentido algébrico. Com efeito, para A ∈ Gn×m, os operadores εA, δA : Gn −→ Gm
definidos por
εA(x) = AT ∧ x e δA(x) = AT ∨ x (1.21)
representam uma erosão e uma dilatação algébrica, isto é, satisfazem (1.9) e (1.10),
respectivamente.
Note que o max-produto e min-produto satisfazem
A ∨ (B + α) = (A ∨ B) + α, ∀α ∈ G (1.22)
e
A ∧ (B + α) = (A ∧ B) + α, ∀α ∈ G, (1.23)
onde B+α é a matriz obtida pela adição de α em cada entrada da matriz B (Cuninghame-
Green, 1979, 1995). Em palavras, o max-produto e o min-produto são invariantes sobre
translações verticais.
O conjugado da matriz A ∈ Gn×k é uma matriz B = A∗ ∈ Gk×n cujas entradas
são bij = (aji)∗, ∀i = 1, . . . , n e j = 1, . . . , k. Como uma consequência, (A∗)∗ = A para
qualquer matriz A (Cuninghame-Green, 1979, 1995). O conjugado pode ser usado para
estabelecer as seguintes identidades com relação ao min-produto e ao max-produto:
(A ∧ B)∗ = B∗ ∨ A∗ e (A ∨ B)∗ = B∗ ∧ A∗. (1.24)
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Além de (1.24), o min-produto e o max-produto estão relacionados por meio das seguintes
relações de adjunção para matrizes A ∈ Gn×k, B ∈ Gk×m, e C ∈ Gn×m:
A ∨ B ≤ C ⇔ B ≤ A∗ ∧ C ⇔ A ≤ C ∧ B∗. (1.25)
Em analogia a noção de combinação lineare, uma combinação max-plus de
vetores de um conjunto X = {x1, . . . ,xk} ⊆ Gn é qualquer vetor a ∈ Gn da forma
a =
k∨
ξ=1
(αξ + xξ), αξ ∈ G. (1.26)
Em palavras, a é o máximo das translações verticais de x1, . . . ,xk. O conjunto de todas
combinações max-plus de X é denotado por A(X ), ou seja,
A(X ) =
a ∈ Gn : a =
k∨
ξ=1
(αξ + xξ), αξ ∈ G
 . (1.27)
Note que a ∈ A(X ) se, e somente se, a = X ∨ α para algum α = [α1, . . . , αk]T ∈ Gn, na
qual a matriz X = [x1, . . . ,xk] ∈ Gn×k é a matriz cujas colunas correspondem aos vetores
de X .
Dualmente, uma combinação min-plus de x1, . . . ,xk é qualquer vetor b ∈ Gn
definido por
b =
k∧
ξ=1
(βξ +′ xξ), βξ ∈ G. (1.28)
De modo similar, B(X ) denota o conjunto de todas as combinações min-plus de X , isto é,
B(X ) =
b ∈ Gn : b =
k∧
ξ=1
(βξ +′ xξ), βξ ∈ G
 . (1.29)
Note que b ∈ B(X ) se, e somente se, b = X ∧ β para algum β = [β1, . . . , βk]T ∈ Gn.
Por fim, qualquer vetor c ∈ Gn da forma
c =
n∧
j=1
k∨
ξ=1
(γξj + xξ), γξj ∈ G, (1.30)
é uma combinação minimax de vetores de X (Ritter and Gader, 2006). O conjunto de
todas as combinações minimax é denotado por C(X ), ou seja,
C(X ) =
c ∈ Gn : c =
n∧
j=1
k∨
ξ=1
(γξj + xξ), γξj ∈ G
 . (1.31)
Gostaríamos de destacar que as seguintes inclusões são válidas para qualquer X ⊆ Gn:
X ⊆
 A(X )B(X )
 ⊆ C(X ). (1.32)
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1.3 Conceitos da Teoria dos Conjuntos Fuzzy
Nesta tese, além dos modelos de memórias autoassociativas baseados na álgebra
minimax, abordaremos também memórias autoassociativas baseadas em operadores da
lógica fuzzy. Assim, esta seção apresenta os conceitos e propriedade dos operadores da
lógica fuzzy. Além disso, as memórias autoassociativas fuzzy realizam operações elementares
da morfologia matemática fuzzy. Desta forma, esta seção também abordará as definições
dos operadores elementares da morfologia matemática fuzzy baseados em medidas de
inclusão fuzzy e interseção fuzzy.
Vale mencionar que para modelar imprecisões na linguagem natural tais como
“aproximadamente”, “em torno de”, dentre outras, Lotfi Zadeh introduziu a teoria dos
conjuntos fuzzy (Zadeh, 1965). Em poucas palavras, um conjunto fuzzy a em um universo
de discurso X é caracterizado por uma aplicação µa : X −→ [0, 1], chamada função de
pertinência. O valor µa(x) indica o grau com que o elemento x pertence ao conjunto fuzzy
a (Zadeh, 1965). Precisamente, um conjunto fuzzy a é definido por
a =
{(
x, µa(x)
)
: x ∈ X e µa(x) ∈ [0, 1]
}
. (1.33)
Denotamos por F(X) a família de todos os conjuntos fuzzy em um universo de discurso X.
Note que existe um isomorfimo entre a família de todos conjuntos fuzzy F(X) e a classe
das funções [0, 1]X (Kosko, 1992). Com efeito, basta definir
Φ : F(X) −→ [0, 1]X (1.34)
a −→ µa(x). (1.35)
Assim, de (1.2), segue que F(X) é um reticulado completo. No caso particular que o
conjunto X = {x1, x2, . . . , xn} é finito com n elementos, o conjunto fuzzy a pode ser
identificado por um vetor a = [a1, a2, . . . , an]T ∈ [0, 1]n, onde ai = µa(xi) para todo
i = 1, . . . , n.
1.3.1 Operadores da Lógica Fuzzy
Esta seção fornece uma breve revisão dos principais operadores da lógica fuzzy.
Para uma revisão mais detalhada sobre este tópico ver (Klir and Yuan, 1995; Pedrycz and
Gomide, 2007).
Uma aplicação crescente C : [0, 1]× [0, 1] −→ [0, 1] é uma conjunção fuzzy se
satisfaz C(0, 0) = C(0, 1) = C(1, 0) = 0 e C(1, 1) = 1. Dizemos que uma conjunção fuzzy C
é uma uninorma conjuntiva se ela é comutativa, associativa e possui uma identidade (Yager
and Rybalov, 1996; Fodor et al., 1997). Uma norma triangular, ou simplesmente t-norma,
é uma uninorma conjuntiva cuja identidade é 1. As seguinte expressões são exemplos de
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conjunções fuzzy:
CG(x, y) =
0, x = 0,y, caso contrário, (1.36)
CM(x, y) = x ∧ y, (1.37)
CP (x, y) = x · y, (1.38)
CL(x, y) = max{0, x+ y − 1}, (1.39)
CF (x, y) =

0 se (x, y) = (0, 1) ou (x, y) = (1, 0),
xy
(1− x)(1− y) + xy , caso contrário.
(1.40)
A primeira expressão é chamada conjunção de Gaines, em que qualquer elemento x > 0
representa uma identidade à esquerda de CG. As expressões (1.37) -(1.39) são respectiva-
mente as t-normas do mínimo, produto e Łukasiewicz. Por fim, mas não menos importante,
a expressão (1.40) descreve a uninorma cross-ratio cuja identidade é 0.5.
Uma disjunção fuzzy é uma aplicação crescente D : [0, 1] × [0, 1] −→ [0, 1]
que satisfaz D(1, 1) = D(0, 1) = D(1, 0) = 1 e D(0, 0) = 0. Uma disjunção fuzzy
comutativa e associativa que tem uma identidade é uma uninorma disjuntiva. Uma
conorma triangular, ou simplesmente t-conorma ou s-norma, é uma uninorma disjuntiva
cuja identidade é 0. As próximas expressões definem as chamadas disjunções de Gaines,
máximo, soma probabilistica, Łukasiewicz e uninorma disjuntiva cross-ratio cuja identidade
é 0.5, respectivamente:
DG(x, y) =
1, x = 1,y, caso contrário, (1.41)
DM(x, y) = x ∨ y, (1.42)
DP (x, y) = x+ y − x · y, (1.43)
DL(x, y) = 1 ∧ (x+ y), (1.44)
DF (x, y) =

1, se (x, y) = (0, 1) ou (x, y) = (1, 0),
xy
(1− x)(1− y) + xy , caso contrário.
(1.45)
Dizemos que uma disjunção fuzzy D possui uma identidade à esquerda se existe
um elemento e ∈ [0, 1] tal que D(e, x) = x para todo x ∈ [0, 1]. Analogamente, uma
conjunção fuzzy C tem uma identidade à esquerda se existe um elemento e ∈ [0, 1] tal que
C(e, x) = x para qualquer x ∈ [0, 1].
Salientamos que as conjunções e disjunções fuzzy generalizam respectivamente
os conectivos “E” e “’OU’ da lógica clássica no que concerne a lógica fuzzy. Apresentaremos
a seguir operadores fuzzy que estendem a implicação → (em que p → q significa “p é
suficiente para q”) e a menos usual co-implicação 6← (em que p 6← q significa “p não é
necessário para q”) (De Baets, 1997).
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Uma implicação fuzzy I : [0, 1]× [0, 1] −→ [0, 1] é um operador decrescente no
primeiro argumento, crescente no segundo argumento e que satisfaz I(0, 0) = I(0, 1) =
I(1, 1) = 1 e I(1, 0) = 0. As seguintes expressões, chamadas respectivamente implicações
fuzzy de Gaines, Gödel, Goguen, Łukasiewicz e cross-ratio definem implicações fuzzy:
IG(x, y) =
1, x ≤ y,0, x > y , (1.46)
IM(x, y) =
1, x ≤ y,y, x > y, (1.47)
IP (x, y) = 1 ∧
(
y
x
)
, (1.48)
IL(x, y) = 1 ∧ (1− x+ y), (1.49)
IF (x, y) =

1, se (x, y) = (0, 0) ou (x, y) = (1, 1),
(1− x)y
y(1− x) + x(1− y) , caso contrário.
(1.50)
Uma co-implicação fuzzy é um operador J : [0, 1]× [0, 1] −→ [0, 1] decrescente
no primeiro argumento, crescente no segundo argumento e que satisfaz J(0, 0) = J(1, 0) =
J(1, 1) = 0 e J(0, 1) = 1. Exemplos de co-implicação fuzzy incluem
JG(x, y) =
0, x ≥ y,1, x < y, (1.51)
JM(x, y) =
0, x ≥ y,y, x < y, (1.52)
JP (x, y) = 0 ∨
(
y − x
1− x
)
, (1.53)
JL(x, y) = 0 ∨ (y − x), (1.54)
JF (x, y) =

0, se (x, y) = (0, 0) ou (x, y) = (1, 1),
(1− x)y
y(1− x) + x(1− y) , caso contrário.
(1.55)
chamadas co-implicações fuzzy Gaines, Gödel, Goguen, Łukasiewicz e cross-ratio, respecti-
vamente.
Na teoria dos conjuntos fuzzy temos a negação fuzzy, que generaliza o operador
negação da lógica clássica. Dizemos que uma aplicação descrescente η : [0, 1] −→ [0, 1] é
uma negação fuzzy, se η(0) = 1 e η(1) = 0. Além disso, se η(η(x)) = x para todo x ∈ [0, 1],
a aplicação η é chamada negação fuzzy forte. Por exemplo, o operador η(x) = 1 − x,
conhecido como negação fuzzy usual, é uma negação fuzzy forte.
Uma conjunção fuzzy e uma implicação fuzzy, assim como uma disjunção fuzzy
e uma co-implicação fuzzy, podem ser relacionadas por meio da adjunção. Formalmente,
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uma implicação fuzzy I e uma conjunção fuzzy C formam uma adjunção se, e somente
se, C(·, y) e I(y, ·) formam uma adjunção para todo y ∈ [0, 1]. Neste caso, a seguinte
equivalência é válida
C(x, y) ≤ z ⇐⇒ x ≤ I(y, z), ∀x, y, z ∈ [0, 1]. (1.56)
Tem-se, de (1.11), que C(·, y) é uma dilatação e I(y, ·) é uma erosão para cada y ∈ [0, 1]. Em
outras palavras, os operadores C(·, y) e I(y, ·) comutam respectivamente com o supremo e
o ínfimo (Deng and Heijmans, 2002). De modo semelhante, dizemos que uma disjunção
fuzzy D e uma co-implicação fuzzy J formam uma adjunção se, e somente se J(y, ·) e
D(·, y) são adjuntos, ou seja, vale a seguinte equivalência
J(y, z) ≤ x⇐⇒ z ≤ D(x, y), ∀x, y, z ∈ [0, 1]. (1.57)
Os seguintes pares de implicação e conjunção fuzzy (IG, CG), (IM , CM), (IP , CP ), (IL, CL)
e (IF , CF ) formam adjunções. Analogamente, os pares de co-implicação e disjunção fuzzy
(DG, JG), (DM , JM), (DP , JP ), (DL, JL) e (DF , JF ) também forma adjunções.
Uma conjunção fuzzy C pode ser conectada a uma disjunção fuzzy D através
da seguinte relação de dualidade com respeito à negação fuzzy η como segue:
D(x, y) = η
(
C
(
η(x), η(y)
))
ou C(x, y) = η
(
D
(
η(x), η(y)
))
. (1.58)
De maneira analóga, uma co-implicação fuzzy J é o operador dual de uma implicação
fuzzy I com relação a negação fuzzy η se e somente se
J(x, y) = η
(
I
(
η(x), η(y)
))
ou I(x, y) = η
(
J
(
η(x), η(y)
))
. (1.59)
Os pares de disjunção e conjunção duais com respeito à negação fuzzy usual incluem
(DG, CG), (DM , CM), (DP , CP ), (DL, CL) e (DF , CF ). Além destes, os pares (IG, JG),
(IM , JM), (IP , JP ), (IL, JL) e (IF , JF ) também são duais com respeito à negação fuzzy
usual.
Combinando os operadores C, D, I e J com as operações de máximo ou de
mínimo, podemos definir produtos matriciais. Precisamente, o produto max-C da matriz
A ∈ [0, 1]m×k pela matriz B ∈ [0, 1]k×n, denotado por E = A ◦B, é definido por:
eij =
k∨
ξ=1
C(aiξ, bξj), (1.60)
∀i = 1, . . . ,m e ∀j = 1, . . . , n. Analogamente, os produtos min-D, min-I e max-J ,
denotados por G = A • B, H = A C B e L = A J B, são dados respectivamente pelas
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seguintes equações para todo i = 1, . . . ,m e j = 1, . . . , n:
gij =
k∧
ξ=1
D(aiξ, bξj) (1.61)
hij =
k∧
ξ=1
I(bξj, aiξ) (1.62)
lij =
k∨
ξ=1
J(bξj, aiξ). (1.63)
De acordo com (Sussner and Valle, 2008b; Sussner et al., 2012; Valle et al.,
2018), se a conjunção fuzzy C e a implicação fuzzy I formam adjunção, M ∈ [0, 1]n×m, e
W ∈ [0, 1]m×n, então as seguintes aplicações
εFM(x) = (xT / M)T e δFW (x) = W ◦ x, (1.64)
representam uma erosão algébrica e uma dilatação algébrica de [0, 1]n para [0, 1]m no
sentido de (1.9) e (1.10). Mais ainda, as aplicações εFM e δFW podem ser usadas para definir
os operadores básicos da morfologia matemática fuzzy, referidas como erosão fuzzy e
dilatação fuzzy.
Cabe mencionar que o primeiro trabalho relacionando MM e teoria dos conjuntos
fuzzy foi proposto por Goetcherian (1980). Subsequentemente, novas abordagens para
extensão da FMM foram introduzidas na literatura. Segundo Sussner and Valle (2008b);
Bloch (2009), podemos considerar que a morfologia matemática fuzzy (FMM, fuzzy
mathematical morphology) possui duas principais abordagens. A primeira abordagem
está baseada no conceito de dualidade com respeito à negação fuzzy (complementação).
Esta abordagem inclui os trabalhos desenvolvidos por Sinha and Dougherty (1992, 1993,
1995); Bloch and Maitre (1993, 1995); De Baets et al. (1994, 1995); Nachtegael and Kerre
(2001). Um outro cenário leva em consideração a noção de adjunção para formulação da
FMM que foi introduzida por Deng and Heijmans (2002); Maragos (2005). Usando os
conceitos de medida de inclusão fuzzy e medida de interseção fuzzy, Sussner and Valle
(2008b) mostraram que as principais abordagens da FMM podem ser obtidas da MM
binária.
Agora, em analogia ao conceito de combinação linear, o vetor z = [z1, . . . zn]T ∈
[0, 1]n é uma combinação max-C de vetores pertencente ao conjunto X =
{
x1, . . . ,xk
}
⊆
[0, 1]n se
z =
k∨
ξ=1
C(λξ,xξ) ⇐⇒ zi =
k∨
ξ=1
C(λξ, xξi ), ∀i = 1, . . . , n, (1.65)
em que λξ ∈ [0, 1] para todo ξ = 1, . . . , k. Similarmente, uma combinação min-D dos
vetores x1, . . . ,xk é dada por
y =
k∧
ξ=1
D(θξ,xξ) ⇐⇒ yi =
k∧
ξ=1
D(θξ, xξi ),∀i = 1, . . . , n, (1.66)
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em que θξ ∈ [0, 1], para todo ξ = 1, . . . , k. Os conjuntos de todas combinações max-C e
combinações min-D de X =
{
x1, . . . ,xk
}
⊆ [0, 1]n são respectivamente definidos por
C(X ) =
z =
k∨
ξ=1
C(λξ,xξ) : λξ ∈ [0, 1]
 (1.67)
e
D(X ) =
z =
k∧
ξ=1
D(θξ,xξ) : θξ ∈ [0, 1]
 . (1.68)
Agora, dados dois conjuntos fuzzy a,b ∈ F(X), uma medida de inclusão
IncF(a,b) produz o grau de inclusão de a em b. Matematicamente falando, uma medida
de inclusão é uma aplicação IncF : F(X)×F(X) −→ [0, 1] cujas restrições aos conjuntos
crisp coincidem com a inclusão usual de conjuntos (Sussner and Valle, 2008b; Nachtegael
and Kerre, 2001).
Medidas de inclusões fuzzy foram introduzidas por muitos pesquisadores pro-
minentes incluindo Zadeh (1965); Bandler and Kohout (1980); Kitainik (1993); Sinha and
Dougherty (1993). Em particular, dados a,b ∈ F(X), a medida de inclusão de Zadeh
IncZ é definida por
IncZ(a,b) =
1, µa(x) ≤ µb(x),∀x ∈ X0, caso contrário. (1.69)
Mais geral, a medida de inclusão fuzzy de Bandler-Kohout, também chamada medida de
inclusão fuzzy Inf-I, é definida por
IncF(a,b) =
∧
x∈X
I(µa(x), µb(x)), para a,b ∈ F(X), (1.70)
onde I denota uma implicação fuzzy (Bandler and Kohout, 1980; Sussner and Valle, 2008b).
Observação 1.1. Note que a medida de inclusão de Zadeh IncZ , dada por (1.69), pode
ser obtida de (1.70) usando a implicação de Gaines IGn definida por (1.46) (Sussner and
Valle, 2008b).
De um modo análogo, uma medida de interseção fuzzy é definida como sendo
uma aplicação SecF : F(X)× F(X) −→ [0, 1] cuja restrição ao conjunto crisp coincide
com a interseção de conjuntos clássicos. Em outras palavras, o valor Sec(a,b) representa
o grau de intersecção dos conjuntos fuzzy a e b (Sussner and Valle, 2008b). Em particular,
uma medida de interseção fuzzy SecF : F(X)×F(X) −→ [0, 1] é dita interseção Sup-C,
se a aplicação Sec é definida por
Sec(a,b) =
∨
x∈X
C(µa(x), µb(x)). (1.71)
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Uma medida de similaridade fuzzy produz o grau de similaridade entre dois
conjuntos fuzzy a e b. A este respeito, existe na literatura extensos estudos sobre medidas
de similaridades fuzzy. Ainda, existem várias conceitos diferentes para medir a similaridade
entre conjuntos fuzzy. Para uma leitura minuciosa acerca das medidas de similaridades
fuzzy sugerimos as seguintes referências (Xuecheng, 1992; Fan and Xie, 1999; Baets et al.,
2009; Couso et al., 2013). Nesta tese, optamos pela definição de medida de similaridade
de acordo com De Baets and Meyer (2005). Formalmente, uma medida de similaridade
fuzzy é uma relação fuzzy binária simétrica em F(X), ou seja, uma aplicação simétrica
SM : F(X)×F(X) −→ [0, 1]. A aplicação SMH dada por
SMH(a,b) = 1− 1
n
N∑
i=1
|ai − bi| , (1.72)
para os conjuntos fuzzy a,b ∈ [0, 1]n em um universo de discurso finito X, é um exemplo
de medida de similaridade fuzzy. Esta medida de similaridade é referida como medida de
similaridade de Hamming.
1.3.2 Conjuntos L-fuzzy e Operadores Lógicos em Reticulados Completos
Após o trabalho de Zadeh (1965) acerca dos conjuntos fuzzy, Goguen introduziu
o conceito de conjuntos L-fuzzy (Goguen, 1967). Ele apontou que o contradomínio da
função de pertinência de um conjunto fuzzy poderia ser qualquer reticulado completo L
ao invés do intervalo unitário [0, 1] usado na definição original de Zadeh. Este conceito
deconjunto fuzzy mais geral é referido como conjunto L-fuzzy. Matematicamente, um
conjunto L-fuzzy a em um universo de discurso X é definido como
a =
{(
x, υa(x)
)
: x ∈ X e υa : X −→ L
}
, (1.73)
onde a função υa : X −→ L é chamada de função de pertinência do conjunto L-fuzzy a.
Denotamos por FL(X) a família de todos conjuntos L-fuzzy em um universo de discurso
X. Similar à classe dos conjuntos fuzzy, podemos identificar a família de todos conjuntos
L-fuzzy FL(X) com a classe das funções LX . Além disso, se o universo de discurso X é
finito, a família de todos os conjuntos L-fuzzy FL(X) pode ser identificada pelo produto
cartesiano Ln.
A seguir será apresentado os conectivos básicos da teoria dos conjuntos L-
fuzzy. Precisamente, será abordado os conceitos de conjunções, disjunções, implicações e
co-implicações em L (Sussner et al., 2012; Deschrijver et al., 2004).
Dizemos que um operador crescente CL : L× L −→ L é uma conjunção em L
se satisfaz CL(0L, 0L) = CL(0L, 1L) = CL(1L, 0L) = 0L e CL(1L, 1L) = 1L.
Uma disjunção em um reticulado completo L é uma aplicação crescente DL :
L× L −→ L que satisfaz DL(1L, 1L) = DL(0L, 1L) = DL(1L, 0L) = 1L e DL(0L, 0L) = 0L.
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Uma implicação fuzzy em L é um operador IL : L× L −→ L decrescente no
primeiro argumento, crescente no segundo argumento e satisfaz IL(0L, 0L) = IL(0L, 1L) =
IL(1L, 1L) = 1L e IL(1L, 0L) = 0L.
Uma co-implicação em L é um operador JL : L× L −→ L decrescente no pri-
meiro argumento, crescente no segundo argumento e que satisfaz JL(0L, 0L) = JL(1L, 0L) =
JL(1L, 1L) = 0L e JL(0L, 1L) = 1L.
Os seguintes operadores são respectivamente exemplos de conjunção, disjunção,
implicação e co-implicação em L:
CL(x, y) =
0L, x = 0L,y, caso contrário, (1.74)
DL(x, y) =
1L, x = 1L,y, caso contrário, (1.75)
IL(x, y) =
1L, x 4L y,0L, y ≺L x, (1.76)
JL(x, y) =
0L, y 4L x,1L, x ≺L y. (1.77)
Análogo à teoria dos conjuntos fuzzy, dizemos que conjunção CL e a implicação
IL formam uma adjunção se, e somente se, C(·, y) e I(y, ·) são adjuntos para todo y ∈ L,
isto é, a seguinte equivalência é válida
CL(x, y) 4L z ⇐⇒ x 4L IL(y, z), ∀x, y, z ∈ L. (1.78)
Similarmente, dizemos que uma disjunção DL e uma co-implicação JL formam uma
adjunção em L se, e somente se JL(y, ·) e DL(·, y) são adjuntos. Em termos gerais, vale a
seguinte equivalência
JL(y, z) ≤ x⇐⇒ z ≤ DL(x, y), ∀x, y, z ∈ L. (1.79)
A implicação IL e a conjunção CL definida respectivamente por (1.76) e (1.74) formam
uma adjunção em L. A co-implicação JL e disjunção DL dadas respectivamente por (1.77)
e (1.75) também formam uma adjunção em L.
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2 Memórias Morfológicas Autoassociativas
em Tons de Cinza e Fuzzy
2.1 Memórias Morfológicas Autoassociativas Originais
As memórias morfológicas autoassociativas (AMMs, autoassociative morpholo-
gical memories) foram introduzidas por Ritter e Sussner em meados dos anos 1990 (Ritter
and Sussner, 1996; Ritter et al., 1998). Em consonância com Pao (1989), as memórias
MXX e WXX são modelos distribuídos, isto é, as informações referentes às memórias
fundamentais x1, . . . ,xk são distribuídas em matrizes de pesos sinápticos. Desta forma, as
AMMs originais representam um modelo distribuído de uma rede neural com uma camada
de neurônios. Além disso, os neurônios das AMMs realizam operações elementares da
morfologia matemática em tons de cinza. Precisamente, elas são descritas em termos de
produtos matriciais da álgebra minimax (Ritter et al., 1998; Sussner and Valle, 2006b).
Em vista da estrutura de reticulado, as AMMs são referidas por alguns autores como
memórias autoassociativa em reticulado (LAM, lattice autoassociative memories) (Ritter
and Gader, 2006; Graña and Chyzhyk, 2016).
Formalmente, dado um conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
⊂
Gn, em que ou G = R∪{−∞,+∞} ou G = Z∪{−∞,+∞}. Considere o max-produto e o
min-produto definidos em (1.20) na Seção 1.2. As AMMs são aplicaçõesMXX : Gn −→ Gn
e WXX : Gn −→ Gn definidas respectivamente por
MXX(x) = MXX ∧ x e WXX(x) = WXX ∨ x, (2.1)
para certas matrizes MXX ∈ Gn×n e WXX ∈ Gn×n. As matrizes MXX e WXX são
denominadas matrizes de pesos sinápticos das AMMs. Vale ressaltar que as memórias
MXX e WXX representam respectivamente uma dilatação e uma erosão algébrica da
morfológia matemática (Sussner and Esmi, 2011). Ainda,MXX eWXX são modelos duais,
ou seja, uma AMM pode ser obtida da outra pela substituição do max-produto pelo
min-produto e vice-versa.
De acordo com Sussner and Valle (2006b), as matrizes dos pesos sinápticos
MXX e WXX são respectivamente soluções dos seguintes problemas: dado um conjunto de
memórias fundamentais X =
{
x1, . . . ,xk
}
⊂ Gn, a matriz MXX satisfaz
MXX =
∧{
A ∈ Gn×n : xξ ≤ A ∧ xξ,∀ξ ∈ K
}
, (2.2)
e a matriz WXX satisfaz
WXX =
∨{
A ∈ Gn×n : A ∨ xξ ≤ xξ,∀ξ ∈ K
}
. (2.3)
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Em outras palavras, MXX é a menor matriz A que satisfaz a desigualdade xξ ≤ A ∧ xξ
para todo ξ ∈ K. Por outro lado, a matriz WXX é a maior matriz A cuja desigualdade
A ∨ xξ ≤ xξ é verdadeira para todo ξ ∈ K. Na prática, as soluções dos problemas (2.2) e
(2.3) são simplesmente computadas através das equações
MXX = X ∨ X∗ e WXX = X ∧ X∗, (2.4)
cujas colunas de X = [x1, . . . ,xk] ∈ Gn×k correspondem às memórias fundamentais
x1, . . . ,xk.
Segundo Sussner and Valle (2006b), o padrão de saída daMXX ou WXX pode
ser caracterizado por meio dos seus pontos fixos. De fato, denotemos
F(MXX) = {z ∈ Gn :MXX(z) = z} (2.5)
e
F(WXX) = {z ∈ Gn :WXX(z) = z} (2.6)
os conjuntos dos pontos fixos deMXX e WXX , respectivamente. Para qualquer vetor de
entrada x ∈ Gn, as memóriasMXX e WXX satisfazem as seguintes equações
MXX(x) =
∨{z ∈ F(MXX) : z ≤ x}, (2.7)
e
WXX(x) =
∧{z ∈ F(WXX) : z ≥ x}. (2.8)
Alternativamente, para qualquer vetor de entrada x ∈ Gn, temos
MXX(x) =
n∧
j=1
p∨
ξ=1
((
xj + (xξj)∗
)
+′ xξ
)
, (2.9)
e
WXX(x) =
n∨
j=1
p∧
ξ=1
((
xj +′ (xξj)∗
)
+ xξ
)
. (2.10)
Em geral, para o desenvolvimento de aplicações tal como classificação de
padrões, as memórias fundamentais x1, . . . ,xk pertencem ao conjunto Fn, em que F =
G \ {−∞,+∞}. Neste caso, Sussner and Valle (2006b) mostraram que os conjuntos dos
pontos fixos das memórias MXX e WXX são iguais. Além disso, eles correspondem ao
conjunto de todas combinações minimax de X em Fn, isto é, F(MXX) = F(WXX) = C(X ),
em que C(X ) é definido pela equação (1.31). Em palavras, qualquer combinação minimax
finita do conjunto de memórias fundamentais é um ponto fixo das memóriasMXX eWXX .
Como uma consequência de (2.7) e (2.8), as AMMs originaisMXX e WXX são
operadores idempotentes. Em outras palavras, a saída permanece estável sob sucessivas
aplicações deMXX eWXX . Além disso, qualquer combinação minimax finita das memórias
fundamentais é um ponto fixo deMXX e WXX . Estas memórias projetam o padrão de
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entrada x no conjunto C(X ). Como qualquer xξ ∈ X pertence ao conjunto C(X ), deduzimos
que ambasMXX e WXX exibem recuperação perfeita para todos os vetores armazenados,
isto é,MXX(xξ) = xξ =WXX(xξ) para todo ξ ∈ K. Em outras palavras, as AMMs exibem
capacidade de armazenamento absoluta ilimitada. Uma desvantagem, as AMMs originais
de Ritter e Sussner têm muitas memórias espúrias. De fato, qualquer vetor pertencente ao
conjunto C(X ) \ X é uma memória espúria deMXX e WXX . Lembrando que um ponto
fixo que não pertence ao conjunto de memórias fundamentais é uma memória espúria.
De acordo com (Ritter et al., 1998), uma versão distorcida x do padrão original
sofreu uma mudança erosiva se x ≤ xξ. Por outro lado, x é uma versão dilativa de xξ se
xξ ≤ x. A caracterização da saída deMXX , dada por (2.7), revela queMXX(x) ≤ x para
todo x ∈ Gn. Em termos matemáticos,MXX é um operador anti-extensivo (Heijmans,
1994). Como uma consequência, este modelo é capaz de recuperar um vetor original xξ
somente se o padrão de entrada x é maior que xξ. Em outras palavras,MXX é adequada
para reconstrução de vetores corrompidos pelo ruído dilativo, mas é incapaz de lidar com
ruído erosivo ou misto (dilativo + erosivo). Dualmente, de (2.8), concluímos que a memória
WXX é um operador extensivo, isto é, x ≤ WXX(x) para todo x ∈ Gn. Portanto, este
modelo falha na recuperação de um vetor corrompido pelo ruído dilativo. Ademais, as
memóriasMXX e WXX são idempotentes, ou seja, o padrão de saída permanece estável
sobre aplicações sucessivas dessas memórias.
Exemplo 2.1. Considere o conjunto de memórias fundamentais
X =

x1 =

2
8
2
8
1
7
9

,x2 =

8
4
6
7
2
5
5

,x3 =

1
8
3
3
7
5
10


. (2.11)
e o vetor de entrada
x =
[
−2 8 −1 8 1 7 12
]T
, (2.12)
que pode ser visto como uma versão de x1 obtida pelo ruído misto. De fato, temos
x = x1 +
[
−4 0 −3 0 0 0 3
]T
. (2.13)
Sobre apresentação de x como entrada, obtemos da memóriaMXX o vetor
MXX(x) =
[
−2 5 −1 4 1 3 6
]T
, (2.14)
que é diferente da memória fundamental original x1. Note que o vetor [−2, 5,−1, 4, 1, 3, 6]T
é um ponto fixo de MXX que não pertence ao conjunto de memórias fundamentais X .
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Assim, ele é uma memória espúria de MXX . Dualmente, o vetor recordado pela AMM
WXX é
WXX(x) =
[
3 10 5 8 4 7 12
]T
. (2.15)
Observe que WXX(x) difere da memória fundamental x1 em tudo, exceto na quarta e sexta
componentes. Também, o vetor [3, 10, 5, 8, 4, 7, 12]T é uma memória espúria de WXX .
Observação 2.1. Vale destacar a similaridade entre as AMMs originais e a memória
associativa linear ótima (OLAM, optimal linear associative memory) (Kohonen and Ru-
ohonen, 1973; Kohonen, 1989; Haykin, 2009). Por simplicidade, assumiremos que as
memórias fundamentais x1, . . . ,xk são vetores linearmente independente Rn. A OLAM é
uma aplicação linear T : Rn → Rn definida pelo produto de uma matriz por um vetor
T (x) = Tx, (2.16)
em que a matriz de pesos sinápticos T ∈ Rn×n é solução do problema de quadrados mínimos
com a norma de Frobenius para matrizes (Hecht-Nielsen, 1989; Golub and Van Loan, 1996):
minimize
T∈Rn×n
p∑
ξ=1
‖xξ − Txξ‖22. (2.17)
Da álgebra linear, a matriz de pesos sinápticos é dada por
T = XX†, (2.18)
em que X† denota a pseudoinversa de X = [x1, . . . ,xk] ∈ Rn×k. Note que, tal como a
OLAM, ambas AMMsMXXe WXX são dadas pelo produto vetorial de uma matriz por um
vetor. O produto usual, entretanto, foi substituído pelo max-produto ou pelo min-produto.
Além da similaridade álgebrica entre (2.1) e (2.16), as AMMs originais e a OLAM são
ótimas em algum sentido que leva em consideração a fase de recordação. Em outras palavras,
os problemas (2.2) e (2.3) podem ser vistos como a versão minimax de (2.17). De fato,
ambas equações em (2.4) são análogas e podem ser vistas como a versão minimax da
fórmula da pseudoinversa definida por (2.18). Vale ressaltar que o vetor recuperado pela
OLAM sobre apresentação de um padrão de entrada x ∈ Rn pode ser alternativamente
expressado como o seguinte (Valle, 2014a):
T (x) = Xα em que α = X†x. (2.19)
Geometricamente, o padrão de saída da OLAM é a projeção do vetor de entrada no espaço
gerado pelas memórias fundamentais. As novas AMMs introduzidas no próximo capítulo
podem ser vistas como a versão minimax de (2.19).
Gostaríamos de finalizar esta seção comentando acerca da complexidade compu-
tacional das AMMs. Como uma consequência da álgebra minimax, as AMMs originais são
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computacionalmente mais baratas do que memórias autoassociativas tradicionais baseadas
em matrizes. De fato, o cálculo de cada matriz de pesos sinápticos definida por (2.4) requer
kn2 adições em pontos flutuantes e (k − 1)n2 comparações entre números, em que n é a
dimensão da memória fundamental e k é o número de itens armazenados. Similarmente, o
cálculo da saída de uma AMM dada por (2.1) envolve n2 adições em pontos flutuantes
e (n− 1)n comparações. Por fim, a matriz de pesos sinápticos de uma AMM ocupa um
espaço de O(n2) na memória do computador.
2.2 Classe das Memórias Morfológicas Fuzzy Autoassociativas
Uma memória fuzzy autoassociativa (AFM, autoassociative fuzzy memory) tem
como propósito principal armazenar e recuperar conjuntos fuzzy. Matematicamente, dado
um conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
⊂ F(X), uma FAM é uma
aplicaçãoM : F(X) −→ F(X) tal queM(xξ) = xξ possivelmente para todo ξ = 1, . . . , k,
onde F(X) é a família de todos os conjuntos fuzzy em um universo de discurso finito X.
Lembrando que um conjunto fuzzy em um universo de discurso finito com n elementos é
isomorfo a um vetor do hipercubo [0, 1]n (Kosko, 1992).
A primeira proposta de memória associativa fuzzy foi apresentada por Kosko
(1992). Os modelos de Kosko, descritos em termos da composição max-mínimo ou max-
produto, são caracterizados por serem uma rede progressiva de camada única que armazena
regras fuzzy. Apesar do sucesso em várias aplicações, uma desvantagem dos modelos de
Kosko é a baixa capacidade de armazenamento devido à interferência cruzada entre os
padrões armazenados (Chung and Lee, 1996). Para superar esta limitação das memória de
Kosko, novas versões de memórias associativas fuzzy foram desenvolvidas com capacidade
de armazenamento superior aos modelos de Kosko (Junbo et al., 1994; Chung and Lee,
1996; Liu, 1999).
Neste seção, estudaremos uma classe de memórias fuzzy autoassociativa, refe-
ridas como memórias morfológicas fuzzy autassociativas (AFMMs, autoassociative fuzzy
morphological memories), introduzidas por Valle e Sussner (Valle and Sussner, 2008; Suss-
ner and Valle, 2008a; Valle and Sussner, 2011). De modo geral, um modelo de AFMM
é descrito como uma rede neural cujos neurônios executam operações elementares da
morfologia matemática fuzzy tal como ou dilatação ou erosão (Valle and Sussner, 2011).
A classe das AFMMs incluem vários modelos autoassociativas tais como as memórias
associativas fuzzy de Kosko (1992), a memória associativa fuzzy generalizada de Chung and
Lee (1996) e a memória associativa fuzzy max–min com bias de Liu (1999). Gostaríamos de
destacar uma subclasse importante das AFMMs, conhecidas como memórias implicativas
fuzzy autoassociativas (AFIMs, autoassociative fuzzy implicative memories), introduzidas
por Sussner and Valle (2006a). As AFIMs podem ser vistas como versões fuzzy das AMMs
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originais consideradas na Seção 2.1. Vale mencionar que uma nova justificativa teórica
para as AFIMs foi proposta recentemente por Perfilieva and Vajgl (2015b) usando relação
de preordem fuzzy.
Inspirados pelos conceitos da morfologia matemática fuzzy (Deng and Heijmans,
2002; Sussner and Valle, 2008b), Valle e Sussner introduziram a classe das memórias
morfológicas fuzzy autoassociativas (AFMMs) (Valle and Sussner, 2008; Sussner and Valle,
2008a; Valle and Sussner, 2011). Duas classes importantes das AFMMs são definidas em
termos do produto matricial max-C ou min-D estabelecidos pelas equações (1.60) e (1.61),
respectivamente (Valle and Sussner, 2011). Formalmente, sejam C e D uma conjunção
fuzzy e uma disjunção fuzzy, respectivamente. As max-C e min-D AFMMs são aplicações
W ,M : [0, 1]n −→ [0, 1]n dadas respectivamente por
W(x) = W ◦ x e M(x) = M • x, (2.20)
para certas matrizes W,M ∈ [0, 1]n×n, chamadas de matrizes de pesos sinápticos. Vale
destacar que as aplicações W eM, definidas por (2.20), correspondem a uma dilatação
e uma erosão algébrica da morfologia matemática, respectivamente (Valle and Sussner,
2011).
Seja X = [x1 . . .xk] a matriz cujas colunas correspondem às memórias fun-
damentais x1, . . . ,xk. As matrizes de pesos sinápticos M e W podem ser determinadas
usando o aprendizado fuzzy por adjunção (Valle and Sussner, 2008). O aprendizado fuzzy
por adjunção estabelece que a matriz M é a melhor aproximação por cima da matriz X
no sentido do produto min-D. Em termos matemáticos, temos
M =
∧{
V ∈ [0, 1]n×n : V •X ≥ X
}
. (2.21)
Alternativamente, a solução de (2.21) pode ser expressa por
M = X J XT , (2.22)
em que o simbolo J representa o produto max-J definido em (1.63) e a disjunção fuzzy D
e a co-implicação fuzzy J , que são usadas nos produtos min-D e max-J , estão relacionadas
por meio da adjunção. De modo similar, a matriz W é a melhor aproximação de X por
baixo, isto é,
W =
∨{
V ∈ [0, 1]n×n : V ◦X ≤ X
}
. (2.23)
Assim, a solução de (2.23) é dada por
W = X C XT , (2.24)
em que o símbolo C denota o produto min-I definido em (1.62) e a conjunção fuzzy e a
implicação fuzzy usada nos produtos formam uma adjunção.
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A seguinte proposição revela que uma min-D AFMMM e uma max-C AFMM
W projetam o padrão de entrada x nos seus respectivos conjuntos de pontos fixos (Valle
and Sussner, 2011). Precisamente, o padrão de saídaM(x) é o maior ponto fixo deM
que é menor ou igual ao padrão de entrada x. Por outro lado, o padrão de saída W(x) é o
menor ponto fixo de W tal que W(x) ≥ x.
Proposição 2.1. Se D é uma disjunção comutativa e associativa com uma identidade à
esquerda, então para qualquer padrão de entrada x ∈ [0, 1]n, o padrão de saída de uma
min-D AFMMM satisfaz
M(x) = ∨ {z ∈ J (X ) : z ≤ x} , (2.25)
em que J (X ) denota o conjunto de todos os pontos fixos deM, que depende do conjunto das
memórias fundamentais X = {x1, . . . ,xk}. Além disso, se C é uma conjunção comutativa
e associativa com uma identidade à esquerda então, para qualquer entrada x ∈ [0, 1]n, a
max-C AFMM W satisfaz
W(x) = ∧ {y ∈ I(X ) : y ≥ x} , (2.26)
em que I(X ) denota o conjunto dos pontos fixos de W.
Em vista da Proposição 2.1, a partir de agora assumiremos que a disjunção
fuzzy D e a conjunção fuzzy C são comutativas, associativas e possuem uma identidade à
esquerda. Neste caso, não é difícil mostrar que X ⊆ J (X )∩I(X ), ou seja, todas memórias
fundamentais são pontos fixos das min-D e max-C AFMMs. Em outras palavras, as
equaçõesM(xξ) = xξ =W(xξ) são válidads para qualquer ξ ∈ {1, . . . , k}. Também, pode-
se mostrar que várias transformações das memórias fundamentais assim como qualquer
combinação minimax destas transformações são pontos fixos deM (Valle and Sussner,
2011). Sendo qualquer elemento no conjunto J (X ) \ X uma memória espúria de M,
deduzimos que uma min-D AFMM tem um grande número de memórias espúrias. De
modo similar, uma max-C AFMM possui muitas memórias espúrias (Valle and Sussner,
2011). Como uma consequência de (2.25), a identidadeM(x) = xξ é satisfeita somente se
xξ ≤ x. Em outras palavras, uma min-D AFMM apresenta tolerância ao ruído dilativo,
mas é extremamente sensível ao ruído erosivo ou misto. De (2.26), uma max-C AFMM
W é capaz de recuperar uma memória fundamental xξ se o padrão de entrada x é uma
versão erosiva da memória fundamental xξ, ou seja, x ≤ xξ.
Da morfologia matemática, dada uma max-C AFMM W, podemos construir
um outra memória W∗, chamada a negação de W, usando uma negação fuzzy forte.
Precisamente, a negação W∗ é definida como segue:
W∗(x) = η
(
W
(
η(x)
))
, ∀x ∈ [0, 1]n, (2.27)
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na qual a negação fuzzy forte η é aplicada coordenada a coordenada. Gostaríamos de
destacar que min-D AFMMM é a negação de max-C AFMM W , e vice-versa, desde que
o par de disjunção fuzzy e conjunção fuzzy, assim como o par de co-implicação fuzzy e
implicação fuzzy, satisfaçam (1.58) e (1.59) (Valle and Sussner, 2011).
Exemplo 2.2. Considere o conjunto de memórias fundamentais
X =

x1 =

0.4
0.3
0.7
0.2
 ,x
2 =

0.1
0.7
0.5
0.8
 ,x
3 =

0.8
0.5
0.4
0.2


, (2.28)
A matriz de pesos sinápticosM da min-DM AFMM, dada por (2.22) usando a co-implicação
fuzzy de Gödel JM , é:
MM = A JM AT =

0.00 0.80 0.80 0.80
0.70 0.00 0.70 0.50
0.70 0.70 0.00 0.70
0.80 0.80 0.80 0.00
 . (2.29)
Seja o padrão de entrada
x =
[
0.4 0.3 0.8 0.7
]T
, (2.30)
que pode ser interpretado como uma versão dilativa de uma memória fundamental x1 visto
que satisfaz x = x1 + [0.0 0.0 0.1 0.5]T ≥ x1. O padrão de saída da min-DM AFMM é o
vetor
MM(x) = MM •M x =
[
0.40 0.30 0.70 0.70
]T 6= x1, (2.31)
em que “•M” denota o produto min-DM definido em termos da disjunção do máximo DM .
Note que
[
0.40 0.30 0.70 0.70
]T
é uma memória espúria deMM , pois ele é um ponto
fixo que não pertence ao conjunto de memórias fundamentais X .
De maneira similar, podemos armazenar o conjunto das memórias fundamentais
X nas min-D AFMMsMP ,ML,MF eMG obtidas usando respectivamente as disjunções
fuzzy soma probabilistica, Łukasiewicz, cross-ratio, Gaines. Sobre a apresentação do vetor
x como entrada, as saídas produzidas pelas min-D AFMMsMP ,ML,MF eMG são
MP (x) = MP •P x =
[
0.40 0.30 0.70 0.53
]T 6= x1, (2.32)
ML(x) = ML •L x =
[
0.40 0.30 0.70 0.40
]T 6= x1, (2.33)
MF (x) = ML •L x =
[
0.40 0.58 0.80 0.70
]T 6= x1, (2.34)
MG(x) = ML •L x =
[
0.40 0.30 0.80 0.70
]T 6= x1, (2.35)
Consequentemente, os modelosMP ,ML,MF eMG também falham em produzir o padrão
de saída desejado x1.
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3 Memórias Morfológicas Autoassociativas
de Projeções em Tons de Cinza
De acordo com Hassoun and Watta (1997), as propriedades desejadas de uma
memória autoassociativa incluem tolerância ao ruído ou padrões incompletos, recuperação
rápida de um item armazenado e poucas memórias espúrias. No capítulo anterior, vimos
que as AMMs originais de Ritter e Sussner possuem muitas memórias espúrias. Além
disso, elas consomem um enorme espaço na memória do computador se a dimensão dos
vetores armazenados for grande. Com intuito de lidar com essas desvantagens das AMMs
originais, apresentaremos novos modelos de AMMs, denominados memórias morfológicas
autoassociativas de projeções max-plus e min-plus (max-plus e min-plus PAMMs, projection
autoassociative morphological memory). Inicialmente, Valle (2014b) introduziu a max-plus
PAMM. Neste capítulo de tese, além de estudar a max-plus PAMM, iremos introduzir
o modelo min-plus PAMM e investigaremos as propriedades destas memórias. Ademais,
desenvolveremos quatro novas memórias morfológicas que surgem das composições das
max-plus e min-plus PAMMs. Resultados teóricos sobre a capacidade de armazenamento
e tolerância ao ruído das novas memórias são apresentados neste capítulo. Por fim,
aplicaremos estes novos modelos de AMs em problemas de classificação.
3.1 Memórias Morfológicas Autoassociativas de Projeções
Em suma, a max-plus PAMM foi obtida pela redução do número de memórias
espúrias da AMM originalMXX (Valle, 2014b). Precisamente, o novo modelo com um
número reduzido de memórias espúrias é obtido pela substituição do conjunto C(X ),
definido em (1.31), pelo conjunto A(X ) de todas combinações max-plus das memórias
fundamentais em (2.7). Lembrando que o conjunto A(X ) é definido por
A(X ) =
a ∈ Gn : a =
k∨
ξ=1
(αξ + xξ), αξ ∈ G
 . (3.1)
Em termos matemáticos, dado um conjunto de memórias fundamentais X =
{x1, . . . ,xk} ⊆ Gn, a max-plus PAMM AXX : Gn → Gn é definida por
AXX(x) =
∨{a ∈ A(X ) : a ≤ x}, (3.2)
para qualquer padrão de entrada x ∈ Gn (Valle, 2014b).
Dualmente, podemos substituir C(X ) pelo conjuntoB(X ) de todas combinações
min-plus de vetores de X em (2.8). Neste caso, obtemos a aplicação BXX : Gn → Gn
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definida por
BXX(x) =
∧{b ∈ B(X ) : x ≤ b}, ∀x ∈ Gn. (3.3)
A memória BXX é chamada memória morfológica autoassociativa de projeção min-plus
(min-plus PAMM).
Similar as AMMs originaisMXX e WXX , as novas memórias AXX e BXX são
idempotentes. Com efeito, a aplicação AXX projeta o vetor de entrada x no conjunto
de todas combinações max-plus das memórias fundamentais x1, . . . ,xk. Dualmente, a
memória BXX projeta o padrão de entrada x no conjunto de todas combinações min-plus
de x1, . . . ,xk. Por isso, as memórias AXX e BXX são referidas como memórias morfológicas
autoassociativas de projeções.
Note que ambas memórias AXX e BXX também exibem recuperação perfeita
quando apresentamos como entrada as memórias fundamentais, porque xξ ∈ A(X ) e
xξ ∈ B(X ) para todo ξ ∈ K. Além disso, as desigualdades AXX(x) ≤ x ≤ BXX(x) são
válidas para todo x ∈ Gn. Portanto, similar a AMM originalMXX , a max-plus PAMM é
adequada para reconstrução de vetores corrompidos pelo ruído dilativo, mas é incapaz
de lidar com ruído erosivo ou misto. Dualmente, BXX é excelente na presença do ruído
erosivo, mas falha na recuperação de uma memória fundamental corrompida pelo ruído
dilativo ou misto. Formalmente, as memórias AXX e BXX satisfazem o seguinte teorema:
Teorema 3.1. Para qualquer conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
, as
memórias AXX e BXX definidas respectivamente por (3.2) e (3.3) satisfazem
1. AXX(x) ≤ x ≤ BXX(x), ∀x ∈ Gn;
2. AXX(xξ) = xξ = BXX(xξ), ∀ξ = 1, . . . , k;
3. AXX
(
AXX(x)
)
= AXX(x) e BXX
(
BXX(x)
)
= BXX(x), ∀x ∈ Gn.
Demonstração. A demonstração do teorema decore diretamente das definições (3.2) e
(3.3).
A principal característica dos novos modelos de memórias autoassociativas
AXX e BXX é possuir menos memórias espúrias do que as AMMs originaisMXX e WXX ,
respectivamente. De fato, qualquer vetor no conjunto A(X ) \X é uma memória espúria de
AXX . Segue da inclusão A(X ) ⊆ C(X ) que qualquer memória espúria de AXX é também
uma memória espuria deMXX . Entretanto, a recíproca C(X ) ⊆ A(X ) não é verdadeira.
Em outras palavras, uma memória espúria deMXX não é necessariamente uma memória
espúria da max-plus PAMM AXX . De forma similar, a min-plus PAMM BXX possui menos
memórias do que WXX . Da relação de inclusão (1.32) e do Teorema 3.1, deduzimos as
seguintes desigualdades para qualquer x ∈ Gn:
AXX(x) ≤MXX(x) ≤ x ≤ WXX(x) ≤ BXX(x). (3.4)
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O seguinte teorema fornece uma fórmula para computar o padrão de saída das
PAMMs AXX e BXX dada respectivamente por (3.2) e (3.3). Além disso, análogo a (2.9) e
(2.10), o vetor recordado pelas novas memórias é caracterizado pelas operações da álgebra
minimax e pelas memórias fundamentais.
Teorema 3.2. Seja X = [x1 . . . xk] ∈ Gn×k a matriz cujas colunas correspondem às
memórias fundamentais. Para qualquer vetor x ∈ Gn, o padrão de saída de AXX satisfaz
AXX(x) = X ∨ α em que α = X∗ ∧ x. (3.5)
Alternativamente, a saída AXX(x) pode ser expressada como
AXX(x) =
k∨
ξ=1
( n∧
j=1
(xj +′ (xξj)∗) + xξ
)
, ∀x ∈ Gn. (3.6)
Dualmente, a saída da memória BXX pode ser computada por
BXX(x) = X ∧ β em que β = X∗ ∨ x. (3.7)
Equivalentemente, ela é dada por
BXX(x) =
k∧
ξ=1
( n∨
j=1
(xj + (xξj)∗) + xξ
)
, ∀x ∈ Gn, (3.8)
em que (xξj)∗ é o conjugado de xξj .
Demonstração. Provaremos somente a segunda parte do Teorema 3.2. A primeira parte
pode ser obtida de maneira similar. Considere a memória BXX definida por (3.3) e o padrão
de entrada x ∈ Gn. Além disso, as seguintes equivalências são válidas para b ∈ B(X ),
N = {1, . . . , n}, e K = {1, . . . , k}:
b ≥ x ⇔ bj ≥ xj,∀j ∈ N (3.9)
(1.28)⇔
k∧
ξ=1
(βξ +′ xξj) ≥ xj,∀j ∈ N (3.10)
⇔ βξ +′ xξj ≥ xj,∀j ∈ N ,∀ξ ∈ K (3.11)
(1.19)⇔ βξ ≥ xj + (xξj)∗, ∀j ∈ N , ∀ξ ∈ K (3.12)
⇔ βξ ≥
n∨
j=1
(
xj + (xξj)∗
)
,∀ξ ∈ K. (3.13)
Portanto, o menor b ∈ B(X ) tal que b ≥ x é dado por (1.28) com
βξ =
n∨
j=1
(
xj + (xξj)∗
)
, ∀ξ = 1, . . . , k. (3.14)
Escrevendo β = [β1, . . . , βk]T ∈ Rk, obtemos (3.7). Por fim, obtemos (3.8) pela substituição
da expressão βξ dada por (3.14) em (1.28). Lembrando que a adição é crescente e, assim,
comuta com a operação do mínimo.
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Tabela 1 – Complexidade computacional da fase de recuperação das AMs
Memory Operações em pontos flutuantes Comparações Espaço de memória
AMM O(n2) O(n2) O(n2)
PAMM O(nk) O(kn) O(nk)
OLAM O(n2) - O(n2)
KAM O(nk2) - O(nk)
Cabe destacar que as AMMs originais foram desenvolvidas tendo em vista
a expectativa que as informações das memórias fundamentais fossem distribuídas em
matrizes de pesos sinápticos (Pao, 1989). Diferente das AMMs originais, as novas memórias
são modelos não distribuídos, isto é, elas não requerem o armazenamento de informações
distribuídas em uma matriz de pesos sinápticos. Neste caso, os novos modelos podem ser
vistos como uma rede neural morfológica progressiva com uma camada oculta de neurônios.
Comparando (3.6) e (2.9), assim como (3.8) e (2.10), notamos que as operações
de máximo e mínimo mudam de lugares nas equações que caracterizam o vetor recordado
pelos modelos AXX ,MXX , BXX eWXX . Entretanto, as quatros memórias podem produzir
padrões de saídas distintos sobre apresentação do mesmo padrão de entrada. Em adição,
observe que existe uma similaridade algébrica entre (3.5) ou (3.7) e a equação alternativa
(2.19) que descreve o padrão de saída da OLAM.
Vale comentar acerca da complexibilidade computacional dos novos modelos.
Diferente das AMMs originais, as max-plus e min-plus PAMMs são modelos não distribuídos
com uma camada oculta. A primeira camada requer nk operações de pontos flutuantes e
(n− 1)k comparações entre números para produzir α ou β. A camada de saída envolve
nk operações de adições em pontos flutuantes e (k − 1)n comparações para produzir o
vetor recuperado. Além disso, a max-plus e a min-plus PAMMs não requerem o cálculo
e armazenamento de uma matriz de pesos sinápticos de tamanho n× n. Com efeito, as
novas memórias armazenam somente uma matriz X ∈ Gn×k cujas colunas correspondem
às memórias fundamentais.
A Tabela 1 resume o esforço computational na fase de recordação das AMMs
originais e os novos modelos PAMMs. Esta tabela também exibe a complexidade computa-
cional da OLAM e da memória autoassociativa baseada no metódo do núcleo (KAM, kernel
autoassociative memory), que é um modelo de memória não distribuído (Zhang et al.,
2004). Note que as novas memórias AXX e BXX são computationamente mais baratas do
que os modelos de AMMs se o número k de itens armazenados é menor do que a dimensão
das memórias fundamentais, isto é, k < n. A max-plus e min-plus PAMMs são também
computacionalmente mais baratas do que os modelos OLAM e KAM.
Exemplo 3.1. Considere o conjunto de memórias fundamentais X e o vetor de entrada
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x definidos no Exemplo 2.1, isto é,
X =

x1 =

2
8
2
8
1
7
9

,x2 =

8
4
6
7
2
5
5

,x3 =

1
8
3
3
7
5
10


. (3.15)
e o vetor de entrada
x =
[
−2 8 −1 8 1 7 12
]T
. (3.16)
De (3.5), o vetor α é
α =
[
−4 −10 −6
]T
e o padrão de saída da max-plus PAMM é
AXX(x) =
(
α1 + x1
)
∨
(
α2 + x2
)
∨
(
α3 + x3
)
=

(−4) +

2
8
2
8
1
7
9


∨

(−10) +

8
4
6
7
2
5
5


∨

(−6) +

1
8
3
3
7
5
10


=

−2
4
−2
4
1
3
5

.
Analogamente, de (3.7), obtemos o vetor β =
[
3 4 5
]T
e o padrão de saída da min-plus
PAMM é dado por
BXX(x) =
[
5 11 5 8 4 10 12
]T
.
Observe que AXX(x) 6=MXX(x) e BXX(x) 6=WXX(x), além disso os padrões recuperados
pelas memórias satisfazem
AXX(x) ≤MXX(x) ≤ x ≤ WXX(x) ≤ BXX(x). (3.17)
Completaremos esta seção com alguns comentários referente aos conjuntos dos
pontos fixos das novas memórias. Primeiramente, recordando que as AMMs originaisMXX
e WXX posuem o mesmo conjunto dos pontos fixos em Fn (Sussner and Valle, 2006b).
Em contraste, o conjunto dos pontos fixos das novas memórias AXX e BXX são distintos.
Especificamente, o conjunto dos pontos fixos de AXX é o conjunto das combinações max-
plus, mas o conjunto dos pontos fixos da memória BXX é o conjunto das combinações
min-plus. No seguinte exemplo, ilustramos esta observação apresentando para os novos
modelos AXX e BXX o máximo e mínimo de duas memórias fundamentais.
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Exemplo 3.2. Considere o conjunto de memórias fundamentais X dado por (3.15) e os
vetores
y = x1 ∧ x2 =
[
2 4 2 7 1 5 5
]T
, (3.18)
e
z = x1 ∨ x2 =
[
8 8 6 8 2 7 9
]T
. (3.19)
Sobre apresentação destes dois vetores, as memórias AXX e BXX produzem como saídas
os seguintes vetores
AXX(y) =
[
2 4 0 4 1 3 5
]T 6= y, (3.20)
AXX(z) =
[
8 8 6 8 2 7 9
]T
= z, (3.21)
BXX(y) =
[
2 4 2 7 1 5 5
]T
= y, (3.22)
BXX(z) =
[
8 8 8 10 6 9 9
]
6= z. (3.23)
Observe que o vetor y, que é mínimo de duas memórias fundamentais, é um ponto fixo da
memória BXX , no entanto ele não é um ponto fixo de AXX . Por outro lado, apesar do
vetor z ser um ponto fixo de AXX , ele não é um ponto fixo do modelo BXX .
3.2 Composições das Memórias Morfológicas Autoassociativas de
Projeções
Nesta seção, aplicamos os resultados da teoria dos filtros morfológicos para
desenvolver novas memórias morfologicas autoassociativas. Em poucas palavras, um filtro
morfológico é um operador crescente e idempotente (Heijmans, 1994, 1995). Lembrando
que um filtro morfológico é uma abertura se é anti-extensivo. Dualmente, um fechamento
é um filtro morfológico extensivo.
Das equações (2.7) e (2.8), as AMMs originais MXX e WXX representam
respectivamente uma abertura e um fechamento. Além disso, para qualquer x ∈ Gn, elas
satisfazem a desigualdadeMXX(x) ≤ WXX(x). Entretanto, compondo as memóriasMXX
e WXX não obtemos um novo modelo. De fato, como as AMMs originais compartilham o
mesmo conjunto de pontos fixos em Fn, as equações
WXXMXX =MXX e MXXWXX =WXX (3.24)
são verdadeiras em Fn. Vale ressaltar que as AMMs originais podem ser combinadas
usando o método do kernel (Ritter et al., 1998; Sussner, 2000, 2003).
De maneira análoga, das equações (3.2) e (3.3), as max-plus e min-plus PAMMs
também representam uma abertura e um fechamento tal que AXX(x) ≤ BXX(x) para
x ∈ Gn. Em contraste com as AMMs originais, o conjunto dos pontos fixos das memórias
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AXX e BXX são distintos. Consequentemente, podemos efetivamente definir as seguintes
composições:
HXX = AXXBXXAXX , (3.25)
PXX = AXXBXX , (3.26)
RXX = BXXAXX , (3.27)
GXX = BXXAXXBXX . (3.28)
Claramente, as aplicações HXX , PXX , RXX e GXX são memórias autoassociativas projeta-
das para o armazenamento e recuperação de x1, . . . ,xk. Por exemplo, sendo AXX(xξ) = xξ
e BXX(xξ) = xξ para qualquer memória fundamental xξ, temos
PXX(xξ) = AXX
(
BXX(xξ)
)
= AXX(xξ) = xξ,
para qualquer xξ. O seguinte teorema, que é uma consequência da Proposição 12.1 de
Heijmans (1994), fornece mais informações sobre os novos modelos AMMs.
Teorema 3.3. As memórias AXX e BXX , e suas composições HXX , PXX , RXX , e GXX
definidas respectivamente por (3.25)-(3.28) são idempotentes e satisfazem as sequintes
desigualdades
AXX(x) ≤ HXX(x) ≤
PXX(x)RXX(x)
 ≤ GXX(x) ≤ BXX(x), (3.29)
para qualquer vetor x ∈ Gn. Além disso, as memórias HXX e PXX possuem os mesmos
pontos fixos. As memórias RXX e GXX também têm os mesmos pontos fixos.
Demonstração. Primeiramente, iremos provar as desigualdades em (3.29). Sabemos que
a memória AXX satisfaz AXX(x) ≤ x,∀x ∈ Gn. Equivalentemente, temos AXX ≤ I, em
que I : Gn → Gn denota o operador identidade. Aplicando a memória BXX pela direita,
obtemos
AXXBXX ≤ BXX (3.30)
Além disso, aplicando BXX pela esquerda da desigualdade (3.30) e lembrando que BXX é
idemponte, concluímos
BXXAXXBXX ≤ BXXBXX = BXX . (3.31)
Ainda, da desigualdade (3.30), obtemos a seguinte desigualdade pela composição da
memória AXX pela direita:
AXXBXXAXX ≤ BXXAXX (3.32)
De forma análoga, a memória BXX satisfaz x ≤ BXX(x),∀x ∈ Gn, ou seja, I ≤ BXX .
Portanto, aplicando AXX pela direita, derivamos a seguinte desigualdade
AXX ≤ BXXAXX . (3.33)
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Agora, compondo AXX pela esquerda em (3.33), obtemos
AXX = AXXAXX ≤ AXXBXXAXX , (3.34)
Novamente, na equação (3.33), aplicando BXX pela esquerda, concluímos a seguinte
desigualdade
AXXBXX ≤ BXXAXXBXX . (3.35)
Ainda, sendo AXX ≤ BXX , podemos aplicar BXX pela direita e em seguida compondo
AXX pela esquerda. Como resultado, obtemos respectivamente as seguintes desigualdades
BXXAXX ≤ BXXBXX = BXX (3.36)
e
AXXBXXAXX ≤ AXXBXX . (3.37)
Similarmente, podemos mostrar que
BXXAXX ≤ BXXAXXBXX . (3.38)
SendoHXX = AXXBXXAXX , PXX = AXXBXX ,RXX = BXXAXX e GXX = BXXAXXBXX
e das desigualdades (3.31)-(3.38), concluímos
AXX ≤ AXXBXXAXX = HXX (3.39)
≤
 AXXBXXBXXAXX
 =
 PXXRXX
 (3.40)
≤ BXXAXXBXX = GXX (3.41)
≤ BXX . (3.42)
Agora, mostraremos que os operadores PXX e GXX são ambos idempotentes,
ou seja, PXXPXX = PXX e GXXGXX = GXX . Primeiramente, aplicando BXX pela direita
em (3.34), obtemos
PXX = AXXBXX ≤ AXXBXXAXXBXX = PXXPXX , (3.43)
De modo semelhante, aplicando AXX pela esquerda em (3.31), a seguinte desigualdade é
obtida
PXXPXX = AXXBXXAXXBXX ≤ AXXBXX = PXX . (3.44)
Combinando as inequações dadas por (3.43) e (3.44), podemos concluir que PXX ≤
PXXPXX ≤ PXX . Portanto, a identidade PXXPXX = PXX é valida. Além disso, recor-
dando que GXX = BXXAXXBXX e as aplicações BXX e PXX = AXXBXX são idempotentes,
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obtemos as seguintes igualdades
GXXGXX = (BXXAXXBXX) (BXXAXXBXX) (3.45)
= BXXAXX (BXXBXX)AXXBXX (3.46)
= BXXAXXBXXAXXBXX (3.47)
= BXX (AXXBXX) (AXXBXX) (3.48)
= BXX (PXXPXX) (3.49)
= BXXPXX (3.50)
= BXXAXXBXX (3.51)
= GXX . (3.52)
Analogamente, podemos mostrar que os operadores RXX e HXX são idempotentes.
Por fim, provaremos que HXX e PXX têm os mesmos pontos fixos. Por um
lado, se x é um ponto fixo de HXX , isto é, HXX(x) =
(
AXXBXXAXX
)
(x) = x, então
PXX(x) =
(
AXXBXX
)
(x) (3.53)
=
(
AXXBXX
)(
AXXBXXAXX
)
(x) (3.54)
= AXX
(
BXXAXX
)(
BXXAXX
)
(x) (3.55)
= AXX
(
RXXRXX
)
(x) (3.56)
=
(
AXXRXX
)
(x) (3.57)
=
(
AXXBXXAXX
)
(x) = x, (3.58)
Portanto, um ponto fixo de HXX é também um ponto fixo de PXX . Por outro lado, se x é
um ponto fixo de PXX , ou seja, PXX(x) =
(
AXXBXX
)
(x) = x, então
HXX(x) =
(
AXXBXXAXX
)
(x) (3.59)
=
(
AXXBXXAXX
)(
AXXBXX
)
(x) (3.60)
=
(
AXXBXX
)(
AXXAXX
)
BXX(x) (3.61)
=
(
AXXBXX
)(
AXXBXX
)
(x) (3.62)
=
(
PXXPXX
)
(x) (3.63)
= PXX(x) = x. (3.64)
Consequentemente, um ponto fixo de PXX é também um ponto fixo de HXX . Em outras
palavras, as memórias PXX eHXX possuem os mesmos pontos fixos. Similarmente, podemos
mostrar que RXX e GXX têm os mesmos pontos fixos.
O Teorema (3.3) revela que as composições HXX , PXX , RXX , e GXX são as
únicas composições possíveis entre as memórias AXX e BXX . Além disso, apesar das
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memórias HXX , PXX , RXX , e GXX serem idempotentes, elas não são extensivas ou anti-
extensivas tal como as AMMs originais e as PAMMs. Mais ainda, as novas memórias
não são comparáveis com os modelosMXX e WXX . O seguinte exemplo confirma estas
questões.
Exemplo 3.3. Considere o conjunto de memórias fundamentais X e o vetor de entrada
x dados respectivamente por
X =

x1 =

2
8
2
8
1
7
9

,x2 =

8
4
6
7
2
5
5

,x3 =

1
8
3
3
7
5
10


(3.65)
e
x =
[
−2 8 −1 8 1 7 12
]T
. (3.66)
De (3.25)-(3.28), as memórias HXX , PXX , RXX , e GXX produzem os seguintes vetores
HXX(x) =
[
2 4 0 4 1 3 5
]T
,
PXX(x) =
[
5 8 3 8 4 7 9
]T
,
RXX(x) =
[
2 4 2 4 1 5 5
]T
,
GXX(x) =
[
5 8 5 8 4 9 9
]T
.
Observe que os vetores recuperados pelas memórias HXX , PXX , RXX , e GXX são todos
distintos e satisfazem (3.29). Além disso, eles diferem dos vetores MXX(x), WXX(x),
AXX(x) e BXX(x) produzidos pelas AMMs originais e as PAMMs descritas nos Exemplos
2.1 e 3.1. Neste ponto, lembre-se do Exemplo 2.1 que o vetor de entrada x pode ser visto
como uma versão corrompida de x1. Consequentemente, podemos avaliar quantitativamente
o desempenho das memórias por meio do erro quadrático médio normalizado (NMSE,
normalized mean squared error) entre o vetor recuperado e o vetor desejado x1. A Tabela 2
mostra o NMSE produzido pelas AMMs originais, as novas PMMs e as composições dadas
por (3.25)-(3.28). A menor taxa NMSE foi destacada usando negrito. Note que o novo
modelo PXX produz a melhor taxa NMSE. Lembrando que o NMSE entre os vetores x e y
é dada por
NMSE(x,y) =
∑n
j=1(xj − yj)2∑n
j=1 y
2
j
= ‖x− y‖
2
2
‖y‖22
. (3.67)
Encerramos esta seção abordando resumidamente o esforço computacional
das composições das PAMMs. Como a complexidade computacional da max-plus e min-
plus PAMMs são iguais, o esforço computacional dos novos modelos PXX e RXX é
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Tabela 2 – Erro quadrático médio normalizado.
NMSE
(
MXX(x),x1
)
= 0.2809 NMSE
(
HXX(x),x1
)
= 0.2547
NMSE
(
WXX(x),x1
)
= 0.1198 NMSE
(
PXX(x),x1
)
= 0.0712
NMSE
(
AXX(x),x1
)
= 0.3596 NMSE
(
RXX(x),x1
)
= 0.1948
NMSE
(
BXX(x),x1
)
= 0.2022 NMSE
(
GXX(x),x1
)
= 0.1161
duas vezes a complexidade computacional da max-plus PAMM. Similarmente, o custo
computacional de HXX e GXX é três vezes a complexidade computacional da max-plus
PAMM. Consequentemente, os novas memórias PXX e RXX são computacionalmente
mais baratas do que as AMMs originais para o armazenamento de k < n/2 memórias
fundamentais. De modo similar, HXX e GXX são mais baratas dos que as memóriasMXX
e WXX se k < n/3.
3.3 Memórias Morfológicas Autoassociativas Aplicadas em Proble-
mas de Classificações
Nesta seção avaliaremos o desempenho dos novos modelos em problemas de
classificação. Suponha que temos um conjunto de treinamento com vetores rotulados
C = {(xξ, `ξ) : ξ = 1, . . . , p}, (3.68)
no qual xξ ∈ Rn é um exemplo e `ξ ∈ L = {label1, label2, . . . , labelc} denota seus rótulos (ou
classes). Uma memória autoassociativa pode ser usada para implementar um classificador
como segue (Zhang et al., 2004, 2005; Sussner and Valle, 2006b): Seja Mi a memória
autoassociativa projetada para armazenar todos os vetores de treinamento pertecentes
à classe `i. Em termos matemáticos,Mi é sintetizada usando o conjunto de memórias
fundamentais Xi = {xξ : `ξ = labeli}, para todo i = 1, . . . , c. O classificador baseado em
uma memória autoassociativa atribui a um vetor de entrada não rotulado x ∈ Rn a classe
`µ se
d
(
x,Mµ(x)
)
≤ d
(
x,Mi(x)
)
, ∀i = 1, . . . , c, (3.69)
em que d denota uma função distância em Rn. Em palavras, x pertence à classe do padrão
recuperado pela memória mais similar ao padrão de entrada. Nesta seção, usaremos a
distância de Chebyshev em (3.69). Vale ressaltar que este classificador baseado em um
AMM original ou em uma PAMM não requer nenhum ajuste de parâmetros.
A Tabela 3 fornece algumas informações sobre 18 conjuntos de dados que
consideremos neste trabalho, que estão disponíveis no UCI Machine Learning Repository
(Lichman, 2013) e também no Keel-Dataset Repository (Alcalá-Fdez et al., 2011). Para cada
conjunto de dados, usamos o método de validação cruzada com 10-folds cujas partições
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Tabela 3 – Descrição dos problemas de classificações
Instances Categorical Numerical Classes
Features Features
Appendicitis 106 0 7 2
Cleveland 297 0 13 5
Crx 653 9 6 2
Ecoli 336 0 7 8
Glass 214 0 9 7
Heart 270 0 13 2
Iris 150 0 4 3
Monks 432 0 6 2
Movementlibras 360 0 90 15
Pima 768 0 8 2
Sonar 208 0 60 2
Spectfheart 267 0 44 2
Vowel 990 0 13 11
Wdbc 569 0 30 2
Wine 178 0 13 3
SatImage 5500 0 36 6
Texture 267 0 40 11
Pen-based 10992 0 16 10
estão disponível no Keel-Dataset Repository. Especificamente, cada conjunto de dados foi
particionado em dez subconjuntos de dados. Um subconjunto foi usado como conjunto de
teste e a união dos outros subconjuntos formou o conjunto de treinamento. Em concordância
com a literatura (Alcala-Fdez et al., 2011), a média da acurácia em 10 experimentos é
usado para avaliar o desempenho de um certo classificador.
Gostaríamos de destacar que a média aritmética do quociente k/n, em que n é
a dimensão dos vetores e k é o número de exemplos de treinamento de uma certa classe, é
7, 6. Em outras palavras, as memórias autoassociativasMi‘s no classificador definido por
(3.69) são em média projetada para o armazenamento de k = 7, 6n memórias fundamentais.
Portanto, os classificadores baseados nas PAMMs são computacionalmente mais caros do
que os classificadores baseados nas AMMs originaisMXX eWXX . Veremos, entretanto, que
os novos classificadores baseados nas PAMMs produzem taxas de classificação melhores do
que os classificadores baseados nas AMMs originais. Além disso, os classificadores baseados
nas PAMMs são mais baratos do que muitos classificadores da literatura.
A Tabela 4 resume o desempenho dos oito modelos de AMMs, incluindo os
novos modelos PAMMs e suas composições. Esta tabela também mostra as acurácias
produzidas pelos classificadores baseados nos modelos OLAM (Kohonen, 1989; Hecht-
Nielsen, 1989) e KAM (Zhang et al., 2004). Note que a maior média das acurácias foi
produzido pelo classificador baseado no modelo GXX . Não obstante, o teste t não tem
rejeitado a hipótese que a média das acurácias produzidas pelos classificadores baseados
nas seis PAMMs são em pares iguais com o nível de significância de 5% (Wilcoxon, 1945;
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Tabela 4 – As médias das acurácias dos classificadores baseados em AMs
Dataset OLAM KAM MXX WXX AXX BXX RXX PXX HXX GXX
Appendicitis 71.46 82.09 77.36 77.36 73.64 78.27 71.82 75.64 71.82 76.55
Cleveland 36.65 20.88 53.48 53.48 49.14 48.14 46.84 48.48 48.82 45.81
Crx 54.16 56.97 52.10 52.10 56.49 55.99 51.87 53.85 56.00 57.68
Ecoli 36.27 22.61 68.80 68.80 76.15 61.09 78.88 76.21 77.99 77.09
Glass 40.70 39.98 62.77 62.77 71.14 68.34 70.43 71.91 71.46 71.18
Heart 60.00 46.67 61.11 61.11 69.26 65.93 67.41 68.15 68.52 68.89
Iris 69.33 28.67 90.67 90.67 92.67 91.33 93.33 93.33 93.33 93.33
Monks 60.66 55.84 47.34 47.34 93.57 47.11 91.93 91.93 91.93 91.93
Movementlibras 58.61 90.83 80.56 80.56 87.22 89.17 90.28 88.89 88.06 88.06
Pima 50.92 65.50 67.72 67.72 69.28 64.05 70.57 71.48 70.18 71.35
Sonar 78.86 62.48 78.24 78.24 80.74 77.90 80.29 78.38 81.64 81.26
Spectfheart 75.33 79.42 79.05 79.05 78.63 77.89 78.65 80.11 79.37 80.48
Vowel 36.87 93.64 80.51 80.51 98.38 98.59 97.78 98.48 98.59 98.69
Wdbc 70.65 83.29 87.52 87.52 92.44 89.12 89.99 91.92 91.74 90.16
Wine 49.91 33.59 92.12 92.12 82.09 88.79 87.65 87.09 86.54 86.54
SatImage 39.22 23.68 62.58 62.58 80.02 78.01 81.31 81.60 81.63 81.51
Texture 72.95 11.27 98.55 98.55 99.25 98.98 99.22 99.11 99.33 99.15
Pen-based 40.50 13.26 83.62 83.62 98.15 98.35 98.74 98.65 98.72 98.76
Mean 55.72 50.59 73.56 73.56 80.46 76.50 80.39 80.85 80.87 81.02
Fay and Proschan, 2010). Gostaríamos de destacar que teste U de Mann-Whitney, que não
assume a normalidade dos exemplos de dados, tambem produziu as mesmas conclusões
(Wilcoxon, 1945; Fay and Proschan, 2010).
Em seguida, comparamos o classificador baseado no modelo GXX com outras
técnicas de classificação da literatura, denominados: C4.5 decision tree (Quinlan, 1993),
structural learning algorithm on vague environment (2SLAVE) (Gonzalez and Perez, 2001),
classification based on associations (CBA) (Liu et al., 1998), an improved version of the
CBA method (CBA2) (Liu et al., 2001), classification based on multiple association rules
(CMAR) (Li et al., 2001), classification based on predictive association rules (CPAR)
(Yin and Han, 2003), fuzzy hybrid genetic based machine learning algorithm (FH-GBML)
(Ishibuchi et al., 2005), steady-state genetic algorithm to extract fuzzy classification rules
from data (SGERD) (Mansoori et al., 2008), e fuzzy association rule-based classification
method for high-dimensional problems (FARC-HD) (Alcala-Fdez et al., 2011). A Tabela 5
resume as acurácias dos 10 classificadores da literatura mais o nosso classificador GXX .
Vale destacar que extraímos de (Alcala-Fdez et al., 2011) as acurácias dos nove primeiros
classificadores da literatura.
Para uma melhor interpretação do desempenho dos classificadores, a Figura 1
retrata o resultado do teste t que compara a acurácia de dois classificadores nas Tabelas
4 e 5 com o nível de significância de 5%. Nesta figura, uma flecha significa que o teste t
rejeitou a hipótese nula de que os dois métodos têm médias iguais contra a hipótese de que
a acurácia média do método na parte inferior é menor do que a acurácia média produzida
pelo método na parte superior. Em outras palavras, o método no topo superou o método
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Tabela 5 – Acurácias médias dos classificadores.
Dataset 2SLAVE FH-GBML SGERD CBA CBA2 CMAR CPAR C4.5 FARC-HD GXX
Appendicitis 82.91 86 84.48 89.6 89.6 89.7 87.8 83.3 84.2 76.55
Cleveland 48.82 53.51 51.59 56.9 54.9 53.9 54.9 54.5 55.2 45.81
Crx 74.06 86.6 85.03 83.6 85 85 87.3 85.3 86 57.68
Ecoli 84.53 69.38 74.05 78 77.1 77.7 76.2 79.5 82.2 77.09
Glass 58.05 57.99 58.49 70.8 71.3 70.3 68.9 67.4 70.2 71.18
Heart 71.36 75.93 73.21 83 81.5 82.2 80.7 78.5 84.4 68.89
Iris 94.44 94 94.89 93.3 93.3 94 96 96 96 93.33
Monks 97.26 98.18 80.65 100 100 100 100 100 99.8 91.93
Movementlibras 67.04 68.89 68.09 36.1 7.2 39.2 63.6 69.4 76.7 88.06
Pima 73.71 75.26 73.37 72.7 72.5 75.1 74.5 74 75.7 71.35
Sonar 71.42 68.24 71.9 75.4 77.9 78.8 75 70.5 80.2 81.26
Spectfheart 79.17 72.36 78.16 79.8 79.8 79.4 78.3 76.5 79.8 80.48
Vowel 71.11 67.07 65.83 63.6 74.9 60.4 63 81.5 71.8 98.69
Wdbc 92.33 92.26 90.68 94.7 95.1 94.9 95.1 95.2 95.3 90.16
Wine 89.47 92.61 91.88 93.8 93.8 96.7 95.6 93.3 94.3 86.54
SatImage 81.69 74.72 77.10 85.2 83.6 84.9 85.8 85.8 87.3 81.51
Texture 81.57 70.15 71.66 84.5 52.5 73.8 90.7 92.6 92.9 99.15
Pen-based 81.16 50.45 67.93 83.10 88.10 71.70 93.10 96.50 96 98.76
Mean 77.78 75.20 75.50 79.12 76.56 78.20 81.47 82.21 83.78 81.02
na parte inferior da seta. Deve-se notar que os classificadores CPAR, C4.5 e FARC-HD
apresentam os melhores desempenhos do que, em particular, os classificadores baseados
nas AMMs MXX e WXX . Em contraste, o teste t não rejeitou a hipótese nula que as
acurácias produzidas pelos seis classificadores baseados nas PAMMs e os classificadores
2SLAVE, CBA, CBA2, CMAR, CPAR, C4.5 e FARC-HD possuem médias iguais. Vale
destacar que o teste U de Mann-Whitney produziu conclusões idênticas.
Também, a Figura 2 mostra o diagrama de caixa (box plot) obtido da diferença
entre a acurácia de um certo classificador e o estado da arte FARC-HD. As caixas azuis
correspondem aos classificadores 2SLAVE, FH-GBML, e SGERD, cujos desempenhos são
na maior parte muito inferior ao FARC-HD, ou seja, o terceito quartil é negativo. As caixas
verdes são atribuídas aos classificadores CBA, CBA2, CMAR, CPAR, e C4.5, exceto para
alguns valores atípicos (outliers), que obtiveram desempenho similar em relação ao método
FARC-HD. Precisamente, as caixas verdes referem aos classificadores que superaram o
FARC-HD no mínimo em três problemas de classificações, cujo o primeiro quartil não é
menor do que zero. Por fim, a caixa vermelha representa o classificador baseado na PAMM
GXX que supera, em uma maneira significativa, o classificador FARC-HD em mais do que
três problemas de classificações.
O classificador baseado na memória autoassociativa GXX pode ser bastante
competitivo com outros métodos da literatura. De fato, ele produziu as maiores acurácias
nos problemas de classificações movementlibras, sonar, spectfheart, vowel, texture, e pen-
based. Observe que, exceto para o spectfheart, os quatro problemas de classificações restantes
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2SLAVE
FH-GBML
SGERD
CBA
CBA2
CMAR
CPAR
C4.5
FARC-HD
OLAM KAM
Mxx
Wxx
Axx
Bxx
Rxx
Pxx
Hxx
Gxx
Figura 1 – Desempenho dos classicidadores usando teste t de duas amostras com o nível
de significância de 5%.
têm mais de 10 atributos e mais de 10 classes. Em particular, o nosso classificador GXX
superou o estado da arte (FARC-HD) em 27% no problema de classificação vowel. Esta
acurácia corresponde ao valor atípico superior no diagrama de caixa exibido na Figura
2. Por outro lado, o novo classificador obteve a pior acurácia média para o problema
de classificação Crx, que tem 9 atributos categóricos, 6 atributos numéricos e 2 classes.
Concluindo, acreditamos que os classificadores baseados nos novos modelos de AMMs são
recomendados para problemas com número de classes e atributos grandes.
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Figura 2 – Desempenho dos classificadores em relação ao estado da arte FARC-HD.
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4 A Classe das Memórias Morfológicas Auto-
associativas de Projeções Fuzzy
Na seção 2.2, comentamos que uma AFMM baseada em matriz produz um
grande número de memórias espúrias. Além disso, este modelo pode consumir um grande
espaço de memória, se a dimensão dos itens armazenados for alta. Neste capítulo, in-
troduzimos novas memórias autoassociativas fuzzy que possuem um número menor de
memórias espúrias e, em certas condições, consome menos espaços de memória do que
seu correspondente modelo AFMM baseado em matriz de pesos sinápticos. Na verdade,
as novas memórias, chamadas memórias morfológicas autoassociativas de projeções fuzzy
(FPAMMs, fuzzy projection autoassociative morphological memories), podem ser vistas
como versões das AFMMs não distribuídas. Em poucas palavras, uma FPAMM projeta o
padrão de entrada no conjunto das combinações ou max-C ou min-D dos itens memoriza-
dos. Em seguida, apresentamos uma extensão das FPAMMs para o armazenamento de
conjuntos L-fuzzy. Encerramos este capítulo aplicando os novos modelos em problema de
reconhecimento de face.
4.1 Memórias Morfológicas Autoassociativas de Projeções Fuzzy
Vimos previamente que as min-D e max-C AFMMs projetam o padrão de
entrada no conjunto dos pontos fixos J (X ) e I(X ), respectivamente. Inspirados por esta
características das AFMMs, introduzimos as max-C e min-D FPAMMs. Precisamente, uma
max-C FPAMM é obtida substituindo em (2.25) o conjunto J (X ) pelo conjunto de todas
as combinações max-C das memórias fundamentais C(X ) definido em (1.27). Em termos
matemáticos, dado um conjunto de memórias fundamentais X = {x1, . . . ,xk} ∈ [0, 1]n,
uma max-C FPAMM V : [0, 1]n → [0, 1]n é definida por
V(x) = ∨ {z ∈ C(X ) : z ≤ x} , ∀x ∈ [0, 1]n. (4.1)
Lembrando que um vetor z ∈ C(X ) se, somente se, z =
k∨
ξ=1
C(λξ,xξ), em que zi =
k∨
ξ=1
C(λξ, xξi ),∀i = 1, . . . , n. Por outro lado, podemos obter uma min-D FPAMM subs-
tituindo em (2.26) o conjunto I(X ) pelo conjunto de todas as combinações min-D das
memórias fundamentais D(X ) definido por (1.29). Formalmente, uma min-D FPAMM
S : [0, 1]n → [0, 1]n satisfaz
S(x) = ∧ {y ∈ D(X ) : x ≤ y} , ∀x ∈ [0, 1]n. (4.2)
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Recordando que z ∈ D(X ) se, somente se, z =
k∧
ξ=1
D(λξ,xξ), onde zi =
k∧
ξ=1
D(λξ, xξi ),∀i =
1, . . . , n.
O seguinte teorema é uma consequência direta das definições mencionadas
acima.
Teorema 4.1. As max-C e min-D FPAMMs dadas repesctivamente por (4.1) e (4.2)
satisfazem as desigualdades V(x) ≤ x ≤ S(x) para qualquer padrão de entrada x ∈ [0, 1]n.
Além disso, V(V(x)) = V(x) e S(S(x)) = S(x) para todo x ∈ [0, 1]n.
Como uma consequência do Teorema 4.1, as max-C e min-D FPAMMs são ope-
radores de projeções. Em especial, elas são respectivamente uma abertura e um fechamento
da morfologia matemática (Heijmans, 1994). Além disso, uma max-C FPAMM exibe
tolerância somente com respeito ao ruído dilativo. Com efeito, uma memória fundamental
xξ não pode ser recuperada por uma max-C FPAMM se o padrão de entrada satisfaz
x ≤ xξ. Em outras palavras, similar a min-D AFMM, uma max-C FPAMM é extrema-
mente sensível ao ruído erosivo ou misto. De maneira análoga, uma min-D FPAMM S
possui uma certa tolerância ao ruído erosivo, mas não é robusta ao ruído dilativo ou misto.
Pode-se armazenar um conjunto X = {x1, . . . ,xk} em uma max-C FPAMM
se toda memória fundamental xξ pertence ao conjunto C(X ). Em outras palavras, se
xξ ∈ C(X ), então V(xξ) = xξ para todo ξ ∈ K. Acontece que xξ pertence ao conjunto de
todas combinações max-C de x1, . . . ,xk, se a conjunção fuzzy C tem uma identidade à
esquerda, isto é, existe e ∈ [0, 1] tal que C(e, x) = x para todo x ∈ [0, 1]. De fato, seja C
uma conjunção fuzzy com uma identidade à esquerda. Sabemos que C(0, x) = C(x, 0) = 0,
para todo x ∈ [0, 1] (De Baets, 1997). Assim, podemos expressar a memória fundamental
xξ pela seguinte combinação max-C
xξ = C(0,x1) ∨ . . . ∨ C(e,xξ) ∨ . . . ∨ C(0,xk), ∀ξ ∈ K. (4.3)
Dualmente, uma min-D FPAMM tem capacidade de armazenamento absoluto ótimo se
a disjunção fuzzy D possui uma identidade à esquerda. Resumindo, temos o seguinte
teorema:
Teorema 4.2. Considere o conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
⊆
[0, 1]n. Uma max-C FPAMM satisfaz V(xξ) = xξ, ∀ξ ∈ K, se a conjunção fuzzy C tem
uma identidade à esquerda. Além disso, se a disjunção fuzzy possui uma identidade à
esquerda, então S(xξ) = xξ, ∀ξ ∈ K.
Demonstração. A demonstração deste teorema é uma consequência direta da observação
acima e da definições das FPAMMs. Com efeito, seja X =
{
x1, . . . ,xk
}
⊂ [0, 1]n um
conjunto de memórias fundamentais. Por hipótese C é uma conjunção fuzzy com uma
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identidade à esquerda. Assim, xξ pertence ao conjunto de todas combinações max-C dos
vetores x1, . . . ,xk, para todo ξ ∈ K. Agora, apresentando o vetor x = xξ como entrada
para max-C FPAMM V , temos xξ é a maior combinação max-C de x1, . . . ,xk que satisfaz
(4.1). Consequentemente, a saída da max-C FPAMM é V(xξ) = xξ, para todo ξ ∈ K. A
segunda parte deste teorema pode ser provada de modo similar.
O próximo teorema fornece uma fórmula para as implementações das max-C e
min-D FPAMMs.
Teorema 4.3. Considere um conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
⊆
[0, 1]n. Se uma implicação fuzzy I e uma conjunção fuzzy C formam uma adjunção. Então,
para qualquer padrão de entrada x ∈ [0, 1]n, a max-C FPAMM V satisfaz
V(x) =
k∨
ξ=1
C(λξ,xξ), em que λξ =
n∧
j=1
I(xξj , xj). (4.4)
Dualmente, se uma co-implicação fuzzy J e uma disjunção fuzzy D formam uma adjunção,
então para qualquer padrão de entrada x ∈ [0, 1]n, o padrão de saída da min-D FPAMM S
pode ser computada por
S(x) =
k∧
ξ=1
D(θξ,xξ), em que θξ =
n∨
j=1
J(xξj , xj). (4.5)
Demonstração. Provaremos somente a primeira parte do Teorema 4.3. A segunda parte
pode ser demonstrada de modo similar. Sejam C(X ) o conjunto das combinações max-C
das memórias fundamentais x1, . . . ,xk e z ∈ C(X ). Considere os conjuntos de índices
N = {1, . . . , n} e K = {1, . . . , k}. Por hipótese, a implicação fuzzy I e a conjunção fuzzy
C formam uma adjunção, logo temos :
z ≤ x⇐⇒
k∨
ξ=1
C(λξ, xξj) ≤ xj, ∀j ∈ N (4.6)
⇐⇒ C(λξ, xξj) ≤ xj, ∀k ∈ K,∀j ∈ N (4.7)
⇐⇒ λξ ≤ I(xξj , xj), ∀j ∈ N , ∀ξ ∈ K (4.8)
⇐⇒ λξ ≤
n∧
j=1
I(xξj , xj), ∀ξ ∈ K. (4.9)
Assim, a maior combinação max-C z =
k∨
ξ=1
C(λξ,xξ) tal que z ≤ x é obtida quando
λξ =
n∧
j=1
I(xξj , xj) para todo ξ ∈ K.
Observação 4.1. Teorema 4.3 acima estabelece uma fórmula para os coeficientes λξ
que produzem o padrão de saída de uma max-C FPAMM. Observe que o coeficiente λξ
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corresponde ao grau de inclusão de uma memória fundamental xξ no conjunto fuzzy de
entrada x. Em outras palavras,
λξ = IncF(xξ,x), ∀ξ ∈ K, (4.10)
onde IncF denota a medida de inclusão fuzzy de Bandler-Kohout definida por (1.70).
Diferente da max-C e min-D AFMMs, as max-C e min-D FPAMMs não são
modelos duais com respeito à negação fuzzy. Em outras palavras, dada uma negação fuzzy
forte η, existe x ∈ [0, 1]n tal que V(x) 6= S∗(x), onde
S∗(x) = η
(
S
(
η(x)
))
. (4.11)
O próximo teorema mostra que a negação de uma min-D FPAMM é uma max-C FPAMM
projetada para armazenar a negação das memórias fundamentais x1, . . . ,xk, e vice-versa.
Como uma consequência, as negações S∗ e V∗ falham para armazenar e recuperar o
conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
.
Teorema 4.4. Seja C uma conjunção fuzzy conectada a uma disjunção fuzzy D por
meio de uma negação fuzzy forte η. Dado um conjunto de memórias fundamentais X ={
x1, . . . ,xk
}
⊂ [0, 1]n, defina Y = {y1, . . . ,yk} em que yξi = η(xξi ), para todo i = 1, . . . , n
e ∀ξ ∈ K. A negação S∗ da min-D FPAMM S projetada para armazenar x1, . . . ,xk é a
max-C FPAMM projetada para o armazenamento de y1, . . . ,yk, isto é,
S∗(x) =
k∨
ξ=1
C(λ∗ξ ,yξ), em que λ∗ξ =
n∧
j=1
I(yξj , xj). (4.12)
Analogamente, a negação V∗ da max-C FPAMM V projetada para armazenar x1, . . . ,xk é
a min-D FPAMM definida por
V∗(x) =
k∧
ξ=1
D(θ∗ξ ,yξ), onde θ∗ξ =
n∨
j=1
J(yξj , xj). (4.13)
Demonstração. Provaremos somente (4.12). A segunda parte do teorema pode ser provado
de modo semelhante. Seja X =
{
x1, . . . ,xk
}
⊂ [0, 1]n um conjunto de memórias funda-
mentais, defina Y = {y1, . . . ,yk} tal que yξi = η(xξi ), para todo i = 1, . . . , n e ∀ξ ∈ K.
Lembrando que uma negação fuzzy forte é um operador decrescente e, assim, a negação do
mínimo é o máximo das negações, concluímos respectivamente de (4.11), (4.5) e (1.58) que
S∗(x) = η
(
S
(
η(x)
))
= η
 n∧
j=1
D(θξ,xξ)
 (4.14)
=
k∨
ξ=1
η
(
D(θξ,xξ)
)
=
k∨
ξ=1
C(λ∗ξ ,yξ), (4.15)
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Tabela 6 – Esforço computacional de uma min-D AFMM e uma max-C FPAMM na fase
de recordação.
Modelo Avaliações dos operadores lógicos Comparações Espaço de memória
M O(n2) O(n2) O(n2)
V O(nk) O(kn) O(nk)
na qual λ∗ξ = η(θξ) satisfaz as seguintes identidades
λ∗ξ = η
 n∨
j=1
J
(
xξj , η(xj)
) (4.16)
=
n∧
j=1
η
(
J
(
xξj , η(xj)
))
(4.17)
=
n∧
j=1
I
(
η
(
xξj
)
, xj
)
=
n∧
j=1
I
(
yξj , xj
)
. (4.18)
De (4.4), concluímos que S∗ é a max-C FPAMM projetada para o armazenamento de
y1, . . . ,yk.
Em termos do esforço computacional, uma max-C FPAMM é mais barata do
que sua correspondente min-D AFMM se k < n. De fato, uma max-C FPAMM é um
modelo de memória não distribuído com uma camada oculta. Consequentemente, não
requer o armazenamento de uma matriz de pesos sinápticos de tamanho n × n. Além
disso, uma max-C FPAMM executa menos operações em pontos flutuantes do que sua
correspondente min-D AFMM, se k < n. Para ilustrar, considere k < n e um conjunto de
memórias fundamentais X =
{
x1, . . . ,xk
}
, em que xξ ∈ [0, 1]n e ∀ξ ∈ K. Para sintetizar a
matriz de pesos sinápticosM da AFMM, executamos kn2 avaliações da co-implicação fuzzy
e (2k − 1)n2 comparações. Além disso, a matriz resultante M consome aproximadamente
O(n2) de espaço na memória do computador. Na fase de recordação, o modeloM requer
n2 avaliações da disjunção fuzzy e (2n−1)n comparações. Por outro lado, para computar os
coeficientes λ’s de uma max-C FPAMM V , que é obtida pela conjunção fuzzy e implicação
fuzzy, executamos nk avaliações da implicação fuzzy e (2n− 1)k comparações. A fase de
recordação do modelo V requer 2nk avaliações da conjunção fuzzy e (k− 1)n comparações.
Por último, a max-C FPAMM V consome aproximadamente O(nk) de espaço na memória
do computador para armazenar o conjunto de memórias fundamentais. A Tabela 6 apresenta
uma estimativa da complexidade computacional na fase de recordação dos modelosM e
V .
Exemplo 4.1. Seja X o conjunto de memórias fundamentais definido no Exemplo 2.2.
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Especificamente, o conjunto X ⊂ [0, 1]4 é dado por
X =

x1 =

0.4
0.3
0.7
0.2
 ,x
2 =

0.1
0.7
0.5
0.8
 ,x
3 =

0.8
0.5
0.4
0.2


. (4.19)
Sejam CM e IM a conjunção fuzzy do mínimo e a implicação fuzzy de Gödel, respectivamente.
Sintetizamos a max-CM FPAMM projetada para o armazenamento de X usando o par
(IM , CM). Note que o número 1 é a identidade da conjunção fuzzy CM . Do Teorema 4.2,
a equação VM(xξ) = xξ é válida para ξ = 1, 2, 3. Agora, considere o vetor de entrada x
definido por
x =
[
0.4 0.3 0.8 0.7
]T
. (4.20)
Da equação (4.4), obtemos os seguintes coeficientes
λ1 = 1.0, λ2 = 0.3, e λ3 = 0.3. (4.21)
Assim, o padrão de saída da max-CM FPAMM VM é
VM(x) = CM(λ1,x1) ∨ CM(λ2,x2) ∨ CM(λ3,x3)
=
[
0.40 0.30 0.70 0.30
]T 6= x1. (4.22)
Observe que o modelo VM não pode recuperar a memória fundamental x1. Analogamente,
podemos armazenar o conjunto de memórias fundamentais X nas max-C FPAMMs VP ,
VL e VF , que são obtidas respectivamente pelos pares de implicações e conjunções fuzzy
(IP , CP ), (IL, CL) e (IF , CF ). Apresentando o vetor x como padrão de entrada, as max-C
FPAMMs VP , VL e VF produzem os seguintes padrões de saída:
VP (x) =
[
0.40 0.30 0.70 0.34
]T 6= x1 (4.23)
VL(x) =
[
0.40 0.30 0.70 0.40
]T 6= x1 (4.24)
VF (x) =
[
0.40 0.30 0.70 0.42
]T 6= x1 (4.25)
Apesar da tolerância ao ruído dilativo das max-C FPAMMs, as memórias VP , VL e
VL também falham na recuperação da memória fundamental x1. Entretanto, os padrões
produzidos pelas modelos max-C FPAMMs VM , VP , VL e VF são mais similares ao vetor
desejado x1 do que os padrões de saída dos modelos min-DM AFMMs MM , MP , ML,
MF eMG. De fato, a Tabela 7 mostra NMSEs entre os vetores recordados pelas memórias
autoassociativas e o padrão desejado x1. Neste exemplo, notamos que os melhores NMSEs
são produzidos pelas max-C FPAMMs. Observe que os modelos max-C FPAMMs podem
ser mais tolerantes ao ruído dilativo do que seus correspondentes modelos min-D AFMMs.
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Tabela 7 – Erro quadrático médio normalizado.
• x MM(x) MP (x) ML(x) MF (x) MG(x) VM(x) VP (x) VL(x) VF (x) VZ(x)
NMSE(•,x1) 0.33 0.32 0.14 0.05 0.4313 0.33 0.01 0.02 0.05 0.0641 0.00
Para uma comparação do desempenho de alguns modelos max-C FPAMMs e
alguns modelos min-D AFMMs em relação à reconstrução de imagens corrompidas pelo
ruído dilativo, sugerimos as seguintes referências (Santos and Valle, 2016, 2017b). Visto
que, aqui, focaremos nossa atenção em aplicar os novos modelos no reconhecimento de
faces.
Concluiremos a seção enfatizando que não podemos assegurar capacidade de
armazenamento absoluto ótimo se C não possui uma identidade à esquerda.
Exemplo 4.2. Considere a conjunção fuzzy “compensatory and” definida por
CA(x, y) =
√
(xy)(x+ y − xy). (4.26)
Observe que CA não possui uma identidade à esquerda. Além disso, a implicação fuzzy que
forma uma adjunção com CA é
IA(x, y) =

1, x = 0,
1 ∧
−x2 +
√
x2 + 4x(1− x)y2
2x(1− x)
 , 0 < x < 1,
y2, x = 1.
(4.27)
Agora, seja VA : [0, 1]4 → [0, 1]4 a max-CA FPAMM projetada para o armazenamento do
conjunto de memórias fundamentais X dada por (4.19). Sobre apresentação da memória
fundamental x1 como padrão de entrada, de (4.4), temos os seguintes coeficientes:
λ1 = 0.39, λ2 = 0.06 e λ3 = 0.23. (4.28)
Assim, o vetor de saída da max-CA FPAMM VA é
VA(x1) = CA(λ1,x1) ∨ CA(λ2,x2) ∨ CA(λ3,x3) =

0.40
0.27
0.47
0.20
 6= x
1. (4.29)
De modo semelhante, apresentamos as memórias fundamental x2 e x3 como padrões de
entradas para o modelo VA. Logo, os vetores de saída de VA são
VA(x2) =

0.10
0.39
0.30
0.44
 6= x
2 e VA(x3) =

0.52
0.37
0.40
0.20
 6= x
3. (4.30)
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Note que, de acordo com Teorema 4.1, a desigualdade VA(xξ) ≤ xξ vale para ξ = 1, 2, 3.
Por outro lado, a max-CA FPAMM falha em produzir as respostas desejadas x1, x2, e x3.
4.2 Memórias Fuzzy Autoassociativas de Projecões de Zadeh
Em geral, a tolerância ao ruído das memórias autoassociativas diminui quando
o número de memórias espúrias aumenta. O conjunto dos pontos fixos de uma max-C
FPAMM corresponde ao conjunto de todas combinações max-C das memórias fundamentais.
Consequentemente, quanto menor for o conjunto C(X ), maior será a tolerância ao ruído
de uma max-C FPAMM.
Dado uma família de conjuntos fuzzy X = {x1, . . . ,xk}, podemos reduzir C(X )
significativamente considerando em (1.67) a conjunção fuzzy de Gaines CG. Com efeito, do
Teorema 4.2, a saída da max-C FPAMM definida pela conjunção fuzzy de Gaines CG é
VG(x) =
k∨
ξ=1
CG(λξ,xξ), (4.31)
no qual
λξ = IncZ(xξ,x) =
n∧
i=1
IG(xξj , xj), ∀ξ ∈ K. (4.32)
Note que a medida inclusão fuzzy de Zadeh IncZ é usada para computar os coeficientes λξ
ao invés de uma medida inclusão fuzzy mais geral de Bander-Kohout. Portanto, a partir
de agora, esta max-C FPAMM será referida como max-C FPAMM de Zadeh e denotada
por VZ .
Da equação (1.69), o coeficiente λξ = IncZ(xξ,x) é 0 ou 1. Além disso, λξ = 1 se,
e somente se, xξj ≤ xj para todo j = 1, . . . , n. Também, temos CG(0, x) = 0 e CG(1, x) = x
para todo x ∈ [0, 1]. Portanto, para qualquer padrão de entrada x ∈ [0, 1]n, o padrão de
saída da max-C FPAMM de Zadeh é alternativamente dado pela equação
VZ(x) =
∨
ξ∈IZ
xξ, (4.33)
em que
IZ = {ξ : xξj ≤ xj,∀j = 1, . . . , n}, (4.34)
é o conjunto de índices ξ tal que xξ é menor ou igual ao padrão de entrada x, isto é,
xξ ≤ x. Aqui, temos VZ(x) = 0 se IZ = ∅, onde 0 é o vetor nulo.
De maneira similar, de (4.5), o modelo dual da max-C FPAMM de Zadeh é a
min-D FPAMM definida por
SZ(x) =
k∧
ξ=1
DG(θξ,xξ), em que θξ =
n∨
j=1
JG(xξj , xj), (4.35)
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em que DG e JG são respectivamente a disjunção e co-implicação fuzzy de Gaines. Alter-
nativamente, o padrão de saída do modelo dual da max-C FPAMM de Zadeh é dada por
SZ(x) =
∧
ξ∈JZ
xξ, (4.36)
em que
JZ = {ξ : xj ≤ xξj ,∀j = 1, . . . , n}, (4.37)
é o conjunto de índices ξ tal que x ≤ xξ. Se JZ = ∅, temos SZ(x) = 1, onde 1 representa
o vetor de 1’s.
Note de (4.33) e (4.36) que nenhuma operação aritmética é executada durante a
fase de recordação das max-C e min-D FPAMMs de Zadeh; elas usam somente comparações!
Assim, VZ e SZ são memórias autoassociativas computacionalmente rápidas e baratas.
Em adição, a max-C FPAMM de Zadeh é extremamente robusta ao ruído dilativo e seu
modelo dual é robusta ao ruído erosivo. O seguinte teorema aborda a tolerância ao ruído
destes modelos de memórias autoassociativas.
Teorema 4.5. Dado o conjunto de memórias fundamentais X = {x1, . . . ,xk} ⊂ [0, 1]n
e K = {1, . . . , k}. A identidade VZ(x) = xγ é válida se existe um único γ ∈ K tal que
xγ ≤ x. Dualmente, se existe um único µ ∈ K tal que x ≤ xµ, então SZ(x) = xµ.
Demonstração. Considere o conjunto de memórias fundamentais X = {x1, . . . ,xk} ⊂
[0, 1]n. Se existe um único γ ∈ K tal que xγ ≤ x, o conjunto de índices, dado por (4.34), é
igual
IZ = {ξ : xξj ≤ xj,∀j = 1, . . . , n} = {γ} . (4.38)
Consequemente,
VZ(x) =
∨
ξ∈IZ
xξ = xγ. (4.39)
Similarmente, podemos demonstrar a segunda parte do teorema.
Exemplo 4.3. Considere o conjunto de memórias fundamentais X definido por (4.19).
Dado o padrão de entrada x definido por (4.20). Lembrando que o conjunto X e entrada
x são respectivamente dados por
X =

x1 =

0.4
0.3
0.7
0.2
 ,x
2 =

0.1
0.7
0.5
0.8
 ,x
3 =

0.8
0.5
0.4
0.2


(4.40)
e
x =
[
0.4 0.3 0.8 0.7
]T
. (4.41)
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Claramente, temos x1 ≤ x, x2 6≤ x e x3 6≤ x. Assim, o conjunto de índices definido por
(4.34) é IZ = {1}. De (4.33), o padrão de saída da max-C FPAMM de Zadeh é
VZ(x) =
∨
ξ∈IZ
xξ = x1. (4.42)
Observe que o modelo VZ recuperou a memória fundamental original x1. Como uma
consequência, o NMSE é igual a zero. Da Tabela 7, a max-C FPAMM de Zadeh fornece o
melhor NMSE, seguido pelos modelos max-C FPAMMs VM , VP e VL.
Concluímos esta seção observando que a max-C FPAMM de Zadeh também
pertence à classe das memórias associativas fuzzy-Θ (Θ-FAMs, theta fuzzy associative
memories) propostas por Esmi et al. (2015).
Observação 4.2. Uma Θ-FAM é definida como segue: Considere um conjunto de memó-
rias fundamentais X = {x1, . . . ,xk} ⊂ [0, 1]n e sejam Θξ : [0, 1]n → [0, 1] operadores tais
que Θξ(xξ) = 1 para todo ξ = 1, . . . , k. Dado um padrão de entrada x e um vetor de pesos
w = [w1, . . . , wk] ∈ Rk, uma Θ-FAM O produz
O(x) = ∨
ξ∈Iw(x)
xξ,
em que Iw(x) é o seguinte conjunto de índices:
Iw(x) = {η : wηΘη(x) = max
ξ=1:k
wξΘξ(x)}.
Agora, a max-C FPAMM Zadeh é obtida considerando w = [1, 1, . . . , 1] ∈ Rk e Θξ(·) =
IncZ(xξ, ·), para todo ξ = 1, . . . , k. Especificamente, neste caso Iw(x) coincide com o
conjunto de índices IZ definido por (4.33).
4.3 Mascaramento do Ruído Baseado em Medida de Similaridade
Apesar da tolerância ao ruído dilativo, a frágil tolerância em relação ao ruído
erosivo ou misto pode limitar as aplicações de uma max-C FPAMM em problemas do
mundo real. Em particular, a max-C FPAMM de Zadeh é extremamente sensível ao ruído
erosivo ou misto. De fato, considere o conjunto de memórias fundamentais X definido por
(2.28). Dado o padrão de entrada
xe = x1 − [0.0001, 0.0, 0.0, 0.0] = [0.3999, 0.3, 0.7, 0.2],
que corresponde a uma versão erosiva da memória fundamental x1, isto é, xe ≤ x1.
Claramente, temos x1 6≤ xe, x2 6≤ xe e x3 6≤ xe. Assim, o conjunto de índices definido por
(4.34) é IZ = ∅. Apresentando xe como padrão de entrada para a Zadeh max-C FPAMM
VZ , obtemos como saída o padrão VZ(xe) = 0.
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Acontece que a tolerância de uma max-C FPAMM pode ser significativamente
melhorada pelo mascaramento do ruído contido em uma entrada corrompida (Urcid
and Ritter, 2007). Em poucas palavras, o mascaramento do ruído converte a entrada
degrada pelo ruído misto em um padrão corrompido somente pelo ruído dilativo. Inspirado
pelos trabalhos Urcid e Ritter (Urcid and Ritter, 2007), apresentamos uma estratégia de
mascaramento do ruído para as max-C FPAMMs.
Seja V uma max-C FPAMM sintentizada para armazenar o conjunto de memó-
rias fundamentais X = {x1, . . . ,xk}. Também, assuma que x é uma versão da memória
fundamental xµ corrompida pelo ruído misto. Então, xµd = x ∨ xµ é um padrão de entrada
mascarado que contém somente ruído dilativo, ou seja, a desigualdade xµd ≥ xµ sempre é
verdadeira. Sendo a memória V robusta ao ruído dilativo, esperamos que a max-C FPAMM
V recupere a memória fundamental xµ sobre apresentação do vetor xµd .
A ideia do mascaramento do ruído tem uma deficiência na prática: não sabemos
a priori qual memória fundamental foi corrompida. Desta forma, Urcid e Ritter sugeriram
comparar, para todo ξ ∈ K, o padrão mascarado xξd = x ∨ xξ com ambos a entrada x e a
memória fundamental xξ (Urcid and Ritter, 2007). A comparação é baseada em alguma
medida significativa, como o NMSE. Em (Valle, 2014b), Valle apresentou uma fórmula
alternativa para computar o vetor mascarado. Motivados por esta expressão, propomos
usar uma medida de similaridade fuzzy para determinar o vetor mascarado. Precisamente,
o vetor mascarado xµd é obtido calculando o máximo entre o padrão de entrada x e uma
memória fundamental xµ mais similar ao padrão de entrada. Em termos matemáticos,
temos xµd = x ∨ xµ em que µ é um índice tal que
SM(x,xµ) =
k∨
ξ=1
{
SM(x,xξ)
}
, (4.43)
em que SM é uma medida de similaridade. Havendo um outro índice γ tal que SM(x,xµ) =
SM(x,xγ) em (4.43), escolhemos o menor índice.
Concluindo, o método de mascaramento do ruído para recuperação dos padrões
usando uma max-C FPAMM V produz uma nova memória autoassociativa fuzzy VM :
[0, 1]n → [0, 1]n definida por
VM(x) = V(x ∨ xµ), (4.44)
em que µ é um índice que satisfaz (4.43).
De maneira análoga, podemos definir o método de mascaramento do ruído para
recuperação dos padrões usando uma min-D FPAMM S. De fato, seja SM : [0, 1]n → [0, 1]n
a memória autoassociativa dada por
SM(x) = S(x ∧ xµ), (4.45)
na qual µ é um índice que satisfaz (4.43).
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Gostaríamos de encerrar esta seção com o seguinte comentário. Na seção
anterior, destacamos que a max-C FPAMM Zadeh e seu modelo dual não executam
operações aritméticas em pontos flutuantes. Algumas operações aritméticas, entretanto,
podem ser requeridas para o cálculo do padrão de entrada mascarado. Por exemplo, se
considerarmos em (4.43) a medida de similaridade SMH definida por (1.72), a memória
VMZ executa (2n+ 1)k operações em ponto flutuante durante a fase de recuperação devido
ao mascaramento.
4.4 Memórias Morfológicas Autoassociativas de Projeções L-fuzzy
Nesta seção, vamos apresentar uma extensão das FPAMMs para armazenamento
e recuperação de conjuntos L-fuzzy. Estes novos modelos são denominados memórias
morfológicas autoassociativas de projeções L-fuzzy, ou simplesmente L-FPAMMs.
Sejam L um reticulado completo e X =
{
x1, . . . ,xk
}
⊆ Ln um conjunto de
memórias fundamentais. Considere também uma implicação IL e uma conjunção CL, que
formam uma adjunção em L. Similar às FPAMMs, dado um padrão de entrada x ∈ Ln,
uma max-CL L-FPAMM VL : Ln −→ Ln satisfaz
VL(x) =
k∨
ξ=1
CL(λξ,xξ), onde λξ =
n∧
j=1
IL(xξj , xj). (4.46)
Dualmente, se uma co-implicação JL e uma disjunção DL formam uma adjunção em L,
então dado um padrão de entrada x ∈ Ln, a saída da L-FPAMM SL : Ln −→ Ln é
computada por
SL(x) =
k∧
ξ=1
DL(θξ,xξ), em que θξ =
n∨
j=1
JL(xξj , xj). (4.47)
No caso especial, considerando em (4.46) a conjunção CL definida em (1.74) e
a implicação IL dada pela equação (1.76), obtemos uma subclasse das L-FPAMMs, que
estende o modelo max-C FPAMM de Zadeh para um reticulado completo arbitrário. De
fato, esta extensão da max-C FPAMM de Zadeh, mencionada como memória morfológica
autoassociativa de projeção em reticulados completos (CLPAMM), é definida de modo
alternativo como segue: Sejam L um reticulado completo e X =
{
x1, . . . ,xk
}
⊂ Ln o
conjunto de memórias fundamentais. Dado um padrão de entrada x ∈ Ln, uma CLPAMM
é dada por
VL(x) =
j
ξ∈IL
xξ, (4.48)
em que
IL =
{
ξ ∈ K : xξj 4L xj,∀j = 1, . . . , n
}
(4.49)
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é o conjunto de índices ξ tal que xξ 4Ln x. Ainda, temos VL(x) = 0Ln se IL = ∅. Podemos
alternativamente representar uma CLPAMM VL por
VL(x) =
j{
xξ ∈ X : xξ 4Ln x
}
. (4.50)
Dualmente, considerando em (4.47) a disjunção DL dada em (1.75) e a co-implicação JL
estabelecida pela equação (1.77), podemos definir uma CLPAMM SL : Ln −→ Ln por
SL(x) =
k
ξ∈JL
xξ, (4.51)
onde
JL =
{
ξ ∈ K : xj 4L xξj ,∀j = 1, . . . , n
}
. (4.52)
Se JL = ∅, temos SL(x) = 1Ln . Alternativamente, a aplicação SL pode ser descrita pela
seguinte projeção
SL(x) =
k{
xξ ∈ X : x 4Ln xξ
}
. (4.53)
Em palavras, uma CLPAMM projeta o padrão de entrada no supremo ou no ínfimo de um
subconjunto das memórias fundamentais. Além disso, estas novas memórias autoassociativas
dependem somente da estrutura de reticulado completo.
Em vista da fórmula alternativa (4.53), uma CLPAMM SL projeta o padrão
de entrada x no ínfimo de um subconjunto das memórias fundametais x1, . . . ,xk tal que
x 4L xξ. Como uma consequência, uma CLPAMM SL satisfaz a equação SL(xξ) = xξ
para todo ξ ∈ K. Em outras palavras, a memória SL possui capacidade de armazenamento
ilimitada. Além disso, é idempotente e o padrão de saída SL(x) satisfaz x 4Ln SL(x), ∀x ∈
L. Dualmente, resultados similares são obtidos para uma CLPAMM VL. Em síntese, temos
o seguinte teorema.
Teorema 4.6. Considere um conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
, em
que xξ ∈ L,∀ξ ∈ K. As aplicações VL e SL, definidas por (4.50) e (4.53), satisfazem as
seguintes propriedades:
1. VL(xξ) = xξ e SL(xξ) = xξ, ∀ξ ∈ K;
2. VL(x) 4L x 4L SL(x), ∀x ∈ Ln;
3. VL(VL(x)) = VL(x) e SL(SL(x)) = SL(x) ∀x ∈ Ln.
Dizemos que x corresponde a uma versão dilativa da memória fundamental xξ
em Ln se xξ 4Ln x. Dualmente, x é uma versão erosiva da memória fundamental xξ em Ln
se x 4Ln xξ. Uma CLPAMM SL é adequada para reconstruções de padrões corrompidos
pelo ruído erosivo. Em outras palavras, a identidade SL(x) = xξ é satisfeita somente se
x 4Ln xξ. Por outro lado, uma memória fundamental xξ não pode ser recuperada por
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uma CLPAMM SL, se o padrão de entrada satisfaz a seguinte desigualdade xξ 4Ln x.
Dualmente, uma CLPAMM VL é extremamente robusta ao ruído dilativo, mas é sensível
ao ruído erosivo.
Teorema 4.7. Dado um conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
⊂ Ln.
Considere o padrão de entrada x ∈ Ln. Se existe um único γ ∈ K tal que x 4Ln xγ, então
SL(x) = xγ. Dualmente, se existe um único µ ∈ K tal que xµ 4Ln x, então VL(x) = xµ.
Demonstração. Se existe um único γ ∈ K tal que x 4Ln xγ, então o conjunto de índices
dado por (4.52) é
JL =
{
ξ ∈ K : x 4Ln xξ
}
= {γ} . (4.54)
Consequemente,
SL(x) =
k
ξ∈JL
xξ = xγ. (4.55)
De forma análoga, podemos demonstrar a segunda parte do teorema.
A partir de agora, concentraremos nossa atenção somente na subclasse das
CLPAMMs definidas por (4.51) e (4.52). Visto que podemos facilmente obter resultados
similares para o modelo VL.
Gostaríamos de comentar acerca das diferenças entre o modelo CLPAMM SL
e os modelos citados como memórias autoassociativas esparsas em reticulado completo
(SCALMs, do inglês sparsely connected autoassociative lattice memories) proposto por
Valle and Grande Vicente (2011, 2012). Apesar da similaridade da fase de recordação destas
memórias autoassociativas, os conjunto de índices de uma CLPAMM SL e uma SCALM
são diferentes e, ainda, produzem saídas distintas. Com efeito, a SCALMM é definida
como segue: considere um conjunto das memórias fundamentais X =
{
x1, . . . ,xk
}
⊂ Ln.
Para cada padrão de entrada x = [x1, . . . , xn]T ∈ Ln, a SCALMM é definida da seguinte
forma :
[M(x)]i =
k
{xj : (i, j) ∈ Q} , ∀i = 1, . . . , n (4.56)
em que Q ⊂ N × N , N = {1, . . . , n}, é o conjunto de junções sinápticas do i-ésimo
neurônio da memóriaM definido por
Q =
{
(i, j) : xξi 4 xξj ,∀ξ = 1, . . . , k
}
. (4.57)
O próximo exemplo mostra que uma CLPAMM SL e uma SCALM produzem saídas diferen-
tes. Também, este exemplo mostra que podemos sintetizar uma CLPAMM independente
da natureza dos itens armazenados.
Exemplo 4.4. Seja L = {a, b, c, d} um conjunto finito com a ordem parcial de acordo
com o diagrama de Hasse que é exibido na Figura 3. Note que as desigualdades a ≺ b ≺ d
e a ≺ c ≺ d são válidas. Apesar dos elementos b e c serem incompáveis, temos bg c = d e
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Figura 3 – Diagrama de Hasse do reticulado completo L = {a, b, c, d} do Exemplo 4.4.
buprise c = a. Portanto, L representa um reticulado completo. Consequentemente, o produto
cartesiano L4 é um reticulado completo com a ordem definida em (1.1). Agora, considere
o conjunto de memórias fundamentais
X =

x1 =

d
b
c
c
 ,x
2 =

d
c
a
b
 ,x
3 =

b
a
c
b


, (4.58)
em que xξ ∈ L para todo ξ = 1, . . . , 4. Se o padrão
x =
[
c b c a
]T
(4.59)
é apresentado como padrão de entrada para SL. Claramente, temos x 4L x1, x 64L x2 e
x 64L x3. De (4.52), temos JL = {1}. Portanto, a saída CLPAMM SL é
SL(x) =
k
ξ∈JL
xξ = x1. (4.60)
Por outro lado, o conjunto de índices da SCALMM, definido por (4.57), é
Q = {(1, 1), (2, 1), (2, 2), (3, 3), (3, 4), (4, 4)} . (4.61)
Assim, o padrão de saída da SCALM é
M(x) = [x1, x1 g x2, x3 g x4, x4]T (4.62)
= [c, cg b, cg a, a]T (4.63)
= [c, a, a, a]T 6= x1 (4.64)
Agora, considere o reticulado completo [0, 1]n com a ordem usual. Dado um
conjunto de memórias fundamentais X =
{
x1, . . . ,xk
}
, onde xξ ∈ [0, 1]n,∀ξ ∈ K. Note
que o modelo CLPAMM SL coincide com o modelo min-D FPAMM de Zadeh introduzido
na Seção 4.2.
Cabe destacar que a classe das L-FPAMMs fornece várias possibilidades de
pesquisas futuras. Por exemplo, podemos conduzir pesquisas das L-FPAMMs para o
armazenamento e recuperação de conjuntos fuzzy intervalares. Também, podemos equipar
o intervalo [0, 1] com outras ordens parciais e, por consequência, obter novas CLPAMMs.
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4.5 Aplicações em Reconhecimento de Faces
Reconhecimento de face tem sido um tópico de pesquisa ativo em reconheci-
mento de padrões e visão computational devido as suas aplicações tais como interação
homem e computador, segurança e controle de acesso (Zhang et al., 2004, 2011; Feng et al.,
2017).
Inspirados nos classificadores baseados em memórias morfológicas autoassocia-
tivas abordados na Seção 3.3, propomos o seguinte classificador baseado em memória fuzzy
autoassociativa para o reconhecimento de face. SejaMi uma memória fuzzy autoassociativa
projetada para o armazenamento das imagens de treinamento do indivíduo i. Dado uma
imagem de face x, atribuímos a imagem desconhecida ao primeiro indivíduo τ tal que
SMH
(
x,Mτ (x)
)
≥ SMH
(
x,Mi(x)
)
, ∀i = 1, . . . , c, (4.65)
em que SMH denota a medida de similaridade fuzzy de Hamming definida pela equação
(1.72) e c é o número de indivíduos de um banco de faces. Em palavras, a imagem x
pertence a um indivíduo tal que o vetor recuperado é o mais similar ao padrão de entrada.
Similar aos classificadores baseados nas AMMs, o classificador baseado nas AFMMs e
FPAMMs não requerem ajustes de paramêtros.
Nos experimentos computacionais, usamos somente as memórias ML e VZ .
Precisamente, sintetizamos os classificadores baseados nas min-DL AFMM de Łukasiewicz
e max-C FPAMM de Zadeh com estratégia de mascaramento do ruído, descrito por (4.44)
e (1.72). Denotamos estes classificadores porMML e VMZ .
4.5.1 Reconhecimento de Faces com Pose e/ou Expressões
Nesta tese, conduzimos experimentos usando três bancos de faces: Georgia Tech
Face Database (GT) (Nefian, 1999), AT&T Face Database (Cambridge, 1994) e AR Face
Image Database (Martinez and Benavente, 1998). Estes bancos de faces incorporam poses,
iluminações e alterações gestuais. Para projetar os classificadores baseados em memórias
autoassociativas, convertemos cada imagem de treinamento de um indivíduo i em um
vetor xξ,i ∈ [0, 1]n para ξ = 1, . . . , ki, onde ki é o número de imagens de treinamento
do i-ésimo indivíduo. Dessa maneira, formamos os conjuntos de memórias fundamentais
X i = {x1,i, . . . ,xki,i}, para i = 1, . . . , c. Usando o conjunto de memórias fundamentais
X i, sintetizamos a max-C FPAMM de Zadeh VM,iM e a minD AFMMMM,iL , descritas por
(4.44) e (1.72), para cada i = 1, . . . , c.
Para os bancos de faces GT e AT&T, seguimos o esquema “first N” proposto
por Feng et al. (2017). Precisamente, as primeiras N imagens das faces de cada pessoa
são usadas como conjunto de treinamento (memórias fundamentais). As imagens das
faces restantes de cada indivíduo são usadas como exemplos de testes. Aqui, o número
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Figura 4 – Imagens da face de uma pessoa do GT face database
N variou entre 20% a 70% do número total de imagens das faces por pessoa. Além disso,
a taxa de reconhecimento (RR, recognition rate) foi usada para avaliar o desempenho
dos classificadores em cada condição de treinamento. Computamos também a média das
taxas de reconhecimento (ARR, average recognition rate) entre todas as condições de
treinamento. Analisamos o desempenho do nosso classificador VMZ com diversos modelos
da literatura. Especificamente, SRC (sparse representation classification) (Wright et al.,
2009), LRC ( linear regression-based classification) (Naseem et al., 2010), NN (nearest
neighbor) (Cover and Hart, 1967), CRC (collaborative representation-based classification)
(Zhang et al., 2011), classificador baseado na KAM (kernel autoassociative memories))
(Zhang et al., 2004) e FSSP(1) (fast superimposed sparse parameter) (Feng et al., 2017).
Comparamos também o classificador VMZ com o classificador baseado na memóriaMML .
Cabe salientar que todos os experimentos foram realizados com o MATLAB ou GNU
OCTAVE.
Georgia Tech Face Database (Nefian, 1999): Essa base de imagens contém
imagens de 50 pessoas tomadas em duas ou três sessões no Centro para Processamento
de Imagens e Sinais no Instituto de Tecnologia da Georgia. Todas as pessoas do banco
de imagens são representadas por 15 imagens coloridas em JPEG tomadas na resolução
640 × 480 pixels. As imagens mostram faces frontais e/ou inclinadas com diferentes
expressões faciais e condições de iluminação. Cada imagem é rotulada manualmente para
determinar a posição do rosto na imagem gerando as imagens de face com o plano de
fundo removido. O tamanho médio das imagens de faces nestas imagens é 150× 150 pixels.
Em nossos experimentos, cada imagem do banco de faces GT foi reduzida em imagens
em tons de cinza com tamanho 30 × 40. A Figura 4 mostra as imagens da face de um
indivíduo.
A Tabela 8 lista as RRs e as ARRs produzidas pelos classificadores. Para
conjuntos de treinamento com N = 3, N = 4 e N = 5 imagens de face, o classificador
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Classificadores N = 3 N = 4 N = 5 N = 6 N = 9 ARR
NN 0.4967 0.5182 0.5440 0.6689 0.7667 0.5989
SRC 0.5367 0.5836 0.6240 0.7133 0.7867 0.6489
LRC 0.5183 0.5636 0.5980 0.6822 0.7833 0.6291
CRC 0.4683 0.5018 0.5420 0.6200 0.7200 0.5704
KAM 0.5367 0.5764 0.5920 0.7289 0.8067 0.6481
FSSP(1) 0.5600 0.6000 0.6300 0.7044 0.7800 0.6549
MML 0.5567 0.5709 0.6000 0.7089 0.7900 0.6453
VMZ 0.5600 0.5782 0.5900 0.7222 0.8033 0.6507
Tabela 8 – RRs e ARRs produzidas pelos classificadores usando o GT face image database.
Figura 5 – Imagens de uma pessoa do AT&T face database
FSSP(1) produziu as melhores taxas de reconhecimento. Por outro lado, o classificador
baseado na KAM atingiu as melhores taxas de reconhecimento quando os conjuntos
de treinamento possuiam N = 6 e N = 9 imagens de face. Em todos os cenários, o
classificador VMZ alcançou as RRs similares aos classificadores FSSP(1) e KAM. Além disso,
podemos observar que os classificadores SRC eMML produziram taxas de reconhecimento
competitivas. Em contraste, as piores taxas de reconhecimento foram produzidas pelo CRC.
Apesar da melhor ARR ter sido produzida pelo classificador FSSP(1), o nosso classificador
VMZ alcançou em média um desempenho similar ao classificador FSSP(1).
AT&T Face Database (Cambridge, 1994): Essa base de imagens foi coletada
entre 1992 e 1994. Anteriomente, era conhecida por ORL face database. Essa base de
imagens contém 10 imagens diferentes de 40 indivíduos, totalizando 400 imagens de
tamanho 92 × 112 pixels em tons de cinza. Para alguns indivíduos, as imagens foram
capturadas em diferentes épocas, variando em iluminação e expressões faciais. As dez
imagens de um indivíduo pode ser visualizada na Figura 5. Nesta tese, cada imagem foi
reduzida em 28× 23 pixels e convertida em um vetor pertencente ao conjunto [0, 1]644.
A Tabela 9 exibe as RRs e ARRs produzidas pelos classificadores. Para os
conjuntos de treinamento com N = 3, N = 4 e N = 5 imagens de faces, o classificador
FSSP(1) obteve as melhores RRs em comparação com os outros métodos de classificação.
Por outro lado, o nosso classificador VMZ produziu as melhores RRs quando os conjuntos
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Classificadores N = 3 N = 4 N = 5 N = 6 N = 7 ARR
NN 0.8536 0.8875 0.9150 0.9625 0.9667 0.9171
SRC 0.8714 0.9167 0.9300 0.9500 0.9583 0.9253
LRC 0.8250 0.8583 0.9100 0.9625 0.9583 0.9028
CRC 0.8643 0.9000 0.9100 0.9187 0.9250 0.9036
KAM 0.8357 0.8750 0.9050 0.9500 0.9667 0.9065
FSSP(1) 0.9107 0.9417 0.9500 0.9437 0.9500 0.9392
MML 0.8929 0.9042 0.9300 0.9688 0.9667 0.9325
VMZ 0.8929 0.9167 0.9500 0.9812 0.9750 0.9432
Tabela 9 – RRs e ARRs produzidas pelos classificadores usando o AT&T face database.
de treinamento possuiam N = 5, N = 6 e N = 7 imagens. Além disso, o classificador VMZ
alcançou a melhor ARR em relação aos demais classificadores.
The AR face image database (Martinez and Benavente, 1998): Essa base de
imagens inclui mais de 4000 imagens coloridas de 126 pessoas, sendo 70 homens e 56
mulheres. Nas imagens, há pose frontal com diferentes expressões faciais, diversas condições
de iluminação e disfarce. Foi gerado um subconjunto aleatório do banco de dados AR
com 100 indivíduos (50 homens e 50 mulheres). Precisamente, usamos oito imagens de
expressão facial: neutro, sorriso, bravo e grito por pessoa. Estas imagens do banco de
dados AR foram reduzidas para 50× 40 pixels e convertidas em vetores pertencentes ao
conjunto [0, 1]2000. As oito imagens de uma pessoa pode ser vista na Figura 6.
Para avaliar o desempenho dos classificadores, utilizamos a mesma metodologia
descrita por Feng et al. (2017). Primeiramente, testamos o reconhecimento das imagens
com expressão de sorriso. Quando imagens da face com sorriso são usadas como teste, as
imagens restantes (normal, bravo e grito) são usadas como imagens de treinamento. O
método de avaliação das outras expressões para bravo e grito são realizadas de maneira
similar.
A Tabela 10 mostra as RRs e as ARRs produzidas pelos classificadores. Dessa
tabela, podemos observar que as RR do classificador VMZ são similares às taxas de reconhe-
cimento dos demais classificadores para expressões sorriso e bravo. Para reconhecimento
de faces com a expressão de grito, o classificador VMZ produziu a melhor taxa de reconheci-
mento, seguido pelo classificadorMML . Além disso, nesses experimentos, os classificadores
VMZ eMML produziram as melhores ARRs.
4.5.2 Reconhecimento de Fase na Presença de Ruído
Em condições práticas, as imagens obtidas por câmeras são geralmente suscetí-
veis aos diferentes tipos de ruídos ou efeitos no foco. De acordo com Gonzalez and Woods
(2002), as principais fontes de ruído em imagens digitais surgem durante as aquisições
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Figura 6 – Imagens da face de uma pessoa do AR face image database.
Classificadores Sorriso Bravo Grito ARR
NN 0.9900 0.9400 0.7550 0.8950
SRC 1.0000 0.9800 0.7900 0.9233
LRC 0.9950 0.9700 0.7650 0.9100
CRC 1.0000 0.9950 0.7550 0.9167
KAM 0.9950 0.9700 0.8050 0.9233
FSSP(1) 1.0000 0.9900 0.8600 0.9500
MML 0.9950 0.9850 0.9200 0.9667
VMZ 0.9950 0.9800 0.9250 0.9667
Tabela 10 – RRs e ARRs produzidas pelos classificadores usando o AR face image database
com expressões.
e/ou transmissões de imagens. Por exemplo, o ruído Gaussiano surge em uma imagem
devido a fatores como ruído no circuito eletrônico e ruído no sensor. Por outro lado, o
ruído do tipo “sal e pimenta” é causado por erros de transmissões. Além destes tipos
de ruídos, uma imagem desfocada pode surgir pelo movimento relativo entre a câmera e
objetos na cena da imagem. A Figura 7 mostra algumas imagens corrompidas do banco de
imagens AT&T pelo ruídos do tipo Gaussiano com média 0 e variância σ2 = 0.01, pelo
“sal e pimenta” com probabilidade ρ = 0.05 e pelo movimento horizontal de m = 9 pixels
(imagens desfocadas).
Com a finalidade de simular condições do mundo real, os exemplos de testes
foram corrompidos por algum tipo de ruído e, em seguida, análisamos o desempenho dos
classificadores para estes exemplos de testes. Precisamente, adicionamos nos exemplos de
teste os seguintes tipos de ruídos:
1. Ruído Gaussiano com média 0 e variância σ2 ∈ [0, 0.5];
2. Ruído “sal e pimenta” com probabilidade ρ ∈ [0, 0.5];
3. Movimento horizontal cujo número de pixels variou de 1 a 20.
Em cada cenário, as primeiras cinco imagens de cada indivíduo do banco de face AT&T
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Figura 7 – Algumas imagens de uma pessoa do banco de imagens AT&T. Primeira linha:
imagens corrompidas pelo ruído Gaussiano (σ2 = 0.01). Segunda linha: imagens
corrompidas pelo ruído “sal e pimenta” (ρ = 0.05). Terceira linha: imagens
desfocadas pelo movimento horizontal (m = 9).
foram usadas como treinamento e as outras imagens foram usadas como exemplos de
testes. As imagens de testes de uma pessoa pode ser vista na Figura 7. Além disso, os
resultados dos experimentos são resumidos na Figura 8. Precisamente, a Figura 8 mostra
ARRs produzidas pelos oito classificadores em 30 experimentos para cada intensidade de
ruído.
Com relação ao ruído Gaussiano, podemos notar que o classificador VMZ atingiu
ARRs similares ou maiores do que os classificadores NN, SRC, LRC, KAM, CRC, FSSP(1)
e MML . Além disso, em nossos experimentos, não existem alterações significativas nos
ARRs dos classificadores MML e VMZ em relação ao ruído do tipo “sal e pimenta”. Por
outro lado, para os demais classificadores, notamos que ocorre uma queda dos ARRs. Em
outras palavras, os classificadores NN, SRC, LRC, KAM, CRC, FSSP(1) são mais sensíveis
ao ruído do tipo “sal e pimenta” do que os classificadoresMML e VMZ . Em particular, o
classificador VMZ produziu as ARRs para esse tipo de ruído.
Para faces desfocadas, mudanças significativas nas ARRs ocorrem quando
são efetuados movimentações horizontais maiores que 5 pixels. Claramente, o melhor
desempenho foi obtido pelo classificador SRC. Neste cenário, as ARRs produzida pelo
classificador baseado na memória VMZ são similares e competitivas com os demais métodos
de classificação.
Finalizaremos esta seção analizando a complexidade computacional dos classifi-
cadores. As seguintes desigualdades estimam o esforço computacional dos classificadores
SRC, LRC,CRC e FSSP(1) (Feng et al., 2017):
OLRC < OCRC < OFSSP < OSRC . (4.66)
Agora, se c é o número de indivíduos, k é o número de imagens de treinamento por
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Figura 8 – Média da taxa de reconhecimento (ARR) versus intensidade de ruído ou
movimento horizontal
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indivíduo e n é a dimensão do vetor imagem, então a complexidade computacional do
classificador LRC é aproximadamente
OLRC(nk2c+ n3). (4.67)
Por outro lado, a complexidade do classificador VMZ é aproximadamente
OVMZ (nkc). (4.68)
Assim, o custo computacional do classificador VMZ é menor do que LRC. Como uma
consequência de (4.66), temos
OVMZ < OLRC < OCRC < OFSSP < OSRC . (4.69)
Portanto, o nosso classificador VMZ é muito mais barato do que os métodos SRC, LRC,
CRC e FSSP(1) bem conhecidos da literatura, principalmente para n grande.
Em vista destes comentários, acreditamos que o classificador VMZ é competitivo
com os classificadores SRC, LRC,CRC e FSSP(1), porque exibe um equilíbrio entre taxa
de reconhecimento e o esforço computacional.
4.5.3 Reconhecimento de Faces com Oclusões
Figura 9 – As memórias fundamentais para uma pessoa do banco de face AR
Nesta seção, aplicamos o classificador baseado na max-C FPAMM VMZ , com
o método de mascaramento do ruído, em um problema de reconhecimento de faces com
oclusões (óculos escuros e cachecol) usando o banco de faces AR. Nestes experimentos,
usamos as mesmas imagens de faces de tamanho 50 × 40 consideradas por Luo et al.
(2015). Precisamente, seguimos exatamente a metodologia descrita por Luo et al. (2015),
em que dezesseis imagens de faces de c = 120 indivíduos foram selecionados e usados nos
experimentos. Oito imagens de face frontal sem oclusão e iluminação foram usadas para
treinamento. Para uma interpretação visual, as oito imagens de um indivíduo do conjunto
de treinamento são exibidos na Figura 9. Dois cenários de teste foram considerados:
1. Óculos escuros + iluminação;
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Figura 10 – Primeira linha: Images de teste com óculos escuros mais iluminação; Segunda
linha: Imagens de teste com cachecol mais iluminação.
Classificador Óculos escuros Cachecol Complexidade computacional
LRC 90.2 30.4 O(pqT (k + 1) + (pq)3)
SRC 95.6 54.8 O(T 2(T + pq)1.3)
NMR 94.6 70.4 O((pq)1.5 + pqT )
SNL2R2 95.7 70.2 O(pq2 + pqT + T 2)
SNL1R1 96.1 71.2 O(pq2 + pqT + T 2)
DNL2R2 95.8 70.4 O(pq2 + pqT + T 2)
DNL1R1 96.7 72.3 O(pq2 + pqT + T 2)
VMM 92.3 46.5 O(pqT )
VMZ 92.7 47.3 O(pqT )
VMZ com imagens particionadas 95.8 80.8 O(pqT + βT )
Tabela 11 – Acurácias e complexidade computacional dos classificadores.
2. Cachecol + iluminação.
Exemplos das imagens usadas para avaliar a capacidade de reconhecimento dos classifica-
dores são exibidos na Figura 10.
A Tabela11 mostra a acurácia produzida pelo classificador baseado na max-C
FPAMM VMZ , com a estratégia de mascaramento do ruído. Esta tabela também exibe a
acurácia produzida pela max-C FPAMM VMZ projetada para armazenar imagens particio-
nadas ao invés das imagens de faces originais. Mais ainda, a Tabela 11 também apresenta
as acurácias dos classificadores LRC (Naseem et al., 2010), SRC (Wright et al., 2009),
NMR (Yang et al., 2017), SNL2R2, SNL1R1, DNL2R2 and DNL1R1 (Luo et al., 2015),
que foram extraídas da literatura (Luo et al., 2015). Além da acurácia dos classificadores,
incluímos na Tabela 11 a complexidade computacional de cada classificador. Nesta tabela,
p e q denotam as dimensões das imagens em tons de cinza, c é o número de indivíduos, k
é o número de imagens de treinamento por indivíduo e β denota o número de blocos que
as imagens são particionadas.
Note que o classificador baseado na memória VMZ produz melhores acurácias
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do que o classificador LRC para o reconhecimento de faces oclusas por óculos escuros
ou cachecol. Os classificadores NMR, SNL2R2, SNL1R1, DNL2R2, e DNL1R1, que são
o estado da arte, produziram as melhores taxas de reconhecimento, especialmente para
imagens oclusas pelo cachecol. Uma desvantagem, estes classificadores são baseados em
regressão de matriz usando norma nuclear, que geralmente produz um problema de
otimização computacionalmente caro. De fato, a complexidade computacional de SNL2R2,
SNL1R1, DNL2R2 e DNL1R1 é O(pq2 + pqT + T 2) (Luo et al., 2015). Em contraste, a
complexidade do classificador baseado na memória VMZ é O(pqT . Como uma consequência,
o novo classificador é mais barato do que os classificadores SNL2R2, SNL1R1, DNL2R2, e
DNL1R1.
Por fim,particionando as imagens de faces em quatro blocos, similar à abordagem
realizada em (Naseem et al., 2010; Wright et al., 2009), a acurácia do classificador baseado
na memória VMZ aumenta significativamente para imagens de teste com cachecol de
47.3% para 80.8%. Similarmente, particionando as imagens em dois blocos, a taxa de
reconhecimento do nosso classificador VZ aumenta de 92.7% para 95.8% no cenário de
óculos escuros. Observe que o desempenho do novo classificador com imagens particionada
no cenário do cachecol supera o estado da arte no banco de faces AR. Gostaríamos de
ressaltar que o esquema de partição requer ainda mais pesquisa no futuro.
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5 Considerações Finais
Nas últimas décadas observou-se um número crescente de modelos de memórias
autoassociativas (AMs). Entre essas AMs, destaca-se a classe das memórias morfológicas
autoassociativas (AMMs). Em linhas gerais, nesta tese, apresentamos novas AMs que
representam redes neurais não distribuídas com uma camada oculta. Especificamente,
introduzimos as memórias morfológicas autoassociativas de projeções max-plus e min-
plus (max-plus e min-plus PAMMs) e suas composições. No contexto da teoria fuzzy,
desenvolvemos as memórias morfológicas autoassociativas de projeções fuzzy max-C e
min-D (max-C e min-D FPAMMs). Além disso, propomos as morfológicas autoassociativas
de projeções L-fuzzy (L-FPAMMs). Precisamente, destacamos o seguinte:
O primeito capítulo expõe os conceitos matemáticos significativos para tese.
Discutimos os principais conceitos da teoria de reticulados tais como ordenação, supremo,
ínfimo e operadores anti-extensivo e extensivo. Posteriomente, as definicões dos operadores
elementares da morfologia matemática (MM), alguns tópicos da álgebra minimax e os
principais conceitos da teoria dos conjuntos fuzzy foram abordados.
No segundo capítulo, abordamos inicialmente as memórias morfológicas autoas-
sociativas (AMMs) originais introduzidas por Ritter et al. (1998). Uma AMM representa
uma rede neural morfológica progressiva de camada única. Além disso, as AMMs são
modelos de AMs baseados em uma subálgebra da álgebra das images, referida como álgebra
minimax. Precisamente, uma AMM é projetada para o armazenamento e recuperação de
vetores em Gn, em que G é ou o conjunto dos números reais estendidos R = R∪{+∞,−∞}
ou o conjunto dos números inteiros estendidos Z = Z ∪ {+∞,−∞}. Além da capacidade
ilimitada de armazenamento, um modelo de AMM apresenta tolerância ou ao ruído dilativo
ou ao ruído erosivo. Apesar da inúmeras aplicações, uma AMM original possui uma grande
quantidade de memórias espúrias e requer o armazenamento de uma matriz n × n que
pode consumir um grande esforço computacional.
Focamos também nossa atenção nas memórias morfológicas fuzzy autassocia-
tivas max-C e min-D de Valle e Sussner (max-C e min-D AFMMs), que são memórias
projetadas para o armazenamento e a recuperação de vetores no hipercubo [0, 1]n. Em
poucas palavras, uma AFMM corresponde a uma rede neural de camada única cujos
neurônios computam o máximo de uma conjunção fuzzy ou o mínimo de uma disjunção
fuzzy. Similar às AMMs originais, as max-C e as min-D AFMMs apresentam convergência
numa única iteração e capacidade de armazenamento ilimitado. Não obstante o sucesso das
AFMMs em aplicações tal como problema de reconstrução de imagens, as AFMMs possuem
uma grande quantidade de memórias espúrias e requer um grande esforço computacional
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para dados de dimensão alta.
No terceiro capítulo, fizemos uma ampla discussão acerca dos novos modelos
de memórias morfológicas autoassociativas de projeções max-plus e min-plus (max-plus
e min-plus PAMMs) introduzidos por Valle (2014b); Santos and Valle (2018b). A max-
plus PAMM fornece como saída a projeção do padrão de entrada no conjunto de todas
as combinações max-plus das memórias fundamentais. Dualmente, a min-plus PAMM
projeta o padrão de entrada no conjunto de todas as combinações min-plus das memórias
fundamentais. Ressaltamos que os novos modelos max-plus e min-plus PAMMs podem
armazenar quantos vetores forem desejados. Diferente das AMMs originais de Ritter e
Sussner, as PAMMs são modelos não distribuídos com uma camada de neurônios oculta.
Como uma consequência, o custo computacional de uma PAMM é mais barato do que
uma AMM original se o número de itens armazenados for menor que a dimensão do vetor
de entrada.
Uma outra contribuição deste trabalho foi verificar que as max-plus e min-
plus PAMMs possuem conjuntos de pontos fixos distintos. Assim, desenvolvemos novos
modelos de memórias morfológicas autoassociativas (AMMs) combinando a max-plus e
a min-plus PAMMs. De fato, inspirados pela teoria de filtros morfológicos (Heijmans,
1994), introduzimos quatro novas memórias morfológicas que são combinações da max-plus
PAMM e seu modelo dual. Similar as PAMMs, a complexidade computacional destas
novas AMs depende linearmente da dimensão do padrão entrada n e do número de itens
armazenados k.
Um resultado exibido no terceiro capítulo que estimamos ser importante foi
a aplicação dos novos modelos em problemas de classificação. Com efeito, motivados
pelos classificadores baseados nas KAM e AMMs (Zhang et al., 2004; Sussner and Valle,
2006b), apresentamos os classificadores baseados nos modelos de PAMMs. Comparamos o
desempenho dos novos classificadores baseados nas PAMMs e suas composições contra
classificadores da literatura, incluindo os AMMs originais, KAM e o classificador FARC-HD,
considerando dezoito bancos de dados (Lichman, 2013; Alcalá-Fdez et al., 2011). Os novos
classificadores produziram resultados competitivos em termos de acurácia em comparação
com muitos classificadores da literatura (Alcala-Fdez et al., 2011).
Com intuito de reduzir o número de memórias espúrias das AFMMs, propomos
as max-C e min-D FPAMMs no quarto capítulo. Estas novas memórias representam
versões não distribuídas das max-C e min-D AFMMs que não requerem o computo de
uma matriz de pesos sinápticos. Especificamente, uma max-C FPAMM V é projetada para
o armazenamento de um conjunto de memórias fundamentais X = {x1, . . . ,xk} ⊂ [0, 1]n.
Posteriormente, dado um vetor de entrada x, uma max-C FPAMM fornece como saída
V(x) a projeção de x no conjunto C(X ) de todas as combinações max-C das memórias
fundamentais. Ressaltamos que V(xξ) = xξ é válida para todo ξ = 1, 2, . . . , k, se a
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conjunção fuzzy C tem uma identidade à esquerda. Portanto, podemos armazenar quantos
vetores forem desejado numa max-C FPAMM. Dualmente, uma min-D FPAMM projeta o
vetor de entrada no conjunto de todas combinações min-D dos itens armazenados.
As novas memórias autoassocativas fuzzy são robustas na presença de ruído
ou dilativo ou erosivo, mas são ineficientes se a entrada estiver corrompida por ambos os
tipos de ruídos. Fornecemos também um teorema que caracteriza a fase de recordação
das max-C e min-DFPAMMs que propociona um método eficiente para computar as
saídas das max-C e min-D FPAMMs. Além disso, mostramos que a negação de uma
min-D FPAMM é uma max-C FPAMM projetada para o armazenamento da negação
das memórias fundamentais e vice-versa. Observamos que uma FPAMM executa menos
operações em aritmética de ponto flutuante do que sua correspondente AFMM, se k < n,
isto é, o custo computacional de uma FPAMM é mais barato do que sua correspondente
AFMM.
Gostaríamos de apontar que introduzimos também o modelo max-C FPAMM
de Zadeh VZ e seu modelo dual min-D FPAMM SZ . A memória VZ é a max-C FPAMM
mais robusta com respeito ao ruído dilativo. Dualmente, a min-D FPAMM de Zadeh é
a min-D FPAMM mais tolerante ao ruído erosivo. Além disso, as FPAMMs de Zadeh
podem ser implementadas usando apenas comparações. Consequentemente, exigem poucos
recursos computacionais. Uma desvantagem, estes modelos são extremamente sensíveis ao
ruído misto. Para superar a frágil tolerância em relação ao ruído misto, sugerimos usar a
estratégia de mascaramento do ruído baseado em uma medida de similaridade fuzzy.
Usando a teoria dos conjuntos L fuzzy, apresentamos também uma extensão das
FPAMMs para o armazenamento de conjuntos L fuzzy no quarto capítulo. Esta extensão
é mencionada como a classe das memórias morfológicas autoassociativa de projeções
L-fuzzy (L–FPAMMs). Similar às FPAMMs de Zadeh, desenvolvemos uma subclasse das
L-FPAMMs que depende somente da estrutura de reticulado completo, chamada memórias
morfológicas autoassociativas de projeções em reticulados completos ou simplesmente
CLPAMMs.
Alguns experimentos computacionais indicam que o classificador baseado na
max-C FPAMM de Zadeh com estratégia de mascaramento do ruído é eficiente em reco-
nhecimento de faces. Precisamente, usamos três bancos de faces de referências, conhecidos
como Georgia Tech Face Database (GT) (Nefian, 1999), ORL Database (Cambridge, 1994)
e AR Face Image Database (Martinez and Benavente, 1998). O classificador baseado na
max-C FPAMM de Zadeh exibiu taxas de reconhecimento similar ou superior a impor-
tantes métodos de reconhecimento de faces da literatura tais como SRC (Wright et al.,
2009), LRC (Naseem et al., 2010), CRC (Zhang et al., 2011), NN (Cover and Hart, 1967),
classificador baseado na KAM (Zhang et al., 2004) e FSSP(1) (Feng et al., 2017).
Com o próposito de simular reconhecimento de faces em situações adversas,
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as imagens de testes também foram corrompidas pelo ruído do tipo “sal e pimenta”,
ruído Gaussiano ou movimento horizontal. Nestes casos, o classificador baseado na max-C
FPAMM de Zadeh alcançou as melhores taxas de reconhecimento para as imagens de
testes corrompidas pelo ruído do tipo “sal e pimenta” ou ruído Gaussiano. Para ruído do
tipo movimento horizontal, as taxas de reconhecimento produzidas pelo nosso método
são competitivas com relação aos demais classificadores. Adicionalmente, verificamos que
a complexidade computacional do classificador baseado na max-C FPAMM de Zadeh é
relativamente menor que o SRC, o LRC, o CRC, o classificador baseado na KAM e o
FSSP(1).
Gostaríamos de apontar que a extensão das FPAMMs para o armazenamento
de conjuntos L-fuzzy propociona várias possibilidades de investigação. Especificamente,
podemos obter novas memórias autoassociativas usando outros conceitos contidos na
teoria conjuntos L-fuzzy, como conjuntos fuzzy intervalares, ou utilizando outras ordens
parciais no intervalo [0,1] tal como a ordem total baseada em distância proposta por
Angulo (2007). Ainda, é necessário conduzir investigações para obter modelos de memórias
heteroassociativas similares às PAMMs e FPAMMs. Ademais, outras aplicações das PAMMs
e FPAMMs podem ser propostas tal como em processamento de imagens hiper-espectrais
conforme (Fauvel et al., 2008; Velasco-Forero and Angulo, 2011; Graña and Chyzhyk,
2016). Esperamos que os modelos de AMs introduzidos nesta tese motivem o surgimento
de novos modelos e contribuam para o desenvolvimento do conhecimento científico.
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