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CHAPTER I. INTRODUCTION 
The goal of nuclear physics is to completely understand the structure 
of nuclei. Since nuclei are many body systems for which no complete 
mathematical description is either possible or practical, nuclear struc­
ture theorists have had to be content with developing simple models to 
describe the nucleus. These models range from phenomenological collective 
models, which possess various descriptive titles such as the rigid rotator 
and spherical vibrator, to the many-particle shell model. These models 
usually possess free parameters which are adjusted to obtain best agree­
ment between theory and the available experimental data, for example 
binding energies, energy level spacings, and electromagnetic transition 
rates. Thus, deficiencies in the theoretical treatment of the problem 
may be hidden by the fitting process. So the goal should be to generate 
a parameter-free theory. 
The many-particle shell model assumes that each nucléon in the system 
moves in an average potential created by the other nucléons in the system. 
Even if this field is chosen self-consistently, what is still necessary 
is a set of tv.'c-body matrix elements of the nucleor.-r.uclecp. interaction 
in tne self-consistent field basis. Since the isotropic harmonic oscil­
lator functions form a complete set of functions for bound states, any 
basis may be expanded in terms of this simple basis. Thus, it is only 
necessary to have two-body matrix elements in the harmonic oscillator 
basis, which have the virtue of being mathematically tractable. These 
harmonic oscillator matrix elements are denoted by ( n's-t'J jv j ns-LJ) where 
2 
s-LJ denotes the particular spin and angular momentum of the pair and n 
the oscillator radial quantum number describing the relative wave function 
of the pair. They could be generated by fitting a potential (1) to the 
available two body data, consisting of nucleon-nucleon elastic scattering 
phase shifts (2) and deuteron prcpertiss. This procedure has the added 
necessity of requiring effective interaction theory to remove the effects 
of the repulsive core in the nucleon-nucleon interaction. A more 
straightforward approach would attempt to go directly from the experi­
mental phase shifts to the relative two body matrix elements. 
The elastic scattering phase shifts are also labeled by s-tj which are 
often used to refer to a particular "channel". Some of the possible 
2s+l 
angular momentum channels in spectroscopic notation are; 
3 3 3 3 3 3 
T = 0 Dg ... etc. 
— etc. 
T = 1 ^Sq ••• etc. 
'Po '^2 '^2 '^3 etc-
The isospin label T is actually superfluous in the two body system. 
One also often refers to a channel as being coupled or uncoupled. A 
channel is coupled if the tensor force is capable of connecting states 
differing by 2 in t for fixed T, J, and parity (-) . For small t the 
3 3 3 3 
coupling occurs only for S ^ and P^ - F^. 
3 
There have been a variety of methods (3-8) used to go directly from 
phase shifts to the two body matrix elements. The Sussex approach (3), 
which is based upon the'distorted wave Born approximation', DWBA, and 
a cut-off oscillator auxiliary potential, will be discussed in more 
detail later. The methods used range from the construction of Talmi 
integrals (which can be used to generate relative two body matrix ele­
ments by means of Born approximation (5)) to a much different approach 
18 42 
based upon two valence particles (in 0 , C , etc.) interacting via 
some unspecified "realistic" interaction (4). All these methods differ 
in specific detail, but in general all depend upon some formulation of 
the Born or distorted wave Born approximation. 
This research project was stimulated by a paper by Cooper, Seaborn, 
and Williams (9), where in order to achieve reasonable agreement with the 
experimental results in the A = 6, 7, 8, and 9 systems, the 
( Sj|v  S ^ ) Sussex matrix elements needed to be strengthened by 35 per­
cent; all other matrix elements were left unchanged. The 35 percent 
factor was also noted in a paper by Gunye, Law, and Bhaduri (10) which 
dealt t^e Hartree-Fùck problem. As will be shewn in Chapter Vi! 
dealing with the results for the coupled channel, this magnitude of 
strengthening of the matrix elements actually I s found. 
The uncoupled channels will be dealt with first. In Chapter || the 
distorted wave Born approximation will be derived to second order. In 
Chapter ||| the results of using a simple square well for a test potential 
will be given and some of the problems inherent in the method will be 
4 
displayed. In Chapter IV the results are given when a realistic inter­
action is used; a discussion of what the Sussex approach is actually 
measuring is included. Chapter V presents a method for extracting 
matrix elements which are nondiagonal in the oscillator quantum number n. 
The coupled channel theory is presented in Chapter Vl. In this chapter 
extensions of the original work (3) are presented. These include a 
generalized coupled channel DWBA term. Also given is an unconstrained 
solution to the coupled oscillator differential equations. A simple 
mathematical formulation of parameter independence is presented. This 
criterion was used to determine parameter independence of the matrix 
elements and this work is discussed in Chapter VII. A comparison is 
made between phase-shift generated matrix elements and the calculated 
matrix elements due to a cut-off oscillator test potential. Chapter VII 
also includes a comparison between phase shift generated matrix ele­
ments (generated in the manner of Chapter VI) and the original Sussex 
matrix elements. It is in the coupled channels where the original work 
was deficient. In Chapter VIII, the conclusion, we give the estimated 
error in the matrix elements which are tabulated in Aooendix iV. A 
discussion of the use of the fitting parameters is also presented. 
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CHAPTER I I. UNCOUPLED CHANNEL DWBA 
The derivation of the harmonic oscillator matrix elements 
in the uncoupled angular momentum channels is based upon the Morse and 
Feshbach (11) formulation of distorted wave theory. In Equation 2.1 
R^^(r,b) is an infinite harmonic oscillator wave function (Equation A2.12) 
and Vp , is the potential in a specific uncoupled angular momentum 
•vS ^ -vS 
channel labeled by s, and J. That is, the notation 
implies that the angular integrals have been performed. 
We begin the derivation of the above matrix elements with the radial 
differential equation which describes the scattering of two particles 
in relative coordinates in a specific uncoupled angular momentum channel, 
- m/r V(r) - + k-j iP(r) = 0 , (2.2) 
dr r 
where k is the relative momentum, m the nucieon mass, and n  is Pianck/s 
constant divided by 2it. Equation 2.2 follows from the general radial 
equation. Equation A3.17, for the scattering of particles with spin if one 
first suppresses the angular momentum labels for the uncoupled cases and 
6 
secondly remembers that for the scattering of two equal mass particles, 
as is approximately so for the nucleon-nucleon case, the reduced mass 
equals m/2. 
The idea behind distorted wave formalism is that if the potential 
ÎS too strong to be treated in the plane wave Born approximation one can 
speed convergence of the iterative solution to the wave function by 
solving for the wavefunctions of some potential, Vg(r), which has the 
essentia] features of V(r). Some of these features are the correct wave 
function boundary conditions, enough strength to make the difference 
between V(r) and V^fr) small, and one feature V(r) may not possess, 
solvabi1ity. 
With these features in mind we define 
stituting Equation 2.3 into Equation 2.2 and rearranging terms, we find 
V(r) = Vq(r) + V,(r), (2.3) 
where ^ /^(r) is a suitably chosen auxiliary potential. Then, upon sub-
We define ^ ^(r) to be the solution to the homogeneous differential 
equation. 
l i M  
2 
r 
(2.5) 
7 
which is regular at the origin and has the asymptotic boundary condition, 
^o(r) ^tlœSin (kr - + 6^) . (2.6a) 
We also define ^ ^(r) to be the second independent solution to Equation 
2.5 with asymptotic boundary condition 
(r) - cos (kr - ^  + 6^) . (2.6b) 
The boundary conditions given are of the type satisfied by the 
scattering solutions to the differential equation for a short-range 
potential, such as the nucleon-nucleon interaction. These choices of 
boundary conditions are then consistent with the condition that the 
wavefunctions of ^ ^(r) possess the correct type of boundary conditions. 
The parameter 6q is the phase shift due to the scattering from V^^r) 
alone. A phase shift basically measures the net attractiveness or 
repulsiveness of a potential depending on whether the phaseshift is 
positive or negative. If a phaseshift is zero, the net effect of the 
potential is zero. 
By comparing Equation 2.4 and Equation 2.5 we see that Equation 2.4 
has the general form of a second order inhomogeneous differential equation, 
2(r) y(r) = f(r) , (2.7) 
8 
where 
,2 
£(r) =. ^ -2 - Vgfr) + , 
dr 
f(r) = Vj(r) ^ (r) , 
and y ( r) = ji)( r) . 
The general solution to Equation 2.7 is given in Appendix I, Equation 
A1.7. 
The scattering solution to Equation 2.4 which is of physical interest 
is the solution regular at the origin. This solution is also given in 
Appendix 1, Equation Al.9, as 
r 
!/j(r) = B q  j/jQ(r) - J K(r,ro) d r ^  ,  (2.8a) 
where the kernel K(r,rg) is given by 
K(r.i-„) = jjSo*'"' V,(rQ) if, (r^) .(2.8b) 
V.'e now solve for i l j ( r )  b y  successive iterations. If the choice 
for V^(r) has the correct features,the number of iterations needed will 
be small. The "zeroth order" solution for ^ (r) is 
!|)(r) = Bq ^ Q(r) . (2.9a) 
The first order term is 
îi)(r) = aJ^Q(r) - J K(r,rQ) ^ ^(rQ) dr^] . (2.9b) 
9 
The second order term is 
r ""O 
*(r) = - J K(r,rq)[*o(rQ) - J K(r„,rJ) ^ oCr^idr^ldrgl, 
« » (2.90 
and in general after factoring the explicit r dependence in the 
kernel, K(r,rQ), we have 
4(r) - =0 J„ F.o(r) " »,(r) , (2.10) 
where FQQ(r) = - j j -  , F^g(r) = ( - )  J  * [ (^0)  ®Om-l ' '^o '  '^ '"o '  
0 
F_,(r) = (-)" T V,{r^) 0^(r^) % 
III " tW V W ^ 
0 
Goo'r)  = *o(r)  '  
and = J K(r,rj) (r^) dr^ . 
0 
Since ^ (r) is the solution to the full potential V(r), which is 
assumed to be short-ranged in nature, ^ ^r) must satisfy the same type of 
asymptotic boundary condition as ^ ^(r). That is 
i^(r)rZco bg Sin (kr - + 6) , , 
where 6 is the phaseshift due to the full potential V(r). The asymptotic 
form of Equation 2.10 is 
10 
a«ni j_ OS CO —1 
"2 ^ Fmo(*) " 4^(") Z F^,(=) (2.11) 
k f i  L m=0 n=l -J 
r:. [ s ] n { k r  " + 6q)  S F^qH + cos(kr -  ^  + Bg) S F 
kft 1- m=0 n= I -J 
where use has been made Equation 2.6 for the asymptotic forms of #^(r) 
and jj; J ( r). 
The F ^  and F , will be finite in the limit as r^^:provided V,(r) 
mO n 1 I 
goes to zero sufficiently fast. One assumes that the potentials 
involved are also sufficiently regular so that the series. Equation 
2.11, converges. 
A sufficient condition on V,(r) for the finiteness of the F . 
I m I 
can be found easily. The wavef unctions J/Jg(r) and ^^(r) are asymptotically 
sine and cosine functions respectively, which are in absolute magnitude 
less than or equal to one. Therefore, after some point R the integrals 
œ 
of the form J ^ ^(r) V^(r) ^ ^(r) can be divided into a finite integral 
plus an integral that can be bounded. We have 
CO R CO 
J #o(r) v,(r) ^ ,(r)d- = J 4^(r) Y,(r) ^ ,(r)dr + J V.(r) ^ .(r)dr 
0 0 R 
CO 
= K, + J ipçjir) Vj(r) ji),(r)dr^ (2.12) 
R 
R 
where = f ^ ^(r) V^(r) ^ ^(r) is finite. The integral will then converge 
0 
CO 
if J ^ ^(r) V.(r) !/),(r)dr converges. Since ^ ^(r) and ^ ^(r) are bounded. 
11 
the integral 
J ^ o(r) V,(r) 0,(r)dr ^ J |^^(r) V,(r) ^ ,(r)|dr 
R R 
^ »/ / w \ ) J 
r\ J 
will converge absolutely provided V^(r) goes to zero faster than 
1/r (12). So, the sufficient condition for the finiteness of the F^j 
is that V](r) go to zero faster than l/r. 
Now, Equation 2.11 has the form 
#(r)rZ= bg sin(kr - # + 6) 
if we define 
sin Ct = sin(kr - ^  + Ôq) , sin P = S 
m=0 
i!, |2\  4 
cos q: = cos(kr - + Ôq) , cos p = S F^^(=) / 
m=0 I 
12 
and apply the trigonometric identity sin (a+p) = sin <3 cos P + cos CL 
sin p. The relationship between 6 and Ôq is I \ 
6 = 6q + tan - 1  
d I 
(2.13) 
in Equation 2.13, we have succeeded in relating 6, the physically 
observed phaseshift of the nucleon-nucleon interaction, V(r), to 6^, 
the phaseshift calculated by using the auxiliary potential, ^ ^(r). One 
of the features required of V^fr) is that it be sufficiently similar 
to V(r) such that only a few terms are needed in the series expansions 
for the observables. Since we do not know the precise form of V(r), 
we hope that a small difference in the phase shift will fully justify 
keeping only the first few terms of Equation 2.13. 
The lowest order of Equation 2.13 is the "distorted wave Born 
approximation", DWBA, term. 
J 4^Q^r) V,(r)dr = - ^  tan (ô-6q) (2.14) 
The second order term in Equation 2.13 has the form 
I #o(r) V,(r) 0Q(r)dr = ^ + J 4^(r) V,(r) ^ qfrtkjtan (6-6^) 
+ J #o(r) Vi(r) Tj K(r,rQ) ^ Q(rQ)drQl dr . (2.15) 
13 
The choice of a cut-off oscillator for V^fr) and Equation 2.14 is the 
basis of the Sussex approach. The potential Vq has the form 
From Figure 2.1 the meanings of the various potential parameters is clear. 
The parameter Q: is the initial well depth, a is the cut-off radius, and 
b is related to the oscillator spring constant and has units of fermi (fm). 
The rest of this chapter deals with the use of Equation 2.14 and the 
choice of the cut-off oscillator in deriving an equation which relates 
the integral given in Equation 2.1 directly to an expression involving 
phase shifts and the potential V^fr). 
The solution to Equation 2.5 for the cut-off oscillator is derived 
in Appendix 11. The regular solution for r ^ a is given in Equation A2.10 
as 
(2 .16)  
Vo(r)  = 0 r > a . 
!l)^_(r) = C re 
^+2'  T2 
2b 
(2.17a) 
\V2b I  •  • [  
* / % 
where ^F^(a,b,c) is the confluent hypergeometric function. The parameter 
6 is related to the laboratory scattering energy by 
14 
> 
UJ 
c 
E 
OJ 
-5.0 
-10.0 
-15.0 
-20.0 
FERMI 
1 2 
-25.0 
Figure 2.1. Cut-off oscillator potential well with a = .5 ftn"^, a = 
2 fm, b = 1.4 fm, and ^  = 41.46898 MeV-fm^. 
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From Equation A2.6a, the solution of Equation 2.5 for r > a is 
l/)g(r) = kr(j^(kr) cos 6^ - n^(kr) sin 6q) , (2.18) 
where j^(kr) is a spherical Bessel function and n^(kr) is a spherical 
Neuman function. From Equation 2.18 ^^(r) has the desired boundary 
condition. 
since asymptotically 
kr 
h :  c°s(kr - (t+l) f) 
and (2.19) 
= ^  sin(kr - ^  ) 
h s'"(kr - (-t+1) f) 
= - ^  cos(kr - . 
Apart from a multiplicative constant the solution for r < a has 
the SCZ2 fern:  3S does the in f in i te  harmonic  oscin^tor  wave funct ion.  
Rn^(r.b), except that the first argument of the confluent hypergeometric 
function is not required to be a negative interger. From the energy 
condition. Equation 2.17b, we see that for particular energies P will, 
however, be an integer. At these energies the solution can be written as 
du(r) = Ar R^^(r,b) r ^ a , (2.20a) 
^o(r) = kr(j^(kr) cos 6^ - n^(kr) sin 6^) r > a . (2.20b) 
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For these particular energies (or equivalently requiring P to be a non-
negative integer) we now have the solution in terms of infinite oscillator 
functions. Any variation of parameters is now done on Ci and a. After one 
substitutes Equations 2.20 into Equation 2.l4, the DWBA term becomes 
J A^R^^(r,b) V,(r) r^dr + J r^V^ (r)k^ j^j^(kr) cos 6q - n^(kr) sin ôgj^dr 
2 
^ tan (ô-ôj . (2.21) m u 
Equation 2-21 contains an integral of the form 
J R^(r,b) U(r)Ar , 
0 
since V^(r) = V(r)-VQ(r). But one needs an integral over all r space 
to generate Equation 2.1. Therefore, we add and subtract 
,2L2 , .. , \ 2 J A R^^(r,b) V,(r)r dr . 
After appropriate manipulations, remembering that V^fr) = 0 for r > a 
so that V^(r) = V(r), one finds that Equation 2.21 becomes 
CO 3 2 
J R^^(r,b) V(r)r^dr = J R^^(r,b) y ^ { r ) r ^ d r  - ^  tan (6-6q) (2.22) 
0 0 
+ LRC I 
17 
where LRC, the 'long range correction', is given by 
LRC = J f^V^(r)j^^ (j^Ckr) cos Ôq - n^(kr) sin Ôq)^ - R^^(r,b)Jdi 
The long range correction is small for two reasons. The potential 
V(r) is small in the range chosen, a ^  2fm, and the functions have the 
same slope and value at r=a. Because of this smallness, the LRC term 
is disregarded. Table 2.1 gives the size of the LRC term for the 
super-soft core potential (1) in the channel in a variety of cases. 
The LRC is given as a percentage of the main contribution to the matrix 
elements. 
One can also make the same arguments for Equation 2.15, yielding 
in second order. 
J R^(r,b) V(r) r^dr = J R^(r,b) V^fr) r^dr + ^  
A— 
" "I Î " f * , '  /  > •  . 1  f  C  _  C  \  r  M  \  , 1 ,  I  r -  \  
J «0/  • 2  j  ro\- /  
0 ^0 
fj K(r,ro) ^ o(ro)drQ | dr , (2.23) 
18 
Table 2.1. Super-soft core potential ^Sq channel 
n b(fni) a  a LRC Percent 
of Main Contribution 
0 1.5 .50 2.5 2.26x10"^ 
CM 
0 1.5 .54 2.3 5.77x10"^ .67% 
3 1.9 .41 2.3 1.07x10*2 .56% 
3 1.9 .35 2.4 6.75x10"^ .36% 
6 2.3 .27 2.1 5.940x10"^ .96% 
6 2.3 .15 3.0 3.29x10"^ .06% 
19 
where ^ ^(r) is given in Equation A2.15 as 
^^(r) = r[A'R^(r,b) + B'U^(r,b)] r 3 a , (2.24a) 
ipj(r) = kr[j^(kr) sin Oq + n^^kr) cos ô^j r > a . (2.24b) 
Using the asymptotic forms given in Equation 2.19, one finds that ^^(r) 
also has the desired boundary condition, 
0l('')r"== • cos(kr " F + ^ q) . 
There is one more observation to be made concerning Equation 2.22 
and Equation 2.23. The right hand sides of these equations are directly 
dependent upon o: and a through the potential Vgfr) and the phaseshift 
Ôq, but the left hand side is independent of CX and a. Therefore, one 
must search over a range of cc and a values to deduce the matrix element 
most nearly independent of these parameters. This was done for both the 
f i rst  enci  second order expressions.  The resul ts  of  th is  search wiîî be 
given in succeeding chapters with V(r) being chosen as a square well and 
then as the super-soft core potential (1). 
20 
CHAPTER III. SQUARE WELL 
The square well was used as a test potential for the uncoupled 
channel matrix element calculating program for two reasons. First, it is 
an exactly solvable potential. Second, it is very similar in structure 
to the cut-off oscillator potential. The similarity is also evident in 
the wave functions. An infinite oscillator wave function can be related 
to a spherical Bessel function, which is the eigenfunction of the square 
well by the following relationship due to Kallio (13), 
I 3 '^ 4 3  ^^ r( n U - 4 ) 2  V  
1 ;—-
1^1:, *- y 
j^(Pr) ^  (3.1) 
where 
P = —c—^ 
Although the above relationship is only strictly valid when n is large 
r2 
in comparison with fixed -t and —r it does work well for small n, r, and 
2b^ 
This chapter will be used to illustrate concepts and techniques 
necessary to extract matrix elements from the realistic data as is done 
in Chapter IV. In this chapter use is also made of the second order DWBA 
term, Equation 2.15. Inclusion of this term in the realistic case will be 
shown in Chapter IV to violate the spirit of the Sussex approach. 
The particular square weii was chosen to have a depth of 26 MeV 
and a 2-fermi width. The size and depth of this well are consistent with 
21 
the ranges of these parameters for which parameter independence of the 
matrix elements was found in the ^channel in the earlier work (3). 
This well also contains in the t=0 channel a single weakly bound state. 
The effect of a bound state is to produce large low energy phase shifts 
as is shown in Table 3.1- These >t=0 phase shifts are also similar in 
magnitude to the low energy ^Sq phase shifts for the super-soft core 
potential. Since the Sussex approach depends only upon the magnitude 
and sign of the phase shift, any two interactions with the same phase 
shifts will generate the same matrix element. This vital point can hardly 
be overemphasized. The presence of the bound state itself actually has 
little effect. This was seen by also using a square well, whose depth 
of 25 MeV does not allow a bound state. The results of the two calcula­
tions were very similar since the phase shifts in the energy region used 
were nearly identical. 
The simplicity of the square well allows one to test the idea of 
parameter independence and to also set some constraints upon how small the 
phase shift difference must be before higher order terms must be included 
: r. Equation 2.!". T'"e resuTrs for the channel shown in Table 3.2 will 
be discussed in detail. The -£^1 channel results shown in Table 3-3 are 
given for completeness and comparison purposes only. 
in Table 3.2 the label A,Sussex Approach, implies that only Equation 
2.14 was used in the generation of the matrix element. The label B, 
Exact Matrix Element, implies doing the integral. Equation 2.1, exactly. 
The label C, Sussex Approach + Second Order Term, implies using Equation 
2.15 to generate the matrix elements. A spectrum of n and b values was 
22 
Table 3.1. Square well phase shifts in radians 
Laboratory 
Energy 
Angular Momentum Value 
^0 /f^l 
5.0 
6.0 1.3401 
.0086 
24.0 
25.0 
1.0620 
.0896 
48.0 
50.0 
.8552 
.2161 
72.0 
75.0 
.7111 
.3195 
90.0 .6264 
.3633 
i50.0 .4340 .4286 
210.0 
.3310 .4026 
270.0 .2881 
.3517 
300.0 
.2789 .3253 
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Table 3.2. Square well 
L=0 
n b(fm) A Sussex 
ApprcâCli 
B 
Exact Matrix 
E î 
C 
Sussex Approach + 
r^p'Aar' X o rm 
C 1.4 -11.695 -11.336 -11.335 
0 1.9 - 6.97 - 5.846 - 5.89 
3 1.4 - 3.776 - 3.776 - 3.776 
3 1.9 - 3.487 - 3.487 - 3.487 
3 2.4 - 3.08 - 3.081 - 3.082 
6 1.9 - 2.068 - 2.069 - 2.069 
6 2.4 - 1.932 - 1.932 - 1.932 
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Table 3.3. Square well 
L=1 
n b(fm) A 
Sussex 
Approach 
B 
Exact Matrix 
Element 
C 
Sussex Approach + 
Second Order Term 
0 1.4 -4.09 -4.070 -4.070 
0 1.9 -1.23 -1.212 -1.208 
0 2.4 - .454 - .435 - .425 
3 1.4 -4,261 -4.261 -4.261 
3 1.9 -2.939 -2.936 -2.936 
3 2.4 -1.55 -1.542 -1.543 
6 1.9 -2.425 -2.424 -2.424 
6 2.4 -1.836 -1.835 -1.835 
j i 
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chosen from the ranges necessary for nuclear structure calculations. 
The matrix elements given are as nearly parameter independent as possible. 
Parameter independence is determined by finding an area in 0:-a space 
consistent with the phase shift difference being small, where the 
magnitude of the gradient of the matrix element computed as a function 
of OL and a is least. Figure 3-i is an example of computer output for the 
n=3, b=l,9 fm case with the parameter independent region enclosed. Figure 
3.2 graphically portrays the flatness of the CZ-a space for the above 
case. This is to be contrasted with the situation encountered for 
n=0, b=1.4 fm as shown in Figure 3.3. One observes the lack of flatness 
over any large region of parameter space. In Figure 3.4 one observes 
in the computer output the continually rapid change in the matrix 
element except for the very small region enclosed. One further note 
concerning Figure 3.2 and Figure 3.4, the zeros in the output correspond 
to parameter values where the phase shift difference was greater than .2 
radians. This difference was determined to be adequately large enough 
to allow determination of parameter independent matrix eleJTients. 
h rom I able ^ , z it appcdi s triâc tnc SusScX approsch docs PiOt 
reproduce the n=0 matrix elements as accurately as it does for the 
higher n values. For example, in the n=0, b=].9 fm case the energy condi­
tion, Equation 2,17b, places a strict limit on the range of the available 
a space. For the 6 MeV laboratory energy the maximum allowed value of OL 
is .343 fm~^, which corresponds to an oscillator well whose depth is about 
14.23 MeV. Since the initial oscillator well depth is only 1/2 the 
square well depth, one must have a very wide oscillator well in order 
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Figure 3.4. Sample computer output showing the parameter independent 
region for n = 0, b = 1.4 fm. The p tential Is the -t- = 0 
square well. 
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to achieve the large low energy phase shift. From Figure 3-5 one observes 
that V^(r) = V(r) - V^fr) is not small. Smallness of \/^(r) is desired 
so that only the first term of Equation 2.13 is necessary, inclusion 
of the second order term improves the results greatly. 
For the r.=0, b=2.4 fm case the energy condition so limits the maximum 
value of CL that one is unable to obtain any matrix elements consistent 
with a small phase shift difference for any reasonable value of a (in 
this case a < 6 fm) . In Chapter V, we will discuss a method of deter­
mining the n=0, large b value matrix elements that one is not able to 
obtain directly. 
In general, the inclusion of the second order term for the simple 
square well can give very accurate results for both {,=0 and One 
would not expect to need many higher order terms because of the similarity 
between the cut-off oscillator and the square well. 
One must balance the idea of parameter independence with that of 
small phase shift difference. This is shown also by Figure 3.4. The 
region of parameter space in which one finds parameter independent matrix 
slszsrts v.'O'JÎc! not been included if the phase shift difference had 
been required to be .1. Unless V,(r) =0 it follows from Equation 2.13 
that all orders would have to be calculated, if the phase shift difference 
were taken to be arbitrarily small. One observes, however, that a large 
phase shift difference does not necessarily imply that many terms must 
be kept, since the number of terms required is dependent more upon V^(r) 
than 6-6g. 
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Figure 3.5. Comparison of the shape of t = 0 square well test potential 
with deepest allowed cut-off oscillator auxiliary potential 
for n = 0, b = 1.9 fm^ and energy 6 MeV. The cut-off oscil 
lator well parameters are cc = .343 fm"^, a = 4 fm, and 
.2 
— = 4l.46898 
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This effect can be illustrated by the 25 MeV and 26 MeV deep square 
wells discussed earlier. The 26 MeV deep well contains a bound state. 
Therefore as the scattering energy approaches zero the phase shift 
approaches -n.. But the 25 MeV deep well contains no bound state so its 
phase shift go to zero. Therefore the phase shift difference being 
large does not necessarily mean the potentials must differ significantly 
in magnitude. This difference in potential magnitude could be made 
arbitrarily small, but nonzero, and still allow only one potential to 
contain a bound state. The above phase shift observations would still 
hold. This effect is a consequence of the ratio term in Equation 2.13, 
which relates the phase shifts. 
The problems encountered in this chapter are also evident and in 
some cases amplified for the realistic interaction. The realistic inter­
action has one more added complexity, the presence of some sort of 
repulsive core. This core ensures that in no instance will V|(r) really 
be smal1. 
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CHAPTER IV. SUPER-SOFT CORE POTENTIAL 
In Chapter III, we observed that the Sussex approach accurately 
reproduced the matrix elements for the square well in the majority of 
cases. For those few cases where poor results were obtained, a very 
simple explanation sufficed. In all cases the inclusion of the second 
order term was found to improve the parameter independence of the matrix 
elements, and also the reproduction of the correct square well matrix 
elements. Albeit the square well is a very simple potential and the 
cut-off oscillator is similar to the square well. The question must 
then be asked , how well does the Sussex approach reproduce the matrix 
elements of a realistic nucleon-nucleon interaction in the uncoupled 
channels? The realistic nucleon-nucleon interaction which was chosen to 
answer the above question is the super-soft core potential (1), SSCP. 
Realistic nucleon-nucleon interactions are not unique. The inter­
actions vary in the phenomenological form used and in their basic core 
structure- A special feature of the super-soft core is the magnitude 
of the repulsive core in ^Sg channel. Many of the early potentials, for 
example the Yale (14) and Hamada-Johnson (15) potentials, contained 
infinite repulsive cores. The infinite repulsive core generated infinite 
harmonic oscillator matrix elements. These potentials are not useful in 
nuclear structure calculations unless the Scott-Moszkowski separation 
technique (io) is applied. The Reid soft core potential (:7), for example, 
has a large, but nonir.finite core. Therefore it produces large harmonic 
oscillator matrix elements. These potentials, including the super soft 
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core potential, in order to be called realistic must produce very nearly 
the experimental values for phase shifts and the experimental observable 
properties, such as polarization measurements and deuteron properties. 
The super soft core potential contains the well-known central, tensor, 
and spin orbit terms. It also includes a quadratic spin orbit term and 
a phenomenological term in order to account for the difference between 
'Sq and potentials. The super soft core potential has the form for 
each spin, isospin, (S,T) space of 
vST(t) = + v^ jgfril,; + v^ y^ (r)l.s + v^ T(r)s,2 + 
where is the quadratic spin orbit operator, L'S is the spin-orbit 
2 
operator, S is the tensor operator and L is the quadratic angular 
momentum operator. The Vp^(r) are a linear combination of terms due 
to contributions from trt, p, and œ meson exchange contributions. Since 
the experimental data is best for low angular momentum, the basic form 
of the nucleon-nucleon interaction is determined primarily by the lowest 
angular momentum channels in each (S,T) space. Therefore if the actual 
rmcîeori-riuc'ieor, ir.teract : or, hcs dependence different from t"e fnrms 
postulated for the realistic interactions, one would have difficulty 
in determining this dependence. It is precisely in the high angular 
momentum regions, where the effect of the core should be reduced, that 
the Sussex approach is assumed to most accurately reproduce the exact 
nucleon-nucleon interaction. 
The rest of this chapter will deal with the performance of the Sussex 
approach in reproducing the super-soft core matrix elements. The results 
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are in some sense potential dependent, but the conclusion is expected to 
hold for any realistic potential. The matrix elements given will be 
the parameter independent matrix elements. The parameter independence 
is determined by finding that area in parameter space where the slope is 
a minimum as a function of a and a. Primary emphasis will be given to 
the channel. We will also observe the systematics of the matrix 
elements as a function of angular momentum in order to test the assump­
tion that the Sussex approach more accurately reproduces the exact 
nucleon-nucleon interaction matrix elements of the super-soft core 
potential as the angular momentum increases. 
The results for the channel for the super-soft core potential 
are given in Table 4.1. One immediately observes that the Sussex approach 
produces matrix elements which are much more attractive (more negative) 
than the exactly calculated matrix elements. The addition of the second 
order term improves the results but convergence is slow. One would 
have to carry many higher orders of terms in order to accurately reproduce 
the exact matrix elements. 
!n order to answer the question, what is the Sussex approach actually 
measuring,one must introduce the concept of healing distance and effec­
tive interaction. The structure of the 's^ channel potential and phase 
shifts are given in Figure 4.1. One observes that the potential con­
tains a repulsive central core and then a highly attractive region. 
Figure 4.2 is a graph of the actual wave function 4)(r) versus a spherical 
Bessel function j^(kr) for only the repulsive core of the potential. 
The potential is included in the graph for clarity and the wave functions 
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Table 4.1. 
n=0 n=3 n=6 
b(fm) CC A B C A B C 
1.3 -10.78 -7.25 -7.60 
1.5 - 8.50 -6.20 -6.85 .30 4.54 3.80 
1.7 - 6.75 -5.11 -5.88 -1.30 1.91 1.05 
1.3 - 5.43 -4.16 
-4.97 -1.86 1.35 .11 1.10 3.39 2.86 
2.1 - 4.49 -3.04 -4.19 -2.22 - .52 
- .97 - .11 1.98 1.04 
2.3 - 3.80 
-2.79 -3.60 -2.27 
- .99 -1.37 - .77 1.00 .24 
2.5 -2.20 -1.20 
-1.56 -1.04 .33 - .34 
2.7 -2.10 -1.28 
-1.63 -1.12 - .10 
- .56 
^Sussex approach. 
°Exact matrix element. 
^Sussex approach + second order term. 
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Figure 'i.la. Super-soft core potential 'sg channel 
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Figure 4.1b. Phase shifts versus energy for the super-soft core potential 
channel 
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are scaled arbitrarily on the same scale as the potential so they can 
easily be seen. The spherical Bessel function is the solution to the 
scattering problem for no potential. The phase shifts are measured 
relative to the asymptotic form of the spherical Bessel function. One 
observes immediately that the effect of the repulsive core :s tc push 
out ^ (r) relative to the spherical Bessel function. This corresponds to 
a repulsive or negative phase shift. Figure 4.3 shows the effect on 
the wave function of the attractive component of the potential from 
the repulsive core boundary to the healing distance. The effect is to 
produce an attractive phase shift. When one compares Figures 4.2 and 
4.3, one notices that the phase shift due to the attractive potential 
from the healing distance inward equals the repulsive phase shift so 
that the net effect would be to produce no phase shift. In other words, 
the effect of the attractive potential just compensates for the effect 
of the repulsive component so that the effective interaction is zero. 
(The distance, where the effective interaction is zero, is called the healing 
distance.) Figure 4.4 shows the wave function and thus phase shift due 
to the full 'Sq pocencial. Comparison v,:th Figure 4.5 s he..'s that the seme 
net phase shift can. be produced by part of the potential from only the 
healing distance outward. This potential is the effective interaction 
at the energy chosen of 205 HeV. The more accurate question to ask about 
the Sussex approach is not how well does it reproduce the exact matrix 
element, but how well does it reproduce the effective interaction matrix 
elements since this is all that phase shifts measure. The concept of 
healing distance and effective interaction, which has been graphically 
40 
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Figure 4.2. Comparison between wave function due to the repulsive core 
the super-soft core potential channel and the free par­
ticle Besses function " 
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Figure 4.3. Comparison between wave functions due to the super-soft core 
potential taken from the repulsive core to the healing 
distance and the free particle Bessel function 
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Figure 4.4. Comparison between wave functions due to the total super-soft 
core ^Sq potential and the free particle Bessel function 
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displayed, is given theoretical justification in a paper by Mavromatis, 
Sanderson, and Jackson (18). In this paper, it is shown that Equation 
2.14 is equivalent to the Scott-Moszkowski separation for an infinite 
hard core potential and may at the very least be regarded as a first order 
approximation to the nuclear t-matrix. So the Sussex method has already 
partially accounted for the effects of the core in the rucleon-nucleon 
interaction. The results of using the healing distance concept are shown 
in Table 4.2 for the ^Sq channel. It must be emphasized that the healing 
distance is an energy dependent quantity as can be seen from the phase 
shifts. At high energies the phase shifts are negative implying that 
the effect of the attractive component of the potential could not com­
pletely compensate for the repulsive core. The existence experimentally 
of negative phase shifts is given as strong evidence for the existence 
of the repulsive core. The energy, whose healing distance is used for 
the appropriate integral in Table 4.2, is determined by using the energy 
condition, Equation 2.17b, and the location in CX space of the parameter 
independent matrix element. From Table 4.2, one observes that the Sussex 
approach measures the effective interaction at most 15 percent too 
attractively. This is the n=0, b=2.3 fm case, which is a very low energy 
situation. The effect one observes in Table 4.2 is reminiscent of the 
square well. In the extreme low energy cases the o: parameter space is 
reduced so that parameter independence is not readily achieved. In the 
high energy cases, where the concept of healing distance is still 
valid, the results agree to within 3 percent. This is a very accurate 
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Table 4.2. ^Sq 
n=0 n=3 n=6 
b (fm) A" A D A D 
i .3 -10,78 -10.53 
i -5 - 8.50 - 8.28 
1.7 - 6.75 - 6.79 -1.30 -1.27 
1.9 - 5.43 
- 5.15 -1.86 -1.84 
2.1 
- 4.49 - 4.11 -2.22 -2.17 
2.3 - 3.80 
- 3.32 - 2 . 2 1  -2.21 
- .77 1
 00
 
2.5 -2.22 -2.14 -1.04 -1.02 
2.7 -2.10 -2.02 -1.12 -1.14 
^Sussex approach. 
^Matrix element integrated from healing distance outward. 
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measure of the effective interaction strength and is accurate enough to 
be useful in nuclear structure calculations. Chapter V will deal with 
a method of improving the calculation of the effective interaction for 
the small n, large b cases in the ^channel. 
The final question to be answered is, he.-.' well does the Sussex. 
approach reproduce the exact or effective interaction matrix elements 
as a function of angular momentum. One knows from the previous dis­
cussion that many higher order terms would need to be kept in order to 
reproduce the exact super-soft core potential matrix elements. But,, 
including higher order terms would be self-defeating, since this would 
then require the use of an effective interaction theory to generate matrix 
elements suitable for use in a nuclear structure calculation. One would 
also expect from elementary classical scattering that the effect of any 
core in the interaction would decrease, since as angular momentum increases 
so does the impact parameter or interaction distance from the origin. 
B y  c o m p a r i n g  F i g u r e  4 . 1  a n d  F i g u r e  4 . 6 ,  o n e  o b s e r v e s  t h a t  t h e  ^ a n d  
interactions are similar in structure, but the Sussex approach is able 
tc accurately reproduce the exact matri.x eieinerts, Tabîe " = 5= T"'? accuracy 
3 3 3 is also seen in the and channels,where the interaction is seen 
from Figure 4.7 to be similar to the interaction. From Figure 4.8 
3 
the interaction is observed to have a weak attractive core, a large 
intermediate range repulsion,and a long range attractive tail. Since the 
attractive core is weak and short ranged in comparison to the large 
intermediate repulsion, its effect on the matrix element should be 
negligible and thus one should obtain fairly accurate results. The n=0, 
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Table 4.. Angular momentum systematics of the matrix elements 
Angular 
Momentum 
State 
's. v. 'f3 'n '^ 3 ^^2 ^64 
n=0 b=].3 fm 
A^ ••10.78 -1.55 5.02 1.11 -3.22 5.38 .78 -6.22 -1.80 
7.25 ••1.57 6.13 1.34 -1.37 7.54 .91 -6.23 -1.92 
CC •• 7.60 ••1.54 5.63 1.14 -2.30 5.72 .88 -6.20 -1.81 
n=0 b=l.9 fm 
A •" 5.43 - .34 1.50 .27 -1.62 1.40 .19 -1.62 - .34 
B •" 4.16 - .35 1.79 .32 -1.35 1.87 .22 -1.60 - .36 
C 4.97 - .34 1.63 .28 -1.52 1.44 .21 -1.60 - .34 
n=0 b=2.5 fm 
A - .11 .62 .09 - .75 .53 .03 - .54 - .09 
B - .11 .72 .07 - .66 .67 .06 - .52 - .09 
C - . 1 1  .65 .08 - .72 .54 .05 - .52 - .09 
n=3 b=l.9 fm 
A - 1.86 - .89 3.36 .61 - .22 3.00 .38 -3.20 - . 86 
B 1.35 - . 88 3.70 .66 1.55 5.13 .41 -3.00 - .85 
C .11 - .88 3.42 .63 .47 3.94 .41 -3.03 - .85 
n=3 b=2.5 fm 
A - 2.22 - .32 1.31 .22 - .69 1.36 .16 -1.33 - .28 
B - 1.20 - .32 1.49 .23 - .24 1.85 . 16 -1.28 - .28 
C - 1.56 - .32 1.37 .22 - .60 1.43 .16 -1.31 - .28 
n=6 b=2.5 fm 
A - 1.04 - .49 1.93 .32 - .11 2.13 .21 -1.80 - .44 
B .33 - .48 2.11 .34 .61 2.92 .22 -1.60 - .44 
C - .34 - .49 2.09 .33 .30 2.20 .22 -1.70 - .44 
®A = Sussex approach, 
= Exact matrix element. 
= Sussex approach -h second order term. 
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b=1.3 fm matrix element is an exception. Parameter independence 
was never satisfactorily achieved in this instance. The small differences 
observed in the higher angular momentum channels between the Sussex 
generated and exactly calculated matrix elements is more a property of 
the super-soft core potential than the Sussex approach. The Sussex 
approach will only give effective matrix elements based upon the phase 
shifts and thus are given by 
where d^ is the healing distance. The excellent agreement between the 
exactly calculated and Sussex derived matrix elements thus implies 
^h 
I V(r)r2dr = 0 
0 
for the super-soft core potential. For an interaction like the Yale 
potential the above integral would be infinite due to the infinite 
repulsive core, but provided the pnase shifts were the same as those of 
the super-soft core, the Sussex derived matrix elements would be unchanged. 
Effective interaction matrix elements were only calculated for one 
3 • 3 
more case, the channel. From Figure 4.9,the Pq potential has 
structure similar to the ^S^ channel, but with a much more repulsive 
core. This larger repulsive core is very evident in the large percentage 
difference between the effective interaction matrix elements and the exact 
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matrix elements in Table 4.4. In conclusion, the Sussex approach does 
an excellent job of generating the effective interaction matrix elements 
in the and channels. 
The potentials for the channels left to be discussed are shown in 
Figure 4.10 to Figure 4,13. The ^F^, and ^ P^ potentials are all 
seen to be completely repulsive. The ^ F^ potential is similar in struc­
ture to the except its phases are net repulsive. The effective inter­
action interpretation is the same, but one does have some interesting 
complications. First the cut-off oscillator potential becomes more 
repulsive as r increases. This is not the structure seen in realistic 
interactions,which must smoothly go to zero for large r. Therefore, 
the slope of the cut-off oscillator wave function is very different from 
the slope of the actual wave function for a net repulsive potential. This 
could account for some of the differences seen in these channels. 
The second problem encountered in the repulsive phase shift channels is 
the frequent extreme difficulty in determining parameter independence. One 
often encounters several inflection points in these channels. In these 
instances the matrix e!err.er:ts ere besed in pert 'jpo" systematic? of 
the matrix element tables starting from a set of matrix elements where 
parameter independence can be more readily determined. The magnitude 
of the gradient as a function of CL and a was also calculated numerically 
in all angular momentum channels as an aid in determining parameter in­
dependence. 
In summary, the effect of the core decreases as a function of 
angular momentum in the 's^-like channels. This is due to the cancellation 
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Table 4.4. 
b(fm) A" c" Od 
n=0 
1.3 -3.22 
-1.37 -2.30 -3.25 
1.9 -1.62 
-1.35 -1.52 -1.62 
2.5 
- .75 - .66 - .72 
- .73 
n=3 
1.9 - .22 1.55 .47 - .23 
2.5 .69 - .24 - .60 
- .69 
n=6 
2.5 - .11 . 6 1  .30 - .12 
^Sussex approach. 
Exact matrix element. 
''Sussex approach + second order term. 
^Matrix element integrated from healing distance outward. 
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of the repulsive and attractive parts of the interaction. Because of 
this cancellation, the effective interaction matrix elements due to the 
Sussex approach are within a few percent of the exact matrix elements in 
the higher angular momentum channels. 
In the purely repulsive channels, the 'p^-'ike channels., this can­
cellation effect is not present and the whole channel can be 
considered to be the effective interaction. However, matrix elements 
are then very sensitive to the exact form of the interaction and the 
peaks found at 1 fm in these channels contribute strongly to the 
exactly calculated matrix elements, but have little influence on the 
phase shifts. Therefore, the Sussex approach would not be expected to 
reproduce the exact matrix element. 
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CHAPTER V. Fn(P) FUNCTION 
In Chapter III and IV it was shown that the energy condition. 
Equation 2.17b, effectively limited the available n and b space in the 
channel. This limiting effect is unfortunate since the n=0 large 
b matrix elements are necessary in nuclear structure calculations. The 
large n small b matrix elements are not calculated due to the introduc­
tion of inelastic scattering events at energies around 350 MeV. This is 
not a serious problem since small b values occur only in light nuclei, 
where one does not need large n values. The method used to produce the 
small n value large b matrix elements will be similar to the method used 
by Elliott et ^ 1" (3), but with an improved fitting function. 
in Equation 3.1 a relationship is given connecting the infinite 
harmonic oscillator wave function to a spherical Bessel function. One may 
use this relationship to define a function, 
3 3 '^ "4 
rW n! (2n+-L+y) os -co . 
F (P) = 5—Ô jRn;(r,b)V(r)R (r,b)r dr « Jj" Or)V(r)j (pr)rdr. 
where P = 
3 5 
(2n+^ -H|) 
o 
By defining this function in terms of the parameter P, it was hoped 
in the original work that the function would be independent of n. Figure 
1 
5-1 shows an E^(6) curve for the 'S. super-soft core potential matrix 
elements. Table 4.i. The curve also includes the appropriate n=], n=2, 
and n=3 matrix elements. One observes that for P between .68 fm ^ and 
-] 
-95 fm some points do not lie on the curve. These points correspond 
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to the n=0 matrix elements. In the previous work separate fits were 
performed for the n=0 matrix elements in those cases where a few n=0 
points lie off the smooth curve. The fit function used was of the form 
which like all polynomials is unstable upon extrapolation. 
One observes from Figure 5-1 that the curve has for 
-1 
p < 2.2 fm a structure similar to the arc of an exponential. Therefore, 
a fit function was chosen of the form 
Using the above fit function one is able to generate the exact Sq matrix 
elements to an accuracy of better than 1 percent for b > 2.3 fm. At 
no time was a full five parameter fit done. One of the parameters 
this function to obtain the large n, small b matrix elements. This 
extrapolation entails considerably more risk, since one is increasing P 
towards the area of considerably more structure in the F O) curve. In 
n 
practice this was not done due to lack of enough matrix elements in this 
region to adequately determine the curvature. 
Unfortunately, the Sussex approach generates only diagonal matrix 
elements in n, but one also needs matrix elements between different n 
F (3) = 2 a 
n ft n 
or Cg was always zero and many times both. This can be seen by a rapid 
scan throuûh the tables i One is also able to make use of 
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values in nuclear structure calculations. By use of Equation 5-1 and the 
following property of oscillator functions. 
b ^  R^^(r,b) = Vcn+l) (n+^+|) R^^^^(r,b) + Vn(n4-t+^) (5-2) 
one may find for the matrix elements the relationship 
b ^  (njvjn) = -^/(n+l ) ( n+t^^) (n+l|v|n) + TJU ( n+^-<^ (n|v|n-1) (5.3) 
+ <nl|^ln> . 
if one assumes V is independent of b, then Equation. 5-3 for n=0 reduces to 
(l|v|0) = |b • (5.4) 
Therefore, if one fits all the diagonal matrix elements as a function of 
P and iterates using Equation 5-3 after beginning with Equation 5.4, one 
can generate all the matrix elements one off the diagonal. Differentiating 
Equation 5.4 again relates matrix elements which differ in n by 2 to matrix 
elements differing by 1. In general one has 
b ^  <n' jvjn) = -^/(n' + l) (n' +t+^) <n'+l jvjn) + ^ n' (n' +-t+^) <n'-l jvjn) 
-J{n+ ' \ )  (n+t+^) (n'ivjn+l) + Vn(n+-L+^) (n'jvjn) , (5.5) 
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where is assumed to be zero. Specifically the (2|v|o) matrix element 
ôb 
in the Sq channel is given by 
(2|v|0) = (0|v|0) -J~^  (l|v|l) - b <l|v|0)) . 
One may then repeat the process of fitting and taking derivatives until 
all necessary off-diagonal matrix elements are generated. This method. 
difficulties in the small b region. This is the region of most pronounced 
structure in F O)- The more structure a curve possesses the more 
difficult it is to accurately determine the higher partial derivatives. 
The second factor involved is that the repeated fitting may also remove 
structure which is necessary to determine the matrix elements further 
than one off the diagonal. In practice one is able to only accurately 
use this method to go two off the diagonal with the error for small b 
being around 25 percent for the (2)v|0) matrix element. 
In order to go further off the diagonal use is made of the following 
expression (3) 
which is inherently correct provided the ^  term can be neglected, has 
n 
\n'|V|n} — {2(n'-n'-i)\n'-l'|V|ii/ 4- ( n-f î ) ( n-r-. 1 \ / _ 
n-t-ù-Mr ( n ' - 1 
-f (n'-ll[r^.V]/2b^|n)]/yn' 
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2 
This expression contains a commutator of [r ,V] which is unknown^ but 
which is zero for a momentum independent potential. Since this expression 
only involves sums of matrix elements rather than derivatives, the errors 
do not enter as quickly and one may go three off the diagonal. For 
moderate b (~ 2.0 fm), both methods allow one to go four off the diagonal 
with 25 percent errors. In general, the larger b the further one may 
go off the diagonal with less error when using Equation 5.4. The error 
using Equation 5-6 is always less. The accuracy also increases as a 
function of t provided the fits are done n by n as illustrated by Figure 
5.2. Figure 5.2 shows the curves for the channel. One is unable 
to determine from the previous work (3) whether any n values other than 
zero were fit individually. 
Throughout this discussion of constructing off-diagonal matrix 
elements it was assumed the ^  was equal to zero. In discussing the con­
cept of effective interaction. Chapter IV, it was stated that the healing 
distance was energy dependent. But the interaction energy is dependent 
upon b through the energy condition, Equation 2.17b. Therefore, the 
^1— term î5 small onlv if the heaî inQ distance chanQcS Siowiv with enerov. 
do - -
A maximum estimate of this term was made in the ^channel for n=0 
and b=1.5 fm. The b(n|-|^ln) term was found to correspond to less than 
7 percent of the total (l|vlO) matrix element. 
This estimate was made in the following manner by using a parabolic 
approximation for One writes 
ot> 
b(nl|^ln> = b(n|^|n) = ^  <n|v(b J - V(b^)ln> 
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in which \ l { b ^ )  and V(b^) are taken symmetrically about \ I { d ^ ) ,  the point 
of interest, and where V(bj), V (b^) , and \l {b^) are the effective inter­
action potentials determined by the healing distance at an interaction 
energy corresponding to the scattering energy of the parameter independent 
matrix element. For example, at fm the parameter independent matrix 
element corresponds to a scattering energy of 17.5 MeV and thus a healing 
distance of 1.0949 fm. For b=1.6 fm the scattering energy is 10 MeV 
corresponding to a healing distance of 1.0913 fm. Since the basic inter­
action is the same and only the healing distance changes the above 
expression becomes for n=0, b=1.5 fm, and A b=-.1 fm. 
b<nl||ln) = -^ <njv(b^)in> - <nlv(b^)|n) 
CO 00 
^ R^,(r,b)V(r)r^dr - f R^p(r,b)V(r)r^dr 
\03kS '  1.0913 
1 q 1-0949 „ . 
J R<Q(r,1.5)V(r)r^dr 
1.0913 
= ^  Rqq(I.0931,1.5)V(1.093 0(1.093l)^(.0036) , 
The functions have the following values at 1.0931 fm, V(r) = -80 MeV, 
Rqq(1 .0931,1.5) = .1828, and r2=1.1949. Therefore, b<n)^|n) = -.4717 MeV. 
The nonzero nature of the term was first pointed out (but in different lan­
guage) by Ley Koo and De Llano (19). An explicit expression for calculating 
this term was given in terms of the phase shift difference and an integral 
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involving the wave function of an arbitrary realistic interaction. No 
actual calculation of this term was attempted. Even though the above 
term is not as small as one would desire, because of the general difficulty 
in calculating this term coupled with the possible error due to fitting 
alone, note only is made of it here. Therefore, the off diagonal matrix 
elements given in Appendix IV were calculated with this term set equal 
to zero. 
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CHAPTER Vî. COUPLED CHANNEL THEORY 
The previous four chapters dealt with the Sussex approach for ex­
tracting matrix elements for the channels and with methods of extracting 
those matrix elements which cannot be directly determined using the Sus­
sex method. The Sussex approach was shown to accurately reproduce the 
effective interaction matrix elements. These results were found in a 
rather straightforward manner. 
In the coupled channels, simple concepts such as healing distance 
are complicated by the existence of coupling due to the tensor force, 
which couples states with angular momentum differing by two. The potential 
is no longer a scalar but may be described by a 2x2 matrix. The 
pertinent differential equations are now coupled second order differential 
equations, and the task of finding an accurate method of extracting 
coupled channel matrix elements becomes increasingly complex. 
The method to be used will be based upon coupled channel DWBA with 
a coupled cut-off oscillator as the choice for an auxiliary potential. 
Since the differential equations are coupled second order equations, 
there will be two solutions labeled by CK and P, and these are given by 
^^(r) = v^(r) js (-L=J-1 )J) + uP(r) 1 s (^=J+1 ) J> , 
and (6.1) 
j^^(r) = y^(r)|s(t=j-l)j) + aP(r) ls('L=J+1 )j) , 
where the angular wave, functions, |s(t=j±l)j) = V- ^  , are defined 
J \ J ^  . y S 
in Equation A3.10. One should note that coupling occurs only for s=l. 
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The asymptotic behavior of the radial functions in the Blatt and 
Biedenharn (20) convention is 
1/r sin (kr-(J-l)jt/2+6") , 
œ "1/r sin (kr-(J-l)%/2+6^) tan ç , (6.2) 
V^(r)^~^ 1/r sin (kr-(j-l)%/2+6^ ) , 
uP(r)^~oa l/r sin (kr-(J-l)%/2+6^) cot ç , 
cc 6 
where 5 and 6 are the eigenphases of the 2x2 S matrix and ç is the mixing 
parameter. The coupled system of equations for s=l, and ^ /=J+1, 
governing the functions y(r) and w(r), follows from Equation A3.17 as 
[ ^  +  7  ^  +  k ^  -  v J - I J - l(r)] v { r )  - ^  (r)œ(r) = 0, 
dr^ ^ r^ ft fi 
- ^  . IL vJ+'J+'(r)}w(r) - % v'"""'-'(r),/(r) = 0. 
d r ^  r  h  f t  
(6.3) 
Note that Equation 6.3 is no longer in reduced radial form. 
The coupled channel DWBA in the Blatt and Biedenharn convention is 
given by Equation A3.38, 
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= O, t , I .0, t COS P 
J *o(r) Vi(r) *o(r) = - k — 
cos Çq cos C 
(3 a 2 ,2 sIn(6"-65) P 
Ji)Jo(r) V,(r) i|,^(r)r dr = k— ^0» ( sin (g ' 
"a e ? t?- s'"(6^-6°) sin p 
I *o(r) V,(r) *o(r)r = - k -^ 5^ 7777171 
0 
=° p A 9 *2 sin(6^-6^) J ^ o(r) V,(r) ^ o(r)r dr = - k — 
3 
Sin € sin f 
0 
s 
rv A 
"K 
where c is the experimental mixing parameter, 6^ and 5g are the auxiliary 
potential phase shifts, p = €-€q, and Vj(r) = V(r)-\/Q(r). The wave func-
C i  B  
tions ^ ^(r) and ^ Q(r) have the same asymptotic form. Equation 6.2, as 
ql 6 Qf A 
^(r) but with 6^, 6^, and replacing 6,5, and e respectively. The 
VgCr) and w^fr) are also solutions to Equation 6.3 with V(r) replaced 
by Vgfr), the auxiliary potential. Equation 6.3 is a generalization of 
the ùwDM rornis uSccl In Llic original «ork (3) ir. which p v;cs fcrcsd to bs 
zero so that the terms proportional to sin p were zero. The effect of 
this unnecessary constraint will be discussed in Chapter V!!!. 
As in the uncoupled channels one would desire the solutions to 
the coupled differential equation for the auxiliary potential to be 
harmonic oscillator functions. The immediate problem in trying to relate 
y^fr) and w^fr) to harmonic oscillator functions Is the presence of 
different centrifugal barrier terms, and _ This problem 
r r 
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is solved by including the difference between the centrifugal barrier 
terms in one of the auxiliary potentials. With this in mind, we again 
define the potentials to be cut-off oscillators with V^fr) = 0 for r > a, 
and for r < a 
VfT' (r) = - , 
yj-l J+1(r) = vJ+1 J-'(r) = - (o^-y^rZ) , 
yJ+1 J+1(r) = _ ^ , (6.5) 
where the centrifugal barrier difference has been included in 
The coupled equations now have the simple form for r < a of 
"-dr r 
and for r > a the equations uncouple to become 
Ldr r 
(6.7) 
Ldr r 
= 0. 
(6.6)  
= 0 , 
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From Appendix II the solutions to Equation 6.7 consistent with the 
boundary conditions for the o: and p channels respectively are 
and 
v^{r) = k (cos 6q jj_,(kr) - nj_^(kr) sin 6^) , 
u)Q(r) = k (cos 5q jj^^(kr) - n^^^ (kr) sin Ôq) tan € , 
VQ(r) = - k (cos Ôq jj_^(kr) - nj_,(kr) sin 6^) , 
u)g(r) = k (cos 6q (kr) - nj^^(kr) sin 6^) tan e 
Writing Equation 6.6 in matrix form, one obtains 
£(r) PoU (%Q + %y r2)/^o\ (6.9) 
'^ 0/ \ *0, 
Where X(r) = 4 . ^ 4r - ^  . k' 
dr" ' r" 
I -«2 3^ / 
and 
r, '•j i 
i '•j 3^ '! ' 
(6.8a) 
(6.8b) 
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A necessary condition that Equation 6-9 separate is the and 
be simultaneously diagonalizable by a unitary matrix. This implies 
that and Y must commute. The commutation property imposes a 
condition on the parameters, which is 
^1 -^3 -^3 
0=2 - 72 
We define functions f and g by the relationship 
°  U  x n 9  
.2 2 \.thar-a k ii = i 
Equation 6.6 then separates into two uncoupled equations for the 
functions f and g. 
[£(r) + + 2}ji7^ + f(r) = 0 , 
(6.10)  
[£(r) + (XP:, - - 2x^72 g(r) = 0 , 
provided 
^2 72 ^ ^ 
(6.11) 
I 2 
a _ OL / (a, - a ) 
or 
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After appropriate manipulations Equations 6.10 become 
[S(r) + 0=3 + ^  " (^3 + ^  ^2) f(r) =0 , 
(6.12)  
[£(r) + - ^ 0=2 - (7^ - ^  72)r^] g ( r )  = 0 . 
- 1 _ 1 
If we define b' = (7^ - ^  72) and b = (7^ + ^  72) Vn/Z, Equations 
6.12 now have the form of Equation A2.2a. The solution for f and g from 
Appendix II for integer P for r < a are 
f(r) = A (r,b) , 
g(r) = A'a^.j,,(r,b'), 
with now two energy conditions 
2k^ = (4n + 2J + l)/b^ - 2(a^ + ^  0=2) ' 
2k^ = (4n' + 2J + l)/b'2 - 2(a^ - ^  0=2) , 
(6.13) 
(6.14) 
to be satisfied. Since we want matrix elements between oscillator states 
with the same n and b values, the requirement that both f and g be 
infinite oscillator functions is not necessary. This point will be dis­
cussed in more detail later in the chapter. The functions V^ir) and 
Wgfr) for r < a are 
nj 1 n J I (6.15) 
WgCr) = MAR^j_^(r,b) + XA'R^,^(r,b') . 
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The coefficients A, A', 6q, and Cq are found by matching the 
logrithmic derivative of and ^^(r) at the point a. This matching 
of Equations 6.15 to those of Equations 6.8a generates two solutions 
corresponding to the d and (3 solutions. One obtains for 6g 
h- ± - 4h]h. 
tan Ôq = 2h (6.16) 
where 
h,=G2j,(kr)-C,j^,(kr), h2=d2j(kr)-d^j^,(krj-Cgn'^^ (kr)-C^n^, (kr) 
h3=d2n'^ ,(kr)-d,n^ (kr), C,=| a,R'^ (r,b)-^  a2R'^ ,^ (r,b') , 
''2^  Vn'!*''''''' ' a|=K'n't(r,b?Jt(kr).Rn,^ (r,b9j'^ (kr) 
:2=K'nt("'b)jt<kr)-Rnt(r,b)j';^ kr) 
b,=R' . ,(r,b^n.(kr)-R_..(r,#)n',(kr), and finally b-=R' (r,b)n (kr)-
I n 1/ </ 11 </ ^ n-u -L, 
R^^(r,b)n'^(kr), where &=J-1, 4'=J+1, and R'^^(r,b)= — R^(r,b)i, 
"or each of the two values of given by Equation 6.16 one has 
A = (a, 'o - h V' 
A' = ^  (^ 2 'o - '>2 V' 
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where p = R'^,^(r,b')R^^(r,b) - R^,^(r,b')R'^(r,b). The tan and 
tan Cp are found trivially from 
k(j^,(kr) cos Ôq - n^,(kr) sin 6^) ^ ' 
MAR^^(r,b) + XA'R^,^(r,y) 
It is not necessary to introduce the tan since the boundary conditions, 
CC 6 
Equation 6.2, are invariant under the interchange of Ôq and 6q provided 
6'=e+^. This leads to the condition that tan ep=-cot The choice 
of which phase shift will be labeled o: and P is determined by the 
experimental mixing parameter. The experimental o; channel is defined 
to be the channel where 
Ç- 0 
E- 0 
for all J values. In this limit the o: and p become eigenstates with 
&=J-1 and t'=J+l respectively since the centrifugal barrier term 
dominates at low energies. The phase shift which generates the experi­
mental mixing parameter is thus given the CC label. 
a q 
(-Of r < a rhe soiutions and i b ~ ( r )  are 
u ' ' V 
a, 
^Q(r) = l'Q(r) ls(^=J-l) J> + u)Q(r) is(^'=J+l) J) , 
0^'"' = y^ /r)|s(t=j-1)j) + uJq1S('L'=J+1)J> , 
where 
a)o(r) = AA^ j^_i(r,b)+XA'Q,R^ .j_,(r,b') , 
(6.17) 
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l^ (r) - ' 
"^(r) = ^ ApR^j_j(r,b)+XA'pR^,j_,(r,b') . 
Using Equations 6.17 to solve for ^ linear combination 
of Jl)^(r) and 0^(r) , one obtains 
Ap4)^ (r) - /y)g(r) =Rn' J -l(r,b')(ApA\z-A'pAb)t-*vM(^_^_,)g(f) + 
Y^j(t'=j+l)s(r)] . (6.18) 
Integrating the square of Equation >.18 over the potential V,(r}= 
V(r)-Vg(r) in the region r < a, one finds 
0 (6.19) 
^2y^J+l J+T(r)r^dr = J #^^r)V,(r)^^Xr)r^dr -
0 
Va J* ^b^r)V,(r)^Q(r)r2dr + j' i p g i r j v ^  ( r ) ^ ^ ( r )  r ^ d r  -
0 0 
/V A I f r1%h 
"a"p J ro^ - ' - ] '^ OT' ' • -• 
where the angle integrals are implicitly performed in the integrals 
over (r) and sp^(r). The relationship, Equation 6.18, linking the 
harmonic oscillator function to ^ ^^r) and ^^Xr) holds only for r < a. 
Therefore in order to relate the oscillator matrix elements. Equation 
2.1, to the scattering wave functions we must add a long range correction. 
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LRC, piece to Equation 6.19. After the addition of the long range cor­
rection and substitution of Equations 6.4 and the explicit forms of 
jfj I 
Vq (r), one obtains 
J R^,j_,(r,b')[V"-' ^ "^r)-2^V-~- -\r)+^ (r,b') r^dr 
0 ^ 
= (.4) 
sîn(ô^-ÔQ) -j A^cosp sin(ô^-ÔQ)^ (6.20) 
cos (g sin ej ^  sin € sin ^ 
0 I'- r" -
where LRC - JCA^^qV^i^Iq - dr (6.21) 
a 
and use has been made of the fact that V^(r) = V(r) for r > a. 
Equation 6.20 relates the oscillator matrix elements of the 
effective interaction to a function of the phase shifts and the auxiliary 
potential via a quadratic polynomial in Since the effective inter­
action matrix elements must be independent of the choice of auxiliary 
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oscillator potential parameters, the left-hand side of Equation 6.20 
takes the form 
1^ - 2^  Cg + ^ 2 C3 = (6.22) 
3 3 
where, using the S,- D, channel as an example, the C^ coefficient 
•3 g 
corresponds to the (n S^|v| n) matrix element, Cg corresponds to the 
incorrectly weighted <n n> matrix element, and C3 corresponds 
to the incorrectly weighted (n D^|v| D^ n) matrix element. To be 
correctly weighted, the matrix elements would need to be of the form 
J  R ^ , ^ , ( r , b ' ) r ^ d r  
but, for example, the coefficient is of the form 
I Rn't(r,b') V^t'(r) R^,^^r,b')r2dr . 
0 
T""5 correct weiontina imolies that the infinite oscillator angular 
momentum value, t, must equal the appropriate angular momentum value 
of the potential. This incorrect weighting will be shown in Chapter Vll 
not to cause any difficulty. 
One also observes that Equation 6.20 contains no direct dependence 
upon f(r) = AR^j,(r,b). This lack of dependence is due to the elimination 
of R^^(r,b) in Equation 6.18. Therefore, it is not necessary that f(r) 
be chosen to be an infinite oscillator function as was done in the 
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original papers- in fact, the choice that f(r) be an oscillator function 
places unduly severe constraints upon the parameters. For example b 
must then be a positive definite. Therefore, 7^ must be positive and 
this forces the cut-off oscillator well corresponding to 
to always be concave upward. Second, the energy condition, 
= (4n+2J+l )/b^-(0:2+^2) ? coupled with the necessity for b to be 
positive and n an integer, places limits upon the sign and magnitude of 
cc^. A general power series solution for f(r) is 
f (r) = AR(r) , 
, = 2 0 
where R(r) = r S a r , 
p=0 P 
and 
ao -
®1 (4^ +6) 
_ yap_i-(kf40)ap 
p+1 ( p+1 ) (4 p4-4^4-6 ) 
4 = J-1 , 
- = =^ 3  ^M -2 ' 
7  - f ;  + ^ 7 2  -
This solution places no limits upon the parameters and was used in the 
final analysis. The coefficient A is determined in the same manner as 
previously discussed except replaced by R(r). 
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We will now begin the discussion of parameter independence in 
the coupled channels. The method to be discussed first was used in 
determining all the parameter independent coupled channel matrix 
elements given in Chapter VI I and Appendix IV. This method makes use 
of the general solution for f(r) and the general DWBA formulation. This 
method could be characterized as being parameter independent in four 
parameters. The second method discussed will be the original Sussex 
method of determining parameter independence in the coupled channels. 
It is based upon the restricted DWBA, the requirement that equal 
e, and the use of the infinite oscillator solution for f(r). This method 
can be characterized as determing parameter independence in a single 
parameter only. The third method is also based upon the restricted 
DWBA and the choice of an infinite oscillator wave function for f(r). 
This method, which can be characterized as a two parameter independent 
method, will be shown to be much better than the original Sussex method. 
Even so, this third method is incapable of accurately generating the 
Cg coefficient due to the lack of an important feature. These three 
methods fit into two general philosophies as will be shown. The two 
philosophies are to 1) first determine parameter independence then fit a 
— curve to determine the C's, 2) first fit a — curve to determine the C's ]1 ' ' ul 
then vary the parameters to determine the parameter independent C's. 
The second philosophy, although sounding similar to the first, will be 
shown to share the same deficiency as does the third method. This feature 
is the inability to determine the "best" ^  value. The concept of "best" 
^ value will be explained in light of method one. 
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The first method of determining parameter independence can best 
be understood by investigating the functional dependence of Equation 6.20. 
We have already seen that due to the necessity of parameter independence 
the left-hand side can be represented by 
'=1 - S \ S ° "'M' • 
The right-hand side is a function of k, and the parameters of the 
auxiliary potential and can thus be represented by 
Z(ci^ ^ ,y^,y^,a,k). A change of variables is made to Z 
7^,7^,a,n',b'). The specific n' and b' are chosen leaving as free 
parameters j j ,  , a .  The separability condition. Equation o.li, 
imposes one constraint leaving as free parameters 
Therefore, Equation 6.20 can be represented functionally as 
W(^ ) = Z(^ ,a^ ,a2,72,a). (6.23) 
Parameter independence implies 
Z(^ V3i,32,72,3) Z Z'i^ V 
for some range of —, or that 
ax, «2.72,3) =0 for i Ï 2 , 
where x. = x^ = ^ ^2' *4 ^2' = a. 
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Parameter independence actually implies that all orders of derivative 
for i ^ 2 should be zero. But in the final analysis only first order 
parameter independence was found feasible. Therefore, parameter indepen­
dence was determined by defining a "flatness coefficient", 
5 _ 
FC = 2 l^Z(x.)! (6.24) 
i=2 ' 
The flatness coefficient was minimized as a function of 7^, 
a. The ^  parameter was included in the minimization for a simple, but 
very important reason. Even though ^  is an independent variable it is 
also a parameter of the cut-off oscillator potential. Therefore, it 
is possible for there to be regions in ^  space where the flatness 
coefficient is not approximately zero as is necessary for parameter 
independence. Once the flatness coefficient has been minimized the 
'^l'^2^^2' ^ parameters are fixed at their values at the minimum 
point. The ^  parameter is then varied within a small range about this 
"best" ^  value determined by the location in ^  space of the FC minimum. 
: c fît- fo nVrermlne the oaranietêr î ndcDendent matrix 
elements. Some problems inherent in this fitting procedure will be dis­
cussed later. 
Before beginning the discussion of the original Sussex method a 
few remarks need to be made about the LRC term in Equation 6.20, As 
in the uncoupled channels one would expect the LRC term to be small, 
since the functions and first derivatives are also equal at r=a. But 
the potential is not as small due to the long range tensor force in 
the couDled channels, included in this is the fact one has actually three 
93 
different potentials and three wave functions rather than a single 
wave function and potential. Thus, the 4 percent contribution to the 
matrix element to be found in the ^ channel {a ^ 1 fm) is not sur-
3 
prising. The LRC term, although not critically large in the channel, 
was included in the determination of the flatness coefficient. The 
effect of this LRC was to add stability to the minimization process 
for FC, and thus it was included in all coupled channels. 
in discussing the original Sussex method of determining parameter 
independence it is again convenient to represent Equation 6.20 in 
the functional form, 
= Z(a,,a2,ay,7,,72,72,a,k). 
A change of variables is made to and a, since this 
method is based on f(r) being an infinite oscillator function. The 
desired b' and n' are again chosen, leaving ,b,n, and a. The values 
of o:^  and CK were chosen to ensure that the phase shift differences 
were less than .2 radians. The parameter was chosen by iteration 
results to its value. This is again a ramification of Equation 6.18. 
The values of Q:. . and Q: fixed ^ and thus b through the energy con­
dition. But one needs a curve in order to determine the matrix 
elements. Thus, the procedure was then repeated for a new value of 
and (%_ until a curve was constructed. A linear fit to the ^  points was 
then done. This leaves parameter independence to be determined only 
for the parameter a. The value of a was changed and the whole procedure 
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repeated until coefficients C^, Cg^ and independent of a were 
achieved. Figure 6.1 and Figure 6.2 show the results of following this 
procedure. The points are individual values of the right-hand side 
of Equation 6.20 for the , a ,  and ^  values labeled by the graph, where 
AL corresponds to . One clearly sees that the straight line does 
not fit the possible data at each a value. The curved lines are quadratic 
fits to the ^  curves generated in a manner similar to the original Sussex 
approach except that instead of simultaneously changing o:^ and o:^ to 
generate a new ^  point, was held fixed and was incremented a 
small amount consistent with the phase shift difference still being less 
than .2 radians. This is the third method. One must now determine two 
parameter independence corresponding to Q, and a rather than just 
independence of the parameter a, as was originally done. Comparing 
_2 
Figure 6.1 to Figure 6.2 the curves corresponding to .90 fm < Q!^ < 
1.05 fm a = 2.0 fm, and a = 2.1 vm are seen to lie on top of one 
another. This would be called thea^-a parameter independent region. 
One also observes that the curves intersect the origin at -10.40 MeV. 
The value would be the parameter independent n=1, b=1.4 fm, 
( S^jvj s^) matrix element for the super-soft core potential. The 
immediate effect of doing a quadratic fit for each individual cc^ and a 
value is to generate much more attractive parameter independent matrix 
elements than are generated by doing a linear fit. A second difficulty 
in the original Sussex method is that by varying and simultaneously 
one is marching across various o:, curves. if a linear fit is done to 
these data points, the results are highly dependent upon the CK, and 
values chosen. 
Figure 6.1. Fitted curves for determination of oscillator matrix elements. The 
curved lines are fitted to the individual ^ curves for fixed a = 2.0 fm 
and Oil. ItxJividual points are generated from the right-hand side of 
Equation 6.20 evaluated at the appropriate ^  value. The straight line 
is a linear fit to all the data points. AL corresponds to . The 
potential i:> the super-soft core potential. 
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Figure 6.2. Fitted curvcs for determination of oscillator matrix elements. The 
curved lîneî. are fitted to individual ^  curves for fixed a = 2.1 fm and 
Qip Points ore generated from the rignt-hand side of Equation 6.20 
evaluated a1: the appropriate Ct, and a. The straight line is a linear 
fit to all the data points. AL corresponds to . The potential is 
the super-soft core potential. 
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At this point one has only found an adequate method of extracting 
the parameter independent coefficient. One also needs the parameter 
independent coefficient or incorrectly weighted mixing matrix 
element. One would naively expect to use the coefficient of the linear 
term, but here one encounters the situation where the best fit does not 
necessarily give the correct results. For example, the linear fit 
was done in the original Sussex method based upon the assumption that 
the effect of the matrix element is small when multiplied by 
2 
^ .01. The actual matrix element is small, approximately 
M 
5 MeV, but the best fit coefficient varied between -60 MeV and 
-120 MeV. The large magnitude of this coefficient is found to be 
due in large part to the 
0 
term. Because of the large magnitude and wrong sign of the coef­
ficient, correspondingly large changes occur in C^, which often 
generates matrix elements with even, the incorrect sign; The next best 
approach was to assume the term was zero, fix the C^ 
coefficient and fit to determine the best average coefficient. 
Results were only accurate to within 25 percent for the cut-off 
oscillator test potential discussed in Chapter VII. The results were 
also highly dependent upon which values were included in the fit,since 
method three has no way of determining the best region of ^  space. The 
above fitting procedure was used in conjunction with the FC approach. 
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since it also is besieged fay the same inherent fitting difficulties. In 
Chapter V11 this method with a minor modification will be shown capable 
of generating matrix elements with errors less than 10 percent in the 
Cg coefficient. Chapter VII will also include a discussion of what con­
stitutes a small enough FC. 
Before leaving this chapter a few words must be said concerning 
the matrix element. None of the above methods discussed are 
accurate enough to generate an accurate matrix element. But 
4j+2 
one may reformulate the method by including the —^ term in the 
^ ^ potential instead of in the ^'term. Equation 6.20 
becomes in the ^  formalism 
0 ^ 
2 2 _ (A?cosp sin(ô"-6Q) 
= - L E cos 
sin(ô^-ôn) sîn(ô^-6^) A^cosp sin(ô^-ô^) 
r— - — 1 -f- 1 
^sîn € g  cos e COS € g  sin €-^  sîn c sîn €q 
LRC 
where in the LRC term R . , .(r,b') is reolaced bv R . . ,(r,b'). The 
n'J-l • • n j+i 
M 
energy condition and b' for the formalism are 
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= (4n'+2j+5)/b'(q:^ ~ q:^ ) J 
_ 1 
b' = (73-^7^) \V2. 
The solution f(r) is of the same general form as previously given,except 
7 now equals 7,+ ^  7^, CK = (%.+ ^  a, and -t=J+l. One immediately observes 
I  A. Z I  A. /  
that the C, coefficient in the ^  formalism is the correctly weighted 
I  A. 
yj+l J+l matrix element- If one then applies the FC method to the 
free parameters and a and then fits the ^  curve,excellent 
results are achieved as is shown in Chapter VII. The ^  formalism was 
also used in the original Sussex approach, but with the method of 
determining parameter independence given earlier. 
The next chapter gives a comparison between exactly calculated 
cut-off oscillator matrix elements and matrix elements generated by 
use of the FC method. Also given will be a short table comparing 
matrix elements generated using the original Sussex method and the 
present method. From the previous discussion and Figures 6.1 and 6.2 
one can already conclude that the original Sussex approach will generate 
matrix elements which are much more repulsive (positive) than the present 
method. This is in fact seen. Chapter VII will also give the criteria 
for deciding whether or not the FC parameter is small enough to accurately 
generate the incorrectly weighted mixing matrix elements. 
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CHAPTER VII. COUPLED CUT-OFF OSCILLATOR POTENTIAL 
The coupled cut-off oscillator was chosen as a test potential 
because of its simplicity. Since the coupled cut-off oscillator does 
not possess a repulsive core,the total interaction is the effective 
interaction. Secondly since the cut-off oscillator test potential is of 
the same form as the auxiliary potential, one would expect excellent 
agreements between the exactly calculated matrix elements and the 
matrix elements generated using the FC method. The form of the coupled 
cut-off oscillator potential for r ^ 2 fm is 
= -40.0(1.0 - .05 r^) 
yJ+1 J^^(r) = -40.0(.5 - .01 r^) , 
yJ+1 J+1(r) = -40.0(-1.5 + .20 r^) , 
(7.1) 
and 
v-'-' J-'(r) = -'"'(r) = V^-' J+'(r) = 0 for 
r > 2 fermi. From the values of the above parameters and the separability 
condition one observes that the above interaction is nonseparable. 
The values of the parameters were chosen so the low energy phases and 
3 3 
mixing parameters were similar to the S^super-soft core values. 
These coupled channel equations were solved for the phase shift and 
mixing parameter as a function of energy. This generated data then 
formed the "experimental input information" for the FC method. The 
results will be given in the following order. A comparison will be 
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made between the exactly calculated cut-off oscillator test 
potential matrix elements and those generated by using the FC method. 
3 3 
Second the S^- mixing matrix elements will be compared. The 
incorrectly weighted matrix elements will also be discussed. Finally 
3 
the matrix elements will be given along with a discussion of the type 
of — fit used in the ^ D. channel. The results for the ^ S, channel are \ I ' 
given in Table 7-1. In general the results generated using the FC 
DWBA method are approximately 5 percent more attractive. This is a 
tolerable error considering the complexities of the problem. The 
matrix elements in parentheses were generated using a Woods-Saxon 
potential (21). The Woods-Saxon potential, which has the following 
fo rm, 
Vyg = W^/[l + expffr-W^j/W^)] (7.2) 
was chosen for its simplicity, only three parameters, and its historical 
use as an effective single particle potential. in the ^S^ channel (as 
1 
with the Sq channel) one is unable to generate the n=0, large b-value 
matrix elements. Furthermore. due to larger phase shifts in the 
^S, channel,one is also not able to generate the n=0 small b value matrix 
elements nor the n=l matrix elements for b > 2.0 fermi using FC-DWBA. 
!n Chapter V methods were developed for extrapolating the F^^B) curve 
to generate these matrix elements. This method can be used in the n=l 
case to generate the large b value matrix elements, but not in the n=0 
case since no DWBA matrix elements were generated. In the original 
Sussex approach it was assumed that the n=0 matrix elements lie on the 
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Table 7.1. Coupled oscillator potential 
b (fm) n=0 n=l n= 2 n= 3 
Exact W.S. Exact DWBA Exact DWBA Exact DWBA 
M.E. Pot. M.E. M.E. M.E. 
1.4 -15.60 (-16.26) -10.72 -11.19 -7.04 
-7.52 
1.7 -10.34 (-10.83) - 9.03 - 9.36 -6.78 -7.13 -5.09 -5.43 
2.2 
- 5.55 (- 5.85) - 6.02 (-6.26) -5.46 -5.66 -4.66 -4.86 
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single F(P) curve due to all the matrix elements, i.e. independent of 
n. In Chapter M it was shown this is not an accurate assumption and 
best results were achieved by fitting n value by n value. Since the 
methods of Chapter V are not useful, it was decided to fit a potential 
to the available n=l and n=2 matrix elements and calculate the necessary 
n=0 and n=l matrix elements. 
3 3 
The S^- Dj mixing matrix elements are the most difficult to cal­
culate. First one must go from the incorrectly weighted matrix elements 
to the correctly weighted one. In the original Sussex approach, this was 
accomplished by use of the relationship 
n 1 r(m+J+j)nl ^ % 
( 7 . 3 )  
Therefore, the correctly weighted mixing matrix elements are given by a 
sum of diagonal and off-diagonal matrix elements from m=0 to m=n'+l. 
That is 
1 1 1 
n 1 r(m+J+r)nl 2 , 2 
(r.ivln) = 2 g } (nl\/|n+l> ^ (7;4) 
CW m=0 " r(n+J+~)ml iW n-hJ-rj IW 
where CW and IV.' label the correctly and incorrectly weighted matrix 
elements respectively. For example the (6|v|6) matrix element contains 
CW 
a <6|\/|o) matrix element. But as was stated in Chapter V, for small b 
IW 
the errors in the three off the diagonal matrix elements are already of 
the order of 25 percent. This error compounds as one proceeds further 
from the diagonal. Therefore, from the results of Chapter V alone this 
method of generating the correctly weighted matrix elements is highly 
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suspicious. Consequently, here use was again made of the Woods-Saxon 
potential. The parameters of the Woods-Saxon potential were determined 
by fitting the incorrectly weighted matrix elements. The correctly 
weighted matrix elements were then calculated directly using the 
Woods-Saxon potential generated by this fit. The results for the coupled 
oscillator test potential are given in Table 7-2. One observes that 
the Woods-Saxon matrix elements are in general accurate to within 10 
percent. The parameters of this Woods-Saxon potential are as follows 
Wp-19.01 MeV, W2=2.138 fermi, and W^=.0154 fermi. Thus, the well 
generated by the Woods-Saxon potential is very similar in shape to the 
cut-off oscillator test potential. The accuracy of the results is 
remarkable in light of the following problems. 
3  3  
Table 7 . 3  gives the S^- incorrectly weighted matrix elements 
and the flatness coefficient, FC. Before discussing in detail the 
results of Table 7-3 a summary of the FC method is necessary and thus a 
discussion of how the matrix elements in Table 7.3 were generated. This 
procedure was also used to generate the tables in Appendix IV from the 
experimental nucleon-nucleon phase shifts. First of all the parameters 
*^1' '^2' ^ 2' ^ were all varied until the phase shifts differences 
were less than .2 radians and p(=e-eg)/€ was less than 20 percent. The 
calculation was then given to a minimization program which minimized FC 
consistent with the above starting constraints. Since the minimization 
program often stopped before an actual minimum was achieved, a method 
had to be found to expedite the minimization. The method chosen was 
to define an auxiliary FC function as 
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Table 1 . 1 ,  Coupled oscillator potential 
b(fm) 
o
 
ii c
 n=l n= 2  n= 3  
Exact U.S. Exact W.S. Exact W.S. Exact W.S. 
M.E. Pot. M.E. Pot. M.E. Pot. M.E. Pot. 
1 . 4  - 2 . 2 9  - 2 . 4 3  - 2 . 3 9  - 2 . 3 4  - 1 . 5 9  - 1 . 4 6  -  . 6 9  -  . 6 3  
1 . 9  -  . 6 8  -  . 7 5  - 1 . 0 4  - 1 . 0 9  - 1 . 1 4  - 1 . 1 3  - 1 . 0 4  1
 O
 
O
 
2 . 4  -  . 2 4  -  . 2 7  -  . 4 3  -  . 4 7  1 vn
 
-  . 6 0  -  . 6 3  -  . 6 5  
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Table 7-3. S incorrectly weighted M.E. 
b(fm) n=1 n=2 n=3 n=4 
M.E. 
Flat. 
Coef. 
M.E. 
Flat. 
Coef. 
M.E. 
Flat. 
Coef. 
M.E. 
Plat. 
Coef. 
1.4 (-5.73)3 .04 (-2.34) .01 
1.5 
-5.37 .001 (-4.04) .09 
1.6 -5.25 .0008 (-3.77) .03 (-1.78) .01 
1.7 (-4.56) .11 -3.70 .004 (-3.13) .08 
1.8 
-3.57 .001 (-2.80) .04 
1.9 -3.15 .002 -2.44 .01 -1.74 .009 
2.0 -3.06 .001 (-2.48) .09 (-1.25) .01 
2.1 -3.10 .0006 -2.43 .001 (-2.13) .01 
2.2 (-2.06) .05 -2.28 .001 (-1.85) .04 
2.3 -2.22 .0008 -1.91 .003 
2,4 -2.21 .0003 -1.85 .007 
2.5 -2.14 .001 -1.76 .001 
2.6 (-2.07) .08 
-1.75 .0004 
) not used in fit of Woods-Saxon potential. 
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F C  =  I ( ) - & -  Z ( x . ) | - ' 0 1 5 ) ' W(x.) 
5 = 2  
The purpose of the function 
W(x.) = 
MAX(a;: z(*;) 
-3- Z(x.) 
Sx - I 
was to prevent the small partiels from becoming larger by forcing 
minimization of the largest partials. This function was calculated during 
the first entry into the minimization program. Since in many instances 
the W(x.) was very large, the minimization program found that the 
greatest change in FC was accomplished by forcing one of the partials to 
zero after it had already become small. The arbitrary .015 factor pre­
vented this. If some Z(x.)| was less than .015, it was set equal 
Q X  J  I  
to .015 so that it no longer contributed to FC. It is then possible 
for FC to go to zero and FC still be as large as .06. When this occurred 
the minimization routine was restarted using FC at the best parameter 
values from the FC minimization. The amount of computer time involved 
in this procedure varied from two to four minutes per matrix element. 
A short discussion about the resultant magnitude of the phase shift 
difference is necessary. In the original Sussex work and in the 
modified Sussex method, the phase shift difference was allowed to be .2 
radians, which is the maximum allowed difference for the FC method. 
In all instances the final phase shift difference was less than .05 
110 
radians and €-€q was less than .01 radians. Due to the similarity in 
the wells this is to be expected. For the experimental nucleon-nucleon 
phase shifts the minimized difference was generally less than .1 radians 
in the S^-like channels and up to the maximum .2 radian difference in 
 ^L  ^ 1 ? X r ^   ^ 1 f L i r e  u  1  1  I  I S . O  ^ 1  l a i  n  i w  •  o  •  
With the values of the parameters , a^, and a established 
to minimize FC, all but ^  were held fixed and then ^  was iterated to 
generate a ^  curve. Since the mixing parameter was found to be very 
dependent upon ^  , the p constraint usually terminated the curve. The ^  
curve could consist of a maximum of 25 points separated of .0001. 
Since one was never certain of the number of points on the curve no 
smaller was chosen, since for fewer than six points the quadratic fits 
had a tendency to become unstable. 
The coefficient was then fixed in subsequent runs to most 
accurately determine C^. in Chapter Vl it was noted that the incorrectly 
weighted (n|V j n^D.) were assumed to be a small effect when multiplied 
by 2 .01. But, for example, neglecting a 5 MeV incorrectly weighted 
 ^  ^  ^ ? . . —. 1 . ——  ^^  ^   ^  ^ «. I /T» " k 4» mm T v ?  ^ fn T 
U ^  I  l i a  L .  1  I  ^  C  I  d u e  M L .  U I I W  C l V \ > l  t l l  • • • C a  « -  •  •  ' «  
element by ,5 MeV for ^  = -Î. Thus, it was found necessary to include a 
fixed nonzero coefficient. This coefficient was calculated by 
*2 n 
determining the correctly weighted (n D^jvj n) matrix elements,which 
were generated by using the ^  formalism. These were then fitted with a 
Woods-Saxon potential and then the incorrectly weighted matrix element 
or coefficient was calculated as needed. The fitting was then done 
only on coefficient. The result is the average, incorrectly weighted 
i n  
(n n) matrix element for each b-value. Many factors enter 
into determining the accuracy of the incorrectly weighted matrix elements. 
Some of these are illustrated by the matrix elements given in Table 7.3. 
One first observes fluctuation in the matrix elements. This is very 
evident for n=4, b=2.0 fm, and b=2.1 fm. Such fluctuating values of the 
matrix elements, indicated by ( ), were not used in the fitting procedure 
which generated the correctly weighted matrix elements. In judging the 
accuracy of the incorrectly weighted matrix elements a very subjective 
decision is made, which is based upon the size of FC, the quality of 
the ^  fit, the change in FC as a function of and the general system-
atics of the results. First, the coefficients and the FC parameter 
were tabulated as a function of n and b. One then surveys the table 
to discern the matrix element systematics. For example, the apparent 
average rate of change of the matrix elements as a function of n and b 
allows predication of the next matrix element. From this criterion alone 
the n=4, b=2.0 fm, and the n=4, b=2.] fm matrix elements in Table 7.3 
appear to be in error. One then considers the magnitude of the flatness 
coefficient. 2y studying the systematics it was noted that an FC 
value of .01 or less was usually a good indicator of accurate results. 
In the n=4 case this was obviously not a sufficient criterion. The 
question must then be asked, what happened? It sometimes happens, as in 
the n=4 case, that the "best" 7 value is an endpoint of the ^  curve. /i u 
Best results are achieved whenever the "best" ^  is near the midpoint 
of the curve. First of all, the central location helps prevent systematic 
deviations in the fitting procedures, and secondly, the average incor­
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rectly weighted matrix element is determined primarily by the central 
^ value. In such cases as that of n=4, the central ^  value does not 
have the smallest FC. 
Another effect can occur which prevents a small FC coefficient from 
indicating an accurately determined incorrectly weighted matrix 
element. This effect is the rapid change in FC as a function of 
à PC 
Parameter independence implies —— = 0. Since 
5 « 
5 .SZ'è) 
at parameter independence ^^(—) = 0 in order that Z ' (—) be only a 
oX. M M 
^ ' 
quadratic function of —. in some cases dealing with the experimental phase 
shifts FC was observed to change from .001 to .16 as ^  changed by .001. A 
fitting procedure was developed to compensate for this effect. Each ^  
point received the a weight inversely proportional to its FC coefficient. 
In order to prevent domination by a single point, no FC coefficient was 
allowed to be smaller than .01 for this weighting purpose, in some 
instances even this was not sufficient. 
One more effect can occur whicn precludes accurate determination 
of the incorrectly weighted matrix elements. The quadratic ^  fit could 
fail to converge properly during determination of Cp A proper conver-
gence occurred whenever a certain chi-square was less than 10 . ibis 
chi-square was defined as 
2 
CHISQ. = S 
K (Z'(x.)-(C,-2^  Cg+^ g C2))'.-v2'.JW(x.)-':*2 
i-1 K-3 
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where K is the number of — points, x. is the — value, W(x.) is the 
M  '  I  M  '  ^  1  
normalized weight defined in the previous paragraph, and Z'(x.) is again 
the right-hand side of Equation 6.20. Improper convergence can be seen to 
have a large effect by the following example. Suppose for a typical 
"best" ^  of .1 the error due to fitting alone In the coefficient v.'as 
.1. This error, although possibly a small percentage of C^, can make 
.5 MeV difference in C^. Improper convergence is signalled by rapidly 
changing and large FC coefficients, which simply indicates that the 
generated curve was not quadratic. 
One sometimes has also the situation where for no apparent reason 
a matrix element does not fit the systematics. In these instances 
the matrix element is usually excluded from the fit. Finally a few 
remarks are necessary about, for example, the n=3, b=2.0 fm matrix 
element. It sometimes occurs that matrix elements with large FC 
actually fit the systematics well. This sometimes occurs in cases where 
FC varies quite slowly with \ This slow variation implies that the 
parameter independent region has been found, but the exact location of 
•- - - — . —« 1  ^ Lk —'  ^^   ^ L*  ^A —. yj T L I  I C  u i i i i i n i c i i  r  V  I I V ^ C  y  c  L .  i  .  
Table 7-^ compares the exactly calculated ^D, matrix elements with 
those generated by using the FC method= The agreement is remarkably 
good. The fits to the ^  curves were all done linearly. The reason Is 
simply that the accuracy was better. Due to the smallness of ^  
(approximately .05) the quadratic fit was often ill-conditioned. In 
this channel the difference in the results between the linear and 
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Table 7-4. Coupled oscillator potential 
^•^1 -
b ( f m )  n=0 n=1 n= 2 
Exact DWBA Exact DWBA Exact DWBA 
M.E. M.E. M.E. 
1.6 .72 .74 
2.2 .10 .10 .29 .30 .55 
L
A
 
2.4 .058 .06 .17 .18 .33 .35 
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quadratic fit was small (approximately .02 MeV), where the fits were not 
ill-conditioned. Linear fits were also used for the experimental phase 
shifts. 
The remainder of this chapter will be concerned with the FC method 
applied to the experimental nucieon-nucleon phase shifts. included 
will be a comparison of matrix elements generated using the original 
Sussex method and the FC method. Only a few individual angular 
momentum channels will be discussed in light of the observations made 
in Chapter VI concerning the original Sussex work. 
3 3 3 
Table 7.5 and Table 7-^ compare the S^ and S^matrix 
elements generated by the original Sussex method and the FC method. 
In general, the results using the FC method are more attractive for the 
^ matrix elements which is consistent with the observations made in 
Chapter VI. In the ^ S ^ channel one observes that the FC method indicates 
at least the 35 percent enhancement of the original ^S^ Sussex matrix 
indicated by the calculations of Cooper, Seaborn, and Williams (9). 
This enhancement is due to two effects. First, the linear fitting 
procedure used in the original work will auLomaL i cal 1 y produce ludli ix 
elements which are more repulsive. Second, the parameter space restric­
tion procedure also tends to produce overly repulsive matrix elements. A 
third effect also due to the unconstrained linear fit is the produc­
tion of Cp coefficients which are much too large. These effects 
3 3 
are evident in the S^- Dj correctly weighted matrix elements. Finally, 
3 3 
the use of Equation 1.h in the original Sussex S^- D^ to generate the 
correctly weighted matrix elements can lead to difficulties as noted 
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Table 7.5. 
b(fin) n=0 n=l n=2 n=3 
Present'Sussex 
Work 
Present 1 Sussex 
Work [ 
Present}Sussex 
Work 1 
Present]Sussex 
Work ' 
1.4 
1.9 
2.4 
1 
-16.20 1-11.11 
- 8.53 ; - 6.27 
- 4.86 ' - 3.60 
1 
-10.18 1-5.59 
- 7.79 1-5.41 
- 5.29 J-3.87 
1 
1 
1 
-6.08 1-3.73 
-4.85 j-3.41 
1 
1 
1 
-4.63 1-2.35 
-4.19 '-2.75 
1 
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Table 7.6. 
b(fm) n=0 n=1 n=2 n=3 
Present! Sussex Presenti Sussex PresentiSussex Present'Sussex 
Work ! Work 1 Work 1 Work ' 1 
1.4 
1 
-6.62 1-9.43 
-1.93 J-3.74 
1 
1 1 > 
1.6 
1 
-4.65 1 -6.27 -2.50 '-4.03 
1 
- .40 '-1.92 .353 1 -2.75 
1.8 -3.24 , -4.11 - 2 . 5 2  1-3.72 -1.10 1-2.11 
1 
.00 1 -1.29 
2.0 -2.26 , -1.11 -2.22 '-3.41 -1.34 1-2.29 
-.46 1 -1.33 
2.2 
-1.59 1 -1.84 
1 
-1.84 1-2.40 -1.42 ,-2.17 .791 ' -1.55 
1 
2.4 
-1.13 i -1.26 -1.48 '-1.83 -1.33 ,-1.89 .85 1 -1.59 
2.6 - . 82 1 - . 89 1 -1.17 1-1.39 -1.17 '-1.57 1 -.97 ' -1.48 
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earlier. In the original work matrix elements were only generated to 
3 3 
n=4, and by n=3, b=1.6 fm, these original S^matrix elements already 
show signs of becoming unstable. The fact that the original mixing 
matrix elements are more attractive than those of the FC method is con-
A * M A .A * . • . ^  ^  ^  ^ J • ^  ^  ^^  ^  ^  ^  ^J  ^  ^ # «.%  ^L» A  ^A w# ^11 d i 5 lci il wicii li ic awl/v c ciiivi liiol iii oiiopcci vi* 
!n Table 7.7  a comparison is made between the original Sussex 
3 
matrix elements and the FC method matrix elements for the state. 
These results are also consistent with comments made in Chapter VI. 
Some difficulty is encountered in finding a minima in the FC coefficient 
in the repulsive interaction channels. This difficulty is probably 
due to reasons similar to those given for the uncoupled channels. That 
is, the oscillator potential does not resemble the actual potential 
and the wave function has the incorrect slope as r increases. A second 
reason could be,as in the uncoupled channels, that the existence of many 
inflection points prevents convergence to the actual minimum. With 
these problems in mind, the FC method matrix elements were found 
in the following manner. Only matrix elements with small FC coefficients 
wc i o u3cu a n u  liio icau v i lmo ntaci i /v c, i ciiici i wc t  c ycxic: a  lou u y  i ii loi —  
polating between b values using the methods discussed in Chapter V. 
Finally, we turn to the coupled higher partial waves, that is the 
3 3 3 3 
pg- F2 and D^- channels. All the previous comments comparing the 
FC method and the original Sussex method pertain to these channels. A 
special comment is necessary about the ^ Fg FC matrix elements given in 
Appendix IV. In the ^^2 channel the FC method was unable to accurately 
determine a sufficient number of matrix elements so that the methods of 
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Table 7.7. 1-
b(fm) n=0 n= = 1 n= --2 n =3 
Present iSussex 
Work 1 
Present 
Work 
Sussex Present 
Work 
Sussex Present 
Work 
[Sussex 
1.4 3.84 1 3.83 4.73 5.28 
1.9 1.13 j 1.21 1.80 1.76 2.20 2.30 2.40 '2.88 
1 
11.23 
» 
2.4 .36 1 .68 l .70 .99 1.01 1.20 
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Chapter M were feasible. It was found necessary to fit a Woods-Saxon 
potential to the available matrix elements and then to calculate the 
3  3  
rest. In all channels, including the S^- the average deviation 
between the input matrix elements and the fitted Woods-Saxon potential 
m — o  1  ô m ô r > 4 " c  l o c c  4 - u 1  m  < 3 ^  '  «««»-« ^ uiiqm • i iiww* 
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CHAPTER VI I I .  CONCLUSION 
In summary, the original Sussex method of generating effective inter­
action matrix elements was found to be accurate to within 10 percent for 
the ^Sg-like channels. Also, no errors in approach were found to have 
occurred. In comparing the results of the original Sussex work with 
those given in Appendix IV, no systematic deviations were found. Any 
difference can be due to slightly different phase shifts. The phase 
shifts used in generating the results in Appendix IV were due to 
MacGregor, Arndt, and Wright (2) and the super-soft core potential. The 
super-soft core potential was used in the T=1 channels, which are given 
in Chapter I. Since all experimental phase shifts in these channels are 
measured relative to a coulomb wave rather than a plane wave, it is most 
expeditious to use a potential to obtain the nucleon-nucleon matrix 
elements. 
For the repulsive ^P^-like channels the results were not quite as 
good as for the attractive ^Sq channels. This occurs because the 
Sussex method produces matrix elements dependent upon only the total 
interaction but not upon rapid and large fluctuations, in these channels, 
the results of the present work are consistent with the original Sussex 
work. 
The original Sussex work was shown in Chapter VI to be deficient 
in the determination of parameter independence in the coupled channels. 
Direct comnarison was made between the FC method matrix elements and 
those of the original paper. The 35 percent enhancement suggested 
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by the structure calculations of Cooper, Seaborn, and Williams (9) 
was found to exist. In the other higher partial waves, the systematic 
3 3 
differences between the original and present work noted in the S^- D^ 
coupled channel persist. 
The tables in Appendix !V give the matrix elements for each channel» 
Also given are the fitting coefficients for each separate n value. This 
allows direct calculation of the matrix elements for the b values not 
given in the table. One note of caution is necessary. Extrapolation 
to more than one b value smaller than those given in the table using 
the given fit coefficient could generate excessive errors. The 
C's are given to at least the number of significant digits needed to 
reproduce to the tabulated matrix elements. 
For the mixing matrix elements the parameters of the Woods-Saxon 
potential are given. This allows direct calculation of any necessary 
matrix elements. The diagonal matrix elements are given for completeness 
and comparison purposes only. 
The table is unique. It is the only nonmixing matrix element 
-"--J ^ 4» o +• ^ I ^ 1 orvio r> +• Ç 
We were unable to determine more than about 20 matrix elements for 
which FC v.'as sufficiently small. These were spread throughout the table 
in such a manner as to make the methods of Chapter V suspect. 
The errors in the matrix elements are estimated solely on the basis 
of the method used with no consideration given to possible systematic 
errors in the phase shifts. In the uncoupled channels the errors in the 
matrix elements based upon the discussion in Chapter !V are estimated to 
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be less than 10 percent for the diagonal matrix elements. One would 
expect the error in the off-diagonal matrix elements to increase due to 
inaccuracies in fitting and due to setting of ^  = 0. One would still 
expect the error to be less than 15 percent. 
For the coupled channels the errors are similar to the errors 
quoted for the uncoupled channels. For the mixing matrix elements, 
errors of 25 percent or more are possible due to all the factors involved 
in extraction. The FC method of determining parameter independence was 
never run using the constrained coupled channel DWBA, p(=€ - €q) = 0. 
The effect of imposing this constraint upon the FC method would be 
two-fold. First of all it would double the amount of computer time 
necessary to extract a matrix element due to the necessity of iterating 
on the 0=2 parameter at each step in order to force € = Cq. Second, the 
number of free parameters available to determine the best effective 
oscillator well would be less. The possible effect of this is less 
stability in the FC coefficient. Therefore, no attempt was made to 
use the pC method with the constrained DWBA. 
in a series of two paoers Elliott and Jackson (22-23) used the origi­
nal Sussex matrix elements to calculate the properties of the deuteron, 
3 4 
triton. He. and He- For the deuteron the original Sussex matrix 
elements did not saturate until all states up to n of 18 were included. 
This is an estimate based upon the extrapolation of the curve for binding 
energy versus number of states. For a more reasonable n value, n=6, 
which corresponds to a 330 MeV excitation energy, the binding energy 
was only .94 MeV, approximately half the actual 2.22 MeV binding energy. 
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3 
Similar results are seen for the triton and He. The experimental triton 
bind energy is 8.48 MeV and the predicted value was only 4.41 MeV. Yet 
3 3 
the original Sussex matrix elements do predict the correct He- H binding 
energy difference. The experimental binding energy difference is .76 
3 3 
MeV and the calculated value is .75 MeV. Saturation J r .  the Hs and H 
systems was, as in the previous case, not achieved until n=î8. For the 
Zf. 
He system the agreement was not as bad. The experimental binding energy 
is 28.30 MeV and the calculated value was 20.15 MeV. All of the previous 
results indicate that the original ^S, matrix elements are too small. 
Saturation at a binding energy 2.28 MeV (24) for n=6 is achieved for the 
deuteron if the 35 percent enhancement factor is used. Similar results 
3 3 4 
results (24) are achieved for the H, He, and "He systems whenever the 
enhancement is used. Based upon these results, one would expect the FC 
matrix elements to also saturate at a reasonable n value. It is possible 
that the FC matrix elements will overbind. This will need to be checked 
in future work. 
The present work could be extended and hence improved in the 
foi lowing areas. First for the T=1 chs.-r.sîs a simple method of încîudîno 
the coulomb potential is necessary. This would remove the requirement 
of using a potential. This is especially needed in the higher angular 
momentum channels. The parameters of nucleon-nucleon potentials are 
determined primarily by the lower partial waves. Therefore, it is in the 
higher partial wave where these phase shifts deviate most from experiment. 
A second area of study is in a method of extracting oscillator matrix 
elements using a concave downward oscillator well for the repulsive 
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channels. This would possibly eliminate the difficulties encountered in 
determining parameter independence in these channels. In the final analy­
sis only the extensive use of the tables in Appendix IV will determine 
the value of this work. 
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APPENDIX I  
We wish to find the solution to a differential equation of the form 
^ VgCr) - + k^~]i/)(r) = ^  V, (r) j|)(r) . ( A1.1) 
L d r  "  r  - »  '  
Equation Al.i has the form of a general inhomogeneous differential 
equation &(r) y(r) = f(r) provided we define 
y(r) = 0(r) , ( A1.2a) 
a(r) = ^  \ V (r) - + k\ ( A1.2b) 
dr^ ft " r 
and f(r) = ^  V. (r) i j ) ( r )  . (A1.2c) 
f i  ' 
We will first solve the general inhomogeneous equation using the method 
of Morse and Feshbach (25) and then apply the boundary conditions 
appropriate to the scattering problem. 
Let us define y^ and y^ to be solutions to the homogeneous dif­
ferential equation £(r) y.(r) = 0 with wronskian, A = y,yi - yiy. = 
Y, ' 2 dyj ' 
(—) y-, where vi = —- Notice that the wronskian of the solution 
^y ^ ' I ' ' I or 
y.  is  a constant ,  s ince A'  =  y^Y]  ~ Y]Y2 '  Th is  resu l t  is  obta ined by 
substituting for y" from the differential equation <£(r) y.(r) = 0. We 
i  '  
v.'ill define y(r) = y,v, and upon substituting this into S(r) y(r) = f(r) 
we f:nd 
V "  + 2(—)V' = . ( A1.3) 
'Y/ Y, 
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We must next reduce Equation A1.3 to a first order inhomogeneous equation, 
which may be accomplished by using the wronskian, A. One has 
A' ^^ 1 A 
2y; 
1 A 
V / \ / 
v/ V, y,2 
'  1  I  
I I I '  '  
Ui 
or 
— = 0 . (AI.4) 
After multiplying Equation Al.4 by V' and Equation A1 .3 by and 
subtracting, one obtains 
— V" —— 1 \I ' ~ 
y 
h \ \  i_r v 1= till II 
drLtyg/y, 
= ^ (•")A 
or dr [(Yz/y,)'] ' 
f(r)y. 
In this way, one reduces the second order inhomogeneous equation to a 
first order equation which mav then be integrated. The first integra­
tion gives 
v = r 
(y^/yi)' J 
f ( r ) y -
+ a. 
or 
I 
' dr|y,IJ 
(r)Y,d! 
a ~  
-•If, 
^ r i 2  
dr L y. 
f(r)y^dr-j y^f 
A~~J" ~A 
(r) 
I I I ] '  
rw  
( A1.5) 
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We integrate Equation A1.5 once more and obtain for V, 
(A,.6) 
After multiplying Equation A1.6 by y, we finally arrive at y = vy,. 
Equation A1.7 is the formal solution to Equation Al.l. Now we 
must find the particular solution consistent with the boundary condi­
tion that ip(r) be regular at the origin. We will define the regular 
solution, ^ gfr) of Equation 2.5 to correspond to y^(r) and the irregular 
solution l/)^(r) to correspond to ygfr). Using the boundary conditions 
given in Equations 2.6, one obtains A= k. Substituting the above 
definitions and those of Equations A1.2 into Equation A1.7, one obtains 
i  
i p ( r )  =  ^ o(r) aq - -^L J *,(ro)V,(rq)^(rQ)dr( 
\ 
+ ^ 2^ J 4^ (rQ)V,(rQ)^ (rQ)drQ . (Ai.6) 
For l^(r) to be regular at the origin the coefficients of y^(r) must 
vanish. Therefore, a^ must equal 0 or.d the limits on the indefinite 
integrals must be 0 to r. The constant a^ must be determined by some 
other boundary condition , in this case the form of the solution at 
infinity. We then have for a final solution. 
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i P ( r )  =  3 ^ 4 ) ^ ( 0  -  -  4 ^ ( r ) ^ o ( r o ) V , ( r o ) ^ ( r Q ) ]  
0 
= aQ0Q(r) - J K(r,rQ)*(rq)drQ, 
0 
where K(r,rQ) = "^ 1 " 'i''1 1 • (^1.9) 
kft •- -* 
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APPENDIX II 
The homogeneous differential equation, Equation 2.2, for the cut­
off oscillator potential, Equation 2.16, are 
I ^ —2 + + a - ^ 1 X(r) = 0 r ^ a ( A2.1a) 
dr 4b r -J 
%(r) . 0 r>a (A2.1b) 
By setting x(f) = rR(r) in Equations A2.1, one obtains 
2 d _ , ,2-] 
^ a ( A2.2a) 
7  d ?  "  +  k ^jR(r) = 0 r > a  ( A2.2b) 
Now let p = kr in Equation A2.2b. Then 
—  J  ?  J  P / P j - M ï  
is recognized as the differential equation for the -spherical Sessel 
function, j^(kr), and "spherical Neuman function", n^(kr)(26). 
The general solution for r > 0 of Equation A2.3 is a linear combination 
of j.(kr) and n^(kr). 
R(p )  = Aj^(kr) + B^^(kr). ( A2.4) 
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The form that the constants A and B must have is determined by the 
asymptotic boundary conditions. Equation 2.6, on ^ ^(r) and j/)^(r). 
Remembering that x(r) = rR(r), one obtains boundary conditions on R(r) 
corresponding to ^ ^(r) and j|)^(r) respectively of 
and 
R(r)rZ CO r (kr - ^  + Ôq) ( A2.5a) 
R(r)^^ C3 ~ 7 cos (kr - ^  + 6^) . ( A2.$b) 
By setting A = k cos 6q, B = -k sin Ôq, and using the asymptotic forms 
of j^(kr) and n,(kr). Equations 2.19, one obtains from Equation A2.4 
Rfr);: CO r (kr - + 6^) . 
One also obtains Equation 2.5b provided A = k sin Ôq and B = k cos 6q. 
Therefore, the solutions for r > a consistent with the boundary 
conditions are 
^o(r) = kr(j^(kr) cos Ôq - n^(kr) sin Ôq) (A2.6a) 
îL.fr) = kr(i„(kr) sin 6^ + n.(kr) cos 6^) ( A2.6b) 
I '1/ v 'v w 
We must now solve Equation 2.2a, which has the form for r ^ a of an 
energy shifted infinite harmonic oscillator. Thus we will be guided by 
the solution of the infinite oscillator problem. We reduce Equation 2.2a 
to dimensionaless form by defining p = -%— . One then obtains 
V2b 
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r^ •*" f - p^"1R(P) = 0 (A2.7) 
Ldp ^ p -I 
2 2 2 2 
where Oi' = 2h a and k' = 2b k . Following the solution for the infinite 
p  2 
oscillator, we let R(p) = p e ^  F(§), where § = p . After appropriate 
manipulations one obtains a differential equation for F(§), 
2 
?F"(§) + F'(§) - (^'t+B-k' -0:') F(S) = 0 (A2.8) 
The above equation is the differential equation for the confluent hyper-
geometric function (27), ^ F^ (-P, where P = ]^[G'+k'^-(2&+3)]. 
The confluent hypergeometric function has series representation, 
m=0 ('L+2^'^)nil 
where (a,n) - a(a+l)(a+2) ... (a+n-1) is an Appel symbol. 
Equation A2.8 also has a solution which is irregular at the origin, 
-i-'- . . , , 
h(s) = ? • 'vA2.9; 
Therefore, the regular solution for R(r) is 
2 
2 2 
R(p) = e .F.(-3x4,^) r ^ a . (A2.i0) 
V2b ' ' ^ 2b^ 
The irregular solution is in general a linear combination of regular and 
irregular solutions, viz 
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2 
r 
&  " ..2 ^  2 
_rL 
- t - \  4^2 , , 2  
+ C-(-^) e ^ .?.(-Ç>-l-j, ^ --l . (A2.11) 
^ V2b ' ' ^ ^ 2b^ 
The constants ôg and C are found by matching the logarithmic derivative 
at r = a, in which case one finds 
kj|(ka) - 7^j^(ka) 
^ " kn^(ka) - 7^n^(ka) 
where 7, = and R'(r) denotes differentiation with respect to r. 
K j 
The other constants and are found in a similar manner. 
Equation A2.10 is very similar to the infinite oscillator whose 
solutions are 
r^ 
/ ( t 4 . n w 2  i  \ . 2  2  
R n ^Cr^b) = J  ' , ^ ("7") ® (-n^-L+^j—5-) , (A2.12) (l,n)bV«(|,<t) V2b 11^2 2b-
except that P is not necessarily a nonnegative integer as is n. The 
quantum number n must be integer in order that the ^series terminate. 
This termination is in fact necessary, since in the limit of large r, 
A. 
2b^ 
a nonterminating ^F^ behaves like e , which would violate the asymptotic 
boundary condition on R^^(r,b), which is 
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Rnl(r'k)r: - ° • 
Finally, in summary, the solutions j/JqCt) and ^^(r) are found to be 
2 
4  . , 2  -  2 
fpn(r) = Cr(-^) e ,F, (-P r ^a , (A2.13) 
" V2b 1 i ^ 2b^ 
i p Q i r )  =  k r ( j ^ ( k r )  c o s  6q - n^(kr) sin 6q) r >  a ,  
and 
ri 
' . 2  I  .  2  
^i(r) = r[e C,(-^) .F^C-P^t+r, p + 
' ' N/2b 2b 
.ri 
—t-] r, 2 , , 2 
C^C*—) e 2~^, 2^^ r s a • (A2. l4) 
 ^/2b ' ' 2b^  
When p is a nonnegative integer, we define 
# , ( r )  = r[A'R^(r,b) + B'U^^(r,b)] r  ^  a  ^  
= kr[j^(kr) sin 6q + n^ (kr) cos 6q] r > a , (A2.15) 
"iL ^ 
--C-l 2 , , 2 
where U „{r,b) = (7^) ® .F,(-n--L-x, j-l,—g). 
/2b . I z  ^ 2b 
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APPENDIX I I  1 
The beginning point for the derivation of the DWBA equations. 
J  ^ s,n(6%) , 
== 6  2 .2 k sin p scti(6^-6j) 
J *o(r)V,(r)*o(r)r dr = - — eos c„ sin £ ' <*3"') 
= 13, , , , a, ,2, _ k sin p sin(6°-6^) 
^ *G(r)V,(r)*o(r)r dr = — 
COS e s 1n Cq 
B A 
= O R ? 2 k COS p sin(ô -5 ) 
J *o(r)V,(r)$o(r)r dr ' ' sin £ sin ' 
0 
for coupled channel scattering is the general T matrix equation (26), 
(plrla^ = v'slT.lo;) + . (A3-2) 
» '  • '  I  • • ip ^ ^ ^ 
for scattering from two real potentials V (r) = V^trï+V^fr) . (A3.3) 
The T matrix (p|T|(%) = {u^,Mil)X) is due to scattering from the total 
potential V(r)^and the T, matrix 
(P|T,la> = (up,v,,*+g) (A3.4) 
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is due to scattering frotnV^(r) alone. The wave function u^ is a 
suitably normalized plane wave eigenfunction of HQ with eigenvalue 
Ep, where 
and 
"o = - (A3.5a) 
u^ = C e ^  
with HgUp = EpUp . 
The wave function is the eigenfunction of with eigenvalue E^,, 
= (Hg+V Jr))^^(r) = Eç^^Q,(r) , (A3.5b) 
and is the eigenfunction of H also with eigenvalue 
H;j)^(r) = (Hg+V(r))^^(r) = E^^(r) . (A3.5c) 
The ± signs on the wave functions determines the time ordering of a state. 
It Î c 3 wave t ' j n c t i o n  t " e t  grows out or 
starting at some time in the past before the potential became effective 
There also exists some ^  in the past that grows into u^ in the future 
after the potential has ceased to be effective. 
We next must write Equation A3.2 in terms of the physically observable 
S matrix. The S matrix is physically the probability amplitude that a 
particle which enters a collision or interaction with asymptotic form 
Lip will leave with an asymptotic form 
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S = (Up, 4^) • 
The S matrix is found to be related to the T matrix by the equation (28) 
(P|s|a) =.Z - 2%i OjTla), (A3.6) 
1 
when the plane wave normalization C , 1 is used. One obtains 
W { 2 ^ ) V  
upon insertion of the above into the T matrix equation, 
<p|sla> = (P|s Ja) - 2ni(0^p,V2^^> .  ( A 3 .7) 
The results thus far have been presented without mention of spin 
but with general state labels d and p. In order to display the explicit 
spin dependence we will, following the formalism of Newton (28), define 
(p|s|a) = S(kRS'y',^ gSy) 
and 
/elxl/-v\ - T f I ,  c I,, I 17 cii\ \M I I — •\rNo-' y  'Vv"^  / * 
K 
Equations A 3 . 6  and A 3 . 7  then become 
sdc^s'y',l^sv)  = - 2;,i T(kpS»y-,i^sv) (A3.8a)  
Sfk^s'y'.k^sy) - S,(k^^/L^,k^5y) - Zri'yîp/VgP^) (A3.8b) 
These equations contain two spin labels 5' and S since in general the S 
matrix could connect states with different spin and linear momentum. 
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We must next find explicit expressions for the S matrix and wave 
functions which include spin. The total spin wave function, for 
two spin ^  particles is 
= S Cfy ^  s^m^rngV) (1) (2) , (A3.9) 
m,m2 2 ^ 2  
where x^ (1) is the spin ^  wave function for particle 1, 
^1 
X, (2) is the spin j wave function for particles 2, and C^ s^m^m^v) 
2^ 2 
is the appropriate Clebsh-Gordon coefficient. We will also need to 
define the vector spherical harmonics. 
Yj^s = 2 C(4sJ;mvM) Y^(r) , (A3.10) 
n p  
where Y (f) is the spherical harmonic in coordinate space (26). The 
-un 
plane wave, ^ ^fk^sy), which now includes spin, is 
1 
i.o(SpS..) ^ = (-2^) e" . (A3.n) 
The plane wave can be expanded in terms of the spherical harmonics by 
us i ng 
'Om 
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where u^(kr) = kr j^(kr) has asymptotic normalization 
u^(kr) = sin(kr - . (A3.13) 
After inserting Equation A3.12 into Equation A3.11 and applying the 
relat ionsh i p 
Z C(tsJ;myM) Yj,^(r) = Y;^(r) 
JM 
one obtains 
1 
Z , C(«j;=vr,) Y^ fkp) 
f i  Jm-o 
1 
2 
= ( 2^"^ ^ Z u (kr) Y^. (f) TTCtsVjkg) , (A3.14) 
*1 (2%)3 kr 4 Jts J ? 
where it has been convenient to define auxiliary functions. 
= 2 C(4sJ;ayM) Y,_(L) , (A3.!5a) 
m=-4 ^ 
with the property 
I Tg(l's'y: ^ (AB.iSb) 
where dr^^ is the momentum space solid angle-
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We have now generated the expression for a plane wave including 
spin. We have also assumed throughout this development that the total 
Hamiltonian, H(r), was rotationally invariant so that the total angular 
momentum J and its projection M were good quantum numbers. The quantum 
numbers t and s, which couple to form total J, need not be conserved. 
The Hamiltonian could thus in general connect states of different 
and different s. Therefore, the most general expression for the wave 
function, j^^(l^si/;7), of the total Hamiltonian, H(r), should include 
an extra sum over and s'. Hence we write 
1 
2 
j/)^(ksv;r) = ( ) g (k,r) , ,(f) T^(4sy;k) , (A3.16) 
JMt t's',45 s J 
t's' 
where the summation is over the possible total angular momentum channels 
as well. 
If one inserts Equation A3.15 into Equation A3.5c and uses Equation 
A3.15b along with the orthogonality of the vector spherical harmonics, 
one finds that the ^igi satisfy a set of coupled Schroedinger 
equations. 
d^ ,J± 2u wJ ,J± . t'(4'+l) .,J± 
1 2, J± 
where 
,V'-s" I V (A3.18) 
\ k \  
Before proceeding it is important to understand the meaning of the 
subscript on ^From Equation A3.16 one observes that -ts refer 
to the angular momentum of the incident beam. Then from Equation A3.17 
one realizes that relates to the probability that a particle with 
initial angular momentum -L and s vvi 11 be found v.'Ith final angular momentum 
-Ù' and s '. 
By inserting Equations A3.16 and A3.14 into Equation A3.8a, we find 
that S (l^s V can be written as 
S(kps'y',kg,sv) = S Tlj , (A3.19) 
provided one defines 
(A3.20) 
The ^g(k,r), which satisfy Equation A3.17,are found to have 
asymptotic normalizations in terms of S^,^, of 
J ' (A3.21) 
1 -i(t'+1)7 
,J- ^ % e , ikr^ . _-ikr çj 
^-t's',-Ls r-* a /{%' ss' t's',-ts 
By inserting Equation A3.19 and the general forms ^^^(r) and !^^(r) into 
Equation A3.8b, we can relate the elements of S^(kpS'i;, k^si/) to 
kvs'y , k^su). One obtains S( 
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JMU 
~ J^' ®^'s',-Cs ^ (A3.22) 
where 
®l 's',^s " " T ^ I  ^]t's',L'S'(k,r) VgL's'^LS #LS,ts(k;r)dr.  
L'S' ° 
After applying the relationship A3.15 to A3.22, one has 
S^ .gJ = _ 2_L 2M 
^t's',ts 1t's',&s k ,2 
S 
L'S' 
L5 
I* 
0 
It's',L'S I(k,r) Vg^ig, LS^r) 
^LS,ts 
(k,r)dr (A3.23) 
We assume the nucleon-nucleon interaction is charge independent and 
parity conserving and since we are dealing with the scattering of two 
spin ^ particles, the following observations can be made. The only 
allowed values of spin are s=0 and s=l. For s=0, t=J is the only 
possible coupling. For s=l, and 'L=J±i are possible. Charge 
independence and parity conservation prevents V(r) from connecting 
states where s does not equal s'. Parity conservation also uncouples 
states with parity (-)" from states with parity (-)"*V From these 
observations, t and can at most differ by 2 and never 1, so that 
the S , , . is at most a 2x2 matrix with s'=s=l and with -L and V each 
S J'VS 
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separately equal to J±1. The other nonzero are 1x1 matrices 
with s=s', and 'L=t '=J. For the cases Equation A3.17 uncouples 
completely and the methods of Chapter II may be used. The above observa­
tion allows Equation A3.23 to be simplified yielding 
L L 0 L,L 
We have now derived in Equation A3.19 and Equation A3.20 a way 
of calculating the total S matrix, provided we know the exact form of 
the nucleon-nucleon interaction. Since this is highly unlikely, we 
must choose a representation for the , . whose parameters are deter-
'V y-C 
I  
mined from the experimental data. For the coupled channels the S" 
are elements of a 2x2 submatrix of the total S matrix for s=l and 
parity corresponding to possible t=J±l. Therefore, we can 
represent Equation A3.24 in matrix form as 
_ S:J = - ^ J Vgfrj^JS+dr , (A3.25) 
^ 0 
where the elements of 5^ and S'f correscond to the oossîble values of 
I 
i=J±l. The potential Vgfr) is also a 2x2 matrix, whose diagonal elements 
correspond to and respectively. The nondiagonal 
elements correspond to &=J?1 and -û'=J±i. The representation chosen for 
the submatrix is the Blatt-Biedenharn (20) convention- The 2x2 submatrix 
has the following form 
S = U'^ exp(2ÎA' )U ,  (A3.26)  
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where 
/ef 0, 
0 6' 
A more useful form for Equation A3.26 is the following 
S = U ' exp(2iA' ) u 
= U"^ AU 
2i6^ 0 
where A = 2 2 i 6  
(A3.27) 
Then the individual are given by 
k=l,2 . (A3.28) 
Substitution of Equation A3.27 into Equation A3.25 finds 
u"^ A U - A,U, = - ^ J (j/)f')'^ V2(r)#JS+ dr. (A3.29) 
We will also define new wave functions 
^{(r )  =  (r ) )"*"  
with cp|(r) = (r) (A3.30) 
and cp(r) = U ^ . 
Therefore, in terms of these new wave functions Equation A3.29 becomes 
U^U ^ A - A^ u ^ ~ ^  ^ i ç]" V (r) cp dr (A3.30 
" 0 
145 
In order to derive the coupled channel DWBA, Equation 6.1, it is 
necessary to determine the asymptotic forms of cp|(r) and cp(r). These 
forms are derived from the asymptotic forms of and } 
Equation A3.21, and the chosen representation of the S matrix. Using 
Equation A3.21 for and Equation A3.27, v;e obtain 
( x  
= e'^ sin(kr - ^  + 6°^) ^ (A3.32) 
where a = 1 or 2. Similarly for cp^^,we obtain 
c c  
® ^II'Q: S'n(kr - |^ + 6^), (A3.33) 
where a = 1 or 2 . 
We see that the individual elements of c?^(r) and cp(r) now have similar 
asymptotic forms, except for multiplicative factors, as Equation 6.2. 
We would next like to write the left hand side of Equation A3.31 
in terms of phase shift differences. This is accomplished by defining 
U = U,^ (cos p h  fsin p M), 
where p = € " €g and 
and II is just tha unit matrix. This form for Li preserves unitarity 
and allows Equation A3.31 to be simplified , 
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[cos p + sin p M]A - A ^ [cos p - sin p M] = 
- J !p|(r) <(i(r)dr (ASJA) 
* 0 
We now investigate each individual element of the 2x2 matrix. The 
a]] element will be done in detail to illustrate the procedure,and then 
the rest of the DWBA terms will be given for completeness. The a^] 
term of Equation A3.34 is 
cos p(ef'G -e ') = ~ ^ J ' (A3.3^ 
^ 0 
where explicit subscripts are being used. Asymptotically (a) and 
(cp^ (r) have the following forms 
S'n(kr - + 6^ 
igl 
and ® ^ ^IK - |^ + ô|) . 
FI Oil) Liic above we observe that a3ymptct îccl ly the su-s ever M and K. 
have the following forms 
2 i 6 ^ I 
E = e (cos € sin(kr - + 5^) + sin £ sin(k.r - +6') 
- e cos c(sin(kr - ^  + o^) - tan e bin(kr - ^  -i- 6^ ) 
(Y 
= e cos c[n/j (r)j, (A3.3O) 
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2 î ô ^ 
S = e '[cos sin(kr - ^  + ôj + sin e sin(kr - + ô|)] 
K=1 
ig] 
= e ^ cos ^Q[sin(kr - ^  + Ôq) - tan € sîn(kr - ^  + Ôq)] 
16% a 
= e cos CqLtj/JqCt)] , (A3.37) 
where use has been made of the asymptotic forms given in Equation 6.2. 
The indices 1 and 2 correspond to '£/=J-l and 4^=J+] respectively. In 
Equation A3.37 the index corresponding to the auxiliary potential was 
changed from 1 to 0 to be consistent with Chapter VI. Equation 6.1 
now follows trivially from Equations A3.35 and A3.36, and A3.37, 
2 sin(ô^-ô5 ° ry n o  
- ~ cos c- COS e P ° f *o(r) v,(r) *o(r)r dr, (A3.38a) 
° 0 
q; cc 
provided the usual Born approximation of replacing (r) by ^^(r) is made. 
The potential V(r) = V^trj+Vgfr) is replaced by V(r) = VQ(r)+V^(r% and 
the state labels 1 and 2 are replaced by (% and p respectively. The 
X/ » Wi(w 
here for completeness as 
2 sin p sin(ô^-$^) =  ^  
- ST cos 5in€ = J *o(r)V,(r)*o(r)r'dr , (A3.38b) 
0 
2 sin(5^-6C) sin p ® ^ ^ , 
k cos ( sin = I *%(r)V,(r)*-(r)/-dr , (A3.38C) 
V ^ 
ft Û 
2 cos p sin(ô -6.) « R 7 
- r  sin 5 sin £„ =  J *o(r)V,(r)*o(r)r <ir .  (A3.38d) 
0 
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APPENDIX IV 
The matrix elements in the following tables, given in order of 
increasing -t,s, and J respectively, were calculated using the original 
Sussex approach in the uncoupled channels and the FC method in the 
coupled channels. The phase shifts used are those of MacGregor, Arndt, 
and Wright (2) for the T=0 channels and those due to the super-soft 
core potential for the T=1 channels. The matrix elements are tabulated 
for each individual angular momentum channel as e function of n and b. 
For each n value, except where a Woods-Saxon potential v.'cs used, the 
coefficients C^-C^ of the F^(P) function are given with enough precision 
to reproduce the tabulated matrix elements. The F_(P) function is 
11 
given by 
F 
(-Cgpz + 
n 
where P = r . The matrix elements (njvjn) are related 
to F . 0) by 
I t  
<n|v(r)|n) = J R^^(r,b)V(r)R^^(r,b)  , r^dr 
0 
r (n+'L+l) 
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The n value appropriate to each function labels the column of 
matrix elements and fit coefficients. The (n+ljvjn) matrix elements were 
generated with ^  = 0. . 
In the coupled channels the mixing matrix elements were calculated 
using a fitted Woods-Saxon potential, 
Vyg(r) = W^(l + exp((r-Wg)/W^) ^  , 
where WS implies Woods-Saxon. The diagonal matrix elements are given 
for completeness purposes. The Woods-Saxon parameters, W^-W^, are given 
below the matrix elements. No (n+l)v)n) matrix elements are given for 
the Woods-Saxon potential since they can be calculated directly. 
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Table 1. Matrix elements (n ^S^jvln ^SQ) in MeV and F^O) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 
-9.557 
-5.027 -1.568 1.503 
1.5 -8.467 
-5.083 -2.219 .235 
1.6 -7.542 
-5.017 -2.658 - .655 1.231 
1.7 -6.744 -4.864 -2.934 -1.275 .229 
1.8 -6.048 -4.657 -3.085 -1.700 - .475 .797 
1.9 -5.438 -4.417 -3.145 -1.980 - .966 . 066 1.054 
2.0 -4.901 -4.161 -3.137 -2.154 -1.300 - .455 .536 
2.1 -4.426 -3.900 -3.081 -2.250 -1.522 - .821 - .026 
2.2 -4.006 -3.642 -2.992 -2.288 -1.659 -1.072 - .476 
2.3 -3.633 -3.394 -2.880 -2.284 -1.735 -1.237 - .784 
2.4 -3.302 -3.157 -2.756 -2.250 -1.767 -1.339 
00 1 
2.5 -3.007 -2.933 -2.624 -2.195 -1.766 -1.395 -1.060 
2.6 -2.743 -2.724 -2.490 -2.125 -1.742 -1.416 -1.090 
-11.088 4.7711 5.5471 3.2966 4.3079 15.745 -10.845 
S 
57.514 60.296 57.555 43.687 41.775 46.615 -.11467 
^3 
2.0654 1.0167 .90324 1.i! 20 .90879 .39467 -2.4420 
C4 .41952 .11072 .06 875 
.086837 
.061046 -.015878 -.31302 
r 
"5 
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Table 2. Matrix elements <n 'S„ |v|n+l 'So> i n MeV and coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 
-6.799 -3.310 - .610 2.018 
1.5 
-6.122 -3.390 -1.095 1.047 
1.6 
-5.597 -3.479 -1.537 .237 1.992 
1.7 -5.160 -3.531 -1.894 - .411 1.020 
1.8 
-4.778 -3.534 -2. 162 - .914 .266 1.458 
1.9 -4.434 -3.494 -2.348 -1.295 - .314 .673 1.094 
2.0 -4.119 -3-418 -2.465 -1-576 - .755 .064 .864 
2.1 -3-827 -3-314 -2.527 -1-775 -1.085 - .402 .405 
2.2 -3.557 -3.191 -2.545 -I.908 -1.326 - .755 - .077 
2.3 -3.306 -3.056 -2.529 -1.990 -1.497 -1.017 - .494 
2.4 -3.073 -2.913 -2.487 -2.031 -1.612 -1.207 - .821 
2.5 -2.857 -2.767 -2.426 -2.040 -1.683 -1.340 -1.058 
2.6 -2.656 -2.622 -2.352 -2.025 -1.721 -1.429 -1.220 
-2.037 9.1106 9.UÛ65 9.4//8 0.8943 14.$45 -35.335 
86.164 79.49! 74.099 68.367 61.518 63.254 -8.7112 
3.2940 1.5005 1.2127 -99544 .82676 .64836 -.82010 
1.4944 .32074 .17652 .10398 .048479 .049419 -.11323 
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Table 3 .  Matrix elements (n S j | v (n S ^) in MeV and coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 
-16.197 -10.185 
1.5 
-14.218 
- 9.l%3 -6.610 
1.6 
-12.493 - 9.388 -6.506 
1.7 ^11.351 - 8.881 -6.394 -4.518 
1.8 
- 9.703 - 8J38 -6.252 -4.595 
1.9 - 8.583 - 7.785 -6.075 -4.628 -3.477 
2.0 - 7.614 - 7.237 -5.865 -4.613 -3.588 
2.1 - 6.775 - 6.708 -5.631 -4.555 -3.651 
2.2 - 6.047 - 6.206 -5.379 -4.461 -3.669 -2.987 
2.3 - 5.414 - 5.733 -5.117 -4.338 -3.648 -2.996 -2.479 
2.4 - 4.861 - 5.293 -4.851 -4.193 -3.596 -2.996 -2.551 
2.5 - 4.378 - 4.886 -4.587 -4.034 -3.519 -2.984 -2.568 
2.6 - 3.954 - 4.511 -4.328 -3.865 -3.423 -2.959 -2.543 
:i -12.438 -4.9890 -5.4978 -2.9868 -1.4454 -4.4379 !0.3Û! 
Cz 72.237 79.921 81.552 77.853 74.527 87.022 55.614 
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Table 4. Matrix elements (n ^ S^jvjn+l ^Sj) in MeV and F^(P) coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 -12.085 -7.555 
1.5 -11.322 -7.550 -5.471 
1.6 -10.493 -7.466 -5.406 
1.7 - 9.654 -7.298 -5-366 -3.900 
1.8 - 8.839 -7.062 -5.316 -3.944 
1.9 - 8.067 -6.773 -5.240 -3.986 -2.975 
2.0 - 7.350 -6.449 -5.133 -4.010 -3.081 
2.1 - 6.691 -6.107 -4.997 -4.007 -3.166 
2.2 - 6.091 -5.757 -4.836 -3.977 -3.224 -2.688 
2.3 - 5.548 -5.408 -4.656 -3.920 -3.254 -2.724 -2.181 
2.4 - 5.058 -5.068 -4.464 -3.840 -3.257 -2.747 -2.299 
2.5 - 4,616 -4.741 -4.263 -3.742 -3.235 -2.753 -2.382 
2.6 - 4,218 -4.430 -4,060 -3.629 -3.193 -2.744 -2.435 
s 
-3.7063 -4.7259 -5.2976 -4.0052 -2.6332 -3.3187 .48853 
^2 
100,54 92.414 87.711 87.252 86.560 83.124 78.464 
S 
1.6043 1.2984 1.2104 1.1212 1.0366 1.02645 - 82586 
"5 
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Table 5. Matrix elements (n S^jvjn D^) in MeV and Woods-Saxon potential 
parameters 
b (fm) n=0 1 2 3 4 5 6 
1.4 -6.616 -1.926 
1.5 -5.567 -2.296 1
 0
 
1.6 -4.658 -2.502 - .401 
1.7 "3.886 -2.562 - .733 .218 
1.8 -3.239 -2.512 -1.014 .003 
1.9 -2.701 -2.388 -1.219 - .237 .277 
2.0 -2.256 -2.222 -1.347 - .461 .115 
2.1 -1.889 -2.035 -1.409 - .649 - .065 .265 
2.2 -1.586 -1.844 -1.418 - ^791 - .238 .133 .322 
2.3 -1.336 -1.657 -1.389 - .889 - .391 
00 00 0
 1 .228 
2.4 -1.130 -1.480 -1.333 - .947 - .515 - .145 .117 
2.5 - .959 -1.318 -1.260 - .973 - .609 - . 268 .002 
2.6 - .816 -1.170 -1.177 - .972 - .675 - .371 - .109 
16.903 2.731 .008227 
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Table 6. Matrix elements (n 'p^jvjn ^Pj) in MeV and coefficients 
b (fm) n=0 1 2 3 4 5 6 
1,4 4.500 7.549 
1.5 3.401 5.953 7.451 
1.6 2.589 4.720 6.154 
1.7 1.991 3.764 5.057 
1.8 1.548 3.021 4.157 4.940 
1.9 1.217 2.440 3.426 4.159 
2.0 
00 
1.983 2.834 3.503 3.999 
2.1 CO
 
1.621 2.354 2.956 3.423 3.771 
2.2 .632 1.332 1.964 2.500 2.936 3.277 3.529 
2.3 .518 1.101 1.647 2.120 2.522 2.843 3.090 
2.4 .429 .914 1.386 1.803 2.171 2.467 2.710 
2.5 .358 .763 1.172 1.537 1.869 2.144 2.380 
2.6 .301 .640 .996 1.313 1.610 1.868 2.090 
S 
-28.603 36.656 41.675 33.590 27.419 58512.89 25.412 
"2 
-30.997 38.662 41.912 40.676 87.755 58502.60 31524.6 
S 
-.56866 .87274 .68896 1.1261 2.4343 .l8228(-3? 7.6121 
^4 
-.16209 .15497 .12870 .20533 .41657 .33434(-4) 1.3363 
"5 
^.CC(-K) means .cc x 10"*^. 
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Table : 7. Matrix elements (n ^ |v|n+1 ^P,)  in MeV and F^(P) coefficients 
b(fm] 1 n=0 1 2 3 4 5 6 
1.4 5.623 8.137 
1.5 4.449 6.637 7.607 
1.6 3.497 5.371 6.479 
1.7 2.750 4.344 5.428 
1.8 2.172 3.524 4.522 5.165 
1.9 1.725 2.871 3.765 4.400 
2.0 1.379 2.351 3.140 3.739 4.167 
2. i  1.110 1.936 2.628 2.179 3.587 3.869 
2.2 
e
n
 e
n
 0
0 
1.604 2.207 2.707 3.093 3.383 3.615 
2.3 .734 1.336 1.860 2.310 2.673 2.955 3.181 
2.4 .603 1.119 1.575 1.976 2.314 2.583 2.800 
2.5 .499 .943 1.339 1.695 2.007 2.262 2.470 
2.6 .415 .798 1.143 1.457 1.744 1.986 2.182 
S 440042.99 58.763 46.716 36.123 29.150 39.586 26.259 
^2 
440043.24 57.273 45.725 40.932 6 i. 84 i 29.703 5683.45 
S . 88351 (-4f .55601 .69963 1.1476 2.2317 .59291 6.8515 
Cl .33000(-4) .13156 .15057 .23431 .42448 .11669 1.13101 
r 
"5 
3 " K 
.CC(-K) means .cc x 10 . 
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Table 8. Matrix elements <n 3po|v In ^PQ) in MeV and F^O) coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 
-2.982 -1.143 1.132 3.342 
1.5 -2.694 -1.382 .331 2.026 
1.6 -2.401 -1.477 - .190 1.116 
1.7 -2,116 -1.486 - .522 .488 2.018 
1.8 
-1.854 -1.445 - .726 .058 1.310 
1.9 -1.619 -1.377 - .843 - .233 .686 1.456 
2.0 -1.413 -1.295 - .901 - .426 .220 .946 1.245 
2.1 -1.234 -1.207 - .921 - .549 - .097 .515 1.070 
2.2 -1.081 -1.120 - .915 - .624 - .298 .184 .661 
2.3 - .949 -1.035 - .893 - .665 - .416 - .054 .279 
2.4 - .837 - .955 - . 860 - .682 - .479 - .218 .014 
2.5 - .740 - .880 - .821 - .683 - .506 - .326 - .141 
2.6 - .657 - .810 - .779 - .672 - .509 - .393 - .219 
^1 
-8.3496 i7.271 19.i/G 22-335 -17.55'-: "4.5373 
^2 
9.1720 42.890 46.076 48.432 -.61772 -2.1704 -.67514 (-4 f 
S 
-.8344 3^23^ .37152 .33168 -1.7808 -1.12432 -6-9567 
:4 
-.99281 .013957 .016363 .012038 -.22547 -.15626 -1.0051 
c. 
3 
3 ""K 
.CC(-K) means .cc x 10 . 
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Table 9. Matrix elements <n ^PgWln+l ^Pq> i n MeV and F^O) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 -1.243 
.150 2.034 3.895 
1.5 -1.393 
- .390 1.042 2.547 
1.6 -1.473 
- .747 .365 1.570 
1.7 -1.475 
- .950 - .084 .875 1.752 
1.8 -1.419 
-1.044 
- .373 .386 1.337 
1.9 -1.326 -1.069 - .552 .047 .906 1.555 
2.0 -1.215 
-1.050 - .656 - .185 .526 1.159 .922 
2. f -1.100 
-1.006 - .710 - .341 .216 .754 1.140 
2.2 - .989 
- .950 - .731 - .442 - .025 .408 .950 
2.3 - . 885 - .888 - .729 - .504 - .207 .137 .605 
2.4 - .790 
- .825 - .713 - .539 - .341 - .063 .267 
2.5 - .706 - .763 - .688 - .554 - .435 - .205 .003 
2.6 - .630 - .704 - .658 - .556 - .500 - .300 - .179 
Cl -2.4393 -29.885 235.514 57.836 1222/36. 2 -19.415 -5.6916 
:2 13.199 
-9.0451 258.291 81.209 1222769.4 -2.6923 -.010057 
'3 
-1.1881 -.85901 .051406 .Î7924 .17590(-4f -1.2810 -4.5616 
:4 -1.7934 
-.14431 .0049475 .014040 .23684(-5) -.17769 -.73216 
'5 
g "K 
.CC(-K) means .cc x 10 
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Table 10. Matrix elements (n ^ P^jvjn in MeV and F^^O) coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 4.101 7.000 
1.5 3.197 5.427 7.322 
1.6 2.541 4.238 5.839 
1.7 2.052 3.353 4.688 
1.8 1.681 2.694 3.794 4.678 
1.9 1.393 2.198 3.097 3.916 
2.0 1.166 1.818 2.550 3.259 3.795 
2.1 .984 1.523 2.118 2.713 3.213 3.561 
2.2 .836 1.291 1.773 2.267 2.727 3.088 3.274 
2.3 .715 1.105 1.497 1.906 2.319 2.671 2.806 
2.4 .614 .954 1.272 1.614 1.975 2.305 2.448 
2.5 .530 .831 1.089 1.376 1.684 1.984 2.156 
2.6 .460 .728 .938 1.182 1.438 1.702 1.913 
^1 
12.781 12.270 264.59 9.2174 24.752 
r r\0 
Z.V # jzf^ 22 <^01 
^2 
15.131 -1.1513 255.97 -2.4738 42.563 344.60 -. 11784(-3 
C3 7.5538 
-1.6887 .04050 -1.3092 1.3595 3.3766 -2.9816 
:4 
-.31025 -.24372 .60781 
r 
"5 
.36661 -.i1644 
^.cc(-K) means .cc x 10 
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Table 11. Matrix elements (n P^|v|n+1 P^) in MeV and coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 4.588 7.456 
1.5 3-601 6.033 7.771 
1.6 2.865 4.805 6.295 
1.7 2.308 3.822 5.089 
1.8 1.880 3.060 4,130 4.779 
1.9 1.548 2.475 3.373 4.086 
2.0 1.288 2.026 2.778 3.456 3.967 
2.1 1.081 1.678 2.307 2.912 3.374 3.654 
2.2 . 914 1.406 1.933 2.454 2.875 3.176 3.665 
2.3 
0
 
00 
1.190 1.633 2.075 2.460 2.775 3.048 
2.4 .670 1.017 1.391 1.762 2.114 2.435 2.577 
2.5 .579 .877 1.193 1.505 1.825 2. 140 2.212 
2.6 .504 .762 1.031 1.293 1.585 1.881 1.923 
Cl 30.525 10.892 -1.0170 
5.4681 -.76425 20.048 5 !.654 
:2 
20.729 -1.8271 -12.510 -5.53654 -34.166 1768.4 25.478 
C3 .79480 -1.8493 -.51595 
-1.0019 -.35940 4.3569 -.22002 
C4 .14642 -.42384 -.08645 
-.20660 -.06740 -.07133 
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Table 12. Matrix elements (n ^ Pglvjn in MeV and F^(P) coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 
-2.675 -3.508 -3.851 -4.033 
1.5 -2.158 -2.978 -3.211 -3.445 -3.534 
1.6 -1.758 -2.491 -2.709 -2.952 -3.037 -3.149 
1.7 -1.442 -2.074 -2.305 -2.537 -2.629 -2.726 -2.784 
1.8 -1.189 -1.727 -1.972 -2.189 -2.290 -2.379 -2.437 
1.9 - .983 -1.445 -1.697 -1.897 -2.006 -2.089 
-2.145 
2.0 - .814 -1.216 -1.466 -1.651 -1.765 -1.843 -1.899 
2.1 - .674 -1.030 -1,274 -1.444 -1.561 -1.634 -1.688 
2.2 - .577 - .878 -1.111 -1.268 -1.386 -1.454 -1.507 
2.3 - .459 - .755 - .974 -1.119 -1.236 -1.299 -1.351 
2.4 - .377 - .653 - . 858 - .991 -1.106 -1.164 -1.215 
2.5 - .307 - .568 - .759 - .892 - .994 
-1.047 -1.096 
2.6 - .248 - .497 - .675 - .787 - .895 - .945 - .992 
^1 
-12.551 -5.5132 -10.003 -6.3197 -4.7769 5037"!.! 1 -5.io5o 
s -44.396 2.9351 1.2531 5.7489 9.8919 50321.37 9.6522 
s 6.5207 -.98907 -.59279 .017215 .19132 .29915(-4f .20911 
:4 2.0727 -.29397 -.27377 -.031328 .45471 (-2) .18801(-5) .49754(-2) 
r 
"5 
a -K 
.CC(-K) means .cc x 10 
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Table 13. Matrix elements (n (V|n+1 ^Pg ) i n MeV and coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 -2.609 -2.971 -3.533 -3.724 
1.5 -2.143 -2.742 -3.115 -3.304 -3.441 
1.6 
-1.794 -2.441 -2.733 -2.912 -3.020 -3.129 
1.7 -1.520 -2.130 -2.383 -2.552 -2.649 -2.736 -2.799 
1.8 -1.299 -1.839 -2.068 -2.228 -2.321 -2.397 -2.455 
1.9 -1.117 -1.580 -1.791 -1.942 -2.034 -2.105 -2.159 
2.0 - .967 -1.358 -1.552 -1.694 -1.784 -1.852 -1.906 
2.1 - .842 -1.169 -1.347 -1.480 -1.568 -1.635 -1.687 
2.2 - .737 -1.009 -1.172 -1.297 -1.381 -1.447 -1.498 
2.3 - .648 - .875 -1.024 -1.140 -1.221 -1.284 -1.334 
2.4 - .573 - .762 - . 898 -1.006 -1.082 -1.144 -1.192 
2.5 - .509 - .667 - .791 - .891 - .962 -1.022 -1.069 
2.6 - .453 - . 586 - .700 - .791 - .859 - .916 - .961 
^1 
-13.644 -2.2261 -7.6091 
-6.3195 -6.6737 -6.7044 -6.1971 
^2 -.085893 7.5452 3.0783 4.8315 4.8067 5.3520 6.2519 
-4.5321 -.6 2573 -.63338 -.24546 -.12185 .74960 (-2)3 .76647(-1 ) 
<^4 -1.7146 -.27221 -.23050 -.091522 -.059277 -.32073 (-1) -.15692 
^5 
a -K 
.CC(-K) means .cc x 10 
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Table 14. Matrix elements (n ^ P^lvln MeV and Woods-Saxon potential 
parameters 
b(fm) n=0 1 2 3 4 5 6 
1.4 .320 .641 .827 .858 
1.5 .217 .466 .646 .728 .714 
1.6 .149 .339 .499 .597 ;628 .602 
1.7 .104 .248 .383 .482 .535 .544 .517 
1.8 .074 .182 .293 .384 .446 .476 .475 
1.9 -053 .135 .225 .305 .367 .406 .423 
2.0 .039 .101 .173 .241 .299 .342 .368 
2. 1 .028 .076 .210 .191 .243 .285 .315 
2.2 .021 .058 .103 .151 .197 .236 .267 
2.3 .016 .044 .081 . 120 .159 .195 .225 
2.4 .012 .034 .063 .096 .129 . 160 .188 
2.5 .009 .027 .050 .076 .104 .132 - .157 
2.6 .007 .021 .039 .061 .085 . 109 .131 
10.900 2.067 .03605 
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Table 15. Matrix elements (n 'D2IVI n *0%) i n MeV and F^(P) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 -1.161 -1.714 
-2.055 
1.5 
- .875 -1.342 -1.651 •1.862 
1.6 
- .673 -1.061 -1.339 - 1.329 -1.679 
1.7 
- .527 - .847 -1.094 -•1,266 -1.399 -1.453 
1.8 
- .419 - .682 - .899 -•1.057 -1.177 -1.270 -1.320 
1.9 
- .337 - .554 - .742 -- .886 - .997 -1.090 -1.143 
2.0 
- .275 - .453 - .616 - .746 - .850 - .940 - .985 
2.1 - .228 - .374 - .513 • - .629 - .727 - .805 - .852 
2.2 
- .190 - .311 - .429 - .532 - .623 - .690 - .741 
2.3 - .160 - .260 - .360 - .450 - .534 - .592 - .649 
2.4 - .136 - .219 - .303 • - .381 - .456 - .510 - .571 
2-5 - .117 - .185 - .256 - .322 - .388 - ,440 - .505 
2.6 - .101 - .158 - .217 - .272 - .327 - .382 - .449 
^1 
-26.852 -i2.i34 -10.903 10.506 -1 (J _ jL Î -42.420 -10.146 
^2 
-23.325 -10.542 -12.927 -22.376 -81.521 -38.762 -.70572(-6f 
S 
.13580 .74708 1 lixic 1.5518 2.2782 .11905 -^.6732 
^4 
c. 
3 
-.10953 
^.CC(-K) means .cc x 10 
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Table 16. Matrix elements (n ^ Dglvjn in MeV and F^O) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 -1.274 -1.794 
-2.115 
1.5 - .956 -1.402 -1.690 -1-895 
1.6 - .730 -1.108 -1.364 -1.548 -1.698 
1.7 - . 568 - .884 -1.111 -1.277 -1.404 -1.452 
1.8 - .448 - .713 - .913 -1.062 -1.174 -1.237 -1.300 
1.9 - .358 - .581 - .756 - .891 - .993 -1.061 -1.122 
2.0 - .290 - -477 - .630 - .753 - .847 - .917 - .973 
2.1 - .237 - .395 - .529 - .640 - .728 - .797 - . 850 
2.2 - .196 - .329 - .447 - -548 - .631 - .697 - .745 
2.3 - .164 - .277 - .380 - .471 - .550 - .613 - .657 
2.4 - .138 - .234 - .325 - .408 - .483 - .542 - .582 
2.5 - .117 - .199 - .280 - .355 - .426 - .481 - .518 
2.6 - .101 - .171 - .242 - .310 - .378 - .429 - .463 
^1 
-24,547 
-12.998 -! i-459 -î0.852 -poi3-23 1 m.nc 0? 1 i-t 25S6 î - : 
^2 
-21.728 
-10.326 -7-9824 -5.3280 -5809.54 17507.78 25872.: 
C3 
.28215 
.65259 .77861 .78967 .29278(-4f . 12208(-4) = 111341 
C-
^.CC(-K) means .cc x 10 
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Table 17. Matrix elements (n ^ D^jvjn IN MeV and coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 3.842 4.736 
1.5 3.045 3.900 4.182 
1.6 2.383 3.202 3-634 
1.7 1.858 2.634 3-074 3.176 
1.8 1.449 2.173 2.595 2.773 
1.9 1.134 1.796 2.197 2.407 2.540 
2.0 
.991 1.485 1.867 2.086 2.242 
2.1 .704 1.227 1.591 1.810 1.969 2.066 
2.2 .558 1.012 1.359 1.574 1.727 1.844 1.900 
2.3 .445 .832 1.161 1.374 1.516 1.637 1.709 
2.4 .356 .681 .991 1.204 1.333 1.450 1.531 
2.5 .287 .553 .844 1.060 1.176 1.284 1.371 
2.6 .231 .445 .716 .936 1.040 1.139 1.229 
:i 
341299.49 33-619 30.325 134812.17 28240.85 24142.65 29.398 
S 
341306.38 119-70 246.08 134789.48 28219.39 24123.45 .56986 
^3 
1.3303(-4f 3.01966 4.3006 3.81971 (-5) 2.0890(-4) 3.2 031 (-4) -.21290 
:4 3.65156(-5) .63334 .90583 9.34086(-6) 4.9082(-5) 7.2664(-5) .10758 
"5 
^.CC(-K) means .cc x 10 
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Table 18. Matrix elements (n DJ|V|n+ 1  D ^ )  in MeV and coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 3 • 175 4.060 
1.5 2.941 3.759 3.559 
1.6 2.529 3.251 3.565 
1.7 2.103 2.755 3.124 3.181 
1.8 1.722 2.322 2.677 2.819 
1.9 1.400 1.956 2.289 2.465 2.526 
2.0 1.137 1.652 1.963 2.145 2.254 
2.1 .923 1.399 1.689 1.867 1.997 2.045 
2.2 .752 1.189 1.460 1.629 1.763 1.844 1.877 
2.3 .614 1.014 1.267 1.425 1.556 1.652 1.709 
2.4 .503 .868 1.104 1.251 1.374 1.475 1.541 
2.5 .414 .746 .964 1.103 1.216 1.315 1.382 
2.6 .342 .643 .845 .976 1.079 1.172 1.238 
Cl 164407.77 41.412 31.622 39.808 -61.284 -15.328 40.694 
"2 
164413.29 40.378 56.328 16.840 -84.441 -37.412 21.419 
S 
3.6902 (-4)3 1.5369 3.5376 .45893 -.065354 16326 .52032 
^4 
1.4183 (-4) .42802 .89365 .12092 -.017197 -.04230 .12783 
"5 
^.CC(-K) means .cc x 10 
1 .  
1 .  
1. 
1 ,  
1 ,  
1 ,  
2 ,  
2 
2 
2 
2 
2 
2 
C 
C 
C 
C 
c 
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19. Matrix elements (n Dglvjn D^) In MeV and coefficients 
n=0 1 2 3 4 5 6 
-4.767 
-3.787 
-3.034 
-2.450 
-1.992 
-1.630 
-1.342 
-1.111 
- .925 
- .774 
- .651 
- .550 
- .467 
-44.740 
-43.709 
1.7235 
-5 .612  
-4.643 
-3.856 
-3.216 
-2.693 
-2.265 
-1.913 
-1.623 
-1.383 
-1.183 
-1.017 
- .877 
- .760 
-44.696 
-35.116 
1.2915 
-.06866 
-5.837 
-5.051 
-4.036 
-3.655 
-3.104 
-2.645 
-2.265 
-1.949 
-1.687 
-1.468 
-1.284 
-1.129 
- .997 
-232.63 
-203.46 
-.01879 
.30830 
-5.696 
-5.066 
-4.450 
-3.877 
-3.364 
-2.916 
-2.530 
- 2 . 2 0 1  
-1.921 
-1.683 
-1.481 
-1.308 
- 1 . 1 6 0  
-15.31I 
15.610 
-.21122 
-.05947 
-4.827 
-4.407 
-3.933 
-3.472 
-3.053 
-2.682 
-2.360 
-2.082 
-1.842 
-1.635 
-1.456 
-1.302 
-208.31 
-173.09 
-.02097 
.11098 
-4.148 
-3.865 
-3.501 
-3.131 
-2.786 
-2.474 
-2.199 
-1.958 
-1.748 
-1.564 
-1.404 
-4u.s]2 
-3.8580 
-3.379 
-3.103 
-2.812 
-2.531 
-2.272 
-2.039 
-1.831 
-1.647 
-1.485 
-43.503 
-5.726 
-5.7264 
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Table 20. Matrix elements (n ^ Dglvjn+I MeV and F^O) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 -4.191 
-4.942 -4.944 -4.803 
1-5 -3.426 -4.341 -4.614 -4.599 -4.267 
1.6 -2.823 -3.688 -4.082 -4.193 -4.091 -3.752 
1.7 -2.341 -3.113 -3.537 -3.728 -3.757 -3.626 
1.8 -1.951 -2.630 -3.042 -3.272 -3.374 -3.359 -3.246 
1.9 -1.634 -2.232 -2.613 -2.856 -2.994 -3.043 -3.000 
2.0 -1.374 -1.903 -2.249 -2.488 -2.640 -2.725 -2.733 
2.1 -1.160 -1.632 -1.941 -2.169 -2.323 -2.425 -2.468 
2.2 - .983 -1.406 -1.683 -1.895 -2.045 -2.153 -2.217 
2.3 - .835 -1.219 -1.466 -1.661 -1.802 -1.911 -1.987 
2.4 - .712 -1.061 -1.283 -1.461 -1.593 -1.698 -1.779 
2.5 - .609 - .928 -1.127 -1.290 -1.411 -1.512 -1.594 
2.6 - .523 -  .815 - .995 -1.144 -1.255 -1.349 -1.430 
Cl -41.574 -40.931 -75.287 14.462 16.349 46.790 -2.IDOS 
^2 
-44,849 -20.173 -47.737 43.923 45.950 76.932 28.366 
^3 
2.7582 1.5162 . 16733 -.10409 -.08409 -.u41Î 1 -.09800 
C4 .44700 .046127 -.02944 -.02372 -.01223 -.03126 
-5 
-.05000 
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Table 21. Matrix elements (n ^ D^jvjn in MeV and coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 -1.416 -1.712 
1.5 -1.071 -1.389 -1.309 -1.267 
1.6 - .826 -1.139 -1.221 -1.202 
1.7 - .648 - .942 -1.061 -1.078 -1.037 
1.8 - .516 - .785 - .909 - .948 - .975 - .840 
1.9 - .417 - .656 - .779 - .828 - .888 - .819 
2.0 - .341 - .551 - .671 - .724 - .797 - .778 - .769 
2,1 - .282 - .463 - .581 - .633 - .711 - .727 - .718 
2.2 - .236 - .389 - .506 - .556 - .633 - .673 - .664 
2.3 - .199 - .328 - .443 - .490 - .564 - .620 - .610 
2.4 - .170 - .276 - .390 - .434 - .504 - .569 - .558 
2.5 - .146 - .232 - .345 - .385 - .450 - .522 -  .510 
2.6 - .126 - .194 - .307 - .344 - .404 - .478 - .466 
^1 
-29.672 -10.846 -10.289 -10.460 -il.664 -53.002 -22.157 
^2 -25.160 -24.700 -.10772(-9' --.13205 -.46300 -37.337 - 8.647 
S .22022 2.5989 -2.2388 -.76456 -.5544) -.50923(-l) -.12860 
C4 
' 5  
^.CC(-K) means .cc x 10 
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Table 22. Matrix elements <n |v|n+1 ) i n MeV and coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 -1.533 -1.819 
1.5 -1.155 -1.428 -1.001 - .795 
1.6 - . 886 -1.142 -1.175 -1.075 
1.7 - .691 - .929 -1.030 -1.033 - .909 
1.8 - . 546 - . 766 .879 - .923 - .885 - .766 
1.9 - .438 - .639 .750 - .808 - .814 - .741 
2.0 - .356 - . 540 .643 - .704 - .732 - .693 - .665 
2.1 - .292 - .460 .554 - .613 - .651 - .637 - .626 
2.2 - .242 - .395 - .479 - .535 - .578 - .579 - .580 
2.3 - .202 - .342 - .416 - .468 - .512 - .524 - .533 
2.4 - .171 - .298 - .362 - .412 - .454 - .472 - .487 
2.5 - .145 - . 26 2 .316 - .364 - .404 - .426 - .444 
2.6 - .125 - .231 - .275 - .322 - .360 - .384 - .4o4 
:i 
-26.94] -1.281675 (5f-10.035 -10.767 
-13.570 1.494411(5) 47.209 
^2 
-23.341 -1.2808235) -130.41 
-3.1250 -4.8209 1.494508(5) 57.765 
S 
.31940 .790041-4) 6.3097 .99892 .244)4 -.30724 (-5) .1742 7 (-2) 
C4 - .13(456 (-5) 1 .5699 .27587 .083585 -.20762(-5) -.39797(-2) 
^5 
^.CC(-K) means .cc x 10 
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Table 23 .  Matrix elements (n D? |v|n G_) in MeV and Woods-Saxon potential 
parameters 
b (fm) n = 0  1  2  3  4  5  6  
1 . 4  
0
0
 LA 1 
- .505 
1 . 5  -  . 3 2 9  -  . 4 3 1  -  . 3 6 1  -  . 2 5 7  
1 . 6  -  .  2 3 6  - .356 -  . 3 3 8  -  . 2 6 4  
1 . 7  -  . 1 6 8  - . 286 -  . 3 0 4  - . 261  -  . 2 0 1  
1 . 8  -  . 1 2 1  -  . 2 2 7  - .265 -  . 2 4 8  -  . 2 0 5  -  . 1 5 9  
1 . 9  -  . 0 8 7  -  . 1 7 7  - .225 -  . 2 2 8  -  . 2 0 3  -  . 1 6 6  
2 . 0  -  . 0 6 3  -  . 1 3 8  -  . 1 8 8  -  . 2 0 4  -  . 1 9 3  - .168 -  . 1 3 8  
2 . 1  -  . 0 4 5  -  , 1 0 6  -  - 1 5 5  -  . 1 7 8  -  . 1 7 9  -  . 1 6 4  -  . 1 4 2  
2 . 2  - .033 -  . 0 8 2  -  . 1 2 6  -  . 1 5 3  -  .  1 6 2  -  . 1 5 6  -  . 1 4 1  
2 . 3  -  . 0 2 4  -  . 0 6 3  -  . 1 0 2  -  . 1 3 0  -  . 1 4 4  -  . 1 4 5  -  . 1 3 7  
2 . 4  -  . 0 1 8  -  . 0 4 9  - .082 -  . 1 0 9  -  . 1 2 6  -  . 1 3 2  - .130 
2 . 5  -  . 0 1 3  - .038 - . 066 -  . 0 9 1  -  . 1 0 8  -  . 1 1 8  -  . 1 2 0  
2 . 6  -  . 0 1 0  - .029 -  . 0 5 3  -  . 0 7 5  - .093 -  . 1 0 4  -  . 1 1 0  
-2.685 3.138 .2638 
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Table 24. Matrix elements (n Win Vj) in MeV and F^O) coeff icîents 
b (fm) n=0 1 2 3 k 5 6 
1.4 
.497 .582 .780 
1.5 
.415 
LA 
.580 
1.6 
.348 .384 .449 .570 
1.7 .293 .323 .363 .439 .541 
1.8 .247 .276 .304 .351 .415 
1.9 .209 .238 .260 .291 .336 .401 
2.0 .176 .206 .225 .247 .280 .317 .370 
2.1 . 148 . 180 . 198 .214 .238 .262 .299 
2.2 . 124 .157 .175 .188 .205 .223 .249 
2.3 .103 .138 .155 . 166 .179 . 192 .211 
2.4 .085 .121 .139 .148 .156 .168 . 182 
2.5 .070 .107 .125 . 133 .138 .148 .159 
2.6 .056 .094 .112 .120 . 122 .131 .139 
Cl 11.576 .32092 8.7389 8.3885 6.3028 6.1750 5.8203 
^2 
45.190 -2.5656 -.18699 -.18990 -.00608 -.27445{-2f -.043605 
S 
3.5259 1.0007 -1.1014 -1.0977 -1.2824 -1.5320 -.883680 
-.07859 5.1062 17022 170^2 
^.CC(-K) means .cc x 10 
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Table 25. Matrix elements (n V^jvjn+l in MeV and F^(&) coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 .302 .492 .730 
1.5 .262 .384 .557 
1.6 .229 .313 .428 .582 
1.7 .212 .202 .338 .435 .569 
1.8 .179 .228 .277 .341 .424 
1.9 .159 .201 .234 .278 .331 .411 
2.0 . 142 .778 . 178 .233 .269 .322 .377 
2. i .127 .159 .179 ,200 .226 .262 .304 
2.2 .115 .143 .159 .175 .195 .220 .251 
2.3 . 103 . 129 . 142 .155 .171 .188 .211 
2.4 .093 .116 .128 .139 .152 . 165 .181 
2.5 .085 . 105 .115 .125 .137 .146 . 158 
2.6 .077 .094 . 104 .113 . 124 . 130 .139 
Cl 4.2923 .37793 
7.9495 30.437 /IÙ22.JV ->0 f f "> 11 1S6 
Cg -8.5088 
-4.28up . 13826 21.049 71848.90 -48.433 2.6372 
S 
.7649 i i .34i5 -2.1482 -.1225 Î -.46 842 (-4)3 .063261 -.53624 
-.44187. 
-.025527 -.9253206) .012988 -.11248 
r 
~5 
4.1193 
^.cc(-K) means .cc x 10 
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Table 26. Matrix elements <n ^ Fglvj n ) in MeV and Woods-•Saxon potentia 
parameters 
b(fm) n=0 1 2 3 4 5 6 
1.4 - .304 . 163 
1.5 - .257 .159 
1.6 - .212 .160 - .118 
1.7 - .171 .157 - . 1 10 
1.8 - .135 . 149 - . 109 
1.9 - .106 .137 - .109 . 086 - .083 
2.0 - .083 .122 - . 108 .084 - .074 
2.1 - .064 .106 - . 104 .085 - .070 - .067 
2.2 -, 049 • .090 - .098 - .084 - .069 - .062 
2.3 - .038 ' .076 - .090 - .083 - .069 - .059 - .056 
2.4 - .029 ' .063 - . 080 - .080 - .069 - .059 - .053 
2.5 - .023 • .052 - .071 .075 - . 068 - .059 - .051 
2.6 -.018 • .043 - .062 .069 - . 066 - .059 - .051 
W. W., Wo 1 2 3 
-.4224 4.644 01205 
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Table 27. Matrix elements (n ^ F^jvjn in MeV and coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 
.610 
.751 
1.5 .480 
.614 .659 
1.6 
.379 
.503 .566 .582 
1.7 .301 
.413 .476 .502 
1.8 .240 
.341 .402 .437 .448 
1.9 .192 
.283 .340 .379 .402 .400 
2.0 .154 
.235 .289 .326 .354 .368 .360 
2.1 .123 
.195 .247 .280 .308 .326 .331 
2.2 .099 . 162 .211 .240 . 268 .286 .300 
2.3 .079 .134 -180 .207 .232 .250 .269 
2.4 .063 .111 .153 .180 .201 .219 .240 
2.5 .051 .092 .130 .157 .175 . 192 .213 
2.6 .040 .075 . 109 . 138 .153 . 169 .188 
Cl 13.174 10.507 9. !572 7.6490 85648.15 
0 -TOr\ 1 
w • / 1  I f  onco 1  • 
s 
22.271 29.862 '63.55 -.003777 85644.29 118.10 -.94514 
^3 
1.6207 2.3941 4.6307 -4.1236 .3 8830 (-4)3 3.8327 -.97957 
C4 .19996 .40535 .84571 -.76983 .70277 (-5) .67614 -.18329 
s-
^.cc(-K) means .cc x 10 
177 
Table 28. Matrix element <n jv |n ^ Fg) in MeV and F^O) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 
.493 .631 
1.5 .404 .541 .540 
1.6 .332 .458 .512 .549 
1.7 .275 .385 .445 .468 
1.8 .229 .324 .381 .407 .399 
1.9 .191 .274 .327 .359 .372 .344 .338 
2.0 .160 .235 .281 .317 .339 .342 .329 
2.1 .135 .198 .244 .278 .303 .320 .319 
2.2 . 114 .170 .212 .244 .269 .290 .293 
2.3 .095 .147 . 186 .214 .238 .258 .265 
2.4 .081 .127 .164 .187 .209 .228 .239 
2.5 . 068 .111 .145 . 164 . 184 .200 .214 
2.6 .057 .098 . 129 . 144 . 163 .175 .192 
^1 
9.9755 5.2593 5.6307 7.5 io'i 
O'- ^ 
• uu-tdc;) 1 1 /. H. 0 -y i/i nnc. 
^2 
31.2269 -1.5294 .060625 -.067086 -5.61745 145455.85 7.1769 
^3 
4.2234 -.77836 .36020 -2.8107 - .36969 .37886(-4f ,24220 
^4 
1.0841 -.18001 .33069 -.67658 -.082905 .73070 (-5) .0603 09 
c_ 
5 
^.CC(-K) means .cc x 10 
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Table 29. Matrix elements (n ^G^^V)n in MeV and F^O) coefficients 
b (fm) n=0 1 2 3 4 5 6 
1.4 -.221 
-.329 -.455 
1.5 -. 167 -.253 -.335 
1.6 -.128 -.197 -.253 -.287 
1.7 -.099 -.155 -.195 -.234 
1.8 1
 O
 
-.123 -. 154 -. 192 -.212 
1.9 -.061 -.098 -.123 -.158 -.177 -.190 
2.0 -.048 -.079 -.100 -.130 -.147 -.162 -.180 
2.1 -.038 -.064 -.082 -.107 -.123 -.138 -.151 
2.2 -.031 -.052 -.069 -.088 -.103 -.117 -.128 
2.3 -.025 -.043 
CO Lf
\ O
 
1 
-.073 -.086 -.100 -.109 
2.4 -.020 -.036 -.049 -.060 -.072 -.084 -.093 
2.5 -.017 -.030 -.042 -.049 -.060 -.071 -.080 
2.6 -.014 -.025 -.036 -.040 -.050 -.059 -.069 
-12.164 
-10.578 22.526 -8.0507 -7.6202 -7.1361 -8.3004 
^2 -13.463 -10.564 25.741 -15.877 -17.222 -58.425 -6.2335 
S .50527 .46338 -.045898 .91435 .97777 1.5783 
.40350 
:4 
"5 
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Table 30. Matrix elements (n Wln+1 in MeV and coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 -.188 
-.292 -.437 
1.5 -.146 
-.230 -.331 
1.6 -.115 
-.182 -.254 -.286 
1.7 -.091 -.146 -.198 -.230 
1.8 -.072 -.117 -.156 -. 186 -.208 
1.9 -.058 -.095 -. 124 -.152 -.173 -.187 
2.0 -.047 -.077 -.100 -.125 -.145 -.158 -.175 
2.1 -.038 -.063 -.082 -.104 -.122 -.135 -.150 
2.2 -.031 -.052 -.067 -.087 -. 103 -.116 -.128 
2.3 -.025 -.043 -.056 -.073 -.088 -.100 
-.111 
2.4 -.021 -.036 -.047 -.062 -.075 -.087 -.096 
2.5 -.017 -.030 -.039 -.053 -.065 -.076 
-.084 
2.6 -.014 -.025 -.034 -.046 -.056 -.067 -.074 
Cl -8.9270 -8.4173 -14,234 -9.31!/ -7.7724 -7.6012 
-» 0 0 
S -9.9510 -9.0440 
-12.696 -7.1897 -5 - 8766 -2.5407 -3.3002 
^3 
.84097 .70443 .19271 .34331 .55066 .32019 ,45333 
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Table 31. Matrix elements (n ^ G^lvjn in MeV and F^(P) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 .715 
1.5 .507 
1.6 .363 .610 
1.7 .263 .450 .685 
1.8 .191 .338 .505 
1.9 .140 .257 .379 .526 
2.0 . 103 .199 .290 .398 
2.1 .075 .155 .226 .309 .398 
2.2 .055 .122 .178 .245 .313 .364 
2.3 .040 .098 . 142 .198 .250 .304 .399 
2.4 
.029 .079 .115 .163 .203 .252 .312 
2.5 .021 .064 .094 .136 .169 .207 .250 
2.6 
.014 ,052 .077 .114 .139 .168 .204 
S 88.294 488.835 -39.729 1.9348 
-7.0168 23.471 43.747 
^2 99.808 489.48 -41.025 -5.5605 
-12.385 122.59 -3.iii2 
S .21055 .017876 -.14321 -.44277 
-.27614 1.2198 -.55389 
C4 .5883(-2f' 
c_ 
> 
^.CC(-K) means .cc x 10 
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Table 32. Matrix elements (n ^ G-|v|n+l in MeV and F (P) coefficients 
b(fm) n=0 
1.4 
1.5 
.747 
.548 
1.6 .407 
1.7 .305 
1.8 .231 
1.9 .176 
2.0 .135 
2.1 .105 
2.2 .081 
2.3 .063 
2.4 .050 
2.5 .033 
2.6 .031 
^1 
82.016 
^2 
83.444 
S 
.25235 
C4 .016772 
c. 
.687 
.511 
.386 
.294 
.227 
.177 
.139 
.110 
.088 
.071 
.057 
.777 
.576 
.434 
.331 
.257 
. 201  
.159 
.127 
.103 
.084 
.605 
.451 
.343 
.266 
.209 
.167 
.135 
. 1 1 1  
.440 
.340 
.267 
.213 
.171 
.140 
.386 
.313 
.258 
.215 
.181 
2OO]D3.!3 «3^20.^3 -13.tl/ 
128.21 280164.20 143^65.12 231201.25 -21.635 
.036537 .30234(-4)^ .18248(-5) .12614(-4) -.l4ii8 
.408 
.326 
.264 
.218 
lOOUpUiJ.OO 
1880437.06 
-.31055 (-6) 
.136 5 0 -.88646(-6)-.10253(-5) -.36l33(-5) A6203(-2) -.87733(-6) 
^.CC(-K) means .cc x 10 
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Table 33. Matrix elements (n ^ G^|v|n in MeV and F^(P) coefficients 
b(fm) n=0 1 2 3 4 5 6 
1.4 
-1.216 -1.643 -1.957 
1.5 
- .919 -1.277 -1.543 -1.827 
1.6 
- .701 -1.002 -1.227 -1.450 
1.7 - .540 
- .793 - .984 -1.162 -1.300 
1.8 - .420 - .632 - .794 - .939 -1.068 -1.181 
1.9 - .329 - .508 - .645 - . 766 - .882 - .977 -1.077 
2.0 
- .259 - .412 - .527 - .630 - .733 - .814 - .897 
2. ] - .206 - .336 - .433 - .522 - .613 - .683 - .753 
2.2 - .165 - .276 - .358 - .436 - .515 - .577 - .636 
2.3 - .132 - .228 - .298 - .366 - .435 - .490 - .541 
2.4 - .107 - .189 - .249 - .310 - .369 - .419 - .463 
2.5 - .087 - .158 - .209 - . 264 - .315 - .360 - .399 
2.6 - .071 - .133 - .177 - .226 - .269 - .311 - .345 
Cl -68.923 -50.239 -44.392 -46.85 ! -40.555 -42.515 
l.f. 
—r-r. 
^2 
-76.3 59 -43.990 -44.377 -38.047 -37.312 -29.694 -29.352 
C3 .53044 .55993 .56131 -36143 .53:53 
.36367 .29072 
S 
1 .  
1. 
1 .  
1 .  
1 .  
1 ,  
2 .  
2. 
2 
2 
2 
2 
2 
C 
C 
C 
C 
C 
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34. Matrix elements (n ^ G^jv)n+1 in MeV and F^O) 
n=0 1 2 3 4 5 
-1.035 
- . 808 
-  .635 
- .502 
- .400 
- .321 
-  .258 
- .203 
- .171 
- .140 
- .115 
- .035 
- .073 
-48.798 
-55-340 
.8/658 
-1.433 
- 1 . 1 8 1  
-  .942 
- .756 
-  . 6 1 1  
- .436 
- .405 
- .333 
- .274 
- .227 
-  .189 
- .158 
- .133 
-42.Î43 
-47.036 
.73623 
-1.835 
-1.466 
-1 .181  
- .958 
-  .782 
- .642 
- .523 
- .438 
- .365 
- .305 
- .255 
- .215 
-  .182  
-33.945 
-44.874 
.76493 
-1.750 
-1.411 
-1.146 
- .337 
- .771 
- .637 
- .530 
- .442 
- .371 
-  . 3 1 2  
- .264 
- .224 
-40.835 
-42.539 
.62255 
-1.293 
-1.064 
- . 880 
- .733 
- .613 
- .515 
- .435 
- .368 
- .314 
-  .268 
-4G.Î35 
-39.826 
^50QC1 
-1.183 
- .982 
- .820 
- .687 
- .579 
- .491 
- .417 
- .356 
- .306 
L n O 1 
—TV •  J \J  X 
-38.100 
-.53090 
1 .  
2 .  
3. 
4. 
5. 
6 .  
7-
8. 
9. 
10 ,  
1 1  
12 
13 
14 
15 
16 
17 
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