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Abstract 
My dissertation develops and analyzes ecological economic models to study the complex 
dynamics of an ecological economic system (EES) and investigate various conditions and 
measures which can sustain a developing economy over the long term in view of 
resilience and sustainability.  Because of the intrinsic complexity of the system, I take a 
systems approach, using economics as the foundation for the basic structure of an 
ecological economic model, and system dynamics as the method to build and analyze 
such a complex ecological economic model.  Throughout my dissertation, the model 
developed by Brander and Taylor (1998) is adopted as a baseline model (henceforth the 
BT model).  The BT model explains population-resource dynamics and is characterized 
as a general equilibrium version of the Gordon-Schaefer Model, using a variation of the 
Lotka-Volterra predator-prey model.  The findings are presented as three articles.  The 
first article provides a comprehensive analysis of the BT model and its descendants, to 
elicit directions for further research, including population growth logic, substitutability, 
innovation, capital accumulation, property rights and institutional designs, and modeling 
approach.  The second article extends the BT model to study the resilience of an EES 
reflecting three key issues in modeling such systems:  1) appropriate system boundary, 2) 
non-convexity of ecosystems, and 3) adaptation.  The article discusses two types of 
thresholds:  the ecological threshold, a threshold for an ecological system independent of 
economic systems, and the ecological economic threshold, a threshold for an EES.  The 
latter is often different from the former and is highly dynamic and context dependent.  
ii 
 
The third article is another extension of the BT model to study the sustainability of an 
EES by implementing the suggestions made by the first article except for property rights 
and institutional designs.  The main focus is on the impact of endogenous innovation 
regarding input substitutability on the system sustainability.  The main finding is that 
improvement in the input substitutability, ceteris paribus, may not contribute to 
sustainable development despite its contribution to expanding the economy.  However, it 
could be possible for susbstitutability improvements to contribute to sustainable 
development when combined with other specific types of technological progress. 
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[The Limits to Growth and Beyond the Limits] do not conform to either national 
accounting systems or to standard economic definitions, nor does any explanation occur 
for the wealth of analytic neologisms. 
- William D. Nordhaus (1992, p.8) 
 
The study of possible feedback loops between poverty, population growth, and the 
character and performance of both human institutions and natural capital is not yet on 
the research agenda of modern growth economists. 
- Partha Dasgupta (2008, p.2) 
 
 
Real problems in complex systems do not respect academic boundaries. 
- Herman Daly and Joshua Farley (2010, xvii) 
Chapter 1: Introduction 
 
The purpose of my dissertation is to develop theoretical ecological economic 
models using the system dynamics method and drawing from economic theories to 
investigate the complex interactions among population, natural resources, and economic 
growth in order to find demographic, ecological, and economic conditions that can 
sustain an economy over a long term. This is an important issue for all economies, and 
especially for developing economies.  
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Although ecological economic systems (henceforth EESs) are ‘undeniably’ 
complex (Limburg et al., 2002), traditional economics has generally taken a strategy of 
simplification to be able to employ analytic approaches.  However, simplification has 
many drawbacks.  There are many examples of this.  First, simpler functions such as the 
Cobb-Douglas type function (e.g., Solow, 1974a; Anderies, 2003), while easy to handle 
analytically, limit the analysis of substitutability between man-made capital and natural 
resources that is essential for sustainable development under natural resource constraints.  
Second, the system boundary is set narrowly for the sake of simplicity.  In analyzing the 
role of substitutability in an economy, the law of motion of resources is often ignored 
(e.g., Bretschger, 1998). However, feedbacks between ecological systems and economic 
systems play an important role (Costanza et al., 1993).  Whenever an element is treated as 
exogenous, the feedback loops are dropped and the element does not respond to changes 
in the state of the system.  Third, standard economic theories mostly focus on equilibrium 
conditions.  “Transition dynamics” has mostly been neglected (Sargent, 1993), except for 
the recent development of learning (expectation) theory in modern macroeconomics (e.g., 
Evans and Honkapohja, 2009; Evans and Honkapohja, 2011; Bullard, 2006).  Out-of-
equilibrium states and equilibrium-seeking adaptive systems have not been investigated 
well in economics, but such transition dynamics are important for ecological economic 
models (Costanza et al., 1993).  
System dynamics is an approach to analyze such complex systems (Forrester, 
1961; Sterman, 2000).  System dynamics strives to model and evaluate complex systems 
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as they are, without over simplifications that may leave out the analysis of essential 
aspects of the systems. However, system dynamics models have been criticized by some 
economists for their inconsistency with economic theories.  As a prime example, a 
system dynamics approach to ecological economic modeling found in The Limits to 
Growth by Meadows et al. (1972) has been severely  criticized by economists (e.g., 
Nordhaus et al., 1992).   
My dissertation is an attempt to bridge economics and system dynamics in order 
to provide deeper insights into the dynamics of EESs.  While system dynamics has often 
neglected economic theories because of their unrealistic tendencies (in the views of 
systems dynamicists), economics seems to ignore system dynamics (except for the 
notable reaction against The Limits to Growth) because of its inconsistencies with 
economic theories.  On the one hand, it is true that economic theories provide a solid 
foundation for modeling economic systems.  On the other hand, system dynamics 
provides tools and a way of thinking for studying complex systems.  Therefore I propose 
to employ standard economic theories as a base for ecological economic models and to 
employ the system dynamics approach to build, validate, and learn from the models.  
Since the research employs the system dynamics approach as a primary method, the 
analysis of model results will look different from the way they are typically presented in 
economic journals. 
Technically, system dynamics is a computer-aided approach to solve a system of 
coupled, nonlinear, first-order differential equations.  What characterizes system 
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dynamics is its emphasis on 1) feedback thinking, 2) loop dominance, 3) nonlinearity, 
and 4) taking an endogenous point of view. The endogenous point of view is the sine qua 
non of systems approaches (Richardson, 2011).  System dynamics also uses several 
unique techniques for mapping a model, including causal loop diagrams, system 
boundary diagrams, and stock and flow diagrams, in order to visualize a complex system. 
 The model developed by Brander and Taylor (1998) (henceforth the BT model) is 
adopted as a baseline ecological economic model throughout my dissertation.  The BT 
model explains a pattern of economic and population growth, resource degradation, and 
subsequent economic decline.  In a structural sense, the BT model is characterized as a 
general equilibrium version of the Gordon-Schaefer Model, using a variation of the 
Lotka-Volterra predator-prey model. Since its initial appearance in American Economic 
Review, the BT model has generated many descendants (Anderies, 2003; Basener and 
Ross, 2005; Basener et al., 2008; D'Alessandro, 2007; Dalton and Coats, 2000; Dalton et 
al., 2005; de la Croix and Dottori, 2008; Erickson and Gowdy, 2000; Good and Reuveny, 
2006; Maxwell and Reuveny, 2000; Nagase and Mirza, 2006; Pezzey and Anderies, 
2003; Prskawetz et al., 2003; Reuveny and Decker, 2000; Taylor, 2009).  In addition to 
its high quality, the BT model is attractive, because of its simplicity and potential 
extendability.  Hence the BT model should serve as a good starting point for investigating 
the role of such critical factors as substitutability, resource management regimes, 
population growth, and adaptation in an economy under limited available natural 
resources in evaluating the sustainability and resilience of an EES. 
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 My dissertation consists of three articles.  The first article is a comprehensive 
analysis of the BT model and its descendants to elicit directions for future research.  This 
article has been published in Ecological Economics (Nagase and Uehara, 2011). Dr. 
Nagase and I are both primary authors for the paper.    The paper provides a 
comprehensive analysis of the BT-type models from the following six perspectives: 
population growth, substitutability, innovation, capital accumulation, property rights and 
institutional designs, and modeling approach.  
The second article builds and analyzes an extended BT model that reflects three 
important yet not fully explored aspects of ecological economic models: appropriate 
system boundary, non-convexity of ecosystems, and adaptation.  The main focus of the 
paper is on resilience, particularly on the two types of threshold: the ecological threshold 
(hereafter ET), a threshold for an ecological system independent of economic systems, 
which is also called the minimum viable population or critical depensation (Daly and 
Farley, 2010) and the ecological economic threshold (hereafter EET), a threshold for an 
ecological economic system.  The main findings are: 1) ecological threshold and 
ecological economic threshold may not be identical, 2) ecological economic threshold 
may be highly context dependent and dynamic, which suggests the precautionary 
principle, 3) market response to an external shock may be insufficient to maintain  
resiliency, 4) it may be possible to restore an EES even after passing ecological economic 
threshold by intervention, 5)various transitional paths could be possible to restore the 
system, and 6) adaptation may affect resilience in a non-negligible way, which suggests 
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the importance of better information and education.  The article is single authored.  An 
earlier version of the article has been accepted and were presented at the International 
Society for Ecological Economics conference 2012 to be held in Brazil, June 2012. 
The third article focuses on sustainability rather than resilience.  It further extends 
the BT model reflecting suggestions by Nagase and Uehara (2011).  Since reflecting all 
the six attributes is highly ambitious, the article left the role of property rights and 
institutional designs for future research.  The main contribution of the article is to 
investigate the impact of endogenous innovation regarding input substitutability which is, 
to the best of my knowledge, the first such attempt.  The results show that the 
endogenous substitutability could contribute to an expansion of an economy (i.e., 
increases in production of goods and population) but not be favorable in terms of 
sustainability due to barely changing utility per capita and the greater use of natural 
resources.  However, there could exist some sustainable paths that can realize higher 
utility and the lower use of the natural resource stock, when endogenous substitution is 
combined with other types of technological progress, which suggests the importance of 
induced technological change (ITC).  In addition to the findings about the sustainability 
conditions, the article also discusses the possible problems with the use of an exogenous 
consumer preference and the differential system impact of innovation on the intrinsic 
regeneration rate of a natural resource compared to the impact of innovation on the 
carrying capacity of the resource.  I am the lead author, with Drs. Nagase and Wakeland 
as co-authors.  Three earlier versions were: 1) presented at the International System 
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Dynamics Conference 2010 held in South Korea, 2) presented at the International Society 
for Ecological Economics conference 2012 held in Brazil, June 2012, and 3) presented at 
the International System Dynamics Conference 2012 held in Switzerland, July 2012. 
  Although the models are intended to contribute to understanding of developing 
economies under resource constraints, the models are evaluated based not on the fitness 
of the model to historical data of specific developed countries, but rather on the 
theoretical soundness of their model structures.  Since developing economies may go 
through unprecedented experiences because their situations could be quite different from 
the currently developed economies (e.g., the availability of many technologies and the 
increased scarcity of natural resources), it may not be wise to place an emphasis on the 
past experience of developed economies which have existed for a mere 250 years 
(Dasgupta, 2008).   The purpose of this dissertation is not to propose a model that strives 
to serve as a panacea that could be applied to any ecological economic systems (cf., 
Ostrom, 2007; Anderies et al., 2007).  Instead, this dissertation shows the importance of a 
systems approach employing system dynamics and economics to tackle complex EESs, 
and also adds to the existing repertoire of models designed to improve understanding of 
the complex behavior of EESs for sustainable development. 
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Chapter 2: Evolution of population-resource dynamics 
models 
Abstract 
This paper provides a comprehensive analysis of Brander and Taylor's (1998) model 
and its descendants from the following perspectives: population growth, substitutability, 
innovation, capital accumulation, property rights and institutional designs, and modeling 
approach. This survey aims to contribute to a better understanding of population and 
resource dynamics models in general and facilitate further application of the model 
framework to relevant circumstances. Although often treated as exogenous in optimal 
growth models, making population growth an endogenous function allows us to analyze 
broader effects of economic activities on population. The issues of substitutability, 
innovation and capital accumulation are intertwined; allowing a model to address the 
effect of an endogenous technological change on substitutability between natural and 
man-made capital facilitates our analyses of sustainability issues. To address internalizing 
inter-generational externalities in resource use, incorporating property right changes and 
institutional designs to this type of model is a useful exercise, but careful attention is 
needed for the consistency between such an arrangement and the mathematical 
representation of the depicted economy. Finally, although the common criticism 
regarding convenient mathematical assumptions applies to the existing BT-type models, 
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the use of computer simulation can relax such assumptions, to better represent the 
intended relationships between the relevant variables.  
10 
 
1.  Introduction 
 
An economy has a potential to outgrow its supporting ecosystems, leading to a 
collapse.  
In economics, there are two types of literature on resources and growth. The first 
type consists of models that assume that advances in technology are fast enough to 
overcome the increasing scarcity of renewable resources (e.g., Solow 1999), or even 
nonrenewable resources (e.g., Stamford da Silva, 2008; Cheviakov and Hartwick, 2009). 
The other type is characterized by models that accept the fluctuation of economic growth 
driven by resource dynamics. Brander and Taylor’s (1998) so-called BT model, 
originally designed to replicate the population and resource dynamics of Easter Island 
(henceforth E.I.), belongs to this category. Since its initial appearance, the BT model has 
generated many descendants (Dalton and Coats, 2000; Erickson and Gowdy, 2000; 
Maxwell and Reuveny, 2000; Reuveny and Decker, 2000; Anderies, 2003; Pezzey and 
Anderies, 2003; Prskawetz et al., 2003; Basener and Ross, 2005; Dalton et al., 2005; 
Nagase and Mirza, 2006; Good and Reuveny, 2006; D’Alessandro, 2007; Basener et al., 
2008; de la Croix and Dottori, 2008; Taylor, 2009).  
This study examines existing BT-type models through the following set of 
attributes: (1) population growth, (2) substitutability, (3) innovation, (4) capital 
accumulation, (5) property rights and institutional designs, and (6) modelling approach. 
By integrating the existing models through a common set of attributes, this study aims to 
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provide a better understanding of population and resource dynamics models in general, 
and the BT-type models in particular, that are suited to study the sustainability of certain 
types of economies, as revealed by the following sections.  
Our comparative analysis of the models yields the following conclusions. An 
endogenous, rather than exogenous, population growth function allows a model to 
incorporate the effect of economic activities on population, through variables that reflect 
individuals’ economic decisions. The issues of substitutability, innovation and capital 
accumulation are intertwined; a model that sheds light on the effect of an endogenous 
technological change on substitutability between natural and man-made capital or goods 
facilitates our investigation of sustainability issues. Allowing a model to internalize inter-
generational externalities in resource use by incorporating property right changes and/or 
institutional designs is a useful exercise, but careful attention is needed for the 
consistency between such an arrangement and the mathematical representation of the 
depicted economy. Finally, the common criticism regarding the use of convenient 
mathematical assumptions applies to the existing BT-type models, but computer 
simulation allows for a wider array of functions that can better represent the intended 
relationships between the relevant variables.    
The rest of the paper is organized as follows. Section 2 provides a brief 
introduction to the BT model. Section 3 compares and integrates the BT-type models 
through the above-mentioned six attributes. Section 4 concludes our analysis.  
12 
 
2. Basic characteristics of a BT-type model 
 
 Figure 2.1 depicts the period-by-period material and cash flow and agents’ 
behaviour in a typical BT-type model. A typical BT-type model has the following 
characteristics. It depicts a small, closed economy. It has a renewable resource (S) to be 
used to produce two types of good, a harvested good (H) and a manufactured good (M). 
The resource dynamics is hence given by the resource growth and harvesting activities. 
An additional input for each sector is labour (LH, LM), or population (L ≡ LH + LM), and 
population growth is endogenously driven by a fertility function. The economy is 
decentralized in the sense that the relative price of the goods and the wage are determined 
by market forces. Although people as consumers individually maximize utility in each 
period, the original BT model has one sector-level production function for each sector. In 
the original BT model, the aggregate production function for each sector is linear in 
labour, given the existing resource and population stock sizes. Therefore, a fully-
decentralized (and possibly primitive) interpretation of production activities is possible, 
namely, each worker independently has her one-person production activity and receives 
the “wage” (w) that equals her marginal revenue product of one unit of labour, given the 
market prices of the two goods. Finally, in most of the BT-type models, individuals 
behave in a myopic manner; these agents do not maximize utility across multiple time 
periods and instead focus on the given period. Therefore, most of the BT-type models 
consist of a combination of agents’ static optimization in each time period, taking the 
13 
 
sizes of the resource stock and population as given, and transitional processes from one 
period to the next given by a set of dynamic equations for these stock variables. Figure 
2.2 shows this mechanism using the static equilibrium values of the original BT model. A 
major appeal of the BT-type models is its ability to demonstrate potential volatility of an 
economic system. Also, its simplicity leaves room for incorporating variables that can 
address key issues of sustainability.  
 
 
Labor (LH, LM) LH, LM 
Harvested good (H) 
Manufactured good (M) 
H, M 
 w Income = wage (w) 
Behavioral assumption; 
Max.  Utility 
S.t.   Budget constraint 
Resource 
(S) 
 
 
 
 
Goods 
market 
 
Input 
market 
Producers Households 
Wage (w) 
w 
Behavioral assumption 
Max. Return on labour 
H
 
Figure 2.1.  Period-by-period material and cash flow and agents’ behavior in a BT-type model.  
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Resource 
(S) 
 
 
 
 
Goods 
market 
 
Input 
market 
Producers Households 
H* = h*L = αβSL 
M* = (1−β)L 
LH* = βL 
LM* = (1−β)L 
dL/dt = (b − d + φh*)L  
U* = h*βm*1−β 
dS/dt = G(S) − H*  
         = rS(1−S/K) − H* 
H* = αSLH* 
M* = LM* 
 
Figure 2.2. Static equilibrium outcomes and their feed-in mechanisms for the population and resource 
dynamics. (Equations are based on the original BT model; Asterisks indicate that these expressions are 
equilibrium values.) 
3.1. Population Growth 
 
Although population growth has been treated as exogenous in many studies of 
economic growth and natural resources (e.g., Dasgupta and Heal, 1974; Elíasson and 
Turnovsky, 2004; Economides and Philippopoulos, 2008), endogenous population 
dynamics is indispensable for models whose purpose is to address sustainability of an 
economic system. Empirical case studies support that there is a feedback mechanism 
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between population and natural resource (e.g., Diamond, 2004). In general, population 
dynamics models use ordinary differential equations in the form of: 
≡
dt
L/dL
 f (weather, food, predators, etc.), 
where L denotes the population size. Population change per time period is typically 
defined as a summation of fertility at the individual level. 
Since a feedback mechanism between population and natural resource is essential, it 
is better to discuss population dynamics along with resource dynamics.  The most popular 
framework for modelling this type of predator-prey interactions has the following 
structure (Turchin, 2003): 
dS/dt  = “prey growth in the absence of predators” − “total killing rate by 
predators” 
where S denotes the natural resource stock and  
dL/dt  = “predator growth (or decline) in the absence of prey” + “conversion of 
eaten prey into new predators.” 
 The basic idea is that the right-hand side of each equation consists of two parts. 
The first part of each equation indicates the independence of one stock variable from the 
other, while the second part shows the interdependence between the two stock variables.   
The original BT model uses Volterra’s (1931) framework in which a natural 
resource grows logistically in the absence of the harvest (as cited in Turchin, 2003):  
16 
 
H
K
S
rS
dt
dS
−





−= 1 , 
where K denotes the carrying capacity for this resource, r denotes the intrinsic growth 
rate, and H denotes the predator L’s harvest level (Figure 2.2).1 The population growth 
function in the BT model is given by: 
L
L
Hdb
dt
dL






+−= φ , 
 where the amount of H in each static equilibrium depends on S (Figure 2.2). The 
BT model expresses Malthusian population dynamics in which population growth 
consists of two parts: the net birth rate (b − d) that is independent of the level of per-
capita food consumption (H/L) and the fertility rate φ that affects the population growth 
only with nonzero level of H/L. Since b − d is assumed to be negative, in the absence of 
harvest from the nature the population will be extinct.   
This population growth function has two notable traits. First, the population 
growth rate is linear in H/L, which implies that the more they eat the more they produce 
offspring. This feature may contradict situations in some developed countries where there 
                                                     
1
 One of the standard frameworks of population-resource dynamics in biology is the Lotka-Volterra (L-
V) model, a bilinear system that is the simplest possible version of this type of interaction. The original L-
V model, however, is not very realistic, and there have been many descendants with other functional forms. 
(Turchin, 2003).   
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is a negative relationship between income level and population growth.2 Second, the 
function assumes that consumption of the manufactured good (that could be regarded as a 
composite of, e.g., medicine, fishing equipments, boats, and agricultural equipments) 
does not affect population growth. Brander and Taylor (1998) do not include such 
manufactured goods, because, as Reuveny and Decker (2000) point out, in equilibrium 
the per-capita manufactured good is always a constant: M*/L = (1 − β), where 1 − β is a 
parameter representing consumer’s preferences for good M (Figure 2.2). However, as we 
address later the effect of the consumption of manufactured goods on population growth 
matters when substitutability issues and the effects of capital accumulation are taken into 
account.  
 Descendants of the BT model fall into two groups in terms of population 
dynamics. The models in the first group use the population growth functions of the 
original BT model, either as it is or with slight modification. The models in the second 
group employ population growth functions that are very different from the one used in 
the original BT model.   
Regarding the models in the first group, Dalton and Coats (2000), Pezzey and 
Anderies (2003), Dalton et al. (2005), Good and Reuveny (2006), and Taylor (2009) use 
the same equation of motion as that of the original BT model, whereas several others use 
                                                     
2
 Galor and Weil (2000) develop a unified growth model that captures the transition from a Malthusian 
to a Post-Malthusian regime. 
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variations. Erickson and Gowdy (2000) focus on the effect of manufactured capital (A) 
accumulated from the harvested good. Compared with the archaeological evidence of 
E.I., the population in the original BT model peaks about 200 years too early. To explain 
this gap and improve the fitness of the model (i.e., to obtain the estimate of population 
dynamics that is more consistent with the archaeological evidence), the authors introduce 
the third equation of motion for A:  
AH
dt
dA δ−= , 
 where parameter δ represents the capital depreciation rate. The accumulated 
capital contributes to the fertility rate, with the lag of 100 years (denoted as A100): 






++−= 100AL
HdbL
dt
dL φαβφ , 
 where α and β are parameters representing the productivity of the H sector and 
consumer’s preferences for H, respectively (Figure 2.2). 
This approach invites us to contemplate its assumptions and formulation. First, 
this approach reflects the fact that individuals’ well-being, including health and fertility, 
improves with the consumption of a capital good. The chosen lag period improves the 
fitness of the model for this specific case; as a general rule, theoretical reasoning and/or 
empirical evidence should guide such a choice. An alternative approach may be to let the 
effect of the capital good be felt immediately, with a coefficient that represents the 
marginal effect. Second, an interpretation of the supposed mechanism of capital 
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formulation would be helpful to better understand the portrayed economy. In the above 
model, people consume the harvested good, while at the same time accumulating the 
same amount of the good as capital. That is, the harvested good in each period is used for 
both immediate consumption and capital accumulation. Whether capital should be 
accumulated from the harvested good or the manufactured good is another issue to 
consider. In another BT-type model by Anderies (2003), investments are made on the 
portion of the manufactured good that is set aside separately from immediate 
consumption purposes to be accumulated for capital formation.  
D’Alessandro (2007) provides a more general framework to account for the 
heterogeneity of environmental development paths. His model includes two types of 
natural resources: a renewable resource (forest) and an inexhaustible one (land). This 
model can explain the situation in which people may continue to exist as they exhaust the 
renewable resource stock, as it may have been the case with E.I. This is expressed as 
follows: 
( ) Ldb
L
H
L
C
dt
dL




−−+= φγ , 
where C denotes “corn” obtained from land, the harvested good H is obtained from 
forest, and γ and φ are the caloric units (or fertility rates) of consumption of C and H, 
respectively. Since land is assumed to be inexhaustible, people can survive even after 
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depleting the forest. 3  An issue to consider here is the assumption of the perfect 
substitutability between the two types of goods, whose validity would depend on the 
characteristics of the specific cases. 
Reuveny and Decker (2000) incorporate population management into the 
population dynamics. They replace the linear fertility coefficient φ in the original BT 
model with a function:  
x
L
HF 





= φ  
that can be concave (0 < x <1), linear (x = 1, the original BT case), or convex (x > 1).  
The characteristics of this fertility function depend on the value of x, a policy instrument. 
Although the authors’ purpose for introducing x to the model is to examine the effect of 
population management, their population function can also address the criticism that, in 
the original BT model, fluctuation of the population size can be arbitrarily large when 
harvest is abundant (Basener and Ross, 2005). By employing 0 < x < 1, growth can be 
tamed to a reasonable level. Also, nonlinearity of a fertility function in consumption of 
goods would be consistent with empirical evidence (the “Demographic Transition”). 
                                                     
3
 In this model, good C replaces good M. C has a production function of labour input only, as the 
production function of M in the original BT model. C also contributes to the utility function in the same 
manner as M does in the original BT model. Therefore, another way to interpret this model is that the 
manufactured good contributes to fertility.    
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Maxwell and Reuveny (2000), followed by Prskawetz et al. (2003), relate natural 
resource scarcity to emergence of conflicts. They assume that when per-capita resource 
level S /L is less than a given threshold level V , conflicts emerge and increase the death 
rate, expressed as follows: 
( ) L
L
Hdb
dt
dL






+−= φη , 
where η represents the effect of conflicts. η is greater than 1 under conflicts and is 
equal to 1 otherwise. While the authors assume discontinuous changes in the dynamics 
once conflicts set in, Prskawetz et al. (2003) propose continuous changes by assuming 
that the death rate is a function of a threshold for conflict and natural resource scarcity, 
defined as follows: 
L
L
Hd
L
S
,vb
dt
dL






+





−= φη ; p
p
p
max
L
S
v
v
L
S
,v






+
+=




 ηη 1 . 
 Ηere, η is a logistic function of S/L. maxη  represents the maximum impact that a 
conflict may exert on the death rate. When the per-capita resource becomes very low, the 
death rate is at its maximum, i.e., η = 1 + maxη . Together with two more conflict-driven 
parameters that affect labour allocation and resource growth, both studies show that 
conflicts can serve as a stabilizing feedback mechanism as long as it becomes active early 
enough. 
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In contrast, models in the second group, proposed by Basener and Ross (2005) 
and Basener et al. (2008), abandon the framework used in the original BT model and 
adopt the logistic predation originally proposed by Leslie (1948), expressed as follows 
(Basener and Ross, 2005):  
L
S
L
a
dt
dL












−= 1 , 
where a and r are the intrinsic growth rates of population and natural resource, 
respectively.4 Although without the fertility component that represents the conversion of 
eaten prey into new predators, these models show better fitness to the archaeological 
data. Another advantage of this population function is that they can avoid the BT model’s 
aforementioned problem of arbitrarily large population growth; with the logistic function, 
the population growth rate is capped by the nature’s carrying capacity. Meanwhile, this 
population growth framework also has a disadvantage. The per-capita consumption (and 
hence production) level of the harvested good remains constant, i.e., scarcity does not 
affect individuals’ economic decisions, contradicting neoclassical economic theory.5  
                                                     
4
 Basener et al. (2008) propose the discrete version of the model. 
5
 Another study by de la Croix and Dottori (2008) takes a different approach. Instead of the BT-type 
predator-prey system, they incorporate competition between two tribes. It is an overlapping generations 
model in which each tribe chooses its fertility rate to maximize its tribal utility. Their approach is 
considerably different from those of the other studies, and we do not fully explore it here.  
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Although the resource side of equations of motion lacks variations across the models 
(most BT-type models use the same logistic growth function minus harvest, as the 
equation of motion), we examine one variation given by D’Alessandro (2007) and Taylor 
(2009) who employ a critical depensation growth function:   
H
K
S
K
S
rS
dt
dS
−





−





−= 11 . 
K  represents the “tipping point” of the resource stock level below which the 
regeneration rate becomes negative (Taylor, 2009). This arrangement allows their models 
to address the irreversibility problem. A tipping point becomes a determinant of the 
stability of the interior steady states in D’Alessandro’s (2007) model, and Taylor (2009) 
shows that it is one of the three preconditions for the system to reach an environmental 
crisis, including the collapse of the system. 6  Ecological studies support depensation 
growth functions, and these authors’ results warrant further investigation of the use of 
this type of function.    
In conclusion, there are two types of the population dynamics among the BT-type 
models, and each has different features. As Basener et al. (2008) suggest, unlike 
fundamental laws of physics there is no right single differential equation for the 
population dynamics. Hence we should choose one based on the purposes and the 
                                                     
6
 Taylor (2009) defines an environmental crisis as “a dramatic, unexpected, and irreversible worsening 
of the environment leading to significant welfare losses.”  
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corresponding assumptions of the model. An advantage of the framework used in the 
original model is that it incorporates neoclassical economics considerations into the 
population growth in the sense that the harvested good is obtained from agent’s 
optimization. There are pros and cons to the population growth functions explored in this 
section, and we further propose two directions for extending the original BT model to 
enhance its theoretical basis and empirical relevance in application. First, incorporating 
the manufactured good into the population growth function allows the model to capture 
the effect of broader economic activities on the population dynamics. Second, population 
growth as a function of the nature’s resource capacity allows the population growth rate 
to be aligned with, or constrained by, the surrounding nature’s carrying capacity.  
3-2. Substitutability 
 
 Opinions on economic models that presume various degrees of substitutability 
between man-made and natural inputs are based on both theoretical and empirical 
arguments. Theoretically, for a constant elasticity of substitution (CES) function strong 
sustainability requires that the elasticity of substitution (henceforth denoted by σ) 
between man-made good (or input) and environmental amenities (or natural resources) 
must be less than one (Gerlagh and van der Zwaan, 2002; Lawn, 2003).7 Using a nested 
                                                     
7
 We focus on what is known as Hicksian or full σ (Markandya and Pedroso-Galinato, 2007).   
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CES production function and multinational data, a recent study by Markandya and 
Pedroso-Galinato (2007) provides two sets of estimates of σ: one set of values based on 
past studies (1971-1998), and another set freshly estimated by the authors, using more 
recent data. The first set consists of low values of σ between capital and energy (0.87), 
labour and energy (0.42), and labour-capital composite and energy (0.42 and 0.5). The 
second set consists of higher values, e.g., between capital-human resource-energy 
composite and land (1.00), and capital-human resource-labour composite and energy 
(1.00). The only low figure from the second set is between capital and energy (0.37). 
Compared with the estimated value of 2.0 by Nordhaus and Tobin (1972), the estimates 
given by this more recent study suggest that the values of σ are lower than previously 
thought. Since we expect that the values of σ change as economies evolve, changes in 
estimated values as described above are not surprising, although a common view is that 
as economies develop the relationship between energy and capital tends to evolve from 
being complements to substitutes (Ayres, 1998). As for substitutability in consumption, 
although low degrees of substitutability have been observed in various surveys (Gelso 
and Peterson, 2005), we are not aware that empirical literature (in real, rather than 
hypothetical, settings) on this issue is pointing to any particular direction.  
 Most of the BT-type models so far have not addressed substitutability issues. As 
for production functions, some of the BT-type models continue to employ variations of 
the original BT model’s linear production functions in labour (L) for both good H and  M: 
H = αSLH and M = LM, where α is an exogenously given productivity parameter and LH 
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and LM (LH + LM = L) are the labour force allocated to the two sectors (Figure 2.2). 
Meanwhile, other BT-type models employ variations of Cobb-Douglas (C-D) functions. 
This latter approach allows the authors to introduce inputs in addition to labour. Among 
these models, Anderies’ (2003) model is the most general in the sense that both H and M 
are functions of labour and manufactured capital (A):8  
HHS
HHH ALSEH
ααα −
=
1
 
and 
MM
MMM ALEM
αα −
=
1
,  
where EH and EM are efficiency factors (to be explained more in section 3-3), αS, αM, 
and αH are between 0 and 1, and AH + AM = A. As L and S, A is a stock variable and is 
given during each period. While introducing man-made capital is critical to address 
substitutability between natural and man-made inputs, C-D functions limit σ between 
inputs to be one. Nagase and Mirza (2006) employ a CES function M = [θHMρ + 
(1−θ)LMρ]1/ρ where HM denotes the amount of H used as an input. Their study provides 
sensitivity analyses with respect to various (exogenously given) values of σ. 
                                                     
8
 Dalton et al. (2005) modify the production function for M to be a C-D function of L and land, a non-
depletable but fixed amount of resource. De la Croix and Dottori (2008), due to their focus on the analysis 
of conflict and bargaining between clans, omit good M from the model and adopt for H a C-D production 
function of S and L. 
27 
 
 A different approach by Prskawetz et al. (2003) adopts a production function H(S, 
L) = eSLH(fLH + S)−1, where e and f are positive parameters (while keeping the linear 
production function for M). As a C-D or CES does, this function exhibits diminishing 
marginal returns and has a constant σ (= 0.5). Meanwhile, this function has a unique 
feature: for a given level of an input, the output is asymptotically bounded from above as 
the other input level goes to infinity.9  
 As for substitutability in consumption, most BT-type models maintain the C-D 
utility function adopted by the original model (Figure 2.2). In contrast, Nagase and Mirza 
(2006) employ a CES function for the utility function as well as the above-mentioned 
production function. Their simulation results show that reduced substitutability in both 
production and utility functions makes the population and resource dynamics more 
volatile. They also observe the fluctuation of agents’ utility levels to address the issue of 
changes in agents’ well-being over time. 
 Most of the existing BT-type models have population growth functions with 
endogenously determined per-capita consumption of the harvested good; therefore, by 
adopting utility functions that allow for varying degrees of substitutability these models 
can portray the effect of substitutability in consumption on harvesting activities, and 
hence on the population and resource dynamics. In addition, adoption of production 
                                                     
9
 Prskawetz et al. (2003) classify this function as a Monod-type, although a classical Monod-type 
kinetics function does not have the predator stock (L) as part of the numerator.   
28 
 
functions with man-made capital and endogenous innovation will further allow these 
models to examine how consumers’ preferences regarding substitutability affect the 
relative price of the two goods and drive the innovation path--these topics are addressed 
in the next two subsections.    
 While the empirical investigation of σ still awaits further studies, analysing the 
existing BT-type models in terms of substitutability yields some points to consider. First, 
extending the existing models to allow for analyses of the effect of varying degrees of 
substitutability both in production and consumption on population and resource dynamics 
would serve one of the primary purposes of the BT-type models: studying sustainability. 
Second, allowing σ to evolve over time endogenously has both theoretical and empirical 
bases--this is to be addressed in 3.3. Finally, while not explored by the authors, the 
production function of Prskawetz et al. (2003) provides another channel to address 
substitutability issues. As described above, this production function caps the output level, 
being consistent with the notion of strong sustainability. Since the amount of harvest is 
bounded by the existing stock size during any given time period and ultimately by the 
nature’s carrying capacity, in addressing substitutability issues this function could be 
better suited for the manufactured good rather than the harvested good. Combined with 
the introduction of man-made capital as an input, this function allows us to examine the 
trade-off between man-made and natural capital under the strong sustainability criterion. 
3-3. Innovation 
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 Non-exogenous technological change can be distinguished into endogenous 
technological change (ETC) and induced technological change (ITC). A technological 
change caused by economic activities represented by endogenous variables in the model 
is an ETC, while a policy-induced additional change to ETC can be considered an ITC 
(Edenhofer et al., 2006).10 The economics literature on ETC and ITC is flourishing; for 
the purpose of this paper it suffices to say that there are strong supports for ETC and ITC 
in both theoretical and empirical literature. Economic theory dictates that economic 
agents respond to prices that reflect relative resource scarcity, and empirical studies on 
resource price and innovation support this implication (e.g., Popp, 2002; Khatri et al., 
1998; Thirtle et al., 1998).11 Another critical issue surrounding ETC and ITC is the effect 
of learning curves. Studies show that in addition to the price of resources, existing 
knowledge base affects the innovation path (Gritsevskyi and Nakićenović, 2000; Köhler 
et al., 2007).  
 The original BT model has no innovation processes; it and some of the BT-type 
models provide comparative statics analyses of the steady state, with respect to 
parameters such as α (harvest productivity) , r (intrinsic growth rate), and K (carrying 
                                                     
10
 Alternatively, the term ITC can be used to represent both ETC and ITC (Grubb et al., 2002).  
11
 Popp (2002) uses U.S. patent data. Khatri et al. (1998) and Thirtle et al. (1998) provide case studies 
on innovation and agriculture in the UK and South Africa, respectively. 
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capacity). With the original BT model, the steady-state resource stock size S* decreases 
with an improvement in the harvesting technology (an increase in α). The steady-state 
population size L* increases with an innovation in biotechnology (an increase in r or K), 
while the effect of an increase in α on L* depends on the steady-state resource growth 
level. Anderies (2003), as described earlier, adopts C-D production functions for H and M 
with efficiency factors EH and EM. This model also has parameterη, an indicator of 
negative impacts of agriculture on the natural resource base. The author provides the 
boundary combinations of the values of EH and EM for the existence of a steady state and 
a comparative static analysis on changes in η. His analysis shows that, with the given set 
of parameter values, higher productivity in both sectors (larger EH and EM) increases the 
likelihood of population overshooting and collapse, and that reduced externalities 
(smallerη) do not prevent this scenario without systemic changes in the feedback loop 
between resource use and population. D’Alessandro (2007) examines the effect of an 
innovation introduced as a shock that increases the value of α. With the given set of 
parameter values, the author shows that a productivity shock reduces the resilience of the 
internal steady state and increases the risk of the collapse of S. As described in 3-1, 
thanks to the non-depletable resource (land), even with the collapse of the renewable 
resource S this model yields a steady state with a positive population size. The author also 
examines the effect of technology shocks that yield increases in land productivity. Such 
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changes can increase the steady-state population size but also reduces the resilience of the 
internal steady state.   
 Two of the BT-type models adopt time-dependent exogenous technological 
change and ITC. Reuveny and Decker (2000) employ time-dependent logarithmic and 
exponential growth functions for K, r, and α. Their simulation results show two 
intuitively sound results: innovation in harvesting technology, ceteris paribus, can cause 
population crash due to resource depletion, and higher resource growth rates, ceteris 
paribus, can sustain larger population sizes. One outcome that awaits an interpretation is 
that exponential growth of carrying capacity can trigger a feast-famine cycle. Contrary to 
all other studies, Dalton et al. (2005) incorporate ITC into their model. In this model, 
changes in L (embodiment of the existing knowledge and experience with technologies) 
affect the sizes of α and r, defined by the following difference equations: αt = αt−1[1 + 
ξαλ(dL/L)] and rt = rt−1[1 + ξrλ(dL/L)] for dL > 0 and αt = αt−1 and rt = rt−1 otherwise.12 
They find that, compared with the original BT model, making α and r endogenous 
following these rules worsen the feast-famine cycle. The negative effects (exacerbated 
feast-famine cycle with lower S* and/or L*) of increases in α or positive effects (more 
stable system with higher S* and/or L*) of increases in r, ceteris paribus, are qualitatively 
                                                     
12
 Parameter λ (> 0) represents the marginal effect of population changes. Parameters ξα and ξr 
represent the status of institutional arrangement of property rights, to be explained in 3.5.   
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similar to those of above-mentioned studies. One puzzling aspect of their simulation 
result is that increases in r alongside increases in α affect the system negatively.         
 From these studies, we notice the general effects of certain types of technological 
changes, namely, stimulating harvesting technologies have negative effects whereas bio-
technologies have positive effects (meaning of negative and positive as described in the 
previous paragraph). Meanwhile, the analyses conducted so far are mostly of innovation 
as one-time or time-dependent exogenous changes, not allowing us to study the effect of 
continuous innovation driven by scarcity and market prices on the stability of the system 
and its agents’ well-being. One model by Dalton et al. (2005) employs ITC, and each 
innovation process is a function of the population L that represents the knowledge base of 
the economy. Such an innovation function could include other variables that allow the 
technology to evolve in response to changing relative scarcity of productive resources, 
including man-made or natural capital.          
 To conclude, since a major purpose of analysis using the BT-type models is to 
understand the interactions among population, resource use, and the stability of the 
economy, letting this type of model depict the transitional adjustment process by 
incorporating both scarcity-driven ETC and policy-driven ITC that address additional 
needs for the depicted economy to reallocate resources is a beneficial direction for 
extending these models.  
3-4. Capital Accumulation 
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 Despite the remarks we have made so far on introducing capital accumulation into 
the models, the main obstacle for most of the existing BT-type models in motivating the 
agents to accumulate and maintain capital stocks is the agents’ time preferences. 
Accumulation and maintenance of any form of capital (man-made or natural) takes place 
when agents in the modelled economy care about their future. Whereas in most of the 
BT-type models agents are myopic, except one by Good and Reuveny (2006) in which 
consumer’s choice is modelled as a dynamic, multi-period optimization process. The 
resulting agent’s optimal choice in this model takes account of the shadow prices of the 
two stock variables (population L and natural capital S). Such a model could potentially 
incorporate saving activities and man-made capital accumulation as typically done in 
Ramsey growth models.  
 Two models that include man-made capital are given by Erickson and Gowdy 
(2000) and Anderies (2003). In Erickson and Gowdy’s (2000) model, accumulated man-
made capital A affects the fertility function (see 3-1 for the description of the capital 
accumulation rule) but has no direct effects on other functions. As described in 3-2, in 
Anderies’ (2003) model production of both H and M are functions of A. The capital 
accumulation rule in this model is given by the difference between the investment and 
capital depreciation: dA/dt = sw⋅L/PM − δA, where s denotes the marginal propensity to 
save and δ the depreciation rate, both exogenously given. Total savings of the economy 
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in each period (sw⋅L) are used to purchase the manufactured good to form the man-made 
capital, as described in 3-1.  
The motivations behind the introduction of man-made capital are, in Erickson 
and Gowdy’s (2000) case to hypothesize weak sustainability that seems to be indicated 
by the archaeological evidence of E.I., and in Anderies’ (2003) case to analyse the effect 
of investment on demographic transition and the effect of innovation on the dynamics of 
the system through capital accumulation. To focus on these objectives, in both models 
agents’ optimization processes are kept as static, and the question remains as to how to 
interpret the motivation behind the formation of capital in the portrayed economies. This 
question is to be more fully explored in 3-5 where we address the compatibility issue 
between agents’ static views in the BT-type models and introducing into the models 
institutional designs or evolution of property rights.  
The existing models shed light on possible directions to extend the models for 
the purpose of studying sustainability issues with the introduction of man-made capital. 
In addition to incorporating man-made capital into production functions, another 
dimension to consider is the consumption side. Having S and A in a model allows us to 
explore a variety of issues. For example, one can incorporate substitutability between the 
environmental amenity from the natural resource stock and the service flow from the 
man-made capital stock as social infrastructure. The effect of changes in the amount of 
such services, as a result of accumulation or depletion of these stocks, on individuals’ 
well-being can be studied by observing changes in the utility levels. One could also 
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introduce a threshold level of the natural resource stock size that maintains the minimum 
life-support system for individuals, or that keeps individual’s consumption levels of 
goods and services above certain levels, with varying degrees of substitutability between 
the two stocks.  
3-5. Property Rights and Institutional Designs 
 
 Two questions that help us address the treatment of property rights in the BT-type 
models are: what type of property rights historically existed in E.I., and what type of 
property rights are represented by the mathematical specifications of the models. For the 
purpose of replicating the population and resource dynamics of E.I., consistency between 
the two questions is critical. Meanwhile, if one’s interest is to analyse property-right 
issues using the BT-type models as a tool, it is important, first, to understand what a 
chosen model framework represents and then extend the model accordingly. Dalton et al. 
(2005) point to the evidence that Polynesian-style communal ownership ruled by a chief 
or tribunal council, with tightly controlled access to the resource and strong focus on 
immediate consumption of resources, existed in E.I., and the design and operation of the 
BT-type models can be interpreted as such..13  
                                                     
13
 We distinguish common or communal ownership, under which resources are subject to regulation 
and access to the resources is restricted, from open-access in which resources are up for grabs by all takers 
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When an economy is “compact”, collective or common ownership can be 
effective (Demsetz, 2002; Libecap, 2009), whereas some of the authors of the BT-type 
models regard the potential of resource depletion that is inherent in these models as a 
market failure due to inter-generational externalities in resource use.14  These authors 
introduce into their models measures that can reduce the risk of resource depletion and 
population overshooting, namely, institutional designs such as user charges (Pezzey and 
Anderies, 2003) and limitation on harvesting activities (Dalton and Coats, 2000; Pezzey 
and Anderies, 2003). These authors posit stronger (more private) resource ownership as 
the motivation behind the emergence of such instruments. Dalton and Coats (2000), for 
example, explain that when a resource is expected to become relatively scarce in the 
future, under stronger property rights people are more likely to assign a smaller labour 
force for harvesting today than they would under weaker property rights. Meanwhile, the 
mathematical specifications of these models represent the unchanging behavioural 
assumptions for agents across varying degrees of resource ownership. Therefore, an 
alternative interpretation for the emergence of these instruments is possible, and it is that 
                                                                                                                                                              
(Merrill, 2002). It is our understanding that, in order to focus on the property right issues surrounding the 
renewable resource, authors of the BT-type models presume implicitly that goods are traded as private 
goods, and that labour is traded as a privately owned input. When man-made capital is present in the 
production function, it is also presumed to be privately owned (Anderies, 2003, p.240).  
14
 A “compact” economy is one in which economic interactions are biologically, geographically, 
and/or socially close so that cultural customs and feelings for others are influential (Demsetz, 2002). 
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they are institutional designs introduced by a chief or community leaders, while 
maintaining the existing common resource ownership. 15  Such an interpretation is 
consistent with the theoretical and empirical literature that suggests that privatization is 
not the only solution to resource overconsumption under common ownership and that 
historical examples suggest that long-lasting, self-governed management of common 
property resources is possible (Ostrom, 2002 and 1990). 
In contrast to such institutional designs, Dalton et al. (2005) and Good and 
Reuveny (2006) choose innovation in harvesting technology and discount rates, 
respectively, as the areas affected by varying degrees of property rights. Dalton et al. 
(2005) examine the effect of strong or weak property rights on the direction of 
innovation, by incorporating two types of technological change: resource-conserving 
                                                     
15
 Functional specification for an agent’s optimization problem can be considered different under 
different property right regimes, reflecting agents’ varying degrees of resource ownership and their 
alternative states of preferences (e.g., Caputo and Lueck, 2003). With private property rights, the 
production activity in this sector may be better defined at the individual agent’s level as a function of her 
property rather than the sector-level stock size S. Dalton and Coats (2000), for example, introduce 
parameter χ that represents the varying degrees of property rights. This parameter appears in the reduced-
form equilibrium labour allocation for the harvest sector LH*. χ does not appear in agents’ optimization 
process, suggesting that the behaviour of agents in this economy remains unchanged across the alternative 
states of property rights. Therefore, we could alternatively interpret these parameter changes as a 
representation of a chief’s resource conservation policy under the existing property right regime.  
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technology and resource-depleting technology, represented by parameters ξα and ξr as 
presented in 3-3. In this model, stronger property rights promote resource conserving 
technology, whereas weaker property rights encourage resource-depleting technology.16 
Good and Reuveny (2006) examine the effect of various states of property rights on the 
level of harvesting through changes in consumers’ discount rates for their multi-period 
utility maximization problem. In this model, with stronger (weaker) property rights 
people have low (high) discount rates.  
The analytical results of these BT-type models are qualitatively consistent with 
the implications of comparative statics of the original BT model; changes in parameters 
(due to institutional designs or otherwise) that discourage harvesting activities tame 
boom-and-bust cycles of population and resource dynamics. These results are compatible 
with the motivations behind the introduction of property right changes into the models by 
these authors.  
Existing literature provides two prime candidates that explain the mechanism of 
evolution of property rights: interest-group theories and social-norm theories (Merrill, 
2002). The former suggests that in in-egalitarian societies changes in property rights are 
imposed in a top-down manner by those who are more capable than others in an attempt 
                                                     
16
 As described in 3-3, the technology parameters ξα and ξr in Dalton et al. (2005) appear in the 
equations of motion for the innovation process but not in agents’ optimization process; hence the same 
alternative interpretation as described in the previous footnote is applicable here as well. 
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to capture economic rent, whereas the latter suggests that in egalitarian, close-knit 
societies changes in property rights emerge in a bottom-up manner as a social norm or 
pressure, by societal members who shares strong common interests (e.g., Barzel, 2000; 
Kaiser and Roumasset, 2007). 17  As indicated by Pezzey and Anderies’ (2003) 
interpretation of institutional designs as “social norms, pressures, or taboos”, or Dalton et 
al. (2005) and Good and Reuveny’s (2006) representation of the effect of property rights 
on preferences and innovation paths, these models are consistent with social-norm 
theories, although in the BT-type models that incorporate property right issues, changes 
in property rights are exogenous.18 Comparatively, as mentioned earlier these models 
could alternatively be interpreted as being consistent with Ostrom’s (1990, 2002) finding 
that an introduction of institutional designs does not have to be interpreted as being 
driven by more private ownership but instead by “locally evolved institutions and 
norms”, with the existing common ownership.   
Meanwhile, there remains an issue of compatibility between most of the BT-type 
models being static optimization models and the long-term perspectives that motivate 
                                                     
17
 Barzel (2000) analyses the trade-off for a dictator between alternative property right regimes, and 
Kaiser and Roumasset’s (2007) case study of Hawaii is an example of the shift between the bottom-up and 
top-down evolution of property rights.   
18
 While property rights are given exogenously in many studies, some studies incorporate property 
rights regimes as endogenous variables (e.g., Birdyshaw and Ellis, 2007; Bhattacharya and Lueck, 2009). 
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institutional designs or evolution of property rights (and, as discussed in 3.4, capital 
accumulation). Although motivated by stronger property rights, with only static 
optimization provided in the models the aforementioned institutional designs are not 
based on long-term rationality. Evolution of institutional designs or property rights 
themselves requires long-term perspectives among individuals. In response to the 
question of how do norms for sustainable resource use evolve, Ostrom (2002) states that 
sustainable resource use is likely when long-term stewardship rights are given to compact 
groups of people who value fairness, trustworthiness, cooperation and reciprocation and 
who communicate with each other. With such groups of people in society, an 
introduction of institutional designs or property right regime changes that facilitate 
sustainable resource use tend to stem from concerns for future. Consequently, there seem 
to be two reasonable alternatives for the BT-type models to address these issues: (1) 
switch to multi-period optimization models (e.g., Good and Reuveny, 2006) to introduce 
the forward-looking views of individuals in general, or (2) while maintaining most 
individuals’ myopic views, assume that someone (e.g., a social planner or a chief) has 
longer-term perspectives, and regard institutional designs and possibly property right 
regime changes as representative of such perspectives.             
To conclude, both institutional designs and evolution of property rights are 
useful approaches, and which one (or possibly both) should be incorporated into a model 
depends on the circumstances to be analysed. For the purpose of using a BT-type model 
to analyse a compact economy, institutional designs that sustain common-resource 
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ownership, along with the mathematical specification and the optimization process of the 
model that exemplify the chosen approach, are an option. 
3-6. Modeling Approach  
 
Dynamic modeling often faces the trade-off between mathematical representation of 
intended characteristics of economic activities and mathematical assumptions for the sake 
of convenience. In this section, we revisit the issues of substitutability and innovation and 
extend our analysis to consider alternative approaches to dynamic modeling based on 
various objectives of using these models.     
 Certain functions are popular for the easiness with which to obtain analytic 
solutions, but these functions may not necessarily represent the intended relationships 
between the relevant variables. As described earlier, most of the BT-type models so far 
employ linear or C-D production functions and C-D utility functions. These functions are 
easy to solve for equilibrium outcomes but restrict these models’ scope to address 
substitutability issues (cf. 3-2). One way to address this problem is to use a CES function 
and conduct sensitivity analyses with respect to the elasticity of substitution σ.  
However, there still remains the issue of σ being exogenously given and 
constant across time. What is critical about substitutability is not its static value but the 
rate of change in this parameter over time (Beltratti, 1997). Introducing innovation into a 
model can help address the impact of technological progress on substitutability. For 
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example, changes in relative scarcity of harvested versus man-made inputs, represented 
by the relative price of the two inputs, can drive the direction of innovation and affect the 
value of σ. 
Convenient mathematical assumptions also arise when a model aims to provide a 
steady-state equilibrium. Neoclassical optimal growth models tend to employ linearly 
homogeneous functions so that steady-state growth rates can be expressed in per-capita 
terms.19 While this is a generally accepted approach, whether it is desirable to require a 
steady state in a model of population and resource dynamics depends on the objective of 
the analysis. In reality an economy may never reach a steady state due to a continuous 
process of changes and disruptive forces that cause instability (Scrieciu, 2007; Barker, 
2008). Most of the BT-type models can be classified as a combination of a static general 
equilibrium model and a simulation model whose transitional process is given by a set of 
differential equations.20 By design a model of this type requires a static equilibrium for 
                                                     
19
 Edenhofer et al. (2006) provide a general classification for models with innovation and resource 
issues: (1) optimal growth models (inter-temporal maximization of social welfare), (2) energy system 
models (cost minimization for the energy sector), (3) simulation models that start with a set of initial values 
for an economy and calculate the values for the following periods using a set of differential equations, and 
(4) general equilibrium market models that employ demand and supply analyses in multiple, inter-
dependent sectors.  
20
 Good and Reuveny (2006) present an optimal growth model. Basener and Ross (2005) and Basener 
et al. (2008) provide models that are defined outside the framework of neoclassical economic theory. 
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each period; however, such a model does not necessarily need to simplify functions to 
obtain an analytic solution; instead of solving by hand, computational tools are available 
to yield numeric solutions for simulation analyses.21  
4.  Conclusion 
 
This survey article provides a review of models that demonstrate the inter-
dependency between population dynamics and natural resource dynamics. In particular, 
we focus on the BT framework and its descendants that are originally designed for a 
small, closed economy. These models are characterized by the feedback mechanisms 
between agents’ individual, period-by-period optimization of how to allocate their labour 
endowment and consumption activities and the transitional processes from one period to 
next given by a set of laws of motion for the population and resource stocks. As a result, 
the consequences of individuals’ static decisions are reflected in the population and 
resource dynamics. We believe that this branch of literature is of great interest for the 
study of sustainability issues. This literature prompts us to question our future prosperity, 
through our reflection on the demise of past civilizations, and also through the 
understanding of the modeling of population and resource dynamics in general. A little 
                                                     
21
 Another possible direction is to employ a non-equilibrium approach in which we specify behavioural 
and interaction rules for agents and let the power of a computer reveal the dynamics of the model through 
repeated simulations (Economist, 2009). 
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over a decade has passed since the initial appearance of the BT model, and with various 
extensions that have contributed to expand the literature in multiple directions as we 
demonstrated, it seems to be the right time to provide a summary of the literature.   
This survey aims to integrate a group of models through a set of attributes that 
are commonly present across these models, namely, population growth functions, 
substitutability between man-made and natural goods or inputs, innovation, capital 
accumulation, property rights and institutional designs, and modelling approach through 
requirements on the types of solutions and corresponding functional choices. Through our 
analyses in this manner we aim to elicit how each attribute can be incorporated in various 
ways to address specific issues of one’s interest. We hope that such a survey will 
facilitate a better understanding of this type of model and further application of the model 
framework to relevant modern circumstances. We regard the BT model as the skeleton of 
a general model of population and resource dynamics. As demonstrated by its 
descendants, the simplicity of the original model leaves room for incorporating variables 
that allow us to address various issues that are relevant in contemporary economies.22  
Through our analyses we identify unexplored areas and suggest alternative 
approaches and interpretations as possible directions of extending the model framework. 
We are not proposing that a model should encompass every possible feature, but we hope 
                                                     
22
 Brander and Taylor (1998) and Maxwell and Reuveny (2000) provide examples of potential 
application.  
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that highlighting these features in relation to the existing models will stimulate further 
development of the literature.   
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Chapter 3: Ecological Threshold and Ecological Economic 
Threshold: Implications from an ecological economic 
model with adaptation 
 
Abstract 
This paper investigates ecological threshold and ecological economic threshold by 
developing an ecological economic model: an extension of a population–resource 
dynamics model developed by Brander and Taylor (1998). The model reflects three 
critical issues concerning an ecological economic system: system boundary, non-
convexity, and adaptation.  The main findings are: ecological economic threshold may 
come first; ecological economic threshold may be highly context dependent and dynamic, 
which suggests the precautionary principle; market response to an external shock may be 
insufficient to maintain  resiliency; we could restore the system even after passing 
ecological economic threshold by intervention; various transitional paths could be 
possible to restore the system; and adaptation may affect resilience in a non-negligible 
way, which suggests the importance of better information and education.  Because of the 
complexity of the model, the system dynamics approach was used to develop and analyze 
the model. 
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1. Introduction 
 
This paper develops a model of an ecological economic system23 in order to enhance 
understanding of thresholds and resilience. 
Since ecological economic systems are ‘undeniably’ complex (Limburg et al., 
2002) because of intertwined relationships between ecological and economic systems, 
whose characteristics are described with terms such as non-convexity, non-linearity, 
feedback loops, adaptation, out-of-equilibrium, and thresholds, it is hard to predict how 
these systems behave and to implement optimal management (Folke et al., 2002).  This 
paper focuses on thresholds, which are a key concept for the resilience of the systems.  
Currently, despite their critical importance, there is limited understanding of resilience 
and thresholds related to ecological economic systems (Carpenter et al., 2005). 
This paper defines two types of threshold: the ecological threshold (hereafter ET),  
threshold for an ecological system independent of economic systems, which is also called 
the minimum viable population or critical depensation (Daly and Farley, 2010), and the 
ecological economic threshold (hereafter EET), a threshold for an ecological economic 
system.  While it is well known that ET is not a threshold for an ecological economic 
                                                     
23
 In resilience literature (e.g., Folke et al., 2002; Carpenter et al., 2005), a social-ecological system 
(SES) may be more common but I will use an ecological economic system for my narrower focus on 
economic systems rather than broader social systems. 
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system but a threshold in the absence of human activities, EET has not been well 
investigated. 24   In this paper, I will provide a dynamic model to obtain a better 
understanding of EET, how EET depends on the context,  the relationship between ET 
and EET, how markets respond to disturbances to ecological systems, and what measures 
could be used to maintain or increase the resilience of an ecological economic system.25 
The model developed in this paper reflects three key issues that are essential for 
studying ecological economic systems in general.  They are 1) appropriate system 
boundary, 2) non-convexity of ecosystems, and 3) adaptation.  They are particularly 
important for developing economies, as I discuss in the following section.   
The model is an extension of a population-resource dynamics model developed by 
Brander and Taylor and published in the American Economic Review in 1998 
(henceforth the BT model).  The BT model is characterized as a general equilibrium 
version of the Gordon-Schaefer model, using a variation of the Lotka-Volterra predator-
prey model.  To reflect the three key factors, adaptive mechanisms for price expectations 
and a variant of the logistic function proposed by Taylor (2009) for the dynamics of a 
natural resource that reflects a threshold are incorporated into the BT model. 
                                                     
24
 Kahn and O’Neil (1999) and Muneepeerakul and Qubbaj (2012) point out the similar point 
developing a model but their models do not model economic systems and adaptation. 
25
 In addition to the use of a model, Carpenter et al. (2005) suggest three other approaches to 
investigate resilience.  They are stakeholder assessments, historical profiling, and case study comparison.  
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Because of the complexity of the model, I adopt a system dynamics approach, 
which uses computer simulations to analyze complex systems (e.g., Sterman, 2000).  As 
Nagase and Uehara (2011) discuss, there are two ways of the use of modeling: use a 
model for replication and use a model as a tool.  The purpose of the use of the BT model 
for this paper is the latter.  This paper uses the BT model as a tool to investigate various 
possible scenarios. While the eventual target of the model is its application to today’s 
developing economies, the model fitness to historical data of a certain economy is not the 
main focus because developing economies are facing unprecedented phenomena.  For 
example, Lech et al. (2011) describe the current phenomenon as “complex and dynamic” 
in which environmental conditions, developments in science and technology, social 
systems and economic systems are changing more rapidly.  A UN report (UNESCAP, 
2010) called the unprecedented phenomenon “a new economy” in which natural resource 
constraints are largely defining the future outlook, and a new economic paradigm is 
needed. 
 
2. Background 
 
2.1. The Three Key Issues 
 
Economic models have been developed in order to study the sustainability of an 
economic system, and most of them are extensions of either a neoclassical growth model 
(e.g., Dasgupta and Heal, 1974; Solow, 1974a; Stiglitz, 1974) or endogenous growth 
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theory (e.g., Bretschger, 2005; Bretschger and Smulders, 2006; Pittel, 2002).  Whichever 
growth theory is adopted, these economic models share a preference for simplification.  
Such simplifications are sensible provided that, as Robert Solow (1956) puts it, “the final 
results are not very sensitive” (p.65) to such simplifications.  Since an ecological 
economic system is complex, the model of the system should contain an appropriate level 
of complexity, with appropriate simplifications.  Here I will discuss the importance of the 
aforementioned three issues that represent complexity necessary for an ecological 
economic model to be able to provide useful policy insights for developing economies. 
1.  System Boundary. Since an ecological economic system is undeniably 
complex (Limburg et al., 2002), it is critical to set an appropriate boundary of the system. 
Specifically, population, economic growth, and natural resources should all be treated as 
endogenous variables within the boundary of the system (Dasgupta, 2008). When a 
variable is treated as exogenous, the feedback loops amongst the variables are lost. 
Consideration of these feedback loops has not been the primary focus of modern growth 
economists. New growth theory depicts economic growth and natural resources 
endogenously, but with a fixed (or zero) population growth on the one hand. On the other 
hand, unified growth theory treats economic growth and population as endogenous, but 
natural resources are not incorporated into the models.  These assumptions may be 
sensible for studying an economic system where natural resource constraints and 
population dynamics do not play significant roles.  However, when it comes to 
developing economies, these are among the most critical issues.  Treating ecological 
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systems and economic systems separately is “a poor choice of boundary” (Costanza et al., 
1993). The lack of their strong interactions in a model results in severe misperceptions 
and even policy failures (Costanza, 1987).  Folke et al. (2002) call the two assumptions 
adopted in policy making practices the fundamental errors underpinning past policies for 
natural resource issues: an assumption that ecosystem responses to human use are linear, 
predictable and controllable; an assumption that human and natural systems can be 
treated independently.  Dasgupta and Mäler (2003) assert that to drop natural resources 
from a model is not sensible when studying development possibilities today.  This 
argument is supported empirically as well. For example, a report by the United Nations 
(UNESCAP, 2010) shows that natural resource constraints actually have an impact on the 
growth of developing economies. In sum, to set an appropriate system boundary, it is 
necessary to incorporate endogenously population, natural resources, and economic 
growth. 
2.  Non-convexity of ecosystems.  Concerning natural resources, in contrast to the 
abundance of studies on the dynamics of non-renewable resources and economic growth, 
much room remains for studies on the modeling of renewable resources in conjunction 
with economic growth. A key is to reflect “ecosystem non-convexity” (Dasgupta and 
Mäler, 2003) or a “non-marginal system” (Limburg et al., 2002) that enables us to 
address more fully the complexity of the dynamics of renewable resources. Non-
convexity of ecosystems often indicates the existence of multiple equilibria, thresholds, 
and positive feedback loops (Dasgupta and Mäler, 2003).  One example of such non-
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convexity is that a renewable resource has a threshold (or critical depensation level or 
minimum viable population (Daly and Farley, 2010)).  To incorporate non-convex 
ecosystems into an economic model is particularly important for two reasons (Dasgupta 
and Mäler, 2003).  First, developing economies, especially poor economies, often have to 
operate very close to the threshold.  Once an ecological economic system passes the 
threshold for overusing natural resources, positive feedback drives the system to a 
different state of equilibrium (often to a bad state).  Second, poor economies often depend 
heavily on natural resources and do not have the substitutes available to rich countries.  
There are also empirical supports that some economies have already passed their 
thresholds (e.g., Rockstrom et al., 2009). In sum, although identifying the locations of 
these thresholds is often difficult (Daly and Farley, 2010), their impact is not negligible 
so we must strive to better understand their roles if our aim is to study the implications of 
policy interventions.   
3.  Adaptation (learning).  Most economic models employ the presumption of 
instantaneously achieved equilibrium states, neglecting adaptation or learning processes 
that allow a system to be in an out-of-equilibrium state. When the state of the system is 
expected to change gradually, ignoring adaptation may not make any notable differences. 
However, this may not be the case where the state of a system changes rapidly or a 
sudden external shock occurs. In such situations, agents may have imperfect information 
and cannot make the rational decisions assumed in instantaneous equilibrium models.  
Under such circumstances, incorporating adaptation processes into a model could 
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contribute to a better depiction of the dynamics of the system.  An economy dependent 
significantly on non-convex ecosystems may have such an attribute.  As Leach et al. 
(2010) maintain, today’s world is highly complex and dynamic in the sense that system 
state is changing dynamically at a rapid pace. In the context of sustainability and 
resilience, the importance of adaptation and out-of-equilibrium has been often pointed out 
(e.g., Folke et al., 2002; Leach et al., 2010; Levin et al., 1998; Solow, 1974b). 
Meanwhile, modeling out-of-equilibrium has not been developed well. Modeling 
adaptation or learning is a prevailing subject in modern macroeconomics (e.g., Arifovic 
and Maschek, 2006; Evans and Honkapohja, 2011), but such modeling approaches to 
adaptation have not been applied to natural resource issues, save a few exceptions (e.g., 
Hommes and Rosser, 2001 and Forini et al., 2003).26  Adaptation is likely to be a non-
negligible theme in developing economies where the available information is often more 
limited.  In sum, because of the important roles it plays for sustainability and resilience, 
adaptation that allows for out-of-equilibrium states can provide further insights that 
instantaneous equilibrium models could not provide. 
                                                     
26
 Adaptation here is a narrower concept and is different from “adaptive management” recently often 
used in sustainability issues in the sense that the former focuses on how to form an expectation of some 
variables in the future such as prices.  This use of the term is similar to the one used in adaptation or 
learning in macroeconomics. 
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2.2. Resilience and Sustainability 
 
Resilience and sustainability are two major criteria to evaluate an ecological 
economic system.  In economics, sustainability or intergenerational equity has been a 
major focus.  The first major contributions are made by Dasgupta and Heal (1974), Solow 
(1974a), and Stiglitz (1974).  Solow (1974a) suggests an operational notion of 
sustainability which has been often used by later economists.  Adopting the notion of 
John Rawls, Solow forms the problem of sustainability as the maximization of constant 
consumption per capita which satisfies the max-min principle.  There have been various 
definitions of sustainability proposed since then.  The Hartwick rule (Hartwick, 1977) is a 
practical rule which satisfies the constant per capita consumption criteria.  Instead of 
consumption, Pezzey (1989) proposes non-declining utility.  Later, Pezzey with Toman 
propose an opportunity-based judgment instead of utility-based judgment, that is, non-
declining wealth or aggregate capital (Pezzey and Toman, 2005). 
 Those concepts could be appropriate when an ecological economic system 
behaves well (i.e., its dynamics are predictable and controllable).  However, when 
ecological and economic systems are highly interdependent, as Dasgupta and Mäler 
(2003) argue, the system may have positive feedback processes, thresholds, and multiple 
equilibria.  In this case, the system could cross a threshold and result in a sudden change 
in the behavior of the system, which could lead to a collapse.  Most concepts of 
sustainability may not reflect this possibility.  In reality, however, the possibility of 
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thresholds followed by sudden changes in system behavior, are a realistic issue, 
especially in developing economies.  The concept of resilience introduced to my model 
takes into account such a possibility.27 
 Resilience is a concept rooted in ecology (e.g., Holling, 1986; Pimm, 1984) but it 
has been also recently been applied to ecological economic systems.28  For ecological 
economic systems, Holling and Walker (2003) provide the following explanation of 
resilience: 
 
"Resilience," as applied to ecosystems or to integrated systems of people and natural 
resources, has three defining characteristics: 
• The amount of change the system can undergo and still retain the same controls on 
function and structure (still be in the same state, within the same domain of attraction) 
• The degree to which the system is capable of self-organization 
• The ability to build and increase the capacity for learning and adaptation 
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 It should be noted that while sustainability is a normative concept, resilience is a descriptive concept. 
28
 For example, Environment and Development Economics (1998, (3), 221-262) published a policy 
forum on the resilience of ecological economic systems. 
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The main attribute of the resilience is the first statement. The second and the third 
definition complement the first.  In this paper, I follow an operational definition of 
resilience proposed by Derissen et al. (2011), specified as follows: 
 
The ecological-economic system in state (x(t∆), w(t∆)) is called resilient to 
disturbance by an actual shock ∆ at time t∆ if and only if the disturbed system is in the 
same domain of attraction in which the system has been at the time of disturbance: 
 
(x(t∆), w(t∆))∈Ai  (x(t∆ + dt), w(t∆ + dt))∈Ai 
 
where Ai , x(t∆), and w(t∆), are respectively ith domain of attraction, and two different 
types of natural stock at time t∆.29 
 Because my model incorporates the non-convexity of natural resource, I will 
focus on the resilience of the system rather than its sustainability.30 
 
                                                     
29
 In my model, there is only one type of natural resource stock, S. 
30
 Resilience is often seen as a necessary condition for sustainability (e.g., Mäler, 2008; Arrow et al., 
1995).  However, Derissen et al. (2011) show that their relationship (i.e., necessary and/or sufficient) 
depends on the situation. 
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3. Model 
 
3.1. The Baseline Model 
 
The BT model stylizes causal relationship between a population growth, resource 
growth, and their effects on the state of the economy, and it has been applied to the 
economy of Easter Island to demonstrate its historical boom and bust. The BT model is 
characterized as a general equilibrium version of the Gordon-Schaefer Model, using a 
variation of the Lotka-Volterra predator-prey model. Resource (S) dynamics and 
Population (L) dynamics are given by (dropping the time argument for convenience) 
max
( ) 1dS SG S H rS H
dt S
 
= − = − − 
 
       
where G(S), r, Smax, and H are a logistic growth function of S (or sustainable-yield), 
the intrinsic growth rate, the carrying capacity, and the harvest of S, respectively, and 






+−=
L
HdbL
dt
dL φ          
where b−d and φ are respectively the net base rate of population increase and a 
positive fertility parameter. The population dynamics is Malthusian in the sense that 
higher per-capita-consumption of the resource good leads to higher population growth. 
The economy consists of two sectors, the harvested good (H) and the manufactured good 
(M).  
At any point in time, the production functions for goods H and M are given by 
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HP = αSLH           
MP = LM           
where α, LH and LM are respectively a productivity coefficient, labor allocated to 
producing H and labor allocated to producing M (LH + LM = L).  
A representative consumer who is endowed with one unit of labor maximizes 
utility: 
u = hβm1−β        
subject to the budget constraint   
 PHh+PMm = w,  
where h, m, β, PH, and PM are respectively individual consumption of H and M, 
preference for consumption of H, and price for H and M. 
Solving the representative consumer’s and producers’ maximizing problems, we 
can get the reduced forms of the laws of motion: 
max
1dS SrS LS
dt S
αβ = − − 
 
        
( )SdbL
dt
dL φαβ+−=          
Three characteristics of the model are worth highlighting. First, the harvest H is 
determined endogenously as the result of an economic activity explained by a general 
equilibrium model. Second, agents in this model face a period-by-period optimization 
problem, without taking into account any consequences of the future resource availability 
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and population size. It would be a reasonable assumption for a situation where the 
resource stock is in open access and the agents are atomistic (Taylor, 2009). Third, at 
each moment of time, the economy reaches a temporary general equilibrium 
instantaneously given fixed amounts of natural resource stock and population at that 
point in time. Since the natural resource stock and population will change over time, so 
do the equilibrium prices and quantities. 
 
3.2. Methods: Main Extensions 
 
The model expands the BT model to reflect the three key issues: appropriate system 
boundary, non-convexity of natural resources, and adaptation.  Since the BT model 
reflects an appropriate system boundary (i.e., population dynamics, natural resource, and 
economic growth are modeled as an endogenous variable), non-convexity of natural 
resources and adaptation are additionally incorporated.  To build the model, a system 
dynamics approach is adopted.  Because the extended model includes many components 
and some of them are technical, I focus here on explaining how non-convexity and 
adaptation are incorporated in the model.  For the purpose of replication of the results in 
this paper, a full list of equations for the model in Vensim format will be provided upon 
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request.31 The full model using the stock and flow diagram  can be found in the Appendix 
A. 
3.2.1. The Non-Convexity of Natural Resources 
 
While the natural growth function in the BT model does not include a threshold, I 
include a threshold to reflect the non-convexity of a natural resource growth.  The 
formulation follows Taylor (2009) who uses the form to incorporate crisis into the BT 
model. 
( )
max
( ) 1 SG S r S T
S
 
= − − 
 
       
 
T represents the ET.  Once the resource stock size S is smaller than T, even zero 
harvesting cannot recover S.  The interpretation of T depends on the situation.  For 
example, if S is a forest, crossing T could mean soil erosion due to lower S intensifies a 
decline in S.  It should be noted that the rate of growth at S = 0 is strictly negative, 
meaning that “since a negative stock is not possible, these dynamics will imply a sudden 
                                                     
31
 Parameters used by Brander and Taylor (1998) are adopted except for variables newly added such as 
the threshold T and adjustment times.  To reflect the current unprecedented rapid changes in developing 
economies (e.g., Leach et al., 2010), the rates of change are assumed to be per year instead of per decade as 
specified by Brander and Taylor. 
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stop to stock depletion as the S = 0 barrier is crossed.  This has the flavor of a car hitting a 
brick wall at S = 0 and decelerating to zero instantaneously” (Taylor, 2009, p.1250). 
3.2.2. Adaptation 
 
Adaptation or learning is applied to producers’ learning prices for good H and M to 
make production decisions.    
There are many variations of learning that can be used to model bounded 
rationality.  For example, there is a growing literature in macroeconomics (e.g., Arifovic 
and Maschek, 2006; Evans and Honkapohja, 2011).  Learning in macroeconomics refers 
to models of expectation formation in which agents revise their forecast rules over time 
as new data becomes available (Evans and Honkapohja, 2008).   To be consistent with 
the cognitive consistency principle, agents are assumed to be about as smart as (good) 
econometricians (Evans and Honkapohja, 2011).32  
 Instead of assuming agents to be econometricians, I adopt simple adaptive 
expectations (Nerlove, 1958; Sterman, 2000).  For the purpose of this model, however, 
such an assumption is problematic. The imperfect knowledge of agents is due to the 
complexity of an ecological economic system in which we even do not know the 
                                                     
32
 The most commonly used estimation method may be the recursive least squares (RLS) (Evans and 
Honkapohja, 2008).  Another approach is the sample autocorrelation (SAC) learning which is, for 
example,  applied to the learning of prices for a fishery market (Hommes and Rosser, 2001). 
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probability of, for example, passing the threshold of the global climate.  Hence learning 
without assuming the knowledge of probability could be more appropriate for the present 
model.33 , 34  Because of its simple learning structure, it is relatively easy to interpret 
outcome.  Agents’ knowledge and skills are assumed to be more bounded and they 
gradually update their beliefs using a simple rule instead of a sophisticated econometric 
learning as they find the gap between their beliefs and the actual value of the variable. 
 Adaptive expectations are applied to producers’ price expectations in the H and M 
industry as; 
( ), , 1 , 1 , 11e e ei t i t i t i t
i
p p p p
AT− − −
= + −
 , 
1, ,iAT i H M≥ =
    
 
where 
,
e
i tp  is the producers’ expected price of i for t at t-1, , 1i tp −  is the market price of i at 
t-1 and ATi is the adjustment time or the speed of adjustment for i.   
In addition, market prices are assumed to be non-market clearing, to make the 
adaptive characteristics of an ecological economic system more realistic.  The dynamics 
                                                     
33
 This formation is in line with the Post Keynesian uncertainty which asserts that probability 
distributions are not the basis for comprehending real world behavior under uncertainty (Davidson, 1991). 
34
 There are four sources of imperfect knowledge; risk, ambiguity, uncertainty, and ignorance 
(Common and Stagl, 2005) that are sorted based on the availability of the information about probabilities 
and outcomes.  
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of market price follows the simplest tatonnement process or “market groping” (Day, 
1994), defined as follows: 
 
( )
( )
, 1
, , 1
, 1
1
, ,
i i t
i t i t
i i t
D p
p p i H M
AT S p
−
−
−
 
= + = 
  
       
 
where Di(pi,t-1), Si(pi,t-1) , and AT are quantity demanded at t-1, quantity supplied at t-1 for 
i, and a fixed adjustment time for both H and M. 
My model allows market transactions while the market is seeking a market-
clearing price, although market transactions are generally not allowed in the tatonnement 
process until the market-clearing price is found (Takayama, 1974).  In other words, non-
perishable goods are assumed for H and M in the present model. 
 Once price expectations are formed, expected wages for H and M are formed as 
well.  Since total revenues are paid exclusively to labor in both H and M industry, 
assuming zero rent, expected wages are computed as: 
MHi
L
Qp
w
ti
ti
e
tie
ti ,,
1,
1,,
,
=
×
=
−
−
       
where etiw , , 1, −tiQ , 1, −tiL are respectively expected wage for industry i for t, quantity sold in 
industry i, and labor in industry i at t – 1.  While adaptive expectations are applied to the 
price expectation, the quantity sold and labor applied are at the current state.  This is a 
simplification and can be interpreted as a naïve expectation (i.e., expected value = current 
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value).  Since wages should be equal in equilibrium, labor allocation between H and M 
industry continues until wages are equalized. 
 In sum, the model has a self-referential feature (Branch, 2004; Davidson, 1991); 
the [next] system state depends on expectations, which depend in turn on the [current] 
system state. 
 
3.3. Model Testing 
3.3.1. Learnability of equilibrium 
 
Since the model adopts a general equilibrium structure as a base, the markets should 
be moving towards equilibrium.  When the natural resource S and population L are 
changing, the system is always seeking market clearing prices under new S and L and is 
therefore often out of equilibrium.  To examine the validity of the model, the dynamics of 
the model are tested with S and L kept constant (i.e., dS/dt = dL/dt = 0) to see whether the 
model can find an equilibrium.35 
                                                     
35
 Learnability here simply means that expected prices converge to actual market prices.  Learnability 
in macroeconomics provides more sophisticated discussions and definitions.  For example, there are several 
concepts of learnability or convergence to equilibrium such as Rational Expectations Equilibrium (REE), 
Restricted Perceptions Equilibrium (RPE), and Consistent Expectations Equilibrium (CEE).  A good 
summary on these equilibria is made by Branch (2004). 
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 The dynamics were tested by raising the market price for H, PH, by 10 at t = 10 as 
a shock.  To see the effect of different adjustment times (AT) for price expectations of H 
and M, four combinations of them were tested: (1) both adjustments were relatively quick 
(ATH = ATM = 2); (2) both adjustments were relatively slow (ATH = ATM = 4); 3) 
adjustment for PH was relatively slow (ATH = 4 and ATM = 2); and 4) adjustment for 
price M was relatively slow (ATH = 2 and ATM = 4). 
 Because of a general equilibrium setting, a shock on the H market affects the M 
market as well.  When PH changes, the change affects e tHw ,  which leads the relative 
wage, e tM
e
tH ww ,, to differ, causing labor reallocation between the H industry and the M 
industry.  Different labor allocation to the M industry affects the production of M as well. 
 Figure 3.1.a through 3.1.d show the results. In all four cases, fluctuations of the 
price expectations for both commodities are moderated compared with their actual 
market prices.  This is because suppliers do not reflect the price change totally (i.e., naïve 
expectations); instead, they update their expectations only partially.  Although there are 
some differences in behavior for different combinations of ATs, they are not so obvious 
given dS/dt = dL/dt = 0. But these differences may be non-negligible when S and L are 
endogenous as shown in the next section. 
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 Figure. 3.1.a. ATH = ATM = 2 
  
Figure. 3.1.b. ATH = ATM = 4 
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Figure. 3.1.c. ATH = 4, ATM = 2 
  
Figure. 3.1.d. ATH = 2, ATM = 4 
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3.3.2. Comparison of the Original BT with the Extended Model 
 
To see the impact of different ATs on population and a natural resource, five 
simulations are reported and compared.  These five variations are: without adaptation 
(i.e., zero adjustment time), and the four different combinations of ATs.  Sensitivity 
analysis using different combinations of ATs helps us to see the variability of results for 
different ATs. 
There are three points worth highlighting.  First, with the same ATs, the trough of the 
natural resource and the peak of population arrive slower than observed in the model 
without adaptation.  This is because the model for the adaptation process involves delays.  
Second, the results do not change very much when both ATs are changed by the same 
degree.  This is because in the baseline simulations variables change gradually, and 
expectations remain close to actual prices.  Third, when different ATs are applied to each 
industry, however, the dynamics of the natural resource and the population change 
significantly.  A longer AT indicates that agents will respond to a change slowly. When 
agents in both industries update their expected prices at the same speed (i.e., cases for 
ATH = ATM = 2 and ATH = ATM = 4), the relative expected wage, e tMe tH ww ,, , does not 
change very much, as shown in Fig. 3.2.c.  However, when their adjustment speeds are 
different, their expected prices and the resultant expected wages will change at different 
rates, which has a more significant impact on the natural resource and on Population.   
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Figure 3.2.a. Natural Resource 
 
Figure 3.2.b. Population 
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Figure 3.2.c. Relative Expected Wage 
 
In the simulation results of the case (3), both PH and PM decline initially.   When the 
market prices are going down, the H industry with a longer AT will stick more to 
previous higher prices and will not lower the expected price and expected wage, relative 
to the expected price and expected wage by the M industry with a shorter AT, resulting in 
a higher relative wage.   With the higher relative wage, more labor is allocated to the H 
industry and more natural resources are exploited, as shown in Figure 3.2.a.  Since the 
consumption of H influences population growth rate, population reaches a higher peak, as 
shown in Figure 3.2.b.  Interestingly even though adaptation processes take time, model 
behavior when adaptation is included does not necessarily mean that the overall system 
response is “slower” when compared to the instantaneous equilibrium model without 
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adaptation.  This is possible because of the nonlinear impact of reinforcing feedback 
loops. 
 This result reinforces the importance of setting an appropriate system boundary—
a boundary that allows researchers to study more fully the interdependencies between 
population and natural resources.   
4. Results 
   
In this section, I show how the models with and without adaptation respond to an 
external shock.  Here the external shock is a hypothetical shock that suddenly reduces the 
stock of the natural resource S.   This could be due to a natural disaster such as an 
earthquake and/or tsunami. 
4.1. The Impact of an External Shock: The Model without 
Adaptation 
 
Figure 3.3.a. through 3.3.f. show the results obtained from the model without 
adaptation under three different cases: no external shock (Case 1), a smaller external 
shock (Case 2), and a larger external shock (Case 3). Figures on the left side show the 
dynamics of S.  Figures on the right side show a phase plot for the sustainable-yield, 
G(S), (red line) and the harvest H (blue line). Ecological threshold, ET, is set as S = 
2,000.  To show the eventual convergence of S, figure 3.3.b. and 3.3.d. show the results 
with longer simulation periods (t = 1000).  Case 1 shows that H converges to the 
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sustainable yield in the long run (Fig.3.3.b).  In Case 2, although S declines suddenly 
(Fig.3.3.c), it restores to the level where H equals to G(S) (Fig.3.3.d).   Hence the system 
is resilient against this smaller external shock at t = 100.  Case 3 shows an interesting 
result. Because of a larger external shock, the system crosses ET and S goes zero in the 
end.  What should be noted here is that the external shock does not reduce S below the ET 
instantaneously. It is because of the EET by the shock that cause S to go extinct in the 
end.  This indicates, without economic activities, S should recover after the shock, which 
is shown in the dashed line in Fig.3.3.e.  After the external shock, S = 2,337 > 2,000.  S 
ends up crossing ET because of the interaction between the ecological and economic 
systems.  As shown in Fig.3.3.f., since H is larger than G(S), S keeps declining after the 
shock.  This tells us that to maintain system resilience, we should pay more attention to 
the ecological economic threshold, EET, rather than the ecological threshold, ET.  Even if 
the external shock alone does not reduce S below ET, S becomes zero if the external 
shock reduces S below EET. 
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Case 1: No External Shock 
 
Figure 3.3.a Natural Resource S   Figure 3.3.b Phase Plot for S, H, and G(S) 
Case 2: A Smaller External Shock (S declines by 1,000 at time t = 100) 
 
 Figure 3.3.c Natural Resource S   Figure 3.3.d Phase Plot for S, H, and G(S) 
*EETt=100  = 2,639 
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Case 3: A Larger External Shock (S declines by 1,800 at time t = 100) 
  
Figure 3.3.e Natural Resource S  Figure 3.3.f Phase Plot for S, H, and G(S) 
*EETt=100  = 2,639 
 
The model adopts a general equilibrium structure as a base, hence it allows us to 
investigate how the economic systems respond to an external shock.  The reduced-form 
solution of the original BT model provides useful insights into the system outcome. The 
temporary equilibrium PH is 1/αS; the temporary equilibrium quantity is αβLS.  
Therefore, with an external shock that reduces S, PH will go up and the harvest will go 
down.  However, the response via price signals may not be enough to avoid a collapse, or 
passing EET, as shown in Fig.3.3.e and 3.3.f.  To avoid passing EET, the following 
condition has to be satisfied: 
( )
max
1 0H
dS S
r S T SL
dt S
α
 
= − − − ≥ 
 
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2
max4
2
TS
S
ζ ζ+ +
=
 where 
max
max
HL SS T
r
αζ = + −
  
Given fixed Smax, T, α, β, and r, we can derive a threshold number of LH.  However, 
as shown in Fig. 3.3.f, dS/dt is positive after the shock, which warns that the price signals 
may not lower LH enough to satisfy the above inequality.  In sum, although price signals 
may help increase resilience in an ecological economic system by reducing the harvest, 
they may be insufficient.   One of the reasons for this inadequacy of the price signals is 
that they do not reflect information about resilience or the ET (Levin, et al., 1998).36 
4.2. Context Dependency of EET 
 
Since EET is the result of interaction between ecological and economic systems, EET 
changes as the state of the system changes.  Whether the system passes EET with an 
external shock depends on the context. 
  Figure 3.4.a compares ET with EET. While ET is fixed at S = T, EET changes as S 
and LH change (EET is the result of complex interactions between ecological and 
                                                     
36
 While it is well recognized the difficulty of observing ET (Carpenter et al., 2005), Mäler (2008) 
proposes one approach to price resilience.  The basic idea is to evaluate the distance between the current 
state of the system and the threshold (Mäler, 2008).  This valuation, however, does not reflect the EET. 
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economic systems).37  By considering both Figures 3.4.a and 3.4.b, a high correlation 
between EET and population can be observed:  when population increases, EET rises as 
well, which means that the system becomes less resilient. 
  
Figure 3.4.a.  ET and EET                       Figure 3.4.b.  Population and Natural Resource 
 
The context dependency of EET can be observed by comparing models with different 
adaptations as well.  Fig 3.5 shows the dynamics of natural resource S for models without 
adaptation and with various adaptations.  The external shock reduces S by 1,543 units at t 
= 100 which is just above the EET for the model without adaptation. With the same shock 
at t = 100, the system with ATH =4 and ATM =2 crosses the EET, and S does not stop 
until it becomes zero.  The difference in adaptations affects the resilience in two ways.  
First because of the difference of adaptations, the state of the system (e.g., S in Figure 
                                                     
37
 Since the EET cannot be derived analytically, it is derived by simulation. 
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3.5) at t = 100 varies.  Second, because of the difference of adaptations, the responses to 
an external shock (e.g., how fast each price changes) are different. 
 
 
Figure 3.5 Change in Natural Resource S after an external shock at t = 100 
 
Table 3.1 shows how much external shock at t = 100 each system can tolerate.  When 
an external shock larger than the tolerable maximum external shock is given at t = 100 
(i.e., S crosses EET), the system crosses the ET later and S goes extinct.  
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Table 3.1. EET at t = 100 for different models 
Model EET 
Tolerable 
Maximum 
External Shock 
S when the 
shock Occurs ET 
No Adaptation       2,639           1,543           4,182           2,000  
ATH = ATM = 2       3,051           2,112           5,163           2,000  
ATH = ATM = 4       3,036           2,157           5,193           2,000  
ATH = 4, ATM = 2       2,884              290           3,174           2,000  
ATH = 2, ATM = 4       3,252           4,146           7,398           2,000  
 
There are two things to worth highlighting.  First, EET differs among the models.  
Second, interestingly, we can see wide differences in tolerable maximum external shock, 
ranging from 290 to 4,146. This difference reflects the context of each model at t = 100: 
the size of population, the natural resource level, harvest rate, and regeneration of S.  
These results show that the computation of EET is difficult, if not impossible, in practice, 
as Carpenter et al. (2005) maintain. 
5. Discussion 
 
5.1. Ecological Economic Threshold 
 
Simulation results show that even when an external shock which reduces the natural 
resource stock, S, is not large enough for the ecological economic system to pass ET, S 
could continue declining until it goes extinct by crossing ET due to interactions between 
ecological and economic systems.  This indicates the presence of another threshold: EET.   
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 The presence of EET has not been a focus in standard textbooks for resource 
economics and ecological economics which uses the optimal management approach to 
renewable resources (Folke et al., 2002), while a critical depensation type sustainable-
yield curve (hereafter SY) is often adopted as a base (e.g., Conrad (2010); Daly and 
Farley (2010); Tietenberg and Lewis (2011)).38  Under the optimal management where 
perfect information is assumed, the harvest is always equal to the sustainable yield so that 
there is no possibility of either over-yield or under-yield.  While I showed ET and EET by 
dynamic simulation, some implications about them could be explained by using the 
critical depensation type SY curve with a static catch-per-unit-effort (CPUE) curve in 
which the catching effort is fixed, as used by Daly and Farley (2010). 39  
In Figure 3.6, the straight line, H, is called a CPUE curve that shows a linear 
relationship between effort, LH, natural resource, S, productivity coefficient, α, and 
harvest, H.  Smax is the carrying capacity. S’ is a stable equilibrium point, and EET is an 
unstable equilibrium point.  Daly and Farley (2010) dismiss EET, saying “[EET] is an 
                                                     
38
 Among these textbooks, Conrad (2010) derives conditions for overshoot to occur but does not 
analyze how economic systems respond to external shocks, which is the focus of this paper. 
39
 In textbooks (Conrad, 2010; Daly and Farley, 2010; Goodstein, 2007; Tietenberg and Lewis, 2011), 
a curve for total revenues is derived by multiplying the sustainable yield curve by the price of the harvest to 
find the profit maximizing catching effort level.  However, in my model, it is assumed that agents do not 
know the SY curve so that such total revenue curve is not adopted. 
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unstable equilibrium of no practical interest in a dynamic world and hereafter ignored” 
(p.214).  However, this should be the truly important threshold for the resilience of an 
ecological economic system in which ecological and economic systems affect each other.  
When an external shock reduces S down to below EET but above ET, H is greater than 
the regeneration of S, leading to a collapse.  When the CPUE curve is steep enough not to 
cross the SY curve except at S = 0 (Ho in Fig.3.6), which is the only steady state, there is 
no EET and S goes extinct anyway. 
With a dynamic CPUE curve, as my model shows, LH is changing over time.  This 
means that the slope of the CPUE curve is changing so that EET is context dependent and 
dynamic.  For example, as indicated in Fig.3.3.b and d, S may not go extinct even if the 
CPUE curve does not cross the SY curve temporarily.  Because of the dynamic nature of 
the system, it is not easy, if not impossible, to find the EET analytically. 
 
 
  Figure 3.6. SY curve and CPUE curves 
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81 
 
 
Since population and labor may change relatively rapidly in developing 
economies, the dynamic version could be more appropriate for developing economies.  In 
developed economies where population and labor dynamics are relatively stable, the 
static version could be more appropriate. 
 There would be two policy implications: EET could be a more accessible point 
than ET for government to keep the system resilient in that it could be relatively easier to 
deal with; the additional complexity due to EET suggests the further importance of the 
Precautionary Principle.  
 
Figure 3.7. SY curve and CPUE curves with Government Intervention 
 
In contrast to ET, EET could be a more accessible point for government to 
intervene to prevent the extinction of S.  Even once an external shock makes S below 
EET1 (i.e., S”) as shown in Fig.3.7, an enlarged version of Fig.3.6, the system could avoid 
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quota.  Achieving a lower LH, the CPUE curve could be flatter enough that it intersects 
the SY curve (EET is now EET2).  Since the harvest H2 is less than the regeneration R so 
that S will eventually move back to the stable equilibrium where S > 0. 
 LH should not necessarily be reduced instantaneously to make a CPUE curve low 
enough to achieve S > EET.  As long as S is above ET, we can avoid passing the ET by 
satisfying the inequality (12) at some time before the S passes the ET.  This indicates that 
there are various transitional paths to keep the resilience of the system from drastic 
reduction to gradual reduction in LH. 
Because of the context dependency and dynamic nature of EET, our knowledge 
about an ecological economic system is further limited than when we deal with ET only.  
Hence, when a situation is uncertain, as the model indicates, and the environmental 
consequence is non-negligible, the Precautionary Principle should be supported.40,41  The 
principle maintains that instead of a “wait and see” attitude, proactive policy is necessary 
                                                     
40
 While there is no consensus definition of the Precautionary Principle, one often-cited description 
says ‘When an activity raises  threats of harm to human health or the environment, precautionary measures 
should be taken even if some cause and effect relationships are not fully established scientifically’ 
(Common and Stagl, 2005, p.389).   
41
 Although the results support the importance of the precautionary principle, it does not mean that the 
blind conformity to the precautionary principle should be supported, which may result in the situation 
where keeping everything intact is the best. 
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and environmental quality goals should be more stringent than traditionally conceived 
(Kahn and O’Neil, 1999).42  
5.2. Adaptation 
 
The impacts of adaptation on the dynamics of an ecological economic system have 
not been well investigated.  However, as simulation results show, how to model 
adaptation (i.e., the degree and difference in the speed of adjustment) may make a non-
negligible difference.  There would be three policy implications: further understanding of 
the role of adaptation, information, and education. 
 While it is not easy to identify and predict how adaptation works in real world, it 
does not mean that we can ignore the impact of adaptation on maintaining the resilience 
of the system.  The model developed here shows just some possible outcomes.  Further 
modeling and analyses can contribute to get better understanding of the role of 
adaptation. 
 Governments could provide information and education to make an ecological 
economic system more resilient. Adaptation is justified for the situation in which people 
are limited in obtaining information.  Better availability of information could help people 
                                                     
42
 In the same line with the Precautionary Principle, Safe Minimum Standards (SMS) which set the 
minimum levels of natural capital stocks so that the remaining stocks are above safe minimum levels 
(Markandya et al., 2002).  While the SMS could be applied to ET, it could be difficult to apply to EET 
because EET could change more dynamically, not constant. 
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make better decisions.  Therefore, governments could help make systems more resilient 
by providing information.  In my model, production decisions are based on price 
expectations that take market prices into account.  Consumers simply use market prices to 
make decisions.  Therefore, the scarcity of the natural resource is not reflected on their 
decision.  The knowledge of the scarcity could induce consumers to consume less.  In 
addition to further information, education could also contribute to resilience.  With better 
education, agents could use more sophisticated learning mechanisms.  Without proper 
education, however, people may not process provided information very well.43  
 
6. Conclusion 
 
This paper shows the context dependency and dynamic nature of EET.  The presence 
of EET adds more uncertainty to the understanding of an ecological economic system, 
which supports the precautionary principle.  Adaptation which reflects an important 
aspect of an actual ecological economic systems, will affect EET in a non-negligible way, 
a situation that could be improved by providing better information and education.  A 
general equilibrium structure shows that market response to an external shock may be 
insufficient to maintain resiliency.  However, compared with ET, EET is more accessible 
                                                     
43
 Recent theoretical and empirical studies on the confluence of resilience, learning, and education can 
be found in Krasny et al. (2011). 
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in the sense that government could intervene to avoid restore the system even after 
crossing EET, and it is likely that various transitional paths may exist.  Because of the 
importance of EET, we should investigate further to gain a better understanding of EET.   
 For further research, Nagase and Uehara (2011) highlight six areas through a 
comprehensive study of the BT model and its descendants: population dynamics, capital 
accumulation, substitutability, innovation, institutional designs, and modeling approach.  
While the present model is already complex, specific components, such as the population 
dynamics sector are not necessarily all that complex in isolation. Some factors, such as 
substitutability and institutional designs, are not incorporated into the present model, and 
to elicit better policy implications for developing economies, these factors may need to be 
incorporated. 
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Chapter 4: System Dynamics Implementation of a Model of 
Population and Resource Dynamics with Adaptation 
 
Abstract 
We build and analyze a dynamic ecological economic model that incorporates 
endogenous innovation regarding input substitutability in order to elicit implications for 
the sustainability of developing economies. The use of the system dynamics method 
allows us to depart from conventional equilibrium thinking and to conduct an out-of-
equilibrium (adaptation) analysis. Simulation results show that while improvements in 
input substitutability will expand an economy, this change alone may not improve 
sustainability measured by indicators such as utility-per-capita and natural resource stock.  
It could, however, be possible that improvement in input substitutability contributes to 
sustainable development in combination with other technological progress, which 
suggests the importance of focused investments.  In addition, with the use of the system 
dynamics method, we also shed light on possible problems with exogenous consumer 
preference which is often assumed in standard economics, and provide analysis regarding 
the different system impacts of improvements in natural resource regeneration rates and 
carrying capacity. 
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1.  Introduction 
 
Real problems in complex systems do not respect academic boundaries. 
Herman Daly and Joshua Farley (2010, xvii) 
 
Sustainable development in developing economies faces a new economic reality in 
which natural resource constraints such as food, water and energy supplies, and climate 
change are largely defining the future outlook (UNESCAP, 2010, vii). Meanwhile, major 
economic growth models such as Solow growth model, neoclassical growth model, 
Ramsey-Cass-Koopmans, and the Overlapping Generations Model do not embrace 
natural resource constraints as a primary component of their models. 44   Given the 
essential dynamic complexity of an ecological economic system (henceforth EES), we 
need a methodological approach that goes beyond the simplified, analytic approaches in 
conventional economics.  We build and analyze a dynamic ecological economic model 
that incorporates endogenous innovation on input substitutability.  Our simulation results 
indicate that over time improvement in input substitutability, ceteris paribus, may not 
make a significant contribution to sustainable development. We also demonstrate the 
usefulness of the system dynamics approach to ecological economics. 
                                                     
44
  Romer (2011) provides a comprehensive review of these standard economic growth models. 
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Although EESs are “undeniably complex” (Limburg et al., 2002), standard 
economics has generally taken a strategy of simplification to be able to employ analytic 
approaches; however, simplification has drawbacks. First, simpler functions such as the 
Cobb-Douglas type function, while easy-to-handle analytically, limit the analysis of 
substitutability between man-made capital and natural resources that is essential for 
sustainable development under natural resource constraints. Second, natural resources are 
often treated as exogenous, resulting in missing feedbacks between ecology and economy 
that are critical in the study of the sustainability of an economy.  Third, our focus on the 
state of equilibrium often results in neglecting the transitional dynamics.45  However, an 
approach that specifies behavioral rules and feedback loops and allows the system to be 
in a state of disequilibrium is critical for the study of EESs.  
This paper integrates system dynamics (henceforth SD) into economic modeling 
and analyses to provide deeper insights into the dynamics of EESs. System dynamicists 
often dismiss economic theories because of their unrealistic assumptions (at least from 
the system dynamists’ perspective).  Meanwhile, SD models that are inconsistent with 
economic theories are not of interest to economists.  We contribute to the two disciplines 
through 1) the development of an ecological economic model that is firmly based on 
                                                     
45
 There has been a development in equilibrium-seeking adaptive systems in the form of the learning 
(expectation) theory in macroeconomics (e.g., Evans and Honkapohja, 2009; Evans and Honkapohja, 2011; 
Bullard, 2006).   
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economic theory, and 2) the construction and validation of the model using a SD method, 
as explained below.   
 Our ecological economic model is an extension of the so-called BT model 
(Brander and Taylor, 1998) that can depict a pattern of economic and population growth, 
resource degradation, and subsequent economic decline and is suitable for the study of 
sustainability and resilience of an economic system.46  Since its initial appearance, due to 
its simplicity and extendability the BT model has generated many descendants (Anderies, 
2003; Basener and Ross, 2005; Basener et al., 2008; D'Alessandro, 2007; Dalton and 
Coats, 2000; Dalton et al., 2005; de la Croix and Dottori, 2008; Erickson and Gowdy, 
2000; Good and Reuveny, 2006; Maxwell and Reuveny, 2000; Nagase and Mirza, 2006; 
Pezzey and Anderies, 2003; Prskawetz et al., 2003; Reuveny and Decker, 2000; Taylor, 
2009).  Our model is motivated by Nagase and Uehara’s (2011) review of the existing 
models of this type and is an extension of the model developed by Uehara et al. (2010).   
SD provides useful tools and approaches to analyze complex systems.  In addition 
to technical characteristics of SD as a computer-aided approach to solve a system of 
                                                     
46
 The unified growth theory incorporates population dynamics endogenously into economic growth 
models. This theory is a variant of the endogenous growth theory focusing on the transition to a steadily 
growing economy (e.g., Strulik, 1997; Galor and Weil, 2000; Hansen and Prescott, 2002; Galor, 2005; 
Voigtlander and Voth, 2006; Strulik, and Weisdorf, 2008; Madsen et al. 2010).  However, natural resources 
stocks and flows are fixed or ignored in their models.   
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coupled, nonlinear, first-order differential equations, what characterizes SD is its 
emphasis on 1) feedback thinking, 2) loop dominance,  3) nonlinearity, and 4) taking an 
endogenous point of view. The endogenous point of view is the sine qua non of systems 
approaches (Richardson, 2011).  SD also uses several unique techniques for mapping a 
model, including causal loop diagrams, system boundary diagrams, and stock and flow 
diagrams, in order to visualize a complex system.  To validate a complex model, SD 
adopts various testing methods such as boundary adequacy test, structure assessment, and 
sensitivity analysis (cf. Sterman, 2000).  
 There are four main findings from our simulation results.  First, over time, 
improvement in input substitutability, ceteris paribus, may not make a significant 
contribution to sustainable development. While the production of goods will increase as 
input substitutability improves over time, utility-per-capita may barely change and the 
natural resource stock declines.  Second, however, in combination with other 
technological progress, over-time improvement in input substitutability could increase 
utility-per-capita and save natural resource stock.  Third, sensitivity analysis shows that 
consumers’ preferences can affect the sustainability of the system drastically and hence 
deserve careful attention.  Fourth, the regeneration rate and carrying capacity of a natural 
resource may have very different impacts on system behavior. 
 Our model is most applicable to developing economies where their sustainability 
critically depends on natural resources and population dynamics. Consequently, we 
intend our model to evolve further to provide case studies that can yield policy 
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implications for such economies.  A caveat is that current developing economies are 
going through experiences that are different from those of the developed economies due 
to, for example, the access to rapidly-evolving technologies and the increased scarcity of 
natural resources (UNESCAP, 2010).  Therefore, we do not seek fitness of our model to 
any particular historical data to validate the model.  Instead, we validate our model using 
the “reference mode” (described in the next section) chosen for the model, so that we 
assess the performance of our model based on how well it can depict the expected 
behavioral patterns of resource-constrained ecological-economic systems. 
 Section 2 presents the model and preliminary model testing, Section 3 provides 
the primary results from conducting a variety model experiments focused on parameter 
sensitivity.  Section 4 provides a discussion of our results; and section 5 provides 
concluding remarks.  
2.  Model 
2.1 Reference mode  
 
To develop and validate a SD model, we typically need graphs and other descriptive 
data that represent a pattern of behavior of the system to be modeled.  In SD, this is 
called a “reference mode.”  A reference mode identifies key concepts and variables for 
the model and sets the appropriate time horizon of the model during which the modeled 
system is expected to reveal, through the effects of complex feedback loops, how 
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problems emerge and how they affect the dynamics of the system.  Through these 
choices, the reference mode defines the pattern of behavior of the system.  The identified 
behavioral pattern will become the point of reference, in the process of developing the 
model and for its validation (cf. Sterman, 2000).   
 One possible behavioral pattern for our reference mode is a collapse of an 
economy. There are many historical cases of collapse (Diamond, 2005). One of them is 
the boom and bust in Easter Island that faced a severe collapse after depleting natural 
resources as shown in Figure 4.1. 
 
 
Figure 4.1. Easter Island dynamics from archaeological study by Bahn and Flenley (1992) 
 
 Another possible reference pattern is a dynamics in which population increases at 
the beginning and becomes stabilized later, without depleting natural resources.  Japan 
presents such an example in its history.  Figure 4.2 shows the population and cultivated 
land during the Edo era (1603-1868).  During the Edo era, the Japanese economy was 
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closed in that imports, exports, immigration, and emigration were all negligible. 
Therefore, in terms of natural resources Japan’s growth during this period depended 
solely on its own. Population growth was S-shaped and then stabilized until the Edo era 
ended, at which point the new, modern government opened the country.  Compared with 
the peak of the size of cultivated land area in 1948, there seemed to be enough arable land 
uncultivated. 
 
 
Figure 4.2. Population and Cultivated Land in Japan during Edo Era (1603-1868). Source: Wikipedia 
and Kito (1996) 
 
 In consideration of the fast-changing modern economy and environment (that 
favors a shorter time horizon) on the one side and the higher complexity of the modern 
economic system (that favors a longer time horizon) on the other side, we choose 300 
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years as the time horizon for our reference mode.  Sustainability being the primary theme 
of our research, we choose the behavioral pattern for our reference mode to be 
characterized by increasing population followed by the decline in the natural resource 
stock, leaving possibilities for both a collapse and stabilization of the system.  For this 
purpose, the use of the BT model as the basis of our model development allows us to 
include the relevant variables and behavioral assumptions for the system.    
2.2 Model 
 
Our model can be classified as a static general equilibrium model whose dynamic 
transitional process from one time period to another is given by a set of first-order 
differential equations--except that, as revealed shortly, our SD approach does not require 
an analytic equilibrium solution for each time period.   
 The model depicts an economy consisting of two (harvest and manufacturing) 
sectors.  Input availability in each time period is bounded by the existing sizes of 
population, renewable natural resource stock, and man-made capital.  In contrast to 
standard approach in natural resource economics (e.g., Conrad, 2010), agents are rational 
but myopic; they maximize utility and profit yet only within each time period.  It is a 
reasonable approach for the situation where the resource stock is held in common and 
agents are atomistic (Taylor, 2009). The renewable resource in our model is a common-
property resource (CPR), and the lack of long-term perspectives among agents could 
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result in severe resource depletion that can threaten the sustainability of the economy.  
The production and consumption activities in each period determine the growth rates of 
population, resource stock, and man-made capital.   
 One aspects of our model specification is particularly novel: we allow the model 
to address the issue of substitutability between natural resource and man-made capital 
endogenously.  For this purpose we introduce a constant-elasticity-of-substitution (CES) 
production function for the manufacturing sector.  Input substitutability in this sector 
evolves over time due to the endogenous technological change (ETC) driven by the 
relative input scarcity.  Endogeneity of natural versus man-made input substitutability is a 
critical issue for sustainability, and to the best of our knowledge our model is the first 
attempt to integrate ETC and substitutability.    
2.2.1  Period-by-period behavior of agents 
 
 Let us now describe the specifics of the model (time subscripts are suppressed for 
all variables).47 In each time period, agents make production and consumption decisions 
with the given sizes of population (L), natural resource stock (S), and man-made capital 
(K).  As a consumer, a representative agent maximizes utility subject to the budget 
constraint: 
                                                     
47
 Nagase and Uehara’s (2011) circular flow diagram provides a useful visual representation for those 
who are not familiar with the BT-type models.  
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H mh,m
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L
.   
h and m denote per-capita consumption levels of harvest good (H) and manufactured 
good (M), respectively.  s denotes the saving rate, w and r are prices of labor and man-
made capital, respectively.48  This optimization problem yields the consumption demand 
functions for the two goods: 
 
( ) ( )1C
H
s β
H L h wL rK
p
−
= ⋅ = +      (1)
( ) ( ) ( )1 1C
M
s β
M L m wL rK
p
− −
= ⋅ = +     (2) 
where h and m denote per-capita consumption levels of H and M, respectively.   
 Two sectors’ constant-returns-to-scale aggregate production functions are defined 
as H(L) = αSLH and M(LM, HM, K) = νLM1−γ [piHM ρ + (1−pi)Kρ ]γ/ρ, respectively, where HM 
denotes the amount of good H consumed as an input, LM  = L − LH, and γ and λ ∈ (0, 1).  
ρ < 1 so that the elasticity of substitution σ  = 1/(1− ρ) is positive.  α and γ are efficiency 
parameters.   
The degree of substitutability between man-made capital and natural resources 
plays a critical role in determining the sustainability of EESs in which the economy faces 
                                                     
48
 For simplicity each agent has one unit of labor to be allocated across the two sectors, and the rental 
price of capital is evenly distributed back to all agents. 
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natural resource constraints. Studies on substitutability have been almost exclusively 
conducted using CES production functions.49  With σ < 1, inputs are complements so that 
the natural resource is essential for production, meaning that production becomes more 
difficult without the natural resource.50 
 In relation to sustainability, the key discussion of the substitutability is the trade-
off between natural resources and the accumulated man-made capital. Whereas 
mainstream economics has implicitly supported σ  = 1 through the ubiquitous 
employment of the C-D function, ecological economists assert σ < 1 for various reasons 
(e.g., Cleveland et al., 1984; Cleveland and Ruth, 1997; Daly, 1991; Daly and Farley, 
2010), although the empirical evidence remains inconclusive (cf. Nagase and Uehara, 
2011). 
The first-order conditions for the two sectors’ profit maximization are: 
 Hp αS w=         (3) 
( )( ) ( )1 1M H Mp L L H K w
γ
γ ρ ρ ρν γ pi pi−  − − + − =     (4) 
                                                     
49
 Stern (1994) proposes the translog production function because it can effectively model minimum 
input requirements, any elasticity of substitution, and uneconomic regions, for any number of inputs and 
outputs. 
50
 For a comprehensive discussion about the relationship between substitutability and sustainability, 
see Hamilton (1995). 
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( )( ) ( ) 11 11 1M H M M Hp L L H K H p
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−
−
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 Using equations (1) and (2) and the production functions, the static market 
equilibrium conditions in the H- and M-markets are given by 
 
( ) ( )1 M H
H
s β
wL rK H αSL
p
−
+ + =      (7) 
and 
( )( ) ( ) ( ) ( )11 1 1
γ
γ ρ ρ ρ
H M
M
s β
wL rK ν L L πH π K
p
−
− −
 + = − + −   .  (8) 
Equations (3) through (8) yields the static equilibrium solution set {LH*, HM*, w*, r*, 
pH*, and pM*}.51  The harvest level H in our model is determined endogenously as a 
result of an economic activity, in contrast to some other similar studies on the dynamics 
of population and natural resource (e.g., Shukla et al., 2011). 
2.2.2 Dynamic transition 
 
 Given {LH*, HM*, w*, r*, pH*, and pM*}, the transitional dynamics for the three 
stock variables are given by the following equations. 
                                                     
51
 HC* is obtained by substituting pH*, w* and r* into the production function for M.  H* = HC* + HM*.  
M* is obtained by substituting LH* and HM* into the production function for M.   
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    (10) 
( )
M
s w* L r* KdK K
dt p *
δ+= −      (11) 
 
Equations (9) and (10) characterize our model as a Gordon-Schaefer Model, using a 
variation of the Lotka-Volterra predator-prey model (cf. Nagase and Uehara, 2011).   
Equation (9) represents a Malthusian population dynamics in the sense that the 
higher per capita consumption of the resource good leads to higher population growth.  b 
and d denotes the birth and death rates.  We adopt Anderies’ (2003) formulation that 
incorporates the impact of the manufactured good per capita m as well as h in order to 
reflect the demographic transition hypothesis. 52   More specifically, real income and 
fertility are negatively correlated, and mortality is negatively correlated with improved 
                                                     
52
 The hypothesis consists of four basic stages: (I) Population has high birth and death rates that are 
nearly equal leading to slow population growth; (II) Death rate falls yet birth rate remains high, leading to 
rapid population growth; (III) Birth rate falls; (IV) Birth and death rates are both low and nearly equal, 
stabilizing the population at a higher level than at stage I. 
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nutrition and infrastructure.  The term 
1
0
11 b h*b e
 
− 
 
depicts that as consumption of 
harvested good (nutrition) increases the birth rate increases, up to a maximum of b0. The 
term 
2
1
b m*
e
represents the downward pressure on birth rate as consumption of 
manufactured good increases.  The death rate function depicts that improved nutrition 
reduces death rates via the term hd1, while improved infrastructure reduces death rates via 
the term hd2m*. 
Equation (10) represents the resource growth dynamics. G(S) represents a logistic 
growth function of S. η denotes the intrinsic growth rate, and Smax denote the carrying 
capacity. 
 Equation (11) represents a standard economic approach to model capital 
accumulation.  Capital accumulation is a basic component in growth literature. In 
ecological-economic modeling, incorporating capital accumulation allows us to 
investigate the role of substitutability between man-made capital and natural resources 
for sustainability.  The first term on the right hand side represents the amount of 
manufactured good used for capital formation.  s is an exogenously given (for simplicity) 
savings rate, and δ is the capital depreciation rate.  Man-made capital accumulation 
depends indirectly on natural resource through the production of manufactured good.  
Therefore, in our model, natural resources are a so-called “growth-essential” reource 
(Groth, 2007). 
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 Finally, the transitional dynamics for the input substitutability is given by:  
( ) ( )1 11 x tt e−= −+ρ  ;  1
Hpdx
dt r
ζ= −  , ζ > 0.    (12) 
Variable x is a measure of knowledge or experience that contributes to the innovation 
process. 53   Equation (12) yields an S-shaped curve for innovation as 
knowledge/experience accumulates, as typically observed (Rogers, 1995).  The equation 
also embodies the premise that economic agents respond to price changes that reflect 
relative resource scarcity (Löschel, 2002).  For simplicity, we do not depict explicitly in 
our model how innovation takes place; meanwhile, one can interpret that we implicitly 
assume that innovation occurs as a side effect of capital accumulation (Allow, 1962; 
Romers, 1996; Castelnuovo et al., 2005). By incorporating scarcity-driven ETC, our 
model endogenizes the motivation for the depicted economy to better-utilize the 
relatively scarce input.  Hence the production function for manufactured good, the capital 
accumulation rule, and the ETC rule together form a close relationship.   
2.3 System Dynamics 
 
                                                     
53
 A very simple formula is adopted here.  Since there is a rich literature on this subject, the impact 
different forms of innovation on sustainability should be one of important topics for further research. 
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While the analyses of dynamic economic models tend to depend on terminal 
conditions of the system and focus on the steady state, an SD approach highlights the 
transitional paths, that is, how the dynamics of a system change over time.  Thanks to the 
lack of requirement for analytic solutions, an SD approach facilitates the analysis of a 
complex EES without making undue simplifications.   
 An SD approach takes two steps. First, we construct an SD model of an EES 
whose specifications of the feedback loops are based on economic theory and scientific 
causal relations.  Second, we let the model reveal the transitional paths of the variables, 
by way of an adaptation (out-of-equilibrium) mechanism.  For our model, we employ a 
simple hill-climbing method, an iterative algorithm (Sterman, 1980 and 2000).  For 
example, the manufacturing sector seeks to find the optimal combination of inputs LM, 
HM, and K to maximize profit, i.e., to satisfy conditions (4), (5), and (6).  In a standard 
equilibrium approach in economics, reduced-form analytic solutions represent the 
optimal values.  In using a hill-climbing method, the system begins with an arbitrary set 
of solutions.  The system then repeatedly adopts incremental changes to the solutions to 
find a better set of solutions.  This process ends when no further improvement can be 
made to the solution set.   
 Two model descriptions can be helpful to gain a wholesome picture of our model: 
a causal loop diagram (CLD) and a description of the model boundary.  Figure 4.3 shows 
CLDs for our extended model.  The six boxes represent three stock variables (population, 
natural resource, and man-made capital) and three markets (harvested good, 
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manufactured good, and labor). Thick arrows indicate critical interaction between man-
made capital and natural resource, through the M-market.  An arrow tells the direction of 
causality.  For instance an increase in “population” (L) results in a decrease in “food per 
capita” (h) as the “–” sign indicates.  An increase in “food” (H) results in an increase in h 
(“+” sign attached to the arrow).  “R” means that the loop is a positive (reinforcing) 
feedback loop, while “B” means that the loop is a negative (balancing) feedback loop.   
 
Figure 4.3. Causal Loop Diagrams for the Extended Model. Red texts and thick arrows indicate newly 
added items. 
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Table 4.1 documents the boundary of our model and clarifies endogenous 
variables, exogenously-given parameters, and excluded variables. 54   The choice to 
highlight specific excluded variables is somewhat subjective.  They are chosen for their 
importance in view of EESs for developing economies.  Nonrenewable resources are also 
important, as most studies on the economics of sustainability focus on nonrenewable 
resources (e.g., Hartwick, 1977).  As energy inputs, societies tend to use less expensive 
nonrenewable resources first, such as oil, and then switch to more expensive renewable 
resources such as wind and solar when the marginal cost of the nonrenewable resource 
begins to exceed that of the renewable resources (Tietenberg, 2011).  Negative 
externalities such as pollution may not be negligible.  For example, a study by Asian 
Development Bank showed that the costs associated with climate change could be 
equivalent to a loss of 6.7% of their combined gross domestic product (GDP) by 2100 
(ADB, 2009).   
 
Endogenous Exogenous Excluded 
                                                     
54
 Some of the exogenous parameters in our model could be modeled as endogenous.  For example, the 
carrying capacity and the regeneration rate of natural resources could be endogenous via innovation. 
Adjustment times are often exogenously given in SD models, but these could be endogenous as well.  For 
example, Kostyshyna (forthcoming) suggests an adaptive step-size algorithm to allow a time-varying 
learning speed (or a time-varying gain parameter) that change endogenously in response to changes in the 
environment. 
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Population 
- Population (L)  
- Birth Rate (b) 
- Death Rate (d) 
Natural Resource 
- Resource stock (S) 
- Growth of S (G) 
- Harvesting of S (HS) 
Harvesting 
- Inventory of H * 
- Supply of H (HS) 
- Demand for H (HC + HM) 
- Price of good H (pH) 
Manufacturing 
- Inventory of M* 
- Supply of M (MS) 
- Demand for M (MC) 
- Price of good M (pM) 
Labor 
- Labor for H sector (LH) 
- Labor for M sector (LM) 
- Wage (w) 
Man-Made Capital 
- Man-made capital (K) 
- Rental price (r) 
Household 
- Total earning (w + r) 
- Spending (pH h + pM m) 
Population 
- Initial population (L0) 
- Impact of H and M on 
population (b1, b2, d1, d2) 
- Maximum fertility rate (b0) 
- Maximum mortality rate (d0) 
Natural Resource 
- Initial natural Resource (S0) 
- Regeneration rate of natural 
resource (η) 
- Carrying capacity (Smax) 
Harvesting 
- Efficiency parameter (α) 
- Adjustment time for pH 
Manufacturing 
- Adjustment time for pM 
- Efficiency parameter (ν) 
- Substitution parameter (ρ) 
- Weight parameter for H-K 
composite (γ) 
- Distribution parameter(pi) 
Man-Made Capital 
- Capital depreciation rate (δ) 
Household 
- Consumer preference for good 
H (β) 
- Savings rate (s) 
- Non-renewable resources 
- Negative externalities of 
production (pollution) 
- International relationships 
(exports, imports, 
immigration, emigration) 
- Unemployment 
Table 4.1. Model Boundary 
* After production, H and M are stored as inventories before being sold. 
 
International relationships may be most important factors excluded from our model.  
When international relationships exist, as is the case for most developing economies, they 
can use resources and new technologies from abroad and perhaps avoid collapse. 
Unemployment is also a crucial issue in developing economies, but following the 
standard treatment in growth literature, for simplicity, factors that prevent our SD model 
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from reaching full employment are outside the scope of our model and are excluded.  For 
the purpose of replication, the full model will be provided upon request.    The numerical 
values adopted for our base model are available in appendix B.  Exogenous variables for 
the baseline model are calibrated to generate a behavior such that the population and the 
natural resource are somewhat stabilized over time to be consistent with our chosen 
reference mode.  Some values are adopted from Brander and Taylor (1998) or Anderies 
(2003).  The stock and flow diagram for the full model is available in appendix C. 
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2.4 Model Testing 
 
In many cases, a full suite of model tests would be performed prior to actually 
applying the model to find answers to the questions posed at the outset of a modeling 
project. What is particularly unique about our SD model is that structural assessment was 
made based on economic theory, i.e., we assume that our model passes the structure 
assessment tests because the basic structure of the model follows standard economic 
theory.  We tested to verify that the integration step-size was adequate.  By conducting 
the integration error test to verify that the numerical integration parameters provide 
sufficiently accurate simulation results.55  
   The baseline model run is shown in Figure 4.4.  Population grows rapidly, then 
declines and reaches a steady state value well above the initial value. The natural 
resource declines to nearly 60% of the carrying capacity.  The model’s behavior in Figure 
4.4 is qualitatively similar consistent with our chosen reference mode. 
                                                     
55
 Euler integration is used for our simulation. 
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Figure 4.4. Extended Model Population and Resources  
 
 Another standard test is sensitivity analysis.  A set of preliminary sensitivity 
analyses can also serve the role of model testing, by checking the model’s responses to 
changes in certain variables.  For example, a reduction in savings rate s causes a decrease 
in the man-made capital accumulation over time and hence more intense use of the 
natural resource (i.e., decline in the natural resource stock).  An increase in the 
regeneration rate η stimulates its consumption and increases population.  An increase in 
the positive effect of the consumption of the harvested good on fertility (b1) or a decrease 
in the negative effect of  the manufactured good consumption on fertility (b2) results in a 
faster population growth and enhanced overshooting.  These results are all consistent 
with the predicted responses of the model. 
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3.  Results  
3.1 Sensitivity Analyses 
 
For this paper we consider the sensitivity analyses to be a primary result in addition to 
serving as an important model validation tool. Sensitivity analysis can be used to 
investigate possible transitional paths for EESs. Given the complexity of such systems, it 
is almost impossible for an SD model to take account of a complete set of information on 
all possible future states.  Nevertheless, policy makers can learn from SD modeling and 
analyses various transitional paths that highlight possible ecological/economic changes 
for society (Leach et al., 2010).56  Given past experiences, Folke et al. (2002) suggest 
“structured scenarios” as a tool to envision multiple alternative futures and the pathways 
for making policies. 
In this study, before providing the findings about the impact of endogenous 
substitutability on sustainability, which is our main focus of this paper, we discuss two 
important topics: impacts of carrying capacity, Smax and the regeneration rate of a natural 
resource η on the system, and the effect of consumer preference on the system outcome.  
The first section provides an interpretation about the mechanism which improvements in 
                                                     
56
 Leach et al. (2010) points out that dynamics and complexity have been ignored in conventional 
policy approaches for development and sustainability. They relate this tendency to prevailing equilibrium 
thinking as we describe in this study. 
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Smax and η have different impacts on the system.  The second section sheds light on a 
possible problem of a well-accepted modeling approach in economics, that is, an 
exogenous consumer preference.  The third section shows the impact of endogenous 
substitutability in terms of sustainability.  The fourth section provides a preliminary result 
about the impact of endogenous substitutability in combination with other technological 
progresses. 
3.2 Impacts of Smax and η on the System 
 
As Nagase and Uehara (2011) point out, the BT-type models with time-dependent 
exogenous technological changes in Smax and η give interesting results, indicating the 
need for further research to explain the logic behind the differences.  While higher 
resource regeneration rates η can sustain larger population sizes, exponential growth of 
carrying capacity, Smax, can lead to oscillations. Our SD model also gives similar results 
as shown in Figures 4.5 and 4.6.57,58 
 
                                                     
57
 To make the difference explicit between with and without technological progress, only one growth 
rate was reported for each technological progress.  But sensitivity analysis applying various growth rates 
was conducted and these tests show the similar patterns qualitatively. 
58
 Since growth rates were chosen simply to illustrate the different behaviors, comparison of absolute 
sizes of S and L between the two different technological changes may have little meaning. 
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Figure 4.5. Impacts of Changes in η 
η with exogenous technological change = 0.04e0.005t (increasing resource regeneration rate; fixed 
carrying capacity) 
 
 
 
Figure 4.6. Impacts of Changes in Smax 
Smax with exogenous technological change = 12000e0.01t (increasing carrying capacity ; fixed resource 
regeneration rate) 
 
This is somewhat counterintuitive because the growth function G(S) is monotonically 
increasing with respect to Smax and η (i.e., 
max
( ) 0G S
S
∂
>
∂
and ( ) 0G S
η
∂
>
∂
).  However, their 
difference becomes clear if we draw the growth curve.  As shown Figure 4.7a and b, 
while increases in η push up the growth curve for all values of S < Smax, Smax remains 
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fixed. On the other hand, increases in Smax do not only push up the growth curve but also 
expand the curve to the right. 
  
Figure 4.7a. Impact of η on G(S)        Figure 4.7b. Impact of Smax on G(S) 
 
While dynamic behaviors in our model are results of complex relationships among 
positive and negative feedback loops, this difference in Smax is the key for the oscillation.  
The oscillation of a system with carrying capacity has been well investigated in system 
dynamics.  Sterman (2000) points out the two conditions for overshoot and/or oscillation 
to occur: 1) the negative loops include some significant delays, and/or 2) carrying 
capacity is not fixed. Our model incorporates delays or adaptations, and the simulation 
with exogenous technological changes in Smax, of course, changes carrying capacity.  
When carrying capacity changes, a system tends to seek for a new steady state consistent 
with the new carrying capacity.  With significant delays in the negative loops (e.g., a 
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downward pressure of population growth on available food intake in our model), the 
system tends to oscillate, as shown in Fig. 4.6.59 
3.3 Sensitivity to Consumer Preference 
 
In our model, following standard economics a preference for harvested good β is 
exogenously given. 
Although any value between 0 and 1 is consistent with economic theory, a low 
value for β causes the system to go straight to population extinction.  Figure 8a shows the 
results of sensitivity of L to various β, from 0.1 to 0.9 with an increment of 0.02 (i.e., β = 
{0.10, 0.12, 0.14, … , 0.90}).  For L, higher values of β (i.e., stronger preference towards 
good H) causes the system to generate larger population over time, with more volatile 
dynamics.  Low values of β  can cause the system to generate immediate declines of the 
population, leading directly to extinction. In other words, there is a threshold value of β 
below which population goes extinct.  The threshold value of β is context dependent (i.e., 
it depends on the other parameter values and the model structure).  With our baseline 
                                                     
59
 The results are in line with the analytical explanation for the original BT model by Brander and 
Taylor (1998).  They derive the condition for the convergence to a steady state with oscillations and the 
monotonic convergence to the steady state.  Whereas the larger η leads to the system converging 
monotonically, the large Smax leads to the system converging with oscillations. 
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model, the threshold value of β is 0.26, below which L goes extinct, and as a result the 
resource stock will return to its capacity Smax (Figure 4.8b) . 
  
Figure 4.8a.  Sensitivity of L to various β   Figure 8b.  Sensitivity of S to various β 
The 50% region for value of β (0.3 to 0.7) is shown in yellow.  The above figures also show the 75% region 
(0.2 to 0.8), the 95% region (0.12 to 0.88), and the 100 (0.1 to 0.9). 
 
Population going directly to extinction indicates that preferences are defined so that, 
given the surrounding socio-economic circumstances, agents in the system choose not to 
consume enough harvested good (the dynamic consumption path of h shifts downward as 
β declines).   In reality, such a scenario is rarely observed and hence is not of interest to 
us. 
We could avoid such a case by first finding the threshold value of β for each 
numerical simulation.  We could use a fixed β which is above the threshold or use a 
specific utility function such as a Stone-Geary type utility function (e.g., Anderies, 2000). 
A constant preference for goods is a standard approach in economics, and the effect 
of varying preferences on an EES has not been investigated. Stern (1997) points out that 
neoclassical economists are very reticent to discuss the origin of preferences and that 
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preferences are normally assumed to be unchanging over time.  Our sensitivity analysis, 
however, highlights the potential significance of studying the effect of varying consumer 
preferences.  The importance of endogenous preferences for sustainability issues has been 
argued in ecological economics (Common and Stagl, 2005; Georgescu-Roegen, 1950; 
Stern, 1997), evolutionary economics (Gowdy, 2007), and institutional economics 
(Hahnel and Albert, 1990; Hahnel, 2001).  Gowdy (2007) argues that neoclassical 
economics assumes that consumer choices are based not only on price signals but also on 
other incentives such as individual’s personal history, their interaction with others, and 
the social context of the individual choice. The author calls the former the self-regarding 
preference and the latter the other-regarding preference. If these factors change over 
time, then preferences should reflect these changes. The author asserts further that 
modeling the other-regarding behavior would be more realistic for sustainability research. 
Common and Stagl (2005) argue that to change preference is a normative requirement 
from a sustainability perspective, including the idea that there could be an ethical basis 
for changing preferences. While there have been several discussions on endogenous 
preference, there is no standard way of modeling endogenous preference in economics 
literature.60 
                                                     
60
 One example of modeling endogenous preference is proposed by Stern (1997). Using the symmetric 
characteristics of production and consumption, he proposes the factor augmentation model using an 
analogy to endogenously augmenting technology in production. 
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3.4 Impact of Endogenous Substitutability Factor, ρ 
 
As described in Section 2.2, the dynamic equation for substitutability factor ρ 
generates an s-shaped curve for the value of ρ over knowledge accumulation (KA) index 
x, varying from modest substitutability (ρ = −1, σ = 0.5) to high substitutability (ρ ≈ 0, σ 
≈ 1) which would be the maximum substitutability ecological economists would consider.  
The point at which ρ begins to shift rapidly upwards depends on endogenous 
technological change (ETC) which is driven by relative resource scarcity. Endogenous 
here does not mean that the value is obtained from some optimization but means that it is 
determined in the system. 
Figure 4.9 shows the results of an experiment to verify that ρ is in fact being 
endogenously influenced by the evolving state of the system over time. The resource 
regeneration rate, η, a parameter that, as we showed in the previous section, strongly 
impacts S, L, and the production rates for the H good and M good, is first doubled and 
then halved. With a higher η, natural resource is more plentiful, pH remains relatively low 
for a long time, and there is less pressure to learn (Figure 4.9, left plot, trace 3).  
Consequently ρ remained low longer (Figure 4.9, right plot, trace 3) before resource 
depletion eventually stimulates pH, which increases KA index x and ρ.   
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Figure 4.9. Test results to verify the logic that calculates ρ endogenously.  Change in Knowledge 
Accumulation over time is shown on the left, and rho is shown on the right.  The traces in each sub-plot 
reflect three values for the resource regeneration rate: baseline (3) in the middle, doubled (1) lower and to 
the right, and halved (2), higher and to the left 
 
Once the endogeneity of ρ in our SD model is verified, we can compare the model 
results with a fixed ρ and those with an endogenous ρ.  Simulation outcomes of six key 
variables, utility-per-capita (henceforth, UPC), population L, natural resource stock S, H 
production, M production, and substitutability factor ρ are shown in Figure 4.10, with ρ = 
−1, and endogenous ρ.  A higher elasticity of substitution allows easier factor 
substitutions and a production could overcome decreasing returns to some degree. A 
recent survey on a CES function and growth theory by Klump et al. (2011) suggests that 
in general the elasticity of substitution can be an engine of growth.  Our model also 
indicates that endogenous ρ contributes to larger L, H, M, and more use of S as shown in 
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Figure 4.10.61  However, the UPC, which is one of the indices of sustainability (Pezzey, 
1989), shows a barely discernible difference. Barely changing UPC is somewhat 
counterintuitive since our population dynamics structure is not Malthusian but reflects the 
demographic transition.  Hence it is important to study how the population dynamics 
structure affects the UPC by using sensitivity analyses to population parameters. 
  
                                                     
61
 The impact of endogenous r for the case of weak sustainability, 0 < ρ < 1 (1 < σ <∞) is also tested 
and the simulation shows the similar results.  
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Figure 4.10. Impact of endogenous ρ compared to fixed ρ for six key model outcomes.  Traces show ρ =  
endogenous (1), and −1 (2). 
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 We provide sensitivity analyses to investigate whether the barely changing UPC 
between simulations with constant and endogenous ρ is due to the choice of population 
parameters or if it indicates that the UPC is insensitive to the choice of the population 
parameters.  Since utility is considered to be an ordinal number, we can only say whether 
it is increasing, decreasing, or not changing. 
 Among the six population parameters, following Anderies (2003), we provide 
analyses of the sensitivity of birth rate to manufactured good intake b2, and the sensitivity 
of death rate to manufactured good intake d262, which make our population model non-
Malthusian.  In our model, increases in b2, ceteris paribus, lower population and 
increases in d2, ceteris paribus, push up population as would be expected. 
 The range of parameters for sensitivity analysis should be reasonably wide to 
provide a robust result.  We adopt the same ranges of parameters as Anderies (2003).  
However, since his model is similar (a two-sector renewable resource dependent 
economy with capital accumulation) but not identical to our model, the meanings of the 
                                                     
62
 Whereas Anderies (2003) fixes the other population parameters, we conduct preliminary sensitivity 
analyses for the other four population parameters by applying halved and doubled each parameter.  
Although thorough sensitivity analysis is recommended rather than just double and half parameters, our 
preliminary results indicate that difference in the UPC between simulations with constant and endogenous 
ρ is barely discernible for all the cases. 
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size of parameters are not necessarily the same.63 Following Anderies (2003), b2 was 
tested from 0 to 2; d2 was tested from 0 to 3; and the combination of b2 and d2 was also 
tested. 
 Figure 4.11 shows the results.  Results in the middle column show the UPC over 
time for simulations with constant ρ and results in the right column show the UPC over 
time for simulations with endogenous ρ.  Comparing figures in each row, difference in 
the UPC between simulations with constant and endogenous ρ  is barely discernable, 
which indicates that the barely discernible differences in UPC are not likely to be due to 
the parameter choice for population dynamics.   
  
                                                     
63
 While Anderies (2003) chooses population parameters analytically, we cannot choose them in the 
same way for our model because it cannot be solved analytically.  This is a topic for further research, using 
theoretical and/or empirical approaches. 
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Figure 4.11. Sensitivity analyses to the choice of b2, d2, and b2 × d2 on UPC between simulations with 
constant and endogenous ρ 
*Half of the simulations have generated a value within the 50% region.  For example, the figures in the first 
row show the simulation results by changing b2 ranging 0, 0.1, 0.2., …, 2.  The 50% region is generated by 
the half the simulations using b2 = 0.6, 0.7, …, 1.5.   The 75% region is generated by the three quarters of 
the simulations using b2 = 0.3, 0.4, …, 1.8. 
3.5 Impact of Technological Progress on Utility-per-Capita 
 
As shown in the previous section, endogenously improving substitutability, ρ, ceteris 
paribus, may increase M, H, and L with a further use of S, but barely affect UPC. But, 
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could a combination of the endogenous ρ, combined with other aspects of technological 
progress impact UPC?  Fully incorporating other types of technological progress based 
on recent literature on innovation is beyond our scope, so the purpose of the following 
experiments is merely to illustrate possible impacts.  Therefore, we apply a simple 
exogenous technological progress without thorough sensitivity analysis. 
Since our motivation is primarily to understand what influences UPC, u, we first 
consider how u is calculated as a function of HC, MC, and L: 
1
( , ) ,C C C CH M H Mu h m u
L L L L
β β−
     
= =     
     
      (13)
 
Since changes in HC, MC, and L can be positive, zero, or negative, there are 
various combinations that could lead to du > 0.  
We experiment with the two primary types of technological progress discussed in 
the growth literature focused on natural resource scarcity (e.g., Groth, 2007): 1) total 
factor productivity for M (henceforth, TFP), and 2) resource-saving or HM-augmenting 
technological progress. The following simple form of exogenous technological progress 
is used to simulate each type technological progress. 
, 0
k kt t
k k tE E e e
λ λ
=
= =
        (14)
 
where k is either TFP or HM-augmenting, and , 0k tE =  and λk are, respectively, an initial 
productivity (assumed to be 1), and the growth rate of productivity for k. 
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Figure 4.12.a and b shows selected results. There are three points worth 
highlighting. First, for both types of technological progress, UPC could increase when the 
technological progress is large enough, even with limited and constant substitutability, ρ  
< 0, which is in line with growth literature (Stiglitz, 1974; Groth, 2007).  Second, UPC 
increases more when either type of exogenous technological progress is combined with 
endogenous substitutability ρ.  Third, however, the “routes” by which the different types 
of technological progress combine with endogenous ρ in order to contribute to a larger 
UPC are quite different. With TFP, compared to the case with constant ρ, endogenous ρ 
raises UPC via a larger Hc, Mc, and L, and with smaller S.  In other words, with 
endogenous ρ and TFP, increases in Hc and Mc are sufficiently larger than the increases 
in L which causes UPC to increase, compared to the case with constant ρ and TFP.64 
With HM-augmenting technological progress, however, endogenous ρ raises UPC via 
smaller Hc, Mc, and L, and with larger S remaining.  In other words, for the case with 
endogenous ρ and HM-augmenting technological progress, decreases in Hc and Mc are 
                                                     
64
 We can compare the dynamics only qualitatively since the rate of growth is chosen arbitrary for TFP 
and HM-augmenting technology.  The magnitude of the simulated differences between TFP and HM-
augmenting technology cannot be compared. For the magnitude of the differences to be meaningful, the 
rate and/or structure of growth should be chosen with a theoretical and empirical basis. 
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sufficiently smaller than the decreases in L which leads to higher UPC, compared to the 
case with constant ρ and HM-augmenting technological progress. 
 In sum, regarding technological progress and substitutability, while further 
experimentation is warranted given the complexity of the model and our quite limited 
experimentation, preliminary experimentation indicates that endogenous substitutability 
coupled with HM-augmenting technological progress could be a desirable strategy from a 
sustainability perspective because it appears to be able to improve UPS with less 
consumption of S.65 
  
                                                     
65
 Further sensitivity was conducted and shows the similar result. However, a more thorough 
sensitivity analysis should be conducted to obtain a robust result. 
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Case 1: Total Factor Productivity: Constant ρ vs. Endogenous ρ 
  
  
 
 
Figure 4.12.a. Impacts of Endogenous ρ in combination with other technological progresses: Case 1 
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Case 2: HM augmenting technology: Constant ρ vs. Endogenous ρ 
  
  
 
 
Figure 4.12.b. Impacts of Endogenous ρ in combination with other technological progresses: Case 2 
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4.  Discussion 
 
 In addition to implications for sustainable development in developing economies, 
our simulation results provide two important contributions to the study of an EES.   First, 
we show that while both the regeneration rate of a natural resource η and carrying 
capacity Smax have a positive impact on the growth of the natural resource G(S), their 
impacts on the system are quite different; the former sustains larger population L with 
less oscillations and the latter creates oscillations.   The difference indicates that we 
should focus on the better use of the existing natural resources rather than expanding the 
natural resource base if we want to avoid oscillations of S and L.  Second, the consumer 
preference parameter value must be carefully selected to keep the simulation outcomes 
within the scope of our analytical interest, i.e., to exclude the case of the population 
heading directly to extinction despite abundant S.  The issue could be solved either using 
an exogenous consumer preference chosen with great care or endogenous consumer 
preference.  In view of system dynamics, an endogenous treatment is highly 
recommended.  Even if an exogenous treatment does not make the population go extinct, 
it still means that consumers do not change their preference in response to changes in 
their surrounding environment. 
 In terms of the implications for the sustainability of developing economics, we 
focus on the role of endogenous substitutability, which is the first such attempt, to the 
best of our knowledge. Endogenous substitutability, in comparison with a constant 
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substitutability, could expand an economy (i.e., larger H, M, and L).  However, its 
contribution to sustainability is questionable.  Sustainability is a subjective concept 
(Derissen et al., 2011), and there are various definitions.  In view of ecological 
economics, utility and natural capital may be appealing (e.g., Pezzey, 1989; Pezzey and 
Toman, 2005).  Our results indicate that endogenous substitutability, ceteris paribus, 
reduces the natural resource stock S and barely changes UPC.  Larger use of S is 
somewhat counterintuitive because higher substitutability gives us more flexibility in the 
choice of inputs between the harvest, HM, and the man-made capital, K.  Our model is 
however designed such that forming K is based on M which requires HM which is taken 
from S.  Therefore even if we get more flexibility thanks to higher substitutability 
between HM and K, we still require S. In addition, our model assumes that agents are 
myopic and no institutional designs or property rights which promote the conservation of 
natural resource are incorporated.  However, our preliminary simulation results indicate 
that endogenous substitutability could contribute to increases in UPC when it is 
associated with other technological progress.  Further, there could exist several paths to 
increases in UPC.  With total factor productivity, in raising UPC endogenous 
substitutability could expand an economy to a greater degree and uses more of S on the 
one hand.  With another approach, HM-augmenting technology, endogenous 
substitutability could expand an economy to a lesser degree and save S, while raising 
UPC.  Since the simulation was simple, a thorough sensitivity analysis was not 
conducted, further investigation is warranted.  However, based on our results, we could at 
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least corroborate the importance of focused investments to promote induced 
technological changes (ITC) for sustainable development as Jackson (2009) claims.66 
5. Conclusion 
 
 We built and analyzed a dynamic ecological economic model that incorporates 
innovation regarding input substitutability.  The use of the system dynamics method 
allows us to depart from conventional equilibrium thinking and conduct an out-of-
equilibrium analysis.  Our results indicate that an endogenous substitutability could, 
ceteris paribus, expand an economy but could do so in a less sustainable fashion (i.e., 
larger H, M, L with more use of S).  However, it could be possible for endogenous 
substitutability to contribute to sustainability in combination with some other 
technological progress, which promotes focused investments to promote facilitate types 
of technological progress (i.e., Induced technological changes).  In addition to 
                                                     
66
 Jackson (2009) provides a detailed discussion about various types of investment.  He argues two 
aspects of investment; the target for investment (e.g., energy efficiency and renewable supply) and the 
condition of investment (commercial rate of return, quasi commercial rate of return, and social rate of 
return).  Given the fact that investments have not been made effectively, the author claims the importance 
of ITC which promotes the right mix of investments.  The author also claims the importance of developing 
ecological macro-economic models which incorporate the investments properly to study a sustained 
economy. 
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investigating the impact of an endogenous substitutability, we also provided insights into 
the different impacts of innovation regarding the regeneration rate of a natural resource 
and carrying capacity.   
Our model was parameterized so as to create a specific behavior that is consistent 
with our chosen reference mode.  However, there are different model structures and 
parameterizations which could create similar behavior.  Therefore, further research using 
different model structures and parameterizations is highly recommended to improve 
understanding of the behavior of an EES.  Our model adds one variation to the existing 
study of an EES.  We do not claim that our model could serve as a panacea that could be 
applied to any EES (cf., Ostrom, 2007; Anderies et al., 2007). 
 As Nagase and Uehara (2011) suggest, one of the additional topics to be further 
investigated is property rights and institutional designs, whose importance is well 
supported both empirically and theoretically (e.g., Ostrom, 1990).  Our model assumes 
open access.  
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Chapter 5: Synthesis and Conclusion 
 
My dissertation developed and analyzed ecological economic models to study the 
complex behavior of an EES in order to find conditions and measures that can sustain a 
developing economy over a long term in view of resilience and sustainability.  As a 
partial fulfillment of the requirement for the degree of Ph.D. in Systems Science, I took a 
systems approach, using the system dynamics method and drawing from economics 
theory.  Because of the essential complexity of an EES, taking the systems approach, I 
have shown results that could not have been investigated if I had taken only system 
dynamics or economics. 
 My dissertation is comprised of three interwoven articles: the first article provided 
a comprehensive analysis of the BT-type models to elicit directions of further research to 
get better understanding of an EES to realize a sustained economy; the second article 
built and analyzed an extended BT model with focuses on resilience and two types of 
threshold (i.e., ecological threshold and ecological economic threshold); the third article 
built and analyzed another extended BT model with a focus on the sustainability of an 
EES, especially investigating the role of an endogenous innovation regarding input 
substitutability. 
 The first article provides a comprehensive analysis of Brander and Taylor's (1998) 
model and its descendants from the following perspectives: population growth, 
substitutability, innovation, capital accumulation, property rights and institutional 
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designs, and modeling approach. This review aims to contribute to a better understanding 
of population and resource dynamics models in general and facilitate further application 
of the model framework to relevant circumstances. Hence, this article provides a 
foundation for the modeling and analysis in the second and the third articles.  The main 
claims are as follows.  Although often treated as exogenous in optimal growth models, 
making population growth an endogenous function allows us to analyze broader effects 
of economic activities on population. The issues of substitutability, innovation and capital 
accumulation are intertwined; allowing a model to address the effect of an endogenous 
technological change on substitutability between natural and man-made capital facilitates 
our analyses of sustainability issues. To address internalizing inter-generational 
externalities in resource use, incorporating changes in property rights and institutional 
designs to this type of model is a useful exercise, but careful attention is needed for the 
consistency between such an arrangement and the mathematical representation of the 
depicted economy. Finally, although the common criticism regarding convenient 
mathematical assumptions applies to the existing BT-type models, the use of computer 
simulation can relax such assumptions, to better represent the intended relationships 
between the relevant variables. 
 The second article investigates ecological threshold and ecological economic 
threshold by developing an ecological economic model: an extension of the BT model. 
Hence the focus of this article is resilience of an EES rather than sustainability.  The 
model reflects three important issues concerning an EES: system boundary, non-
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convexity, and adaptation.  The main findings are: a) ecological and ecological economic 
threshold may not be identical, b) ecological economic threshold is  highly context 
dependent and dynamic, which suggests the precautionary principle, c) market response 
to an external shock may be insufficient to maintain  resiliency, d) it may be possible to 
restore an EES even after passing ecological economic threshold, e) various transitional 
paths could be possible to restore the system,  and f) adaptation may affect resilience in a 
non-negligible way, which suggests the importance of better information and education.  
Because of the complexity of the model, the system dynamics approach is used to 
develop and analyze the model. 
 The third article implements some of the suggestions made by the first article 
except for property rights and institutional designs.  An ecological economic model that 
incorporates endogenous innovation regarding input substitutability is built and analyzed 
in order to elicit implications for sustainability in developing economies. The use of the 
SD method allows us to depart from conventional equilibrium thinking and conduct an 
out-of-equilibrium (adaptation) analysis. Simulation results show that while improvement 
in input substitutability would expand an economy, the improvement, ceteris paribus, 
may not contribute to sustainable development.  It could, however, be possible that 
improvement in input substitutability in combination with other technological progress 
could contribute to sustainable development, which suggests the importance of focused 
investments to stimulate particular types of technological progress.  In addition, a 
possible problem related to exogenous consumer preference (which is often assumed in 
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standard economics) is identified. Finally the system impact of improvements in natural 
resource regeneration rate and the carrying capacity are analyzed and reported. 
 In addition to findings about conditions and measures for a developing economy 
to sustain its economy in terms of resilience and sustainability, my dissertation is also an 
attempt to take a systems approach with economics as the foundation for the basic 
structure of an ecological economic model and SD as a method to build and analyze such 
complex ecological economic models.  They complement each other and most of the 
findings in my dissertation could not have been found if I had taken only an economic 
approach or a SD approach.  There are three contributions of the system dynamics 
method to the study of an EES: computer simulation, model description, and the SD way 
of thinking. 
 As the first article points out, a method which enables us to analyze models that 
cannot be solved analytically can help obtain further understanding of a complex system.  
For example, ecological economic threshold which changes dynamically needs a 
computer simulation to calculate its changes over time.  The model in the third article 
cannot be solved analytically, but using the SD method we can easily analyze such 
complex models.  This method does not require analytic solutions.  A hill-climbing 
method allows us to analyze out-of-equilibrium behavior of the system.  Sensitivity 
analysis helps check the robustness of findings, as shown for the impact of endogenous 
innovation regarding input substitutability. 
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 The SD method offers various techniques to portray various aspects of a complex 
model.  Since the model involves many equations and interdependencies, it is hard to 
grasp the whole picture of the model by studying the equations themselves.  Instead, 
causal loop diagrams, a model boundary table, and stock and flow diagrams, each of 
which sheds light on the different aspects of the model, were used to describe the model 
in the third article. 
 SD is not just a technical tool for computation but also offers a particular way of 
thinking.  For example, the issue with consumer preference was found because the focus 
of SD on transitional paths, endogeneity, and sensitivity analysis.    In the growth 
literature, the main focus is on the conditions for the steady state: with what conditions, 
could an economy sustain its growth indefinitely?  Therefore, the steady state analysis 
argues for finding the optimal conditions that could attain, for example, the maximum 
consumption per capita forever rather than seeking to reveal possible transition paths we 
might be encountered depending on changes in the state of an EES.  
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Appendix A: Stock and Flow Diagrams 
The Stock and Flow Diagram for the model without Adaptation 
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The Stock and Flow Diagram with Adaptation
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Appendix B: Values of exogenous variables for the baseline 
model 
Exogenous variables for the baseline model are calibrated to generate a behavior such that the 
population and the natural resource are somewhat stabilized over time as observed in the Edo era in Japan 
(Figure 2).  Some values are adopted from Brander and Taylor (1998) or Anderies (2003).  Natural 
Resource S and Population L are considered to be an index rather than some actual unit.  While population 
parameters are adopted from Anderies (2003), his model is not identical to our model so that the meanings 
of them are not necessarily the same.  However, with these parameters, population growth with our baseline 
model ranges from –0.68% to 2.56% which is not biologically unrealistic. 
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Appendix C: Stock and Flow Diagram 
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