The relation between small oscillations of one-dimensional mechanical «-particle systems and the theory of orthogonal polynomials is investigated. It is shown how the polynomials provide a natural tool to determine the eigenfrequencies and eigencoordinates completely, where the existence of a specific two-termed recurrence formula is essential. Physical and mathematical statements are formulated in terms of the recurrence coefficients which can directly be obtained from the corre sponding secular equation. Several results on Sturm sequences and orthogonal polynomials are presented with respect to the treatment of small oscillations. The relation to the numerical treatment of the generalized eigenvalue problem is discussed and further applications to physical problems from quantum mechanics, statistical mechanics, and spin systems are briefly outlined.
Introduction
During the last fifteen years, an old chapter of the theory of special functions -namely that of orthogo nal polynomials -has regained a remarkable amount of interest through its relation to integrable, nonlinear dynamical systems [1] [2] [3] . In the sequel, Calogero pub lished several papers on new representations of the classical polynomials [4, 5] and on the relations be tween isospectral matrices and polynomials [6] . Fur thermore, for some special dynamical systems (e.g., one-dimensional n-particle systems of classical me chanics), it is known that the frequencies of small os cillations coincide with the square roots of the zeros of certain classical polynomials [7] [8] [9] , which to our knowledge has not been investigated systematically.
Motivated by this property of small oscillations, we will present a slightly different approach to the theory of orthogonal polynomials which will nevertheless have several points of tangency with the line men tioned above. Solving the eigenvalue problem that belongs to a one-dimensional n-particle system in the approximation of small oscillations -where it is obvi ously integrable -in a suitable way, one is generically led to a system of polynomials that constitute a Sturm sequence and, in the limit n-* oo, a system of orthogo nal polynomials. Suitable in this context means that the system is not considered as an isolated one but as Reprint requests to Dr. M. Baake, Institut für Theoretische Physik, Universität Tübingen, Auf der Morgenstelle 14, 72076 Tübingen. the last in a series of n systems that are defined recur sively. This way, one obtains the central two-termed recurrence relation the coefficients of which carry es sentially the whole physics of the system. It is therefore an interesting task to extract as many properties as possible directly from these coefficients, without cal culating further intermediate quantities at all. This is precisely what we aim at.
At this point, one might apply inverse scattering methods [10] to obtain the desired results. However, we shall prefer "classical" algebraic techniques for two reasons. Firstly, the elementary presentation of the results will facilitate the understanding of the central role of the recurrence relation that also occurs in sev eral problems of numerical analysis, quantum me chanics, and statistical mechanics. Secondly, the poly nomials provide a very natural method to solve the problems completely which sometimes (e.g., for the small oscillations) is also simpler than the usual Fourier series expansion. For the same reason, we did not consider the relation to group theory where or thogonal polynomials appear as spherical functions [11] , although this certainly would give interesting insight. But this is beyond the scope of the present article.
In what follows, it will be shown how oscillating systems, generalized eigenvalue problems, Sturm sequencies, and orthogonal polynomials are interre lated. To this end, only elementary methods from lin ear algebra, analysis, and classical mechanics are necessary. Nevertheless, one can come to a unified picture with several new results, where all the physical and mathematical properties are extracted from the recurrence formula mentioned above, i.e., they are ex pressed in terms of the recurrence coefficients. These coefficients are much easier to obtain than any explicit form of the secular equation of the oscillating system, and the numerical calculation of the eigenfrequencies -which can in general not be given by a closed ana lytic formula -will in any case take profit from the recursion.
Since the two-termed recurrence formula that oc curs in the theory of orthogonal polynomials is inti mately related to the generalized eigenvalue problem B w = / A w with a diagonal matrix A and a tridiag onal matrix B, some of the results have applications to the numerical treatment of the problem, e.g., to the extrapolation to large n which is of great importance in systems where one actually is interested in the ther modynamic limit, i.e., in the limit n ->oo. For example, the calculation of the spectra of quantum spin systems may profit from the corresponding numerical al gorithm which is much faster than standard routines, especially if one has large matrices that are first brought to tridiagonal form by means of the popular Lanzcos iteration, compare [12] . This advantage is well known [13, 14] but has to be payed for by a possible numerical instability wherefore it is usually not implemented in standard routines. Nevertheless, it is worth trying, especially in recursive systems where one can control these instabilities in a reliable way.
The article is organized as follows. In Sect. 2, the relation between small oscillations of one-dimensional n-particle systems and the theory of orthogonal poly nomials is outlined by means of several examples. It is shown how the polynomials provide a natural tool to determine the eigenfrequencies and eigencoordinates completely. From the mathematical point of view, this is discussed in greater detail in Sect. 3, where the con nection between Sturm sequencies and the generalized eigenvalue problem is investigated. Here, the existence of a two-termed recurrence formula is essential. The notation and formulation of the statements is always adapted to the problems of small oscillations which results in a slight change w.r.t. the usual formulation in the mathematical literature. Possible applications to tridiagonal matrices as mentioned above are also discussed, they are presented in Appendix A in the most general fashion. Section 4 deals with the properties of orthogonal polynomials themselves, which can -in this contextthe thought of as infinite Sturm sequencies. This is naturally the most extensive chapter of this article where known results are reformulated for applications to small oscillations and several new results are derived by simple algebraic techniques. The aim was to extract as many properties as possible directly from the recurrence coefficients, like bounds and sum rules for the zeros and the equivalence of different recur rence relations. Here, a general formula for the coeffi cients of the corresponding polynomials is derived, the (elementary, but quite technical) proof of which is given in Appendix B. It is described in which sense a recurrence formula is equivalent to a system of or thogonal polynomials and how one can find a me chanical representation of precisely that system of polynomials. This is followed by some concluding re marks in Sect. 5 where we stress further physical appli cations of the theory of orthogonal polynomials, e.g., in quantum mechanics and statistical mechanics. As an instructive example, we present the well-known solution of the Ising quantum chain [15] in Ap pendix C, reformulated at the critical point in terms of Chebyshev's polynomials of the second kind.
Physical Examples
For an illustration of the physical context, let us first present some well-known examples from the the ory of small oscillations. We restrict our analysis to 1-D n-particle systems. First, we consider the linear chain with n point masses which vibrate longitudi nally under the influence of n +1 springs as depicted in Figure 1 The n eigenfrequencies co of this system are given by the roots of the characteristic polynomial Pn(X) = det(Bn-X A n) (3) via X = co2. By the expansion theorem of Laplace one obtains the recurrence formula
If /c, > 0 for 1 < Z < h -1 (and we will concentrate on this case) the sequence Pn (A),..., P0 (A) constitutes a Sturm sequence, which is discussed in Section 3. Now, it is an obvious generalization to treat this problem recursively, i.e., to write formally L^ with k0 > 0 and km > 0 for m e N, and to consider the recurrence for mula (4) for / e N 0. Clearly, the roots of two consecu tive polynomials mutually intersect (cf. [16] ), where fore they can easily be calculated numerically (e.g., by a bisection algorithm). In some special cases one is able to give the roots analytically, but this is, unfortu nately, an exception. Take, e.g., m, = 1 for ZeN and /c, = 1 for Ze N 0. Then, the recurrence formula reads
resulting in (5) (6) which can easily be proved inductively. Calculating the generating function F(t,x) one finds
Now, taking either the recurrence formula (5) or the generating function (7), one can directly see Pn (A) to be related to the Gegenbauer (or ultrasperical) polynomi als C"(1)(x) (see [17] ) via C"(1>(x)=P"(2(l-x)). (8) The zeros are, ordered decreasingly, x,(n) = cos 1 < l< n , which gives the eigenfrequencies (co/n) =
2(n + l) ' 1 < l< n , (9) usually obtained by Fourier series expansion. Hence, for n g N and 1 <1 <n, we have 0 < co/") < 2, or, reintroducing the mass m and the coupling constant k,
where kt = k, I > 0, and m, = m, Z > 1. Furthermore, for a fixed n, one can completely solve the eigenvalue problem defined by (1) and (2), which will be done in Sect. 3. For the current example (5), it is easy to verify that Un = (ui < "))i< I J;gn with
builds a matrix which columnwise consists of the ei genvectors (i.e., the eigencoordinates) of the problem.
Keeping m, = 1 and kt = 1, ZeN, but taking k0 = 0, one obtains a chain with mixed boundary conditions, namely free on the one side and fixed on the other. The recurrence formula now reads
with the solution
and the roots
Even free boundary conditions (kn = 0 for a chain with n masses) can be treated with the result
The root X = 0 corresponds to the translational degree of freedom, the formula for the roots of Fn (A) reads
The linear chain with periodic boundary conditions {kn+l = k0 = \ ) is more complicated because a double degeneracy of the eigenfrequencies occurs. Neverthe- less, they can be given in closed form,
It is funny to observe that the corresponding polyno mials are effectively -after separating out i ( 0 n) = 0 and, for even «, a{ 2 = 4 -the squares of orthogonal poly nomials. Conversely, the classical polynomials can be real ized by a linear chain with a suitable choice of the masses and the coupling constants. For example, m, = 1, / e N, and k, = /, / e N 0 leads to the well-known Laguerre polynomials (up to a normalization factor of 1 /nl), wherefore the eigenfrequencies are unbounded in the limit n->oo. Replacing the masses of the last example by m, = 2 / -1, 1 e N, one is back to a system with bounded eigenfrequencies: up to a normalization factor of 1 /«! and a shift of the interval, one obtains the Legendre polynomials with the following inequal ity for the eigenfrequencies
Completely analogous properties can, e.g., be found in systems of n coupled pendulums in the approxima tion of small oscillations. This is not astonishing be cause the 'nearest neighbour interaction' directly pro duces the structure of (1) and (2) . But it is neither essential to have a Euclidean structure in the kinetic energy, i.e., a diagonal matrix An, nor to have nearest neighbour interaction only, i.e., a tridiagonal matrix Bn in the potential energy. This will be illustrated by a further example.
In the case of the n-pendulum (see Fig. 2 ), the Lagrangian is L" = T" -Vn with
K -9 ' Z M v/v(l -cos(<pv))
V = 1 (19) and T n=\ Z Z A^v^v^v c o s^-^J, (20) n = 1 v = 1 where = £ £ = 1mQ and Af " v = M min {ß < v}. In the approximation of small oscillations around the stable equilibrium position
Then, with P"(/) = det(Bn -ÄAJ, one finds
with M 0 := 0 and
Although the matrices An, Bn are completely different from those of the previous examples, (22) has the same structure as (4) . Thus, the «-pendulum can also be used as a 'mechanical representation' of the classical poly nomials. For example, taking mk=m and lk= l, k e N, we obtain with x = -a and P"(x) = Pn\ -A ]/(mg/)" the formula (24) which again gives the Laguerre polynomials via
. A more detailed analysis of the n\ n-pendulum together with the limit n-+co has been given by Bottema [7] , All 1-D «-particle systems with a certain recursive structure can -in the approximation of small oscilla tions -systematically be solved by means of the theory of orthogonal polynomials and their relation to the generalized eigenvalue problem. From the above ex amples it should be clear how the theory of orthogo nal polynomials applies to small oscillations of me-chanical systems. In what follows, we shall investigate, in more detail, the underlying mathematical structure glueing together aspects of analysis, linear algebra, and numerical methods. This way we hope to match the problems of small oscillations adequately. Fur thermore, we would like to mention similar applica tions to the treatment of 1-D quantum spin chains, the easiest example of which is given in Appendix C.
Sturm Sequencies and the Generalized Eigenvalue Problem
Let us now consider the finite sequence of real poly nomials defined by
where N > 2 and an> 0 and cn^ 0 for 1 < n < N. For convenience, we take c0 = l. If £ is a real zero of Pn(x) for any l < n < N -1, i.e., Pn(£) = 0, we obtain Pn _! (£) P" + j (£) < 0 from (25) . But neither Pn _ y nor Pn +! can vanish at x = £ because this would result in a contradiction to P0(x) = 1. Hence,
Furthermore, if £ is any zero of PN, we have PN_ 1(<^) ^ 0 and get, by means of the recurrence for mula,
This shows that PN has simple roots only and, since aN > 0, that for any real root £ of PN Sg n P '(a = -s g n P N_ 1(^).
So far, we have proved For a detailed definition and the essential proper ties of Sturm sequencies -especially the intersection properties of the zeros -the reader is referred to a standard textbook on numerical analysis (e.g. [18] ).
In our context, the relevance of Sturm sequencies comes out of the relation to the generalized eigenvalue problem B w = X A w (29) with real, symmetric matrices A and B. With the ex pansion theorem for determinants one can readily prove Lemma 2: Every finite system of polynomials as de fined by (25) can be represented by the characteristic polynomials of the generalized eigenvalue problems Bnw = X A nw, l< n < /V , i.e., P"(/) = det(Z?"-aA"). Here, An = diag(tf1; ..., an), which is positive definite, and
Let us, at this point, give some comments on the relation between the generalized eigenvalue problem and the ordinary one. If the matrix A in (29) 
The characteristic polynomial obviously fulfils
Note that B is symmetric iff the same is true of B. Hence, with Lemma 1 and Lemma 2, we obtain the well-known [18] Theorem 1: Every polynomial of the sequence (Pk)0<k<N as defined by (25) has only simple, real roots. In numerical analysis, the relationship between the generalized eigenvalue problem (29) and the corre sponding Sturm sequence PN, PN_ X, ...,P 0 is often used to determine the zeros of PN (A) recursively (e.g., by means of a bisection algorithm). This can be done to an arbitrary degree of accuracy. Furthermore, the knowledge of the zeros of PN (a ) can be used to calcu late a simple, closed formula for the corresponding eigenvectors of the problem which will now briefly be outlined.
Let 4f>, 1 < m < N , be the roots of the polynomial Pn(a). Since Ay is positive definite, (29) may be rear- 
But A ü 1 Bn is diagonalizable because N pairwise dif ferent eigenvalues k^\ 1 < m < N , exist. Therefore, the determination of the corresponding eigenvectors is nothing but the calculation of the matrix UN = which fulfils
With A y 1 = diag(l/al 5 1 /aN), a{ >0 for 1 < i <N , one obtains
where we choose U^J = U j$ 1j = 0 for convenience (c0 and cN need not be specified this way). Introducing now
(35) reduces to the well-known recurrence formula
But we can immediately give a solution in closed form, namely
or, reintroducing the matrix, U,
This solution automatically fulfils U^] = j = 0 and can be generalized to cases where not all Cj are different from zero (then (29) decomposes into inde pendent blocks which can be treated separately). Hence we have Before we turn to infinite Sturm sequencies which constitute a system of orthogonal polynomials, let us remark that the number Pi _ j (AjN)) can directly be evaluated by means of the recurrence formula (25) , starting from P_ j = 0 and P0 = 1. It is not necessary to determine the coefficients of the polynomials first. The same is true of the calculation of the roots kjN) by a simple numerical procedure like the bisection al gorithm.
In practice, (38) may not be suitable because numer ical instabilities can occur (for the special case of ak= 1,1 < k < N , this is discussed in detail in [13] ). The execution time of a program using (38) was, however, much shorter than that of the corresponding EIS-PACK routine (for N = 50 about a factor of 20, for N = 100 about a factor of 30) although the accuracy for the matrices tested was the same. Therefore, at least for systems with growing N (as, e.g., occuring in spin systems), one can go beyond the limits that are dictated by the standard algorithms (and for small N, the stability can be checked by a comparison of the results). In Appendix A, a generalization to complex, not necessarily symmetric matrices is presented, which also has applications in the treatment of spin systems. 
An orthogonal system is called orthonormal if
Obviously, this is only one of several possibilities for a unique determination of the polynomials, which has been chosen to match the problems of small oscil lations as presented in Section 2. For a general math ematical discussion, the reader is referred to the books of Szegö [19] and Freud [20] . Sometimes it is advanta geous to generalize the Lebesgue measure w (x) dx to the Lebesgue-Stieltjes measure doc(x) obtained from a realvalued, non decreasing, bounded function a(x) which is defined on the entire interval (a, b) and as sumes there infinitely many different values (for de tails, see [20] ). If a (x) is absolutely continuous, one can define w (x) = a' (x) and is back to the case of the above definition.
From the various properties of orthogonal polyno mials, the recurrence formula will be essential in the sequel. In fact, as shown in Sect. 2, it is this very recur rence property that joins orthogonal polynomials with the theory of small oscillations. To simplify the notation, we define a^n) = 0, if k < 0 or k > n. Now, we can formulate 
For a proof, see [19] or [21] . Our notation has again been adapted to the problems of small oscillations. Before we proceed to a more detailed investigation of the polynomials let us pause for some remarks on a converse of Theorem 3 which is a straightforward generalization of known results [22] on the so-called moment problem and justifies the central role of the two-termed recurrence formula. The proof of this theorem can easily be reduced to several theorems in [20] which are based on the Stieltjes-Hamburger theory of the classical moment problem [22] . The uniqueness statement concerning da (x) is more complicated for infinite intervals (a, b), but some sufficient criteria are known [20] . The uniqueness of da (x) is of some interest because it guar antees the polynomials Pn ,n e N 0, to be complete in the space L2 da! Theorems 3 and 4 clarify in which sense a certain type of recurrence relation is equivalent to a system of orthogonal polynomials.
One can give a formal expression for da (x) in terms of an infinite series. Let us illustrate this for the case of a finite interval [a, b] . Defining Gram's matrices The constant h0 > 0 therefore reflects the only degree of freedom one has to change the normalization with out changing the recurrence relation. Obviously, a positive factor can be absorbed in the weight function w(x), so that one can always choose h0 = 1 without loss of generality.
Furthermore, one can define a new set of polynomi als, Pn, by ! _ (43) Pn= -Pn, n > 0 , 0, P_1 = P_1 = 0.
Qn
These new polynomials are -up to normalization and perhaps up to a sign -identical to the old ones (and hence equivalent as an orthogonal function system), but now they satisfy a recurrence formula with the Let us now focus on the question how to express the coefficients a,(n> by the numbers at, bj, and ck. Without loss of generality, we take in what follows a( 0 0) = 1, i.e., P0 = 1. Please note that P0 = p=£l simply would mean to multiply all polynomials -and hence their coeffi cients -by the same constant p, which is a direct consequence of the recurrence formula. In order to get a closed formula for the coefficients a/"', n > 1, we define
where <5/ is the Kronecker symbol. This proves useful for 
This is a direct consequence of Theorem 3. As an ex plicit proof of Theorem 5 is quite technical, it is de ferred to Appendix B. Some special cases of Theo rem 5 are evident. This formula can be proved inductively by carefully rearranging the summation indices and using the fol lowing recurrence relation for the coefficients a/"*:
Occasionally, especially for several of the so-called classical polynomials, the coefficients of the recurrence relation take the simple form ak = a, bk = b, ck = c for k e N. In order to obtain an appropriate simplifica tion of Theorem 5, we need the ensuing combinatoric identity. A counting procedure from elementary combinatoric analysis shall be used. First, take the number of possi bilities you have to distribute k indistinguishable
dumb-bells to n boxes which turns out to be Then, distinguish these k pairs which results in an additional faktor k \ Now, take all permutations of the remaining free boxes, which gives the factor (n-2k
A direct application of this Lemma yields the de sired simplification of Theorem 5. The importance of orthogonal polynomials for the theory of small oscillations is shown by Lemma 2 of (HI) n A = the preceeding Section, now replacing the finite sem = 1 quence, {Pk)0<k<N, by the infinite one, (Pk)keKo-Re member that b;\2 n' 1 Note that (I) has been inserted into the expression for / = n -2 in order to obtain (II). Sum rules for powers higher than 2 can also be derived from Theorem 6, but it is quite tedious. An application of formula (I) to the Laguerre polynomials L*"^) results in
Let us now introduce the roots 1 < n < n, of the polynomials Pn (a) by det (£ " -/ !) = r i ( 4 n)-4 while formula (II), calculated for the Hermite polyno mials Hn (/), yields
(52)
These two well-known equations (cf. [5] ) are thus obEvaluating both sides of (47) one gets, by a simple tained from the recursion coefficients in a simple, but comparison of coefficients, an interesting relation be-general way. tween the zeros of orthogonal polynomials and the recurrence coefficients, namely Let us close this Section with some remarks on the localization of the eigenfrequences. From the intersec tion property of the roots of consecutive polynomials Theorem 6: The roots n, of Pn (A) satisfy the (cf. Sect. 3), the numerical determination of the roots is following equations for 1 < l < n . 
For / = n -1, / = n -2, and / = 0 we state the relations of Theorem 6 explicitly.
easy if one has -for each n -a sufficiently small interval that contains all roots of Pn{X). This can be obtained by means of Gerschgorin's theorem (cf. [18] ). Weakening this theorem to the case of a real, symmet ric matrix An= (A ( $ ) 1<ij < " we get the following in equality for its eigenvalues A:
Consider now the generalized eigenvalue problem Bnx = A.Anx described above in Sect. where c0 = cn = 0. Note that the reduction to an ordinary eigenvalue problem has been used before application of (53). Go ing now to the limit n-+ oo we have to replace 'min' and 'max' by 'in f and 'sup', respectively. Then, the following statement can directly be derived from the last inequality. 
m Note that the eigenvalues of an arbitrary subsystem also fulfil this inequality, where equality can then be excluded from the intersection properties of the zeros of Sturm sequences.
Let us go back to some earlier examples. In (5) we have m = M = 1, i? = F = 2, and R = 1 which results in 0 < A < 4. This cannot be sharpened, which is also true of many other systems with bounded eigenfrequencies. If the assumption of Theorem 7 is violated, the in equality remains valid if one carefully arranges the limits, but in general the results is not sharp. In Sect. 2, we gave an example (see (18) ) with m = i7 = 1 and M = V = R -oo that nevertheless possesses bounded eigenfrequencies. In the case of small oscillations, one additionally has A > 0 from positive definiteness, which sometimes strengthens the lower boundary. through the recurrence relations. Nevertheless, the ac tual treatment of the polynomials is often avoiding these relations -though it seems advantageous to extract as many properties as possible directly from these coefficients, which was the aim of this article.
At this point, we would like to mention two addi tional examples where one can profit from some knowledge of orthogonal polynomials and their prop erties. In view of the huge literature on this subject (presently, some 40 articles per year with "orthogonal polynomials" already in the title can be found in the Science Citation Index), this can, of course, only be illustrative. Firstly, the radial wave functions in ele mentary quantum mechanics (e.g., for the hydrogen atom) have the property that the roots of consecutive wave functions (w.r.t. the radial quantum number) possess the intersection property. But, as mentioned in Sect. 3, this is a key property of Sturm sequencies, and the radial wave functions actually constitute such a Sturm sequence which can often be seen much easier than the intersection property itself. Secondly, the treatment of spin systems can profit from orthogonal polynomials. The classical example is the Ising quan tum chain which can be solved by various techniques. The approach of [15] transformes it into an eigenvalue problem which allows immediate solution in some cases, compare Appendix C for an example. More over, various spin systems can be tackled by the cor ner transfer method, compare [23] , and recent pro gress in this direction [24] was achieved by means of orthogonal polynomials.
Finally, the study of g-deformed Lie algebras (often mis-called quantum groups) has opened a new era also for the theory of special functions and their ap plications, compare [25] and references within: for almost every equation in this article there exists a g-analogue (and an exponentially growing amount of literature upon it), but a more detailed description of this is definitely a separate story.
Concluding Remarks
Several structural properties of orthogonal polyno mials have been presented from the viewpoint of the defining recurrence relations. The latter are connected to the generalized eigenvalue problem and the theory of Sturm sequencies. The physical motivation was mainly taken from the theory of small oscillations of 1-D n-particle systems. Here, as in many other exam ples, orthogonal polynomials show up precisely 
where 0 < n < N -1 and P0 = 1, F_ x = 0. If none of the constants aj, 1 < j <N, and none of the products ck -ck, l < k < N -1, vanish, we can prove -in complete analogy to (27) -that PN (A) has only simple roots AjN), 1 < j <N . But in this case, the procedure of (33) can be applied again (since AÜ1 = diag(l/a1, ..., 1 /aN) exists), which results in (57) (58) Notice that the case of hermitian matrices is contained for a{, bj real and ck = c*. The condition ck ■ ck / 0 can be weakened to the condition that ck = 0 if and only if ck = 0, since then the problem reduces to block form and can be treated block by block. First, for n = 1 and n = 2, the formula yields the coefficients aj)1) = fc1, a( 1 1)= -al5 and a o') = bl b2 -(c1)2, a(2) = -(flj b2 + a2 bx), a.{ 2)= a 1a2. This is in agree ment with Px(x) = b1 -flj x and P2{x) = (öx b2 -(cx)2) -(a1b2 + a2b1)x + a1a2x2. Then, inserting P"(x) n = X a*0 x* into the recurrence relation for the poly- Now, assuming the formula to be true for 1 < m < n, n > 2, we can evaluate a|" + 1) for an arbitrary /, 0 < / < n + 1: 
In the first term we have contributions from 0 < k < n + l -l , in the second one from 1 < k < n -«+1-/1 .
J '
and in the third one from 0 < k < Inserting these expressions into (60) and replacing the summation index k for the second term by k' = k -1, we obtain, from the above assumption, the formula aj" +11 = 6" +, a|" -a"+, «f> 1 -d"" +1 a«,"-1». (64) Consequently, aj"+1) fits into the recurrence relation (59) of the coefficients which are equivalent to the corresponding relation for the polynomials them selves. This completes the proof.
