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The National Oceanic and Atmospheric Administration (NOAA) Office of Water Prediction (OWP) implemented an operational, high-resolution National Water
Model (NWM) in August 2016 to provide unprecedented hydrologic forecast capabilities on a national scale. The NWM, which will become the standard for operational
hydrologic forecasting in the United States in a few years, provides streamflow forecasts for 2.7 million channel reaches within the continental United States. However,
only 0.25% of these channel reaches are currently being initialized with actual observations gathered by approximately 7000 in-situ U. S. Geological Survey (USGS) stream
gauges. Furthermore, no other satellite datasets are being assimilated or ingested to
improve the analysis of land surface state variables. Consequently, NWM streamflow forecast capabilities are drastically hindered due to the lack of observations for
model initialization. The National Aeronautics and Space Administration (NASA)
Surface Water Ocean Topography (SWOT) mission will be launched in 2021 to provide unique observations of global rivers with widths greater than 50–100 meters.
The SWOT mission will complement current in situ stream gauges by increasing the
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spatial coverage of streamflow observations and providing interferometric measurements from a uniform observational platform, albeit with altimetric errors greater
than those of in situ gauges. However, no steps have been made to prepare SWOT
measurements for assimilation into the operational NWM or quantify the assimilation
impacts of SWOT WSE. This dissertation develops the capabilities and methodology
to assimilate synthetic SWOT water surface elevations (WSE) into the operational
NWM using the Data Assimilation Research Testbed (DART) Ensemble Adjustment
Kalman Filter (EAKF) so that SWOT data can be used operationally shortly after
launch. As a result, this project is the first to use unique SWOT measurements in an
operational model, rather than simply in a research setting. Additionally, this project
will assess the impact of ingesting real-time Suomi National Polar-orbiting Partnership Visible Infrared Imaging Radiometer Suite (VIIRS) green vegetation fraction
(GVF) into the NWM. To accomplish these objectives, this project will investigate
several case studies corresponding to droughts and rain-generated flood events in
Alaska and North Alabama, and answer the following research questions: (1) how
does ingesting real-time VIIRS GVF into the WRF-Hydro system affect runoff and
streamflow prediction at the watershed scale and (2) does the assimilation of SWOT
WSE improve streamflow forecast accuracy in gauged and ungauged basins.
First, ingesting real-time VIIRS GVF into the NWM resulted in improved
streamflow for the three watersheds examined with improvements in correlation,
RMSE, and bias, but with varying levels of significance. P-values between the model
simulation using real-time GVF and the simulation using climatological GVF were
0.03, 0.41, and 0.26 for the Limestone Creek, upper Flint River, and Paint Rock River
v

watersheds, respectively. Furthermore, the model runs calibrated with VIIRS GVF
and ingesting VIIRS GVF during forecasting were found to be superior to the current
NWM configuration which does not ingest real-time GVF. GVF was found to have
the largest impact on streamflow following river crest. GVF impacts on the NWM
also vary by watershed and its terrain, with streamflow in watersheds with steeper
terrain being less sensitive to changes in GVF. GVF was also found to be strongly
proportional to ET even during winter months when incoming solar radiation is minimal, emphasizing the importance of ingesting GVF into the NWM year-round for
the accurate modeling of streamflow.
Secondly, this research was also able to successfully develop a SWOT-specific
observation operator and modules within DART to assimilate synthetic SWOT WSE
derived from an Observation System Simulation Experiment. The results were promising, showing that the assimilation of synthetic SWOT WSE with errors with a standard deviation of 25 cm resulted in consistently improved correlation and biases with
respect to the truth during analysis. These results suggest that assimilating real
SWOT WSE into WRF-Hydro and the NWM will improve streamflow prediction.
However, one point of concern is the uncertainty in channel bathymetry, which is
strongly related to channel head and thus influences the impact of assimilation. This
aspect of assimilating SWOT WSE, along with attempts to limit the number of artificial flood waves generated when WSE observations are assimilated, will be examined
in future work.
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CHAPTER 1

INTRODUCTION

1.1

Background and motivation

According to the 2014 National Climate Assessment, climate change will increase the frequency of heavy precipitation events and drought severity on a national
and global scale (Melillo et al. 2014). Consequently, there has been a growing interest
in recent years for monitoring, modeling, and forecasting changes in the terrestrial
water cycle to predict major hydrologic events and respond to climate change. In
the past three years alone, the continental United States (CONUS) has been affected
by numerous extreme floods resulting from heavy precipitation events (e.g., western Tennessee (February 2019); southeast Texas (August 2017); Midwest (April–May
2017); California (February 2017); North Carolina (October 2016); Cedar Rapids,
Iowa (September 2016); Baton Rouge, Louisiana (August 2016); West Virginia (June
2016); Texas (May 2016); Houston, Texas (April 2016); Texas, Louisiana, and Oklahoma (March 2016); Mississippi River (January 2016); St. Louis, Missouri (December
2015); and South Carolina (October 2015)), which impacted millions of people and
caused billions of dollars in damage (FEMA 2017).
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Although many extreme flood events were well predicted from a meteorological perspective, limited advance guidance was available regarding the resulting
streamflow (and consequently, inundation extent). Liu et al. (2012) examined the recent advances and challenges associated with operational hydrological forecasting and
noted that the performance of operational hydrologic forecasts lags behind the skill of
operational weather forecasts due to the lack of hydrologic data assimilation into operational hydrologic forecast systems. Accurate streamflow forecasts greatly aid in flood
response and emergency management as they contribute to timely flood guidance and
response; thus, there is a strong need for quality, high-resolution observations with
which to initialize hydrologic models. Many of these required observations are available from satellite measurements, but they are not being used effectively for model
assimilation and initialization.

1.2

1.2.1

Hydrological modeling

WRF-Hydro
The Weather Research and Forecasting hydrological extension package (WRF-

Hydro) (Gochis et al. 2018) is an extensible, high-resolution hydrologic routing and
streamflow modeling framework allowing for the prediction of major hydrologic processes by coupling column land surface, terrain routing, and channel routing models.
Furthermore, WRF-Hydro is a fully-distributed, multi-physics, multi-scale hydrologic
and hydraulic modeling system, enabling it to represent processes on spatial scales
ranging from catchment to continent (Gochis et al. 2018; Yucel et al. 2015; Senatore

2

Figure 1.1: WRF-Hydro model components and output variables (NCAR 2018).

et al. 2015). WRF-Hydro is based upon research applications over watershed and
basin scales both in the United States and around the world (Fersch et al. 2014; Yucel et al. 2015; Senatore et al. 2015; Fredj et al. 2015; Givati et al. 2016), making it
a well-documented and attractive hydrologic modeling framework for both hydrology
research and operational hydrologic forecasting. The WRF-Hydro model components
described below are shown in Figure 1.1 along with their output variables.
A column land surface model calculates the vertical fluxes of energy and moisture of the land surface and soil states. As a one-dimensional model, the land surface
model only permits the vertical movement of water through precipitation, infiltration,
uptake, and evaporation. Therefore, if water ponds on the surface, it does not move
laterally. The Noah land surface model (LSM) with Multi-Parameterization options
(Noah-MP) (Niu et al. 2011) is a column land surface model that is built on the legacy

3

of the Noah land surface model (Ek et al. 2003). Noah-MP introduces multiple new
options beyond Noah to parameterize vegetation canopy energy balance, layer snowpack, frozen soil and infiltration, soil moisture-groundwater interaction and runoff
production, and vegetation phenology (Niu et al. 2011; Yang et al. 2011). Niu et al.
(2011) found that Noah-MP showed improvements in surface fluxes, skin temperature
over dry periods, snow water equivalent, snow depth, and runoff over the Noah LSM,
which addresses known biases in the Noah LSM (Slater et al. 2007). When Noah-MP
is coupled to WRF-Hydro, water is routed using the subsurface and overland flow
terrain routing module, allowing the surface and subsurface water to begin moving
across the topography and through the subsurface.
Subsurface flow is determined by the Wigmosta et al. (1994) and Wigmosta
and Lettenmaier (1999) methodology, which calculates the quasi-three-dimensional
flow, and includes the effects of topography, saturated hydrologic conductivity, and
soil depth (Gochis et al. 2018). For each cell, a steady state solution solves for the flux
of water from one cell to its down-gradient neighbor at each time step using either a
one-dimensional, eight direction (D8) steepest descent formulation or a diffusive wave
formulation called CASC2D (Julien et al. 1995; Ogden 1997). The rate of saturated
subsurface flow is calculated using the Dupuit-Forcheimer assumptions (i.e., water
table is relatively flat and the groundwater is hydrostatic) by the equation

qi,j = −Ti,j tanβi,j wi,j

4

(1.1)

for βi,j < 0 where qi,j is the flow rate from cell i, j, Ti,j is the transmissivity of the
cell, wi,j is the width of the cell, and βi,j is the water table slope,

βi,j =

zi,j − zi±1,j±1
x

(1.2)

where x is the grid spacing and zi,j is the water table depth. Ti,j is calculated as

Ti,j

Ksati,j Di,j
=
ni,j



zi,j
1−
Di,j


(1.3)

for zi,j ≤ Di,j , where Ksati,j is the saturated hydraulic conductivity, Di,j is the soil
thickness, and ni,j is a parameter for the Ksati,j rate of decay.
Overland flow is performed using a fully-unsteady, explicit, finite-difference,
diffusive wave formulation (Julien et al. 1995; Ogden 1997) which is a simplification
of the St. Venant continuity and momentum equations for a shallow water wave. For
one-dimensional flow, these are given by:

∂h ∂qx
+
= ie
∂t
∂x

(1.4)

∂h
= Sox − Sf x
∂x

(1.5)

and

where h is the water depth, qx is the discharge in the x-direction, Sf x is the friction
slope in the x-direction, Sox is the terrain slope in the x-direction, and ie is the
infiltration excess. A form of Manning’s equation is used to calculate qx to account
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for momentum losses:
qx = αx hβ ,

where αx =

Sf0.5
x
,
nov

(1.6)

β = 35 , and nov is the roughness coefficient of the land surface. The

diffusive wave equation is simpler than the kinematic wave equation, as it neglects
inertial forces. Overland flow can be implemented in WRF-Hydro using either the
1-D D8 steepest descent formulation or the 2-D CASC2D formulation. Overland flow
begins in the model when the surface head is greater than the retention depth of the
column land surface model cell. When overland flow reaches a grid cell marked as
a channel, WRF-Hydro passes the excess water from the cell to the channel routing
model.
WRF-Hydro supports several one-dimensional channel flow options, including
diffusive wave, kinematic wave, and Muskingum-Cunge reach routing (Dugger et al.
2017). Channel flow in WRF-Hydro is one-way, in that there is no overbank flow,
meaning channels are of infinite depth and water in the channel remains in the channel. Therefore, WRF-Hydro does not currently model inundation (as of version 5.0),
since it does not allow water to exit the channel. Future model versions may model
inundation processes, but in the meantime, inundation must be predicted from other
relationships, e.g., through the use of rating curves and the Height Above Nearest
Drainage (HAND) methodology (Zheng et al. 2018). For the diffusive wave, channel routing is performed on a pixel-by-pixel basis similar to the overland flow computations, which use the diffusive wave formulation. The channel has an assumed
trapezoidal geometry and channel parameters include side slope, bottom width, and
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roughness as a function of Strahler stream order (Strahler 1957). The mass continuity
equation is given as:
∂A ∂Q
+
= qlat ,
∂t
∂x

(1.7)

where t is the time, x is the streamwise coordinate, A is the cross-sectional flow area,
Q is the flow rate, and qlat is the lateral inflow rate into the channel. The momentum
equation is given as:

∂Z
∂Q ∂ (βQ2 A−1 )
+
+ gA
= −gASf = −gA
∂t
∂x
∂x



Q
K

2
,

(1.8)

where β is a momentum correction coefficient, Z is the water surface elevation, g is
gravity, and Sf is the friction slope, and K is the conveyance, which is computed
from Manning’s equation as:
K=

Cm
AR2/3 ,
n

(1.9)

where Cm is a constant (1.0 for SI units), n is the Manning’s roughness coefficient,
and R is the hydraulic radius (cross-sectional area divided by the wetted perimeter). For the diffusive wave approximation of open channel flow, the convective term
(∂ (βQ2 A−1 ) /∂x) is ignored, simplifying the momentum equation to:

Q=


q



K

∂Z
∂x

q



−K

∂Z
∂x
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∂Z
∂x

>0

∂Z
∂x

(1.10)
< 0.

Therefore, a numerical solution is obtained by discretizing the continuity equation:

An+1 − An =


∆t
n
Qni+1/2 − Qni−1/2 + ∆tqlat
,
∆x

(1.11)

where Qni+1/2 is the flux across the cell face between cells i and i + 1 at time n. Lake
and reservoir routing can be optionally run with the channel routing using a level pool
scheme, but reservoir management modules are not yet available in WRF-Hydro.
The Muskingum-Cunge channel routing scheme (Cunge 1969) is built on the
Muskingum method, which is given in its discrete form by:

t+1
t
t
Qt+1
out = C1 Qin + C2 Qin + C3 Qout ,

(1.12)

where:
C1 =

∆t + 2KX
,
∆t + 2K (1 − X)

(1.13)

C2 =

∆t − 2KX
,
∆t + 2K (1 − X)

(1.14)

−∆t + 2K (1 − X)
.
∆t + 2K (1 − X)

(1.15)

and
C3 =

Note that C1 +C2 +C3 = 1. Cunge (1969) developed equations to calculate the storage
timing parameter K and the diffusion parameter X, from the hydraulic properties of
the reach:
1
X=
2



Q
1−
BSox c∆x
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,

(1.16)

and
K=

∆x
,
c

(1.17)

where B is the channel surface width. The celerity, c, is obtained by solving Manning’s
equation:
c=

1 2/3 1/2
R S0 ,
n

(1.18)

where n is Manning’s roughness coefficient, R is the hydraulic radius, and S0 is the
channel slope. In WRF-Hydro, the Muskingum-Cunge routing scheme is run over
a vector channel network, rather than a gridded channel network, which allows the
NWM to run the Muskingum-Cunge routing scheme with channels defined by the
National Hydrography Dataset Plus (NHDPlus) (McKay et al. 2012) reach network.
Note that discharge, or streamflow, is the prognostic variable for Muskingum-Cunge
vector routing, whereas channel surface height, or channel head, is the prognostic
variable for diffusive wave routing.
Baseflow into the channel is calculated using a simple input equals output
relationship or an exponential storage-discharge bucket model, which is linked to
WRF-Hydro through the discharge of deep drainage from the land surface column.
The conceptual groundwater reservoir acts as a simple bucket, which empties into
the stream network by equally distributing the baseflow across the channel pixels
within the groundwater basin. Since this model is strictly conceptual, the water
depth calculated by the bucket model is not physical. The exponential bucket model
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is described by the equation:



zgw
max

B( z

qout = C e


)−1 ,

(1.19)

where qout is the baseflow into the channel, C is the bucket model coefficient, B is
the bucket model exponent, zgw is the water depth, and zmax is the maximum water
depth. C, B, and zmax are all adjustable parameters in WRF-Hydro.

1.2.2

National Water Model (NWM)
In August 2016, the National Oceanic and Atmospheric Administration (NOAA)

Office of Water Prediction (OWP) implemented an operational, high-resolution National Water Model (NWM) to provide unprecedented hydrologic forecast capabilities on a national scale for millions of channel reaches (i.e., stream segments) within
CONUS. The NWM simulates the terrestrial component of the water cycle to provide operational guidance and forecasting of soil moisture, streamflow, reservoir management, groundwater storage, and inundation (OWP 2018). The NWM is an uncoupled instantiation of WRF-Hydro, taking advantage of WRF-Hydro’s multi-scale
domain support to run Noah-MP as the land surface model at a 1-km spatial resolution, the terrain (surface and subsurface) routing at a 250-m spatial resolution, and
Muskingum-Cunge vector channel routing over the NHDPlus reach network.
The NWM consists of four operational configurations: an analysis and assimilation configuration, a short-range forecast, a medium-range forecast, and a longrange forecast (Table 1.1). Since the NWM is run in an uncoupled mode, all four
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configurations ingest observed or modeled meteorological forcing. During the analysis
and assimilation period, blended Multi-Radar Multi-Sensor (MRMS) (Zhang et al.
2016), High-resolution Rapid Refresh (HRRR) (Benjamin et al. 2016), and Rapid
Refresh (RAP) (Benjamin et al. 2016) precipitation forcing is ingested. The short-,
medium-, and long-range configurations ingest HRRR/RAP, Global Forecast System (GFS) (Environmental Modeling Center 2003), and Climate Forecast System
(CFS) (Saha et al. 2014) precipitation forcing, respectively. In NWM version 1.0,
1260 reservoirs are parameterized using a level pool scheme for all four configurations. Significant upgrades to the quantity and parameterization of reservoirs will
be made in future NWM versions to better represent surface water storage (Sampson et al. 2016). Prior to the operational implementation of the NWM, a five-year
spin-up of the model was performed using North American Land Data Assimilation
System (NLDAS-2) (Xia et al. 2012a,b) meteorological forcing, which consists of the
shortwave and longwave radiation, specific humidity, temperature, surface pressure,
near-surface u- and v-component winds, and liquid water precipitation rate. For
the short- and medium-range forecasts, the NWM provides streamflow forecasts for
over 2.7 million NHDPlus channel reaches, a significant improvement over the approximately 3600 Advanced Hydrologic Prediction Services (AHPS) forecast points
previously available prior to the NWM implementation (NOAA NWS 2017; OWP
2018).
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Table 1.1: NWM forecast configurations (OWP 2018). The resolutions listed for
each configuration describe the column land surface, terrain routing, and channel
routing resolutions, respectively.

Cycling
Frequency
Forecast
Duration
Forecast
Latency

Analysis &
Assimilation

Short-Range

Hourly

Hourly

-3 hours

0-15 hours

0-10 days

0-30 days

1 hour

1.75 hours

6 hours

19 hours

MRMS blend
Meteorological
with
Forcing
HRRR/RAP
background
1-km, 250-m,
Spatial
NHDPlus
Discretization
Reach
1.3

MediumRange
Daily at 00,
06, 12, & 18Z

Downscaled
HRRR/RAP
blend

Downscaled
GFS

1-km, 250-m,
NHDPlus
Reach

1-km, 250-m,
NHDPlus
Reach

Long-Range
Daily
Ensemble

Downscaled
& biascorrected
CFS
1-km, 1-km,
NHDPlus
Reach

Satellite remote-sensing of vegetation

Satellite remote sensing of vegetation relies on imaging the Earth’s surface
at visible and near-infrared wavelengths between 0.40 µm and 1.4 µm. At these
wavelengths, vegetation has a different spectral response than soil and water surfaces
Figure 1.2. Vegetation has a reflectance peak of 4% at the green wavelength of 0.53
µm and reflectances above 25% from 0.7 µm - 1.3 µm with peaks at 0.865, 1.08, and
1.32 µm. Plant cell structure is the dominating factor in the 0.7 µm - 1.3 µm range,
whereas plant pigmentation is the dominating factor in the visible range (Richards
2013). Chlorophyll absorption bands at the red and blue wavelengths for healthy
vegetation leaves only green reflectance, resulting in a peak at the green wavelength.
In less green vegetation, chlorophyll absorption decreases, increasing the red and blue
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reflectance, resulting in a yellow coloring in the visible range. On the other hand,
bare soil has a reflectance increasing from 1% at 0.40 µm to 22% at 1.4 µm. Thus, soil
has a greater reflectance than vegetation between 0.40 µm and 0.70 µm, while vegetation has a greater reflectance from 0.70 µm to 1.35 µm. Water surfaces are highly
absorptive, with reflectance below 5% at all visible and near-infrared wavelengths.
However, at wavelengths smaller than 0.52 µm, water has a higher reflectance than
vegetation, and at wavelengths smaller than 0.47 µm, water has a higher reflectance
than bare soil. Due to the different spectral responses of different land surfaces, a
combination of satellite bands can be used to differentiate between vegetation and
other land surfaces, as well as measure the health, or greenness, of the vegetation
being observed.
Several satellite instruments, including the NOAA Advanced Very High Resolution Radiometer (AVHRR) and NASA Aqua and Terra Moderate Resolution Imaging Spectroradiometer (MODIS) have provided measurements of vegetation. The
Suomi National Polar-orbiting Partnership (S-NPP) Visible Infrared Imaging Radiometer Suite (VIIRS) continued the collection of vegetation records after its launch
in 2011 to bridge the gap between AVHRR and the Joint Polar Satellite System
(JPSS) satellites. The NOAA National Environmental Satellite, Data, and Information Service (NESDIS) Center for Satellite Applications and Research (STAR)
produces weekly composites of VIIRS Green Vegetation Fraction (GVF) for land surface modeling applications (Jiang et al. 2014). The VIIRS GVF algorithm uses VIIRS
blue band M3 (0.490 µm), red band I1 (0.640 µm), and near infrared band I2 (0.865
µm). These bands have spatial resolutions of 750 m, 375 m, and 375 m, respectively
13

Figure 1.2: Spectral reflectance characteristics in the visible and reflective infrared
range for three common cover types: vegetation, soil, and water (Richards 2013,
Figure 1.11).

(Jiang et al. 2014). Daily gridded surface reflectance maps for each of these bands are
obtained by mapping VIIRS surface reflectance to a global 0.003◦ Plate Carrée projection and then compositing over a seven-day period using the maximum view-angle
soil-adjusted vegetation index (MVA-SAVI) compositing algorithm (see Jiang et al.
(2014)) to produce weekly surface reflectance maps. The weekly surface reflectance
maps are then used to calculated the VIIRS Enhanced Vegetation Index (EVI), given
by the equation:

EV I = G

RI2 − RI1
RI2 − RI1
= 2.5
,
RI2 + A1 (RI1 ) − A2 (RM 3 ) + L
RI2 + 6(RI1 ) − 7.5(RM 3 ) + 1
(1.20)
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where RM 3 , RI1 , and RI2 is the atmosphere-corrected surface reflectance for bands
M3, I1, and I2, respectively, L is the canopy background adjustment, and coefficients
A1 and A2 account for aerosol influences (Jiang et al. 2014). A 15-week smoothing
filter is applied to the EVI to remove high frequency noise. GVF is then calculated
from EVI by the equation:

GV F =

EV I − 0.09
EV I − EV I0
=
,
EV I∞ − EV I0
0.5866

(1.21)

where EV I0 is the global minimum EVI and EV I∞ is the global maximum EVI,
which for VIIRS is defined as 0.09 and 0.6766, respectively. Consequently, GVF
ranges from 0-100%. GVF is then aggregated to a resolution of 0.036◦ (4 km) for
the global product, and gaps in GVF that may occur at high latitudes are filled
using monthly VIIRS GVF climatology. The final, global VIIRS GVF product has
an accuracy of 12% (Jiang et al. 2014).

1.4

1.4.1

Satellite remote-sensing of river height

Radar interferometry
For over 25 years, nadir altimetry satellite missions—including the TOPEX/Poseidon

(1992-2006), Jason-1 (2001-2013), Jason-2 (launched in 2008), and Jason-3 (launched
in 2016) missions—have provided global, point-based observations of ocean surface
topography. These nadir-profiling dual-frequency altimeters collect measurements at
C-band (5.6 cm wavelength or 5.3 GHz) and Ku-band (2.2 cm wavelength or 13.6
GHz) at low spatial resolutions of 200-400 m along track and height resolution of
15

10-50 cm over ocean. These resolutions are dictated by instrument frequency and
antenna design (Alsdorf et al. 2007; Biancamaria et al. 2016). Although a few studies
have shown that these nadir radar altimetry missions also have the potential to monitor terrestrial water bodies such as inland rivers, lakes, and wetlands (e.g., Kouraev
et al. 2004; Papa et al. 2010; Biancamaria et al. 2017), the reduced pulse averaging
degrades the spatial and height resolution even further (Alsdorf et al. 2007), which
is a major limitation. The Shuttle Radar Topography Mission (SRTM) supported
swath topography measurements at C-band and X-band, but lacked global coverage
and had very low vertical accuracy (Alsdorf et al. 2007).
Radar interferometers, like Synthetic Aperture Radar (SAR) interferometry
(Bamler and Hartl 1998; Rosen et al. 2000; Calmant et al. 2008), use triangulation
to measure surface elevation. As shown in Figure 1.3, an antenna emits a radar pulse
(indicated as 1, outlined in green), which is backscattered by the surface. Both antennae receive the backscattered signal, although the signal phase of the backscattered
signal measured by the non-emitting antenna (antenna 2, outlined in red) is offset
from the signal phase measured by the emitting antenna due to the extra distance the
backscattered power must travel to reach the slave antenna. Based on the geometry
in Figure 1.3, it follows that:

∆r = r2 − r1 = Bsin(θ − α),

(1.22)

where ∆r is the difference in measured ranges between the two antennas (r1 and r2 ),
B is the baseline (or mast) length, θ is the view (or incidence) angle (i.e., the angle
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Figure 1.3: Conceptual view of a bistatic radar interferometer. The master antenna
(green) emits a radar pulse towards the surface. The backscattered signal is reflected
towards both antennae (green arrows). Since the figure is not to scale, note that
r1  B.

between the antenna nadir point and the incoming backscattered signal), and α is the
roll angle (the angle between the baseline and the tangent plane to the target) which
is often very small. Similarly, based on the definition of the electromagnetic wave:

∆r =

φ
φλ
=
,
k
2π

(1.23)

where φ is the phase difference, k is the wavenumber, and λ is the wavelength. Note
that phase difference is inherently related to the altimetric resolution of the instru-
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ment. These two equations can be combined to relate baseline length and the wavelength to the phase difference:


θ = arcsin

φλ
2πB


+ α.

(1.24)

This equation suggests an important characteristic of radar interferometry. For a
given look angle, to maintain a constant altimetric resolution (i.e., phase difference),
as wavelength decreases (frequency increases), baseline length must decrease. Surface
elevation (h) can also be computed from the geometry shown in Figure 1.3 as:

h = H − r1 cos (θ − α) ,

(1.25)

where H is the satellite altitude. However, this equation does not account for measurement errors.
The Level 0 products for radar interferometers are a map of raw phase differences, known as a raw interferogram, and a map of magnitudes of the backscattered
signal. The flat Earth phase contribution is then removed from the raw interferogram
to obtain the corrected interferogram (Level 1B). In order to derive elevation from
the interferogram, the phase must be unwrapped using the equation

φ = 2πn + φ0 ,

(1.26)

since the phase difference modulo 2π, φ0 , is what is measured by radar interferometers.
To calculate n, the phase is unwrapped and then the height ambiguity (Ea ), given
18

by:
Ea =

r1 λtanθ
,
B

(1.27)

is removed. The height ambiguity corresponds to a phase difference of 2π with a
precision of ±Ea /2 of the true height (Fjørtoft et al. 2014). Once the integer n is
determined, the unwrapped phases are georeferenced, resulting in the final elevations.
The backscattered magnitude is used to classify different surfaces, including
creating a water mask for extracting water surface elevations (Enjolras and Rodriguez
2009). At Ka-band for near-nadir incidence angles only (less than 2◦ ), water acts as a
specular reflector, meaning it backscatters most of the emitted energy back towards
the satellite. On the other hand, land, which is rougher than water, will backscatter
energy in all directions, so the amplitude of the received backscattered signal for land
will be much less than water. This large difference in measured backscatter allows
water to be identified to create the water mask, which assists in extracting water
surface elevation from the DEM and calculating water surface area (Biancamaria
et al. 2016).

1.4.2

The Surface Water Ocean Topography (SWOT) mission

1.4.2.1

Instrument characteristics

The Surface Water Ocean Topography (SWOT) mission will be launched in
2021 to collect the first global inventory of surface waters, including rivers, lakes,
reservoirs, and wetlands. SWOT will provide high spatial-resolution swath measurements of river water surface elevation (WSE, the height of the river surface above
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a reference ellipsoid), width, and slope, using a bistatic Ka-band (35.75 GHz) radar
interferometer (KaRIn) (Fjørtoft et al. 2014). With an orbit inclination of 77.6◦ , a
swath width of 120 km, and incidence angles ranging from 0.6◦ –3.9◦ , SWOT will enable unprecedented global coverage of rivers with widths greater than 100 m (mission
requirement), but possibly down to 50 m (Biancamaria et al. 2016; Pavelsky et al.
2014; Rodriguez 2016). SWOT’s spatial resolution is dictated by the baseline length,
the altitude of the satellite, and the incidence angle of the observation. The SWOT
pixel size in the range (across-track) direction decreases with incidence angle, from
60 m to 10 m across the 50 km SWOT swath. In the azimuth (along-track) direction,
pixel resolution is 6 m (Biancamaria et al. 2016). The SWOT Ka-band Radar Interferometer (KaRIn) builds on the heritage of nadir altimeters and SRTM (Enjolras
and Rodriguez 2009). The only other Ka-band satellite instruments that have flown
are the Global Precipitation Measurement (GPM) Dual-frequency phased-array Precipitation Radar (DPR) (Hou et al. 2014) and the Satellite for Argos and ALtika
(SARAL) (Biancamaria et al. 2017) which were primarily designed to observe precipitation and ocean topography, respectively. Thus, there are no previous satellites
similar to SWOT with a designed purpose of measuring terrestrial surface waters.
In using Ka-band instead of lower frequency bands (e.g., C-band or Ku-band),
SWOT’s design supports a shorter baseline (10 m) to maintain decimetric accuracy
for elevation measurements. Additionally, it allows SWOT to gather measurements
at a finer spatial resolution and results in less penetration into soil, snow, and vegetation (Fjørtoft et al. 2014; Biancamaria et al. 2016). However, Ka-band is severely
attenuated by rainfall rates greater than 3 mm hr−1 (Rodriguez 2016; Biancamaria
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et al. 2016). According to Rodriguez (2016), approximately 7% of the Earth’s surface
experiences these rain rates at any given time. The GPM DPR makes use of Ka-band
to detect microphysical processes and liquid, frozen, and mixed-phase precipitation.
This instrument has a minimum detectable signal of 12 dBZ with a minimum detection threshold for rainfall rates of 0.5 mm hr−1 . Thus, heavy snowfall will also
attenuate the SWOT Ka-band signal, but to a much lesser extent than the equivalent rainfall rates due to its lower dielectric (0.20 for ice versus 0.93 for rain). For
example, at Ka-band, a snowfall rate equivalent to 5 mm hr−1 of liquid precipitation
will have an attenuation coefficient 0.33 dB km−1 (Battan 1971), whereas a rainfall
rate of 5 mm hr−1 will have an attenuation coefficient of 1.9 dB km−1 (Wexler and
Atlas 1963). Ka-band is also sensitive to cloud particles, in which water clouds have
an attenuation coefficient of 0.99 dB km−1 per g m−3 cloud water content and ice
clouds have an attenuation coefficient of 0.009 dB km−1 per g m−3 equivalent cloud
water content (Battan 1973).
SWOT’s spatial and temporal resolution are significantly better than previous
altimeters. Figure 1.4 shows the temporal resolution of SWOT as the number of
observations per repeat cycle of approximately 21 days. The tropics are observed 1-2
times per repeat cycle, whereas the arctic is observed 4-7 times per repeat cycle. Note
that SWOT measurements are not equally distributed in time, such that a certain
point along the 62◦ N parallel, for example, would be observed on days 6, 7, 16, and
17, of the 21-day SWOT repeat cycle (Biancamaria et al. 2016). Thus, latitude plays
an important role in the observability of a flood event by SWOT. The probability of
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Figure 1.4: Number of SWOT visits per orbit repeat period of 21 days over the
continents (Biancamaria et al. 2016, Figure 3a).

SWOT observing a flood event is determined by:

P = nobs

tf lood
,
τrepeat

(1.28)

where P is the guaranteed number of observations, nobs is the number of observations
for the location during a repeat cycle (which can be determined from Figure 1.4), tf lood
is the flood duration, and τrepeat is the SWOT repeat cycle of 20.86 days (Frasson and
Schumann 2017). Although this equation does not account for missed observations
due to heavy rainfall, it can be used to determine what floods will be observed by
SWOT. Frasson and Schumann (2017) found that 55% of historical floods would
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be observed at least once by SWOT, with 25% having P > 1, indicating that an
observation is guaranteed. 11% were observed more than once with P > 2. Based
on their analysis, floods with larger affected areas are more likely to be seen. Even
with the enhanced temporal coverage for higher latitudes, floods at the equator were
observed just as often as those in the Arctic.
SWOT data products will be available from the Physical Oceanography Distributed Active Archive Center (PO.DAAC) after launch. SWOT Level 2 data products include the geolocated water mask, estimated water surface elevations, surface
water elevation uncertainty, and estimated surface area (Rodriguez 2016). The Level
3 data will include a global set of vector rivers and pass-based river vector products with location, inundated area and extent, height, slope, width, and discharge,
including uncertainties for all quantities (Rodriguez 2016).
An airborne SWOT analogue known as AirSWOT (Rodriguez et al. 2010;
Moller et al. 2011) was developed to provide proxy SWOT data and acts as the primary calibration, validation, and science support instrument for the SWOT mission.
AirSWOT contains a multi-baseline Ka-band interferometric SAR known as the Kaband SWOT Phenomenology Airborne Radar (KaSPAR) (Moller et al. 2011), which
collects topographic maps of water surfaces and floodplains (Altenau et al. 2016) in the
same manner as the SWOT KaRIn. AirSWOT has already collected measurements
along several rivers, including the Sacramento River (Yoon et al. 2016), Willamette
River (Tuozzolo et al. 2016), and Tanana River (Altenau et al. 2016). The main
differences between SWOT KaRIn and AirSWOT KaSPAR are that KaSPAR has
outer swath incidence angles ranging from 4◦ –25◦ with multiple temporal and cross23

track baselines to characterize scattering and statistics expected from KaRIn and is
an airborne instrument, flying on a B200 Super King Air aircraft at an altitude of 8
km (Altenau et al. 2016). These differences in incidence angles and viewing geometry make AirSWOT observations substantially different than those expected from
SWOT, but still provide accurate, SWOT-quality measurements of WSE (Altenau
et al. 2016). AirSWOT measurement errors arise from the same sources as SWOT
(discussed in Section 1.4.2.2), with additional errors stemming from uncertainty in
aircraft position (Altenau et al. 2016). Altenau et al. (2016) found that AirSWOT
WSE has an RMSE of 9 cm, comparable to SWOT’s expected error of 10 cm with
pixel-averaging.

1.4.2.2

Sources of measurement error

Error in the SWOT measurements come from several sources related to the
instrument itself, observing geometry, environmental and geophysical factors, and
data processing. The main sources of error are instrument thermal (white) noise,
error in the interferometric baseline length and roll angle, wet and dry tropospheric
effects, ionospheric effects, topographic and vegetation layover, and attenuation (Fu
and Rodriguez 2004; Durand et al. 2008; Enjolras and Rodriguez 2009). Additional
errors arise during processing, such as during water classification while calculating the
water mask (Biancamaria et al. 2016) or phase unwrapping due to height ambiguity
(Rosen et al. 2000; Fjørtoft et al. 2014). For quality control, all SWOT data products
will come with estimates of measurement accuracy taking these error sources into
account (Rodriguez 2016).
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Thermal noise is the only source of error that can be reduced through pixel
averaging. Instrument height error with respect to the interferometric phase standard
deviation (σφ ) caused by thermal noise is given by

δh =

sinθ
λr1
σφ
2πB cos(θ − α)

(1.29)

(Enjolras et al. 2006; Enjolras and Rodriguez 2009). Height errors due to thermal
noise are expected to be approximately 50 cm at the pixel level (Durand et al. 2008,
2010; Yoon et al. 2012; Biancamaria et al. 2016), but can be reduced to 10 cm with
pixel averaging (Enjolras et al. 2006; Durand et al. 2014; Andreadis and Schumann
2014; Munier et al. 2015). The altimetric accuracy (σz ) of the instrument at full
resolution is:
σz =

σφ
Ea .
2π

(1.30)

Pixel averaging reduces the pixel-level thermal noise (σφ ) by the square root of the
number of pixels being averaged (npixels ):

σavg = √

σz
.
npixels

(1.31)

This equation assumes that the pixel-level altimetric random noise is independent.
However, neighboring pixels in radar interferometry images are generally slightly correlated, due to oversampling and spectral weighting. Therefore, the reduction in
thermal noise will be slightly less than what is calculated by Equation 1.31 (Fjørtoft
et al. 2014). The native spatial resolution for KaRIn is approximately 6 m in the
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Figure 1.5: Estimated height accuracy for water pixels as a function of averaging
area. Expected variability in total error is shown in the shaded region (Rodriguez
2016, Figure 2).

along-track direction and 60 m (near range) to 10 m (far range) in the across-track
direction. According to Equation 1.31, to reduce thermal noise to 10 cm, 25 pixels
with a spatial resolution of 10 m must be averaged, resulting in a final spatial resolution of 50 m (Biancamaria et al. 2016). Figure 1.5 shows the estimated height
accuracy for water-only pixels as a function of averaging area. Note that height accuracy decreases from 0.45 m for a 0.01 km2 area down to 10 cm for an area of 1
km2 .
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Biancamaria et al. (2017) showed that environmental and geophysical height
errors can be accounted for by the equation:

h = H − r1 cosθ − ∆Rerr ,

(1.32)

where the total error (∆Rerr ) is given by:

∆Rerr = ∆Rion + ∆Rdry + ∆Rwet + ∆Rcrust ,

(1.33)

where ∆Rion is the atmospheric refraction range delay related to ionosphere dielectric properties, ∆Rdry is the atmospheric refraction range delay due to the dry gas
component of the troposphere, ∆Rwet is the atmospheric refraction range delay due
to attenuation by water vapor and cloud liquid water in the atmosphere, and ∆Rcrust
accounts for range errors from crustal vertical motions due to solid Earth and pole
tides (Enjolras and Rodriguez 2009). ∆Rdry has an approximately constant value of
2.3 m for a 0◦ incidence angle measuring a surface at sea level. ∆Rwet can vary greatly
spatially and temporally, but can have magnitudes as large as 30 cm (Enjolras and
Rodriguez 2009). Error stemming from uncertainty in the interferometric baseline
length is due to thermal variation within the mast, and roll angle error is due to
uncertainty in platform attitude (Enjolras and Rodriguez 2009).
Topographic and vegetation layover can be source of large errors, especially
given the near-nadir incidence angles of KaRIn. Layover occurs when the surrounding
topography or vegetation is the same distance from the satellite as the water surface.
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Topographic layover occurs when the terrain slope exceeds the sensor look angle, and
therefore topographic layover increases as look angle decreases (Fjørtoft et al. 2014).
Previous sensors, like SRTM, had large look angles, thus the effect of layover was
mitigated. When layover occurs, signal from the topography or vegetation and the
water surface is backscattered and returned at the same time. The sensor treats these
measurements as occurring at the same location. Thus, the average value is reported
instead, leading to large height errors (Frasson and Schumann 2017). SWOT layover
impacts also strongly depend on the radiometric contrast between water and land
surfaces (Fjørtoft et al. 2014). Fjørtoft et al. (2014) performed a study in which
they placed trihedrals with a similar backscattering coefficient as water along the
Rhone River in Southern France and then observed the river using an airborne Kaband interferometer. The results are shown in Figure 1.6. For Figure 1.6a, the slope
of the surrounding land is low, thus no layover occurs and the trihedrals correctly
appear positioned on the river bank. However, for Figure 1.6b the topographic slope
is larger, causing layover error. The trihedrals appear as if they are located in the
river, when they are actually located on the land. This experiment shows that layover
not only affects height error, but also geolocation errors. Since radar interferometry
essentially uses triangulation for geolocation, pixels with large vertical errors have
high geolocation errors (Biancamaria et al. 2016).
Look angle also affects the measurement error. By design, look angles are kept
small to minimize elevation errors while maximizing the return power from smooth
water surfaces. Thanks to SWOT’s near-nadir viewing, these errors are significantly
reduced compared to previous sensors, providing an order of magnitude better accu28

(b)

(a)

Figure 1.6: Illustration of the impact of radiometric contrast and layover on elevation
error, based on SAR images collected over the Rhône River on (a) 24 February 2011
and (b) 25 May 2011. The positions of the trihedrals are indicated by the red arrows
and are boxed in red (Fjørtoft et al. 2014).

racy than SRTM was able to obtain using look angles of 30◦ -58◦ (Bates et al. 2014).
However, errors due to look angle still increase substantially across the SWOT swath
due to the relationship between look angle, surface roughness (wind velocity), and
the backscattering coefficient of water at Ka-band (Enjolras and Rodriguez 2009).
The specular behavior of water at Ka-band backscatters most of the emitted energy
back towards the satellite nadir for near-nadir incidence angles. However, when water
surfaces are extremely flat (wind speeds much less than 1 m/s), there is loss of data
at the far swath beyond 2◦ since no energy is being emitted from the water surface
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back to the satellite. Therefore, some degree of surface roughness is needed to retrieve
data beyond incidence angles of 2◦ . Pixel size decreases as look angle increases, which
increases the signal-to-noise ratio (SNR).
Finally, water classification errors also affect SWOT data products (Biancamaria et al. 2016). Based on the differences in backscatter for land and water surface
discussed earlier, there are some cases in which vegetation or land surfaces are classified as water, such as roads and paths which display similar magnitudes as water.
Water can also be mistaken for land at large incidence angles when the water surface
is extremely flat. In this case, the smooth water as a specular reflector does not
backscatter energy back towards the satellite due to the high incidence angle, but a
rougher land surface does. Therefore, land would have a larger magnitude than the
water at high incidence angles, which could result in land being classified as water.
Additionally, mixed land and water pixels would contaminate water pixel classification along the river bank resulting in misclassification (Enjolras and Rodriguez 2009).

1.5

Research questions and dissertation outline

This study assesses the impact of VIIRS GVF and SWOT WSE on NWM
initialization and streamflow prediction. These two datasets were assessed in separate, independent experiments. First, VIIRS GVF was ingested into subsets of the
NWM domain in North Alabama to quantify the sensitivity of NWM streamflow to
GVF. The results of this experiment are discussed in Chapter 2. Second, this project
develops the capabilities and methodology to assimilate synthetic SWOT WSE into
WRF-Hydro in Alaska, which is configured to mimic the NWM. The generation of
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synthetic SWOT WSE is discussed in Chapter 3, and the impact of assimilating synthetic SWOT WSE to improve NWM initial conditions is examined in Chapter 4.
These studies answer the following research questions:

1. How does ingesting real-time VIIRS GVF into the WRF-Hydro system affect
runoff and streamflow prediction at the watershed scale?
2. Does the assimilation of SWOT WSE improve WRF-Hydro streamflow prediction?

The hypothesis states that assimilating SWOT WSE and ingesting VIIRS
GVF into the NWM will improve model initialization, which in turn will provide more
accurate streamflow prediction during the subsequent forecast period. Chapter 5
summarizes the results and conclusions of these studies and answers each of the
research questions presented here.
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CHAPTER 2

INGESTING REAL-TIME VEGETATION INTO THE NWM

2.1

Introduction

The NWM was designed to provide hydrological forecasts on a national scale
to anticipate extreme flood and drought events, which relies on an accurate land
surface model to correctly simulate surface and subsurface runoff into the channel
network. Land surface models often use high resolution static fields of soil type,
land use, vegetation type, and topography to parameterize and account for surface
properties related to infiltration, evaporation, and runoff. Furthermore, the NWM
configuration of Noah-MP uses a GVF climatology to represent vegetation within
the model (Gochis et al. 2018). However, unlike soil type, land use, vegetation type,
and topography, which vary slowly on timescales of years, GVF can experience large
changes in a matter of days. Although improvements have been made in Noah-MP
to attempt to improve the vegetation canopy energy balance and the vegetation phenology through a dynamic leaf model (Niu et al. 2011), the use of maximum GVF
climatologies within the NWM limits its ability to account for anomalous green vegetation arising from anomalies in seasonal precipitation and/or temperature, which
can lead to dramatic differences between climatology and reality. The impact of veg32

etation on land surface energy and moisture fluxes is shown in Figure 2.1. Vegetation
greenness impacts photosynthesis, plant respiration, and carbon distribution in the
canopy layer, all of which substantially impact evapotranspiration (Sridhar 2001).
Additionally, vegetation greenness impacts surface albedo, emissivity, and the heat
capacity of the land surface, affecting, soil temperature, snowmelt, and thermal inertia. Plant root uptake and interception also reduce soil moisture and subsequent
runoff, which then reduce channel discharge. Thus, vegetation has a large impact
on both energy and moisture fluxes within the land surface model. Correctly representing vegetation plays a crucial role in accurately modeling land surface processes
(Sridhar 2001).
With the launch of the S-NPP VIIRS instrument, weekly composites of GVF
are regularly available as a Level 2 product (Jiang et al. 2014). WRF-Hydro allows
GVF to be read as input forcing along with the meteorological forcing in order to take
advantage of satellite observations of real-time vegetation, but this capability has not
been tested within the NWM configuration. This study investigates the impact of
ingested VIIRS GVF on the NWM streamflow prediction in three small watersheds in
Northern Alabama. The use of real-time VIIRS GVF as opposed to the climatological
maximum GVF within the NWM leads to changes in streamflow. As indicated by
Figure 2.1, if the real-time VIIRS GVF is less than the climatological maximum
GVF then the NWM streamflow will be under-predicted, whereas if the real-time
VIIRS GVF is greater than the climatological maximum GVF then the NWM will
over-predict streamflow. The sensitivity of runoff to vegetation has been shown to
diminish after the soil column is saturates, since the entire land surface begins acting
33

(a)

(b)

Figure 2.1: Energy and moisture fluxes that are affected by vegetation greenness.
Scenarios depicting a) high GVF and b) low GVF are shown.

like an impervious layer, i.e., infiltration ceases (Ogden 2017). Therefore, VIIRS
GVF impacts will likely be minimized during heavy precipitation and flood events.
However, forecasts of rain events that do not saturate the soil for long periods of
time or those with low antecedent soil moisture will likely benefit from improved
representation of GVF, since vegetation greenness affects the time it takes for the soil
column to saturate.
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2.2

2.2.1

Methodology

Domain and model configuration
This study examines three watersheds in North Alabama which are tribu-

taries of the Tennessee River: Limestone Creek, the upper Flint River, and the Paint
Rock River. The location and topography of these watersheds are shown in Figure 2.2. Note that the watersheds are delineated based on the available USGS stream
gauges. The upper Flint River and Limestone Creek watersheds are a pasture and
cropland-woodland mosaic with moderately sloping topography, whereas the Paint
Rock watershed is wooded (deciduous forest) with steeply sloping topography. The
dominant soil type for all three watersheds is silt loam. Note that no variability exists
in land use-land cover or soil type within each watershed are the spatial resolutions
used in this study. For this analysis, the community version of WRF-Hydro (version
4.0) was configured to match the version 1.1 configuration of the NWM following
similar procedures for spin-up and calibration. Subsets of the watershed domains
were extracted from the full NWM domain and were obtained from the WRF-Hydro
development team at the National Center for Atmospheric Research (NCAR). NWM
namelist files containing NWM configurations and parameterization options were also
provided by NCAR. The Noah-MP and WRF-Hydro model parameterizations used
by the NWM and this study are listed in Table 2.1. The NWM dynamic vegetation
option 4 does not use the Noah-MP dynamic vegetation model, but rather calculates
leaf area index (LAI) from monthly climatologies and uses an annual maximum GVF.
For all experiments in this study using real-time VIIRS GVF, all parameterizations
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Figure 2.2: Simulated watersheds in North Alabama. Watershed boundaries are
indicated by the blue lines, topography shown by the colorbar, and USGS gauge sites
are located with the white dots. The map inset shows the location of the Tennessee
River in red, but does not appear in the full image.

used by the NWM remain the same except for the dynamic vegetation option. For
these experiments, dynamic vegetation option 1 is used, which behaves exactly like
option 4 except that GVF is read from the model input forcing (i.e., regridded VIIRS
GVF) rather than using a maximum climatology constant. Thus, any changes observed in the model can be directly linked to the difference between the climatological
GVF and the real-time VIIRS GVF. In these configurations, GVF does not impact
LAI, which Noah-MP also uses to parameterize vegetation influences on energy and
moisture fluxes.
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Table 2.1: Noah-MP and WRF-Hydro parameterizations used by the NWM. Refer to Niu et al. (2011) and Gochis et al. (2018) for more information about these
parameterizations.
Noah-MP
Dynamic Vegetation Option
Canopy Stomatal Resistance Option
BTR Option
Runoff Option
Surface Drag Option
Frozen Soil Option
Supercooled Water Option
Radiative Transfer Option
Snow Albedo Option
PCP Partition Option
TBOT Option
Temp Time Scheme Option
Glacier Option
Surface Resistance Option
WRF-Hydro
Channel Routing Option
Groundwater/Baseflow Routing Option

Option
4
1
1
3
1
1
1
3
2
1
2
1
2
4
Option
2
1

Initial conditions have a strong effect on hydrological models, with the greatest
impact on basin-averaged surface storage and runoff (Seck et al. 2015). Land surface
models take 1-2 years of spin-up to reach practical equilibrium, defined as a 10%
difference in final state (Seck et al. 2015), but several years for fine-scale equilibrium
(a 0.1% difference). Channel routing, especially from dry conditions, can take 3-5
years to spin-up (Gochis et al. 2018; OWP 2018). The NWM performed a five-year
spin-up using NLDAS meteorological forcing prior to issuing forecasts in August 2016.
Rodell et al. (2005) suggests that humid regions spin up much more quickly than arid
regions. This finding is verified by Seck et al. (2015), who found that spin-up from
dry initial conditions is slower than for wet initial conditions, indicating that the sys-
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tem has a longer memory for dry conditions. This finding is an important factor to
consider when spinning up WRF-Hydro, because antecedent moisture plays a major
role in hydrological response (Seck et al. 2015). For the WRF-Hydro modeling in
North Alabama as part of this project, a two-year spin-up period is used beginning
with dry conditions in order to mimic the NWM configuration. The two-year spinup period was used to limit computational cost, although other WRF-Hydro studies
have also used short spin-up times (e.g., Senatore et al. 2015). Initial model fields
were developed using the WRF-Hydro GIS Preprocessor (Sampson and Gochis 2015)
and the Rwrfhydro R package (McCreight et al. 2015). The two-year spin-up period
(October 2011-September 2013) was performed for both the land surface and hydrological components of the model, followed by a two year calibration period (October
2013-September 2015) using NWM calibration scripts. The calibration procedure is
presented in more detail in Section 2.2.2. The calibrated model was then validated
over the two years following the calibration period (October 2015-September 2017).
Hourly NLDAS meteorological forcing and hourly Multi-Radar Multi-Sensor (MRMS)
gauge-corrected rain rates were used throughout the spin-up, calibration, validation,
and case study periods. A summary of the methodology is shown in Figure 2.3. In
order to mimic the NWM as closely as possible in this study, WRF-Hydro is run
in an uncoupled mode, meaning that the land surface has no interaction with the
atmosphere. Therefore, the meteorological forcing is constant even with changes in
GVF, when in reality, changes in GVF will impact temperature, relative humidity,
and precipitation.
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Figure 2.3: WRF-Hydro model configurations for the control simulation (CAL1VAL1) and two experiment simulations (CAL1-VAL2 and CAL2-VAL2). The colored
bars indicate the datasets used for each simulation during the spin-up, calibration,
and validation periods, with hourly NLDAS meteorological forcing and MRMS gaugecorrected rain rates shown in blue, USGS gauge discharge shown in green, and realtime VIIRS GVF shown in orange. The white boxes indicate the four case study
periods.

2.2.2

Model calibration
Land surface and hydrological processes are often complex and necessarily pa-

rameterized within hydrological models such as WRF-Hydro. To ensure these parameterizations correctly capture the processes with the modeled domain as accurately as
possible, the model is calibrated prior to using it for research or operational forecasting. The NWM calibration is based on minimizing the error between the observations
(USGS stream gauges) and the modeled streamflow. This is done by minimizing an
objective function, which in this case, is the negative weighted mean of the Nash
Sutcliffe Efficiency (NSE) (McCuen et al. 2006) and the logarithmic NSE. NSE is
calculated by the equation:

P
(qmodel − qobs )2
,
N SE = 1 − P
(qobs − q̄obs )2
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(2.1)

where qmodel is the modeled streamflow and qobs is the observed streamflow. NSE
values range from negative infinity to one, in which an NSE less than zero indicates
that the observation mean provides a better estimate than the model, while an NSE
greater than zero indicates the model provides a better estimate than the observation
mean. An NSE equal to one indicates that the model perfectly matches the observations. The logarithmic NSE is calculated in the same manner as the NSE, except the
natural logarithm of all values (qmodel and qobs ) are used instead:

P
(ln(qmodel ) − ln(qobs ))2
.
N SEln = 1 − P
(ln(qobs ) − ln(q̄obs ))2

(2.2)

The negative weighted mean is then calculated as:

N SEnwm = 0 − ((w)N SE + (1 − w)N SEln ) ,

(2.3)

where w is the weight, which is set to 0.5 for the NWM calibration. Since N SEnwm
takes the negative of the NSE, N SEnwm can range from negative one to infinity.
Therefore, if the model performs better than the observation mean then N SEnwm is
negative.
Cuntz et al. (2016) identified 139 hard-coded parameters and 71 standard parameters in the Noah-MP land surface model. They performed a sensitivity analysis of
117 parameters (42 standard and 75 hard-coded) within the WRF-Hydro framework
(with no overland, subsurface, or channel routing performed), finding that Noah-MP’s
hydrologic output fluxes are sensitive to two-thirds of its applicable standard param-
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eters, and that runoff is sensitive to both vegetation and soil properties. Specifically,
they found that surface runoff is sensitive to almost all hard-coded parameters of the
snow processes, soil porosity, the Brooks-Corey parameter (used to relate soil moisture and matric potential), the slope of stomatal conductance, the vegetation height,
and the saturated hydraulic conductivity. Cuntz et al. (2016) also quantify the impact of each of the parameters on runoff, subsurface runoff, total runoff, evaporation,
transpiration, and latent heat. They observed that evaporation is oversensitive to a
single hard-coded parameter (KRSURF1), which controls the concavity of the dependence of soil dry layer thickness on saturation. They also concluded that Noah-MP
is extremely sensitive to the quality of the meteorological inputs, especially the incoming solar radiation. In a similar vein, Cai et al. (2014) found that runoff is highly
sensitive to surface dryness factor, saturated hydraulic conductivity, and saturated
soil moisture. Therefore, based on these comprehensive studies, highly accurate input
forcing and representation of vegetation and soil is extremely important in obtaining
accurate model results.
Cuntz et al. (2016) conducted their study using all of the same Noah-MP
parameterizations used by the NWM, except for the radiation transfer and snow/soil
temperature time scheme options. When a sensitivity assessment of the NWM was
performed by NCAR, many of the parameters identified in Cuntz et al. (2016) were
found to be the most sensitive for the NWM as well (McCreight et al. 2015). For
this research, the calibration is limited to the twelve most sensitive parameters in the
NWM, which also aligns with the procedure used when calibrating the NWM. The
NWM calibrated parameters include (with the WRF-Hydro variable names shown
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in parentheses): the Clapp-Hornberger B exponent (bexp), soil moisture maximum
(smcmax), saturated soil conductivity (dksat), soil infiltration parameter (refkdt),
soil drainage parameter (slope), retention depth (RETDEPRTFAC), saturated soil
lateral conductivity (LKSATFAC), groundwater bucket model max depth (Zmax),
groundwater bucket model exponent (Expon), canopy wind parameter (CWPVT),
maximum carboxylation at 25◦ C (VCMX25) which is related to the vegetation height
(HVT), and the Ball-Berry conductance relationship slope (MP).
For this research, WRF-Hydro was calibrated twice for each watershed using
a different dynamic vegetation option each time. The first model calibration (CAL1)
selected the NWM parameterizations listed in Table 2.1 and used the Noah-MP GVF
climatology. The second model calibration (CAL2) used all of the same options as
CAL1 except that VIIRS GVF was ingested during calibration, changing the dynamic
vegetation option from 4 to 1. The same number of model iterations starting from
the same initial parameter values were used for both CAL1 and CAL2 to ensure
comparability. Using CAL1 model restart files valid for the start of the validation
period, the CAL1 simulation was bifurcated into a CAL1 control simulation (CAL1VAL1) and a CAL1 experiment simulation (CAL1-VAL2). CAL1-VAL1 continued
to use the same NWM parameterizations and GVF climatology as CAL1, whereas
CAL1-VAL2 switched from the GVF climatology during calibration to VIIRS GVF
during validation. Thus, CAL1-VAL1 represents the current NWM configuration and
CAL1-VAL2 represents the scenario in which VIIRS GVF is ingested into the NWM
without recalibrating the model. CAL2 model restart files were also used to start
a CAL2 experiment simulation using VIIRS GVF (CAL2-VAL2). The exact setup
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Figure 2.4: Watershed median GVF derived from climatology (red) and VIIRS
(blue) for the upper Flint River watershed during the validation period.

of these three different configurations are shown in Figure 2.3. A comparison of the
climatological maximum GVF and real-time VIIRS GVF for the upper Flint River
during the validation period is shown in Figure 2.4. While the climatological GVF
remains a constant 0.82 throughout the period, the real-time VIIRS GVF ranges
from 0.28 during the winter to 0.93 during the summer. Although not shown here
but shown in later figures in Section 2.3, a similar relationship exists for the Limestone
Creek and upper Paint Rock River watersheds.
To further examine the impact of replacing the climatological GVF with realtime VIIRS GVF on streamflow prediction during flood and drought events, four
case studies representing different hydrological conditions during the validation period and spread across the four seasons were studied in more detail: December 2015
(flood conditions), June 2016 (moderate drought conditions), September 2016 (se-
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vere drought conditions), and March 2017 (neutral conditions). 31-day simulations
were initialized at the beginning of each case study period from CAL1-VAL1, CAL1VAL2 , and CAL2-VAL2 restart files corresponding to the forecast initialization time.
The modeled streamflow from the control and experiments for each case study were
then analyzed along with the land surface model output to determine the correlation
between GVF and other key land surface fluxes.

2.3

Results and Discussion

Statistics comparing the calibrated streamflow to the USGS gauge discharge
during the calibration and validation periods are shown in Table 2.2. CAL2 results
in modeled streamflow with a lower N SEnwm , higher correlation, lower RMSE, and
lower bias than CAL1 for all three watersheds, indicating that CAL2, which replaces
climatological GVF with real-time VIIRS GVF, provides more accurate streamflow
compared to observations. To determine whether the model improvement resulting
from calibration using VIIRS GVF is statistically significant, the Pearson correlation between the observations and CAL1 or CAL2 were compared using the Fisher
Z-transformation (Wilks 2011) which can then be converted to a p-value indicating significance. For the CAL1 and CAL2 correlations shown in Table 2.2 for the
Limestone Creek, upper Flint River, and Paint Rock River watersheds, the resulting
p-values are 0.051, 0.345, and 0.209, respectively.
Similar results shown during the calibration period are also observed during the
validation period. CAL2-VAL2 improves the correlation, RMSE, and bias over CAL1VAL1 for all watersheds considered. Using the Fisher Z-transformation, p-values
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Table 2.2: N SEnwm , Pearson correlation (R), root mean squared error (RM SE),
and bias during calibration and validation for each watershed. The number of iterations performed during calibration for each watershed are listed in parentheses next
to the watershed name.

NSEnwm

R

RMSE

Bias

CAL1
CAL2
CAL1
CAL2
CAL1-VAL1
CAL1-VAL2
CAL2-VAL2
CAL1
CAL2
CAL1-VAL1
CAL1-VAL2
CAL2-VAL2
CAL1
CAL2
CAL1-VAL1
CAL1-VAL2
CAL2-VAL2

Limestone
Creek (244)
-0.231
-0.246
0.283
0.361
0.531
0.537
0.600
347.3
335.5
427.8
426.9
410.5
-54.8
-51.7
-45.0
-39.6
-41.5

Upper Flint
River (357)
-0.029
-0.044
0.419
0.436
0.623
0.616
0.631
970.5
953.6
1726.0
1727.9
1716.9
-117.29
-117.28
-95.6
-78.3
-93.6

Paint Rock
River (332)
-0.681
-0.702
0.791
0.807
0.820
0.830
0.831
581.3
558.3
814.0
785.1
782.2
-136.1
-117.5
-215.1
-192.9
-180.0

for the Limestone Creek, upper Flint River, and Paint Rock River watersheds are
0.03, 0.41, and 0.26, respectively. CAL1-VAL2 lies between CAL2-VAL2 and CAL1VAL1 in performance, sometimes resulting in model improvements similar to CAL2VAL2 but at other times mirroring CAL1-VAL1. For example, CAL1-VAL2 and
CAL2-VAL2 report similar correlations between modeled and observed streamflow
for the Paint Rock River, whereas CAL1-VAL2 more closely matches CAL1-VAL1
correlations for Limestone Creek.
Within WRF-Hydro, changes in GVF have a direct effect on energy and moisture fluxes within the Noah-MP land surface model. Table 2.3 lists which land surface
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fluxes are highly correlated with real-time GVF for the CAL2-VAL2 validation period. Note that no correlations exist between GVF and the land surface fluxes for
CAL1-VAL1 since GVF is constant, thus CAL1-VAL1 is not included in Table 2.3.
Emissivity is most highly correlated with GVF with a correlation of 0.99, followed
by LAI, surface albedo, ground temperature, net canopy longwave radiation, and 2
m mixing ratio. Interestingly, surface runoff is shown to be positively correlated with
GVF, indicating that runoff increases as GVF increases. This finding is contrary to
the hypothesis that an increase in GVF will decrease runoff due to transpiration, root
uptake, and interception. However, this relationship likely reflects the fact that an
increase in precipitation leads to both additional runoff and greener vegetation (since
the vegetation has more water available) rather than a rejection of the hypothesis.
Table 2.4 compares the water budgets during the validation period (October
2015 - September 2017) for each of the watersheds for CAL1-VAL1 and CAL2-VAL2
to observe how GVF impacts the overall water budget. The water budget equation
is given by:
P = Q + ET + ∆S,

(2.4)

where P is the precipitation (mm yr−1 ), Q is the discharge (mm yr−1 ) at the watershed’s outlet, ET is the evapotranspiration (mm yr−1 ), and ∆S is the change in
storage (mm yr−1 ) in lakes, wetlands, aquifers, and the soil column.
Since Figure 2.4 shows that the real-time GVF is typically less than the climatological GVF, the changes in the water budget between CAL1-VAL1 and CAL2VAL2 are largely a result of GVF decreasing. For the Limestone Creek and Paint
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Table 2.3: Mean Pearson correlation for all three watersheds between GVF and the
listed Noah-MP land surface fluxes during the CAL2-VAL2 validation period. Fluxes
with an asterisk are negatively correlated.
Correlation
0.90-1.00
0.80-0.89

0.70-0.79

0.60-0.69

0.50-0.59
0.40-0.49
0.30-0.39

Flux
Surface emissivity (EMISS)
LAI, surface albedo (ALBEDO), ground
temperature (TG, TGV), net canopy LW
radiation (IRC), 2m mixing ratio (Q2MV,
Q2MB)
Net ground LW radiation* (IRG), Solar
radiative heat flux absorbed by vegetation
(SAV)
Photosynthesis active energy by canopy
(APAR), Total absorbed SW radiation
(FSA), Transpiration rate (ETRAN)
Stem area index (SAI), Ground sensible
heat (SHG), Canopy sensible heat* (SHC),
Underground runoff (UGDRNOFF)
Latent heat to atmosphere (LH), surface
runoff (SFCRNOFF)
Heat flux into soil (GRDFLX), Direct from
soil evaporation rate (EDIR)

Rock River watersheds, this decrease in GVF leads to a decrease in ET and an increase in Q, as hypothesized. However, the upper Flint River behaves differently, in
that the decrease in GVF leads to a slight increase in ET of 1 mm yr−1 and a slight
decrease in Q of 3 mm yr−1 . However, it is important to remember that the period
over which the water budget is calculated includes both a major flood event and a
major drought which may introduce some bias into this analysis. In all three watersheds, Eveg (evaporation from vegetation canopy) decreases slightly as ET decreases.
However, Ebare (evaporation from bare soil) decreases and T (transpiration) increases
as GVF decreases for both the Limestone Creek and upper Flint River watersheds,
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Table 2.4: Water budget during the validation period in units of mm yr−1 rounded
to the nearest mm. ∆S is calculated from P, Q, and ET based on Equation 2.4. ET
is the sum of the evaporation from bare soil (Ebare ), evaporation from the vegetation
canopy (Eveg ), and transpiration (T ).

P
Q
ET
Ebare
Eveg
T
∆S

CAL1-VAL1
CAL2-VAL2
CAL1-VAL1
CAL2-VAL2
CAL1-VAL1
CAL2-VAL2
CAL1-VAL1
CAL2-VAL2
CAL1-VAL1
CAL2-VAL2
CAL1-VAL1
CAL2-VAL2
CAL1-VAL1
CAL2-VAL2

Limestone
Creek
1476
1476
820
829
970
959
808
784
48
45
114
130
-314
-312

Upper Flint
River
1520
1520
1093
1090
923
924
729
693
59
53
135
177
-495
-494

Paint Rock
River
1500
1500
934
990
1006
982
443
507
81
73
483
403
-444
-472

but the opposite occurs in the Paint Rock River watershed (Ebare increases and T
decreases as GVF decreases). This difference is likely due to differences in land useland cover, since the Limestone Creek and upper Flint River watersheds are primarily
pasture and cropland whereas the Paint Rock River watershed is primarily deciduous
forest. In the following subsections, each case study will be examined more closely to
determine how GVF affects the energy and moisture fluxes specifically during flood
and drought events.

2.3.1

December 2015 flood
December 2015 corresponds to a significant flood event in northern Alabama.

This flood event resulted from a combination of high antecedent soil moisture and over
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250 mm of rainfall during the 72-hour period beginning 1200 UTC 23 December 2015.
An additional 25-50 mm of rain was recorded on 28 December 2015, further exacerbating flood conditions. The Flint River reached major flood stage, and the Tennessee
River south of Huntsville, Alabama, reached moderate flood stage, recording a crest
over 22 feet, up from 9 feet prior to the event. Figure 2.5 shows the meteorological
forcing, heat and moisture fluxes, GVF, and streamflow for the month of December
2015 for all three watersheds. For this case, the real-time VIIRS GVF is far below the climatological GVF, but roughly the same across the three watersheds. The
CAL2-VAL2 streamflow for Limestone Creek and the Flint River largely matches with
the CAL1-VAL1 streamflow except during periods in which streamflow is decreasing
following cresting. During these periods (e.g., 26-31 December), the CAL1-VAL1
streamflow decreases much more quickly than the CAL2-VAL2 streamflow before leveling off for both Limestone Creek and the Flint River. The CAL2-VAL2 streamflow
decreases more slowly, but does not level off, eventually reaching lower magnitudes
than the CAL1-VAL1 streamflow. This suggests that during flood events, GVF does
not have a large impact leading up to cresting, but after cresting, a high GVF leads
to quickly receding waters, whereas a low GVF leads to slowly receding waters. The
resulting difference is on the order of 100 m3 /s for Limestone Creek and the Flint
River, and the effect would likely be larger for watersheds with larger drainage basins.
However, very little difference in streamflow between CAL2-VAL2 and CAL1-VAL1 is
observed for the Paint Rock River, likely due to the steeper terrain of this watershed
leading to more rapid runoff and thereby minimizing the impacts of GVF after the
river crests. Figure 2.5 also shows that GVF is proportional to ET, since ET is larger
49

for CAL1-VAL1 than for CAL2-VAL2. Since this impact is large even during the
winter months, it indicates that accurate GVF is critical even during periods of low
incoming shortwave (SW) radiation.

2.3.2

2016 drought
In contrast to the flood event in December 2015, June 2016 and September

2016 were characterized by low streamflow resulting from drought conditions. The
summer of 2016 was very dry for the southeast United States, including northern
Alabama, causing moderate drought conditions in June and becoming an extreme
drought by the end of September. Daytime temperatures during both months were
regularly over 30◦ C. The hydrographs for June 2016 (Figure 2.6) show very close
agreement in streamflow between CAL1-VAL1 and CAL2-VAL2, likely because very
little runoff is occuring during this time period. However, the real-time VIIRS GVF
also closely matches the climatological GVF, so impacts of ingesting real-time VIIRS
GVF into the model are muted. Although GVF varies little between CAL1-VAL1
and CAL2-VAL2, it does have a noticeable impact on ET. The ET difference between
CAL2-VAL2 and CAL1-VAL1 for the Limestone Creek and Flint River watersheds
is positive because the real-time VIIRS GVF is lower than the climatological GVF.
The opposite is true for the Paint Rock River watershed, in which the ET difference is negative because the real-time VIIRS GVF is higher than the climatological
GVF. Thus, during very warm and dry periods, even small changes in GVF alter the
transpiration and bare soil evaporation to the extent that large changes in ET occur.
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Figure 2.5: December 2015 meteorological forcing, heat and moisture fluxes, and
streamflow for the Limestone Creek, Flint River, and Paint Rock River watersheds.
From top to bottom: incoming shortwave radiation (SW, orange), incoming longwave
radiation (LW, magenta), relative humidity (RH, turquoise), temperature (brown),
and rainrate (black) for the Flint River watershed (although almost identical to forcing
for the other watersheds); difference (CAL2-VAL2 minus CAL1-VAL1) between latent
heat (LH, aqua), sensible heat (SH, orange-red), absorbed SW (lime green), net
LW (yellow), and ET (violet) for the Limestone Creek, Flint River, and Paint Rock
River watersheds, respectively. GVF and streamflow (log scale), respectively, for
the Limestone Creek (blue), upper Flint River (red), and Paint Rock River (green)
watersheds showing CAL1-VAL1 (climatological GVF, dashed) results and CAL2VAL2 (real-time GVF, solid).
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Figure 2.6: Same as Figure 2.5, but for June 2016.
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In September during extreme drought conditions, streamflows are anomalously
low for all three watersheds with little difference between CAL1-VAL1 and CAL2VAL2 magnitudes (see Figure 2.7). Real-time VIIRS GVF and climatological GVF
are also fairly similar. Large differences in LH, SH, net LW, and ET are observed
for the Paint Rock River watershed, particularly at the beginning and end of the
month when GVF differences are greatest. However, the difference between CAL1VAL1 and CAL2-VAL2 energy and moisture fluxes for the Limestone Creek and Flint
River watersheds are near zero. Since the greenness of trees is less sentive to drought
conditions than the greenness of crops due to greater root depth and water storage,
this effect can largely be attributed to vegetation type in each watershed. Thus, even
though differences in GVF have little impact to streamflow during drought conditions,
the impact on energy and moisture fluxes may be negligible in regions with cropland
and pasture, but can be large for active forested regions.

2.3.3

March 2017 neutral case
March 2017 is considered a neutral case because 107 mm of rainfall was mea-

sured during the month, which is only slightly below the average of 132 mm. Daytime
temperatures ranged from near 0◦ C to 25◦ C thoughout the month. For all three watersheds, the real-time GVF is much lower than the climatological GVF, with the
real-time GVF between 0.25-0.40 while the climatological GVF remains above 0.75.
Consequently, the CAL2-VAL2 streamflow is greater than the CAL1-VAL1 streamflow, supporting the hypothesis that a lower GVF leads to a higher streamflow. However, the difference remains less than 10 m3 /s. Note that the real-time GVF for the
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Figure 2.7: Same as Figure 2.5, but for September 2016.
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Paint Rock River watershed is slightly lower than the GVF for the other watersheds,
since cropland and pasture tends to green sooner in the spring than deciduous trees.
As in the previous cases, the differences in energy and moisture fluxes for the Paint
Rock River watershed between CAL2-VAL2 and CAL1-VAL1 are much larger than
those observed for the Limestone Creek and Flint River watersheds, especially for ET
and SH.

2.4

Summary and conclusions

This research examined the impact of GVF on Noah-MP energy and moisture fluxes as well as WRF-Hydro streamflow by replacing the Noah-MP climatological GVF with real-time VIIRS GVF. The use of real-time VIIRS GVF led to
improved streamflow for the three watersheds examined with improvements in correlation, RMSE, and bias, but with varying levels of significance. Furthermore, CAL2VAL2 was found to be superior to CAL1-VAL2, but CAL1-VAL2 does provide some
benefit over CAL1-VAL1. Thus, to maximize the positive impact of real-time GVF,
the NWM will have to be recalibrated similar to the CAL2-VAL2 configuration while
ingesting real-time GVF, which is both time and computationally intensive. However,
simply ingesting real-time GVF into the NWM without recalibration will still likely
yield some benefits if a recalibration of the NWM is not possible.
During flood events, GVF does not have a large impact on streamflow prior
to the river cresting, but does play a significant role as the streamflow decreases
following crest. A high GVF leads to the streamflow decreasing more rapidly than
a low GVF, likely due to vegetation capturing more precipitation, reducing runoff
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Figure 2.8: Same as Figure 2.5, but for March 2017.
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and therefore flood duration. It is also likely that this effect would be amplified for
watersheds with larger drainage areas. The sensitivity of WRF-Hydro streamflow to
changes in GVF varies by watershed based on both terrain and land-use land-cover.
Watersheds with steeper terrain were less sensitive to changes in GVF due to more
rapid runoff during flood events. During drought conditions, the Paint Rock River
watershed, which is deciduous forest, experienced greater ET than watersheds with
more pasture and cropland due to a higher GVF. Even though differences in GVF
have little impact on streamflow during drought conditions, the impact on energy
and moisture fluxes were negligible in regions with cropland and pasture, but were
large for active forested regions such as the Paint Rock River watershed. Since this
effect of GVF being proportional to ET is large even during winter months with
low incoming SW radiation, real-time GVF is critical year-round for the accurate
modeling of streamflow.
Future work will look to improve the calibration of WRF-Hydro by calibrating
more sensitive parameters beyond the 12 parameters calibrated for this study as well
as increase the calibration period from two years to greater than four years in order
to capture a wider range of conditions during calibration. An improvement to the
calibration process is expected to improve model accuracy, which would increase
the correlation and lower the RMSE and bias between the model and observations.
However, it is still expected that CAL2-VAL2 would continue to outperform CAL1VAL1 even with better model calibration. Additional work will also reassess these
results using WRF-Hydro version 5.0, which has an improved groundwater bucket
model compared to version 4.0. The groundwater bucket model impacts groundwater
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outflow which contributes to streamflow, thus differences in streamflow using version
5.0 instead of version 4.0 are expected. However, the overall conclusions of this study
are expected to be unchanged.
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CHAPTER 3

GENERATING SYNTHETIC SWOT WATER SURFACE
ELEVATIONS (WSE) AND VIRTUAL STREAM GAUGES

3.1

Introduction

In situ gauge networks have been used for decades to monitor stream hydrology and are a robust measurement tool with well-understood errors. In the United
States, USGS stream gauges measure stage data at 3 mm accuracy, which translates
to discharge accuracy of 5-10% (Hirsch and Costa 2004). As a general rule, a 1%
error in the effective stage input is equivalent to a 3% error in the computed discharge (Boning 1992). However, in situ gauge networks are concentrated to only a
few regions globally, and those networks are on the decline (Pavelsky et al. 2014).
Therefore, SWOT is needed to help fill the gaps of in situ networks. SWOT will
possess different strengths and weaknesses compared to in situ gauges. In situ gauges
have high temporal frequency and accuracy (<6% on average), but are located at a
single point, require extensive resources to maintain, are not uniformly distributed
regionally or globally, and poorly represent complex flow. On the other hand, SWOT
WSE measurements will have a lower temporal resolution and accuracy (height errors of 10-50 cm, more than 30 times larger than that of USGS gauges), but will
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provide global measurements from a uniform platform with less dependence on favorable ground conditions and with greater spatial coverage (Pavelsky et al. 2014).
Therefore, SWOT observations will provide the largest impact in regions where in
situ measurements are limited.
Until SWOT is launched in 2021, the impact of SWOT WSE on hydrological
modeling applications must be quantified using proxy data. As mentioned in Section 1.4.2.1, proxy SWOT WSE are available from AirSWOT, an airborne SWOT
analogue, but is geographically limited. Additionally, proxy SWOT WSE can be derived from hydrological model output (Biancamaria et al. 2016). Sections 3.2 and 3.3
describe the methodologies used in this study for generating synthetic SWOT WSE
from both of these sources, as well as using the synthetic SWOT WSE to create
virtual stream gauges, which are useful for data assimilation.

3.2

Deriving proxy SWOt WSE from AirSWOT

This method uses AirSWOT WSE to deriving proxy SWOT WSE. AirSWOT
WSE collected over two sections of the Tanana River in Alaska from 1600 UTC 1900 UTC 9 June 2015 were obtained from Altenau et al. (2016) (Figure 3.1). Altenau et al. (2016) derived the gridded AirSWOT WSE from the raw AirSWOT data
products (elevation above the WGS84 ellipsoid, magnitude of relative backscatter,
and estimated elevation error) by applying a water mask followed by a two-stage
filtering process. The water mask was derived from optical imagery in which pixels
with a Normalized Difference Water Index (NDWI) less than 0.3 were considered water. The first step of the filtering process removed WSE pixels affected by layover by
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identifying those in which the ratio of magnitude divided by elevation error failed to
exceed 5 dB of magnitude per meter of error. The second step applied a moving 2
km2 window to exclude WSE pixels with elevations three standard deviations above
the mean window WSE, which were likely land pixels misclassified as water pixels.
For this study, since WSE changes very little at a given point during the three hour
period of 1600 UTC - 1900 UTC, a mean composite of the AirSWOT WSE was calculated based on all of the AirSWOT passes and assigned a timestamp of 1800 UTC
to mimic a single SWOT overpass. Since the mean composite includes many WSE
points per channel reach, a large amount of redundant information is present, since
only one observation per channel point (for diffusive wave gridded routing) or reach
(for vector routing) can be assimilated into WRF-Hydro. Therefore, the composite
was randomly sampled to create only a handful of virtual stream gauges, roughly one
per channel reach. This was done by placing a 0.1◦ gridbox over each of the two observed sections of the Tanana River and then randomly selecting a single point from
each gridbox. A total of eight virtual gauges, four for each section of the Tanana
River, were obtained. The locations of these virtual gauges and the accompanying
WSE are shown in Figure 3.1.

3.3

Deriving proxy SWOT WSE from WRF-Hydro

This method derives synthetic SWOT WSE from a WRF-Hydro model run.
The methodology is demonstrated using a 100 m spatial resolution simulation of the
Chena River in Alaska during 1-31 May 2015 (Figure 3.2). A two-year spinup beginning 1 March 2011 was followed by a two-year calibration period. Calibration was
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Figure 3.1: 1800 UTC 9 June 2015 mean composite AirSWOT WSE along the
Tanana River in Alaska. The colorbar depicts elevations of the AirSWOT measurements and virtual gauges (colored circles), and the location of in situ USGS gauges
are indicated by the black triangles.

performed following the calibration methodology described in Section 2.2.2 with the
addition of the snowmelt parameter (MFSNO) as a calibrated parameter. The calibration resulted in an N SEnwm of 0.394 following 163 model iterations. WRF-Hydro was
configured to output one-dimensional channel routing variables at an hourly timestep
for the month of May 2013. Diffusive wave channel routing scheme was selected (channel option=3), and the real-time run configuration option (io config outputs) was set
to zero in order to output channel head. The output files specify latitude, longitude,
streamorder, channel elevation (zchannel ), and channel head (h) at every channel point.
Synthetic SWOT WSE were then derived from h following the methodology of Biancamaria et al. (2016).
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Based on Equation 1.31, random white noise (h0 ) was generated by:

0

h =N



σz
0, √
npixels


,

(3.1)

in which h0 is sampled by a zero mean Gaussian model (N) with random errors with
a height standard deviation (σz ) of 50 cm (Durand et al. 2008, 2010; Yoon et al.
2012; Biancamaria et al. 2016) and where npixels is the number of SWOT pixels that
would be contained within each model gridpoint (Durand et al. 2010). Since SWOT
spatial resolution after processing will be approximately 50 m in both the along-track
and cross-track directions, npixels = 4 for a 100 m resolution WRF-Hydro simulation.
Thus, the random error becomes:

h0100m = N (0, 25 cm) .

(3.2)

WSE is then calculated from h for every WRF-Hydro channel point using the equation:
W SE = zchannel + h + h0100m .

(3.3)

To obtain synthetic SWOT WSE, the WRF-Hydro WSE were sampled based on the
National Centre for Space Studies (CNES) proxy SWOT orbit (CNES 2018). First,
the cross-track distance of each WRF-Hydro channel point from the proxy SWOT
orbit at each overpass was calculated. For each pass, only points with cross-track
distances of 10-60 km (i.e., within the SWOT measurement range) and with a Strahler
streamorder greater than or equal to four (used to approximate rivers with widths
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Figure 3.2: Synthetic SWOT WSE (colorbar) derived from 2200 UTC 10 May 2015
WRF-Hydro output for a modeled SWOT overpass (satellite ground track is shown
by the solid black line and the swath is shaded in blue). In situ USGS gauges in the
Chena River watershed are indicated by the blue triangles, whereas derived virtual
gauges are indicated by circles with black outlines. The Chena River watershed is
outlined by the solid blue line in the full image and a solid black line in the map inset.

greater than 50 m) were extracted. Figure 3.2 presents the derived synthetic SWOT
WSE and the associated crosstrack distance for each valid WRF-Hydro channel point
from the modeled 2200 UTC 10 May 2015 SWOT overpass. Finally, since each
channel reach contains several synthetic SWOT WSE points representing redundant
information, these synthetic SWOT WSE were thinned to obtain virtual gauges using
the same gridded random sampling method described for the AirSWOT virtual gauges
in Section 3.2. The resulting virtual gauges for the 2200 UTC 10 May 2015 proxySWOT overpass are shown in Figure 3.2. Note that synthetic SWOT WSE do not
extend across the entire right swath since those channels do not meet the river width
threshold approximated using Strahler streamorder.
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3.4

Discussion and conclusions

Proxy SWOT WSE can be derived from both AirSWOT and WRF-Hydro.
Proxy SWOT WSE is extremely useful in estimating the impacts of SWOT WSE
on model performance through assimilation experiments prior to the SWOT launch
in 2021. The virtual gauges resulting from these methods can be assimilated into
WRF-Hydro similar to any in situ gauge observations, such as USGS gauges, which
can already be assimilated by the NWM. The assimilation procedure is discussed
further in Chapter 4, and the results demonstrating the impacts of assimilating proxy
SWOT WSE into WRF-Hydro will be presented there as well. One area for further
improvement is to move away from the use of Strahler stream order to estimate rivers
with widths greater than 50 m within the WRF-Hydro method. Instead, future work
will use the NARWidth dataset (Allen and Pavelsky 2015) rather than Strahler stream
order to determine which rivers are observable by SWOT.

65

CHAPTER 4

ASSIMILATING SWOT WSE USING HYDRODART

4.1

Introduction

Multiple studies have demonstrated the positive impacts of assimilating synthetic SWOT observations into hydrologic models. Andreadis et al. (2007) assimilated synthetic SWOT observations into the LISFLOOD-FP river hydrodynamics
model (Bates and Roo 2000) using EnKF to improve discharge estimates along the
Ohio River. Durand et al. (2008) applied a similar methodology to reduce the absolute error in estimated river bathymetry by 84% through the assimilation of SWOT
WSE. Biancamaria et al. (2011) assimilated synthetic SWOT observations to improve
Arctic river modeling along the Ob River in Russia, decreasing estimated water depth
RMSE by between 29% and 79%. Durand et al. (2010, 2014) and Yoon et al. (2012)
also assimilated SWOT observations to estimate river characteristics. Assimilation of
synthetic SWOT observations has also shown positive impacts for operational reservoir management (Munier et al. 2015) and optimizing hydrologic model parameters
(Pedinotti et al. 2014). Finally, Margulis et al. (2017) found good agreement exists
between the truth and model forecast three days after assimilating SWOT WSE, with
improvements seen up to 11 days out.
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Previous work demonstrates that the SWOT mission has the capability to provide streamflow observations globally from a uniform observational platform. While
efforts have been made to assimilate SWOT observations for research studies, few
efforts have been made to prepare SWOT measurements for assimilation into operational hydrological models. Even though SWOT latency may preclude the use
of SWOT measurements for real-time flood forecasting, assimilating SWOT measurements can improve baseflow estimates in the model analysis, assist with model
calibration, and provide a basis for assimilating observations from future follow-on
missions with shorter latencies into operational hydrologic models. The NWM serves
as the ideal testbed for quantifying SWOT impacts in an operational setting. The
NWM provides streamflow forecasts for over 2.7 million NHDPlus channel reaches, a
significant improvement over the approximately 3600 Advanced Hydrologic Prediction
Services (AHPS) forecast points previously available prior to the NWM implementation (NOAA NWS 2017; OWP 2018). However, with this expansion, the need for
additional observations to initialize and constrain the model has also increased. Discharge from approximately 7,000 USGS stream gauges are currently being assimilated
into the NWM during the analysis and assimilation period via nudging (McCreight
et al. 2016; Rafieeinasab et al. 2016). Upcoming versions of the NWM will assimilate
in situ streamflow observations into the NWM using the HydroDART (McCreight
et al. 2018) Ensemble Adjustment Kalman Filter (EAKF) (Anderson 2001) (see Section 4.2.3). In situ gauge observations from additional sources, including state-and
locally operated gauges can also be assimilated (McCreight et al. 2016), but even
with these additional in situ sources, only 0.25% of the NWM channel reaches would
67

be initialized with actual observations. Consequently, there still exists an incredible need for more streamflow observations with better spatial coverage to support
model initialization. By assimilating SWOT streamflow observations into the NWM,
a greater percentage of NWM channel reaches will be initialized with observations.
Although the NWM only supports a CONUS domain at the present time,
preparations are being made to develop an Alaskan domain. However, considerations must be made to adapt the current NWM configuration to Arctic hydrology, as
Alaska presents several unique hydrological modeling challenges. For example, Alaska
experiences frozen soils and rivers during many months of the year, but WRF-Hydro
cannot represent frozen rivers. Furthermore, during the spring and summer, ice jams
can lead to widespread flooding with little advance notice, and these events are not
captured by the NWM either. Correctly modeling rapid snowmelt is also a challenge.
Capturing the true rate and amount of snowmelt is essential to depict these rapid
flood events which are typically not associated with heavy precipitation. Alaska is also
home to many anabranching (braided) rivers, which divide flow into many different
channels with variable geometries. For models that parameterize channel geometry,
like WRF-Hydro, these branches are not captured, resulting in inaccurate velocity
and discharge estimates. Finally, only about 100 in situ stream gauges are located
in Alaska, compared to the approximately 7000 in CONUS, thus a severe lack of in
situ observations exists which hinders accurate model initialization and calibration,
leading to poor model performance and streamflow prediction.
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4.2

4.2.1

Data Assimilation

Assimilation methods
Data assimilation combines observations with model forecasts to improve the

estimation of the state of the physical system. There are multiple methods for assimilating model state observations into computational models, including direct insertion,
variational methods, Kalman filters. The simplest method is direct insertion, in which
the observations replace the model forecast. This method requires minimal computational cost, but does not take into account the errors of the observations or the model,
and therefore bad observations may replace a good model forecast. Additionally, direct insertion leads to imbalances in the model. A good model forecast will be in
balance, but swapping the balanced values with observations leads to an imbalance.
This can lead to creation of nonphysical waves in the model. Direct insertion is similar to nudging, which is currently the method being used by the NWM to assimilate
USGS gauge discharge due to its low computational cost.
For variational methods and Kalman filters, assimilation is performed by minimizing a cost function. The quadratic cost function at a single assimilation time is
defined as:

J(x) = (x − xb )T B −1 (x − xb ) + (y − H(x))T R−1 (y − H(x)) ,

(4.1)

where x is the truth, xb is the model forecast, B is the model forecast covariance
matrix, y is the observations, H(x) is the measurement operator, and R is the mea-
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surement covariance matrix. The analysis equation is given by:

xa = xb + K (y − H(xb )) ,

(4.2)

where xa is the model analysis and:

K = BH T HBH T + R

−1

.

(4.3)

Here, K represents the weight or gain matrix. By definition, K ensures that the analysis errors are minimized. Therefore, if the background errors (from model errors such
as neglected physics and numerical approximations) are larger than the observation
errors, K will be large so that the observations are heavily weighted. The converse is
true if the observation errors are larger than the background errors; K will be small
so that the observations have a minimal influence. K is also a linear operator, which
linearizes the cost function by linearizing H. A linear H allows for the cost function
to be treated as quadratic function. The analysis error covariance matrix (A) can be
written as:
A = B − BH T HBH T + R

−1

HB = (I − KH) B.

(4.4)

For each element of matrix A, the variance (σa2 ) is equivalent to:

σa2 =



σb2

−1

+ σo2
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−1 −1

,

(4.5)

where σb2 is the background variance for a single element of the background covariance
matrix and σo2 is the observation variance for a single element of the measurement
covariance matrix. From this equation, it is evident that σa2 is less than both σb2 and
σo2 , emphasizing the benefit of data assimilation. For example, in terms of expected
WSE errors related to SWOT and WRF-Hydro, if σb = 1.00 m and σo = 0.250 m, then
σa = 0.243 m. In this case, the SWOT observations are weighted much higher than
the WRF-Hydro model forecast, since WRF-Hydro model error dominates SWOT
measurement error (Durand et al. 2008). Based on this analysis, we can see that
direct insertion essentially assumes that σo2  σb2 , which is likely the case for the
NWM when assimilating USGS gauge observations via nudging.
Variational data assimilation include both three-dimensional (3DVAR) and
four-dimensional (4DVAR). Unlike direction insertion, variational methods consider
the system as a whole during the assimilation. Variational methods assume a perfect model, when in reality, models are rife with errors stemming from numerical
approximations, parameterizations, and simplified model physics. For 3DVAR, the
background and observation error statistics are static throughout model integration,
and therefore 3DVAR does not require computation of the gain matrix K during integration. The model background covariance matrix is simplified and the observation
covariance matrix is reduced to a diagonal matrix. For 4DVAR, the model background
covariance matrix is static, but the model is integrated both forward and backward
in order to evolve the observation covariance matrix, with the backwards integration
performed by a model adjoint. For a nonlinear forecast model, the adjoint must be
linearized, which introduces uncertainty into the calculation of the error statistics.
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Kalman filters are sequential filters, which means the model is integrated
forward in time only, unlike 4DVAR. For sequential filters, when observations are
available, they are assimilated to reinitialize the model, then the model integration
continues. Kalman filters evolve both the observation error statistics and the model
background error statistics during integration. The Kalman filter assumes that the
model and the observations are noisy, and therefore attempts to find the optimal estimate of the model state from these two components. The Ensemble Kalman Filter
(EnKF) (Evensen 1994, 2003) combines the sequential filter scheme of the Kalman
filter with Monte Carlo methods. EnKF resolves two major problems with the extended Kalman filter. Firstly, the EnKF solves the closure problem of the extended
Kalman filter. The extended Kalman filter uses an approximate closure scheme by
discarding moments that are order three and higher (Evensen 2003). Secondly, the
extended Kalman filter requires significant, and virtually impossible, computational
requirements associated with storage and forward integration of the error covariance
matrix (Evensen 2003). The EnKF requires neither, since it can derive the same moments from a small set of ensembles. Therefore, the EnKF combines the advantages
of both direction insertion, variational methods, and a Kalman filter by having a low
computational cost and accounting for both model forecast and observation errors in
the assimilation process. The ensemble adjustment Kalman filter (EAKF) (Anderson
2001) is similar to the EnKF, but limits the influence of noise on the model when
perturbed observations are assimilated by using a linear operator. This is especially
true when a small set of ensembles are used, because EAKF ensures that both the
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mean and covariance are consistent with theory, unlike EnKF which only ensures the
mean is consistent with theory (Anderson 2001).

4.2.2

Sources of WRF-Hydro model error
WRF-Hydro model errors arise from several sources. Perhaps most notable is

that errors in model output can be significantly impacted by errors in model input
forcing datasets (Ogden 2017). Therefore, it is beneficial to use the highest quality
and highest resolution input forcing data as the model allows. Cuntz et al. (2016)
found that Noah-MP is extremely sensitive to the quality of the meteorological inputs,
especially the incoming solar radiation. Gochis et al. (2017) showed a similar result, in
that using high resolution temperature, humidity, pressure, and incoming shortwave
radiation forcing in WRF-Hydro leads to improved forecast skill for a hyper-resolution
WRF-Hydro simulation. Therefore, since resolution of forcing data plays such a
large role in reducing model error, the highest possible resolution should be used.
Measurement errors are also inherent in forcing datasets, and these too should be
minimized so that the error does not transfer to the model itself during runtime.
Internal model errors stem from several sources, although the model resolution
strongly influences resulting error. Since models are discrete while the physical system is continuous, the model cannot perfectly represent the true system. Therefore,
partial differential equations representing the physical system must be discretized
using finite differencing. This naturally leads to a loss of information. In addition,
model errors specific to WRF-Hydro include those resulting from numerical approximations, uncertainties in channel geometry, neglected physical processes and features,
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and simplification or omission of lake and reservoir routing. WRF-Hydro parameterizes channel geometry as a function of stream order, defining channel bottom width,
the initial depth of water in the channel, channel side slope, and Manning’s roughness
coefficient in a channel parameter table file. Assigning channel flow parameters in this
manner is likely a valid assumption for relatively small catchments, but may break
down for large regions, like CONUS (Gochis et al. 2018). Even so, this assumption
does not take into account the vast variability in channel geometry even along the
same channel, thus it introduces error into the model. Future versions of WRF-Hydro
will allow channel routing parameters to be assigned on a grid, so that they can be
specific to each reach or channel grid cell, which will help alleviate this source of
model error (Gochis et al. 2018).
WRF-Hydro also neglects or drastically simplifies many physical processes and
features, including river ice, two-way channel flow, anabranching and stream topology, overbank flow, inundation and re-infiltration along floodplains, and wetlands.
WRF-Hydro currently has no method for modeling river ice or frozen rivers, which
presents a challenge for hydrological modeling in polar regions. Here, rivers are frozen
many months out of the year, allowing the water in the channels to be stored in place.
However, WRF-Hydro will continue routing this water through the channel, and since
precipitation is in the form of ice and snow, overland runoff is negligible. This results
is much lower discharge at the beginning of the warm season than what is actually
observed. Furthermore, the current version of WRF-Hydro does not account for twoway channel flow because the channel is parameterized as having an infinite depth.
Once the water has been routed into the channel via overland flow, subsurface flow,
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or baseflow, it has no way of leaving the channel. Therefore, overbank flow is not
captured during flood events. When flooding occurs, in reality the water outside the
channel moves over vegetated floodplains, which have a different surface roughness
than the channel. Furthermore, the volume of water that WRF-Hydro would represent as a deep, narrow channel is actually a wider, shallower channel. Therefore,
error in introduced into the model due to inaccurate estimates of channel discharge
and flow velocity. WRF-Hydro also simplifies reservoir and lake routing using a level
pool scheme and completely ignores wetland storage processes. Furthermore, model
resolution strongly determines how stream topology is represented in the model. A
coarse model resolution straightens river channels, reducing the sinuosity and meander wavelength, which affects flow velocity. Finally, WRF-Hydro represents flow
in channels as a single channel, and therefore cannot account for anabranching or
braided rivers. Since the channel flow is not contained in a single channel, but is
actually diverging and converging along many channels at once with dramatically
different bathymetries, inaccurate velocity and discharge estimates can result.
Noah-MP also includes errors related to soil and land use classification, parameterization of complex or sub-grid physical processes (e.g., vegetation, canopy
stomatal resistance, etc.), and simplification of snowpack and soil layers. As noted in
Chapter 2, vegetation influences many aspects of the Noah-MP land surface model.
Model error also stems from poor parameterization, which was discussed in Section 2.2.2. Salas et al. (2017) shows for the uncalibrated version 1.0 of the NWM
that out of 5,701 USGS gauge sites, only 26% have a percent bias less than or equal
to 25%, a mere 11% have an NSE greater than or equal to 0.25, and only 6% meet
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both benchmarks. High percent biases were found in the NWM in the Southeast
and West CONUS, whereas the Midwest and Northeast CONUS have smaller absolute percent biases. Due to the large errors seen in the uncalibrated NWM, SWOT
observations can provide significant enhancements to NWM initialization, because
expected SWOT WSE error is significantly less than NWM error.

4.2.3

HydroDART
HydroDART is a data assimilation system built around the NCAR Data As-

similation Research Testbed (DART) (Anderson et al. 2009) for the offline implementation of WRF-Hydro (McCreight et al. 2018). DART is an open-source community facility that provides software for data assimilation research, containing diagnostic tools, forward operators, and several assimilation schemes, including EnKF and
EAKF. A forward operator performs the mapping from model space to observation
space and is represented as H in the data assimilation cost function (Equation 4.1)
and analysis equation (Equation 4.4). The forward operator used to assimilate virtual
gauge height derived from synthetic SWOT WSE is identical to the forward operators
already available within HydroDART for assimilating USGS gauge measurements of
gauge height and discharge.
The forward operator for streamflow and stream height are defined in the
streamflow observation definition module obs def streamflow mod.f90 file within the
HydroDART distribution. However, the NWM configuration uses the MuskingumCunge method for channel routing over a vector network, which uses the STREAM FLOW
observation kind, whereas this project using the diffusive wave routing scheme which
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uses the STREAM HEIGHT observation kind. As mentioned in Section 1.2.1, streamflow is the prognostic variable for Muskingum-Cunge vector routing, whereas channel
surface height, or channel head, is the prognostic variable for diffusive wave routing. Therefore, different state variables are updated during assimilation depending
on which routing scheme is used. The NWM updates the streamflow state variable
qlink1 (the flow rate between adjacent channel reaches), while this study updates
the stream height state variable hlink (the channel head). For this study, a SWOT
observation converter was developed within HydroDART in order to prepare SWOT
WSE for assimilation, and is available with the latest version of HydroDART. At the
time of analysis, HydroDART maps the synthetic SWOT WSE to the WRF-Hydro
channel grid using a nearest neighbor interpolation. WSE is converted to head by
subtracting the channel elevation (zchannel ) from the synthetic WSE. The synthetic
SWOT WSE is then assimilated into the WRF-Hydro channel grid at the mapped
location using EAKF.
When SWOT WSE is assimilated into WRF-Hydro, it is likely that waves will
be generated within the model, since sudden increases in stream height will elicit a
response from the model as if a sudden, localized heavy precipitation event occurred.
Therefore, if the assimilated channel head is much greater than the modeled channel
head, the channel will behave as if a flood wave is propagating downstream. Since
WRF-Hydro channel routing is only one-way coupled, i.e., channel flow cannot exit
the channel via overbank flow, this will result in more rapid movement of water down
the channel. Channel flow has much greater flow depth than overland flow, resulting
in larger amplitudes, momentum gradients, and stronger accelerations (Gochis et al.
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2018). WRF-Hydro is equipped with variable time-stepping in the diffusive wave
channel routing module in order to ensure that Courant constraints are met to avoid
instabilities and numerical dispersion in the model solution (Gochis et al. 2018);
however, this will not reduce the presence of waves stemming from assimilating SWOT
WSE using HydroDART. To combat the generation of waves due to data assimilation,
the NWM assimilates USGS gauge discharge at the -3 hr mark to allow the model to
restabilize prior to the first forecast hour (OWP 2018).

4.3

4.3.1

Methodology

Domain
Two major river basins in Alaska are considered for this study: the Tanana

River basin and the Susitna River basin. The location of these basins are shown in
Figure 4.1. Note that the Tanana River basin includes the Chena River watershed (see
Figure 3.2), which flows through Fairbanks, Alaska, and lies on the northern edge of
the Tanana River basin. Alaskan river basins were chosen for analysis for this research
for several reasons. First, SWOT observations will contain larger errors than in-situ
stream gauges (Pavelsky et al. 2014), so SWOT observations will provide the largest
impact in regions where in-situ streamflow measurements are limited. Alaska’s observation network is not as robust as the rest of the United States (Pavelsky et al. 2014;
Biancamaria et al. 2016), so SWOT observations will likely provide a larger impact
in Alaska than in CONUS. However, a sufficient number of gauges do exist to allow
for model calibration and validation. Additionally, due to its lack of extensive in situ
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Figure 4.1: Alaska domain showing SWOT observable rivers (legend) (Allen
and Pavelsky 2015), number of SWOT observations per repeat cycle (background;
grayscale colorbar), current USGS stream gauge sites (green dots), and study basins
(black outline).

observations, Alaska represents other remote—and potentially ungauged—regions of
the globe, providing an opportunity to assess SWOT assimilation impacts in regions
where robust gauge networks are not available.
Secondly, due to SWOT’s orbit characteristics, the number of observations
per repeat cycle are maximized at high latitudes (see Figure 1.4). In CONUS, where
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USGS stream gauges are widely available and SWOT would only provide 1–3 observations per 21-day repeat cycle, the impact of assimilating SWOT observations in an
operational hydrologic model would likely be minimal. Many Alaskan river reaches
will be observed 3–6 times per repeat cycle, thus, SWOT will provide greater spatial
and temporal coverage in Alaska than CONUS and other regions in the tropics or
midlatitudes.
Since river ice is often present in Alaskan rivers and WRF-Hydro does not currently model river ice, case studies where river ice is absent were chosen for analysis.
Two of the largest flood events in recent history in Alaska were tied to atmospheric
rivers and largely impacted the Sustina River basin: the September 2012 Southcentral
Flood and the November 2015 Susitna Valley flood. These events will be presented
in more detail in Sections 4.4.3 and 4.4.4. The Tanana River basin was chosen in
order to assess the impact of AirSWOT WSE as a proxy for SWOT WSE. AirSWOT
measurements were collected near Fairbanks in June 2015 (Altenau et al. 2016). The
Chena River watershed, which was initially used to demonstrate the generation of
synthetic SWOT WSE in Chapter 3, was also used to test HydroDART using the
SWOT observation converter. The Chena River watershed was used as a test case
in this study primarily due to its smaller area compared to the Tanana or Susitna
basins, which reduced the computational time needed for spin-up, ensemble generation, and data assimilation. However, the Chena River flows through Fairbanks,
Alaska, which is one of the largest cities in the state, so monitoring the Chena River
is extremely important to predict possible flooding. Note that while all channels
within the Chena River watershed are narrower than 50 m in width (Allen and Pavel80

sky 2015) and therefore will unlikely be observed by SWOT, this experiment assumes
that all channels with a streamorder greater than four (based on the 100-m channel
grid) are observable. The Chena River test case assimilated synthetic SWOT WSE
during the 2017 warm season (March - September). Therefore, this study examines
a total of four case studies: the September 2012 Southcentral Flood for the Susitna
River basin, the November 2015 Susitna Valley Flood, the Tanana River basin during
June 2015 coinciding with AirSWOT measurements, and the 2017 warm season for
the Chena River watershed.

4.3.2

Model configuration
Since SWOT will not be launched until 2021, proxy SWOT WSE were de-

rived using an Observation System Simulation Experiment (OSSE). Specifically, the
OSSE was set up as a fraternal twin experiment. A twin experiment consists of
a control model simulation—treated as truth and used to obtain synthetic SWOT
observations—and a corrupted simulation into which the synthetic SWOT observations—containing expected observation errors—are assimilated (Munier et al. 2015).
The resulting forecast from the corrupted simulation, improved by assimilating observations, is then validated against the control simulation. A twin experiment can
be either an identical twin experiment, in which the control and corrupted model
configurations are identical, or a fraternal twin experiment, in which the control and
corrupted simulations use the same model, but with different configurations. The
fraternal twin experiment used in this study is diagrammed in Figure 4.2. Noah-MP
was configured as the land surface model with a 1-km spatial resolution, and the ter-
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rain and channel routing grids were created at resolutions of 100 m and 250 m for the
control and corrupted simulations, respectively. The 100-m and 250-m WRF-Hydro
input grids were derived from the WRF-Hydro GIS Preprocessing tool using the WRF
Preprocessing System geogrid file and the National Elevation Dataset (NED) (U. S.
Geological Survey 2016) DEM. Global Land Data Assimilation System (GLDAS) Version 2 (Rodell et al. 2004) meteorological forcing was predominently used for both the
control and corrupted simulations, except that WRF forcing replaced GLDAS forcing
during the Susitna River basin case study periods for the 100-m control simulations
in order to get the highest-resolution depiction of atmospheric conditions and precipitation possible during the flood events when deriving the synthetic SWOT WSE.
The WRF simulation consisted of a 3-km domain nested within a 9-km domain. The
location of these domains are shown in Figure 4.3 in relation to the Susitna River
basin. The WRF simulations for the case studies ingested National Centers for Environmental Prediction (NCEP) North American Regional Reanalysis (NARR) forcing,
which has a temporal resolution of 3 hours and a spatial resolution of 0.3◦ .
For this study, WRF-Hydro version 5.0 was used, which integrates the community version of WRF-Hydro (version 4.0) with the operational NWM code. Version
5.0 also has a corrected groundwater bucket model which improves the accuracy of
groundwater outflow. The model configuration and physics parameterizations used
in Section 2.2.1 were also used for this study, except that diffusive wave routing
rather than Muskingum-Cunge vector routing was used. For model calibration, the
calibrated parameters from Section 3.3 were applied to the 100-m resolution Susitna
River and Chena River control simulations. Even if the Chena River calibration
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Figure 4.2: Fraternal twin experiment workflow. Blue boxes indicate models, processing tools, or data assimilation systems, whereas white boxes indicate datasets and
model inputs/outputs. The data assimilation portion of the experiment is indicated
by the red box.

may not transfer well to the Susitna basin, it represents a ”best guess” calibration
that would be required for a remote watershed if in situ gauges are not available for
extensive model calibration.
The corrupted simulations, comprised of several ensemble members, have a
terrain routing resolution of 250 m, introducing model resolution bias compared to
the 100-m resolution control runs. The ensemble members were created by randomly
assigning each parameter used in the Chena River calibration (Section 3.3) to a value
within the valid parameter range using a uniform distribution. Although at least
80 ensemble members are preferred, fewer than 80 members were required for the
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Figure 4.3: The nested WRF domains used to create the WRF forcing for the
Susitna River basin during the fraternal twin experiment. The Susitna River and
Tanana River basins are outlined in blue.

Susitna and Tanana River basins based on the available computational resources.
The number of ensemble members used for each case study is shown in Table 4.1.
The Manning’s roughness coefficient, N, was also perturbed to increase the ensemble spread; however, the channel geometry parameterizations defined in the WRFHydro CHANPARM.TBL file remained unchanged. Thus, for these experiments, the
channel bathymetry is assumed to be trapezoidal and a function of streamorder.
However, since the channel grids for the 100-m control simulations and the 250-m
ensembles were derived at different resolution using the WRF-Hydro GIS Preprocessing Tool, the assigned streamorders for each particular point in the domain do not
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Table 4.1: Spin-up and assimilation periods for each case study and number of
ensemble members used.

Case
Sep 2012
Southcentral
Jun 2015
AirSWOT
Nov 2015
Susitna
Valley
Warm Season
2017

Control
Spin-up
Period
Mar 2010 Aug 2012

Ensemble
Spin-up
Period
Mar 2009 Aug 2012
Mar 2009 May 2015

01 - 30 Sep
2012
01 - 30
Jun 2015

Basin

No.
Members

Assim.
Period

Susitna

31

Tanana

20

N/A

Susitna

29

Mar 2010 Oct 2015

Mar 2009 Oct 2015

01 - 30
Nov 2015

Chena
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Mar 2011 Feb 2017

Mar 2013 Feb 2017

Mar - Sep
2017

necessarily match (see Figure 4.4). Thus, the channel geometry does change between
the control simulations and the ensembles. Based on the channel parameters used by
WRF-Hydro for channel geometry (bottom width and channel side slope), Figure 4.5
shows the channel head for each Strahler streamorder for a constant cross-sectional
area of 100 m2 . Thus, if synthetic observations are derived from the 100-m resolution channel grid shown in Figure 4.4 but then assimilated into the 250-m resolution
channel grid, there will be a significant mismatch in channel head when assimilating
into channels with streamorders less than five. Thus, a streamorder adjustment was
performed on the synthetic SWOT WSE to limit the number of observations rejected
during assimilation. Beginning with the known values of the 100-m channel head
(h100m ), bottom width (BW100m ), and channel side slope (CSS100m ), the estimated
equivalent 250-m channel head can be calculated:
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Figure 4.4: Comparison of Strahler streamorder between the (left) 100-m control
simulation channel grid and (right) the 250-m ensemble channel grid for the Chena
River domain). Note that the 250-m channel grid generally has a streamorder one
less than 100-m channel grid for the same point.

Figure 4.5: WRF-Hydro channel geometry as a function of streamorder for a constant cross-sectional area of 100 m2 .
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T W100m = BW100m +

A = h100m

2h100m
,
CSS100m

BW100m + T W100m
,
2

(4.6)

(4.7)

and
r
T W250m =

4A
2
,
+ BW250m
CSS250m

(4.8)

BW100m + T W100m
,
BW250m + T W250m

(4.9)

and thus:
h250m = h100m

where TW is the top width, A is the cross-sectional area, and the 250-m channel head,
bottom width, and channel side slope are h250m , BW250m , and CSS250m , respectively.
For simplicity, these equations assume that:

A=

Q250m
Q100m
=
,
c100m
c250m

(4.10)

where Q is the discharge and c is the celerity. However, as shown by Equation 1.18, c
is a function of hydraulic radius, channel slope, and Manning’s roughness coefficient,
which will vary by streamorder. Thus, this assumption introduces error when calculating h250m . However, even if the streamorder adjustment is not entirely accurate,
this difficulty of dealing with differences in channel geometry reflects what will occur
when real SWOT observations are available, since the SWOT WSE will be derived
based on the ”truth” channel geometry, while the WRF-Hydro channel geometry will
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merely be an approximation of the channel geometry - much like the case for the
Tanana River domain in which AirSWOT WSE is used.
The spin-up period for the 100-m control simulation for the Susitna basin
began in March 2010 and runs to the beginning of the assimilation period for each case
study. Originially, for the 250-m Tanana and Susitna basin ensembles, the spin-up
period ranged from 2-3 years, beginning in the March prior to the case study (e.g., for
the June 2015 AirSWOT case, the spin-up period began in March 2013). However,
the model failed to reach equilibrium during that time, resulting in the ensemble
spread not containing the ”truth”. Therefore, the spin-up period was increased to
3-7 years, beginning in March 2009 for all Tanana and Susitna basin case studies.
For the 100-m resolution Chena River control simulation, the spin-up period was six
years (March 2011 - February 2017), whereas a spin-up of four years (March 2013
- February 2017) was used for the 250-m resolution Chena River ensemble. Longer
spin-up periods better allow for adequate development of groundwater, snowpack,
and glaciers, thus, spin-up periods range from 2.5-6 years for the control runs. This
spin-up duration also more closely resembles the NWM CONUS configuration which
uses a five year spin-up period. Refer to Table 4.1 for a summary of the spin-up and
assimiation periods for each case study.
Proxy SWOT observations were derived using the methodology described in
Chapter 3. Therefore, synthetic SWOT WSE were derived from the 100-m control
simulations using the WRF-Hydro method for the Susitna River basin and Chena
River watershed, and from the AirSWOT method for the Tanana River basin. A
noteable exception to the methodology in Chapter 3 is that the AirSWOT virtual
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gauges were sampled on a 0.01◦ grid for the June 2015 AirSWOT case study, rather
than the 0.1◦ grid used in Chapter 3 as a way to limit flood wave generation during
assimilation. As in Section 3.3, WRF-Hydro was configured to output hourly routing
files during the entire case study period. The synthetic SWOT and AirSWOT WSE
were then assimilated into the WRF-Hydro channel routing module for the 250-m
resolution ensemble (corrupted simulations) using HydroDART following the procedure in Section 4.2.3 with a radius of influence of 180 meters (the vertical component
of the distance is ignored). The ensemble is used within the HydroDART EAKF
scheme to calculate the model background error covariances. After assimilation, the
results, described in the next section, were analyzed using the HydroDART diagnostic
tools. An open-loop simulation, in which the corrupted simulation ensemble was run
without data assimilation, was also performed for comparison.

4.4

4.4.1

Results and Discussion

Warm Season 2017 (Chena River)
Synthetic SWOT WSE were derived for the whole warm season of 2017, span-

ning from March to October. During the assimilation period, a total of 2,996 synthetic
observations were available for the EAKF, of which 87.7% were assimilated. 369 of
the 2,996 synthetic observations were rejected during assimilation for being more than
three standard deviations from the ensemble mean. At the channel points where observations were assimilated, the prior ensemble mean had a Pearson correlation of
0.781 with respect to the truth. Following assimilation using EAKF the Pearson
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correlation between the posterior ensemble mean and truth increased to 0.893. Additionally, the RMSE with respect to the truth was reduced from 1.283 m for the prior
ensemble mean to 0.664 m for the posterior ensemble mean. This is significant, since
noisy observations with errors with standard deviations of 0.25 m were assimilated,
yet improvements are still observed. For the correlation to improve with respect to
the truth after assimilating noisy observations suggests that SWOT observation errors are still smaller than WRF-Hydro model errors, and promises that the future
assimilation of real SWOT WSE will yield positive results.
A comparison of the prior and posterior means with respect to the truth at
the assimilated channel points are shown in Figure 4.6. Note that there is a clear
upward shift in the channel head from prior to posterior means to better align with
the truth. Several anomalously high prior mean values, indicated by the red circles
in early May, mid-August, and the end of September, are removed by assimilation,
reducing the posterior ensemble mean to better align with the truth.
The analysis increment (posterior mean minus prior mean) for all channel
points within the watershed (not just the channel points at which the observations
were assimilated) are shown in Figure 4.7. The analysis increment ranges from -7.7 m
to 11.4 m (-185 to 613 m3 /s for the largest channels), with a majority of increments
being positive. This corresponds well with the overall analysis in Figure 4.6 showing
that the posterior ensemble mean is shifted upwards toward the truth compared to
the prior ensemble mean. Some of the larger negative increments correspond to the
scenarios in which the prior ensemble means depicted peaks which were removed by
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Figure 4.6: March - September 2017 comparison of truth (black squares), prior
ensemble mean (red circles), and posterior ensemble mean (blue triangles) for the
Chena River domain at each channel point where observations were assimilated.

assimilation, such as the early May, mid-August, and the end of September peaks
noted previously.
At the Chena River outlet, mixed results are observed following assimilation.
The hydrograph corresponding to the Chena River outlet is shown in Figure 4.8, in
which the truth is shown in black, the open loop ensemble mean with no assimilation
is shown in red, and the posterior ensemble mean is shown in blue. Prior to July 2017,
the prior ensemble mean generally lies below the truth, indicating that the model has
a dry bias during this period. After July 2017, the prior ensemble mean streamflow
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Figure 4.7: Analysis increment for every channel point within the Chena River
watershed, with each line color indicating a different channel point. The line corresponding to the watershed output (hydrographs of which are shown in Figure 4.8) is
shown in black.

varies frequently, showing much more variation than the truth and therefore poor
correlation. During the assimiation period, the EAKF clearly attempts to better
align the posterior ensemble mean to better match the observations, but the impact
is still rather poor. The posterior mean is extremely noisy, limiting the ability to
diagnose the temporal impacts of assimilation.
The noisy nature of the posterior ensemble mean is a reflection of flood waves
being generated within the channel routing model as a result of assimilation, as
discussed earlier in Section 4.2.3. Essentially, if the channel head is suddenly increased
for all channel points within the radius of influence of an observation during analysis,
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Figure 4.8: Hydrographs for the Chena River outlet near Fairbanks, Alaska, showing
truth (black), prior ensemble members (gray), open loop with no assimilation (red),
and posterior ensemble mean (blue).

the posterior mean channel head will be greater than the channel head of points both
upstream and downstream along the channel, basically forming an artificial flood
wave which will propagate through the channel. However, the goal of assimilation
should be to raise the channel head gradually and uniformly, such that these flood
waves are not created and the assimilation impacts persist for a longer period of time.
Future work, discussed in Section 4.5, will investigate ways to reduce the assimilation
noise to achieve smoother hydrographs with fewer artificial flood waves.

93

4.4.2

June 2015 AirSWOT (Tanana River)
The Tanana River case study differs from the other three case studies in that

actual observations from AirSWOT were used, rather than synthetic observations
from the OSSE. Whereas the OSSE provided the benefit of knowing the ”true” channel
bed elevation and bathymetry, these parameters are largely unknown for this case
study. Therefore, for this example, it is assumed that the truth channel geometry is
the same as the model channel geometry. Although this is likely a poor assumption
if the results were compared to actual observations, this study is simply assessing
whether the EAKF moves the ensemble mean channel head towards the observed
channel head. Refer to Section 4.5 for ways in which future work will attempt to
address the challenge of channel geometry uncertainty in order to prepare for real
SWOT observations.
Out of the total 480 observations, only 196 (40.8%) were assimilated. The remaining 284 observations were rejected as being more than three standard deviations
from the mean, which is understandable considering the channel head magnitudes
may not correspond well due to the uncertainties arising from the channel geometry assumption. The assimilation of AirSWOT-derived channel head at 1800 UTC 9
June 2015 led to the increase in Pearson correlation from 0.319 for the prior ensemble
mean to 0.419 for the posterior ensemble mean with respect to the observations. The
RMSE was also decreased from 1.805 to 1.288.
Figure 4.9 compares the open-loop ensemble mean, the assimilated observations, and the analysis increment at the single time of assimilation at 1800 UTC 9
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(a)

(b)

(c)

Figure 4.9: 1800 UTC 9 June 2015 (a) open-loop ensemble mean channel head, (b)
AirSWOT virtual gauge channel head, and (c) analysis increment for the Tanana
River between Fairbanks and Nenana. Segments A and B (denoted by the white
circles) indicate the channel reaches over which observations were assimilated.
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June 2015. The open-loop ensemble mean is approximately 3.0 - 3.5 m for the entire
stream segment, whereas the observations largely range from 3.5 - 4.0 m for segment
A and 1.0 - 5.0 for segment B. As expected, the increment is largely positive for
segment A, increasing from 0 m to approximately 0.3 m on the upstream end of A.
For segment B, the increment is positive for the downstream end but decreases and
becomes negative on the upstream end near Fairbanks. Thus, we see that the assimilation of AirSWOT WSE is impactful to the WRF-Hydro channel head. Note that the
range of AirSWOT channel heads for segment B is likely larger than reality, but was
increased due to uncertainty in the true channel geometry. As shown by Figure 4.10,
the assimilation impacts are short-lived, since the posterior ensemble mean departs
from the open-loop ensemble mean only at the time of analysis. By 2100 UTC 9 June
2015, three hours after assimilation, the posterior ensemble mean once again matches
the open-loop. This indicates that SWOT WSE must be consistently assimilated into
WRF-Hydro in order to maintain improvements long-term, especially when modeling
small watersheds (like the Chena River) or short river segments (like this example of
the Tanana River from Fairbanks to Nenana, Alaska).

4.4.3

September 2012 Southcentral Flood (Susitna River)
In September 2012, southcentral Alaska received 300% above normal precip-

itation amounts as a result of an atmospheric river event. For this case, synthetic
observations were assimilated for the entire month of September 2012. Out of the
53,302 total observations, 85.8% were assimilated while 7576 were rejected as more
than three standard deviations from the ensemble mean. As with the previous cases,
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Figure 4.10: 5-15 June 2015 hydrograph for Nenana, Alaska, showing open-loop
ensemble members (gray), open-loop ensemble mean (red), and posterior ensemble
mean (blue).

data assimilation improved the Pearson correlation with respect to truth from -0.062
for the prior ensemble mean to 0.620 for the posterior ensemble mean at the assimilation points only. The RMSE was also reduced from 3.326 m to 1.629 m. The analysis
increment, shown in Figure 4.11 ranged from -6,785 to 134,028 m3 /s (-18 m to 174
m).
The extremely large increment of 174 m is a result of the model noise generated
by the EAKF during assimilation. As shown by the hydrograph in Figure 4.12, the
posterior ensemble mean changes rapidly following an assimilation window where
observations were assimilated, sometimes from 0 to over 1,000 m3 /s. Even with
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Figure 4.11: Analysis increment in channel head for every channel point within the
Susitna River watershed, with each line color indicating a different channel point.
The line corresponding to the watershed output is shown in black.

this noise, the EAKF is clearly moving the posterior mean towards the truth during
analysis, as shown by the fact that when the truth hydrograph is above (below)
the open-loop ensemble mean, the posterior ensemble mean often peaks (dips) in
that same direction. For example, from 4-6 September, both the truth and the
posterior ensemble mean peak above the open-loop ensemble mean, whereas from
25-30 September, both the truth and posterior ensemble mean dip below the openloop ensemble mean. However, the impact of assimilation is negated within three
hours following assimilation, when the posterior ensemble mean returns to match the
open-loop ensemble mean.
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Figure 4.12: September 2012 hydrographs for the Susitna River outlet near Susitna,
Alaska, showing truth (black), open-loop ensemble members (gray), open loop ensemble mean (red), and posterior ensemble mean (blue).

4.4.4

November 2015 Susitna Valley Flood (Susitna River)
The November 2015 flood event was a result of an extremely wet year for the

state of Alaska compounded by an atmospheric river event in mid- to late November. For this case study, 95.9% of the 53,392 synthetic SWOT observations were
assimilated, with 2194 observations rejected for being greater than three standard
deviations from the ensemble mean. The assimilation increased the Pearson correlation with respect to the truth from 0.484 for the prior ensemble mean to 0.691 for
the posterior ensemble mean while decreasing the RMSE from 0.968 to 0.671. The

99

analysis increment ranges from -9.0 to 14.0 m (-632 to 503 m3 /s), as shown by Figure 4.13. Note that although the analysis increment is comparatively small for the
Susitna River outlet, it translates to a large increment in discharge, indicating that
channel head is a much more sensitive variable than discharge.
Compared to the September 2012 case study, the analysis increments for this
case study are comparatively small. As shown by Figure 4.14, the open-loop ensemble mean nearly mimics the truth. Thus, the model background error is small and
minimizes the need for assimilating observations. The posterior ensemble mean is
still rather noisy due to the generation of flood waves during analysis. As mentioned
for other case studies, future work will investigate ways to reduce the assimilation
noise to achieve smoother hydrographs with fewer artificial flood waves.

4.5

Summary and conclusions

This study develops a methodology to assimilate future SWOT observations of
WSE into WRF-Hydro and the NWM. Using observation converters created specifically for SWOT observations, synthetic SWOT WSE were assimilated into WRFHydro using HydroDART EAKF for multiple case studies in Alaska. For all cases,
the assimilation yielded promising results, showing that assimilating SWOT WSE
perturbed by random noise with a standard deviation of 0.25 m into WRF-Hydro resulted in a high percentage of channel points with improved correlations and reduced
biases with respect to the truth during assimilation. These results also demonstrate
that with the anticipated SWOT WSE error of 0.25 m, SWOT observation error
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(a)

(b)

Figure 4.13: Analysis increment as (a) channel head and (b) streamflow for every
channel point within the Susitna River watershed, with each line color indicating a
different channel point. The line corresponding to the watershed output is shown in
black.
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Figure 4.14: November 2015 hydrographs for the Susitna River outlet near Susitna,
Alaska, showing truth (black), open-loop ensemble members (gray), open loop ensemble mean (red), and posterior ensemble mean (blue).

is less than WRF-Hydro model error, suggesting that real SWOT observations will
positively impact WRF-Hydro and NWM streamflow prediction when assimilated.
However, there is still much to be improved. One of the largest uncertainties
in this study is the channel geometry, which leads to considerable model error and
error in deriving synthetic SWOT observations. Although a streamorder adjustment
was possible for the channel head due to the fact that the channel bathymetry of the
observed channel head is known, the same is not true when real SWOT WSE becomes
available. Channel geometry and bathymetry are generally unknown except where in
situ stream gauges are located, but these known bathymetries do not correlate well
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with upstream or downstream channel points. Thus, future ensembles should account
for variations in channel geometry parameters (channel bottom width and side slope)
so that this uncertainty is captured by the ensemble spread.
Future work will also investigate ways to reduce the noise created in the model
during analysis and assimilation to limit the number of artificial flood waves being
generated. There are several ways to do this, including tuning the radius of influence,
increasing the density at which observations are assimilated (e.g., the Tanana River
case study which used a finer sampling grid for generating virtual gauges), implementing a smoother (which HydroDART does not yet support), or using nudging to
slowly introduce the innovation to the model over time. However, this study successfully achieved the primary purpose of this experiment by developing the methodology
for assimilating future SWOT WSE into WRF-Hydro and the NWM, including the
creation of a synthetic SWOT observation set using the fraternal twin experiment,
development of modules and an observation converter within the HydroDART system to allow for SWOT WSE assimilation, and demonstrating that there is a strong
likelihood that assimilating real SWOT WSE into WRF-Hydro and the NWM after
launch will result in improved streamflow prediction.
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CHAPTER 5

SYNTHESIS

This section summarizes the finding of this dissertation, answers the research
questions posed in Chapter 1, and highlights areas of future work in order to continue
research in these areas.

5.1

5.1.1

Answers to research questions

Assessment of model sensitivity to green vegetation fraction
Chapter 2 examined the impact of GVF on Noah-MP energy and moisture

fluxes and WRF-Hydro streamflow by replacing the Noah-MP climatological GVF
with real-time VIIRS GVF in order to answer the question: How does ingesting
real-time VIIRS GVF into the WRF-Hydro system affect runoff and streamflow prediction at the watershed scale? The use of real-time VIIRS GVF led to improved
streamflow for the three watersheds examined in North Alabama with improvements
in streamflow correlation, RMSE, and bias, but with varying levels of significance,
with P-values of 0.03, 0.41, and 0.26 for the Limestone Creek, upper Flint River, and
Paint Rock River watersheds, respectively.
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The sensitivity of WRF-Hydro streamflow to changes in GVF varies by watershed based on both terrain, land use, and land cover. Watersheds with steeper terrain
were less sensitive to GVF due to more rapid runoff during flood events. GVF was
found to play the largest role as streamflow decreases following a flood event. A high
GVF leads to streamflow that decreases more rapidly than a low GVF, likely due
to the greener vegetation capturing more precipitation, reducing runoff and therefore flood duration. Additionally, more green vegetation increases root uptake, which
leads to drier soils and therefore a greater infiltration capacity, which also leads to
reduced runoff and streamflow. It is possible that this effect would be amplified for
watersheds with larger drainage areas. During drought conditions, the Paint Rock
River watershed which is predominantly forest, in contrast to the Flint River or Limestone Creek watersheds that are predominantly cropland and pasture, in larger ET.
Trees are less sensitive to drought conditions than crops due to greater root depth and
water storage and thus more water is released through transpiration. Even though
differences in GVF have little impact on streamflow during drought conditions, the
impact of GVF on energy and moisture fluxes were negligible in regions with cropland
and pasture, but were large for active forested regions such as the Paint Rock River
watershed. Since this effect of GVF being proportional to ET is large even during
winter months with low incoming SW radiation, real-time GVF is critical year-round
for the accurate modeling of streamflow.
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5.1.2

Potential for improving initial conditions of the NWM by assimilating SWOT WSE
Chapter 4 develops a methodology to assimilate future SWOT observations of

WSE into WRF-Hydro and the NWM. Using observation operators created specifically for SWOT observations, synthetic SWOT WSE were assimilated into WRFHydro using HydroDART EAKF for multiple case studies in Alaska in order to answer the science question: Does the assimilation of SWOT WSE improve WRF-Hydro
streamflow prediction? For all Alaskan case studies examined, the assimilation of observations with known errors with a standard deviation of 0.25 m yielded increased
correlations and decreased biases with respect to the truth for all case studies and
domains examined at the analysis locations. For the Chena River case study, the
correlation increased from 0.781 to 0.893 while the RMSE decreased from 1.283 m
to 0.664 m following assimilation. The September 2012 Susitna River case studies
showed correlations increasing from -0.062 to 0.620 and RMSE decreasing from 3.326
m to 1.629 m, whereas the November 2015 Susitna River case studies showed correlations increasing from 0.484 to 0.691 and RMSE decreasing from 0.968 m to 0.671
m. The Tanana River case study used AirSWOT WSE as proxy SWOT WSE showed
an increase in correlation from 0.319 to 0.419 while the RMSE decreased from 1.805
m to 1.288 m. These results suggest that with the anticipated SWOT WSE error of
0.25 m, the SWOT altimetric error is low enough to allow real SWOT observations
to be assimilated into WRF-Hydro and the NWM to improve streamflow prediction.
However, at the basin outlet, assimilation impacts were minimal, as the posterior
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ensemble mean deviated from the prior ensemble mean only at the time of analysis,
but returned to match the prior ensemble mean within three hours.

5.2

Future work

Future work supporting the use of real-time VIIRS GVF in WRF-Hydro and
the NWM will look to improve the calibration of WRF-Hydro. This will be done
by expanding beyond the 12 parameters used for this study and also increase the
calibration period from two to four or more years in order to capture a wider range of
conditions during calibration. An improvement to the calibration process is expected
to improve model accuracy, which would increase the correlation and lower the RMSE
and bias between the model and observations. However, it is still expected that
the use of real-time VIIRS GVF will continue to outperform the climatological GVF
even with better model calibration. Additionally, these results will be reassessed using
WRF-Hydro version 5.0, which has an improved groundwater bucket model compared
to version 4.0. The groundwater bucket model impacts groundwater outflow which
contributes to streamflow, thus differences in streamflow using version 5.0 instead of
version 4.0 are expected. However, the overall conclusions of this study are expected
to be unchanged.
Future work regarding SWOT assimilation will investigate ways to reduce the
noise created in the model during analysis and assimilation to limit the number of
artificial flood waves being generated. There are several ways to do this, including
tuning the radius of influence, increasing the density at which observations are assim-
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ilated, implementing a smoother, or use nudging to slowly introduce the innovation
to the model over time. All of these approaches will be considered.
Additional study will also account for uncertainty related to channel geometry.
Uncertainty in channel bathymetry leads to considerable error in deriving synthetic
SWOT observations and thus introduces model error during assimilation. Channel
geometry and bathymetry are generally unknown except where in situ stream gauges
are located, but these known bathymetries do not correlate well with upstream or
downstream channel points. Thus, future work will account for variations in channel
geometry during ensemble generation by varying the bottom width and channel side
slope as a function of streamorder so that uncertainty in channel geometry is captured
by the ensemble spread. Channel bathymetry may also be provided as a Level 3
product for SWOT (Rodriguez 2016), in which case the SWOT-derived parameters
can be supplied to the WRF-Hydro channel grid to help reduce uncertainty.
Future work will also extend the capabilities developed during this research
to real applications, such as fire, drought, and flooding, by improving land surface
states, such as soil moisture, used to monitor precursors leading up to these events.
Most importantly, when the SWOT mission is launched in 2021, the real observations
will be assimilated into WRF-Hydro to determine whether their impacts match with
what is anticipated from this study with expectations that real SWOT WSE will be
just as impactful in improving streamflow prediction as this study suggests.
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