One-dimensional atomic superfluids as a model system for quantum
  thermodynamics by Schmiedmayer, Joerg
Quantum Thermodynamics book
One-dimensional atomic superfluids as a model system for quantum
thermodynamics
Jo¨rg Schmiedmayer1, ∗
1Vienna Center for Quantum Science and Technology (VCQ), Atominstitut, TU-Wien, Vienna, Austria
(Dated: May 30, 2018)
In this chapter we will present the one-dimensional (1d) quantum degenerate Bose gas (1d super-
fluid) as a testbed to experimentally illustrate some of the key aspects of quantum thermodynamics.
Hard-core bosons in one-dimension are described by the integrable Lieb-Lininger model. Realistic
systems, as they can be implemented, are only approximately integrable, and let us investigate
the cross over to ’thermalisation’. They show such fundamental properties as pre-thermalisation,
general Gibbs ensembles and light-cone like spreading of de-coherence. On the other hand they are
complex enough to illustrate that our limited ability to measure only (local) few-body observables
determines the relevant description of the many-body system and its physics. One consequence
is the observation of quantum recurrences in systems with thousand of interacting particles. The
relaxation observed in 1D superfluids is universal for a large class of many-body systems, those
where the relevant physics can be described by a set of ’long lived’ collective modes. The time
window where the ’close to integrable’ dynamics can be observed is given by the ’lifetime’ of the
quasi-particles associated with the collective modes. Based on these observations one can view (in a
quantum field theory sense) a many-body quantum system at T=0 as ’vacuum’ and its excitations
as the system to experiment with. This viewpoint leads to a new way to build thermal machines
from the quasi-particles in 1D superfluids. We will give examples of how to realise these systems
and point to a few interesting questions that might be addressed.
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I. INTRODUCION
Statistical mechanics provides a powerful con-
nection between the microscopic dynamics of
atoms and molecules and the macroscopic proper-
ties of matter [1]. We have a deep understanding of
(thermal) equilibrium properties of a system, but
the question of how equilibrium is reached or under
which circumstances it can be reached at all is still
unsolved. This problem is particularly challenging
in quantum mechanics, where unitarity appears to
render the very concept of thermalisation counter-
intuitive. The time-reversal symmetry that results
from the unitarity of quantum mechanics seems to
make the relaxation to thermal states impossible
in an isolated system.
This question is usually avoided by ’coupling
the quantum system to a (macroscopic) bath’. If
we assume that quantum mechanics is the funda-
mental description of nature, this procedure does
NOT solve the fundamental question raised by the
apparent contradiction of unitary evolution and
thermlisation / equilibration. On the fundamen-
tal level the ’bath’ has also to be described by
quantum physics, and the system can always be
enlarged to include the bath. Therefor the funda-
mental question to consider is:
Does an isolated many-body quantum system relax
/ thermalise.
It addresses the essentials of the fundamental rela-
tion between the macroscopic description of sta-
tistical mechanics and the microscopic quantum
world and has been intensely discussed since the
1920s [2]. Important theoretical advances have
been achieved over the years [3–9]. Variations of
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this question play important roles in such diverse
fields as cosmology [10, 11] with the ultimate iso-
lated quantum system being the whole universe,
high-energy physics [12, 13] and condensed mat-
ter [14, 15].
A key insight to resolve this apparent contra-
diction between unitary quantum evolution and
relaxation comes from the fact that the required
resources to measure many-body eigenstates scale
exponentially with system size. The best we can
do is to measure (local) few-body observables O
and their correlations. A nice illustrations of this
is the growing complexity and computational ef-
fort when evaluating connected high order correla-
tion functions [16] or when applying tomography
to few qubit systems [17]. Since (local) few-body
observables do not probe the whole system, one
can view the ’measurement’ as dividing the one
closed system internally into degrees of freedom
that are measured, and others that are not. This
way, the observables O one chooses to investigate
automatically creates a situation where the sys-
tem being fractioned in a (reduced) system and an
environment, i.e. it can become its own environ-
ment. Changing the observable naturally leads to
a different separation between what is measured
and what constitutes the environment.
With the rapid experimental progress in the con-
trol and probing of ultra-cold quantum gases [18]
these questions come within reach of detailed ex-
perimental investigations. Trapped atoms are al-
most perfectly isolated from the environment and
the important time scales governing their dynamics
are easily accessible. Powerful manipulation tech-
niques allow for a large variety of systems to be
implemented. For an overview on recent experi-
ments exploring non equilibrium physics with iso-
lated quantum systems using ultra-cold quantum
gases see [19, 20].
In this chapter we present as an example our
experiments with ultra-cold one-dimensional Bose
gases that realise several textbook non-equilibrium
phenomena providing insights into these funda-
mental question and highlight some of the physics
which may be explored in the near future.
II. ONE-DIMENSIONAL SUPERFLUIDS
Over the last years, one-dimensional (1D) Bose
gases have proven to be a especially versatile
testbed for the study of quantum many-body sys-
tems in and out of equilibrium. From the theo-
rist’s perspective 1D Bose gases offer a rich variety
of interesting many-body physics, while still be-
ing tractable with reasonable effort [21, 22]. Com-
pared to 3D significantly different physics arise in
the 1D regime. The Mermin-Wagner theorem [23]
tells us that no true off-diagonal long-range order
can emerge due to the enhanced role of fluctuations
in 1D and no true Bose-Einstein condensation is
possible even at T=0. Instead a large number of
distinct degenerate regimes emerges [24, 25], which
might share or not share some of the familiar fea-
tures of a Bose-Einstein condensate. On the ex-
perimental side their realisation using cold atomic
gases offers precise control over many system pa-
rameters, as well as highly-effective means to probe
their dynamics [26].
A. Theoretical description of 1D systems
Lieb-Liniger Model
In the homogeneous limit an ideal 1D system of
hard core interacting Bosons is described by [27]
Hˆ = h¯
2
2m
∫
dz
∂Ψˆ†(z)
∂z
∂Ψˆ(z)
∂z
+ (1)
+ g1D2
∫
dz dz′ Ψˆ†(z)Ψˆ†(z′)δ(z − z′)Ψˆ(z′)Ψˆ(z),
where the Ψˆ(z) denote bosonic field operators.
The first term accounts for the kinetic energy
and the second one for interactions, characterised
by the 1D interaction strength g1D. The Lieb-
Lininger Hamiltonian (Eq. 1) is a prime example
of an integrable model [27–30], solvable by Bethe
Ansatz. Experiments with 1D Bose gases can thus
provide a link between the deep insights from these
mathematical models and physical reality. Most
notably, the many conserved quantities have a pro-
found influence on the non-equilibrium dynamics
of these systems, which makes them particularly
interesting for the study of relaxation and ther-
malisation processes [31, 32].
The importance if the interaction in Eq. 1 can
be parameterised by the Lieb-Lininger parameter
γ = mg1D/h¯
2n1D. Notably γ increases for de-
creasing particle densities n1D. For γ  1 the
gas is in the strongly-interacting Tonks-Girardeau
regime [33–35] which was probed in [36, 37]. The
experiments presented in this chapter are per-
formed with γ  1, where the gas is a weakly
interacting quasi-condensate [24]. In this regime,
density fluctuations are suppressed, however, the
phase fluctuates strongly along the length of the
system.
Luttinger Liquid Model
For low energies one can express the field opera-
tors Ψˆ(z) in Eq. 1 in terms of density nˆ(z) and
phase θˆ(z) operators: Ψˆ(z) = eiθˆ(z)
√
n1D + nˆ(z),
which satisfy the bosonic commutation relation
[nˆ(z), θˆ(z′)] = iδ(z − z′). Inserting this defini-
tion into Eq. 1 leads to a quadratic low energy
effective field theory description [38], a Tomonaga-
2
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Luttinger liquid [39–41]:
Hˆ =
h¯c
2
∫
dz
[
K
pi
(
∂θˆ(z)
∂z
)2
+
pi
K
nˆ(z)2
]
=
∑
k
h¯ωkaˆ
†
kaˆk. (2)
where c =
√
g1Dn1D/m is the speed of sound
and K =
√
n1D(h¯pi)2/4g1Dm is the Luttinger pa-
rameter. The corresponding eigenmodes are non-
interacting phonons with momentum h¯k, a linear
dispersion relation ωk = ck and energies h¯ωk. The
creation and annihilation operators aˆk and aˆ
†
k de-
fine the phonon occupation number nˆk = aˆ
†
kaˆk.
They are directly related to the Fourier compo-
nents of density and phase via
nˆk ∼
(
aˆk(t) + aˆ
†
−k(t)
)
θˆk ∼
(
aˆk(t)− aˆ†−k(t)
) (3)
In analogy to photon quantum optics θˆk represents
the phase quadrature and nˆk the density quadra-
ture related to a phonon with momentum h¯k.
The Luttinger liquid description is only an ap-
proximate effective field theory describing the low
energy physics of hard core bosons in 1D. For a
detailed account of effects beyond the Luttinger
Liquid description see [42]. Finally, we note that,
besides cold atoms, the Luttinger liquid Hamilto-
nian also plays an important role in both bosonic
and fermionic condensed matter systems [43–46].
Two tunnel-coupled superfluids: The Quan-
tum sine-Gordon Model
A second fundamental model connected to 1D su-
perfluids is the quantum Sine-Gordon model [47–
50], relevant for a wide variety of disciplines from
particle to condensed-matter physics [51, 52]. It
has been proposed by Gritsev et al. [53] and ex-
perimentally verified in [16], that the relative de-
grees of freedom (phase ϕ(z) and density fluctua-
tions δρ(z)) of two tunnel-coupled one-dimensional
(1D) bosonic superfluids (tunnel-coupling strength
J) can be described by the sine-Gordon Hamilto-
nian:
HSG =
∫
dz
[
g1Dδρ
2 +
h¯2n1D
4m
(∂zϕ)
2
]
−
∫
dz 2h¯Jn1D cos(ϕ) ,
(4)
The first term represents the well-known quadratic
Tomonaga-Luttinger Hamiltonian Eq. 2, which can
be solved using non-interacting phononic quasi-
particles. The second term is non-quadratic and
includes all powers of the field ϕ, which leads
to many intriguing properties such as a tuneable
gap, non-Gaussian fluctuations, non-trivial quasi-
particles and topological excitations. The fields
ϕ(z) and δρ(z) represent canonically conjugate
variables fulfilling appropriate commutation rela-
tions.
The system is characterized by two scales: The
phase coherence length λT = 2h¯
2n1D/(mkBT ) de-
scribing the randomization of the phase due to
temperature T , and the healing length of the rela-
tive phase (Spin healing length) ξJ =
√
h¯/(4mJ)
determining restoration of the phase coherence
through the tunnel coupling J . The relevance of
the non-quadratic contributions to the Hamilto-
nian is characterized by the dimensionless ratio
q = λT /ξJ . By independently varying J , T and
n1D the ratio q can be tuned over a large range to
explore different regimes of the field theory [16].
Breaking Integrability
Both the Lieb-Liniger model and its low energy
effective descrition the Luttinger Liquid are inte-
grable models. In any realistic experimental set-
ting this integrability will be broken at some level.
The analysis of this scenario in the context of clas-
sical mechanics has culminated in the important
Kolmogorov-Arnold-Moser (KAM) theorem [54].
No complete analogue of this theorem has so far
been found in quantum mechanics [55]. For ultra-
cold atoms in 1D traps key candidates are the mo-
tion in the longitudinal confinement [56], virtual 3-
body collisions [57–60] which ’feel’ the transverse
confinement even when the energy in the atom-
atom collisions does not allow to excite transverse
states, long range interactions [61], or simple a
small addition of transversly excited atoms [62–
64].
B. Realising 1D many-body quantum
systems
The experimental realisation of a 1D Bose gas
follows the familiar procedure based on laser and
evaporative cooling that is also used for the pro-
duction of Bose-Einstein condensates in 3D. Creat-
ing an effectively 1D system in a 3D world requires
extremely asymmetric traps with a tight confine-
ment in the two transverse directions. To reach the
1D regime the energy splitting between the ground
state and the first transverse excited state in the
trap has to be larger than all other relevant energy
scales.
For a tight transverse harmonic confinement
characterised by ω⊥ and a⊥ =
√
h¯/(mω⊥) this
translates into the requirement that both the tem-
perature T and the chemical potential µ = g1Dn1D,
which is twice the interaction energy per parti-
cle, both fulfil kBT, µ  h¯ω⊥. In this situation
the dynamics along the transverse directions can
be integrated out leaving the dynamics along the
weakly confined axial direction. The 1D interac-
tion strength g1D can then be related to the s-wave
3
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scattering length as in 3D by [35]
g1D =
2h¯asω⊥
1− 1.4603 as/a⊥ . (5)
Note that microscopic scattering processes always
have a 3D character. In the weakly-interacting
regime the s-wave scattering length as is small
compared to the ground state width a⊥ of the tight
transverse confinement, i.e. as  a⊥. In that case
Eq. 5 can be approximated to a very good approx-
imation by g1D = 2h¯asω⊥. Interesting effects like
confinement-induced resonances can occur when
this assumption is no longer valid [35, 65].
Highly-anisotropic trap configurations can
be created in strongly-focussed optical dipole
traps [66–68], optical lattices [18, 36, 69, 70] or in
magnetic micro traps [71, 72]. In our experiments
we rely on the latter because micro traps, as we
will see below, allow for a particularly precise and
convenient preparation of non-equilibrium states
by splitting a 1D gas. Typical trap frequencies
in our setup are ω⊥ = 2pi · 3 kHz in the tightly-
confining transverse directions and ωax = 2pi · 5 Hz
in the weakly-confining axial direction. The 1D
Bose gas of 87Rb-atoms is then created in this
trap by evaporative cooling of an elongated 3D
thermal cloud through the condensation crossover
and then further into the 1D regime.
Cooling in 1D
In 1D systems thermalising two body collisions
are suppressed by exp(− 2h¯ω⊥kBT ) [57], which ren-
ders standard evaporative cooling ineffective for
kBT  h¯ω⊥. Nevertheless extremely low temper-
atures, far below h¯ω⊥ and far below the chemical
potential µ = g1Dn1D are reported [73–75]. In ex-
periments to study cooling mechanisms in 1D sys-
tems [76] we reach T ∼ 0.1h¯ω⊥ and T ∼ 0.25µ
which demonstrates that the above intuitive pic-
ture is incomplete. We developed a simple the-
oretical model based on the dynamics of an one-
dimensional Bose gas [77]: Cooling can be mod-
elled as a series of infinitesimal density quenches
extracting energy from the density quadrature of
the phononic excitations followed by many-body
de-phasing. This process reduces the occupation
number of each phonon mode, leading to a cooler
system. Our simple model leads, in a harmonic
trap, to a scaling relation T ∝ N , which is con-
firmed in our experiments. It is interesting to note
that the above simple model neglects the quan-
tum noise coming from out-coupling of atoms. If
included, the complete model [77] does not agree
with the experimental observations [76].
Splitting a 1D quantum gas
The magnetic micro traps on atom chips allow for
a precise dynamical control over the trap param-
eters. Most notably, the initial transverse tight
harmonic confinement can be transformed into a
double well potential. This is realised by radio-
frequency (RF) dressing of the magnetic sub-levels
of the atoms [78–80]. The RF fields are applied
through additional wires on the chip, which due to
their proximity to the atoms allows for very high
RF field amplitudes and a precise control over the
field polarisation.
We use this technique to coherently split a sin-
gle 1D Bose gas into two halves, thereby creating
a non-equilibrium state [81–83]. If the splitting is
performed fast compared to the axial dynamics in
the system, that is tsplit < ξn/c = h¯/µ (ξn = h¯/mc
is the healing length for the density n ), then no
correlations can build up along the axial direction
and the splitting happens independently at each
point in the gas. In this case process can be in-
tuitively pictured as a local beam splitter where
each atom is independently distributed into the left
or right half of the new system. The correspond-
ing probability distribution for the local number of
particles N on each side is therefore binomial. If
the splitting is slower, then correlations can build
up along the system, and the local number fluctua-
tions will not be independent. This results in such
intriguing quantum phenomena as number squeez-
ing or spin squeezing [84, 85]. Using optimal
control to shape the splitting procedure one can
speed up and enhance the squeezing [86–88].
C. Experimental techniques to probing the
quantum state
Information about the system and its dynam-
ics is extracted using standard absorption [89, 90]
or by fluorescence imaging [91] after releasing the
atoms from the trap. If only a single gas is present
it simply expands in time-of-flight (TOF), while a
pair of condensates expands, overlaps and forms a
matter-wave interference pattern. This detection
method is destructive, therefore many identical re-
alisations are necessary to probe a time evolution.
It is important to note that in the 1D regime the
tight transversal confinement leads to a very rapid
radial expansion suppressing any effects of interac-
tions during time of flight. Consequently the ob-
tained images enable comprehensive insights into
the properties of the initial trapped system [92].
Density ripples
A single quasi-condensate that is released and ex-
pands in TOF forms strong density speckles along
the 1D axis (see figure 1. These speckles are a
direct consequence of the fluctuating phase θ(z)
in the trapped system and are superposed on
the average density profile. Analysing the cor-
relations in these patterns and comparing them
to simulated results obtained from an Ornstein-
Uhlenbeck stochastic process allows us to deter-
mine the temperature of the gas [92, 93] as shown
in figure 1. This powerful tool works as well for
2D systems [94]. In our experiments it is primarily
used to characterise the initial gas before the split-
4
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a)
b)
c)
FIG. 1. Density ripples. The phase fluctuations in
the individual realisation of a 1D quantum gas lead to
a pronounced random speckle pattern in time of flight
visible as the strong variations in the density profile
shown as insert in (c) and the extracted individual den-
sity profile (b). The density profile averaged over> 100
realisations is displayed in (a). c) The density-density
correlations of these speckles allow to characterise the
phase fluctuations in the trapped 1D gas and with that
its temperature. Black dots (open diamonds): Mea-
sured correlation function g˜2(x) for 150 nK (60 nK).
Figures adapted from [93].
C(z1, z2 )= i(ϕ (z1)−ϕ (z2 ))e
FIG. 2. Phase correlations. (a) Typical interference
pattern created by of two 1D superfluids. The local rel-
ative phase ϕ(z) between the two 1D BEC can be ex-
tracted by fitting the interference pattern for each pixel
row. (b) From the measured relative phase profiles one
can evaluate the non translation-invariant correlation
function C(z1, z2) = 〈eiφˆ(z1)−iφˆ(z2)〉. The central red
diagonal is the trivial auto correlation C(z, z) = 1.
Figures adapted from [97].
ting. However, it can also be used for the study of
the evaporative cooling process [76] or thermalisa-
tion.
Correlation functions
Correlation functions are directly linked to the
theoretical description of many-body systems and
are a powerful tool to probe equilibrium and
non-equilibrium physics. As pointed out by
Schwinger [95, 96] the knowledge of all correlation
functions of a system is equivalent to solving the
corresponding many-body problem. If the relevant
degrees of freedom are known, the knowledge of a
finite set of basic correlation functions can be suf-
ficient to construct a solution of the corresponding
theory. For a first experimental implementation
of this powerful theoretical concept see Schweigler
et al. [16].
For 1D systems the most relevant correlations
are the ones directly connected to the theoretical
models discussed in sec. II A. These are density
correlations and phase correlations. Density corre-
lations measured in situ have been used to charac-
terise the temperature of 1D systems [74, 75], in-
vestigate analogues to ’Hawking radiation’ emerg-
ing from accustic horizons [98]. Density correla-
tions in time of flight [99] have been used to study,
for example, optical lattice systems [100, 101], the
difference between Bosons and Fermions [102] or
the transition from 1D to 3D [103].
Here we will concentrate mainly on the corre-
lations of the phase. The interference pattern of
two 1D quasi-condensates is a direct measurement
of the fluctuations in the relative phase along the
length of the two 1D superfluids.
If density fluctuations can be neglected, which is
a very good approximation in the quasi-condensate
regime, the second order correlation function
C(z, z′) = 〈eiφˆ(z)−iφˆ(z′)〉
' 〈Ψˆl
†(z)Ψˆr(z)Ψˆr†(z′)Ψˆl(z′)〉
〈|Ψr(z)|2〉〈|Ψl(z′)|2〉 . (6)
can be related to correlations in the field opera-
tors Ψˆl,r of the left and right gas. z and z
′ are
two points along the axial direction of the system.
In a finite system the correlations C(z, z′) are non
translation-invariant. Eq.6 can easily be extended
to higher order correlations [97]. In the experi-
ment, the expectation value is measured by aver-
aging over many identical realizations.
From the measured phase field ϕ(z) we can also
extract the equal-time N th-order correlation func-
tions of the phase directly [16]:
G(N)(z, z′) = 〈4ϕ(z1, z′1) . . .4ϕ(zN , z′N )〉 , (7)
where 4ϕ(zi, z′i) = ϕ(zi) − ϕ(z′i) are continuous
(not restricted to 2pi) phase differences of the un-
bound phase at different spatial points zi, z
′
i. The
second order phase correlation function G(2)(z, z′)
can be related to the creation and annihilation op-
erators of the quasi-particles in the 1D system,
the 4th oder G(4)(z, z′) to quasi-particle scattering
and the higher order correlations to higher oder
interaction processes between the quasi-particles.
The N th-order correlation functions can be decom-
posed
G(N)(z, z′) = G(N)con (z, z
′) +G(N)dis (z, z
′) (8)
into an disconnected part G
(N)
dis which contains
redundant information already present in lower-
order correlations, and a connected part G
(N)
con
which represents the genuin new information at or-
der N . At the level of a field theory description of
the many-body system to study G
(N)
con can be re-
lated to genuine N2 mode interactions that can not
be decomposed into successive lower order interac-
tions and are related to the non-perturbative sum
off all diagrams of order N .
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In a recent experiment [16] we have used high
order phase correlations Eq.7 to demonstrate
that two tunnel-coupled superfluids are a genuine
quantum simulator for the quantum Sine-Gordon
model. Analysing the phase correlation functions
up to high order, and under which conditions they
factorise allowed us to characterise the essential
features of the model solely from our measure-
ments, detect the relevant quasi-particles, their in-
teractions and the topologically distinct vacuum
states of the model. Analysing high order cor-
relation functions and how they factorise thus
provides a comprehensive and general method to
analysing quantum many-body systems through
experiments.
Full distribution functions
Another powerful technique to analyse the proper-
ties of many-body states and their dynamics are
the full distribution functions (FDF) of observ-
ables. The FDF’s contain information about all
order correlation functions. If they are Gaussian,
then the correlations factorise.
From the interference pattern we can construct
a variety of different full distribution functions.
Filling phase and contrast in a polar plot (Fig-
ure 3) allows to visualise the difference between
de-coherence and de-phasing [104].
A different FDF can be constructed from the
contrast C(z) = Imax(z)−Imin(z)Imax(z)+Imin(z) of the measured
interference [73, 105, 106]. We define the oper-
ator Aˆ(L) =
∫ L/2
−L/2 dz Ψˆl
†(z, t)Ψˆr(z, t). Its mag-
nitude is related to the contrast C(L) of the in-
terference pattern integrated over length L by
〈C2(L)〉 = 〈|Aˆ(L)|2〉/n21DL2. Experimentally the
distribution of the squared contrast normalised
by the mean squared contrast α = C2/〈|C|2〉
is less prone to systematic errors and therefore
favourable. Recording the shot-to-shot fluctua-
tions of this quantity gives us the full distribution
function W (α)dα of the probability to observe a
contrast in the interval α+ dα.
Similar the full distribution functions of the
phase difference ∆ϕ = ϕ(z1) − ϕ(z2) can reveal
details about the excitations in a system [16].
Figure 3 shows the triple peaked FDF of ∆ϕ in
the quantum Sine-Gordon model identifying sine-
Gordon Solitons (or kinks), the topological excita-
tions of this model.
III. NON-EQUILIBRIUM DYNAMICS
AND RELAXATION IN 1D SUPERFLIDS
Here we give a schematic overview of our exper-
iments investigating the non equilibrium dynamics
of 1D superfluids. For details we refer to the orig-
inal publications.
contrast
phase
phase and contrast phase difference
Integrated contrast
FIG. 3. Full distribution functions. From the eval-
uated phases one can construct the full distribution
functions (FDF) of (left) phase and contrast [104] and
(right) of phase difference [16]. The insert shows a
direct image of a phase kink, the topological excita-
tions of the Sine-Gordon model. The full distribution
function of the integrated contrast (bottom). The mea-
sured FDF are in excellent agreement with FDF’s cal-
culated for thermal equilibrium [73].
A. Creating a non-equilibrium state
Coherently splitting a single 1D Bose gas into
two creates a non-equilibrium state [81, 82]. The
process of splitting is performed fast compared to
the axial dynamics in the system (tsplit < ξh/c),
which assures that no correlations can build up
along the axial direction, consequently the split-
ting happens independently at each point in the
gas. The process can be intuitively pictured as a
local beam splitter where each atom is indepen-
dently distributed into the left or right half of the
new system. The corresponding probability distri-
bution for the local number of particles N on each
side is therefore binomial
P (Nl, Nr) =
(
Nl +Nr
Nl
)
pNl1 (1− p1)Nr , (9)
with p1 = 1/2 for a balanced splitting process.
The resulting fluctuations in one half of the system
are thus given by Var[Nl,r] = N p1 (1− p1), which
translates into 〈|∆N |2〉 = N/4 for ∆N = (Nl −
Nr)/2 in the balanced case.
Once we can speak of two spatially separated
systems we can perform a variable transformation
to anti-symmetric and symmetric degrees of free-
dom, which will help us to better describe the
quantum state after the splitting. In the following
these will also be referred to as relative and com-
mon degrees of freedom (modes). Starting from
the density and phase fluctuations in the left and
right halves (denoted by nˆl,r(z) and θˆl,r(z), respec-
6
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Initial state
coherently split quantum gas
thermal state
two independent 1d BEC 
Initial single system
1d quantum gas
splitting waiting
FIG. 4. Creating a non equilibrium state. We
create a non equilibrium state by coherently splitting
a 1D quantum gas. The coherently split state is char-
acterised by straight fringes and ϕ(z) ∼ 0. The final
thermal state can be crated by cooling two separate
atomcu cloud into the tow sides of the double well.
The resulting interference pattern shows strong phas
fluctuations and a random phase.
tively) we find for the anti-symmetric and symmet-
ric degrees of freedom of the phase:
φˆas(z) = θˆr(z)− θˆl(z) (10)
φˆsy(z) =
θˆr(z) + θˆl(z)
2
and for the density:
νˆas(z) =
nˆr(z)− nˆl(z)
2
(11)
νˆsy(z) = nˆr(z) + nˆl(z)
The usefulness of this approach becomes clear as
we return to the shot noise, which now only enters
in the relative number fluctuations
〈νˆas(z)νˆas(z′)〉 = n1D
2
δ(z − z′). (12)
Here, n1D denotes the mean density in a single
gas after splitting. The corresponding shot-noise
introduced to the phase quadrature of the relative
modes goes with 1/n1D and is therefore negligible.
Returning to the Luttinger Hamiltonian (Eq. 2)
we can identify the amount of energy ∆Equench
that is introduced into each individual phononic
mode during the splitting process as
∆Equench =
g1Dn1D
2
(13)
which is typically smaller than the thermal energy
of the initial gas. Moreover, this energy is only
stored in the density quadrature of the relative de-
grees of freedom, while it should be equipartitioned
between phase and density quadrature in thermal
equilibrium.
The situation is different for the common de-
grees of freedom, which inherit all thermal excita-
tions that were present in the initial gas before the
splitting. The state created by splitting is thus also
out of equilibrium. The common degrees of free-
dom contain the initial thermal energy, while the
light cone like evolution
slow further decay
prethermalized state
generlized Gibbs ensemble
M
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n
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FIG. 5. Relaxation of a split 1D quantum gas.
The basic features of the relaxation process after co-
herent splitting is best illustrated by looking at the
contrast of the interference pattern integrated over the
central 110 µm. The coherence shows a fast decay to-
wards the pre-thermalised quasi steady state and then
a slow further evolution.
relative degrees of freedom contain only quantum
shot-noise. In equilibrium both should be equally
and thermally populated.
In experiment, the equilibrium situation can be
realised by the transforming the harmonic trap into
a double well while the Bose gas is still non de-
generate. Subsequent evaporative cooling in both
wells then results in two degenerate gases with
no knowledge of each other, which corresponds
exactly to thermal equilibrium. The experiment
thus enables the unique possibility to contrast non-
equilibrium and thermal states in identical set-
tings.
It is interesting to note, that splitting a low
dimensional system along the strongly confining
transversal direction allows to study modes of a
many body system that were initially empty, i.e.
populated only by vacuum noise, corresponding to
temperature T=0. This is easily seen by looking at
the evolution of the transverse excited states dur-
ing the splitting of a double well. The ground state
is directly connected to the symmetric mode of
the double well, the first excited state to the anti-
symmetric mode. In a 1D system of bosons at low
enough temperature the first transverse excited
state is not populated and therefore the anti sym-
metric mode in the double well is initially empty.
This allows us to clearly see the quantum noise
introduced by the quench.
B. Relaxation in a isolated 1D superfluid
We now describe our basic observations when
bringing a 1D superfluid out of equilibrium. For
our experiments we implement a splitting quench
as discussed above. This introduces quantum shot
noise into the density quadrature νˆas(z) of the anti-
symmetric degrees of freedom of the newly formed
7
Quantum Thermodynamics book
double wells. Our 1D superfluids are at the micro-
scopic scale an interacting system. These fluctua-
tions in the density add additional energy. This
brings the system out of equilibrium and starts a
de-phasing dynamics that leads to relaxation. This
is best seen by looking at the excited modes in the
anti-symmetric combination of the two 1D super-
fluids. The splitting excites phonons in the anti-
symmetric degrees of freedom of the two 1D super-
fluids. These phonons are created in the density
quadrature (the fluctuations of the relative phase
are minimal). Following a Luttinger liquid de-
scription these phonons will now evolve indepen-
dently. A phonon of wave vector k and energy
h¯ωk rotates between density and phase quadrarure
with an omega frequency ωk. This will lead
to a de-phasing of the phonon modes, since for
each phonon the quadrature rotation between den-
sity and phase will proceed at a different speed.
In interference experiments, we observe the phase
quadrature of the phonons. The de-phasing of the
phonons lead directly to a de-phasing and a loss
of contrast in the observed interference pattern.
A detailed theoretical derivation and discussion of
these processes can be found in [81, 82], an appli-
cation to a real world 1D superfluid in a harmonic
longitudinal confinement in [107].
Pre-thermlisation
We first discuss the state two 1D superfluids will
relax due to the de-phasing of the phonons in-
troduced by the quantum noise of the splitting
quench. A study of the full counting statistics
of the interference contrast revealed that instead
of relaxing to thermal equilibrium, the system re-
laxed to a long-lived pre-thermalised state [83]. In
this quasi steady state, the system already shows
thermal features characterised by an exponential
decaying phase correlation function and thermal
full distribution functions of contrast. This allows
to assign a temperature. Most remarkable this ef-
fective temperature Teff is much lower then the
initial temperature Ti of the 1D superfluid before
splitting. This indicates that the relaxed state is
still markedly different from thermal equilibrium.
Following [81, 82] we find that the equipartition
of energy between the k-modes introduced by the
fast splitting, results in the relaxed quasi-steady
state being indistinguishable from thermal equi-
librium at some effective temperature
kBTeff =
g1Dn1D
2
, (14)
which is determined by the energy given to the
relative degrees of freedom by the quantum shot
noise introduced in the splitting. Remarkably Teff
only depends on the 1D density n1D and is inde-
pendent of the initial temperature Ti, as can be
seen in figure 6a,b.
Looking at the system on different length scales
reveals two regimes [104]. For short lengths L, the
sparsely populated high momentum modes (k >
Teff scales linearely with density
Teff is independent on initial Temperature
a)
b)
FIG. 6. Pre-thermalized state a) The effective tem-
perature Teff of the pre-thermalised quasi steady state
scales linearly with the initial 1D density. b) The ef-
fective temperature Teff is independent of the initial
temperature of the system before the splitting quench.
Figure adapted from [83].
2pi/L) do not lead to a reduction of the interfer-
ence contrast. This regime corresponds to phase-
diffusion (spin diffusion, magnetisation diffusion).
For large L, many modes satisfying k > 2pi/L are
populated and their dynamics leads to a scram-
bling of φ(z) within the probed integration length,
resulting in a significant reduction of the inter-
ference contrast. This is the contrast-decay (spin
decay, magnetisation decay) regime. Between the
two regimes there is a cross over length scale λeff
which can be associated with the effective temper-
ature Teff by λeff = h¯
2ρ/mkBTeff .
Light-cone spreading of ’de-coherence’
The de-phased, pre-thermalised state emerges by
de-phasing of the phonon modes created in the
density quadrature by the splitting quench. This
de-phasing and the emergence of the pre-thermal
state can be seen best by looking at the phase cor-
relation function C(z, z′) = 〈eiφˆ(z)−iφˆ(z′)〉. The fi-
nal pre-thermlised exponential decaying C(z − z′)
emerges locally and spreads throughout the system
with the sound velocity as shown in figure 7. Out-
side this ’horizon’ the long range order imprinted
by the coherent splitting persists. This light-
cone-like evolution was predicted by Calabrese and
Cardy [108] and illustrates the spreading of corre-
lations with a characteristic velocity and is directly
connected to Lieb-Robinson bounds [109].
This light-cone like emergence of phase fluctua-
tions after the splitting quench in our 1D system
is analogous to the emergence of density fluctua-
tions (Sacharov oscillations) after cosmic inflation.
In the 1D superfluid the quench introduces den-
sity fluctuations which de-phase a uniform phase,
in the case of Sacharov oscillations [110] the fluctu-
ations introduced into the phase of a system with
uniform density leads to the growth of density fluc-
tuations by an analogous de-phasing.
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FIG. 7. Light-cone like spreading of de-
coherence: The phase correlation function C(z¯) =
〈eiφˆ(z)−iφˆ(z+z¯)〉 characteristic for the pre-thermalised
state appears locally in its final form and spreads
throughout the system with a relaxation horizon. Out-
side the light-cone the long range order from the ini-
tially coherent splitting persist [111]. C(z¯) is plot-
ted for the first 1-9 ms of evolution (blue → red).
Dots are the measurements, the lines depict the theo-
retical model convoluted with experimental resolution.
Dashed green line represents the final prethermal cor-
relations
Generalized Gibbs ensemble
Let us now turn to the statistical mechanics de-
scription of the relaxed state. It has been conjec-
tured that the state which integrable systems re-
lax to is a maximum entropy state under the con-
straints of the many conserved charges [112, 113].
Its associated density matrix is given by a gener-
alized Gibbs ensemble (GGE) [31]
ρˆ =
1
Z
e−
∑
λj Iˆj . (15)
Here, Z is the partition function, Iˆj are the op-
erators of the conserved quantities and λj the
corresponding Lagrange multipliers. If only en-
ergy is conserved this density matrix reduces to
the well-known canonical or Gibbs ensemble, with
β = 1/kBT being the only Lagrange multiplier.
If many more conserved quantities exist like the
phonon occupations in the Luttinger liquid model
describing the 1D superfluids, many Lagrange mul-
tipliers, one for each conserved quantity, restrict
the possible ways in which entropy can be maxi-
mized.
The pre-thermalised state described above is a
special case. The equipartition created by the fast
splitting quench creates λj that can all be asso-
ciated with the same effective temperature Teff .
Nevertheless the appearance of different temper-
atures in the common mode (Tcom associated with
the initial temperature Ti) and the anti-symmetric
mode (Teff) requires a GGE to describe the com-
plete density matrix of the pre-thermalised system.
To illustrate the presence of a GGE directly it
is necessary to change mode occupation numbers
created by the splitting. That can be achieved
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FIG. 8. Generalised Gibbs ensemble: Phonon oc-
cupation numbers normalised to the quantum noise
of a fast (instantaneous) splitting as extracted from
the non translation-invariant phase correlation func-
tion C(z1, z2) = 〈eiφˆ(z1)−iφˆ(z2)〉 shown as insert. The
central red diagonal is the trivial auto correlation
C(z, z) = 1. The two orthogonal lobes show en-
hanced correlations which are a direct consequence of
the quantum state to be imprinted by the quench. The
occupations of the lowest 9 modes can be extracted
with statistical significance. Phonon modes with pop-
ulations below the quantum shot noise are number
squeezed. Figure adapted from [97].
by introducing a different splitting process. The
non translation-invariant phase correlation func-
tion C(z1, z2) = 〈eiφˆ(z1)−iφˆ(z2)〉 characterises the
system. A detailed analysis allows to extract the
mode occupations that are necessary to describe
the state [97]. Given these extracted occupation
numbers the de-phasing model also provides a de-
tailed description of the dynamics, which proves
that the conserved quantities were indeed set dur-
ing the splitting process. As seen in figure 8, the
odd phonon modes have occupations that are sig-
nificantly below the quantum shot noise of the
pre-thermlized state, indicating strong squeezing
of phonon modes created by the slower splitting.
These observations illustrate how the unitary
evolution of our quantum many-body system can
lead to the establishment of thermal properties.
This does not mean that a true thermal state was
reached, but rather that the expectation values of
certain observables became indistinguishable from
the corresponding thermal values. In this way the
predictions of statistical and quantum mechanics
are reconciled.
Dynamics beyond pre-thermalisation
As demonstrated above, the 1D Bose gas, as an
example of an integrable system, does not relax
to thermal equilibrium but to a pre-thermalised
state that can be described by a GGE. However,
the 1D Bose gas, as realised in the experiments, is
only nearly-integrable. In any realistic experimen-
tal setting this integrability will be broken at some
level. In this case the observed pre-thermalised
state is only an intermediate steady state on the
9
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FIG. 9. Observation of recurrences in long range order (a) The recurrence is seen by the recovery of long
range order (C close to 1 over the whole distance). (b) The lower graph shows the correlations at 30 µm. The
insert the full correlation function at selected points as indicated by the colour of the symbols. (c) The recurrences
decay faster then predicted from the Luttinger liquid with averaging about the measured initial state distribution.
The decal is well described by an stochastic GPE calculation which naturally includes the interaction between
the excited modes. The decay of recurrences is faster with higher temperature. Figures adapted from [114].
way to thermal equilibrium. Experimental investi-
gations into this effect are ongoing in our and other
groups [115].
C. Recurrences
Poincare´ and Zermelo, conjectured that a finite
isolated physical system will recur arbitrarily close
to its initial state after a sufficiently long but finite
time [116, 117]. In quantum mechanics a general
recurrence theorem has been proven [118, 119], ex-
plicitly showing that an arbitrary wave function
Ψ(t) =
∑
Cne
En
h¯ tΦn returns arbitrary close to its
initial state (Φn is the n
th eingefunction with en-
ergy En). A beautiful example of recurrences in a
simple quantum system is the collapse and revivals
in the Jaynes-Cummings model of a single atom in-
teracting with a coherent radiation field [120, 121].
In interacting few-body systems collapse and re-
vivals were observed for small samples of a few
atoms trapped in optical lattices [122, 123]. For
larger systems however, the complexity of the spec-
trum of eigenstates {En} leads to exceedingly long
recurrence times, in general prohibiting their ob-
servation.
For many-body systems it becomes exponen-
tially difficult to observe the eigenstates, and one
probes them through much simpler (local) few-
body observables O. This suggests that the sys-
tem does not have to come back close to the exact
initial configuration of many-body states, but only
needs to give the same measurement results under
the evaluation of O. Choosing an observable O
that connects to the collective degrees of freedom
of an underlying effective quantum field theory de-
scription of the many body system dramatically
reduces the complexity of the problem. Instead
of dealing with a large number of constituents,
one observes a much smaller number of populated
modes. Designing the system such that the collec-
tive excitations have commensurate energies, the
observation of recurrences becomes feasible even
for many-body systems containing thousands of in-
teracting particles [114].
In a 1D superfluid with harmonic longitudinal
confinement ω‖ the phonon modes are described by
Legendre polynomials [124] and the jth mode os-
cillates with frequency ωj = ω‖
√
j(j + 1)/2 which
shifts recurrences to very long times. For a 1D su-
perfluid in a box like longitudinal confinement the
phonon frequencies become commensurate ωj =
pi cLj and the time between recurrences becomes
trec =
L
c [107]. Figure 9 shows the observation
of recurrences by the reappearence of long range
order in the phase correlation fucntion [114].
D. Outlook on non-equilibrium dynamics
Up to now each system is treated individually,
and each time one works with a different system
one has to start new to develop a model. One of
the key challenges in non equilibrium many-body
quantum physics is therefore to find universal de-
scriptions that would allow to characterise a whole
class of systems. One intriguing description of
non-equilibrium dynamics that surfaced in the last
years relates quasi steady states to non-thermal fix
points of a Renormalisation Group (RG) evolution
[125–127]. This is reminiscent of the description of
second order phase transitions by the RG fix-points
[128]. The above observed quasi steady state may
represent a gaussian non-thermal fix-point in the
non-equilibrium evolution of a bosonic Luttinger
liquid.
Following that, we conjecture that the relaxation
observed in 1D superfluids is universal for a large
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FIG. 10. Controlled longitudinal potentials: A
designed light profile of a far detuned laser modifies the
longitudinal confinement of the atom chip trap. The
intensity profile at the chip trap is created by imaging
a pattern created at a Digital Mirror Device (DMD).
class of many-body systems: those where the rel-
evant physics can be described by a set of ’long
lived’ collective modes. The time window where
the ’close to integrable’ dynamics can be observed
is given by the ’lifetime’ of the quasi-particles as-
sociated with the collective modes. From a quan-
tum field theory perspective, one can view such a
many-body quantum system at T=0 as ’vacuum’
and its ’long lived’ collective modes as the excita-
tions (particles) as the laboratory to experiment
with.
IV. IMPLEMENTING THERMAL
MACHINES IN 1D SUPERFLUIDS
A 1D superfluid and its excitations are a very
interesting model system for the interplay between
quantum science and statistical mechanics. We
will now give a brief outline, how one-dimensional
superfluids will allow to implement simple ther-
mal machines and thereby help to explore some of
the intriguing effects of quantum physics on their
workings. The essential new input is to deliber-
ately structure and manipulate the 1D superfluid
along its longitudinal directions to create different
quantum systems that can be connected, discon-
nected and manipulated.
A. Implementing arbitrary designed
longitudinal confinements
The longitudinal trapping potential can be de-
signed and manipulated by applying an additional
structured dipole potential to the existing atom
chip trap which will still perform the transverse
trapping and manipulation. A far blue detuned
light field will create a conservative repulsive po-
tential for the atoms. Applying the light field
from a direction orthogonal to the 1D chip trap
and structuring the applied light field will allow
to create a nearly arbitrary potential landscape
along the trapped 1D superfluid (see figure 10).
Using a far blue detuned light has the advan-
tage that atoms are repelled from the light field
and sit at low intensity regions which minimises
the small remaining spontaneous light scattering
(which would destroy coherence). In addition,
the obtainable structure size is smaller for shorter
wavelength. Moreover, the applied potentials
can be small when compared to standard optical
traps. We use these dipole potentials to ’shape’ or
’add’ features to the existing magentic trap. Con-
sequently, the applied potentials just have to be
comparable to the interaction energy on the 1D
superfluid. For example using a few 100 mW of
660 nm light (120 nm blue detuned from the Rb
optical transitions at 780 nm) one can design 1D
potential landscapes for a Rb quantum gas up to
1 mm long with negligible decoherence from spon-
taneous scattering.
Creating the dipole trap light fields to control
an arbitrary 1D potential landscape requires beam
shaping along a single spatial dimension. To re-
alise this, the intensity (or the phase) of the light
field has to be modified using a spatial light modu-
lator (SLM). There are different kinds of SLMs to
choose from. Our choice fell on the Digital Micro-
mirror Device (DMD) which is a reflective SLM.
DMD’s are used in commercial projection devices
and have sufficient spatial and intensity resolution
to create up to 1mm long potential landscapes in
our experimental settings. The update timescale of
32µs is also much faster then the typical timescales
associated with the excitations in the 1D superflu-
ids (> 1ms). Examples where DMD’s have been
used successfully already to manipulate potential
landscapes can be found in [129–133]
With this dipole painting we can deliberately
structure the 1D superfluid along its longitudinal
directions. This will allow us to create separate
quantum systems that can take the role of the
different components of a thermal machine (fig-
ure 11) like a reservoir or a working fluid. (Adi-
abatically) expanding them will cool them, (adi-
abatically) compressing will heat them. Coupling
between different parts of a thermal machine can
be achieved by connecting them or by a tunnel bar-
rier. The strength of the coupling can be precisely
adjusted by adjusting tunnel coupling J through
the height and width of the barrier. This will al-
low to build a series of different thermal processes
and thermal machines for the quantum excitations
in the 1D superfluids.
B. Quantum aspects in 1D superfluid
machines
The experimental setting outlined above opens
up a pathway to the study of novel thermodynamic
schemes in many-body quantum systems. A spe-
cially interesting point is that the 1D superfluids
used are close to an integrable point, where com-
mon assumptions on complete thermalisation are
challenged.
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decouple + compress 
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reservoir 1 reservoir 2‘piston’ 
J
couple
FIG. 11. Implementing thermal machines in 1D
superfluids: Typical schema of decoupling, manipu-
lation and recoupling a quantum working fluid (piston)
to two reservoirs created by the light fields of the DMD.
Non-Markovianity: Integrable (non thermalis-
ing) systems keep a memory of their initial state
and are therefore ideal candidates to implement
aspects of non-markovianity. Our observation of
recurrences in a many-body system of thousands
of particles [114] points to a special interesting
way to exploit this. Let us illustrate that with
an example: If a systems is decoupled at time t=0
from an 1D-reservoir then the role of the reser-
voir in a thermal machine cycle will strongly de-
pend when the next ’contact’ takes place. If the
re-coupling is in between recurrences, the reservoir
will be completely de-phased and have no mem-
ory of what happened during the last cycle. If
the re-coupling is at the time of the recurrence,
the reservoir will have (full) memory of what hap-
pened during the last cycle, and will behave max-
imally non-Markovian. Designing the longitudinal
confinement in each part of the thermal machine
will allow us to have (nearly) full control of the
memory of selected states in the thermal machine
at later times. This will allow us to design and
probe a large variety of interesting Markovian and
non-Markovian situations [134–137].
Strong coupling: The coupling and de-coupling
of two interacting many-body systems can be pre-
cisely controlled by the barrier between the two
systems. On one hand weak coupling can be im-
plemented by a small tunnel-coupling between the
two superfluids. On the other maximally strong
coupling is achieved by removing the barrier at all,
that is joining the two systems. This will allow us
to implement and probe a large variety of interest-
ing coupling situations and their role in thermal
processes and thermal machines [137–139]
Entanglement: The coupling and de-coupling of
two interacting many-body systems is a direct way
to entangle the two. The canonical system is the
double well. When the de-coupling is slower then
the time scale given by the interaction energy, the
two systems will build up quantum correlations be-
tween them, which persist even if they are sep-
arated [84, 85, 140]. An indication that this also
works for excitations in a many-body system is the
observation of number squeezing in the modes cre-
ated by slow splitting in the GGE experiment [97]
(see figure 8. This will allow to probe things like
anomalous heat flow [141–143]
Quantum Noise: Another distinct observation
from our experiments is that dis-connecting two
systems creates quantum noise. Since this noise
and the associated energy put into the system
scales with
√
N it can be safely neglected in the
thermodynamic limit. But for finite systems this
additional energy will be visible, and might have
a significant effect on efficiencies of quantum ther-
modynamic processes. If one reduces this noise,
one automatically introduces quantum correlations
and entanglement between the two systems.
Role of knowledge in thermodynamic pro-
cesses: If we could measure the many-body eigen-
states of our complete machine, we would have
complete control. For any sizeable system of more
than a few particles (or spins) this becomes im-
practical and we have to restrict ourselves to (lo-
cal) few-body observables and a finite set of their
correlations. This will define what we know and
what we can use and what we don’t know, we need
to ignore. The first can in the widest sense be
related to work, the latter to heat and Entropy.
Since we can choose what we measure, we can illu-
minate the role of knowledge in what is work and
what is heat. In fact what is work and what is
heat in a fully quantum sense of a unitary (many-
body) machine will depend on the resources one
can (want to) invest. Whether a system is a heat
reservoir or a work reservoir just depends on what
you personally know about it [8, 9, 144, 145] The
manipulation of 1D superfluids in simple (quan-
tum) thermodynamic processes is an ideal testbed
for these questions.
Operating two parallel machines: The design
and manipulation of the longitudinal confinement
with the designed dipole trap works for both a sin-
gle 1D system, and two 1D systems in our dou-
ble well on the atom chip. This opens up the
possibility to directly compare the operation of
two identical machines. The initial states of these
two systems can be: (i) Two completely inde-
pendent systems created by cooling two separate
cold atomic clouds into the two wells of the dou-
ble well. (ii) Two systems that are de-phased in
a pre-thermlised state, that is their relative phase
temperature is given by the interaction energy and
not the cooling. (iii) two systems with (nearly)
identical phonon modes with the quantum noise
in the anti-symmetric mode strongly suppressed.
Such states have been achieved in our experiments
[85, 97] and can be significantly improved by op-
timal control of the splitting process [87]. Such a
setting would allow to directly probe the quantum
noise introduced in the thermal processes.
Quantum sine-Gordon model: We can also
implement the thermodynamic processes in two
12
Quantum Thermodynamics book
tunnel-coupled superfluids. Then the underlying
quantum field theory model ins not a Luttinger
liquid, but the quantum Sine-Gordon model. This
will allow us to carry the studies of thermal ma-
chines in a wide range of settings, ranging from
a free system of non interacting modes to very
strongly correlated quantum systems which also
exhibit topological excitations [16].
Over all experimenting with 1D atomic superflu-
ids arbitrary controlled longitudinal confinement
will open up a large variety of new experimental
possibilities to implement on one hand the ’classi-
cal’ thermal machines like a Otto cycle, a Carnot
machine or a refrigerator in well controlled many-
body quantum systems, and on the other hand let
us explore many more predicted novel quantum
phenomena like anomalous heat flow etc ... and
hopefully find new ones.
V. CONCLUSION
Experiments with ultra-cold quantum gases (in
general) and 1D Bose gases (in particular) allow
the realisation and manipulation of well-controlled
and truly isolated quantum systems. As we have
shown, this provides unique opportunities to study
and understand non-equilibrium phenomena. For
example, the results discussed in these notes
demonstrate for the first time several characteristic
aspects of these dynamics, including the existence
of a stable, thermal-like pre-thermalised state and
its dynamical, light-cone-like emergence. Further-
more, the connection of the pre-thermalised state
with generalised statistical ensembles highlights
the connection between unitary quantum evolution
and statistical mechanics.
Extending these experiments to arbitrary de-
signing and manipulating the longitudinal con-
finement will open up many new possibilities to
build thermodynamic processes and machines form
nearly integrable quantum many-body systems.
This will allow us to further probe and explore the
role of quantum physics in (quantum) thermody-
namic processes.
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