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Abstract: In this paper we study multivariate ranks and quantiles, defined using the
theory of optimal transportation, and build on the work of Chernozhukov et al. [21]
and del Barrio et al. [30]. We study the characterization and properties of these mul-
tivariate rank and quantile functions and their empirical counterparts. We derive the
uniform consistency of these empirical estimates to their population versions, under
certain assumptions. In fact, we prove a Glivenko-Cantelli type theorem that shows
the asymptotic stability of the empirical rank map in any direction. We provide easily
verifiable sufficient conditions that guarantee the existence of a continuous and invert-
ible population quantile map — a crucial assumption for our main consistency result.
In a special case, we find an upper bound on the local rate of convergence of the em-
pirical quantile and rank functions. Further, we propose multivariate (nonparametric)
goodness-of-fit tests — a two-sample test and a test for mutual independence — based
on our notion of quantiles and ranks. Asymptotic consistency of these tests are also
derived.
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1. Introduction
Suppose that X is a random vector in Rd, for d ≥ 1, with distribution ν. When d = 1, the
rank and quantile functions of X are defined as F and F−1, respectively, where F is the
cumulative distribution function of X. Moreover, when d = 1, quantile and rank functions
and their empirical counterparts are ubiquitous in statistics and form the backbone of
what is now known as classical nonparametrics (see e.g., [57]) and are important tools for
inference (see e.g., [52] and the references therein). In this paper we study many (asymptotic)
properties of multivariate (i.e., d ≥ 1) ranks and quantiles defined using the theory of
optimal transportation of measures, as introduced in Chernozhukov et al. [21].
Unlike the real line, the d-dimensional Euclidean space Rd, for d ≥ 2, has no natural
ordering. This has been a major impediment in defining analogues of quantiles and ranks in
Rd, for d ≥ 2. Several notions of multivariate quantiles have been proposed in the statistical
literature — some based on data depth ideas (see e.g., [59, 65, 85]) and some based on more
geometric ideas (see e.g., [20, 51, 56]); see [71] and [30] for recent surveys on this topic.
However, most of these notions do not enjoy the numerous appealing properties that make
∗Supported by NSF grants DMS-1712822 and AST-1614743.
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univariate ranks and quantiles so useful.
To motivate the notions of ranks and quantiles based on the theory of optimal trans-
portation (the subject of our study) let us first consider the case when d = 1. Suppose
that X ∼ ν has a continuous distribution function F . An important property of the one-
dimensional rank function F is that it transports1 the distribution ν to Uniform([0, 1]) ≡ µ,
i.e., F (X) ∼ µ. Similarly, the quantile function F−1 (which is the inverse of the rank map)
transports µ to ν, i.e., F−1(U) ∼ X where U ∼ µ. In fact, it can be easily shown that the
quantile function F−1 (or F ) is the unique monotone nondecreasing map that transports µ
to ν (or ν to µ). Moreover, it can be shown that F−1 is the almost everywhere (a.e.) unique
(on [0, 1]) map that transports µ to ν and minimizes the expected squared-error cost, i.e.,
F−1 = arg min
T :T (U)∼ν
E[(U − T (U))2], where U ∼ µ (1)
and the minimization is over all functions T that transport µ to ν (and thus the connection
to optimal transportation); see Section 3 for the details. The rank function F also minimizes
the expected squared-error cost where now we consider maps that transport ν to µ.
The multivariate quantile and rank functions using optimal transportation essentially
extend the above properties of univariate rank and quantile functions. Now let µ be an
absolutely continuous probability measure with respect to (w.r.t.) Lebesgue measure on
Rd (d ≥ 1) and supported on a compact set S; e.g., we can take µ to be Uniform([0, 1]d)
or uniform on the ball of radius one around 0 ∈ Rd. We often refer to µ as the reference
measure and will define quantiles relative to this reference measure (when d = 1 we usually
take µ to be Uniform([0, 1])). Let ν be another probability measure in Rd which we term
as the target measure; we think of ν as the population distribution of the observed data.
We define the multivariate quantile function Q : S → Rd as the solution to the following
optimization problem:
Q := arg min
T :T (U)∼µ
E[‖U − T (U)‖2], where U ∼ µ, (2)
and the minimization is over all functions T : S → Rd that transport µ to ν; cf. (1) and see
Sections 3 for the details. Here ‖ · ‖ denotes for the usual Euclidean norm in Rd. Moreover,
if µ does not have a finite second moment, the above optimization problem might not be
meaningful but the notion of multivariate quantiles (using optimal transportation) can still
be defined as follows. By Brenier-McCann’s theorem (see Theorem 2.2), there exists an
a.e. unique map Q : S → Rd — which we define as the quantile function of ν (w.r.t. the
reference measure µ) — that is the gradient of a convex function2 and transports µ to ν;
i.e., Q(U) ∼ ν where U ∼ µ. Further, it can be shown that (see Theorem 2.2) when (2) is
meaningful, the above two notions yield the same function Q. Note that when d = 1, the
gradient of a convex function is a monotone nondecreasing function and thus the above two
characterizations of the quantile function Q are the exact analogues of the one-dimensional
case described in the previous paragraph.
Although the rank function can be intuitively thought of as the inverse of the quantile
function, such an inverse might not always exist — especially when ν is a discrete measure
(which arises in applications when defining the empirical rank map). In Section 3 we tackle
this issue and use the notion of the Legendre-Fenchel transform (see Section 2.1) to define
1See (5) in Section 2.2.1 for the formal definition of transportation of measures.
2Note that a convex function is differentiable a.e. in its domain.
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the rank function. In Lemma 3.2 we show that the defined notion of rank function is a right
inverse of the quantile function a.e. if the reference and the target measures are absolutely
continuous. Furthermore, Proposition 3.3 shows that, under mild regularity conditions, the
quantile and rank functions are continuous bijections (i.e., homeomorphisms) between the
(interiors of the) supports of the reference and target measures and they are inverses of
each other. It is worth noting that for d = 1, the case of a continuous bijective rank map
corresponds to the assumption that the distribution function is continuous and strictly
increasing.
Given n i.i.d. random vectors X1, . . . , Xn in Rd, in Sections 3.1 and 3.2, we discuss the
computation and characterization (see Lemmas 3.4 and 3.5) of the empirical quantile and
rank maps — which are defined via (2) but with ν replaced by the empirical measure of
the data. An attractive property of the empirical ranks, when d = 1, that makes ranks
useful for statistical inference, is that they are distribution-free. Lemma 3.6 shows that a
distribution-free version of multivariate ranks can be obtained by external randomization
(also see Lemma 5.1). Although our approach is very similar to that of [21] there are subtle
and important differences; in Section 4.2 we discuss these connections in detail. Some useful
properties of the above defined quantile and rank functions, including (i) equivariance under
orthogonal transformations (see Lemma 3.8), and (ii) decomposition when X ∼ ν has
mutually independent coordinates (see Proposition 3.9), are given in Section 3.3.
In Section 4.1 we state our first main theoretical result on the almost sure (a.s.) uniform
convergence of the empirical quantile and rank maps to their population counterparts. An
informal statement of this result is given below.
Uniform convergence of empirical quantile and rank maps (informal restatement
of Theorem 4.1): Suppose that µ is supported on a compact set S ⊂ Rd with non-empty
interior. Let Y be the support of ν and let {ν̂n}n≥1 be a sequence of random probability
measures converging weakly to ν a.s. Suppose that the quantile map Q is a continuous
bijection from Int(S) to Int(Y). Then, with probability (w.p.) 1, the empirical quantile and
rank maps corresponding to ν̂n (w.r.t. µ) — Q̂n and R̂n — converge uniformly to Q and
R ≡ Q−1, respectively, over compacts in the interior of Int(S) and Int(Y). Moreover, if all
the supporting hyperplanes of S touch its boundary at only one point, then, the empirical
rank map R̂n converges uniformly to R = Q
−1 over the whole of Rd a.s.; furthermore, w.p. 1,
the tail limit of R̂n stabilizes along any direction.
We list below some of the novelties of the above result (Theorem 4.1).
(i) One of the main consequences of Theorem 4.1 is the a.s. convergence of the empirical
rank function on the whole of Rd, under certain conditions on the support of the reference
measure µ. This can indeed be thought of as a generalization of the famous Glivenko-Cantelli
theorem for rank maps when d > 1. Moreover, our result does not need any boundedness
assumption on the support of the target measure ν and even applies when the second
moment of ν is not finite. This is a major improvement over the corresponding result in [21,
Theorem 3.1]. Also, [21, Theorem 3.1] only shows in probability convergence compared to
a.s. convergence in Theorem 4.1. Although del Barrio et al. [30] show the a.s. convergence of
the empirical center-outward rank functions, our notion of ranks and quantiles are different
from the ones considered in [30]. Furthermore, unlike [30], our reference measure µ can be
supported on any compact domain with minor restrictions on its boundary. See Section 4.2
for a detailed discussion where we compare and contrast the notions of multivariate ranks
and quantiles of [21] and [30] with ours.
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(ii) In Theorem 4.1, one of the assumptions is that the quantile map Q of ν (w.r.t. µ) is a
homeomorphism (i.e., continuous bijection) from Int(S) to Int(Y). Proposition 3.3 provides
a sufficient condition for Q to be a homeomorphism. It is shown that when S and Y are
convex sets and ν has bounded nonvanishing density on compacts contained in the interior
of Int(Y), then, Q : Int(S)→ Int(Y) is a homeomorphism. This is an improvement over the
result in Figalli [36] which shows a similar result under the assumption that ν is supported on
the whole of Rd. Since [30] appeals to [36] for the consistency result of their center-outward
ranks, their target measure ν has to have support the entire Rd.
(iii) Our result (see (28) of Theorem 4.1) implies that when the population rank map is a
homeomorphism, then, the tail limits of the estimated rank maps R̂n depend neither on ν
nor on µ; rather it depends on the geometry of S, the domain that supports the reference
measure µ. This is reminiscent of the case when d = 1 where the limits of the distribution
(rank) function towards −∞ and +∞ are always equal to 0 and 1, respectively.
(iv) To prove Theorem 4.1, one needs to develop tools that deal with the convergence of
(sub)-gradients of a sequence of convex functions and their Legendre-Fenchel duals. These
tools are summarized in three determinstic lemmas in Section 4.1. Lemma 4.2 demonstrates
how the (sub)-gradients of a sequence of convex functions and their Legendre-Fenchel du-
als behave when the corresponding convex functions converge uniformly on some compact
subset of Rd. It sets the stage for the application of the last two lemmas in this section,
namely Lemmas 4.3 and 4.4. These results, proved using tools from convex analysis, might
also be of independent interest.
Theorem 4.1 naturally leads to the following question: “How fast is the local rate of
convergence of the empirical quantile and rank maps?”. This is indeed a hard question and
not much is known in the literature. We try to address this question in Section 4.3 when the
reference measure µ is assumed to be the same as the target measure ν. We consider Theo-
rem 4.5 as a first step towards understanding the local behavior of transportation maps. In
Theorem 4.5, we show that the (uniform) local rate of convergence of the empirical quantile
and rank maps is tied to their local behavior under the L2-loss. Under the assumption of
finite q > 2 moments for µ ≡ ν, we obtain an upper bound on the local uniform rate of
convergence of the empirical quantile and rank functions using the rate of convergence of
the L2-Wasserstein distance between the empirical and the true measure ν — a problem
that is well-studied in the literature (see e.g., [13, 39, 76, 77, 82]); see Section 4.3 for the
relevant discussion.
In Section 5, we investigate some statistical applications of the multivariate ranks and
quantiles studied in this paper — we propose methodology for nonparametric multivariate
two-sample goodness-of-fit testing and testing of mutual independence. In Section 5.1 we
propose a test-statistic — motivated by the Crame´r von-Mises one-sample statistic (when
d = 1) — for two-sample testing, based on the empirical multivariate ranks and quantiles. In
Section 5.2 we propose a method for testing the mutual independence of the coordinates of a
random vector, given i.i.d. data. Applying the uniform convergence results of Theorem 4.1,
we prove the consistency of these proposed tests, i.e., the power of these tests converges
to 1 under fairly general assumptions on the underlying distribution (see Propositions 5.2
and 5.3). This leads to omnibus nonparametric tests that are computationally feasible, and
being rank based, do not depend on moment assumptions on the underlying distribution
(cf. [7, 70, 74, 75]). Further, being based on ranks, we suspect that these tests may be
asymptotically distribution-free; a question that we plan to investigate in the future.
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The paper is organized as follows. We introduce notation and some basic notions from
convex analysis in Section 2.1 and briefly review the problem of optimal transportation in
Section 2.2. Section 3 defines the multivariate quantile and rank maps and their empiri-
cal counterparts and investigates some of their properties. The asymptotic results on the
uniform a.s. convergence of the empirical quantile and rank maps and their local rates of
convergence are given in Section 4. Two statistical applications — multivariate two-sample
testing and testing for mutual independence — based on the studied multivariate ranks and
quantiles are given in Section 5. The paper concludes with a discussion (see Section 6). The
proofs of our main results are given in Section 7. Additional technical results used in the
proofs are relegated to Appendix A.
2. Preliminaries
2.1. Some facts from convex analysis
We start with some notation and recall some important concepts from convex analysis that
will be relevant for the rest of the paper. For u, v ∈ Rd, we use 〈u, v〉 to denote the dot
product of u and v and ‖ ·‖ denotes the usual Euclidean norm in Rd. For y1, . . . , yk ∈ Rd we
write Conv(y1, . . . , yk) to denote the convex hull of {y1, . . . , yk} ⊂ Rd. A convex polyhedron
is the intersection of finitely many closed half-spaces. A convex polytope is the convex hull
of a finite set of points. The interior, closure and boundary of a set X ⊂ Rd will be denoted
by Int(X ), Cl(X ), and Bd(X ), respectively. The Lebesgue measure on Rd is denoted by λd.
The Dirac delta measure at x is denoted by δx. For δ > 0 and x ∈ Rd, Bδ(x) := {y ∈ Rd :
‖y − x‖ < δ} denotes the open ball of radius δ around x. The set of natural numbers will
be denoted by N.
The domain of a function f : Rd → R ∪ {+∞}, denoted by dom(f), is the set {x ∈
Rd : f(x) < +∞}. The function f is called proper if dom(f) 6= ∅. We say that f is
lower semi-continuous (l.s.c.) at x0 ∈ Rd if lim infx→x0 f(x) ≥ f(x0). For a proper function
f : Rd → R ∪ {+∞}, the Legendre-Fenchel dual (or convex conjugate or simply the dual)
of f is the proper function f∗ : Rd → R ∪ {+∞} defined by
f∗(y) := sup
x∈Rd
{〈x, y〉 − f(x)} , for all y ∈ Rd.
It is well known that f∗ is a proper, l.s.c. convex function. The Legendre-Fenchel duality
theorem says that for a proper l.s.c. convex function f , (f∗)∗ = f . Given a convex function
f : Rd → R ∪ {+∞} we define the subdifferential set of f at x ∈ dom(f) by
∂f(x) := {ξ ∈ Rd : f(x) + 〈y − x, ξ〉 ≤ f(y), for all y ∈ Rd}.
Any element in ∂f(x) is called a subgradient of f at x. If f is differentiable at x then
∂f(x) = {∇f(x)}. We follow the convention that if f(x) = +∞ for some x ∈ Rd, then,
∂f(x) = ∅. Moreover, for A ⊂ Rd, we use the following notation:
∂f(A) := {x ∈ Rd : x ∈ ∂f(u) for some u ∈ A}
and
(∂f)−1(A) := {u ∈ Rd : x ∈ ∂f(u) for some x ∈ A}.
For a ∈ Rd and x ∈ dom(f), by ‖∂f(x)− a‖ we mean supξ∈∂f(x) ‖ξ − a‖.
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For a convex function f and any open set Ω ⊂ dom(f), the class
Sf :=
{
A ⊂ Ω : ∂f(A) is Lebesgue measurable
}
is a Borel σ-algebra of Ω (see [50, Theorem 1.1.13]). A convex function is a.e. differentiable
(w.r.t. Lebesgue measure) on Int(dom(f)). As a consequence, a convex function is continuous
in the interior of its domain.
For a convex function f : Rd → R ∪ {+∞} we sometimes just write ∇f(x) to denote
the (sub)-differential of f at x with the understanding that when f is not differentiable at
x we can take ∇f(x) to be any point in the set ∂f(x). This avoids the need to deal with
the set-valued function ∂f . However, sometimes we will need to view ∂f as a multi-valued
mapping, i.e., a mapping from Rd into the power set of Rd, and we will use the notation ∂f
in that case. We will find the following results useful (see e.g., [80, Proposition 2.4]).
Lemma 2.1 (Characterization of subdifferential). Let f : Rd → R ∪ {+∞} be a proper
l.s.c. convex function. Then for all x, y ∈ Rd,
〈x, y〉 = f(x) + f∗(y)⇐⇒ y ∈ ∂f(x)⇐⇒ x ∈ ∂f∗(y). (3)
Remark 2.1. For a proper l.s.c. convex function f : Rd → R ∪ {+∞}, using (3), one can
see that{
y ∈ Rd : y ∈ ∂f(x) for some x ∈ Rd} = {y ∈ Rd : x ∈ ∂f∗(y) for some x ∈ Rd}
=
{
y ∈ Rd : f∗(y) < +∞}
where the last equality follows since ∂f∗(y) = ∅ if and only if f∗(y) = +∞.
Throughout the paper, we will assume that all the convex functions that we will be
dealing with are l.s.c. Lemma 2.1 shows a one-to-one relation between the subdifferential
set of a convex function and its Legendre-Fenchel dual. For instance, if the domain of the
Legendre-Fenchel dual of a convex function f is bounded then Remark 2.1 shows that the
subdifferentials of f are contained in a bounded set.
We consider convergence of sets in the following sense.
Definition 2.2 (Set convergence). Let K1 ⊂ K2 ⊂ . . . be an increasing sequence of sets
in Rd. We say that Kn increases to K ⊂ Rd, and write Kn ↑ K, if for any compact set
A ⊂ Int(K) there exists n0 = n0(A) ∈ N such that A ⊆ Kn for all n ≥ n0.
The above notion is slightly stronger than just assuming K1 ⊂ K2 ⊂ . . . and
lim infn→∞Kn = K.
A supporting hyperplane of a set S ∈ Rd is a hyperplane that has both of the following
two properties: (i) S is entirely contained in one of the two closed half-spaces bounded by
the hyperplane, and (ii) S has at least one boundary-point on the hyperplane.
2.2. Optimal transportation
2.2.1. Monge’s problem
Let µ and ν be two Borel probability measures on measurable spaces (X ,BX ) and (Y,BY),
respectively. Let c : X × Y → [0,∞] be a measurable loss function: c(x, y) represents the
Ghosal and Sen/Multivariate Ranks and Quantiles 7
cost of transporting x to y. For example, when X = Y = Rd, we can take c : R2d → [0,∞]
to be the quadratic (or L2) loss function
c(x, y) = ‖x− y‖2.
The goal of optimal transport (Monge’s problem) is to find a measurable transport map
T ≡ Tµ;ν : X → Y solving the (constrained) minimization problem
inf
T
∫
X
c(x, T (x))dµ(x) subject to T#µ = ν (4)
where the minimization is over T (a transport map), a measurable map from X to Y, and
T#µ is the push forward of µ by T , i.e.,
T#µ(B) = µ(T−1(B)), for all B ∈ BY . (5)
Another equivalent formulation of the constraint in (4) is:
∫
fdT#µ =
∫
f ◦ Tdν for every
measurable function f : Y → R; see [80, Chapter 1].
A map Tµ;ν that attains the infimum in (4) is called an optimal transport map, in short,
an optimal transport, of µ to ν. Note that the above optimization problem is highly non-
linear and can be ill-posed (as no admissible T may exist; for instance if µ is a Dirac delta
measure and ν is not). Moreover, the infimum in (4) may not be attained, i.e., a limit of
transport maps may fail to be a transport map. This problem was formalized by the French
mathematician Gaspard Monge in 1781 ([63]) and not much progress was made for about
160 yrs!
2.2.2. Kantorovich relaxation: Primal problem
Let Π(µ, ν) be the collection of joint distributions (couplings) pi of random variables (X,Y ) ∈
X ×Y such that X ∼ µ and Y ∼ ν. Thus any pi ∈ Π admits µ and ν as marginals on X and
Y respectively (i.e., pi(A×Y) = µ(A) and pi(X ×B) = ν(B) for all measurable sets A ⊂ X
and B ⊂ Y). Kantorovich relaxation of Monge’s problem solves the following optimization
problem:
min
pi∈Π(µ,ν)
∫
X
∫
Y
c(x, y)dpi(x, y). (6)
Note that the above is indeed an infinite-dimensional linear program (as the objective is lin-
ear and the constraints are linear equalities). It is well-known that Kantorovich’s relaxation
(i.e., (6)) yields an optimal solution under the assumption that the cost function c(·, ·) ≥ 0
is l.s.c.; see e.g., [44, Proposition 2.1].
Further, (6) is a relaxation of (4) as every transport map T yields a coupling — take
pi = (id, T )#µ which yields∫
X
∫
Y
c(x, y)dpi(x, y) =
∫
X
c(x, T (x))dµ(x).
Thus,
min
pi∈Π(µ,ν)
∫
X
∫
Y
c(x, y)dpi(x, y) ≤ min
T :T#µ=ν
∫
X
c(x, T (x))dµ(x).
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Moreover, under generals assumptions on the measures µ and ν (e.g., µ is absolutely con-
tinuous) one can show that Monge’s problem and Kantorovich’s relaxation have the same
minimum value and Kantorovich’s relaxation has a solution of the form pi = (id, T )#µ
which yields a solution to Monge’s problem; see [43].
In the following discussion we assume that X = Y = Rd. We now state an important
result in this theory, namely Brenier-McCann’s theorem ([14], [61]); this result will be very
useful to us.
Theorem 2.2. Let µ and ν be two Borel probability measures on Rd. Suppose further that
µ has a Lebesgue density. Then there exists a convex function ψ : Rd → R ∪ {+∞} whose
gradient G = ∇ψ : Rd → Rd pushes µ forward to ν. In fact, there exists only one such
G that arises as the gradient of a convex function, i.e., G is unique µ-a.e. Moreover, if µ
and ν have finite second moments, G uniquely minimizes Monge’s problem (4) for the cost
c(x, y) = ‖x− y‖2.
The above result implies that, for the L2 loss, the solution of Monge’s problem exists (if
µ and ν have finite second moments), is (µ-a.e.) unique, and is given by the gradient of a
convex function.
The Wasserstein distance between the two probability measures µ and ν (defined on two
subsets on Rd — X and Y) w.r.t. Lp-cost function is:
Wp(µ, ν) = inf
pi∈Π(µ,ν)
(∫
X×Y
‖x− y‖pdpi(x, y)
) 1
p
. (7)
Clearly, the optimization problem in the definition of Wp is the same as the Kantorovich
relaxation for the Lp-cost function. It can be shown that, if X = Y is compact, then Wp,
for any p ≥ 1, metrizes the space of probability measures on X (see [80, Chapter 8]).
In the recent 20-30 years there has been a lot of interest and progress in this topic
of optimal transportation; we refer the interested reader to the books [3, 80, 81] for a
comprehensive introduction to this fascinating field of mathematics.
3. Quantile and rank maps in Rd when d ≥ 1
Suppose that X ∼ ν is supported on Y ⊂ Rd. Let µ be a known absolutely continuous
distribution on Rd (i.e., µ has a density w.r.t. Lebesgue measure λd on Rd) with support S
— a compact subset of Rd with nonempty interior; e.g., we can take µ to be Uniform([0, 1]d).
Other natural choices of µ are the uniform distribution on the unit ball B1(0) in Rd ([21]),
and the spherical uniform distribution (V has the spherical uniform distribution if V = Lϕ
where ϕ is uniformly distributed on the unit sphere (around 0 ∈ Rd) and L has the uniform
distribution on the interval [0, 1] and L and ϕ are mutually independent); see [30, 36].
In the following we define the multivariate quantile and rank maps for ν w.r.t. the distri-
bution µ (using the theory of optimal transportation). We first define the quantile function
for ν and then use it to define the rank map. Recall that, when d = 1 the (univariate)
quantile map Q(·) (for ν) is the monotone nondecreasing map that pushes forward (i.e.,
transports) the uniform distribution on [0, 1] to ν; i.e., the quantile map Q(·) is the nonde-
creasing map such that if U ∼ Uniform([0, 1]), then Q(U) ∼ ν. This point of view will be
the basis of our multivariate generalization of the notion of quantiles; also see [21, 41, 42].
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Our approach is essentially the same as outlined in [21] although there are some important
and subtle differences; see Section 4.2 for a detailed discussion.
Definition 3.1 (Quantile function). The quantile function of the probability measure ν on
Rd (w.r.t. µ) is defined as the µ-a.e. unique map Q : S → Rd which pushes µ to ν and has
the form
Q := ∇ψ (8)
where ψ : Rd → R ∪ {+∞} is a convex function. We call such a ψ(·) a potential function.
The existence and µ-a.e. uniqueness of the quantile map Q(·), for any probability measure
ν on Rd, is guaranteed by Theorem 2.2. Further, by Theorem 2.2, if ν has finite second
moment, then
Q = argmin
T
∫
S
‖u− T (u)‖2dµ(u) subject to T#µ = ν.
As discussed in the Introduction, the above notion of quantiles obviously extend our usual
definition of quantiles when d = 1; see Remark 3.10 for a more detailed discussion when ν
is a discrete probability measure. A few remarks are in order now.
Remark 3.2 (Uniqueness of Q). As the convex function ψ in Definition 3.1 need not be
differentiable everywhere, there is a slight ambiguity in the definition of Q. When ψ is not
differentiable, say at u ∈ S, we can define Q(u) to be any element of the subdifferential
set ∂ψ(u) (see Section 2.1 for its formal definition). As a convex function is differentiable
a.e. (on its domain) this convention does not affect the µ-a.e. uniqueness of Q. Further,
this convention bypasses the need to define quantiles as a multi-valued map.
Remark 3.3 (Non-uniqueness of ψ). Although Q is µ-a.e. unique it is easy to see that ψ
(as in Definition 3.1) is not unique; in fact, ψ(·) + c where c ∈ R is a constant would also
suffice (as ∇(ψ + c) = ∇ψ). Further, we can change ψ(·) outside the set S and this does
not change Q (as Q has domain S). For this reason, we will consider
ψ(y) = +∞, for y ∈ Rd \ S. (9)
The above convention will be useful in the subsequent discussion.
We are now ready to define the rank function.
Definition 3.4 (Rank map). Recall the convex function ψ : Rd → R∪{+∞} whose gradient
yields the quantile map (see (8); also see (9)). We define the rank function R : Rd → S of
ν (w.r.t. µ) as
R := ∇ψ∗ (10)
where ψ∗ : Rd → R ∪ {+∞} is the Legendre-Fenchel dual of the convex function ψ, i.e.,
ψ∗(x) := sup
y∈Rd
{〈x, y〉 − ψ(y)}, for x ∈ Rd. (11)
As Q ∈ ∂ψ, and R ∈ ∂ψ∗ are (sub)-gradients of two convex functions that are convex
conjugates of each other, we have the following as a direct consequence of Lemma 2.1; see
Section 7.6 for a proof.
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Lemma 3.1. We have
x ∈ ∂ψ(∂ψ∗(x)), for x ∈ Rd and u ∈ ∂ψ∗(∂ψ(u)), for u ∈ S.
Moreover, for every Borel set B ⊂ Rd, we have (∂ψ)−1(B) = ∂ψ∗(B).
A few remarks are in order now.
Remark 3.5 (The domain of R). Although not immediately clear from its definition, the
rank map R(x) is finite for a.e. x; cf. the quantile map Q(·) which is µ-a.e. uniquely defined.
To see this observe that ψ∗(x) (as defined in (11)) is actually finite for all x ∈ Rd as
ψ∗(x) = sup
y∈Rd
{〈x, y〉 − ψ(y)} = sup
y∈S
{〈x, y〉 − ψ(y)}.
The last equality is a consequence of the fact that for y /∈ S, ψ(y) = +∞ (by our conven-
tion (9)) and as S is compact we see that ψ∗(x) <∞ for every x ∈ Rd (note that 〈x, ·〉−ψ(·)
is a continuous function on the compact set S and hence bounded).
Remark 3.6 (The range of the rank map). Using Lemma 2.1 one can argue that R(x) ∈ S
for a.e. x ∈ Rd. This follows from the fact that R(x) ∈ ∂ψ∗(x) exists for every x ∈ Rd (as
ψ∗ is convex), and by Lemma 2.1,
y ∈ ∂ψ∗(x) ⇔ x ∈ ∂ψ(y).
Note that as ∂ψ(y) exists we must have ψ(y) < +∞, which in turn implies that y ∈ S (as
ψ(y) = +∞, for y ∈ Rd \ S by (9)).
Remark 3.7 (When ψ∗ is not differentiable). As ψ∗ is a convex function it has a gradient
a.e. Thus, R(x) is uniquely defined for a.e. x. For x ∈ Rd where ψ∗(x) is not differentiable,
R(x) is not uniquely defined. Although for such an x we can define R(x) to be any element
in the subdifferential set ∂ψ∗(x) (as was done in [21]), in Section 3.1.2 we give a randomized
choice of R(x) that leads to the map R having appealing theoretical properties.
The following result, proved in Section 7.7, shows that absolute continuity of ν is a
sufficient condition for the rank map R to be the right-inverse of the quantile map Q µ-a.e.
This justifies the definition of R via (10).
Lemma 3.2. Suppose that µ and ν are absolutely continuous w.r.t. Lebesgue measure. Let
Q and R be the quantile and rank maps of ν (w.r.t. µ), as defined in (8) and (10). Then:
(a) The rank map R(·) is the essential right-inverse of the quantile function, i.e.,
R ◦Q(u) = u, for µ-a.e. u, (12)
and R#ν = µ.
(b) Let f and g be the densities of µ and ν respectively (w.r.t. Lebesgue measure). For any
Borel set A ⊂ Rd, define ρQ(A) :=
∫
Q(A) dx. Then, ρQ satisfies the Monge-Ampe`re
differential equation (see [26]), i.e.,
ρQ(A) =
∫
A
f(x)
g(Q(x))
dx.
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Compare part (a) of the above result with [21, Theorem 2.1 and Equation (8)] where
slightly stronger conditions are assumed on ν for obtaining similar conclusions. Observe that
the rank map, as in Definition 3.4, clearly extends the notion of the distribution function
beyond d = 1. Part (b) of Lemma 3.2 shows the connection between the quantile map and the
celebrated Monge-Ampe´re differential equation; one can find similar results in [17, 22, 26].
For the sake of completeness, we have added a proof of this result. In many statistical
applications it is often useful to know the regularity of the quantile and rank maps. Due
to part (b) of Lemma 3.2, the regularity of our multivariate notions of quantiles and ranks
follow from the regularity theory of the solution of the Monge-Ampe´re equation which has
been extensively studied by many authors in the past (see e.g., [15, 25, 27, 34, 38, 46]).
Although we know that R = Q−1 µ-a.e. when ν is absolutely continuous, we may ask if
the equality holds everywhere (as opposed to a.e.). Several results have been obtained in
this direction that provide sufficient conditions for such an equality. Caffarelli (see [16–18])
showed that when S and Y are two bounded convex sets in Rd and µ and ν are absolutely
continuous with positive densities (on their supports), then, the corresponding optimal
transport maps T : S → Y (such that T#µ = ν) and T ∗ : Y → S (such that T ∗#ν = µ) are
continuous homeomorphisms and T ∗ = T−1 everywhere in Y; see [81, Pages 317–323] for
other sufficient conditions. The following result, proved in Section 7.8, gives another such
sufficient condition that may be particularly useful in statistical applications.
Proposition 3.3. Let S be a convex compact set in Rd and let Y be a convex set in Rd.
Let µ be a probability measure supported on S such that the density of µ (w.r.t. Lebesgue
measure) is bounded away from zero and bounded above by a constant (on S). Let ν be
a probability measure supported on Y with density pY (w.r.t. Lebesgue measure) satisfying
the following: there exists a sequence of convex compact sets {Kn}n≥1 with Kn ↑ Y and
constants {λn,Λn}n≥1 ⊂ R such that
0 < λn ≤ pY(x) ≤ Λn, for all x ∈ Kn. (13)
Let ψ : Rd → R∪{+∞} be a convex function such that ψ(x) = +∞ for x /∈ S, ∂ψ(Int(S)) =
Int(Y) and ∂ψ#µ = ν. Let ψ∗ : Rd → R ∪ {+∞} be the Legendre-Fenchel dual of ψ. Then:
(a) ∇ψ∗, restricted on Int(Y), is a homeomorphism from Int(Y) to Int(S).
(b) ∇ψ is a homeomorphism from Int(S) to Int(Y). Furthermore, we have ∇ψ = (∇ψ∗)−1
in Int(S).
Remark 3.8 (Convexity of S and Y). Convexity of the domains, S and Y, is one of the
important conditions for the existence of continuous transport maps. Cafarrelli constructed
a counterexample (see e.g., [81, pp. 283–285]) where he showed that the transport map may
fail to be continuous when the two measures are absolutely continuous with bounded densities
on two smooth and simply connected non-convex domains.
Remark 3.9 (On condition (13)). We would like to point out that condition (13) is im-
portant for our proof of Proposition 3.3. It is one of the sufficient conditions, similar in
flavor to Cafarrelli [17] (also see [21]) but weaker, for showing that the transport map
∇ψ∗ : Int(Y)→ Int(S) is continuous on Int(Y). Recently, [36, Theorem 1.1] used a condi-
tion like (13) to show that the center-outward quantile function (see [30] for its definition)
is a homeomorphism. However, [36] assumed that Y = Rd. In contrast, (13) is more flexible
and covers the case when Y is a compact convex subset of Rd as well as when Y = Rd,
and ν is a probability measure with positive bounded density (w.r.t. Lebesgue measure) on
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Y. For example, any unimodal multivariate density supported on a convex domain Y ⊂ Rd
satisfies (13); in particular, this includes the family of multivariate normal distributions.
3.1. The sample quantile and rank maps
As before, we fix an absolutely continuous distribution µ on Rd with compact support S.
Given a random sample X1, . . . , Xn from a distribution ν (on Rd), we now consider the
problem of estimating the population quantile and rank maps Q(·) and R(·) respectively
(w.r.t. µ). We simply define the sample versions of the quantile and rank maps as those
obtained by replacing the unknown distribution ν with its empirical counterpart ν̂n — the
empirical distribution of the data, i.e.,
ν̂n(A) =
1
n
n∑
i=1
δXi(A), for any Borel set A ⊂ Rd.
We describe the details below.
3.1.1. Empirical quantile function
By Theorem 2.2 there exists an µ-a.e. unique map Q̂n which pushes µ to ν̂n and can be
expressed as
Q̂n = ∇ψ̂n, (14)
where ψ̂n : Rd → R ∪ {+∞} is a convex function. Further, by Theorem 2.2, Q̂n also solves:
Q̂n = argmin
T
∫
‖u− T (u)‖2dµ(u) subject to T#µ = ν̂n (15)
which will aid us in computing Q̂n. Note that Q̂n = ∇ψ̂n is µ-a.e. unique; when ψ̂n is not
differentiable at u we can define Q̂n(u) to be any point in ∂ψ̂n(u). As Q̂n = ∇ψ̂n pushes µ
to ν̂n, ψ̂n is a convex function whose gradient takes µ-a.e. finitely many values (in the set
{X1, . . . , Xn}). Thus ψ̂n has to be a piecewise linear (affine) convex function, and hence,
there exists ĥ = (ĥ1, . . . , ĥn) ∈ Rn (unique up to adding a constant (c, . . . , c) ∈ Rn) such
that ψ̂n : Rd → R ∪ {+∞} can be represented as
ψ̂n(u) :=
{
maxi=1,...,n{u>Xi + ĥi} for u ∈ S
+∞ for u /∈ S. (16)
It is worth pointing out here that the vector ĥ can be computed by solving a convex
optimization problem; see Section 3.2. Note that from the form of ψ̂n above it is clear that
Q̂n(u), for any u ∈ Int(S), belongs to the convex hull of the data.
Remark 3.10 (When d = 1). Suppose that d = 1 and that µ = Uniform([0, 1]) and
ν is a continuous distribution on R. Let X1, . . . , Xn be an i.i.d. sample from ν and let
X(1) < . . . < X(n) be the order statistics. Then the sample quantile function Q̂n, defined
via (14), is given by
Q̂n(u) = X(i), if u ∈ ((i− 1)/n, i/n) , for i = 1, . . . , n,
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Fig 1: The left plot shows a data set with four two-dimensional points X1, X2, X3 and X4. The right
plot shows the four cells (each with area 1/4) marked 1, 2, 3, 4, and the four data points
(appropriately scaled to lie in [0, 1]2) along with arrows indicating which cell corresponds to
which data point. The two points A and B in the right plot correspond to the intersection
of three cells — 1, 2, 3 and 1, 3, 4.
and Q̂n(0) = X(1) and Q̂n(1) = X(n). This follows from the fact that Q̂n = ∇ψ̂n where ψ̂n
can be expressed as
ψ̂n(u) = max
i=1,...,n
{X(i)u+ ĥ(i)}, for u ∈ [0, 1], (17)
and ĥ(i+1) − ĥ(i) = i(X(i) −X(i+1))/n (after simple algebra), for i = 1, . . . , n − 1. Without
loss of generality one can take ĥ(1) = 0. Observe that, we are free to define Q̂n(i/n) as
any point in the interval [X(i), X(i+1)], for i = 1, . . . , n− 1. Thus, the sample quantile map
obtained via (15) is essentially the same as the usual quantile function, except at the points
i/n, for i = 1, . . . , n− 1.
Remark 3.11 (Form of the subdifferential set ∂ψ̂n(u)). As ψ̂n is a piecewise linear (affine)
convex function (and thus a finite pointwise maximum of affine functions), we can explicitly
write its subdifferential, i.e., for any u ∈ S,
∂ψ̂n(u) = Conv({Xi : 〈u,Xi〉+ ĥi = ψ̂n(u)}).
The function ∂ψ̂n(·) induces a cell decomposition of S: Each cell is a convex polytope
and is defined as
Wi(ĥ) := {u ∈ S : ∇ψ̂n(u) = Xi}; (18)
see [49] for the details. In defining Wi(ĥ), as in (18), we only consider points u ∈ S where
ψ̂n is differentiable. Note that, for a.e. sequence X1, . . . , Xn, each cell Wi(ĥ) has µ measure
1/n and ∪ni=1Wi(ĥ) ⊂ S. Figure 1 illustrates this with four points X1, X2, X3 and X4 and
µ = Uniform([0, 1]2). Each point in the four cells (labelled 1, 2, 3 and 4) is mapped to the
corresponding data point (X1, X2, X3 and X4) by the sample quantile function Q̂n = ∇ψ̂n.
The corresponding convex function ψ̂n is not differentiable at the boundary of the 4 cells
(marked by the blue lines in the right panel of Figure 1).
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3.1.2. Empirical rank map
Let us define ψ̂∗n : Rd → R ∪ {+∞} to be the Legendre-Fenchel dual of ψ̂n, i.e.,
ψ̂∗n(x) := sup
y∈Rd
{〈x, y〉 − ψ̂n(y)} = sup
u∈S
{〈x, u〉 − ψ̂n(u)}, for x ∈ Rd. (19)
We define the multivariate sample rank function R̂n : Rd → S as
R̂n := ∇ψ̂∗n. (20)
The following result, proved in Section 7.10, expresses the value of ψ̂∗n at the data points in
terms of ĥi (see (16)).
Lemma 3.4. Fix i ∈ {1, . . . , n}. Consider ψ̂∗n as defined in (16). Then, ψ̂∗n(Xi) = −ĥi.
It is a simple fact that the Legendre-Fenchel dual of a piecewise affine convex function
is also convex piecewise affine. In fact, for x ∈ Conv(X1, . . . , Xn),
ψ̂∗n(x) = min
{
n∑
i=1
tiψ̂
∗
n(Xi) : ti ≥ 0,
n∑
i=1
ti = 1,
n∑
i=1
tiXi = x
}
;
see e.g., [54, Theorem 2.2.7]. Thus, R̂n(·) a.e. takes finitely many distinct values (as it is a
gradient of a piecewise affine convex function).
Remark 3.12 (When d = 1). Let us first illustrate the above notion of the rank function
R̂n when d = 1. From the form of ψ̂
∗
n(·) and the related discussion in [49], it follows that the
graph {(x, ψ̂∗n(x)) : x ∈ Conv(X(1), . . . , X(n))} of ψ̂∗n is the lower boundary of the convex hull
Conv((X(1),−ĥ(1)), . . . , (X(n),−ĥ(n))). The i-th divided difference of the set of points in the
convex hull is
ĥ(i)−ĥ(i+1)
X(i+1)−X(i) =
i
n ; cf. (17). As the divided differences are strictly increasing, the
piecewise linear interpolation of the points (X(1),−ĥ(1)), . . . , (X(n),−ĥ(n)) gives a convex
function, which is indeed the graph of {(x, ψ̂∗n(x)) : x ∈ Conv(X(1), . . . , X(n))}. Moreover,
this shows that R̂n = ∇ψ̂∗n is given by
R̂n(x) =
i
n
, if x ∈ (X(i), X(i+1)) , for i = 0, 1, . . . , n;
here, by convention, X(0) = −∞ and X(n+1) = +∞. We are free to define R̂n(X(i)) as any
point in the interval [(i − 1)/n, i/n], for i = 1, . . . , n; cf. Fn(X(i)) = i/n where Fn is the
empirical distribution function of the Xi’s. Thus, we essentially get back the usual notion of
the empirical distribution function when d = 1 except that now the ranks of the data points
Xi’s are not uniquely defined.
The above remark shows that when d = 1, the rank function R̂n is not defined uniquely
at the data points Xi’s. Note that the non-uniqueness of the rank function when d = 1
was finessed by enforcing right-continuity, which is hard to do as we go beyond d = 1.
Indeed, for any d ≥ 1, R̂n(Xi) could be defined as any element of the (closure of the) cell
Wi(ĥ) (as defined in (18)); this follows from Lemma 2.1. Figure 1 illustrates this (here µ =
Uniform([0, 1]2)).
Using the next result, Lemma 3.5 (proved in Section 7.11), we can see that any point in
the interior of the triangle formed by X1, X2 and X3 (or X1, X3 and X4) is mapped to the
point A (or B) by the sample rank map R̂n.
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Lemma 3.5. Fix x ∈ Rd. Suppose that for i1, . . . , id+1 ⊂ {1, . . . , n}: (i) x ∈
Int
(
Conv
(
Xi1 , . . . , Xid+1
))
, and (ii) there exists a unique y ∈ S such that y = Cl(Wi1(ĥ))∩
. . . ∩ Cl(Wid+1(ĥ)) (see (18)). Then, y is the unique point in S such that x ∈ ∂ψ̂n(y).
Furthermore, ∂ψ̂∗n(x) = y = R̂n(x).
3.1.3. Ranks
By the “ranks” of the data points we mean the rank function evaluated at the data points
Xi’s. When d = 1, the usual ranks, i.e., {Fn(Xi)}ni=1 (here Fn is the empirical distribution
function), are identically distributed on the discrete set {1/n, 2/n, . . . , n/n} with probabil-
ity 1/n each. As a consequence, the usual ranks are distribution-free (in d = 1), i.e., the
distribution of Fn(Xi) does not depend on the distribution of Xi (as long as Xi comes from
a continuous distribution). We may ask: “Does a similar property hold for the multivariate
ranks R̂n(Xi)?”.
From the discussion above in Section 3.1.2 it is clear that the multivariate ranks R̂n(Xi)
are non-unique. In fact, we can choose R̂n(Xi) to be any point in the set Wi(ĥ) (see (18)).
In the sequel we will use a special choice of R̂n(Xi) which will lead to a distribution-free
notion. We define R̂n(Xi) as a random point drawn from the uniform distribution on the
cell Wi(ĥ) ⊂ S, i.e.,
R̂n(Xi)|X1, . . . , Xn ∼ Uniform(Wi(ĥ)). (21)
Thus, our choice of the empirical ranks {R̂n(Xi)}ni=1 is random. However, this external
randomization leads to the following interesting consequence — it shows that the ranks are
distribution-free (see Section 7.9 for its proof).
Lemma 3.6. Suppose that X1, . . . , Xn are i.i.d. ν, an absolutely continuous distribution on
Rd. Let µ = Uniform(S), where S is a compact set in Rd. Then, using the above notation,
for any i = 1, . . . , n,
R̂n(Xi) ∼ µ = Uniform(S).
Compare Lemma 3.6 with the result that R(X) ∼ µ where R(·) is the population rank
map ofX ∼ ν, a consequence of the fact thatR(·) pushes forward ν to µ (by Proposition 3.3).
Further, note that the above result would not hold if µ is not the uniform distribution on
S.
If we do not want a randomized choice of ranks, then we can define
R̂n(Xi) := max
u∈Cl(Wi(ĥ))
‖u‖;
the above choice is convenient for computational purposes.
3.2. Computation of the sample quantile and rank functions
The computation of the empirical quantile function (via (15)) is often referred to as the
semi-discrete optimal transport problem. The computation of (18), which is obtained from
solving (15), leads to a “partition” of S into n convex sets (each with volume 1/n) and
is usually called the power diagram [5] — a type of weighted Voronoi diagram. Several
authors have worked on the computation of the power diagram; see e.g., [5, 6, 58, 62].
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Fig 2: The four plots show the cell decomposition of S = [0, 1]2 (each with area 1/n where n = 100)
for the quantile function (w.r.t. µ = Uniform([0, 1]2)) and the data cloud (appropriately
scaled to lie in [0, 1]2) along with arrows indicating which cell corresponds to which data
point. The data sets are drawn from the following distributions (clockwise top to bottom):
(i) X ∼ N2((0, 0), I2); (ii) X ∼ N2((0, 0),Σ) where Σ1,1 = Σ2,2 = 1 and Σ1,2 = Σ2,1 = 0.99;
(iii) two spiral structures with Gaussian perturbations (with small variance); and (iv) a
mixture of four different distributions.
Moreover, recently, several approximate algorithms that are computationally more efficient
have also been investigated, see e.g., [45] and the references therein. Once the empirical
potential function ψ̂n is computed, the computation of the empirical rank map at a data
point, via (19) and (20), involves solving a linear program.
The four plots in Figure 2 show the four different convex polyhedral partitions of [0, 1]2
obtained from the potential function corresponding to four different simulated data sets —
notice the different shapes and structure of the cells Wi(ĥ) for the different types of data
distributions.
3.3. Properties of the quantile and rank maps
In this section we describe some important properties of the defined quantile and rank
functions. Our first result, proved in Section 7.12, shows that the quantile/rank function of
Y := cX + b, where X ∼ ν is a random vector in Rd (b ∈ Rd and c > 0), can be easily
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obtained from the quantile/rank function of X.
Lemma 3.7. Suppose that X ∼ ν where ν is a distribution on Rd. Let µ be an absolutely
continuous distribution on Rd with support S. Suppose that c > 0 is a scalar and b ∈ Rd.
Let Y := cX + b. Let QX : S → Rd and RX : Rd → Rd be the quantile and rank maps of
X (w.r.t. µ). Let QY : S → Rd and RY : Rd → Rd be the quantile and rank maps of Y
(w.r.t. µ). Then
QY (u) = cQX(u) + b, for µ-a.e. u
and
RY (y) = RX((y − b)/c), for a.e. y ∈ Rd.
Remark 3.13. It is worth mentioning that the above lemma holds for any probability mea-
sure ν (discrete or continuous). This lemma justifies the fact that we can rescale the data
(by adding a constant vector and multiplying by a positive scalar) in Figures 1 and 2 and
the cell decomposition (of S) does not change (see (18)) as the transformed (piecewise linear
and convex) potential function is obtained by adding a constant to a positive multiple of the
earlier (piecewise linear and convex) potential function.
It is natural to ask if it is possible to relate the quantile and rank functions of Y := AX,
where Ad×d is a matrix, to those of X. The following result (proved in Section 7.13) shows
that the quantile map is equivariant under any orthogonal transformation if the reference
measure µ is spherically symmetric.
Lemma 3.8. Suppose that A is an orthogonal matrix, i.e., AA> = A>A = Id. Let µ be a
spherically symmetric absolutely continuous distribution on Rd (e.g., the uniform distribu-
tion on the unit ball around 0 ∈ Rd). Let us denote by ψX the potential function linked to
the random variable X ∼ ν, i.e., ∇ψX#µ = ν and ψX is convex. Then a potential function
of Y := AX is given by ψY (u) = ψX(A
>u), for u ∈ Rd. As a consequence,
QY (u) = AQX(A
>u), for µ-a.e. u
and
RY (y) = ARX(A
>y), for a.e. y ∈ Rd.
For the next result (proved in Section 7.14) we take µ = Uniform([0, 1]d); note that
the choice of µ = Uniform([0, 1]d) has been studied before (see e.g., [29, 41]). This has
implications in testing for mutual independence between random vectors; see Section 5.2
for more details.
Proposition 3.9. Suppose that ν is a distribution on Rd and let µ = Uniform([0, 1]d).
Suppose that X = (X1, X2, . . . , Xk) ∼ ν where k ≥ 2, Xi ∼ νi, for i = 1, . . . , k, are random
vectors in Rdi (here d1 + . . . + dk = d). Let Q and Qi be the quantile maps of X and
Xi, for i = 1, . . . , k, respectively (w.r.t. µ and µi = Uniform([0, 1]
di)). Let R and Ri, for
i = 1, . . . , k, be the corresponding rank maps. If X1, . . . , Xk are mutually independent then
Q(u1, . . . , uk) = (Q1(u1), . . . , Qk(uk)), for µ-a.e. (u1, . . . , uk) ∈ Rd, (22)
and
R(x1, . . . , xk) = (R1(x1), . . . , Rk(xk)), for a.e. (x1, . . . , xk) ∈ Rd. (23)
Conversely, suppose that (22) or (23) holds. Then X1, . . . , Xk are mutually independent.
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4. Asymptotic Properties of the Empirical Quantile and Rank maps
4.1. Uniform convergence
The rank and quantile functions in one dimension enjoy many interesting asymptotic prop-
erties. For example, if X1, . . . , Xn ∼ ν, where ν is a probability measure over R, then by
the Glivenko-Cantelli theorem, the empirical rank function (which is same as the empirical
distribution function when d = 1) converges uniformly to the population rank function
a.s. Similarly, for d = 1, the empirical quantile function converges uniformly (on compacts
[a, b] ⊂ (0, 1)) to the population quantile function, when the underlying distribution function
is continuous. One may wonder if such results also hold for the multidimensional empirical
quantile and rank functions studied in this paper. In Theorem 4.1 below we show that this
is indeed the case.
Suppose that ν is absolutely continuous with support Y ⊂ Rd; here ν is the target
measure. Let µ be an absolutely continuous distribution with support on a compact set S ⊂
Rd. Let Q and R be the quantile and rank maps of ν (w.r.t. µ); see (8) and (10) respectively.
LetX1, X2, . . . be a sequence of i.i.d. random variables on Rd defined on the probability space
(Ω, E ,P) with distribution ν. Let {ν̂n}n≥1 be a sequence of random probability measures
(computed from X1, . . . , Xn) such that ν̂n converges weakly to ν a.s., i.e.,
ν̂n
d→ ν a.s. (24)
For example, we can take ν̂n to be the empirical measure obtained from the first n data
points, i.e., ν̂n =
1
n
∑n
i=1 δXi ; in this case we know that (24) holds (see e.g., [33, Theo-
rem 11.4.1]). Denote the multivariate quantile and rank functions for ν̂n (w.r.t. µ) by Q̂n
and R̂n. In particular, when the underlying potential functions (see Definition 3.1) are not
differentiable, we define Q̂n and R̂n to be any point in the corresponding subdifferential set.
The following is a main result of this paper (see Section 7.15 for its proof).
Theorem 4.1. Consider the notation introduced above and suppose that (24) holds. Suppose
that Q : Int(S) → Int(Y) is a homeomorphism. Let K1 ⊂ Int(S) and K2 ⊂ Int(Y) be any
two compact sets.
(a) Then, we have
sup
u∈K1
‖Q̂n(u)−Q(u)‖ a.s.→ 0. (25)
(b) Further,
sup
x∈K2
‖R̂n(x)−R(x)‖ a.s.→ 0. (26)
(c) Suppose that all the supporting hyperplanes of S touch the boundary of S at most
once. Let {λn}n∈N ⊂ R be a sequence such that λn →∞ as n→∞. Then,
sup
x∈Rd
‖R̂n(x)−R(x)‖ a.s.→ 0, (27)
and
lim
λn→∞
R̂n(λnx)
a.s.
= argmax
v∈S
〈x, v〉, for all x ∈ Rd. (28)
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Theorem 4.1-(a) extends the uniform convergence of the empirical quantile function (on
compacts in the interior of [0, 1], for d = 1) beyond d = 1. Theorem 4.1-(b) shows the
uniform convergence of the estimated rank map on any compact set inside Int(Y). One may
notice that Theorem 4.1-(a) and (b) improve over the result of [21, Theorem 3.1] where the
authors prove a similar convergence result for the estimated quantile/rank maps under the
additional assumption of compactness of Y. Also, as compared to [21, Theorem 3.1] where
only convergence in probability of the empirical quantile and rank maps are established, in
Theorem 4.1 we show a.s. convergence.
Theorem 4.1-(c) (see (27)) can be thought of as the proper generalization of the Glivenko-
Cantelli theorem (which states that the empirical distribution function, in d = 1, converges
a.s. to the population distribution function, uniformly over R) beyond d = 1. If all the sup-
porting hyperplanes of S touch the boundary of S at most once, then we get the continuity
of the rank map in Rd and the stability of the rank map towards the boundary (see (28));
also see Lemma 4.4 below.
Remark 4.1 (On the sufficient condition for (27)). In (27) we show that the empirical rank
map converges to the population rank map uniformly on Rd under a certain assumption on
S. This sufficient condition is certainly satisfied, for example, when S is the unit ball in Rd,
i.e., S = B1(0). Unfortunately when S = [0, 1]d, the condition is not satisfied. Note that
the condition on S in Theorem 4.1-(c) implies that S cannot be a union of two or more
disjoint convex domains. However, in this case, (26) shows the uniform convergence of the
empirical rank map on any compact subset of Int(Y).
Remark 4.2 (Necessity of Q being a homeomorphism). One of the main assumptions
in Theorem 4.1 is that the population quantile Q is a homeomorphism; for d = 1 this
corresponds to assuming that the distribution function is continuous and strictly increasing.
It is actually a necessary condition for showing the uniform convergence of Q̂n (the sample
quantile function) to Q; in fact, more generally, for a sequence of (sub)-gradients of convex
functions. To see this, consider the example of a sequence of convex functions φn : R → R
defined as φn(x) := (x
2 + n−1)1/2. Note that φ′n(x) = x(x2 + n−1)−1/2 and φ′′n(x) = (x2 +
n−1)−3/2, for all x ∈ R. This shows that φn is convex for all n ≥ 1. As n → ∞, φn(x)
converges pointwise to φ(x) := |x|. However, the subdifferential set of the function φ(x) at
x = 0 is equal to [−1, 1] whereas φ′n(0) = 0 for all n ≥ 1. Hence, φ′n(·) does not converge
uniformly on any compact set containing 0.
Remark 4.3 (When is Q a homeomorphism?). From Proposition 3.3 it follows that when
the support of ν is convex and ν is absolutely continuous with density satisfying (13) then the
quantile map Q will be a homeomorphism; also see Remarks 3.8 and 3.9. Recently, in [55,
Proposition 4.5 and Corollary 4.6] some results are provided that show that the transport
map (quantile map) can be a homeomorphism even when the support of ν is a union of
convex domains.
Remark 4.4 (Connection to de Valk and Segers [28]). During the final stages of the prepa-
ration of this paper, we came across the very recent paper [28] which would imply “graphical
convergence” of the estimated quantile maps (see [28, Theorem 4.2 and Corollary 4.4]).
Their result does not need absolute continuity of ν and no restrictions are placed on the
supports of the measures µ and ν. However, note that graphical convergence, which implies
a form of local uniform convergence, is weaker than uniform convergence on compacta stated
in Theorem 4.1. Moreover, since the empirical rank maps R̂n are not transport maps, it is
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not clear if [28] implies any notion of convergence for R̂n.
One of the key ingredients in the proof of Theorem 4.1 is the following lemma which
investigates some limiting properties of (sub)-gradients of a sequence of convex functions.
Before proceeding to the main statement, let us provide some motivation for such a result.
Suppose that φn : Rd → R ∪ {+∞}, for n ≥ 1, is a sequence of convex functions such that
the sets {φ∗n < ∞} are uniformly bounded; here φ∗n denotes the Legendre-Fenchel dual of
φn. We may think of φn as ψ̂
∗
n (see (19)) in which case φ
∗
n = ψ̂n. Then, owing to Lemma 2.1,
∂φn(Rd), n ≥ 1, are uniformly bounded sets. Further, on any bounded set K ⊂ Rd, {φn}n≥1
will be a sequence of bounded uniformly equicontinous3 functions on K; see Lemma 7.2.
Therefore, by the Arzela-Ascoli theorem, there exists a convex function φ such that φn
converges to φ uniformly on K. However, this does not guarantee the uniform convergence
of the corresponding subdifferential sets. The following lemma, proved in Section 7.16,
addresses the mode of convergence of the subdifferential sets when the underlying convex
functions converge uniformly. The result may also be of independent interest.
Lemma 4.2. For n ≥ 1, let φn : Rd → R be a sequence of convex functions with φn(0) = 0
and ∂φn(Rd) ⊂ S for some compact set S ⊂ Rd. Let K ⊂ Rd be a compact set. Assume that
there exists a convex function φ : Rd → R ∪ {+∞} such that
sup
u∈K′
|φn(u)− φ(u)| → 0 as n→∞,
where K ′ ⊂ Rd is a compact set such that Int(K ′) ⊃ K. Then, the following hold:
(a) Fix δ > 0. For a set A ⊂ Rd, define B(δ, A) := ∪x∈ABδ(x). There exists n0 = n0(δ) ∈
N such that for all n ≥ n0, we have ∂φn(K) ⊂ B(δ, ∂φ(K)).
(b) ∂φ(K) ⊂ S.
(c) Furthermore, if φ is differentiable everywhere on K, then,
sup
u∈K
sup
ξ∈∂φn(u)
‖ξ −∇φ(u)‖ → 0, as n→∞.
(d) If φ is strictly convex on K ′, then, for any open set U ⊂ K, there exists n0 = n0(U) ∈
N such that ∂φ(U) ⊂ ∂φn(K ′) for all n ≥ n0.
(e) Let K ′′ ⊂ S be a compact convex set. Suppose that φ∗n, the Legendre-Fenchel dual
of φn, converges uniformly to another differentiable convex function ψ on K
′′, i.e.,
supu∈K′′ |φ∗n(u) − ψ(u)| → 0 as n → ∞. Also suppose that ∇ψ(K ′′) ⊂ K. For any
x ∈ K ′′, if ∇ψ(x) = y ∈ K, then x ∈ ∂φ(y).
Lemma 4.2-(e) shows that if a sequence of convex functions and their Legendre-Fenchel
duals converge uniformly to the convex functions φ and ψ respectively, and if one of these
two functions is everywhere differentiable, then, (3) of Lemma 2.1 holds partially between φ
and ψ. This raises the following question (which is also relevant to the proof of Theorem 4.1):
If (3) holds partially between any two convex functions φ and ψ, then, is it true that φ is
the Legendre-Fenchel dual of ψ? As one can guess, this is not true in general and the main
reason is the invariance of (3) under the addition of constants to φ or ψ. However, one may
still hope that the subgradients of φ will be the same as the subgradients of the Legendre-
Fenchel dual of ψ. Our next result, proved in Section 7.17, provides a sufficient condition
under which we are able to validate this claim.
3We say a sequence of functions {fn : Rd → R}n≥1 is uniformly equicontinuous if for any  > 0 there
exists δ > 0 such that |fn(x)− fn(y)| ≤  whenever ‖x− y‖ ≤ δ.
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Lemma 4.3. Let S and Y be two sets in Rd. Suppose that S is bounded and there is a
differentiable convex function ψ : S → R such that ∇ψ : Int(S) → Int(Y) is a homeomor-
phism. Then ψ∗, the convex conjugate of ψ, is differentiable everywhere on Int(Y). Now,
let φ : Rd → R be another convex function such that: (i) ∂φ(Rd) ⊂ S, and (ii) y = ∇ψ(x)
for some x ∈ S ⇒ x ∈ ∂φ(y). Then, φ is differentiable everywhere on Int(Y), and
∇φ(y) = ∇ψ∗(y) for all y ∈ Int(Y).
Suppose that a sequence of convex functions {φn}n≥1 converges to another convex func-
tion φ uniformly on every compact subset of Rd. Our last result of this section Lemma 4.4
(proved in Section 7.18) provides a sufficient condition under which one can show the uni-
form convergence of the subgradients of φn to those of φ, over the whole of Rd.
Lemma 4.4. Let S be a compact set in Rd such that all the supporting hyperplanes of S
touch the boundary of S at most once. Let Y ⊂ Rd have nonempty interior. Let φn : Rd → R
be a sequence of convex functions such that ∂φn(Rd) ⊂ S for all n ≥ 1. Suppose that {φn}n≥1
converges uniformly to a convex function φ : Rd → R on every compact set of Rd and ∇φ
is a homeomorphism from Int(Y) to Int(S). Then,
(a) φ is everywhere differentiable in Rd,
(b) supx∈Rd supy∈∂φn(x) ‖y −∇φ(x)‖ → 0, as n→∞,
(c) for any x ∈ Rd, limλ→+∞∇φ(λx) = argmaxv∈S〈x, v〉.
We observe that [30, Section 3.2.3] has a similar result like Lemma 4.4 when S is the
closed unit ball in Rd. It is worth noting that Lemma 4.4 generalizes [30] by giving a sufficient
condition on S under which a similar conclusion would hold.
4.2. Comparison with Chernozhukov et al. [21] and del Barrio et al. [30]
In the papers [21] and [30] the authors use ideas from the theory of optimal transportation
to define multivariate quantiles and ranks. Although our approach is similar in spirit to
that of [21] there are subtle and important differences. As opposed to [21], we completely
avoid the dual formulation of Kantorovich and Brenier (see [21, Theorem 2.2]) and define
the multivariate quantiles and ranks through Monge’s primal problem; we hope that this
makes the exposition more accessible to the uninitiated reader. Chernozhukov et al. [21]
focussed on defining multivariate quantiles and ranks to obtain notions of statistical depth
whereas we study quantiles and ranks to aid us to construct nonparametric goodness-of-fit
and mutual independence tests.
The approach to defining multivariate ranks and quantiles proposed and studied in [30]
(also see [12]) is quite different from ours. del Barrio et al. [30] choose a set of n represen-
tative grid points within the set S (that approximates the measure µ) and then solve the
discrete optimal transport problem (between the sample data points and the n chosen grid
points) to define the empirical rank map. Thus the “ranks” of the data points are forced
to be the points in the chosen grid. This approach immediately leads to many attractive
features for the empirical ranks, e.g., the distribution-freeness of the ranks. However this
approach also has many obvious drawbacks: (i) the choice of the n grid-points is ad-hoc
(see [30]); (ii) it does not automatically give rise to a quantile function (or quantile contours)
and special smoothing interpolation is required (which again involves the choice of tuning
parameters). In comparison, our approach (and that of [21]) is completely automated and
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tuning parameter-free. However, this necessarily entails dealing with non-unique ranks at
the data points. In a sense, our approach yields an elegant and useful notion of quantiles
while the approach of [30] yields a notion of ranks with attractive properties.
Our main result (Theorem 4.1) aims towards a unification of the asymptotic results of the
Monge-Kantorovich ranks and quantiles of [21, Theorem 3.1] and the center-outward ranks
and quantiles of [30, Propositions 1.5.1 and 1.5.2]. In [21], the authors show the convergence
(in probability) of the Monge-Kantorovich ranks and quantiles by relating them to the
solutions of the dual problem of the Kantorovich relaxation (to Monge’s problem). This
correspondence works under the assumption that both the reference and target measures
have finite second moments. del Barrio et al. [30] avoided this dependence on the finite
second moment assumption by defining the center-outward ranks and quantiles on the basis
of McCann’s construction [61] of transport maps as limits of cyclically monotone maps. For
proving our uniform consistency result, we marry the weak convergence theory of the Monge-
Ampe´re measures (see [50]) and the recently introduced theory of graphical convergence of
transport maps (see [31]); the connections between these two notions of convergence are
made precise in Lemmas 4.2, 4.3 and 4.4. By doing so we neither have to impose any finite
moment assumptions on the target measure nor have to interpret the quantiles or ranks as
limits of cyclically monotone maps.
4.3. Local rate of convergence when µ = ν
When d = 1, the pointwise limiting distribution (under appropriate scaling and centering)
of the empirical rank and quantile functions are easy to derive. In fact, the central limit
theorem plays a key role in obtaining these limiting distributions; this is tied to the fact that
the one-dimensional rank and quantile functions can be approximated by suitable functions
of sums of i.i.d. random variables. However, it is not yet clear if the multidimensional ranks
and quantiles, studied in this paper, enjoy such properties. This makes it difficult to even find
the pointwise rate of convergence of the empirical rank and quantile maps. In Theorem 4.6
below, we provide an upper bound on the local uniform rate of convergence of the rank and
quantile functions in the special case when the data distribution and the reference measure
are both equal, i.e., ν = µ.
As a first step in finding the local uniform rate of convergence, we give the following
result (proved in Section 7.19) that provides a deterministic upper bound on the local rate
of convergence of the subdifferentials (of a sequence of convex functions) by a local L2-loss
of the subdifferentials.
Theorem 4.5. Let µ be an absolutely continuous probability measure supported on Y ⊂ Rd.
Suppose that {ν̂n}n≥1, is a sequence of probability measures on Rd. Let ψ̂n be a sequence of
convex functions such that ∂ψ̂n#µ = ν̂n. Fix x0 ∈ Int(Y) and δ0 ≡ δ0(x0) > 0 such that
Bδ0(x0) ⊂ Y. Suppose that µ has a non-vanishing bounded (from below and above) density
on Bδ0(x0). Define
4
δn :=
(∫
Bδ0 (x0)
‖∂ψ̂n(u)− u‖2dµ(u)
) 1
d+2
. (29)
4Even though ∂ψ̂n is a set-valued map, it is single-valued Lebesgue a.e. on its domain. Hence, the integral
in (29) is well-defined.
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Then, there exists C = C(µ, d) > 1/2 such that
sup
x∈Bδ0/3(x0)
sup
y∈∂ψ̂n(x)
‖y − x‖ ≤
{
Cδn if δn ≤ δ0/3,
Cδd+2n δ
−(d+1)
0 +
1
2δ0 if δn > δ0/3.
(30)
Suppose that Cδn < δ0/6, then,
sup
x∈Bδ0/6(x0)
sup
u∈∂ψ̂∗n(x)
‖u− x‖ ≤ Cδn. (31)
If ν̂n and µ ≡ ν have finite second moments, then, by Theorem 2.2 and (7)
δd+2n ≤
∫
Rd
‖∂ψ̂n(u)− u‖2dµ(u) = W 22 (ν̂n, ν) <∞ (32)
where W2(ν̂n, ν) is the L2-Wasserstein distance between ν̂n and ν. Thus, under the assump-
tion of finite second moments for ν̂n and ν, the local (uniform) deviations of ∂ψ̂n and ∂ψ̂
∗
n
are bounded above (deterministically) by W
2/(d+2)
2 (ν̂n, ν), up to a multiplicative constant.
If {ν̂n}n≥1 is a sequence of random distributions such that ν̂n converges weakly to ν
w.p. 1, then, by Theorem 4.1, δn goes to 0 a.s. One may ask if there is a similar result
for the sequence {W2(ν̂n, ν)}n≥1. In particular, can one give a bound on the local rate
of convergence of ∂ψ̂n and ∂ψ̂
∗
n by appealing to (32)? In what follows, we address these
questions.
Recall the definition of the Wasserstein distance (see (7)). In light of the above remark,
the two important questions that arise are:
(1) Does Wp(ν̂n, ν) converge to 0, as n→∞?
(2) What is the rate of convergence of Wp(ν̂n, ν)?
The answer to the first question follows by combining [81, Theorem 6.9] with the fact that
ν̂n converges to ν a.s. (see [79]), under the assumption that ν has finite p-th moment. The
second question has received a lot of attention recently due to its connections with the
optimal quantization problem (see [47]) and various other applications (see e.g., [19, 23, 24,
72]).
Several authors have contributed to finding the rate of convergence of the Wasserstein
distance, when d > 1. Ajtai et al. [1] proved matching upper and lower bounds on the
Wasserstein distance (w.r.t. L2-cost function) between two uniform random samples from
[0, 1]2. Later, their result was generalized for other cost functions in [76] and for higher
dimensions in [77]. Fournier and Guillin [39] studied in detail the rate of convergence of
the Lp-Wasserstein distance Wp(ν̂n, ν) for any dimension d ≥ 1; a result we found useful
(see Corollary 4.6 below). Recently, [82] gave an upper and lower bound on the rate of
convergence of E[Wp(ν̂n, ν)], for any p ∈ [1,∞), in terms of the “upper and lower Wasserstein
dimension” of the support of ν; also see [13, 32]. The rate of convergence of Wp(ν̂n, ν) is
intimately connected with the optimal matching problem between two independent samples
from the same distribution ν; see e.g., [4, 78, 84] for more information.
Our final result of this section demonstrates a local-global correspondence to yield a
rate of convergence of the empirical quantile/rank maps. In Theorem 4.5 we developed a
technique to bound the local deviation of the empirical quantile/rank maps by the L2-
Wasserstein distance — the rate of convergence of which is known in the literature (see
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Proposition 7.6 for details). In the following corollary, proved in Section 7.20, we combine
both these two results to obtain an upper bound on the local uniform rate of convergence
of the empirical quantile/rank maps when d > 1.
Corollary 4.6 (Rate of convergence). Let µ ≡ ν be an absolutely continuous probability
measure on Rd (d > 1) such that Mq(ν) :=
∫ |x|qdν(x) <∞, for some q > 2. Suppose that
X1, . . . , Xn are i.i.d. ν. Let ψ̂n be a convex function such that ∂ψ̂n#µ = ν̂n ≡ 1n
∑n
i=1 δXi.
Define
Ψ(n, d, q) := M
2
q
q

n
− 1
2(d+2) + n
− q−2
q(d+2) if d < 4, q 6= 4,
n
− 1
2(d+2) (log(1 + n))
1
d+2 + n
− q−2
q(d+2) if d = 4, q 6= 4,
n
− 2
d(d+2) + n
− q−2
q(d+2) if d > 4, q 6= dd−2 .
Then, there exists C = C(µ, d, q) > 0 such that, for all n ≥ 1,
E
[
sup
x∈Bδ0/3(x0)
sup
y∈∂ψ̂n(x)
‖y − x‖
]
≤ CΨ(n, d, q). (33)
Now, suppose that the support of µ is bounded. Then,
E
[
sup
x∈Bδ0/6(x0)
sup
u∈∂ψ̂∗n(x)
‖u− x‖
]
≤ CΨ(n, d, q). (34)
To the best of our knowledge, the above result is the first attempt to study the local
behavior of the transport (quantile/rank) maps. However, it is not clear to us whether the
above bounds are tight when d ≥ 2. We believe that it may be possible to improve our rate
of convergence result under further assumptions on µ. We hope to address this in future
work.
5. Applications to Nonparametric Testing
5.1. Two-sample goodness-of-fit testing in Rd
Suppose that we observe X1, . . . , Xm i.i.d. νX and Y1, . . . , Yn i.i.d. νY , where m,n ≥ 1,
and νX and νY are unknown absolutely continuous distributions on Rd. We also assume
that both the samples are drawn mutually independently. In this section we consider the
two-sample problem of testing the hypothesis
H0 : νX = νY versus H1 : νX 6= νY . (35)
The two-sample problem for multivariate data has been extensively studied, beginning
with the works of [9, 83]. Several graph based methods have been proposed in the literature
for this problem; see e.g., [8, 40, 67, 68] and the references therein. Also see [7, 70, 74] for
distance and kernel based methods for the two-sample problem when d ≥ 1.
In this section we introduce another multivariate two-sample test that uses ideas from
optimal transportation and, in particular, the notion of the quantile and rank functions
defined in Section 3.
Let µ be an absolutely continuous distribution supported on a compact set S ⊂ Rd having
a density (w.r.t. Lebesgue measure), e.g., µ = Uniform([0, 1]d) or µ = Uniform(B1(0)).
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Let Q̂X and Q̂Y be the sample quantile functions (as defined in (14)) of the Xi’s and
Yj ’s, respectively (w.r.t. µ). Let R̂X,Y be the empirical rank map of the combined sample
X1, . . . , Xm, Y1, . . . , Yn (w.r.t. µ). Note that, as in Section 3.1.3, we define the rank at any
data point as a randomized value (as defined in (21)). We use the following test statistic
for testing (35):
TX,Y :=
∫
S
‖R̂X,Y (Q̂X(u))− R̂X,Y (Q̂Y (u))‖2dµ(u) (36)
= EU
[∥∥R̂X,Y (Q̂X(U))− R̂X,Y (Q̂Y (U))∥∥2]
where U ∼ µ is independent of X1, . . . , Xm, Y1, . . . , Yn and the above expectation is taken
w.r.t. U . We reject H0 when TX,Y is large. To motivate the form of the above test statistic
consider the one-sample Crame´r-von Mises statistic when d = 1. Let Fn be the empirical
distribution of the data (when d = 1) and F be the true distribution function (assumed to
be absolutely continuous). Then the Crame´r-von Mises statistic can be written as∫
R
{Fn(x)− F (x)}2dF (x) =
∫ 1
0
{Fn(F−1(u))− u}2du.
Indeed, (36) is similar to the right side of the above display; however as we are now in the
two-sample case, F−1 is unknown and is replaced by the sample quantile function.
The connection to the Crame´r-von Mises statistic above immediately raises the following
question: Is TX,Y distribution-free underH0 (as the Crame´r-von Mises statistic when d = 1)?
Unfortunately, we do not know the answer to this question. However, in the following lemma
we show that R̂X,Y (Q̂X(U)) and R̂X,Y (Q̂Y (U)) are both marginally distributed as µ under
H0 (when µ is the uniform distribution on S), and are thus distribution-free; see Section 7.21
for its proof.
Lemma 5.1. Let S be a compact set in Rd. Let µ = Uniform(S), i.e., µ is the uniform
distribution on S. Suppose that H0 is true, i.e., νX = νY . Then R̂X,Y (Q̂X(U)) ∼ µ and
R̂X,Y (Q̂Y (U)) ∼ µ, and hence their distributions do not depend on νX ≡ νY .
The following result (proved in Section 7.22) shows that our proposed test has asymptotic
power 1 for any two distributions νX 6= νY , as m,n→∞.
Proposition 5.2 (Consistency). Suppose that H0 : νX = νY = ν holds. Assume that ν
is supported on a domain Y ⊂ Rd such that the quantile map Q : Int(S) → Int(Y) is a
homeomorphism. Also, assume that m,n → ∞ such that mm+n → θ ∈ (0, 1). Then, under
H0, as m,n→∞,
TX,Y
a.s.−→ 0. (37)
Now, suppose X1, . . . , Xm
i.i.d∼ νX and Y1, . . . , Yn i.i.d∼ νY where νX 6= νY are two distinct
measures supported on domains YX and YY respectively. Denote the quantile maps of the
measures νX , νY and θνX + (1 − θ)νY by QX , QY and QX,Y respectively. Assume that
QX , QY , QX,Y : Int(S)→ Int(YX ∪YY ) are homeomorphisms. Then, there exists c > 0 such
that
TX,Y
a.s.−→ c, as m,n→∞. (38)
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Remark 5.1 (Finding the critical value of TX,Y ). Although we have shown (in Lemma 5.1)
that R̂X,Y (Q̂X(U)) ∼ µ and RX,Y (Q̂Y (U)) ∼ µ (and thus both quantities are distribution-
free) it is not immediately clear if the test statistic TX,Y is distribution-free. To compute the
critical value of the test under H0 we can always resort to the following permutation prin-
ciple: Under the null hypothesis X1, . . . , Xm, Y1, . . . , Yn are i.i.d. and thus we can consider
any partition of the m+ n data points of sizes m and n and recompute our test statistic to
simulate its null distribution.
Our test statistic TX,Y (see (36)) is inspired by the form of the Crame´r-von Mises (one-
sample) goodness-of-fit statistic. One can, of course, use other test statistics. A key obser-
vation for constructing other tests is to realize that, under H0,
R̂X,Y (X1), . . . , R̂X,Y (Xm), R̂X,Y (Y1), . . . , R̂X,Y (Yn)
are exchangeable and are all marginally distributed as µ.
5.2. Mutual independence testing
Let X = (X(1), . . . , X(k)) ∼ ν be a random vector in Rd where k ≥ 2 and X(j) ∼ νj is
a random vector in Rdj , for j = 1, . . . , k, with
∑k
j=1 dj = d. In this section we consider
the problem of testing the mutual independence of X(1), . . . , X(k). Specifically, we consider
testing whether ν is equal to the product measure ν1 ⊗ . . .⊗ νk, for some ν1, . . . , νk, i.e.,
H0 : ν = ν1 ⊗ . . .⊗ νk, versus H1 : ν 6= ν1 ⊗ . . .⊗ νk, (39)
when we observe i.i.d. data from ν. This is again a fundamental problem in statistics and
there has been many approaches investigated in the literature; see e.g., [10, 11], [53, Chapter
8] and the references therein. Recently, the use of kernel (see e.g., [48, 60, 70]) and distance
covariance (see e.g., [64, 73–75]) based methods have become very popular. In this section,
we use ideas from optimal transportation to construct a test for (39).
For simplicity of notation, let us first assume that k = 2. Let (X1, Y1), . . . , (Xn, Yn) be
i.i.d. ν, assumed to be absolutely continuous on RdX×RdY ; here dX , dY ≥ 1 and dX+dY = d.
Further, we assume that X ∼ νX and Y ∼ νY . In this section we want to test the hypothesis
of mutual independence between X and Y , i.e., we want to test:
H0 : ν = νX ⊗ νY versus H1 : ν 6= νX ⊗ νY .
Let µX = Uniform([0, 1]
dX ), µY = Uniform([0, 1]
dY ) and let µ := µX⊗µY = Uniform([0, 1]d).
We define R̂ : Rd → Rd and Q̂ : [0, 1]d → Rd to be the empirical rank and quantile maps
of the joint sample (X1, Y1), . . . , (Xn, Yn). Let R̂X : RdX → RdX be the empirical rank
map of X1, . . . , Xn; similarly let R̂Y : RdY → RdY be the sample rank map obtained from
Y1, . . . , Yn. Define R˜ := (R̂X , R̂Y ) : Rd → [0, 1]d. We consider the following test statistic:
Tn :=
∫
[0,1]d
‖R̂(Q̂(u))− R˜(Q̂(u))‖2du (40)
We reject the null hypothesis in (39) when Tn is large. As in Section 5.1, the critical value
of the above test can be computed using the permutation principle. Although it is be-
yond the scope of the present paper, it is tempting to conjecture that Tn is asymptotically
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distribution-free. The following result, proved in Section 7.23, describes the asymptotic be-
havior of the proposed test statistic under the null and alternative hypotheses; in particular,
it shows that the power of the test converges to 1, under mild regularity conditions.
Proposition 5.3 (Consistency). We have R̂(Q̂(U)) ∼ µ, where U ∼ µ = Uniform([0, 1]d).
Suppose that H0 is true, i.e., ν = νX ⊗ νY . Then, R˜(Q̂(U)) ∼ µ.
Assume further that νX and νY are two probability measures supported on the domains
YX ⊂ RdX and YY ⊂ RdY respectively. Denote the quantile maps of the measures νX ,
νY and ν w.r.t. the measures Uniform([0, 1]
dX ), Uniform([0, 1]dY ) and Uniform([0, 1]d) by
QX , QY and Q respectively, where d = dX + dY . Assume that QX : (0, 1)
dX → Int(YX),
QX : (0, 1)
dY → Int(YY ) and Q : (0, 1)d → Int(YX × YY ) are homeomorphisms. Then,
under H0, as n→∞,
Tn
a.s.−→ 0. (41)
Furthermore, if ν 6= νX ⊗ νY , then, there exists c > 0 such that
Tn
a.s.−→ c, as n→∞. (42)
6. Discussion
In this paper we have studied a notion of multivariate ranks and quantiles based on the
theory of optimal transportation. We have also proposed multivariate goodness-of-fit tests
based on these empirical ranks and quantiles. One of the main motivations for propos-
ing such test statistics (see e.g., (36) and (40)) is that the resulting tests can be asymp-
totically distribution-free, borrowing the analogy from one-dimension and the established
distribution-freeness of the multivariate ranks (see Lemma 5.1 and Proposition 5.3); see Sec-
tions 5.1 and 5.2 for the details. However, we do not have a proof of the distribution-freeness
of the proposed tests, and believe that it would be an interesting future problem.
In Theorem 4.1 we establish the uniform a.s. consistency of the empirical rank and
quantile maps under the assumption that their population analogues are homeomorphisms.
In Proposition 3.3 we also provide a sufficient condition for this to hold. It is worth exploring
if other sufficient conditions, that can arise naturally in statistics (e.g., when the domain of
the target measure is a union of finitely many convex sets), also imply the same conclusions.
Note that when d = 1, the empirical rank function converges to its population counterpart
under no assumptions on the target measure. It is not clear to us if such a result holds
beyond d = 1 without further assumptions.
Corollary 4.6 shows a local uniform rate of convergence of the empirical quantile and
rank functions when the reference measure is the same as the target measure. However our
proof strategy fails to generalize when the reference measure is different from the target
measure. We consider this as an important open problem; also see [4].
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7. Proofs
7.1. Some auxiliary results
In this subsection we state some simple results about convex functions and their subgradients
that will be useful in our proofs. Our first result, proved in Section 7.2, gives a sufficient
condition for the injectivity5 of the gradient map of a strictly convex function.
Lemma 7.1. Let S be a convex set in Rd and let ψ : S → R be a strictly convex function.
Assume that the gradient map ∇ψ : S → Rd is continuous. Then, ∇ψ is an injective
function.
The following lemma, proved in Section 7.3, shows how the growth of a convex function
depends on the diameter of its subdifferential set.
Lemma 7.2. Let f : Rd → R∪{+∞} be a convex function. Fix A ⊆ dom(f). Suppose that
sup{‖∂f(y)‖ : y ∈ A} < K for some absolute constant K. Then, |f(x)−f(x0)| ≤ K‖x−x0‖
for all x, x0 ∈ A.
Our next result, proved in Section 7.4, provides a sufficient condition for a vector to be
a subgradient of a convex function at a point.
Lemma 7.3. Let ψ : Rd → R ∪ {+∞} be a convex function. Fix x0 ∈ Rd. Suppose that
there exists ξ ∈ Rd such that
ψ(x) ≥ ψ(x0) + 〈ξ, x− x0〉, for all x ∈ Bδ(x0), (43)
where Bδ(x0) is the open ball of radius δ > 0 around x0 ∈ Rd. Then, ξ ∈ ∂ψ(x0).
The following result follows directly from the definition of the Legendre-Fenchel dual of
a convex function.
Lemma 7.4. Let ψ : Rd → R ∪ {+∞} be convex function and c ∈ R. Define φ : Rd →
R∪ {+∞} by φ(y) := ψ(y) + c for all y ∈ Rd. Let ψ∗ and φ∗ be the Legendre-Fenchel duals
of ψ and φ respectively. Then, φ∗(y) = ψ∗(y)− c for all y ∈ Rd.
We end this section with the following lemma which is proved in Section 7.5.
Lemma 7.5. Let S and Y be two convex subsets of Rd with non-empty interiors. Let
φ : S → R ∪ {+∞} and ψ : S → R ∪ {+∞} be two convex functions such that ∇φ :
Int(S) → Int(Y) is continuous and ∇φ = ∇ψ a.e. in Int(S) (w.r.t. Lebesgue measure).
Then, ψ is differentiable everywhere in Int(S) and ∇φ(y) = ∇ψ(y) for all y ∈ Int(S).
7.2. Proof of Lemma 7.1
Since ψ is strictly convex in S, for any x 6= y ∈ S, we have
ψ(x) > ψ(y) + 〈∇ψ(y), x− y〉, and − ψ(x) > −ψ(y)− 〈∇ψ(x), x− y〉.
5A function is called injective if and only if it is one-to-one.
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Adding both sides of two inequalities yields
〈∇ψ(x)−∇ψ(y), x− y〉 > 0, ∀x 6= y ∈ S. (44)
Now, (44) shows that if x 6= y, then, ∇ψ(x) 6= ∇ψ(y). This proves that ∇ψ is an injective
function in S.
7.3. Proof of Lemma 7.2
From the definition of the subdifferential,
〈z1, x− x0〉 ≤ f(x)− f(x0) ≤ 〈z2, x− x0〉 (45)
where z1 ∈ ∂f(x0) and z2 ∈ ∂f(x). Owing to (45),
|f(x)− f(x0)| ≤ max{|〈z1, x− x0〉|, |〈z2, x− x0〉|} ≤ K‖x− x0‖
where the last inequality follows from Cauchy-Schwarz inequality and recalling that
max{‖z1‖, ‖z2‖} ≤ K.
7.4. Proof of Lemma 7.3
Assume that there exists z ∈ Rd such that
ψ(z) < ψ(x0) + 〈u, z − x0〉. (46)
Choose α ∈ (0, 1) such that z′ := αz + (1− α)x0 ∈ Bδ(x0). Then,
ψ(z′) ≤ αψ(z) + (1− α)ψ(x0) < ψ(x0) + 〈u, z′ − x0〉 (47)
where the first inequality follows from the convexity of ψ and the second inequality is
obtained by using (46) and the definition of z′. Since (47) contradicts (43) (as z′ ∈ Bδ(x0)),
there cannot exist z satisfying (46).
7.5. Proof of Lemma 7.5
Let us define B := {y ∈ Int(S) : ∇φ(y) = ∇ψ(y)}. We need to show that B = Int(S). We
prove this by contradiction. Suppose that there exists x ∈ Int(S)\B. Let us first assume that
∂ψ(x) is a singleton set. Since the Lebesgue measure of Int(S)\B is 0, B is dense in Int(S).
Hence, there exists a sequence {xn} ⊂ B such that xn → x as n→∞. Note that ∇φ(xn) =
∇ψ(xn) for all n ≥ 1. Since ∇φ is continuous in Int(S), therefore, ∇φ(xn) converges to
∇φ(x). Since any limiting point of ∇ψ(xn) belongs to ∂ψ(x), therefore, ∇φ(x) ∈ ∂ψ(x). As
∂ψ(x) is a singleton set, so, ∇ψ(x) = ∇φ(x).
In order to complete the proof, it suffices now to assume that ∂ψ(x) has more than
one point. Note that ∂ψ(x) is a closed convex set. Let us fix z1, z2 ∈ ∂ψ(x) such that
‖z1 − z2‖ ≥ min{diam(∂ψ(x)), 1}. For any δ > 0, we claim that there exist  > 0 and
w1, w2 ∈ B(x) ∩ B such that ‖∇ψ(wi) − zi‖ ≤ δ for i = 1, 2. The proof of this claim is
very similar to the proof of Claim 7.6. So, we omit the details here. Due to this claim there
exists two sequences {x(1)n }n≥1, {x(2)n }n≥1 ⊂ B such that x(i)n → x as n → ∞ for i = 1, 2,
but, ∇φ(x(1)n ) → z1 and ∇φ(x(2)n ) → z2. But, this contradicts the continuity of ∇φ at x.
Hence, the result follows.
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7.6. Proof of Lemma 3.1
The first assertion follows directly from Lemma 2.1. To see the second assertion, note that
if x ∈ ∂ψ∗(y) for some y ∈ B, then, y ∈ ∂ψ(x) which implies that x ∈ (∂ψ)−1(B) and
hence, ∂ψ∗(B) ⊂ (∂ψ)−1(B). Using a similar argument, one can show that (∂ψ)−1(B) ⊂
∂ψ∗(B).
7.7. Proof of Lemma 3.2
Proof of (a): We prove (12) by contradiction. Let S be the support of µ. Let us denote
B := {u ∈ S : R(Q(u)) 6= u}.
Note that B is a Borel subset of S as Q and R are both Borel measurable functions.
Assume that µ(B) > 0. Since Q and R are gradients of convex functions, by Alexandrov’s
differentiability theorem (see e.g., [2, Theorem 5.5.4]), Q (respectively R) is differentiable
a.e. w.r.t. Lebesgue measure on S (respectively Rd). Let DQ ⊂ S and DR ⊂ Rd be the set
of points where Q and R are differentiable. As µ is absolutely continuous on S,
µ(B) = µ(B ∩DQ) > 0. (48)
Note that B ⊂ Q−1(Q(B)) for any Borel set B ⊂ S. Combining this with the fact Q#µ = ν,
we get
µ(B ∩DQ) ≤ µ
(
Q−1
(
Q(B ∩DQ)
))
= ν
(
Q(B ∩DQ)
)
. (49)
Owing to (48) and (49), we may write
0 < ν
(
Q(B ∩DQ)
)
= ν
(
Q(B ∩DQ) ∩DR
)
.
where the last equality is obtained by combining the fact that ν is absolutely continuous on
Rd and the complement of DR has zero Lebesgue measure. This shows that Q(B∩DQ)∩DR
is non-empty. Fix y ∈ Q(B∩DQ)∩DR. There exists x ∈ B∩DQ such that Q(x) = y. Let Q
and R are be gradients of two convex functions ψ and ψ∗ where ψ∗ is the Legendre-Fenchel
dual of ψ. Since y = ∇ψ(x), by Lemma 2.1, we get x ∈ ∂ψ∗(y). Recall that y belongs to
DR. Hence, ∇ψ∗(y) exists and is equal to x. Combining this with Q(x) = y and noting that
∇ψ∗(y) = R(y) yields R(Q(x)) = x which contradicts that x ∈ B. Hence, the result follows.
Now, we turn to showing that R#ν = µ. Fix B ⊂ S. Then,
ν(R−1(B)) = µ(Q−1(R−1(B))) = µ((R ◦Q)−1(B)) = µ(B)
where the first equality follows since Q#µ = ν, the second equality holds because Q−1 ◦
R−1 = (R ◦Q)−1 and the last equality is a direct consequence of (12). This completes the
proof.
Proof of (b): Let Θf and Θg be the set of points where f and g are positive. Denote the
sets of points where Q and R are differentiable by DQ and DR. Note that
ρQ(A) =
∫
Q(A)∩Θg
1
g(x)
g(x)dx =
∫
Q(A)∩Θg∩DR
1
g(x)
dν(x)
=
∫
Q−1(Q(A)∩Θg∩DR)
1
g(Q(x))
dµ(x) =
∫
Q−1(Q(A)∩Θg∩DR)∩DQ
f(x)
g(Q(x))
dx. (50)
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The first two equalities follow since the complements of Θg and DR have zero Lebesgue
measure. The third equality follows by noting that Q#µ = ν. The last equality holds
because the complement of DQ has zero Lebesgue measure and µ is absolutely continuous
with density f . Now, we claim and prove that
A ⊇ Q−1(Q(A) ∩Θg ∩DR) ∩DQ ⊇ A ∩Q−1(Θg ∩DR) ∩DQ. (51)
We start with proving that Q−1(Q(A)∩Θg∩DR)∩DQ is contained in A. Fix y ∈ Q−1(Q(A)∩
Θg ∩ DR) ∩ DQ. Since y ∈ DQ, ∂ψ(y) is singleton, i.e., there exists x ∈ Q(A) ∩ Θg ∩ DR
such that Q(y) = x. Note that x ∈ DR. This in combination with the fact Q(y) = x and
Lemma 2.1 implies that ∂ψ∗(x) is also a singleton set and hence, R(x) = y. However, if
there exists y′ 6= y ∈ A such that x ∈ Q(y′), then, by Lemma 2.1, we must have y′ ∈ R(x)
which contradicts R(x) = y. Hence, y must belong to the set A.
Now, we turn to show that A ∩ Q−1(Θg ∩DR) ∩DQ is contained in Q−1(Q(A) ∩ Θg ∩
DR)∩DQ. Fix y ∈ A∩Q−1(Θg∩DR)∩DQ. It suffices to show that Q(y) ∈ Q(A)∩Θg∩DR.
Since y ∈ A, trivially, Q(y) ∈ Q(A). Furthermore ∂ψ(y) is a singleton set because y ∈ DQ.
Combining this with y ∈ Q−1(Θg ∩DR) yields Q(y) ∈ Θg ∩DR. Therefore, we have Q(y) ∈
Q(A) ∩Θg ∩DR. This completes the proof of (51).
Applying (51) in (50) yields∫
A∩Q−1(Θg∩DR)∩DQ
f(x)
g(Q(x))
dx ≤ ρQ(A) ≤
∫
A
f(x)
g(Q(x))
dx.
Observe that the complement of Q−1(Θg ∩ DR) ∩ DQ has zero measure w.r.t. µ because
µ(Q−1(Θg ∩DR)) = ν(Θg ∩DR) = 1 and µ(DQ) = 1. As a consequence, we get
ρQ(A) =
∫
A
f(x)
g(Q(x))
dx.
This completes the proof of (b).
7.8. Proof of Proposition 3.3
Proof of (a): Our proof of this proposition will be similar in spirit to the proof of Theo-
rem 1.1 of Figalli [36]. We denote Lebesgue measure of any Borel set E ⊂ Rd by |E|. Define
the probability measure ρψ∗ as
ρψ∗(E) :=
∣∣∂ψ∗(E)∣∣,
for any Borel set E ⊂ Y. By Lemma 2.1, we have ∂ψ∗(E) = (∂ψ)−1(E). This implies that
ρψ∗(E) = |(∂ψ)−1(E)|. Fix any open bounded set Ω ⊂ Y. Now, we claim and prove that,
there exist 0 < λ ≤ Λ such that
λ|B| ≤ ρψ∗(B) ≤ Λ|B| (52)
for any Borel set B ⊂ Ω. To see (52), fix a Borel set B ⊂ Ω. Let n ∈ N be such that Ω ⊂ Kn.
Using the definition of the measure ρψ∗ and observing that (∂ψ)
−1(B) ⊂ S, we may write
ρψ∗(B) =
∫
(∂ψ)−1(B)
dx =
∫
(∂ψ)−1(B)
pS(x)
1
pS(x)
dx (53)
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where pS(·) is the density of the probability measure µ supported on S. According to our
assumption, pS is upper and lower bounded by positive constants everywhere in S. Applying
the upper and lower bound on pS(·) into the right side of (53) and invoking the relation∫
(∂ψ)−1(B)
pS(x)dx = µ((∂ψ)−1(B)) = ν(B)
yields
cν(B) ≤ ρψ∗(B) ≤ Cν(B) (54)
for some constants 0 < c ≤ C. Since B ⊂ Kn, we get λn|B| ≤ ν(B) ≤ Λn|B| via (13).
Substituting these inequalities into (54) yields (52).
If ψ∗ is a strictly convex function on Ω, then, by [35, Corollary 4.21] and (52), ψ∗
belongs to the class6 C1,α, for some α > 0 in Ω; thus ∇ψ∗ is continuous everywhere in Ω.
By repeating the same argument we can show that ∇ψ∗ will be continuous in any open
bounded set Ω ⊂ Y if ψ∗ is strictly convex on Y. This shows the continuity of ∇ψ∗ in
Int(Y). Once ∇ψ∗ is continuous in Int(Y), we may continuously extend it to the boundary
of Y. Hence, under the condition of strict convexity of ψ∗, the map ∇ψ∗ will be continuous
everywhere in Y and then, by Lemma 7.1, ∇ψ∗ will be injective. Combining continuity and
injectivity of the map ∇ψ∗ with the fact7 that ∇ψ∗(Int(Y)) = Int(S) implies that ∇ψ∗ is
a homeomorphism from Int(Y) to Int(S). So, it suffices to show that ψ∗ is strictly convex
everywhere in Int(Y). We will show this last statement in the rest of the proof.
Suppose first that Y is a bounded set. Note that (52) shows that the required condition
for [35, Corollary 4.11] is satisfied for the convex function ψ∗ in the interior of Y, thereby
implying that ψ∗ will be strictly convex in Int(Y).
In the rest of the proof, we assume Y is unbounded. Let y ∈ Int(Y) and fix θ ∈ ∂ψ∗(y).
Define
`(z) := ψ∗(y) + 〈θ, z − y〉,∀z ∈ Rd, and Σ := {z ∈ Rd : ψ∗(z) = `(z)}.
If Σ is singleton, then, ψ∗ is strictly convex at y. Suppose Σ is not a singleton set. As (52)
is satisfied for ψ∗ for any convex set Kn (with n ∈ N), therefore, [35, Theorem 4.10] shows
that there is no exposed point8 of Σ in the compact set Kn. If Σ does not have any exposed
point, then, there are only two possible ways (see [35, Theorem A.10]) in which Σ may not
be a singleton set. Those are written as follows:
1. Σ contains a full-line in Y.
2. Σ contains a half-line starting from y.
In the following, we show that neither of these two conditions can hold under assump-
tion (13).
Let us first suppose that Σ contains a full-line in Y. Fix z ∈ Int(Y) and θ1(6= θ) ∈ ∂ψ∗(z).
Since Σ contains a full line, therefore, there exists a vector e0 such that y + te0 ∈ Σ for all
t ∈ R. As θ ∈ ∂ψ∗(y + te0), hence, because of convexity, one may write
〈θ − θ1, y + te0 − z〉 ≥ 0.
6We denote the class of functions whose kth derivative is α-Ho¨lder continuous by Ck,α.
7This follows by combining our assumption ∂ψ(Int(S)) = Int(Y) with Lemma 2.1.
8An exposed point of convex set A is a point x ∈ A where some linear functional attains its strict
maximum over A.
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Letting t to −∞ and +∞, we see that
〈θ − θ1, e0〉 ≤ 0, 〈θ − θ1, e0〉 ≥ 0
which implies that 〈θ−θ1, e0〉 = 0. Since the choice z was arbitrary, ∂ψ∗(Int(Y)) is contained
in the hyperplane {u : 〈θ − u, e0〉 = 0}. This contradicts the fact that ∂ψ∗#ν = µ (follows
from Lemma 3.2) because µ({u : 〈θ − u, e0〉 = 0}) = 0. Thus, Σ cannot contain a full line.
Now, it remains to show that Σ does not contain a half-line starting from y. We prove
this by contradiction. Let Σ contain a half-line starting from y. For any y1 ∈ Int(Y) and
θ1 ∈ ∂ψ∗(y1),
〈θ1 − θ, y1 − y〉 ≥ 0. (55)
As Σ contains a half-line starting from y, therefore, y + te1 ∈ Σ for all t ≥ 0 where e1 is
some vector in Rd. As θ ∈ ∂ψ∗(y + te1) (for t ≥ 0) plugging y + te1 in place of y into (55)
yields
〈θ1 − θ, y1 − y − te1〉 ≥ 0
which, by letting t to +∞, implies
∂ψ∗(Int(Y)) ⊂ H :=
{
z : 〈z − θ, e1〉 ≤ 0
}
. (56)
Since Int(S) ⊂ ∂ψ∗(Int(Y)) (which follows from the assumption ∂ψ(Int(S)) = Int(Y) and
Lemma 2.1), (56) implies that Int(S) ⊂ H and θ ∈ Bd(S ∩H). The last fact follows from
the observations: (i) θ ∈ S, and (ii) θ ∈ Bd(H) (which can be seen by taking z = θ
in (56)). Without loss of generality, we may assume that ‖e1‖ = 1. Let e1, e2, e3, . . . , ed be
a orthonormal set of vectors in Rd. For any vector z ∈ Rd, define
‖z‖ê1 :=
d∑
i=2
〈z, ei〉2.
For any τ > 0 small, let us define
Uτ := Int(Y) ∩
{
x ∈ Rd : 〈x− y, e1〉 ≥ 0, ‖x− y‖ê1 ≤ τ〈x− y, e1〉
}
,
Vτ := Int(S) ∩
{
z ∈ Rd : −τ‖z − θ‖ê1 ≤ 〈z − θ, e1〉 ≤ 0
}
.
Now, we claim and prove that ∂ψ∗(Uτ ) ⊂ Vτ . Let ẑ ∈ Uτ and fix z ∈ ∂ψ∗(Uτ ). Using
convexity of ψ∗, we get
〈z − θ, ẑ − y − te1〉 ≥ 0, ∀ t ≥ 0.
Setting t = 0 we get 〈z − θ, ẑ − y〉 ≥ 0 and letting t→ +∞ we see 〈z − θ, e1〉 ≤ 0. We may
now write
0 ≤ 〈z − θ, ẑ − y〉 =
d∑
i=1
〈z − θ, ei〉 · 〈ei, ẑ − y〉. (57)
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Note that as ẑ ∈ Uτ , 〈z−θ, e1〉 · 〈e1, ẑ−y〉 = |〈ẑ−y, e1〉| · 〈e1, z−y〉 and by Cauchy-Schwarz
inequality, we have
d∑
i=2
〈z − θ, ei〉 · 〈ei, ẑ − y〉 ≤ ‖z − θ‖ê1‖ẑ − y‖ê1 .
Plugging these into the right side of (57) and applying ‖ẑ − y‖ê1 ≤ τ |〈ẑ − y, e1〉| and
simplifying yields 0 ≥ 〈z−θ, e1〉 ≥ −τ‖z−θ‖ê1 which shows that z ∈ Vτ . Hence, ∂ψ∗(Uτ ) ⊂
Vτ .
Since Uτ contains y and y + e1, following a geometric argument of [37, Theorem 5.1,
Figure 1] (see also [22]), we see that the Lebesgue measure of Uτ ∩B2(y) is bounded below
by C1τ
d−1 for some positive constant C1 > 0 when τ is small. Using a similar argument
as in [37, Theorem 5.1] (see also [36]), it also follows that the Lebesgue measure of Vτ is
bounded above by C2τ
d+1, where C2 > 0. Combining all these, we get, for some c1, c2 > 0,
c2τ
d+1 ≥ µ(Vτ ) ≥ µ(∂ψ∗(Uτ ∩B2(y)))
= µ((∂ψ)−1(Uτ ∩B2(y))) = ν(Uτ ∩B2(y)) ≥ c1τd−1. (58)
The first inequality follows since the Lebesgue measure of Vτ is bounded above by C2τ
d+1
and µ has bounded density on S. The second inequality follows since ∂ψ∗(Uτ ) ⊂ Vτ . The
first equality is a consequence of Lemma 2.1 and the second equality holds due to ∂ψ#µ = ν.
The last inequality follows from combining (13) with the fact that the Lebesgue measure of
Uτ ∩B2(y) is lower bounded by C1τd−1.
Letting τ → 0, we see that (58) cannot hold. Thus, Σ cannot have a half-line in Y
starting at y. This shows that Σ is a singleton set for all y ∈ Int(Y). Hence, ψ must be a
strictly convex function. This completes the proof of (a).
Proof of (b): Since ∇ψ∗ is an one-to-one and onto map from Int(Y) to Int(S), due to
Lemma 2.1, ∇ψ is also an one-to-one and onto map from Int(Y) to Int(S). Moreover,
Lemma 2.1 also implies that ∇ψ = (∇ψ∗)−1 in Int(S). From part (a), we know ∇ψ∗ is
a homeomorphism from Int(Y) to Int(S). Hence, ∇ψ is a homeomorphism from Int(S) to
Int(Y). This completes the proof.
7.9. Proof of Lemma 3.6
It suffices to show that for any Borel set B ⊆ S, P(R̂n(Xi) ∈ B) = µ(B). Let Sn be the set
of all permutations of {1, . . . , n}. Let σ ∈ Sn be a random permutation uniformly sampled
from Sn and independent of X1, . . . , Xn. Note that
(X1, . . . , Xn)
d
= (Xσ(1), . . . , Xσ(n)).
Furthermore, R̂n is a random map which does not depend on the permutation of Xi’s.
Owing to this, we have R̂n(Xi)
d
= R̂n(Xσ(i)) which yields
P(R̂n(Xi) ∈ B) = P(R̂n(Xσ(i)) ∈ B) = E[1(R̂n(Xσ(i)) ∈ B)]
= EX
[
Eσ[1(R̂n(Xσ(i)) ∈ B)]
]
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where EX denotes the expectation w.r.t. {X1, . . . , Xn} and Eσ denotes the expectation
w.r.t. σ and the randomization in R̂n(Xσ(i)). Taking the expectation w.r.t. the randomness
in the definition of the rank map (see (21)), we see that
EX
[
Eσ[1(R̂n(Xσ(i)) ∈ B)]
]
= EX
[ 1
n
n∑
i=1
n µ(Wi(ĥ) ∩B)
]
= EX
[
µ
(
B
)]
= µ(B)
where Wi(ĥ) is the polyhedral cell of [0, 1]
d which corresponds to Xi under the rank map
R̂n and we have used the fact that µ(∪ni=1Wi(ĥ)∪B) = µ(B). This completes the proof.
7.10. Proof of Lemma 3.4
Note that for any x ∈ Rd, from the definition of ψ̂∗n (see (19)), we have ψ̂∗n(x) ≥ 〈x, y〉−ψ̂n(y),
for all y ∈ Rd. Fix i ∈ {1, . . . , n}. As (see (16))
ψ̂n(u) =
{
max
{〈u,X1〉+ ĥ1, . . . , 〈u,Xn〉+ ĥn} ≥ 〈u,Xi〉+ ĥi if u ∈ S,
+∞ if u ∈ Sc.
we have −ĥi ≥ 〈y,Xi〉 − ψ̂n(y), for all y ∈ Rd. Thus, −ĥi ≥ supy∈Rd{〈y,Xi〉 − ψ̂n(y)} =:
ψ̂∗n(Xi). Note that, Wi(ĥ) is polyhedral set of dimension d and for all u ∈Wi(ĥ) (see (18)),
we have ψ̂n(u) = 〈u,Xi〉 + ĥi which implies that −ĥi = 〈y,Xi〉 − ψ̂n(y) ≤ ψ̂∗n(Xi) (by
definition). This completes the proof.
7.11. Proof of Lemma 3.5
As y = Cl(Wi1(ĥ)) ∩ . . . ∩ Cl(Wid+1(ĥ)) we have
ψ̂n(y) = 〈y,Xi1〉+ ĥi1 = . . . = 〈y,Xid+1〉+ ĥid+1 (59)
where ∇ψ̂n#µ = νn. As a consequence, we get
∂ψ̂n(y) = Conv(Xi1 , . . . , Xid+1).
Since x ∈ Int(Conv(Xi1 , . . . , Xid+1)), by Lemma 2.1, we have y ∈ ∂ψ̂∗n(x). If ψ̂∗n is affine
in a neighborhood of x, then, ∇ψ̂∗n(x) = y = R̂n(x). Throughout the rest of the proof, we
show that ψ̂∗n is affine in Int
(
Conv(Xi1 , . . . , Xid+1)
)
. For this it suffices to show that
ψ̂∗n(x) =
d+1∑
k=1
θkψ̂
∗
n(Xik), such that x =
d+1∑
k=1
θkXik (60)
where θk ≥ 0 for all k ∈ {1, . . . , d+ 1} and
∑d+1
k=1 θk = 1. By convexity, we know
ψ̂∗n(x) ≤
d+1∑
k=1
θkψ̂
∗
n(Xik). (61)
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We now have to show that the reverse inequality also holds. From the definition of Legendre-
Fenchel dual,
ψ̂∗n(x) ≥ 〈y, x〉 − ψ̂n(y) =
d+1∑
k=1
θk(〈y,Xik〉 − ψ̂n(y)) = −
d+1∑
k=1
θkĥik (62)
where the last equality is obtained by using (59). By Lemma 3.4, ψ̂∗n(Xi) = −ĥi for all
i = 1, . . . , n. Hence, from (62), we have ψ̂∗n(x) ≥
∑d+1
k=1 θkψ̂
∗
n(Xik) a.s. Combining this with
(61) proves (60). This completes the proof.
7.12. Proof of Lemma 3.7
Let ψX : Rd → R ∪ {+∞} be a convex function such that ∇ψX#µ = ν. Further, we can
assume that ψX(u) = +∞ for u /∈ S. Thus, from the definition of QX and RX , we have
QX(u) = ∇ψX(u), for µ-a.e. u, and RX(x) = ∇ψ∗X(x) for a.e. x. Let ψY : Rd → R ∪ {+∞}
be as defined
ψY (u) := c ψX(u) + 〈b, u〉, for all u ∈ Rd.
Then ψY (·) is a convex function, and for a.e. y ∈ Rd,
∇ψY (u) = c∇ψX(u) + b.
Let U ∼ µ. Further, using the facts that Y := cX + b and ∇ψX(U) ∼ ν, we get
∇ψY (U) = c∇ψX(U) + b
which has the same distribution as Y . Thus, ∇ψY (·) is the gradient of a convex function
that pushes forward µ to the distribution of Y . Therefore, for µ-a.e. u,
QY (u) = ∇ψY (u) = cQX(u) + b,
which yields the first result.
Next, using the form of ψY for a.e. y ∈ Rd, we have
ψ∗Y (y) := sup
u∈Rd
{〈y, u〉 − ψY (u)} = sup
u∈Rd
{〈y, u〉 − c ψX(u)− 〈b, u〉} = cψ∗X((y − b)/c).
Thus, for a.e. y ∈ Rd,
RY (y) := ∇ψ∗Y (y) = ∇ψ∗X((y − b)/c) =: RX((y − b)/c)
which yields the second result.
7.13. Proof of Lemma 3.8
Let ψY (u) = ψX(A
>u), for u ∈ Rd. Then∇ψY (u) = A∇ψX(A>u), for u ∈ Rd. By definition,
∇ψY is the gradient of a convex function (as ψX is a convex function). Moreover, for U ∼ µ
and X ∼ ν,
∇ψY (U) = A∇ψX(A>U) d= A∇ψX(U) d= AX,
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where we have used the fact A>U d= U , as U is spherically symmetric. Thus, ∇ψY is the
gradient of a convex function that transports U to AX, and this, by Lemma 2.2, completes
the proof of the first part.
Now, for y ∈ Rd,
ψ∗Y (y) = sup
u∈S
{u>y − ψY (u)} = sup
u∈S
{(A>u)>A>y − ψX(A>u)} = ψ∗X(A>y).
Thus, ∇ψ∗Y (y) = A∇ψ∗X(A>y) which completes the proof.
7.14. Proof of Proposition 3.9
We will prove the result when k = 2. The proof for k ≥ 3 is exactly similar. By Proposi-
tion 3.3 we can find convex functions ψi : Rdi → R∪{+∞}, i = 1, 2, such that ψi(ui) = +∞
for ui ∈ Rdi \ [0, 1]di and
Qi(ui) = ∇ψi(ui), for a.e. ui ∈ [0, 1]di .
Let us define the function ψ : Rd → R ∪ {+∞} as
ψ(u1, u2) := ψ1(u1) + ψ2(u2), for all (u1, u2) ∈ Rd1 × Rd2 . (63)
Observe that, as defined above, ψ(·) is a convex function and, for a.e. (u1, u2) ∈ [0, 1]d1 ×
[0, 1]d2 ,
∇ψ(u1, u2) = (∇ψ1(u1),∇ψ2(u2)) = (Q1(u1), Q2(u2)).
Obviously ∇ψ : [0, 1]d → Rd is the gradient of a convex function. Let Ui ∼ Uniform([0, 1]di),
for i = 1, 2 be independent. As Q1 and Q2 are the quantile maps of X1 ∼ ν1 and X2 ∼ ν2,
and X1 and X2 are independent, we have
∇ψ(U1, U2) = (Q1(U1), Q2(U2)) ∼ ν1 × ν2 = ν.
Thus, ∇ψ pushes forward µ to ν. As both Q and ∇ψ are: (i) gradients of convex functions,
and (ii) transport µ to ν, (22) now follows from the a.s. uniqueness of such a transport map
(see Theorem 2.2).
Recall the definitions of ψ1, ψ2, and ψ from above. Note that, for xi ∈ Rdi , for i = 1, 2,
ψ∗i (xi) = sup
yi∈Rdi
{〈xi, yi〉 − ψi(yi)}.
Further, using (63), for (x1, x2) ∈ Rd1 × Rd2 ,
ψ∗(x1, x2) = sup
(y1,y2)∈Rd1×Rd2
{〈x1, y1〉+ 〈x2, y2〉 − ψ(y1, y2)} = ψ∗1(x1) + ψ∗2(x2).
Therefore, for (x1, x2) ∈ Rd1 × Rd2 ,
∇ψ∗(x1, x2) = (∇ψ∗1(x1),∇ψ∗2(x2))>
which yields the desired result as R(x) = ∇ψ∗(x) for a.e. x and Ri(x) = ∇ψ∗i (xi) for
λdi-a.e. xi, for i = 1, 2.
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Now suppose that (22) holds. Let Q = ∇ψ, where ψ : Rd → R ∩ {+∞} is a convex
function. Let U = (U1, U2) ∼ Uniform([0, 1]d) where Ui ∼ Uniform([0, 1]di), for i = 1, 2,
and are independent. Note that as Q#µ = ν we have Q(U) ∼ ν. But, by (22), Q(U) d=
(Q1(U1), Q2(U2)) ∼ ν. As U1 and U2 are independent, Q1(U1) and Q2(U2) are independent
which in turn implies that (X1, X2) ∼ ν factors as a product measure. Thus X1 and X2 are
independent.
Finally, suppose that (23) holds. We will show that X1 and X2 are independent. We
prove this by contradiction. Recall Q#µ = ν. Let Q˜ : Rd → Rd be such that Q˜(u1, u2) =
(Q1(u1), Q2(u2)) µ-a.e. Recall that (22) implies the independence of X1 and X2. Thus,
Q˜#µ 6= ν when X1 and X2 are not independent. Let ψ and ψ˜ be two convex functions such
that Q = ∇ψ and Q˜ = ∇ψ˜. Suppose that there exists a Borel set B ⊂ Rd such that
µ
(
(∂ψ)−1(B)
)
6= µ((∂ψ˜)−1(B)). (64)
Owing to Lemma 3.1, we have Q−1(B) = R(B) and Q˜−1(B) = R˜(B) where R˜ : Rd → Rd is
defined by R˜(x1, x2) := (R1(x1), R2(x2)). Due to (23), R(B) = R˜(B). Hence, the inequality
of (64) should be equality which contradicts Q˜#µ 6= ν. Hence, (23) implies that X1 and X2
are independent.
7.15. Proof of Theorem 4.1
We prove (25) by contradiction. Let us assume that there exists K ⊂ Int(S) compact such
that
P
(AK) > 0 (65)
where
AK :=
{
ω ∈ Ω : sup
u∈K
‖Q̂n(u)−Q(u)‖(ω) 6→ 0
}
.
Our goal is to show that (65) does not hold. Let F be the set of all 1-Lipschitz continuous
functions on Int(Y) that are bounded by absolute value 1. Denote by
D :=
{
ω ∈ Ω : sup
f∈F
∣∣∣∣∫ fdν̂n − ∫ fdν∣∣∣∣→ 0
}
.
As ν̂n converges weakly to ν (for a.e. ω), we know that P(D) = 1. Therefore, P(AK ∩D) =
P(AK). Thus, it suffices to show that P(AK ∩D) > 0 does not hold, which would yield a
contradiction and prove (25).
Fix some ω ∈ AK ∩ D. There exists a subsequence {nk}k≥1 and δ > 0 such that
supu∈K ‖Q̂nk(u) − Q(u)‖(ω) ≥ δ, for all k ≥ 1. In the following four steps, we show that
there exists a further subsequence {nk`}`≥1 such that supu∈K ‖Q̂nk` (u)−Q(u)‖(ω)→ 0 as
`→∞, which will give rise to a contradiction.
In the following, for notational simplicity, we will drop using the sample space Ω and
sample element ω from all probability statements.
Let ψ̂n : Rd → R∪{+∞} be a potential function whose gradient transports µ to ν̂n. Let
ψ̂∗n : Rd → R be the convex conjugate (Legendre-Fenchel dual) of ψ̂n. Let x0 ∈ Int(S). For
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convenience, without loss of generality (as ψ̂n is unique up to a constant, by Lemma 7.4 the
same is true for ψ̂∗n), we define ψ̂∗n(Q(x0)) = 0 for all n ∈ N (see e.g., [31, Lemma 2.1]).
Fix a sequence of convex compact sets {Fm}m≥1 ⊂ Rd such that Fm ↑ Rd (see
Definition 2.2), Fm is a continuity set9 of ν, and Q(x0) ∈ Fm, for all m ≥ 1.
Step I: We construct a convex function ψ∗ : Rd → R and a subsequence of convex functions
{ξ̂p}p≥1 ⊂ {ψ̂∗nk}k≥1 such that ξ̂p converges to ψ∗ uniformly in Fm as p→∞, for all m ≥ 1.
Proof of Step I: Since supx∈Rd ‖∂ψ̂∗n(x)‖ ≤ supu∈S ‖u‖ (as ∂ψ̂∗n#µ = ν̂n) and ψ̂∗n(Q(x0)) =
0, {ψ̂∗n}n≥1 is a sequence of uniformly bounded continuous functions when restricted on
any compact set Fm, for m ∈ N. Using Arzela-Ascoli’s theorem we get a subsequence
{ξ(1)` }` ⊂ {ψ̂∗nk}k such that supx∈F1 |ξ
(1)
` (x)−ψ∗1(x)| → 0 as `→∞, where ψ∗1 is a continuous
function on F1. In fact, ψ∗1 is a convex function on F1, as for x1, x2 ∈ F1 and θ ∈ [0, 1],
ψ∗1(θx1 + (1− θ)x2) = lim
`→∞
ξ1` (θx1 + (1− θ)x2)
≤ lim
`→∞
[θξ1` (x1) + (1− θ)ξ1` (x2)] = θψ∗1(x1) + (1− θ)ψ∗1(x2),
where we have used the convexity of ξ1` .
Using Arzela-Ascoli repeatedly, we construct an ordered collection of sequences {ξ(1)` }` ⊃
{ξ(2)` }` ⊃ . . . such that, for any m ≥ 1,
sup
x∈Fm
|ξ(m)` (x)− ψ∗m(x)| → 0, as `→∞, (68)
where ψ∗m : Fm → R is a convex function. From the construction, it is clear that {ψ∗m}m≥1
satisfies the tower property, i.e.,
ψ∗m
∣∣
Fm−1 = ψ
∗
m−1 for any m ≥ 2.
Using {ψ∗m}m≥1, we construct a function ψ∗ : Rd → R such that ψ∗
∣∣
Fm = ψ
∗
m, i.e., for
x ∈ Fm, let
ψ∗(x) := ψ∗m(x).
Because of the tower property and the continuity, the function ψ∗ is well-defined everywhere
in Rd. Note that ψ∗ is a convex function. To see this, fix x1, x2 ∈ Rd and θ ∈ [0, 1]. There
exists m such that x1, x2 ∈ Fm. To this end, combining (68) and ψ∗
∣∣
Fm = ψ
∗
m yields
ψ∗(θx1 + (1− θ)x2) ≤ θψ∗(x1) + (1− θ)ψ∗(x2) which shows the convexity of ψ∗.
For any p ∈ N, define ξ̂p := ξ(p)p . Hence, {ξ̂p}p≥m ⊂ {ξ(m)p }p≥m for all m ∈ N. As a
consequence, ξ̂p converges uniformly to ψ
∗ in Fm as p→∞, for all m ≥ 1. This completes
the construction of Step I.
Step II: We will construct a convex function ψ˜ : S → R ∪ {+∞} from the subsequential
limit of {ξ̂∗p}p≥1 where ξ̂∗p is the Legendre-Fenchel dual of ξ̂p.
Before proceeding to the details of Step II, let us sketch the overall outline of the main
ideas in the proof. For any compact set K ⊂ Int(S) and y0 ∈ K, using the triangle inequality
9Recall that a continuity set of a measure ρ is any Borel set B such that ρ(Bd(B)) = 0 where Bd(B) is
the boundary set of B.
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and Lemma 7.2, we get
sup
y∈K
|ξ̂∗p(y)| ≤ |ξ̂∗p(y0)|+ sup
y∈K
|ξ̂∗p(y)− ξ̂∗p(y0)|
≤ |ξ̂∗p(y0)|+ sup
y∈K
‖∂ξ̂∗p(y)‖ sup
y∈K
‖y − y0‖. (69)
If one can show that there exists y0 ∈ K such that |ξ̂∗p(y0)|, for p ≥ 1, is uniformly bounded
and ∂ξ̂∗p(K), for all large p, is contained in one compact set, then, the right hand side of (69)
can be uniformly bounded (as S is compact). If this is possible, then, we can apply Arzela-
Ascoli’s theorem (in the same way as in Step I) for constructing a subsequential limit of
{ξ̂∗p}p≥1. One may notice that ∂ξ̂∗p maps S to Y which can potentially be an unbounded set.
If Y is bounded, we can easily bound the second term on the right hand side of (69). So,
without loss of generality, we assume throughout the rest of Step II that Y is unbounded.
Hence, {ξ̂∗p}p≥1 may not be uniformly bounded in any compact subset of Int(S). Thus, it
is not a priori clear if one can apply Arzela-Ascoli’s theorem to the sequence {ξ̂∗p}p≥1. The
main challenge of Step II is to overcome this difficulty.
The pivotal point of Step II is Claim 7.3, stated below, where we show that for any
compact set K, there exists p0 = p0(K) such that ∂ξ̂
∗
p(K)’s are uniformly bounded, for all
p ≥ p0. To prove Claim 7.3, we mainly need two inputs: (i)∇ψ∗ (see Step I for its definition)
is a homeomorphism, and (ii) for any compact set K ⊂ Int(S), there exists m ∈ N such that
K ⊂ Int(∇ψ∗(Fm)). The first of these two facts follows as a consequence of Claim 7.1 (stated
below) and the second is stated as Claim 7.2 below. Since Claim 7.3 will guarantee that
{∂ξ̂∗p(K)}p≥1 is uniformly bounded, for applying Arzela-Ascoli’s theorem to the sequence
{ξ̂∗p}p≥1, it only remains to show (via (69)) that {ξ̂∗p}p≥1 is uniformly bounded at least
at one point in K. This will be proved in Claim 7.4 below. In what follows, we formalize
the above steps with the precise statements of the claims (whose proofs are deferred to
Section A).
We first state Claim 7.1 (proved in Section A.1) which will help us show that ∇ψ∗ is a
homeomorphism from Int(Y) to Int(S).
Claim 7.1. Let ψ be the Legendre-Fenchel dual of ψ∗. Then, ∂ψ#µ = ν for all ω ∈ AK∩D.
Combining Claim 7.1 with Theorem 2.2 and Lemma 7.5 shows that∇ψ : Int(S)→ Int(Y)
and ∇ψ∗ : Int(Y)→ Int(S) remain the same as we vary ω ∈ Ak ∩D. This is a consequence
of the two facts: (a) ∇ψ and ∇ψ∗ are a.e. equal to the quantile map Q and the rank map
R (by Claim 7.1 and Theorem 2.2), and (b) Q : Int(S) → Int(Y) and R : Int(Y) → Int(S)
are homeomorphisms (from the assumption of Theorem 4.1). Therefore, ∇ψ : Int(S) →
Int(Y) and ∇ψ∗ : Int(Y) → Int(S) are homeomorphisms and ∇ψ∗(y) = (∇ψ)−1(y) for all
y ∈ Int(Y).
Let us now fix a compact set K ⊂ Int(S) such that Bδ0(x0) ∈ Int(K), for some δ0 > 0.
We now state Claim 7.2 which will be proved in Section A.2.
Claim 7.2. Let K ⊂ Int(S) be a compact set. There exists a compact set J ⊂ Int(Y) such
that K ⊂ Int(∇ψ∗(J)).
Now, we are ready to state two pivotal claims (proved in Sections A.3 and A.4, respec-
tively) of Step II. Each of these two claims will be followed by a brief outline of the main
ideas used in their proofs.
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Claim 7.3. Recall that ξ̂∗p is the convex conjugate of ξ̂p, for all p ≥ 1, and let K ⊂ Int(S)
be a compact set. There exist a compact set W ⊂ Int(Y) and p0 = p0(K) ∈ N such that
∂ξ̂∗p(K) ⊂W for all p ≥ p0.
The proof of Claim 7.3 has mainly two components, namely, (a) there exists a compact
set W ⊂ Int(Y) such that K ⊂ ∂ξ̂p(W), and (b) K ∩ ∂ξ̂p(Y\W) = ∅ for all large p. For
showing (a), we rely on Claim 7.2 and the fact that ∂ξ̂p converges uniformly to ∇ψ∗ on
compacts (for this we use Lemma 4.2). In order to show (b), we again use Lemma 4.2 along
with the fact that ∇ψ∗ is injective in Int(Y).
Claim 7.4. Recall that we have fixed ξ̂p(Q(x0)) = 0 before Step I. For any δ > 0, there
exists p0 = p0(δ) ∈ N and y = y(x0, δ) ∈ Bδ(x0) such that
|ξ̂∗p(y)| ≤ (‖x0‖+ δ)‖Q(x0)‖ for all p ≥ p0.
To prove Claim 7.4, we appeal to the fact that there exists y ∈ ∂ξ̂p(Q(x0)) such that
ξ̂∗p(y) + ξ̂p(Q(x0)) = 〈y,Q(x0)〉 (since ξ̂∗p is the Legendre-Fenchel dual of ξ̂p). Note that y
comes closer to x0 as p→∞ because ∂ξ̂p(Q(x0)) converges toR(Q(x0)) = x0 via Lemma 4.2.
Now, we are ready to complete the construction of Step II. Combining Claims 7.3
and 7.4 with Lemma 7.2 and (69) shows that, there exist p0 = p0(K, δ0) ∈ N, a compact set
W ⊂ Int(Y) and yx0 ∈ B(x0, δ) such that for all p ≥ p0,
sup
y∈K
|ξ̂∗p(y)| ≤ |ξ̂∗p(yx0)|+ sup
y∈K
|ξ̂∗p(y)− ξ̂∗p(yx0)|
≤ (‖x0‖+ δ)‖Q(x0)‖+ sup
x∈W
‖x‖ × diam(S), (70)
where the second line of (70) follows since |ξ̂∗p(y)| ≤ (‖x0‖+δ)‖Q(x0)‖ and |ξ̂∗p(y)−ξ̂∗p(yx0)| ≤
supx∈W ‖x‖ · ‖y − yx0‖ by Lemma 7.2. Note that (70) implies that {ξ̂∗p}p≥1 is uniformly
bounded in K for all p ≥ p0. Hence, by applying Arzela-Ascoli’s theorem, there exists a
further subsequence {ξ̂∗pr}r ⊂ {ξ̂∗p}p such that ξ̂∗pr converges to some convex function10
ψ˜K : K→ R uniformly over K as r →∞. Now, we fix a sequence of compact sets {Km}m≥1
such that Km ↑ Int(S) and there exists δ0 > 0 such that Bδ0(x0) ⊂ Km for all m ≥ 1. Owing
to the construction given above, there exists a set of towering subsequences
{ξ̂∗p}p≥1 ⊃ {ξ̂∗,(1)p }p≥1 ⊃ {ξ̂∗,(2)p }p≥1 ⊃ . . .
such that ξ̂
∗,(m)
p converges uniformly to a convex function ψ˜m in Km (similar to Step I).
Moreover, {ψ˜m}m has the towering property, i.e., for any m2 < m1 then, one has ψ˜m1 |Km2 =
ψ˜m2 . Thus, one can define a convex function ψ˜ : Int(S)→ R by taking increasing limits of
{ψ˜Km} such that
ψ˜
∣∣
Km
= ψ˜m, for all m ≥ 1.
Further, we extend the definition of ψ˜ to S by enforcing l.s.c. This completes the construction
of Step II.
Step III: In the last two steps, we have constructed two convex functions ψ∗ : Rd → R
and ψ˜ : S → R. Here, we claim and prove that ψ˜ is differentiable everywhere in Int(S) and
∇ψ˜ = (∇ψ∗)−1 in Int(S), for all ω ∈ AK ∩D.
10Convexity of the ψ˜K in K follows from a similar argument as in (66).
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Proof of Step III: We begin by proving that if y = ∇ψ∗(x) for some y ∈ Int(S) and
x ∈ Int(Y), then, x ∈ ∂ψ˜(y). Since ∇ψ : Int(Y) → Int(S) is a homeomorphism, there
exists two compact convex sets K′ ⊂ Int(S) and K′′ ⊂ Int(Y) such that x ∈ ∇ψ∗(K′′) ⊂ K′.
By the construction of Step II, there exists m0 ∈ N such that K′ ⊂ Int(Km0) and ξ̂∗,(m0)p
converges uniformly to ψ˜ in Km0 . From Step I, we know that ξ̂p converges uniformly to ψ
∗
uniformly in K′′ as p→∞. Combining this uniform convergence with Lemma 4.2-(e) yields
that x ∈ ∂ψ˜(y). This holds for all x ∈ Int(Y) and y ∈ Int(S) satisfying y = ∇ψ∗(x). Hence,
the claim of Step III follows by Lemma 4.3.
Step IV: Here, we combine Steps I-III to complete the proof of Theorem 4.1-(a).
The following claim (proved in Section A.5) summarizes the main properties of the
functions ψ∗ and ψ˜ constructed in Step I and Step II, respectively.
Claim 7.5. Assume that Q : Int(S)→ Int(Y) is a homeomorphism. Then, for all ω ∈ AK∩
D, ∇ψ˜ : Int(S) → Int(Y) and ∇ψ∗ : Int(Y) → Int(S) are homeomorphisms. Furthermore,
∇ψ˜ = Q and ∇ψ∗ = R everywhere in Int(S) and Rd, respectively.
Proof of (a): On the event AK ∩D, for {ψ̂nk}k≥1 satisfying supu∈K ‖∂ψ̂nk(u)−Q(u)‖ ≥ δ
and ψ̂nk#µ = ν̂nk , we have constructed (in Steps I-III) two convex functions ψ˜ and ψ
∗
such that ∇ψ˜ : Int(S) → Int(Y) and ∇ψ∗ : Int(Y) → Int(S) are homeomorphisms and for
any two compact sets K ⊂ Int(S) and K ′ ⊂ Int(Y) there always exists a further subsequence
{nk`}`≥1 satisfying
sup
u∈K
‖ψ̂nk` (u)− ψ˜(u)‖ → 0, sup
v∈K′
‖ψ̂∗nk` (v)− ψ
∗(v)‖ → 0, (71)
as ` → ∞, with ∇ψ˜ = Q and ∇ψ∗ = R everywhere in S and Y respectively. Combining
(71) with Lemma 4.2-(c), we get, as `→∞,
sup
u∈K
‖∂ψ̂nk` (u)−∇ψ˜(u)‖ → 0, sup
v∈K′
‖∂ψ̂∗nk` (v)−∇ψ
∗(v)‖ → 0.
This implies AK ∩D is empty. Hence, P(AK) = P(AK ∩D) = 0. This proves (25).
Proof of (b): On the event D, for any subsequence {nk}k≥1 satisfying supv∈K′ ‖∂ψ̂∗nk(v)−
R(v)‖ ≥ δ (or, satisfying supv∈Rd ‖∂ψ̂∗nk(v) − R(v)‖ ≥ δ), one can construct a further
subsequence {nk`}`≥1 (using Step I and Step II) such that ψ̂∗nk` converges uniformly to a
convex function ψ∗ on compacts such that ∇ψ∗ : Int(S)→ Int(Y) is a homeomorphism.
So, ∇ψ∗ is equal to R a.e. in Int(Y). Due to the continuity of R, ∇ψ∗ is equal to R
everywhere in Int(Y) by Lemma 7.5. Hence, by Lemma 4.2-(c),
sup
v∈K
‖∂ψ̂∗nk` (v)−∇ψ
∗(v)‖ → 0 as `→∞,
for all compact sets K ⊂ Int(Y). By taking K = K ′, one gets
0 = P
(
D ∩ {∃{nk}k≥1 s.t. sup
v∈K′
‖∂ψ̂∗nk(v)−R(v)‖ ≥ δ
})
= P
({∃{nk}k≥1 s.t. sup
v∈K′
‖∂ψ̂∗nk(v)−R(v)‖ ≥ δ
})
(72)
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where the second equality follows since P(D) = 1. Taking {δm}m≥1 ⊂ (0,∞) such that
δm ↓ 0 as m→∞ and applying these in (72), we see that
P
({
sup
v∈K′
‖∂ψ̂∗n(v)−R(v)‖9 0
})
= P
( ⋃
m≥1
{∃{nk}k≥1 s.t. sup
v∈K′
‖∂ψ̂∗nk(v)−R(v)‖ ≥ δm
})
= 0. (73)
This shows (26).
Proof of (c): By Claim 7.5, ∇ψ∗ = R everywhere in Rd and by Lemma 4.4-(a), R is
continuous on entire Rd. Then, (26) holds for any compact set K ⊂ Rd in a similar way as
in (73). We may now apply Lemma 4.4-(b) which yields
sup
v∈Rd
‖∂ψ̂∗nk` (v)−∇ψ
∗(v)‖ → 0 as `→∞, (74)
for all ω ∈ D. In a similar way as in (72), owing to (74), we get
P
({∃{nk}k≥1 s.t sup
v∈Rd
‖∂ψ̂∗nk(v)−R(v)‖ ≥ δ
})
= 0. (75)
Now, applying (75) in the same way as in (73), yields
P
({
sup
v∈Rd
‖∂ψ̂∗n(v)−R(v)‖9 0
})
= P
( ⋃
m≥1
{∃{nk}k≥1 s.t sup
v∈Rd
‖∂ψ̂∗nk(v)−R(v)‖ ≥ δm
})
= 0. (76)
Note that (76) shows (27). For any sequence {λn}n∈N such that λn → ∞ as n → ∞, if
limλn↑∞R(λnx) exists, then, by (27),
lim
λn↑∞
R̂n(λnx)
a.s.
= lim
λn↑∞
R(λnx), ∀x ∈ Rd. (77)
Owing to Lemma 4.4-(c), limλn↑∞R(λnx) is equal to argmaxv∈S〈x, v〉 for all x ∈ S. Com-
bining this with (77) proves (28).
7.16. Proof of Lemma 4.2
(a) We prove this by contradiction. Assume that for some δ > 0, there exists a sequence of
points {un}n≥1 ⊂ K and yn ∈ ∂φn(un) such that infx∈∂φ(K) ‖x−yn‖ ≥ δ for all n ∈ N. Since
{un}n≥1 ⊂ K and {yn}n≥1 ⊂ S, and both K and S are compact, there exists a subsequence
{nk}k≥1 such that unk → u ∈ K and ynk → y ∈ S as k →∞.
Claim: y ∈ ∂φ(u).
Proof of Claim: Recall that K ⊂ Int(K ′) is compact. So, there exists r0 > 0 such that
Br0(x) ⊂ K ′ for all x ∈ K where Br0(x) is a ball of radius r0 around x. Owing to the uniform
convergence of φn to φ on K
′ and unk → u, ynk → y and the subgradient inequality, one
has
φ(z) ≥ φ(u) + 〈y, z − u〉, ∀z ∈ Br0(u). (78)
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Combining (78) with Lemma 7.3 shows that the inequality in (78) holds for all z ∈ Rd. This
proves the claim.
Since, ynk → y as k →∞, so there exists k0 such that ‖ynk − y‖ ≤ δ for all k ≥ k0. This
contradicts infx∈∂φ(K) ‖x− ynk‖ ≥ δ for all k ∈ N as y ∈ ∂φ(u) ⊂ ∂φ(K). Hence, the result
follows.
(b) Fix y ∈ K and x ∈ ∂φ(y). We will show that x ∈ S. Let us first assume that
∂φ(y) = {x}. Let {xn} ⊂ S be a sequence such that xn ∈ ∂φn(y) for all n ∈ N. Since S is a
compact set, so, there exists a subsequence {nk}k such that xnk converges to some point z
in S. In what follows, we show that z is in fact equal to x. To prove this, recall that
φnk(w) ≥ φnk(y) + 〈xnk , w − y〉 (79)
for all w ∈ Rd. For any w ∈ K ′, letting k →∞ on both sides of (79), we see
φ(w) ≥ φ(y) + 〈z, w − y〉.
Repeating the argument in the proof of the claim of (a), we get z ∈ ∂φ(y). But, ∂φ(y) = {x}.
This implies z = x.
Now, we prove the result when ∂φ(y) has more than one element. Fix x ∈ ∂φ(y). Assume
x /∈ S. Appealing to the convexity of S, by the separating hyperplane theorem, one can find
θ ∈ Rd and c1 < c2 such that
〈x, θ − y〉 > c2, 〈w, θ − y〉 < c1 for all w ∈ S. (80)
Now note that the set of point where φ is differentiable is a dense set. Hence, one can find a
point z in a small neighborhood of θ such that 〈x, z− y〉 > c2 and ∂φ(z) = {∇φ(z)}. Using
the convexity of φ one has
φ(z) ≥ φ(y) + 〈x, z − y〉 and φ(y) ≥ φ(z) + 〈∇φ(z), y − z〉
which after combining shows
〈∇φ(z), z − y〉 ≥ φ(z)− φ(y) ≥ 〈x, z − y〉 > c2.
This implies 〈∇φ(z), z − y〉 > c2 whereas we have proved that ∇φ(z) ∈ S (from the first
part of (b) as φ(·) is differentiable at z) which indicates 〈∇φ(z), z − y〉 < c1 via (80). This
gives rise to a contradiction and thus proves the result.
(c) This result follows directly from [69, Lemma 3.10].
(d) We denote the boundary of K ′ by Bd(K ′). Let us define
δ := inf
u∈U,v∈∂φ(u)
inf
x∈Bd(K′)
{
φ(x)− φ(u)− 〈v, x− u〉
}
.
Claim: δ > 0.
Proof of Claim: If δ = 0, then, there exists a sequence {(xk, uk, vk)}k≥0 such that
xk ∈ Bd(K ′), uk ∈ U , vk ∈ ∂φ(uk) and
φ(xk)− φ(uk)− 〈v, xk − u〉 → 0, as k →∞. (81)
Due to the compactness of K ′, K and S, there exists a subsequence (xk` , uk` , vk`) such that
xk` → x0 ∈ Bd(K ′), uk` ∈ u0 ∈ K, vk` → v0 ∈ S.
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Furthermore, since vk` ∈ ∂φ(uk`) for all ` ≥ 1, we have v0 ∈ ∂φ(u0). Thanks to (81) and
the continuity of φ, we have
φ(x0)− φ(u0)− 〈v0, x0 − u0〉 = 0 (82)
Note that x0 6= u0 because x0 ∈ Bd(K ′), u0 ∈ K and K ⊂ Int(K ′). Hence, (82) contradicts
the strict convexity of φ. Therefore, δ > 0.
Returning to complete the proof, due to uniform convergence of φn to φ on K
′, there
exists n0 = n0(δ) such that |φn(x) − φ(x)| ≤ δ/3 for all x ∈ K ′ and n ≥ n0. Hence, for all
u ∈ U and v ∈ ∂φ(u),
inf
x∈Bd(K′)
{
φn(x)− φn(u)− 〈v, x− u〉
}
≥ δ
3
, ∀n ≥ n0. (83)
Fix u ∈ U and v ∈ ∂φ(u). Define
θ(n)u,v := arginfx∈K′
{
φn(x)− φn(u)− 〈v, x− u〉
}
.
Note that the minimum value of φn(x) − φn(u) − 〈v, x − u〉 over all x ∈ K ′ is less than or
equal to 0 because u ∈ K ′. Combining this with (83) yields θ(n)u,v ∈ Int(K ′). So there exists
a open ball Ξ
(n)
u,v ⊂ Int(K ′) around θ(n)u,v such that for all n ≥ n0,
φn(x) ≥ φn(θ(n)u,v) + 〈v, x− θ(n)u,v〉, ∀x ∈ Ξ(n)u,v. (84)
Now, by Lemma 7.3, (84) holds for all x ∈ Rd. Therefore, v ∈ ∂φn(θ(n)u,v) ⊂ ∂φn(K ′) for all
n ≥ n0. This completes the proof.
(e) Suppose that ∇ψ(x) = y ∈ K for some x ∈ K ′′. By an application of (c),
supz∈K′′ dH(∂φ∗n(z),∇ψ(z)) → 0 as n → ∞. Hence, if {yn}n≥1 is a sequence such that
yn ∈ ∂φ∗n(x), then, ‖yn − y‖ → 0 as n→∞, and as K ⊂ Int(K ′), there exists n0 such that
yn ∈ K ′ for all n ≥ n0. Furthermore, x ∈ ∂φn(yn) (thanks to Lemma 2.1) which implies
φn(w) ≥ φn(yn) + 〈x,w − yn〉, for all w ∈ Rd and n ≥ 1.
Letting n→∞, using the uniform convergence of φn to φ on K ′, we see
φ(w) ≥ φ(y) + 〈x,w − y〉 (85)
for all w ∈ K ′. Since K is embedded inside the interior of K ′, so, (85) holds for all w in an
open ball Bδ(y) around y for some δ > 0. Now, by Lemma 7.3, (85) for all w ∈ Rd. Hence,
x ∈ ∂φ(y). This completes the proof.
7.17. Proof of Lemma 4.3
We first show that ψ∗(·) is differentiable for all y ∈ Y. To see this, let us assume that
{z1, z2} ∈ ∂ψ∗(y). Then, by Lemma 2.1 and the fact that ψ(·) is differentiable for all z ∈ S,
for i = 1, 2, we have zi ∈ ∂ψ∗(y)⇐⇒ y = ∇ψ(zi). However, as∇ψ is a homeomorphism from
S to Y, and thus one-to-one, z1 = z2. Therefore, for y ∈ Y, z = ∇ψ∗(y) ⇐⇒ y = ∇ψ(z),
i.e., (∇ψ)−1 = ∇ψ∗ on Y.
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Let us now prove that ∇φ(y) = ∇ψ∗(y) for all y ∈ Int(Y) where ∇φ(y) exists (i.e.,
φ is differentiable). As ∇ψ is a homeomorphism from S and Y, for any y ∈ Y, there
exists a unique x ∈ S such that y = ∇ψ(x). By the assumption in the lemma this implies
that x ∈ ∂φ(y). If φ is differentiable at y, then, ∂φ(y) = {∇φ(y)} which implies that
∇φ(y) = x = (∇ψ)−1(y) = ∇ψ∗(y).
Now, we turn to prove the result when y ∈ Int(Y) is a non-differentiable point of φ.
Suppose that y ∈ Int(Y) be such that ∂φ(y) contains more than one element. Note that
∂φ(y) is a closed bounded convex set (as ∂φ(Rd) ⊂ S). Let z1 and z2 be two points in
∂φ(y) such that ‖z1 − z2‖ = diam(∂φ(y)) > 0. Note that two such points exist as ∂φ(y) is
a compact convex set.
Claim 7.6. For any given δ > 0 there exist  = (δ) > 0 and wi ∈ B(y) ⊂ Y such that φ
is differentiable at wi and ‖∇φ(wi)− zi‖ < δ, for i = 1, 2.
Proof of Claim: We prove the claim for z1. The proof for the case of z2 is similar. If
z1 = ∇ψ∗(y), then, the claim follows from the continuity of ∇ψ∗(·) and the fact that the set
of points where φ is differentiable is a dense set of Rd. Thus, without loss of generality, we
may assume that z1 6= ∇ψ∗(y). Owing to this, there exists δ′ > 0 such that Bδ′(∇ψ∗(y)) ∩
Bδ′(z1) = ∅. Thanks to the continuity of ∇ψ∗, there exists  > 0 such that ∇ψ∗(B(y)) ⊂
Bδ′(∇ψ∗(y)). Now, by the separating hyperplane theorem [66, Section 11], there exist θ ∈
B(y) and c1 > c2 ∈ R such that
〈u, θ − y〉 > c1 ∀u ∈ Bδ′(z1), 〈v, θ − y〉 ≤ c2 ∀v ∈ Bδ′(∇ψ∗(y)). (86)
Recalling that the set of points where φ is differentiable is a dense set, we obtain θ1 ∈ B(y)
arbitrarily close to θ such that φ is differentiable at θ1 and 〈u, θ1−y〉 > c1 for all u ∈ Bδ′(z1).
Due to the convexity of φ and the fact that z1 ∈ ∂φ(y), we know that 〈∇φ(θ1)−z1, θ1−y〉 ≥ 0
which implies
〈∇φ(θ1), θ1 − y〉 > c1. (87)
However,
〈∇φ(θ1), θ1 − y〉 = 〈∇ψ∗(θ1), θ1 − y〉 ≤ c2
where the equality follows since ∇ψ∗(y) = ∇φ(y) for all y where φ is differentiable (and φ is
differentiable at θ1) and the inequality follows from the second inequality of (86) combined
with the facts: (i) θ1 ∈ B(y), and (ii) ∇ψ∗(B(y)) ⊂ Bδ′(∇ψ∗(y)). This contradicts (87)
and hence, completes the proof of the claim.
Now, we return to complete the proof of this lemma. Owing to the last claim, we observe
that minu∈B(y) ‖z1 − ∇ψ∗(u)‖ and minu∈B(y) ‖z2 − ∇ψ∗(u)‖ converge to 0 as  → 0.
However, appealing to the continuity of ∇ψ∗ yields supu∈B(y) ‖∇ψ∗(u)−∇ψ∗(y)‖ → 0 as
→ 0. Hence, the distance between z1 (respectively z2) and ∇ψ∗(y) decreases as  goes to
0. However, this contradicts ‖z1 − z2‖ = diam(∂φ(y)) > 0. Hence, ∂φ(y) is a singleton set
and consequently, ∇φ(y) = ∇ψ∗(y). This completes the proof.
7.18. Proof of Lemma 4.4
Proof of (a): Since φn converges uniformly to φ on every compact set of Rd and ∂φn(Rd) ⊂ S
for all n ≥ 1, by Lemma 4.2-(b), ∂φ(Rd) ⊂ S. Hence, to show that φ is differentiable
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everywhere, it suffices to show ∂φ(x) is a singleton set for all x ∈ Rd. We prove this by
contradiction. Suppose that there exists x ∈ Rd, z1 6= z2 ∈ S such that z1, z2 ∈ ∂φ(x).
Let φ∗ be the Legendre-Fenchel dual of φ. Since ∇φ is a homeomorphism from Int(Y) to
Int(S), by Lemma 2.1, ∇φ∗ is a homeomorphism from Int(S) to Int(Y). As a consequence,
we get if z1, z2 ∈ Int(S), then, ∇φ∗(z1) 6= ∇φ∗(z2). However, this contradicts z1, z2 ∈ ∂φ(x)
because ∇φ∗ = (∇φ)−1 in Int(S) implying x ∈ ∇φ∗(z1) ∩ ∇φ∗(z2). So, both of z1 and z2
cannot belong to Int(S). Now, suppose that z1 ∈ Bd(S) and z2 ∈ Int(S). As z1, z2 ∈ ∂φ(x),
so, x ∈ ∂φ∗(z1) ∩ ∂φ∗(z2) by Lemma 2.1. This implies x belongs to the subgradient set of
φ∗ at all v in the line segment sz1,z2 joining z1 and z2 (this follows from the definition of
a convex function and the subgradient inequality). Note that (sz1,z2 ∩ Int(S)
)\{z2} is not
empty because z2 ∈ Int(S). But this contradicts injectivity of ∇φ∗ in Int(S). Hence, none of
z1, z2 belongs to Int(S). To complete the proof, it suffices now to show that z1 and z2 cannot
be on Bd(S). Suppose z1, z2 ∈ Bd(S). Consider the line segment sz1,z2 joining z1 and z2. If
sz1,z2 ∩ Int(S) = ∅, then, sz1,z2 belongs to a supporting hyperplane which touch Bd(S) at
more than one points. This contradicts our assumption that every supporting hyperplane
of S touches Bd(S) just once. Therefore, sz1,z2 ∩ Int(S) is not empty. Fix v ∈ sz1,z2 ∩ Int(S).
Notice that x ∈ ∂φ∗(v) because x ∈ ∂φ∗(z1)∩∂φ∗(z2). However, we have proved before that
this cannot be true. Hence, the result follows.
Proof of (b): Since φ is differentiable everywhere in Rd, by Lemma 4.2-(c), for any compact
set K ⊂ Rd,
sup
x∈K
sup
y∈∂φn(x)
‖y −∇φ(x)‖ → 0, as n→∞. (88)
Now, we extend the uniform convergence of ∂φn(·) to the whole of Rd, by contradiction.
Suppose that there exists  > 0, two sequences {xn}n≥1 ⊂ Rd and {yn}n≥1 ⊂ S such that
yn ∈ ∂φn(xn) and
‖yn −∇φ(xn)‖ ≥ , for all n ≥ 1. (89)
Suppose that xn = λnun, for some λn ≥ 0 and ‖un‖ = 1. Then, λn →∞ as n→∞, other-
wise, we will reach a contradiction to (88). As S and the unit sphere in Rd are compact sets,
there exists a converging subsequence of (un, yn,∇φ(xn)). Here, we abuse notation by taking
(un, yn,∇φ(xn)) as such a converging sequence. Let (u, y, z) be the limit of (un, yn,∇φ(xn))
as n→∞. Now, we claim and prove that
z ∈ argmax
v∈S
〈u, v〉, and y ∈ argmax
v∈S
〈u, v〉. (90)
Before proceeding to the proof of (90), let us explain how (90) will contradict (89). We
first show that if (90) holds, then z = y. Let us suppose that z 6= y. Due to the convexity
of S and the convexity of the functional 〈u, ·〉 in (90), z, y belong to the boundary of S and
〈u, z−y〉 = 0. Owing to this last equality, we observe that 〈u, z〉 = 〈u, v〉 for all v in the line
segment sz,y joining z and y. As all the supporting hyperplanes of S touch the boundary
of S at most at one point, therefore, sz,y ∩ Int(S) is nonempty. Fix v ∈ sz,y ∩ Int(S). There
exists δ > 0 such that Bδ(v) ⊂ Int(S). But then
sup
w∈Bδ(v)
〈u,w〉 > 〈u, v〉.
Combining this with (90) implies supw∈Bδ(v)〈u,w〉 is greater than supw∈S〈u,w〉 which is a
contradiction. Hence, z = y. However, according to (89), we have ‖z − y‖ ≥ . This leads
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to a contradicts our assumption. Therefore, to complete the proof of the lemma, it suffices
to verify (90) which is given below.
By the convexity of φ, for any fixed x ∈ Rd,
〈xn − x,∇φ(xn)−∇φ(x)〉 ≥ 0.
Diving both sides of the above display by λn, and letting n→∞, we see that
lim
n→∞
1
λn
〈xn − x,∇φ(xn)−∇φ(x)〉 = 〈u, z −∇φ(x)〉 ≥ 0, ∀x ∈ Rd. (91)
Since z ∈ S and ∇φ is a homeomorphism from Int(Y) to Int(S), (91) implies that
〈u, z〉 ≥ sup
v∈S
〈u, v〉 ⇒ z ∈ argmax
v∈S
〈u, v〉.
Now, it remains to show the second part of (90). Fix a compact set K ⊂ Int(S). As ∇φ
is homeomorphism from Rd to Int(S), there exist a compact set K ⊂ Int(Y) such that
∇φ(K) = K. For any x ∈ K and vn ∈ ∂φn(x), due to the convexity of φn,
〈xn − x, yn − vn〉 ≥ 0. (92)
Owing to (88), vn converges to ∇φ(x) as n→∞. Hence, dividing both sides of (92) by λn
and letting n→∞ yields
lim
n→∞
1
λn
〈xn − x, yn − vn〉 = 〈u, y −∇φ(x)〉 ≥ 0, ∀x ∈ K
which implies
〈u, y〉 ≥ sup
v∈K
〈u, v〉. (93)
Taking a sequence of compact sets {Kn}n≥1 with Kn ⊂ Int(S) for all n ≥ 1 such that
Kn ↑ Int(S) and using those in (93), we observe that 〈u, y〉 is greater than or equal to the
maximum value of 〈u, v〉 over all v ∈ S. Note that y ∈ S. Therefore,
y ∈ argmax
v∈S
〈u, v〉.
This completes the proof.
Proof of (c): We parallel the proof of (90). Thanks to the convexity of φ,
〈λx− y,∇φ(λx)−∇φ(y)〉 ≥ 0
for any y ∈ Rd. Dividing both sides by λ and letting λ→∞ yields
lim inf
λ→∞
〈x,∇φ(λx)〉 ≥ 〈x,∇φ(y)〉. (94)
Since ∇φ(Rd) ⊂ S by Lemma 4.2-(b), we have maxv∈S〈x, v〉 ≥ 〈x,∇φ(λx)〉 for all λ ∈ R.
Combining this with (94) and the fact ∇φ : Int(Y)→ Int(S) is a homeomorphism, we arrive
at
max
v∈S
〈x, v〉 ≥ lim sup
λ→∞
〈x,∇φ(λx)〉 ≥ lim inf
λ→∞
〈x,∇φ(λx)〉 ≥ max
v∈S
〈x, v〉. (95)
Note that (95) implies any limit points of the sequence {∇φ(λnx)}n∈N belongs to the set
argmaxv∈S〈x, v〉 where λn ↑ ∞ as n→∞. Since all the supporting hyperplanes of S touch
the boundary of S atmost once, due to a reason explained in part (b), argmaxv∈S〈x, v〉 is
a singleton set. This shows {∇φ(λnx)}n∈N can have only one limit point which is equal to
argmaxv∈S〈x, v〉. Hence, we get limλ→∞〈x,∇φ(λx)〉 = argmaxv∈S〈x, v〉.
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7.19. Proof of Theorem 4.5
We first prove (30). For any x, y ∈ S, suppose z1 ∈ ∂ψ̂n(x) and z2 ∈ ∂ψ̂n(y). Then, due to
convexity of ψ̂n, 〈z1 − z2, x− y〉 ≥ 0 which implies
〈z1 − x− z2 + y, x− y〉 ≥ −‖x− y‖2. (96)
Let us define, for every x ∈ S,
u(x) := {z − x : z ∈ ∂ψ̂n(x)}, ‖u(x)‖∞ := sup{‖z − x‖ : z ∈ ∂ψ̂n(x)}.
Fix x = (x(1), . . . , x(d)) ∈ Bδ0/3(x0) and y ∈ S. We can rewrite (96) as
〈zx, y − x〉 ≤ 〈zy, y − x〉+ ‖y − x‖2 (97)
for some zx ∈ u(x) and zy ∈ u(y). Let us fix some zx =
(
z
(1)
x , . . . , z
(d)
x
) ∈ u(x). We will
bound ‖zx‖ from above. From (97), we get
〈zx, y − x〉 ≤ sup
zy∈u(y)
|〈zy, y − x〉|+ ‖y − x‖2 ≤ 1
2
‖u(y)‖2∞ +
3
2
‖y − x‖2 (98)
where the last inequality follows from the bound |〈zy, y − x〉| ≤ ‖zy‖2/2 + ‖y − x‖2/2. Let
θx,± := x ± δe1/3 (here e1 = (1, 0, . . . , 0) ∈ Rd). Since Bδ0(x0) is inside the support of µ
and µ has a non-vanishing bounded density in Bδ0(x0), for each i = 1, . . . , d and δ < δ0,
there exists an interval B(i)x,δ,± around θ(i)x,± and c = c(x0, δ0, µ) > 0 such that the following
conditions hold11: ∫
y(i)∈B(i)x,δ,±
(y(i) − θ(i)x,±)dµ(y) = 0, (99)
cδ = sup
w∈B(i)x,δ,±
|w − θ(i)x,±| ≤
1
3
√
d+ 1
δ. (100)
Define Bx,δ,± := B(1)x,δ,± × . . . × B(d)x,δ,±, i.e., Bx,δ,± is the Cartesian product of B(i)x,δ,± for i =
1, . . . , d. Due to (100), Bx,δ,± ⊂ Bδ/3(θx,±). Observe that, for y = (y(1), . . . , y(d)) ∈ Bx,δ,+,
〈zx, y − x〉 =
d∑
i=1
z(i)x (y
(i) − x(i)) =
d∑
i=1
z(i)x (y
(i) − θ(i)x,+) +
d∑
i=1
z(i)x (θ
(i)
x,+ − x(i))
=
d∑
i=1
z(i)x (y
(i) − θ(i)x,+) + z(1)x
δ
3
.
Therefore, integrating both sides of (98) w.r.t. µ as y varies over Bx,δ,+ yields
δ
3
z(1)x × µ(Bx,δ,+) ≤
1
2
∫
Bδ0 (x0)
‖u(y)‖2∞dµ(y) +
2
3
δ2µ(Bx,δ,+) (101)
11To see how we find such intervals, we fix the length of the interval B(i)x,δ,+ on the left hand side of θ(i)x
to be cδ for some number c ≤ (3√d+ 1)−1δ. Then, there exists ω(i) = ω(c, i, x0, µ) > 0 such that (99) will
be satisfied if we define B(i)x,δ,+ = (θ(i)x − cδ, θ(i)x + ω(i)δ). One can give an upper bound on ω(i) which will
depend on c and the upper and lower bounds on the density of µ in Bδ0(x0). Denote this upper bound by
ξ(c). Then, we will find the optimal choice of c from the constraint max{c, ξ(c)} ≤ (3√d+ 1)−1δ.
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where the left side is a consequence of (99), and the inequality follows from combining (98)
with the fact Bx,δ,+ ⊂ Bδ/3(θx,+) ⊂ Bδ0(x0). Similarly integrating (98) w.r.t. µ over Bx,δ,−,
we get
−δ
3
z(1)x × µ(Bx,δ,−) ≤
1
2
∫
Bδ0 (x0)
‖u(y)‖2∞dµ(y) +
2
3
δ2µ(Bx,δ,−). (102)
Since µ has a non-vanishing bounded density (w.r.t. Lebesgue measure) in Bδ0(x0), Bx,δ,±
belongs to the support of µ for all δ < δ0 and by (100), we know
(cδ)d ≤ λd(Bx,δ,±) ≤ 1
3d(d+ 1)d/2
δd.
Therefore, there exists 0 < c2 ≡ c2(x0, δ0, µ) < c1 ≡ c1(x0, δ0, µ) such that
c2δ
d ≤ µ(Bx,δ,±) ≤ c1δd, ∀ x ∈ Bδ0/3(x0). (103)
Combining (101) with (102) and (103) yields
|z(1)x | ≤
1
c2δd+1
∫
Bδ0 (x0)
‖u(y)‖2∞dµ(y) +
2
3
δ.
Note that
∫
Bδ0 (x0)
‖u(y)‖2∞dµ(y) =
∫
Bδ0 (x0)
‖∂ψ̂n(y) − y‖2dµ(y). Optimizing the right side
of the above display w.r.t. δ, we see
|z(1)x | ≤
C
( ∫
Bδ0 (x0)
‖∂ψ̂n(y)− y‖2dµ(y)
) 1
d+2
= Cδn if δn ≤ δ0/3
C
δd+10
δd+2n +
δ0
2 if δn > δ0/3
(104)
for some constant C = C(µ, d) > 0; we further assume that Cd > 1/2. In a similar way,
|z(i)x | can be bounded above by the right side of (104), for i = 2, . . . , d. As a consequence
‖zx‖ ≤ d×
{
Cδn if δn ≤ δ0/3
C
δd+10
δd+2n +
δ0
2 if δn > δ0/3.
(105)
Note that the right side of (105) does not depend on zx or x, for all x ∈ Bδ0/3(x0). Therefore,
supx∈Bδ0/3(x0) supz∈u(x) ‖z‖ is bounded above by the right side of the above display. This
proves (30).
Now, we turn to verify the bound in (31) when Cdδn < δ0/6 where C is the same
constant as in (104). We prove this by contradiction. Suppose there exists x ∈ Bδ0/6(x0)
and u ∈ ∂ψ̂∗n(x) such that ‖u − x‖ > Cdδn. If ‖u − x‖ ≤ δ0/6, then, by the subadditivity
of the Euclidean norm, we get ‖u − x0‖ ≤ δ0/3. However, we know that x ∈ ∂ψ̂n(u) by
Lemma 2.1, and by (30), ‖x− u‖ ≤ Cdδn. This contradicts ‖u− x‖ > Cdδn.
Thus, we may now assume ‖u− x‖ > δ0/6. Fix v on the line joining u and x such that
‖v − x‖ = δ0/6. Note that v ∈ Bδ0/3(x0). Fix z ∈ ∂ψ̂n(v). Since x ∈ ∂ψ̂n(u), we have
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〈x− z, u− v〉 ≥ 0. Now, we note
〈x− z, u− v〉 = 〈x− v, u− v〉+ 〈v − z, u− v〉
≤ −δ0
6
‖u− v‖+ ‖v − z‖‖u− v‖
≤ ‖u− v‖(− δ0
6
+ sup
y∈Bδ0/3(x0)
sup
w∈∂ψ̂n(y)
‖w − y‖)
≤ ‖u− v‖(−δ0
6
+ Cdδn) < 0 (106)
where the first inequality follows since 〈x− v, u− v〉 = −‖u− v‖δ0/6 as x, v, u are collinear.
The second inequality is obtained by recalling that z ∈ ∂ψ̂n(v) for v ∈ Bδ0/3(x0) and the last
inequality holds because Cdδn is assumed to be less than δ0/6. Note that (106) contradicts
〈x− z, u− v〉 ≥ 0. Hence, the result follows.
7.20. Proof of Corollary 4.6
We need the following result from [39, Theorem 1] to complete the proof.
Proposition 7.6. Let ν be an absolutely continuous probability measure on Rd such that
Mq(ν) :=
∫ |x|qdν(x) < ∞ for some q > 2. Suppose that X1, . . . , Xn are i.i.d. ν. Let ψ̂n
be a convex function such that ∂ψ̂n#µ = ν̂n ≡ 1n
∑n
i=1 δXi. Then, there exists C = C(d, q)
such that, for all n ≥ 1,
E
[
W 22 (ν̂n, ν)
] ≤ CM 2qq

n−
1
2 + n
− q−2
q if d < 4, q 6= 4,
n−
1
2 log(1 + n) + n
− q−2
q if d = 4, q 6= 4,
n−
2
d + n
− q−2
q if d > 4, q 6= dd−2 .
(107)
Now, we turn to complete the proof of Corollary 4.6. Define
T (ν̂n, ν) :=
∫
Rd
‖∂ψ̂n(x)− x‖2dν(x). (108)
Under the assumption, Mq(ν) <∞, Theorem 2.2 shows
T (ν̂n, ν) a.s.= W 22 (ν̂n, ν). (109)
Recall the definition of δn from (29). Owing to (30), we get
E
[
sup
x∈Bδ0/3(x0)
sup
y∈∂ψ̂n(x)
‖y − x‖
]
≤ CE
[
δn1(δn ≤ 3−1δ0)
]
+ Cδ
−(d+1)
0 E
[
δd+2n 1(δn > 3
−1δ0)
]
+
δ0
2
P(δn > 3−1δ0).
≤ CE[T (ν̂n, ν) 1d+2 ]+ Cδ−(d+1)0 E[T (ν̂n, ν)]+ δ02 P(T (µ̂n, µ) ≥ (3−1δ0)d+2)
≤ K
(
E
[T (ν̂n, ν) 1d+2 ]+ δ−(d+1)0 E[T (ν̂n, ν)]) (110)
where C is the same constant as in (104) and K > 0 depends on x0, µ and d. The inequality
in the third line follows since δd+2n ≤ T (ν̂n, ν) (see (108) for the definition of T (ν̂n, ν)) and
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the last inequality follows by bounding P
(T (µ̂n, µ) ≥ (3−1δ0)d+2) by 3d+2δ−(d+2)0 E[T (ν̂n, ν)].
Using Jensen’s inequality,
E
[T (ν̂n, ν) 1d+2 ] ≤ (E[T (ν̂n, ν)]) 1d+2 .
Applying this in the first term of the right hand side of (110), we arrive at
E
[
sup
x∈Bδ0/3(x0)
sup
u∈∂ψ̂n(x)
‖u− x‖
]
≤ K ′(E[T (ν̂n, ν)]) 1d+2 (111)
for some constant K ′ = K ′(x0, δ0, µ, d) > 0. Now, (33) follows by combining (111) with
(109) and (107).
Now, we turn to get (34). In a same way as in (110), we may write
E
[
sup
x∈Bδ0/6(x0)
sup
u∈∂ψ̂∗n(x)
‖u− x‖
]
≤ KE
[
δn1(Cδn < 6
−1δ0)
]
+
(
‖x0‖+ 1
6
δ0 + sup
y∈supp(µ)
‖y‖
)
P(Cδn ≥ 6−1δ0)
≤ K
(
E
[T (ν̂n, ν) 1d+2 ]+ δ−(d+1)0 E[T (ν̂n, ν)]) (112)
for some K = K(x0, µ, d) > 0 where C is the same constant as in (104). Now, (34) follows
from (112) by applying (109) and (107) in a similar way as in (111).
7.21. Proof of Lemma 5.1
In this proof U will denote an independent random vector with distribution µ = Uniform(S)
where S ⊂ Rd is a convex compact set, and independent of the observed data. Let Q̂X,Y
be the sample quantile map obtained from the combined samples X1, . . . , Xm, Y1, . . . , Yn.
Recall that Q̂X,Y induces a cell decomposition of S (see e.g., (18)) into m + n sets
{CX,YX,i }ni=1
⋃{CX,YY,j }mj=1 such that Q̂X,Y (u) = Xi for any u ∈ CX,YX,i and Q̂X,Y (u) = Yj
for any u ∈ CX,YY,j . Further, for µ-a.e. u, Q̂X,Y (u) ∈ {X1, . . . , Xm, Y1, . . . , Yn}. Denote
X := {X1, . . . , Xm} and Y := {Y1, . . . , Yn}. Now, for any Borel set B ⊂ S,
P
(
R̂X,Y (Q̂X(U)) ∈ B
∣∣∣X ∪Y)
=
m∑
i=1
P(Q̂X(U) = Xi|X)× P
(
R̂X,Y (Xi) ∈ B|X ∪Y
)
=
m∑
i=1
1
m
∫
S
(n+m)1
(
u ∈ CX,YX,i ∩B
)
dµ(u)
=
m+ n
m
∫
S
1
(
u ∈
{ m⋃
i=1
CX,YX,i
}
∩B
)
dµ(u)
where the second equality follows by noting that P(Q̂X(U) = Xi|{X1, . . . , Xm}) = 1m and
P
(
R̂X,Y (Xi) ∈ B|X ∪Y
)
= (n+m)
∫
S
1(u ∈ B ∩ CX,YX,i )dµ(u)
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as R̂X,Y (Xi) is a randomly chosen point uniformly distributed in the set CX,YX,i where
µ(CX,YX,i ) = (m+ n)−1. Thus, we see that
P
(
R̂X,Y (Q̂X(U)) ∈ B
)
=
n+m
m
EX,Y
[ ∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CX,YX,i
})
du
]
, (113)
where EX,Y denotes the expectation w.r.t. {X1, . . . , Xm} ∪ {Y1, . . . , Yn}.
When the law of Xi’s are the same as that of Yj ’s, then, {X1, . . . , Xm} could be any
random permutation of the joint data set {X1, . . . , Xm, Y1, . . . , Yn}. Let us denote Zi := Xi
for i = 1, . . . ,m, and Zm+j := Yj for j = 1, . . . , n. Let Sm+n be the set of all permuta-
tions of {1, . . . ,m+ n}. If σ is a random permutation uniformly chosen from Sm+n, then,
(Z1, . . . , Zm)
d
= (Zσ(1), . . . , Zσ(m)). Owing to this,∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CX,YX,i
})
dµ(u) =
∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CZi
})
dµ(u)
d
=
∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CZσ(i)
})
dµ(u). (114)
Employing (114), we notice that
EX,Y
[ ∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CX,YX,i
})
dµ(u)
]
= EZ,σ
[ ∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CZσ(i)
})
dµ(u)
]
= EZ
[
Eσ
[ ∫
S
1
(
u ∈ B ∩
{ m⋃
i=1
CZσ(i)
})
dµ(u)
]]
= E
[(n+m−1
m−1
)(
n+m
m
) ∫
S
n+m∑
`=1
1
(
u ∈ B ∩ CZ`
)
dµ(u)
]
=
m
m+ n
∫
S
1(u ∈ B)dµ(u) = m
m+ n
µ(B). (115)
To see the third equality in (115), owing to the independence of Z and σ, we note
Eσ
[ ∫
1
(
u ∈ B ∩
{ m⋃
i=1
CZσ(i)
})
dµ(u)
]
(116)
=
1
(n+m)!
∑
τ∈Sn+m
[ m∑
i=1
∫
1(u ∈ B ∩ CZτ(i))dµ(u)
]
=
1
(n+m)!
n+m∑
j=1
#
{
τ ∈ Sn+m : j ∈
{
τ(1), . . . , τ(m)
}}
×
∫
1
(
u ∈ B ∩ CZj
)
dµ(u).
For any j ∈ {1, . . . ,m + n}, the total number of permutations τ ∈ Sm+n in which j ∈
{τ(1), . . . , τ(m)} is (m+n−1m−1 )m!n!. Plugging this into the right hand side of (116) and taking
the sum inside the integral, we get (115).
Plugging (115) into (113), we notice that P(R̂X,Y (Q̂X(U)) ∈ B) does not depend on
the distribution of {X1, . . . , Xm} and {Y1, . . . , Yn}. This shows that distribution-freeness of
P(R̂X,Y (Q̂X(U)) ∈ B). In fact, we have shown that R̂X,Y (Q̂X(U)) has distribution µ. Using
a similar argument, one can show that R̂X,Y (Q̂Y (U)) ∼ µ and thus is also distribution-
free.
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7.22. Proof of Proposition 5.2
We first show (37). Assume that νX = νY = ν which is absolutely continuous. Let us
define F̂ : S → R as F̂(u) := ‖R̂X,Y (Q̂X(u))− R̂X,Y (Q̂Y (u))‖2. Since R̂X,Y maps Rd to S,
therefore, for all u ∈ S,
F̂(u) ≤ diam(S). (117)
Fix  > 0. Choose a compact set K ⊂ Int(S) such that ∫ 1(u ∈ S\K)dµ(u) ≤ . Since Q is
a homeomorphism from Int(S) to Int(Y), so, J := Q(K) is compact subset of Int(Y). Let
δ0 > 0 be such that Cl(J +Bδ0(0)) ⊂ Int(Y).
Owing to Theorem 4.1, for any two compact sets K ⊂ S and K′ ⊂ Y, we have
sup
u∈K
max{‖Q̂X(u)−Q(u)‖, ‖Q̂Y (u)−Q(u)‖} a.s.−→ 0,
sup
u∈K′
‖R̂X,Y (u)−R(u)‖ a.s.−→ 0 (118)
as m,n→∞, where Q and R are the quantile and rank maps for ν w.r.t. µ (i.e., they are
gradients of convex functions such that Q#µ = ν and R#ν = µ). Due to (118), w.p. 1,
Q̂X(K), Q̂Y (K) will be contained in Cl(J +Bδ(0)) as m,n→∞ for any δ < δ0. Combining
this with the continuity of the map R(·) in Int(Y) yields
sup
u∈K
max{‖R̂X,Y (Q̂X(u))−R(Q(u))‖, ‖R̂X,Y (Q̂Y (u))−R(Q(u))‖} a.s.−→ 0. (119)
This implies, by the dominated convergence theorem,∫
K
F̂(u)dµ(u) a.s.−→ 0, as m,n→∞. (120)
Then,
lim sup
m,n→∞
TX,Y
a.s.≤ lim sup
m,n→∞
∫
S\K
F̂(u)dµ(u) ≤ diam(S)
where the first inequality follows from (120) and the second inequality follows from (117). Letting
→ 0 completes the proof of (37).
Now, we turn to prove (38). Let QX , QY and RX,Y be the gradients of convex functions such
that QX#µ = νX , QY #µ = νY and RX,Y #
(
θνX + (1− θ)νY
)
= µ. In a similar way as in (119), for
any compact set K ⊂ Int(S),
sup
u∈K
max{‖R̂X,Y (Q̂X(u))−RX,Y (QX(u))‖, ‖R̂X,Y (Q̂Y (u))−RX,Y (QY (u))‖} a.s.→ 0, (121)
as m,n→∞. Fix  > 0. Recall that K ⊂ Int(S) is a compact set satisfying ∫ 1(u ∈ S\K)dµ(u) ≤ .
Also recall that F̂(u) = ‖R̂X,Y (Q̂X(u)) − R̂X,Y (Q̂Y (u))‖2 and define F : S → R as F(u) :=
‖RX,Y (QX(u))−RX,Y (QY (u))‖2. Then, using (121), we get∫
K
F̂(u)dµ(u) a.s.→
∫
K
F(u)dµ(u), as n,m→∞. (122)
Owing to (117) and (122), as n,m→∞,
lim sup
n→∞
TX,Y
a.s.≤ diam(S) +
∫
K
F(u)dµ(u), (123)
lim inf
n→∞ TX,Y
a.s.≥
∫
K
F(u)dµ(u). (124)
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Letting → 0 in (123) and combining it with (124) yields
TX,Y
a.s.−→
∫
S
F(u)dµ(u) =
∫
S
‖RX,Y (QX(u))−RX,Y (QY (u))‖2dµ(u). (125)
Since QY 6= QX and both are continuous functions, there exists an open set U ⊂ Int(S) such that
QY (U) ∩QX(U) = ∅. We have assumed that RX,Y : Int(YX ∪ YY ) → Int(S) is a homeomorphism.
Hence, the right side of (125) is lower bounded by∫
U
‖RX,Y (QX(u))−RX,Y (QY (u))‖2du > 0,
which implies (38).
7.23. Proof of Proposition 5.3
Note that it suffices to show the distributions of R̂(Q̂(U)) and R˜(Q̂(U)) do not depend on the
distribution of (X1, Y1). Here, U is an independent random vector with distribution Uniform(S)
where S = [0, 1]d.
Let us denote by Zi = (Xi, Yi), for i = 1, . . . , n. Recall that Q̂ induces a cell decomposition of
S = [0, 1]d into n polyhedral sets {Ci}ni=1 such that Q̂(u) = Zi for any u ∈ Ci. Now, under H0, for
Borel B ⊂ S,
P
(
R̂(Q̂(U)) ∈ B
∣∣∣Z1, . . . , Zn)
=
n∑
i=1
P(Q̂(U) = Zi|Z1, . . . , Zn) P(R̂(Zi) ∈ B|Z1, . . . , Zn)
=
1
n
n∑
i=1
P(R̂(Zi) ∈ B|Z1, . . . , Zn)
where the second equality follows as P(Q̂(U) = Zi|Z1, . . . , Zn) = n−1, for all i = 1, . . . , n. Thus,
P
(
R̂(Q̂(U)) ∈ B
)
= P(R̂(Zi) ∈ B) = µ(B)
by Lemma 3.6 (as R̂(Zi) ∼ µ for every i = 1, . . . , n).
Let us next show that R˜(Q̂(U)) ∼ µ. Let us denote by Q̂X (Q̂Y ) the sample quantile function
obtained only from the Xi’s (Yi’s) and let the corresponding a cell decomposition of [0, 1]
dX ([0, 1]dY )
into n polyhedral sets be denotes by {CX,i}ni=1 ({CY,i}ni=1), i.e., Q̂X(u) = Xi for any u ∈ CX,i (and
Q̂Y (u) = Yi for any u ∈ CY,i).
Also, let µX := Uniform([0, 1]
dX ) and µY := Uniform([0, 1]
dY ). Now, for BX ⊂ [0, 1]dX and
BY ⊂ [0, 1]dY , and under H0,
P
(
R˜(Q̂(U)) ∈ BX ×BY
∣∣∣Z1, . . . , Zn)
=
n∑
i=1
P(Q̂(U) = (Xi, Yi)|Z1, . . . , Zn)× P(R˜(Xi, Yi) ∈ BX ×BY |Z1, . . . , Zn)
=
n∑
i=1
1
n
P(R̂X(Xi) ∈ BX , R̂Y (Yi) ∈ BY |Z1, . . . , Zn)
=
1
n
n∑
i=1
[nµX(CX,i ∩BX)] [nµY (CY,i ∩BY )]
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where the second equality follows from: (i) P(Q̂(U) = (Xi, Yi)|Z1, . . . , Zn) = n−1 and
P(R̂X(Xi) ∈ BX , R̂Y (Yi) ∈ BY |Z1, . . . , Zn)
= P(R̂X(Xi) ∈ BX |X1, . . . , Xn)× P(R̂Y (Yi) ∈ BY |Y1, . . . , Yn).
The third equality follows from the fact that R̂X(Xi) is a randomly chosen point uniformly drawn
from the polytope CX,i where µX(CX,i) = λdX (CX,i) = n−1. Thus, we see that
P
(
R˜(Q̂(U)) ∈ BX ×BY
)
= n EX,Y
[ n∑
i=1
µX(CX,i ∩BX)µY (CY,i ∩BY )
]
, (126)
where EX,Y denotes the expectation with respect to (X1, Y1), . . . , (Xn, Yn).
As the Xi’s are independent of the Yi’s, then, letting Sn be the set of all permutations of
{1, . . . , n}, (Z1, . . . , Zn) d= ((X1, Yσ(1)), . . . , (Xn, Yσ(n))) for any random permutation σ chosen uni-
formly from Sn. Owing to this, for any random σ chosen uniformly from Sn,
n∑
i=1
µX(CX,i ∩BX)µY (CY,i ∩BY ) d=
n∑
i=1
µX(CX,i ∩BX)µY (CY,σ(i) ∩BY ).
Using the above display, we notice that
EX,Y
[ n∑
i=1
µX(CX,i ∩BX)µY (CY,i ∩BY )
]
= EZ,σ
[ n∑
i=1
µX(CX,i ∩BX)µY (CY,σ(i) ∩BY )
]
= EZ
[
µX(CX,i ∩BX)
n∑
i=1
µY (CY,σ(i) ∩BY )
]
= EZ
[
µX(CX,i ∩BX)µY (∪ni=1CY,σ(i) ∩BY )
]
= µY (BY ) EX
[
µX(CX,i ∩BX)
]
= µY (BY ) n
−1P(R̂X(Xi) ∈ BX)
= n−1µY (BY ) µX(BX),
where the fifth equality above holds as
P(R̂X(Xi) ∈ BX) = E[1(R̂n(Xi) ∈ B)|X1, . . . , Xn] = nE[µX(CX,i ∩B)].
Therefore, using (126), we have
P
(
R˜(Q̂(U)) ∈ BX ×BY
)
= µY (BY ) µX(BX) = µ(BX ×BY ),
thereby implying that R˜(Q̂(U)) ∼ µ.
The proofs of (41) and (42) follow from a similar argument as in the proofs of (37) and (38).
Appendix A
A.1. Proof of Claim 7.1
Since ψ is the Legendre-Fenchel dual of ψ∗, hence, ∂ψ∗(B) = (∂ψ)−1(B), for any Borel B ⊂ Rd, by
Lemma 3.1. Since ψ∗ is a continuous function on Rd, by [50, Theorem 1.1.13], ∂ψ∗(B) is Lebesgue
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measurable for any Borel set B ⊂ Rd. Therefore, we may write µ((∂ψ)−1(B)) = µ(∂ψ∗(B)). In order
to show that ∂ψ#µ = ν, it is enough to show that µ(∂ψ∗(B)) = ν(B) for all Borel sets B ⊂ Rd.
This will be proved hereafter.
Now, suppose G ⊂ Rd is an open set. We claim and prove that
lim inf
p→∞ µ(∂ξ̂p(G)) ≥ µ(∂ψ
∗(G)) (127)
which, by the Portmanteau theorem, will show that µ(∂ξ̂p(·)) d→ µ(∂ψ∗(·)) weakly. We first show
(127) when G is a bounded set and hence, the closure of G is a compact set. Define B := {u ∈
S : ∂ψ(u) is not a singleton set}. Since ψ is a convex function and µ is absolutely continuous, by
Alexandrov’s differentiability theorem ([3]), we know that µ(B) = 0. It suffices to show (127) with
µ(∂ψ∗(G)\B) on the right hand side. Fix u0 ∈ ∂ψ∗(G)\B. We show that there exists p0 = p0(u0) ∈ N
such that u0 ∈ ∂ξ̂p(yp) for some yp ∈ G, for all p ≥ p0. Due to Lemma 2.1,
B = {u ∈ S : u ∈ ∂ψ∗(x1) ∩ ∂ψ∗(x2), for some x1 6= x2 ∈ Rd}.
As u0 /∈ B, there exists an unique x0 ∈ G such that u0 ∈ ∂ψ∗(x0) and u0 /∈ ∂ψ∗(x) for any x ∈ Rd.
Since G is open, there exists η = η(u0) > 0 such that Cl(Bη(x0)) (closure of the open ball Bη(x0))
belongs to G. Let
Θη := inf
x∈Bd(Bη(x0))
{
ψ∗(x)− ψ∗(x0)− 〈u0, x− x0〉
}
.
Note that Θη > 0 because ψ
∗ is convex and u0 ∈ ∂ψ∗(G)\B. Since G ⊂ Fm for some m ∈ N (as G
is bounded), ξ̂p converges uniformly to ψ
∗ in Cl(Bη(x0)). Hence, there exists p0 = p0(u0) such that
|ξ̂p(x)− ψ∗(x)| ≤ Θη/3 for all x ∈ Cl(Bη(x0)) and p ≥ p0. Therefore, for all p ≥ p0,
inf
x∈Bd(Bη(x0))
{
ξ̂p(x)− ξ̂p(x0)− 〈u0, x− x0〉
}
≥ Θη
3
> 0. (128)
Let
yp := arg min
x∈Cl(Bη(x0))
{
ξ̂p(x)− ξ̂p(x0)− 〈u0, x− x0〉
}
. (129)
Note that the minimum value of g(x) := ξ̂p(x)− ξ̂p(x0)−〈u0, x−x0〉 in Cl(Bη(x0)) is bounded above
by 0 because ξ̂p(x0)− ξ̂p(x0)− 〈u0, x0 − x0〉 = 0. Owing to (128), yp cannot be on the boundary of
the ball Bη(x0). Hence, using the definition of yp in (129), for all p ≥ p0,
g(x) ≥ g(yp) ∀x ∈ Bη(x0) ⇔ ξ̂p(x) ≥ ξ̂p(yp) + 〈u0, x− yp〉, ∀x ∈ Bη(x0).
Since Bη(x0) is an open set containing yp and ξ̂p is a convex function, the above display along with
Lemma 7.3 implies u0 ∈ ∂ξ̂p(yp), for all p ≥ p0. Hence, for the functions f(u) := 1(u ∈ ∂ψ∗(G)\B)
and fp(u) := 1(u ∈ ∂ξ̂p(G)), we get lim infp→∞ fp(u) ≥ f(u) for all u ∈ S. Applying Fatou’s lemma,
lim inf
p→∞ µ(∂ξ̂p(G)) = lim infp→∞
∫
fp(u)µ(du)
≥
∫
f(u)µ(du) = µ(∂ψ∗(G)\B) = µ(∂ψ∗(G)).
This proves (127) when G is an open bounded set. Now, we suppose that G is open, but unbounded.
There exists a sequence of open bounded sets {Gj}j≥1 such that Gj ↑ G as j → ∞. Note that ξ̂p
converges uniformly to ψ∗ in Cl(Gj), for all j ≥ 1. Therefore,
lim inf
p→∞ µ(∂ξ̂p(G)) ≥ lim infp→∞ µ(∂ξ̂p(Gj)) ≥ µ(∂ψ
∗(Gj)) (130)
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for all j ≥ 1 where the first inequality follows since Gj ⊂ G and the second inequality holds since we
have proved (127) for all open bounded sets. As j → ∞, the right hand side of (130) converges to
µ(∂ψ∗(G)) by an application of the monotone convergence theorem. Hence, (127) holds for all open
sets G ⊆ Rd.
Returning to the proof of the claim, owing to Lemma 3.1, for any Borel set B ⊂ Rd,
µ
(
∂ψ̂∗n(B)
)
= µ
(
(∂ψ̂n)
−1(B)
)
= ν̂n(B), for all n ≥ 1.
Combining this observation with (127) shows that ν̂n(·) weakly converges to the measure µ(∂ψ∗(·)),
along the subsequence corresponding to {∂ξ̂p}p≥1. However, we know that ν̂n converges weakly to
ν, for all ω ∈ AK ∩ D. By the uniqueness of the weak limit, ν(B) = µ(∂ψ∗(B)) for all Borel sets
B ⊂ Rd. This completes the proof of the claim.
A.2. Proof of Claim 7.2
We first claim and prove that there exists an open set U such that
K ⊂ U ⊂ Cl(U) ⊂ Int(S). (131)
Owing to the compactness of K and Bd(S), there exists x0 ∈ K and y0 ∈ Bd(S) such that
‖x0 − y0‖ = argmin
x∈K,y∈Bd(S)
‖x− y‖ > 0
Denote δ := ‖x0 − y0‖. Define U := K + Bδ/2(0). We will now show that U ⊂ Int(S), i.e., for any
y ∈ K, Bδ/2(y) ∈ Int(S). We prove this by contradiction. Suppose that there exists y ∈ K ⊂ Int(S)
and z ∈ Bδ/2(y) such that z /∈ Int(S). Then, there must exist z′ in the line joining y and z such
that z′ ∈ Bd(S). This implies ‖y − z′‖ < δ/2 and hence, contradicts the definition of δ. Therefore,
Bδ/2(y) ⊂ Int(S) for all y ∈ K and hence, U ⊂ Int(S). Since the distance between Cl(U) and Bd(S)
is equal to δ/2, therefore, Cl(U) ⊂ Int(S). This shows (131).
Now, we return to prove Claim 7.2. As ∇ψ∗ is a homeomorphism from Int(Y) to Int(S), hence,
(∇ψ∗)−1 is a homeomorphism from Int(S) to Int(Y). This implies (∇ψ∗)−1 maps compact subsets of
Int(S) to compact subsets of Int(Y). Therefore, J := (∇ψ∗)−1(Cl(U)) is a compact subset of Int(Y)
and
K ⊂ U = Int(∇ψ∗(J)).
This completes the proof of the claim.
A.3. Proof of Claim 7.3
Since K ⊂ Int(S) is a compact set, there exists δ0 > 0 such that Cl
(
K+Bδ0(0)
) ⊂ Int(S). Owing to
Claim 7.2, there exists a compact set J ⊂ Int(Y) such that Cl(K + Bδ0(0)) ⊂ Int(∇ψ∗(J)). Let U
be an open set and W be a compact set in Int(Y) such that
J ⊂ U ⊂ Cl(U) ⊂ Int(W).
By the construction in Step I, ξ̂p converges to ψ
∗ uniformly on any compact subset of Rd, as p→∞.
Moreover, we have Cl
(
K+Bδ0(0)
) ⊂ ∇ψ∗(U). Due to the uniform convergence of {ξ̂p}p≥1 to ψ∗ in
W, the strict convexity of ψ∗ in U (since ∇ψ∗ is a homeomorphism in Int(Y)) and Lemma 4.2-(d),
there exists p0 = p0(K) ∈ N such that for all p ≥ p0 we have K ⊂ ∂ξ̂p(W). But, this does not ensure
that ∂ξ̂∗p(K) ⊂ W. Note that ∂ξ̂∗p(Int(S)) ⊂ Int(Y) w.p. 1. Hence, to complete the proof, due to
Lemma 2.1 and the fact that K ⊂ Int(S), one needs to further show that there exists p0 such that
K ∩ ∂ξ̂p(Y\W) = ∅ for all p ≥ p0. This will be showed in the rest of the proof. To this end, we will
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first find p0 such that K will be embedded inside the δ-core of ∂ξ̂p(W), for some δ > 0, for all p ≥ p0,
where for any set B ⊂ Rd, the δ-core of B is defined as
Bδ :=
{
y ∈ B : y +Bδ(0) ⊂ B
}
.
Once again owing to Claim 7.2, the uniform convergence of ξ̂p to ψ
∗ in W, the strict convexity of
ψ∗ in U and Lemma 4.2-(d), there exists p0 such that ∇ψ∗(U) ⊂ ∂ξ̂p(W) for all p ≥ p0. Since,
Cl(K+Bδ0(0)) ⊂ ∇ψ∗(U), therefore, K ⊂ (∇ψ∗(U))δ0 ⊂ (∂ξ̂p(W))δ0 for all p ≥ p0.
FixR > 0 such thatW+BR(0) ⊂ Int(Y). Define G := Cl
(
(W+BR(0))\W
)
.Owing to Lemma 4.2-
(a), there exists p1 = p1(δ0) such that, for all p ≥ p1,
∂ξ̂p(G) ⊂ ∇ψ∗(G) +Bδ0/2(0). (132)
Since ∇ψ∗ is an injective map in Int(Y) (as it is a homeomorphism), we have(∇ψ∗(G) +Bδ0/2(0)) ∩ (∇ψ∗(W))δ0 = ∅. (133)
On the other hand, we know
K ⊂ (∇ψ∗(U))δ0 ⊂ (∇ψ∗(W))δ0 . (134)
Combining (132), (133) and (134), we have K ∩ ∂ξ̂p(G) = ∅ for all p ≥ max{p0, p1}. Now, we claim
and prove that K ∩ ∂ξ̂p(Y\(W + BR(0))) = ∅ for all p ≥ max{p0, p1}. Suppose that there exist
x ∈ W, y ∈ (Y\(W + BR(0))) and z ∈ K such that z ∈ ∂ξ̂p(x) ∩ ∂ξ̂p(y). Then, z belongs to the
subdifferential set of the functions ξ̂p at any point in the line segment joining x and y. However,
the line joining x and y passes through G and we know that K ∩ ∂ξ̂p(G) = ∅. This contradicts the
existence of y. Hence, the claim follows. Combining this claim with K ∩ ∂ξ̂p(G) = ∅ yields(
K ∩ ∂ξ̂p(Y\W)
)
⊂ K ∩
(
∂ξ̂p
(Y\(W+BR(0)))⋃ ∂ξ̂p(G))
=
(
K ∩ ∂ξ̂p
(Y\(W+BR(0))))⋃(K ∩ ∂ξ̂p(G))
= ∅, ∀p ≥ max{p0, p1}.
Owing to this, ∂ξ̂∗p(K) ⊂W for all p ≥ max{p0, p1}. This completes the proof.
A.4. Proof of Claim 7.4
Recall that ∇ψ∗(Q(x0)) = x0 (because ∇ψ∗ = Q−1 in Int(Y) via Claim 7.1) and Bδ0(x0) ⊂ K where
K is a compact set in Int(S). Owing to the uniform convergence of {∂ξ̂p}p≥1 to ∇ψ∗ (by Step I and
Lemma 4.2-(c)), for any δ > 0 there exists p0 = p0(δ) such that
sup
y∈∂ξ̂p(Q(x0))
‖y − x0‖ ≤ δ, ∀p ≥ p0. (135)
Furthermore, for any p ≥ 1, from the definition of subdifferentials, there exists y ∈ ∂ξ̂p(Q(x0)) such
that
ξ̂p(Q(x0)) + ξ̂
∗
p(y) = 〈y,Q(x0)〉. (136)
Note that (135) shows that for any δ > 0 there exists p0 = p0(δ) such that y ∈ Bδ(x0). Combining
this with (136) and the fact that ξ̂p(Q(x0)) = 0, we have |ξ̂∗p(y)| ≤ (‖x0‖+ δ)‖Q(x0)‖.
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A.5. Proof of Claim 7.5
By Claim 7.1 and Lemma 7.5, for all ω ∈ AK ∩D, ∇ψ∗ : Int(Y)→ Int(S) is a homeomorphism and
∇ψ∗ = R everywhere in Int(Y). Since ∇ψ˜ = (∇ψ∗)−1 in Int(S) for all ω ∈ AK ∩ D via Step III
and Q = R−1 in Int(S), thus, ∇ψ˜ : Int(S) → Int(Y) is a homeomorphism and ∇ψ˜ = Q is same as
Q in Int(S) for all ω ∈ AK ∩D. This completes the proof of the first part of the claim.
Now, we turn to show that ∇ψ∗ = R everywhere in Rd. Recall from Step I that ξ̂p converges
uniformly to ψ∗ on compacts of Rd, as p→∞. Since ∂ξ̂p(Rd) ⊂ S, by Lemma 4.2-(b), ∂ψ∗(Rd) ⊂ S.
Note that ψ is the Legendre-Fenchel dual of ψ∗. From the definition of the Legendre-Fenchel dual
of a convex function,
{u : ψ(u) <∞} = {y ∈ Rd : y ∈ ∂ψ∗(x) for some x ∈ Rd}.
Hence, ψ(u) = +∞ for all u ∈ Rd\S. Since ∇ψ∗ is a homeomorphism from Int(Y) to Int(S), by
Lemma 2.1, ∇ψ(u) is equal to (∇ψ∗)−1(u) and hence, equal to Q(u) for all u ∈ Int(S). Let φ be the
convex function such that ∇φ(u) = Q(u) for all u ∈ Int(S). Then ψ − φ is a differentiable function
in Int(S) with ∇(ψ − φ)(u) = 0 for all u ∈ Int(S). This implies ψ − φ = c for some constant c in
Int(S). As both ψ and φ are l.s.c., we have φ − ψ = c in S. Furthermore, from the definition of
the quantile map, we know φ = +∞ in Rd\S. Let φ∗ be the Legendre-Fenchel dual of φ. Now, by
applying Lemma 7.4, we get ψ∗(y)−φ∗(y) = −c for all y ∈ Rd. As a consequence, ∂φ∗ = ∂ψ∗ in Rd.
Since ∇φ = Q, we know that R = ∇φ∗. This implies R = ∇ψ∗ everywhere in Rd.
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