Abstract-In this paper, we present a novel semi-supervised smooth harmonic transductive learning algorithm that can get closed-form solution. Our method introduces the unlabeled class information to the learning process and tries to exploit the similar configurations shared by the label distribution of data. After discovering the property of smooth harmonic function based on spectral clustering in classification task, we design an adaptive thresholding method for smooth harmonic transductive learning based on classification error. The proposed adaptive thresholding method can select the most suitable thresholds flexibly. Plentiful experiments on data sets show our proposed closedform smooth harmonic transductive learning framework get excellent improvement compared with two baseline methods.
I. INTRODUCTION
In machine learning study, the most general annotation method is to adopt labeled data to train the classifier. Next annotate the unlabeled data using this trained classifier. If the trainning procedure does not use the unlabeled information, we call it insductive learning [1] , [2] , [3] . As we all known, labeled examples are time consuming and expensive to achieve, as they require the efforts of human labor. We only can achieve a small set of labeled data and a large set of unlabeled ones in real world. So, the trained classifier based on the small set of labeled data usually is not good enough for all data's learning. How to improve the performance of using small part labeled information to annotate the unlabeled instances automatically is a important topic in classification task apparently.
Besides these inductive learning algorithms that purely explore the structure of labeled data, researchers have also well utilized data structure information from both labeled and unlabeled instances in the training procedure to enhance learning performance with limited number of labeled ones. It is transductive learning. Great success has been achieved in this area, such as [4] , [5] , [6] , [7] , [8] , [9] , [10] .
After data classifier trainning, attention also has been drawn to how to select suitable threshold in the class labels prediction. It is generally thought that there is natural threshold in predicting class labels [11] , [12] , [13] , [14] , [15] , [16] , but we find it does not hold either on center data or non-center data. We analysis the data structure and design an Adaptive Thresholding method for classification work.
In this paper, we propose a novel Smooth Harmonic Transductive learning with Adaptive Thresholding framework. Our framework is built upon semi-supervised learning. Given labeled and unlabeled data features, we construct the transductive harmonic objective function. Then we introduce the class information to the leaning process and exploit the similar configurations shared by the label distribution of data. We can get elegant final closed-form solution. We perform our new framework to do annotation task on six data sets. Over the most majority of these data sets, our new framework outperforms other two state-of-the-art methods.
We summarize our contribution as follows: 1) We propose a Smooth Harmonic Transductive method which has elegant formulation and closed-form solution to enhance the semi-supervised classification performance.
2) We discover the smooth harmonic function can capture class-wise data structure.
3) We propose a novel Adaptive Thresholding method based on classification work to deal with the difficulty of label assignment in classification problem. This paper is organized as follows. Section II describes the detail of transductive learning setting we are studying. We study the property of smooth harmonic function and describe the objective function for classification. Based on this research, Section II designs an Adaptive Thresholding method to automatically search the exclusive thresholds for different classes, and introduces the entire framework of Smooth Harmonic Transductive learning with Adaptive Thresholding. Experiments in Section III show the excellent performance of our proposed framework on different labeled size data in classification task. 
II. TRANSDUCTIVE LEARNING
Given input data X all ∈ R p×n , X all = {X train , X test }, where X train = {x 1 , . . . , x l }, X test = {x l+1 , . . . , x n }, p is the dimension,
A. Transductive learning setup
Two different settings can be found to formalize transductive learning problem [17] .
Setting 1: The full data sample X all of n = l + u instances is given. The learning algorithm further receives the labels of a training data set X train of size l selected from X all uniformly at random without replacement. Then the remaining u absent labels instances serve as a test data set X test .
Setting 2: The training set X train and test set X test are both drawn i.i.d. according to some distribution D. The labeled set X train and the unlabeled set X test are made available to the learning algorithm without their labels.
In our paper, we study Setting 2. Transductive regression differs from the classical inductive regression since the learning algorithm is given the unlabeled test examples beforehand, we also can exploit the label information to improve its classification performance.
B. Smooth harmonic transductive learning
We assume a connected graph G = (V, E), nodes V corresponding to n data points, E set means edges between data points. Considering n×n symmetric weight matrix W = [w ij ] on the edges, we set the weight matrix as
where x ik is the k-th component of instance x i . x ik represents the vector x i ∈ R. σ is legth scale parameter for each dimension. From Eq.(1), we can find the nearby data points in Euclidean space which are associated with large edge weight.
There is a real-valued function f : V → R on our graph G, then we can predict the class information of unlabeled data based on this real-valued function. Here, we think f as f i = y i , i = 1, . . . , l as class information of labeled data. In real scene, nearby data points have similar labels no matter labeled data or unlabeled data. So, we have this objective energy function
The minimum energy function Eq. (2) is harmonic. Harmonic function contains two properties [13] : (1)Lf = 0 on same class data points, and is equal to f u on unlabeled data points.
is the diagonal matrix with entries
The value of f at each unlabeled data point is the average of f at neighboring data points:
For simple, Eq.(3) can be represented as
where
Because of the maximum principle of harmonic function [18] , f is unique and satisfies f (j) ∈ (0, 1) j = l + 1, . . . , n. Laplacian embedding can be viewed as an operator on the space of functions and it can be written as L = SS T , where S is the matrix whose rows are shown by the vertices and whose columns are shown by the edges of W. Each column corresponding to an edge e = {u, v} has an entry 1/
So, we can consider S as a "boundary operator" mapping "1-chains" defined on edges of a graph to "0-chains" defined on vertices [19] . Considering weight matrix W can specify the data manifold structure. We can use Laplacian property and weight similarity to balance the class information f .
In real world, we can achieve a small set of labeled data and a large set of unlabeled ones. This is a typical situation in many practical scenarios. Using labeled data to annotate the unlabeled ones is semi-supervised learning. Motivated by the great success of semi-supervised learning, it is more reasonable to explore transductive learning's additional discrimination information hidden in unlabeled instances.
The transductive classification task may be summarized as follows: Given a set of both labeled and unlabeled data instances, we wish to assign class labels to all the already available unlabeled data points. Unlike induction classification here all unlabeled X test data are available during training.
Separating the 
where f l represents the class information of labeled data, f u represents the class information of unlabeled data. In real world, we set α = 0.9 for using P information mainly. Because data contain labeled and unlabeled information, we split P into four parts (similarly L and W),
Then, the harmonic function subject to f | L=f l is given
We can get
and
Harmonic function is closely related to the random walk method [20] . On the graph G, a particle can walk start from unlabeled node i, then goes to node j with probability P ij after one step. When the particle hits a labeled data, the walking stop. In random walk, labeled data can be viewed as "absorbing boundary" [13] .
Here, we use spectral clustering method to smooth the harmonic function, classical normalized cut approach [21] based on f is the minimization of the Raleigh Quotient
This Raleigh Quotient's solution is the second smallest eigenvector of Lf = λDf . So, data points can be clustered in the eigensystem spanned by the eigenvectors of L [22] .
C. Adaptive thresholding
Taking account the actual data and appropriate thresholding, we propose an Adaptive Thresholding method for classification work. These Adaptive Thresholding values are varied in different datasets and even distinct in different classes of the same dataset.
The key idea of Adaptive Thresholding is that the classifier can also be used to predict class labels for each training data points whose true labels are known. These predicted values are not exactly{0,1}, so a threshold can be learned from the training data. In addition, because the training dataset and the test dataset have similar data distribution, our proposed method should work well after threshold h is also learned from the ground truth and predicted results of the training dataset.
During the learning of the threshold value, a criterion is needed. We present them as below.
Let b k as the adaptive decision boundary, S + is the number of positive samples for the k-th class, S − is the number of negative samples, so let e + (b k ) and e − (b k ) be the numbers of misclassified positive and negative training samples. Wang [23] used Bayes rule method to decide the boundary. Here, we design the decision boundary based on smooth Bayes rule:
Based on Eq. (15), we can assign class labels to unlabeled data by:
D. The framework of Smooth Harmonic Transductive learning
According to the above analysis, combining with Smooth Harmonic Transductive function and Adaptive Thresholding, we introduce an accompany framework of v-fold cross validation classification as Algorithm 1. After getting the f u = Y test , we use Adaptive Thresholding Method to analysis the class information.
We use v-fold cross validation to perform Smooth Harmonic Transductive learning and get the most representative index in Y test to stand for class labels.
We will show the classification's performance of Smooth Harmonic Transductive learning and Adaptive Thresholding in Section III.
Algorithm 1 The Smooth Harmonic Transductive Learning Framework Using Adaptive Thresholding
Input: 
III. EXPERIMENTS
For the purpose of discussion, we respectively investigated our Smooth Harmonic Transductive learning using Adaptive Thresholding. We compare the framework for classification to two state-of-the-art classification methods.
A. Data sets description
We adopt six data sets to verify our framwork. The detail of data sets shows in TABLE I. The data sets we select are plentiful and powerful to certificate our framework. (11) on six data sets. The compared methods are f uHarmo and f uCM N [13] . f uHarmo method is f u = (I − P uu ) −1 P ul f l . f uCM N method is class mass normalization method to adjust the class distribution to match the priors. This method scales masses so that an unlabeled point i is classified as class 1 iff Our proposed method can get better classification results than unsmooth f uHarmo method. In AT&T data set, SHT method gets 1.56% improvement. Also in USPS data set. In Binalpha Digits, SHT can get 4.8% improvement. In Binalpha Letters, SHT can get 5.6% improvement. CMC can get 4.2% improvement.
We also do experiments to test the performance under different labeled data size. Figure 1 to 6 show the results of six data sets. We can discover from these figures that in AT&T data set, our proposed SHT method is better than f uHarmo method before 50% data are labeled. When labeled data set size gets larger and larger, our SHT method is better than f uCM N method. In all six data sets, we can find the regular pattern. Because our proposed SHT method can explore transductive learning's additional discrimination information hidden in the unlabeled instances, it can capture class-wise structure Figure7. Then this method can improve the classification performance. 
IV. RELATED WORK

A. Local Transductive Regression
LRT algorithms can be viewed as a series of the socalled kernel regularization-based learning algorithms to the transductive settings. The objective function is:
where || · || K is the norm in the reproducing kernel Hilbert space(RKHS) with associated kernel K, α ≥ 0 and β ≥ 0 are trade-off parameters, f is the hypothesis and (f (x)−ỹ(x)) 2 is the error of f on the unlabeled point x with respect to a pseudo-targetỹ.ỹ is achieved from k-neighborhood labels y(x) by a local weighted average or other regression algorithms applied locally.
Based on the formulation Eq. (18), [6] gave new and general explicit error bounds for transductive regression and designed a general algorithm inspired by the error bounds that could scale to relatively large data sets. [7] presented an efficient cross manifold label propagation method and the labels from different classes could thus be employed to pilot the regression. Manifolds constructed from different classes are regularized separately and utilize the inter-manifold relations. [8] proposed an approach that exploited a censored instance's own partial information of true outcome rather than its neighbors' labels to transduce optimal target times.
B. Unconstrained Regularization Transductive Regression
Another family of transductive regression algorithms that can be formulated as the following optimization problem:
where Q ∈ R n×n is a symmetric regularization matrix, C ∈ R n×n is a symmetric(often a diagonal) matrix of empirical weights, Y all ∈ R k×n is the target values of the n labeled data instances together with the pseudo-target values of the u unlabeled data instances, and Y pre ∈ R k×n is a matrix whose i-th row is the predicted target value for x i . The close-form solution of Eq. (19) . is given by
This formulation is quite general and includes the algorithms of [11] , [12] , [13] . [14] designed an algorithm simultaneously learned the order of the decision boundaries. At the same time the pseudolabels of unlabeled data with the decision boundaries were enforced to fall on low-density regions of both labeled and unlabeled data while satisfying the cluster assumption. [15] developed a statistical learning theory to demonstrate this aspect with regard to Transductive Support Vector Machine's generalization ability.
C. Constrained Graph Regularization Transductive Regression
These methods define a weighted graph G = (X all , W ), edge W can be interpreted as similarity weights between vertices. The input space X all is thus reduced to the set of vertices, and a hypothesis h :
T . The hypothesis set H can thus be identified with R l . So the task is predicting the vertices' labels. Let h train denote the restriction of h to the training points, [h(
T ∈ R l , and similarly let
T ∈ R l . The general family of constrained graph regularization algorithms can then be defined by the following optimization problem:
where L ∈ R n×n is the graph Laplacian matrix. L is a positive semi-definite symmetric matrix. h T Lh = ∑ l ij=1 w ij (h(x i ) − h(x j )) 2 . u ∈ R n is a fixed vector always defined to be all its entries equal 1. This constraint of the objective function thus restricts the space of solutions to be in H 1 , the hyperplane in H of the vectors orthogonal to u. It also define P as the projection matrix over the hyperplane H 1 [16] , [24] . Then, the Lagrangian associated to the objective function Eq. (21) Multiplying by the projection matrix P gives P(L + αI)h = αPY train (24) So, the solution of Eq. (21) is
To the best of our knowledge, this is the first work to get closed-form solution in smooth transductive learning.
V. CONSLUSION In this paper, we present a novel algorithm dedicated for the closed-form transductive learning problem. Information constructed from labeled and unlabeled data are regularized appropriately and utilize the unlabeled data's classes information, we develop an efficient method and unlabeled data's feature which can thus be employed to pilot the learning. The method puts the class labels information to the learning procedure and discovers the similar structure shared by the label distribution of data. Moreover, we design an Adaptive Thresholding method which can select suited class labels automatically. This Adaptive Thresholding is based on classification error. Plentiful experiments demonstrate the superiority of our proposed framework over the two state-of-the-art classification algorithms.
