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Kleine lateinische Buchstaben bedeuten ganzrationale Zahlen. 
Für n2:0 ist n! erklärt vermöge O! := 1 und m! := m· (rn-I)! (m>O). Es sei 
n! 
m:= {~! (n-k)! falls O:S k:S n 
sonst 
137 
("Binomialkoeffizient"). Die interessante Arbeit [1] von Apery über die Irrationalität 
von ~(2) und ~(3) stützt sich für die Summen 
auf die Rekursionsformeln 
(0) n2a~_1+(11n2+11n+3)ari-(n+l)2a~+1=0 (nEz'), 
n3 an-l - (2n+1) (17n2+17n+5) an + (n+1)3 an +l = 0 (n Ez'). 
Wir wollen uns in dieser Arbeit mit verwandten Summen befassen. 
Satz 1. Es sei 
'tn,d(ß) : = L m (n+~+k) ßk; 
O:Sk:Sn 
für n Ez', dEz', ß E IR gilt 
n(n+d) (2n+d+2)'tn-l,d(ß) 
(1) - (2(1 +2ß)n2 +2(1 +2ß) (d+ 1)n+d+ß(d+2)d) (2n+d+ l)'tn,d(ß) 
+ (n + 1) (n +d + 1) (2n +d)'tn+"d(ß) = O. 
Beweis. Für n< 0 wird in (1) nur 0 = 0 behauptet. Es sei O:S k:Sn + 1, N : = n +d + k. 
Beim Koeffizientenvergleich für ßk ist zu zeigen 
(n+d) (2n+d+2)n (nk') (Nk') 
-(2n2+ 2n(d + l)+d) (2n +d + 1) (k) (~) 
(2) -(4n2+4n(d+1)+(d+2)d) (2n+d+1) (k~') (~~,') 
+(n+l) (2n+d) (n+d+l) (nt 1) (N;l) =0. 
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FürO:::;k:::;n+list 
(3) n(nk'): (k): (k~'): (nt') = (n-k) (n-k+l): (n-k+l): k: (n+l), 
(Nk'): (~): (~:n : (n+d+l) (N;') = (n+d): (n+d+k): k: (n+d+k) 
(n+d+k+l). 
(2) lautet dann 
(n+d)2 (2n+d+2) (n-k) (n-k+l) 
- (2n2+2n (d+ 1)+d) (2n+d+ 1) (n-k+l)(n+d+k) 
(4) - (2n+d+2) (2n+d) (2n+d+ 1) k2 
+ (n+l)2 (2n+d) (n+d+k) (n+d+k+l) = 0, 
was man direkt nachrechnet (und zwar etwa so: die linke Seite von (3) ist ein qua-
dratisches Polynom in k, welches für k = 0, n + 1, -(n +d) verschwindet). 
Für ß E C mit IßI<1 sei 
F( b· .R).= 1+ ab L+ a(a+l)b(b+l) Jr..+ a, ,C,p . c I! c(c+l) 2! ... 
("hypergeometrische Reihe") und 
Pn(ß): = F(-n, 1 +n; 1; I;ß) 
("n-tes Legendre-Polynom"). (1) liefert das geläufige 
nPn-,(ß) - (2n+ I)ßPn(ß)+(n+l) Pn+,(ß) = 0 
Es ist 




Es sei F(a,b) := F(a,b;I;-ß); mit a=-n, b=n+d+l ist (1) eine Beziehung 
zwischen 
(5) F(a+l,b-l), F(a,b), F(a-l,b+l), 
welche sich leicht aus den Formeln von Gauss für benachbarte F folgern läßt. Dazu 
beachten wir (v gl. etwa [2], S.103) 
(6) (b-l-a) F(a,b-l) + aF(a + 1, b-l) - (b-l) F(a,b) = 0, 
(7) (b-a) (1 +ß) F(a,b) - (l-a) F(a-l,b) + (l-b) F(a,b-l) = O. 
Wegen (6) wird aus (1) eine Beziehung zwischen 
(8) F(a,b-l), F(a,b), F(a-l, b+ 1) 
statt (5). Wegen (7) wird aus (1) eine Beziehung zwischen 
(9) F(a-l,b), F(a,b), F(a-l, b+l) 
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statt (9), welche sich beim Nachrechnen als 
O' F(a-l,b) + O' F(a,b) = 0 
erweist. Damit ist dann (1) erneut bewiesen. 
Mit der Formel 
(10) F(-n,b;c;z) = (l_z)c+n-b F(c+n,c-b;c;z) 
von Euler (1748) bekommt man leicht 
'tn+d,-d(ß) = (1 + ß)d 'tn,d(ß) 
Mit der Formel 
F(a b'C'!) = r(c) r(c-a-b) 
, , , r(c-a) r (c-b) 
von Gauss (1812) bekommt man leicht 
L m ("t k) (_I)k = (-1)" (n~d). 
O:Sk:Sn 
Satz 2. Es sei 
für n ElL, d E/L, ß E R gilt 
(O:S n E lL, O:S d E lL, ß E IR). 
(11) n(n + 1) Ön-l,d (ß) - (1 + 2ß) (n + 1) (2n + 1) Ön,ct(ß) 
+ (n + 1-d) (n + 1 +d) Ön+l,ct(ß) = O. 
Beweis. Für n< 0 wird in (11) nur 0 = 0 behauptet. Es sei O:S k:S n + 1. Beim Koeffi-
zientenvergleich für ßk ist zu zeigen 
n(nkl) (nd\in - (2n + 1) m GitD 
(12) -2 (2n + 1) (k~l) (att:D 
+(n+l-d) (n+l+d) (n+l)-l (nt l) (n~!tk) =0. 
(12) ist klar für d+k<O v n<d. Es sei d+k2':O, n2':d. Es ist 
(nd\tk ) : (atD : (att=D : ("~!tk) 
=(n-d):(n+k):(d+k): (n+k+l)(n+k). 
n+l-d 
(12) lautet wegen (3) dann 
(n-k) (n-k + 1) (n-d) - (2n + 1) (n-k + 1) (n + k) 
-2 (2n+l) k (d+k) + (n+l+d) (n+k+l) (n+k) = 0, 
was man direkt nachrechnet (etwa mittels k = 0, n + 1, -n). 
Wie Satz 1 läßt sich auch Satz 2 mit Hilfe benachbarter F erneut beweisen. 
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Es ist {m F(-n,n+1;d+1;-ß) Ön,d(ß) = C~) WdF (-n-d,n-d+ 1; 1-d; -ß) 
Wegen F(a,b;c;z) = F(b,a;c;z) und (10) folgt daraus 
ßd Ön,d(ß) = (1 + ß)d Ön,-d(ß) 
Es sei 
für 
(13) n2: 1, O::5k::5n+ 1, n+d2:0 
ist 
I-ln,d,k: I-ln+1,d,k : 1-ln-1,d,k : I-ln,d,k-1 = 
(d2:0) 
(d::50). 
(n+1-k? (n+d+k): (n+1)2 (n+d+k) (n+1+d+k) (n+1+dt1 
: (n_k)2 (n + 1-k? (n +d)n-2 : k3. 
Es sei 
An,d := (n+d? (n-d) (5n+5+3d), 
Bn,d : = 55n4 + (110 + 88d)n3 + (70 + 132d + 43d2)n2 + (15 + 62d + 43d2 + 6d3)n 
Cn,tI := (n+l)2 (n+d+1) (5n+3d), +3d (d+1) (d+3), 
Gn,tI : = 30n4 + (45 + 38d)n3 + (15 + 38d-3d2)n2 + (9-9d-19d2) dn-2d3 (5 + 3d), 
Hn.tI := (n+d)3 (5n+5+3d), 
Ln.tI,k : = n2 (An,tI + Bn,d-Cn,d) - nGn,dk-Hn,dk2; 
es ist 
Gn,d = (n2_d2) (3n+2d) (5n+5+3d) + (n+1)n (3n+2d+3) (5n+3d); 
durch direktes Nachrechnen (etwa durch Koeffizientenvergleich bei den Potenzen 




2 (An,dl-ln-1,d,k + Bn,dl-ln,d,k - Cn,dl-ln+1,d,k) 
= Ln,d,kl-ln,d,k - Ln,d,k-1 I-ln,d,k-1' 
Für n E lL, d E lL gilt 
Beweis. Für n 2: 1 /\ n + d 2: 0 folgt das aus (14) durch Summation über 0::5 k::5 n + 1. 
Für n = 0 /\ d 2: 0 folgt die Behauptung aus a-1,d = 0, aO,d = 1, a1,d = d + 3. In den 
verbleibenden Fällen wird 0 + 0-0 = 0 behauptet. 
Satz 3 mit d = 0 ergibt (0). 
Es sei 
Ari,d := n2 (n+d) (5n+5+3d), 
Cri,d := (n+d+1? (n-d+l) (5n+3d), 
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En,d := (n2_d2)n (Sn+S+3d) - (n+d+l)2 (n+l) (Sn+3d), 
G~,d := 3 (n2_d2) (Sn+S+3d) + 3 (n+d+1)2 (Sn+3d), 




: = Bn,d + En,d - G~,dk-Hri,dk2, 
: = (k)2 (~!~), Yn,d: = L Qn,d,k' 
O::5k::5n 
(15) n:2:1, n:2:d, d+k:2:0, 0::5k::5n+1 
ist 
Qn,d,k: Qn+l,d,k: Qn-l,d,k: Qn,d,k-l = 
(n+l-k? (n+k): (n+1)2 (n+k) (n+1+k) (n+1-dt1 
: (n-k)2 (n+1-k? (n-d)n-2 : k2 (d+k), 
Durch direktes Nachrechnen folgt für (15) leicht 
(16) Ari,d Qn-l,d,k + Bn,d Qn,d,k - C;',d Qn+l,d,k 
= L;',d,k Qn,d,k - L;',d,k-l Qn,d,k-l' 
Satz 4. Für n E 2.-, d E 2.- gilt 
(17) A;',d Yn-l,d + Bn,d Yn,d - C;',d Yn+l,d = 0, 
Beweis: Für d + k < 0 ist Qn,d,k = 0; es folgt 
Yn,d = L Qn,d,k' 
0::5 k::5 n 
k:2: - d 
Für n:2: 1, n:2: d folgt aus (16) durch Summation über k mit 0::5 k::5 n + 1, d + k:2: ° 
sofort (17), In den Fällen n< -1, n = -1, n = 0, n+ 1 <d, n+ 1 = d wird 0+0-0 == 0 
behauptet. 
Mein Dank gilt Burghart Hoffrichter und Roman Rieger für die Anfertigung von 
numerischem Material. 
Einer brieflichen Mitteilung von Prof. Askey zufolge könnte man hier noch auf [3] 
hinweisen, 
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