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Abstract
The aim of this paper is to prove that a class of distributed parameter systems governed by neu-
tral FDEs provides regular linear systems. Employing the well established theory of representation,
transfer function and feedback of these later we then give new representations of the state and the
output function of the neutral systems.
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1. Introduction
The class of distributed parameter linear systems governed by functional differential
equations of neutral type provides an important class of infinite-dimensional linear systems
which appears in many field of applications (e.g., models describing aeroelastic systems,
transmission line). As it is well known (see, e.g., [1,16,22,23,32] and references therein),
the well-posedness of such a class has been mainly investigated in the finite-dimensional
state space. Here in the current paper we are interested in studying a large class of neutral
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trajectory and the output function of such systems in terms of the delay operators and their
Yosida extensions. Also we investigate on its transfer functions which seem to be new to
our knowledge.
Before we summarize the existing theory for the problem cited above and state our
new results, we have first to introduce some notations required to clarify our expose. We
fix three Hilbert spaces X,U,Y (in fact, the state, control and observation space), real
number r > 0 and A :D(A) → X is a linear operator which generates a strongly continuous
semigroup T := (T (t))t0 on X. For a Hilbert space Z, if z : [−r,∞) → Z then the history
of z is the function zt : [−r,0] → Z defined by zt (s) := z(t + s). We denote by L2(Z) :=
L2([−r,0],Z) the customary Lebesgue space of square-integrable Z-valued functions on
[−r,0] and W 1,2(Z) := W 1,2([−r,0],Z) its associated Sobolev space.
We focus our attention to the well-posedness of the following neutral differential control
linear system (shortly (NDCS)):
∂
∂t
[
x(t)−Dxt −Nut
]= A[x(t)−Dxt −Nut ]+Lxt +Kut , (1)
together with the initial conditions
lim
t→0
(
x(t)−Dxt −Nut
)= η, x0 = ϕ, u0 = ζ, (2)
augmented with the observation
y(t) = C1xt +C2ut , (3)
where x(t) ∈ X, u(t) ∈ U and y(t) ∈ Y represent the state, control and observation
functions, respectively, the delay operators D,L :W 1,2(X) → X, K,N :W 1,2(U) → X,
C1 :W 1,2(X) → Y , C2 :W 1,2(U) → Y are supposed to be linear and bounded, the initial
conditions (η,ϕ, ζ ) ∈X := X ×L2(X)×L2(U).
In finite-dimensional case Vinter and Kwong [27] have introduced the so-called “forc-
ing function state” to Eq. (1) in the case (A = 0, D = 0, N = 0, L = 0) and generalized
later in Delfour [8] by adding a state delay term. Retarded systems with simultaneous de-
lays in control and observation variables (A = 0, D = 0, N = 0, C2 = 0) have been the
first time successfully treated in Pritchard and Salamon [21]. Their approach shows that
the delay system is reformulated as Pritchard–Salamon system on the new state space X
(see [6] for more details on this class). For inhomogeneous neural equations Burns et al. [3]
have investigated the well-posedness of Eq. (1) in the case (A = 0, N = 0, K = δ0). Their
approach allows to transform the neutral equation into an inhomogeneous Cauchy problem
on X0 := Rn × L2(Rn) (see also Burns et al. [4], Kappel and Zhang [19,20], Tadmor and
Turi [26] for the case of atomic difference operators). Neutral systems like (NDCS) have
been mainly studied by Salamon [22,23]. The aforementioned approach is not applicable
for C2 = 0 owing to much unboundedness in input and output operators reason. So as to
overcome this difficulty Salamon [23] have used a different approach to derive an evolu-
tion equation representation and some regularity result for (NDCS) (with A = 0) based on
boundary control problems.
For infinite-dimensional case the well-posedness of (NDCS) has been an outstanding
problem for many years. Ichikawa in his fundamental paper [17, Section 1] has intro-
duced an evolution equation approach to Eq. (1) for (D = 0, N = 0). In order to obtain
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the history of the control to the dynamics of the equation. Recently, Hadd, Idrissi and
Rhandi [11–13] have introduced a justificative generalization to Ichikawa (and also to
Pritchard–Salamon [21]) approach by considering a large class of functional differential
control systems in Banach spaces with delays in state, control and observation variables
(D = 0, N = 0). They proved that such systems are reformulated as Salamon–Weiss sys-
tems on X0 := X×L2(X),U,Y (the largest class of infinite-dimensional linear system for
which Pritchard–Salamon systems is a subclass, see [23,31]). The results obtained in [12]
allow the application of control theoretical results for regular linear systems such as linear
quadratic problem [2]. More recently, Hadd and Rhandi [14] have presented a functional
analytical approach to the neutral equation (1) with (N = 0, K = δ0) in Banach spaces.
Based on the paper [12] and the well-developed semigroup theory [9,10] the author of [14]
extended the results obtained in [3] and also developed a spectral theory for (1) in a natural
way.
The object of this paper is to pursued the study obtained in [12,14]. In fact we will see
that under appropriate assumptions on delay operators (already considered and justified in
[14]) the neutral system (NDCS) is reformulated as a regular linear system on X ,U,Y .
Our approach combines the approaches used in [12,14] and a general feedback perturba-
tion theorem due to Weiss [31] and Staffans [25] (see Theorem 4) for Hilbert and Banach
spaces, respectively.
The paper is organized as follows. In the next section we give a background on infinite-
dimensional linear systems. In fact we have divided this section into three subsections,
the first one lists a necessary tools on Salamon–Weiss theory required to our study, the
second is taken from [13] which recall a subclass of those systems closely related to the left
shift semigroups, the last subsection is devoted to recall from [12] how one can transform
a linear system with state, input and output delays into a regular linear system. Section 3
contains our main results, in particular we show that linear control systems governed by
neutral FDEs are reformulated as regular linear systems in the same way as for standard
delay systems.
2. A background on regular systems
Throughout F,Z,Z0 are Hilbert spaces and V := (V (t))t0 is a C0-semigroup on Z
with generator (G,D(G)) and type ω0(V ) = inft>0 1t log‖V (t)‖. Let Z−1 be the extrap-
olation space of Z for G, i.e. the completion of Z with respect to the norm ‖R(λ0,G)z‖
for some fixed λ0 ∈ ρ(G), the resolvent set of G. We recall that G can be extended
to a bounded operator G−1 :Z → Z−1 which generates in Z−1 a C0-semigroup V−1 :=
(V−1(t))t0 extending V . Moreover, ρ(G) = ρ(G−1) (see, e.g., [10, Chapter II, Theo-
rem 5.5]).
2.1. Regular linear systems
Since our results are based on the feedback theory of regular linear systems, we review
the relevant theory from [22,25,31].
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Φ(t) :L2
([0, t],U)→ Z, t  0,
are bounded linear operators satisfying
Φ(t + s)u = Φ(t)(u(· + s)∣∣[0,t])+ V (t)Φ(s)u∣∣[0,s] (4)
for u ∈ L2([0, s + t],U) and t, s  0. By the representation theorem due to Weiss [29,
Theorem 3.9], there exists a unique operator BU ∈ L(U,Z−1), called control operator for
the semigroup V , such that
Φ(t)u =
t∫
0
V−1(t − σ)BUu(σ )dσ (5)
for any t  0 and u ∈ L2([0, t],U), where the integral exists in Z−1. Each control sys-
tem (V ,Φ) with control operator BU is completely determined by an abstract differential
equation of the form
x˙(t) = G−1x(t)+BUu(t), x(0) = η, t  0 (in Z−1), (6)
which has a unique strong solution (called state trajectory) given by
x(t) = V (t)η +Φ(t)u, t  0.
We now look at the following observation system:
x˙(t) = Gx(t), x(0) = η,
y(t) = Cx(t), t  0, (7)
where C :D(G) → Y is a linear bounded operator (C is not necessary bounded on Z). It
has been shown by Weiss [28] that the well-posedness of (7) requires a certain “admissibil-
ity” of C for the semigroup V . More precisely C is called admissible observation operator
for G (or for V ) if the estimate
t0∫
0
∥∥CV (τ)z∥∥2 dτ  γ 2‖z‖2 (8)
holds for some (hence all) t0  0 and all z ∈ D(G) with constant γ := γ (t0) > 0. Due
to (8), the operators defined by(
Ψ (t)z
)= CV (τ)z for z ∈D(G) and 0 τ  t, (9)
are extended to bounded operators from X to L2loc(R+, Y ) (denoted again by Ψ (t)). In
this case we say that (V ,Ψ ) := (V , (Ψ (t))t0) is an observation system on Z,Y, and the
observation equation y(·) in (7) satisfies y(τ) = (Ψ (t)η)(τ ) for a.e. 0  τ  t and all
η ∈ Z. So as to have a representation like (9) on all of Z, Weiss [28] has introduced an
extension of C, called the Yosida extension which is defined by
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λ→+∞CλR(λ,G)z,
D(C˜) := {z ∈ Z: this limit exists in Y }. (10)
As shown in [28, Theorem 4.5], the admissibility of C for V implies that V (t)z ∈ D(C˜)
for all z ∈ Z and a.e. t  0, the map Ψ∞ :Z → L2loc(R+, Y ) defined by Ψ∞z := C˜V (·)z, is
linear and bounded, called the extended output map, and the output function y(·) in (7) is
given by y(t) = (Ψ∞η)(t) for all η ∈ Z and a.e. t  0.
We note that Weiss has introduced another extension of C called the Lebesgue extension
which is defined by
CLη = lim
τ↘0C
1
τ
τ∫
0
V (σ)η dσ, (11)
with domain
D(CL) :=
{
η ∈ Z: the limit in (11) exists},
which satisfies D(A) ⊂ D(CL) ⊂ D(C˜) ⊂ Z (see [31, p. 41]).
In what follows of this section we assume that (V ,Φ) and (V ,Ψ ) are control and ob-
servation systems with control and observation operators BU and C, respectively. We shall
focus on the well-posedness of the linear system
x˙(t) = G−1x(t)+BUu(t), x(0) = η, t  0,
y(t) = Cx(t), t  0. (12)
We say that the system (12) is well posed on Z,U,Y if there exists a family F :=
(F(t))t0 of bounded linear operators from L2([0, t],U) to L2([0, t], Y ), t  0, satisfying[
F(t + s)u](τ ) = [F(t)u(· + s)|[0,t]](τ − s)+ [Ψ (t)Φ(s)u|[0,s]](τ − s) (13)
for τ ∈ [s, s + t], t, s  0, and u ∈ L2([0, s + t],U). In this case we say also that the
quadruple Σ := (V ,Φ,Ψ,F) is well posed on Z,U,Y .
Let Pτ be the operator of truncation to [0, τ ], that is (Pτ f )(t) = f (t) for t ∈ [0, τ ] and
zero, otherwise. One shows that the operators F(τ ) are compatible in the sense that for t >
τ we have PτF(t) = F(t). This property provides a unique operator F∞ :L2loc(R+,U) →
L2loc(R+, Y ) called the extended input–output map and verifies F(τ ) = PτF∞ = PτF∞Pτ
for τ  0. We recall from [30, Theorem 3.6] that there exist α ∈ R and a unique bounded
and analytic function H(·) : {λ ∈ C: Reλ > α} → L(U,Y ) such that y = F∞u if and only
if
yˆ(λ) =H(λ)uˆ(λ), Reλ > α.
The function H is called the transfer function of Σ .
We say that the well-posed system Σ is regular with feedthrough D ∈ L(U,Y ) if the
limit
lim
t→0
1
t
t∫
(F∞u0)(τ ) dτ =Dz0
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The following theorem (see [30]) shows a useful characterization of the regularity for
well-posed systems. In fact, Ref. [30] contains several equivalent conditions for regularity.
Here in this paper we require the following one.
Theorem 1. Let Σ := (V ,Φ,Ψ,F) be a well-posed system with control and observation
operators BU and C, respectively. Then Σ is regular if and only if R(λ,G−1)BU ⊂ D(C˜)
for some (hence for all) λ ∈ ρ(G). In this case, the transfer function of Σ is given by
H(λ) = C˜R(λ,G−1)BU +D, Reλ > ω0(G), (14)
where D is feedthrough operator of Σ .
Next, we state a definition which will be constantly used throughout this paper.
Definition 2. Let BU and C be the control and observation operators issued from (V ,Φ)
and (V ,Ψ ), respectively. We say that the triple (G,BU ,C) generates a regular system
Σ if there exists a bounded operator F∞ :L2loc(R+,U) → L2loc(R+, Y ) such that Σ :=
(V ,Φ,Ψ,F) is regular on Z,U,Y .
Let Σ be the regular system generated by (G,BU ,C) and has a feedthroughD. Then it
is well known that Φ(t)u ∈ D(C˜) and F∞u := C˜Φ(·)u+Du for all u ∈ L2loc(R+,U) (see
[31]).
Theorem 3. [31] Assume that (G,BU ,C) generates a regular system Σ in Z,U,Y with
feedthrough operator D. The state trajectory x(t) and output function y(t) of Σ satisfy
x(t) ∈D(C˜) and y(t) = C˜x(t)+Du(t) = (Ψ∞x + F∞u)(t) (15)
for a.e. t  0 and all u ∈ L2loc(R+,U).
Let Σ be a regular system with transfer function H. An operator K ∈ L(Y,U) is called
admissible feedback for Σ if I − KH(λ) (equivalently I − H(λ)K) has a uniformly
bounded inverse in L(U) (respectively L(Y )) for λ in some right-half plane.
Theorem 4. ([25, Chapter 7], [31, Section 7]) Assume that (G,BU ,C) generates a regu-
lar system Σ := (V ,Φ,Ψ,F) with (feedthrough D), admissible feedback operator K and
transfer function H(·). Then the operator defined by
G = G−1 +BU(I −KD)−1C˜,
D(G) := {z ∈D(C˜): Gz ∈ X}
(the sum is defined in Z−1) generates the unique C0-semigroup V on Z satisfying V (σ)z ∈
D(C˜) for almost every σ  0 and
V (t)z = V (t)z +
t∫
V−1(t − σ)BU(I −KD)−1C˜V (σ )z dσ0
842 H. Bounit, S. Hadd / J. Math. Anal. Appl. 320 (2006) 836–858for z ∈ Z, t  0. Let now u and y be the input and output functions of Σ , respectively. We
consider the feedback law u = Ky + v. Then the triple (G,BU ,CL) generates a regular
linear system Σ := (V ,Φ,Ψ ,F) on Z,U,Y with input function v, output function y,
called the closed-loop system associated to Σ , where
Φ(t) = Φ(t)[I + F(t)]. (16)
Further, the Yosida extension of CL with respect to G coincides with C˜. The transfer func-
tion of Σ is
H= (I −KH)−1H. (17)
2.2. Regular linear systems associated to the left shift semigroup
In this subsection we recall from [13,14] the class of regular linear system defined by
the left shift semigroup. This later is defined on L2(Z0) by(
SZ0(t)f
)
(θ) := 1[−r,0](t + θ)f (t + θ), f ∈ L2(Z0), t  0, θ ∈ [−r,0].
Here the symbol 1J denotes the constant function equal to one in the interval J ⊂ R and
zero, otherwise. It can be verified that the generator of SZ0 is given by
QZ0f := f ′ for f ∈ D(QZ0) :=
{
f ∈ W 1,2(Z0): f (0) = 0
}
.
We note that ρ(QZ0) = C. We denote by (L2(Z0))−1 the extrapolation space associated
with L2(Z0) and SZ0 . Moreover, (SZ0)−1 will denotes the semigroup extension of SZ0 to
(L2(Z0))−1. Its generator is denoted by (QZ0)−1.
We set(
ΦZ0(t)u
)
(θ) := 1R+(t + θ)u(t + θ), t  0, θ ∈ [−r,0]. (18)
It is know that (SZ0,ΦZ0) is a control system on L2(Z0),E (see, e.g., [7, Section 4] and
[13]). Moreover, if u ∈ L2loc(R+,U) is the control function of this system then we have
ut = SZ0(t)ζ +ΦZ0(t)u, u0 = ζ, t  0.
This mean that the input segment ut is exactly the state trajectory of (SZ0,ΦZ0). Let BZ0 ∈
L(E0, (L2(Z0))−1) be the control operator representing this system as in (5). Then, taking
Laplace transform in (18), we get
BZ0z =
(
λ− (QZ0)−1
)
eλz (19)
for z ∈ Z0 and λ ∈C, where eλ :Z0 → L2([−1,0],Z0) are bounded linear operators given
by
(eλz)(θ) := eλθ z, z ∈ E, λ ∈C, θ ∈ [−r,0].
On the other hand, the control system (SZ0 ,ΦZ0) is closely related to the boundary control
problem
∂
∂t
(t, s) = ∂
∂s
(t, s), (0, ·) = ϕ, t  0, s ∈ [−r,0],
(t,0) = u(t), t  0, (BCP)
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tion. Thus it is natural to couple (BCS) with the observation equation
y(t) = Put , t  0, (BOE)
where P ∈ L(W 1,2(Z0),F ).
It is shown by Salamon [23] that (BCP)–(BOE) is reformulated to the following distrib-
uted linear control system:{
z˙(t) = (QZ0)−1z(t)+BZ0u(t), z(0) = ϕ, t  0,
y(t) = Pz(t), t  0. (DCS)
It has been shown by Salamon [23] that (BCP)–(BOE) is well posed (in the sense of
definition of [23]) if and only if (DCS) is well posed. In this case, for smooth inputs
(i.e. u ∈ W 1,2loc (R+,U) with u(0) = 0) the transfer function of (BCP)–(BOE) (and then
of (DCS)) is explicitly given by
H(λ) = Peλ, λ ∈C, (20)
due to [5] (see also [23]).
To P we associate an auxiliary operator, called mass operator (see [13]), defined by
Pz := lim
σ→+∞Peσ z,
D(P) := {z ∈ X: this limit exists in F }. (21)
By a short computation one can see that
lim
σ→+∞Peσ = Peλ − limσ→+∞PσR(σ,QZ0)eλ (22)
for λ ∈R. Then P ∈ L(Z0,F ) if and only if rg[eλ] ⊂D(P˜ ) (see [13]). In this case, we have
Pz = Peλz− P˜ eλz for λ ∈C and z ∈ X, which implies that
Pδ0 = (P − P˜ )
∣∣
W 1,2(Z0)
, (23)
due to W 1,2(Z0) ⊂D(P˜ ) (owing to ψ = (ψ − eλψ(0))+ eλψ(0) for any ψ ∈ W 1,2(Z0)).
Remark 5. In view of the rich theory of regular linear system, to give a sense to (DCS) (in
particular to (BOE)) it is more convenient to consider operators P for which (QZ0 ,BZ0 ,P )
generates a regular linear system. Fortunately, for such regular system the condition
rg[eλ] ⊂D(P˜ ), λ ∈C, (24)
is automatically satisfied, due to (19) and Theorem 1. Thus, by our discussion above the
mass operator P is well defined and bounded.
Since in the sequel we want to work with operators P as in Remark 5, we thus define
the set
Reg(Z0,F ) :=
{
P ∈ L(W 1,2(Z0),F ): (QZ0 ,BZ0 ,P ) generates a regular system}.
For simplicity we set Reg(Z0,Z0) := Reg(Z0).
844 H. Bounit, S. Hadd / J. Math. Anal. Appl. 320 (2006) 836–858Let P ∈ Reg(Z0,F ) and denote by ΣPZ0 := (SZ0,ΦZ0 ,Ψ P ,FP ) its associated regular
system with feedthrough operator D. Let ΨP∞ and FP∞ be the extended output and input–
output maps associated to ΣPZ0, respectively, and P˜ be the Yosida extension of P with
respect to QZ0 .
As the input segment ut is the state trajectory of ΣPZ0, then according to Theorem 3,
ut = SZ0(t)ϕ +ΦZ0(t)u, (25)
y(t) = P˜ ut +Du(t) =
(
ΨP∞ϕ
)
(t)+ (FP∞u)(t) (26)
for a.e. t  0. On the other hand, due to (14) and (19), the transfer function of ΣPZ0 is given
by
H(λ) = P˜ eλ +D, λ ∈C. (27)
By using (20), (23), (27), and the fact that the space of smooth inputs indicated above is
dense in L2loc(R+,Z0) then one can deduce that P=D.
Remark 6. Let denote by BV([−r,0],Z0,F ) the set of bounded variation functions
μ : [−r,0] → L(Z0,F ) with total variation |μ| satisfying |μ|([−τ,0]) → 0 as τ → 0. We
define the following set:
RS
([−r,0],Z0,F ) :=
{
P ∈ L(W 1,2(Z0),F ): ∃μ ∈ BV([−r,0],Z0,F ),
Pg :=
0∫
−r
dμ(s)g(s)
}
.
It is proved in [13, Theorem 3.7] that RS([−r,0],Z0,F ) ⊂ Reg(Z0,F ). Moreover, if P ∈
RS([−r,0],Z0,F ) then the feedthrough operator P of ΣPZ0 is identically null, so by (27)
the transfer function related to P is H(λ) = Peλ for λ ∈C. Due to representation theorem
in finite-dimensional spaces (see [1, Chapter 4, Theorem 3.3]) we have
L(W 1,2(Rn),Rm)⊂ Reg (Rn,Rm).
2.3. Linear systems with delay in control and observation variables
In this section we shall recall from [12–14] how one can reformulate linear systems
with delay in control and observation variables as regular linear systems in Salamon–Weiss
sense.
Let us first consider the following input delay problem:
q˙(t) = Aq(t)+ Jvt , t  0,
q(0) = η, v0 = ψ, (28)
where A generates a C0-semigroup T := (T (t))t0 on X and the input delay operator
J :W 1,2(Ω) → X is linear and bounded, where Ω is a Hilbert space and ψ ∈ L2(Ω). Note
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functions, the operator J can be represented in the form
Jϕ =
r∫
0
dμ(τ)ϕ(−τ)
using a standard representation theorem [1, Chapter 4, Theorem 3.3] where μ is a normal-
ized matrix function of bounded variation. Moreover, the expression Jvt = dμ(t) ∗ v(t)
makes sense as an L2-function of t if v(·) ∈ L2loc([−1,∞),Ω). Contrary to finite-
dimensional case Jvt is not generally well defined for all v ∈ L2loc([−1,∞),Ω). So
to give sense to the mild solution of (28) it is more convenient to extend Jvt into a
2-integrable function. Due to the results recalled in the last subsection it is then interest-
ing to assume that J ∈ Reg(Ω,X). In this case we have vt ∈ D(J˜ ) for a.e. t  0 and that
Jv• ∈ L2loc(R+,X), where J˜ is the Yosida extension of J with respect to QΩ . If, in addi-
tion, vt ∈ W 1,2(Ω), invoking (23) Jvt = Jv(t)+ J˜ vt for a.e. t  0, which is p-integrable,
where J ∈ L(Ω,X) is the mass operator associated to J (see (21)). This motives the fol-
lowing definition (see [14, Definition 4.1]).
Definition 7. Let η ∈ X,ψ ∈ L2(Ω) and J ∈ Reg(Ω,X). A continuous function
z(·) : [−r,∞) → X is called mild solution of (28) if it satisfies
z(t) = T (t)η +
t∫
0
T (t − τ)[Jv(τ)+ J˜ vτ ]dτ, t  0. (29)
For J ∈ Reg(Ω,X), the input delay equation (28) has always a mild solution (see
[13,14]).
For control synthesis it is interesting to relate (28) to an undelayed equation. This has
been investigated for finite-dimensional case by many authors (see, e.g., [1, Chapters 4,
5] and the references therein). Recently, it has been proved that (28) determines a control
linear system (see [12]). Next, we shall recall this transformation. To this purpose, let define
the Hilbert space
X := X ×L2(Ω) with norm
∥∥(x, g)∥∥= ‖x‖ + ‖g‖2.
Let ΣJΩ := (SΩ,ΦΩ,Ψ J ,FJ ) be the regular system associated to J . Then, due to (25),
(26) and (29),(
z(t)
vt
)
=
(
T (t)η +R(t)g
SΩ(t)g
)
+
(∫ t
0 T (t − σ)(Jv(σ )+ FJ∞v)(σ )
ΦΩ(t)v
)
, (30)
where R(t) :L2(Ω) → X, t  0, are the operators defined by
R(t)g :=
t∫
T (t − τ)(Ψ J∞g)(τ ) dτ.0
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T (t) :=
(
T (t) R(t)
0 SΩ(t)
)
, t  0. (31)
By [12, Theorem 3.1] the family T := (T (t))t0 defines a C0-semigroup on X with gen-
erator given by
A=
[
A J
0 QΩ
]
, D(A) :=D(A)×D(QΩ).
Next we consider
Φ(t)v :=
(∫ t
0 T (t − σ)(Jv(σ )+ FJ∞v)(σ )
ΦΩ(t)v
)
, t  0. (32)
Then, by [12, Proposition 3.2], (T ,Φ) is a control system on X ,V . Let B be the operator
representing this system. Then by taking Laplace transform in both sides of Φ one obtains
R(λ,A−1)B =
(
R(λ,A)[J+ J˜ eλ]
R(λ, (QΩ)−1)BΩ
)
=
(
R(λ,A)Jeλ
R(λ, (QΩ)−1)BΩ
)
(33)
for λ ∈ ρ(A). We note that the control operator B is given by
B = (J,BΩ)T, (34)
where BΩ is given by (19) (see [14]).
It is shown in [14] that the operator A coincides with the following one:
ΔJ =
(
A−1 J˜
0 (QΩ)−1
)
,
D(ΔJ ) :=
{(
x
f
)
∈ X ×D(J˜ ): ΔJ
(
x
f
)
∈X
}
. (35)
Now if w :R+ →X is the state trajectory of (T ,Φ) then, by using (30) and (34), one can
see that
A−1w(t) = ΔJw(t) (36)
for t  0, see [14].
Next, we associate to (28) the following observation equation:
y(t) = z(t)+Evt , t  0, (37)
where E ∈ L(W 1,2(Ω),X).
Since Eq. (28) is represented by the control system (T ,Φ) on X ,Ω then, by (30), it is
interesting to study observation operators of the form
C := [I E] :D(A) → X. (38)
We denote by E˜ (respectively C˜) the Yosida extension of E (respectively C) with respect
to QΩ (respectively A). As demonstrated (see [12]), if E is an admissible observation
operator for QΩ, then C is an admissible observation operator for A as well.
In this case (see [12, Proposition 4.2]) we have
X × [D(E˜)∩D(J˜ )]⊂D(C˜), C˜ = [I E˜] on X × [D(E˜)∩D(J˜ )]. (39)
The following theorem can be found in [12, Theorems 5.1, 5.2].
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identically null. Then (A,B,C) generates a regular linear system Σ on X ,Ω,X with
feedthrough zero, transfer function
H(λ) = R(λ,A)Jeλ +Eeλ, Reλ > ω0(A),
and state trajectory (z(t), vt )T, where z(·) and v(·) are the state and input of (28), respec-
tively. Furthermore, the observation equation (37) has the representation
y(t) = z(t)+ E˜vt (40)
for a.e. t  0 and all v ∈ L2loc([−r,∞),Ω).
3. Linear system governed by neutral FDEs
In this section we study the well-posedness of the neutral system (NDCS). To this pur-
pose we assume that the delay operators D,N,L,K satisfy the following assumptions:
(H1) D ∈ Reg(X) and N ∈ Reg(U,X) with mass operators zero.
(H2) L ∈ Reg(X) and K ∈ Reg(U,X).
Throughout the following D˜, L˜ (respectively N˜, K˜) denote the Yosida extensions of
D,L (respectively N,K) with respect to QX (respectively QU ). Moreover, L and K will
denote the mass operators of L and K , respectively (see (21)). Motivated by the works
[4,13,14] we adopt the following definition.
Definition 9. A generalized solution of the initial value problem (1)–(2) is a triple of func-
tions z : [0,∞) → X, x : [−1,∞) → X and u : [−1,∞) → U such that:
(i) z is continuous, xt ∈D(L˜)∩D(D˜) and ut ∈D(N˜)∩D(K˜) for a.e. t  0.
(ii) x0(s) = ϕ(s) and u0(s) = ζ(s) a.e. on [−1,0].
(iii) The triple (z, x,u) satisfies the following integral equation:
z(t) = T (t)η +
t∫
0
T (t − τ)(Lx(τ)+ L˜xτ +Ku(τ)+ K˜uτ )dτ (41)
and
z(t) = x(t)− D˜xt − N˜ut (42)
for a.e. t  0.
Definition 10. Problem (1)–(2) is well posed in the weak sense if given initial data
(η,ϕ, ζ ) ∈ X ×L2(X)×L2(U), there exists a unique generalized solution which depends
continuously on (η,ϕ, ζ ).
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To this purpose we transform this later into a linear system with input and output de-
lays so as to use the general abstract framework of Section 2.3. We shall introduce
some notations that will be used throughout this paper. We denote by Ω := X × U so
that L2(Ω) ∼= L2(X) × L2(U). Clearly, the left shift semigroup and its generator on
L2(Ω) satisfy SΩ(t)(ϕ1, ϕ2) = (SX(t)ϕ1, SU (t)ϕ2) for t  0 and (ϕ1, ϕ2) ∈ L2(Ω), and
QΩ(ϕ1, ϕ2) = (ϕ′1, ϕ′2) for (ϕ1, ϕ2) ∈ D(QΩ) := D(QX) × D(QU). The control maps
associated with SΩ are given by ΦΩ(t)(g1, g2) := (ΦX(t)g1,ΦU(t)g2) for t  0 and
(g1, g2) ∈ L2([0, t],Ω). Then (SΩ,ΦΩ) is a control system on L2(Ω),Ω, represented by
the control operator BΩ ∈ L(Ω, (L2(Ω))−1) satisfying BΩ(z1, z2) = (BXz1,BUz2)T for
(z1, z2) ∈ Ω, where BX and BU satisfy (19). Let now J and E be the operators defined by
J := [L K] :W 1,2(Ω) → X, E := [D N ] :W 1,2(Ω) → X. (43)
Next, we introduce the auxiliaries input v(t) = (x(t), u(t))T ∈ Ω and delay control system
z˙(t) = Az(t)+ Jvt ,
x(t) = z(t)+Evt , t  0, (44)
for initial conditions z(0) = η and v0 = (ϕ, ζ ) ∈ L2(Ω). According to (H1) and (H2), one
shows that J,E ∈ Reg(Ω,X) and
J˜ = [L˜ K˜], D(J˜ ) =D(L˜)×D(K˜),
J= [L K], J ∈ L(Ω,X),
E˜ = [D˜ N˜ ], D(E˜) =D(D˜)×D(N˜). (45)
Clearly, the mass operator associated to E is identically null. Now Theorem 8 implies that
the solution z(·) of (44) is given by (29) and then, by the expressions of J and J˜ above, it
satisfies also (41).
Next, we introduce the operator
A=
(
A L K
0 QmX 0
0 0 QU
)
,
D(A) = {(η,ϕ, ζ ) ∈D(A)×W 1,2(X)×D(QU): η = ϕ(0)−Dϕ −Nζ}, (46)
where QmXf = QXf for f ∈D(QmX) := W 1,2(X).
We claim (see Theorem 13) that (A,D(A)) is the generator of a strongly continuous
semigroup on X . To that purpose we need some preparations.
Throughout we denote by Σ := (T ,Φ,Ψ,F) the regular system on X ,Ω,X generated
by the triples (A,B,C) (see Definition 2). According to (34), (45) we obtain
B =
(
L K
BX 0
0 BU
)
:= [BL BK ]. (47)
Next, we introduce a new observation operator
Cnew :=
(C
0
)
:D(A) → X ×U. (48)
The following lemma can be obtained as in [12, Proposition 4.2].
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X × [D(L˜)∩D(D˜)]× [D(K˜)∩D(N˜)]⊂D(C˜new),
C˜new =
(
I D˜ N˜
0 0 0
)
.
The following result shows that one can obtain a new regular system from Σ , which
will be used constantly.
Proposition 12. Assume that (H1)–(H2) hold. Then (A,B,Cnew) generates a regular linear
system Σnew on X , V , V with feedthrough zero and the transfer function
Hnew(λ) =
(
R(λ,A)Jeλ +Eeλ
0
)
for Reλ > ω0(A). (49)
Furthermore, if I is an admissible feedback for ΣDX , then it is for Σnew as well.
Proof. The fact that (A,B,Cnew) generates a regular linear system Σnew on X ,V ,V with
feedthrough zero and the transfer function satisfying (49) is obtained as in Theorem 8.
Next, we prove that I is admissible feedback for Σnew. To this purpose we proceed as in
[14, Theorem 4.6]. Using (43) one obtains
I −Hnew(λ) =
(
I −Deλ −Neλ
0 I
)
−
(
R(λ,A)Leλ R(λ,A)Keλ
0 0
)
=Mλ −Nλ
for Reλ > ω0(A). Due to (27) and the fact that D ≡ 0 we have Deλ is exactly the transfer
function of ΣDX . So I − Deλ is invertible for all λ ∈ Cγ1 for some γ1 ∈ R and ‖(I −
Deλ)
−1‖ α1 for λ ∈Cγ1 . As Neλ, L˜eλ and K˜eλ are transfer functions of regular systems
(see (27)), there exists γ2 ∈ R such that max{‖Neλ‖,‖Leλ‖,‖Keλ‖}  α2 for λ ∈ Cγ2 .
Then for all λ ∈Cγ1 ∩Cγ2 the matrix operator Mλ is invertible and its inverse is given by
M−1λ =
(
(I −Deλ)−1 −(I −Deλ)−1Neλ
0 I
)
. (50)
Thus ∥∥M−1λ ∥∥ α3 := max{α1, α1α2,1}
for all λ ∈ Cγ1 ∩ Cγ2 . In addition, for λ ∈ Cω ∩ Cγ2 we have ‖Nλ‖ Mα2(Reλ − ω)−1
for some ω >w0(A). Setting γ0 := max{γ1, γ2,ω + 2Mα2α3}, we then obtain
sup
λ∈Cγ0
∥∥NλM−1λ ∥∥ sup
λ∈Cγ0
Mα2α3
Reλ−ω <
1
2
. (51)
According to (51),
I −Hnew(λ) = [I −NλM−1λ ]Mλ
is invertible and ‖(I −Hnew(λ))−1‖ 2α3 for all λ ∈Cγ0 . This means that I is an admis-
sible feedback for Σnew. 
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Theorem 13. Let (H1)–(H2) be verified and that I is an admissible feedback for ΣDX .
Then the operator (A,D(A)) defined by (46) generates a strongly continuous semigroup
T := (T (t))t0 on X . Furthermore, for (η,ϕ, ζ ) ∈X we have
T (τ )(η,ϕ, ζ ) ∈D(C˜new) a.e. τ  0 and (52)
T (t)(η,ϕ, ζ ) = T (t)(η,ϕ, ζ )+
t∫
0
T−1(t − τ)BC˜newT (τ )(η,ϕ, ζ ) dτ
for t  0. (53)
Proof. We proceed as in [14, Theorem 5.6]. According to Proposition 12 and Theorem 4,
the operator
J :=A−1 +BC˜new in X−1,
D(J ) = {(η,ϕ, ζ ) ∈D(C˜new): J (η,ϕ, ζ ) ∈X } (54)
generates a C0-semigroup T := (T (t))t0 on X satisfying (52)–(53). Taking the Laplace
transform in both sides of (53) and using (33) one has
R(λ,J )X = R(λ,A)X +R(λ,A−1)BC˜newR(λ,J )X (55)
for λ > 0 be sufficiently large. Substituting (33) in (55) we obtain
R(λ,J )X ⊂ X × [D(L˜)∩D(D˜)]× [D(K˜)∩D(N˜)].
Hence
D(J ) = {(η,ϕ, ζ ) ∈ X × [D(L˜)∩D(D˜)]× [D(K˜)∩D(N˜)]: J (η,ϕ, ζ ) ∈X }.
Due to (35), (36), (47) and (54) we obtain
J =
(
A−1 L˜ K˜
0 (QX)−1 0
0 0 (QU)−1
)
+
(
L K
BX 0
0 BU
)(
I D˜ N˜
0 0 0
)
=
(
A−1 +L L˜+LD˜ K˜ +LN˜
BX (QX)−1 +BXD˜ BXN˜
0 0 (QU)−1
)
.
Let now A be the operator given in (46). We claim that J =A. For (η,ϕ, ζ ) ∈D(J )
we have(
A−1η +Lη + L˜ϕ +LD˜ϕ + K˜ζ +LN˜ζ
BXη + (QX)−1ϕ +BXD˜ϕ +BXN˜ζ
(QU)−1ζ
)
∈X .
Thus, ζ ∈ D(QU) and then A−1η +L(η + D˜ϕ + N˜ϕ)+ L˜ϕ +Kζ ∈ X, what implies that
A−1η ∈ X. So η ∈D(A) and A−1η = Aη. Recall that BX = −(QX)−1e0 (see (19)). Thus
(QX)−1(ϕ − e0(η − D˜ϕ −Nζ)) ∈ L2(X). This implies that
ϕ − e0(η + D˜ϕ +Nζ) ∈D(QX).
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ϕ ∈ W 1,2(X) ∩D(L˜) ∩D(D˜), Lϕ(0) + L˜ϕ = Lϕ, η = ϕ(0) − D˜ϕ − Nζ . As D = 0 then
D˜ϕ = Dϕ. Finally
(η,ϕ, ζ ) ∈D(A) and J
( η
ϕ
ζ
)
=A
( η
ϕ
ζ
)
.
Furthermore, we have proved that
D(J ) =
{( η
ϕ
ζ
)
∈D(A)× [W 1,2(X)∩D(L˜)∩D(D˜)]×D(QU): J ( ηϕ
ζ
)
∈X
}
and
J =
(
A L K
BX (QX)−1 +BXD BXN
0 0 QU
)
.
Conversely, take( η
ϕ
ζ
)
∈D(A),
then ϕ − e0(η+Dϕ +Nζ) ∈D(QX) ⊂D(L˜)∩D(D˜). Since e0(η+Dϕ +Nζ) ∈D(L˜)∩
D(D˜), it follows that ϕ ∈ W 1,2(X)∩D(L˜)∩D(D˜). Moreover,
BXη +
(
(QX)−1 +BXD
)
ϕ +BXNζ = (QX)−1
(
ϕ − e0(η +Dϕ +Nζ)
)
= QX
[
ϕ − e0(η +Dϕ +Nζ)
]
= QmXϕ ∈ L2(X),
which implies that( η
ϕ
ζ
)
∈D(J ) and A= J . 
Theorem 14. Let assumptions of Theorem 13 be satisfied. Then the initial value problem
(1)–(2) is well posed in the weak sense.
Proof. As we have seen above, (A,B,Cnew) generates the regular linear system Σnew
on X , V , V with feedthrough zero. Let now q(·) be the observation of this system and
consider the feedback law
v(t) = q(t)+ vc(t), (56)
where vc(t) is the new input function. Since I is an admissible feedback operator for Σnew,
then the system defined by{
w˙(t) =A−1w(t)+Bv(t), w(0) = (η,ϕ, ζ ),
q(t) = C˜neww(t)
with (56) define a new well-posed linear system Σnew = (T ,Φ,Ψ ,F) which has the same
state and output as Σnew. As this later is regular with feedthrough operator zero, so Σnew
as well. Moreover, the generating operators of Σnew are A,B,Cnew = Cnew, where Cnew isL L
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and the state w(·) of Σnew satisfies⎧⎨
⎩ w˙(t) =A−1w(t)+Bvc(t), w(0) =
( η
ϕ
ζ
)
,
q(t) = C˜neww(t)
for a.e. on [0,∞). Setting vc =
( 0
u
)
. The state trajectory of Σnew is given by
w(t) = T (t)
( η
ϕ
ζ
)
+Φ(t)vc = T (t)
( η
ϕ
ζ
)
+Φ(t)C˜neww +Φ(t)vc
= T (t)
( η
ϕ
ζ
)
+Φ(t)( C˜w
u
)
for a.e. t  0. Next, we set x(t) = C˜w(t) for a.e. t  0, which is well defined in
L2loc(R+,X). According to (30) we obtain w(t) = (z(t), xt , ut )T, where z(t) is given by
z(t) = T (t)η +
t∫
0
T (t, σ )
[
Lx(σ )+ L˜xσ +Ku(σ )+ K˜uσ
]
dσ, t  0.
Using (11) we deduce that
x(t) = z(t)+ D˜xt + N˜ut
for a.e. t  0. This implies that the triple (z, x,u) is the unique generalized solution of the
initial value problem (1)–(2). 
To simply the expression we use the following notation. For u ∈ L2loc(R+,U) we define
Φnew(t)u := Φ(t)
(
0
u
)
.
Corollary 15. Let assumptions of Theorem 13 be satisfied. Then (T ,Φnew) is a control
system on X , U , represented by BK = (K,0,BU )T. The initial value problem (1)–(2) is
equivalently formulated as a Cauchy problem
w˙(t) =A−1w(t)+BKu(t), w(0) = (η,ϕ, ζ ) ∈X , (57)
i.e. if the mild solution to (57) is denoted by w(t), then
w(t) = (z(t), xt , ut) for all t  0, (58)
is a generalized solution of initial value problem (1)–(2).
Proof. From above Φ(t) is represented by B on the control space X × U, so Φnew(t) is
represented on U by BK (by (47)). The rest follows from Theorem 14. 
The following example gives a class of delay operators D and N satisfying the assump-
tions of Theorem 13. In fact, in the literature (see, e.g., [15,16,18,32]) it is well known that
the existence and the uniqueness of the solution of neutral functional differential equations
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definition of operators having no mass in 0 in general Banach spaces, see Schwarz [24] or
Nagel and Huy [18]). Our example propose a delay operator D ∈ Reg(X), D = 0 and D
does not belongs to the class of operators having no mass at zero. So, due to our abstract
results developed in this paper the assumption that D has no mass at zero is not necessary
for the existence of the solution of neutral functional differential equations.
Example 16. Let ω be a positive real number and define the function  : [−r,0] →R+ by
(s) = 2ω
1 − e−2rω e
ωs, s ∈ [−r,0].
Moreover, we set Cω := (C([−r,0],X),‖ · ‖ω,∞), where
‖f ‖ω,∞ := sup
−rθ0
∥∥f (θ)e−ωθ∥∥
X
, f ∈ C([−r,0],X).
We now define the linear bounded operator D :Cω → X by
Df =
0∫
−r
(θ)f (θ) dθ.
Observe that  ∈ L1ω := L1([−r,0], eωθdθ) and ‖‖L1ω = 1. Then
‖D‖ω = sup
‖f ‖ω,∞1
‖Df ‖ = ‖‖L1ω = 1.
On the other hand, it is clear that D ∈ Reg(X) and D = 0. However, due to [18,
Lemma 3.3], D does not belongs to the class of operators having no mass in 0.
Let now ΣDX be the regular linear system associated with D. We want to show that I is
an admissible feedback operator for ΣDX . For this we set bω := ω tanh(rω). Then
‖Deλ‖ 2ω1 − e−2rω
1
Reλ+ω < 1 for Reλ > bω.
Thus our claim follows since Deλ is the transfer function of ΣDX (see (20)).
Let us now deal with the well-posedness of the observation equation y given by (3),
that is we look for conditions on operators C1 and C2 guaranties that y is L2loc. According
to Corollary 15, (1)–(2) determines the control system (57) and that the state trajectory of
this latter is given by w(t) = (z(t), xt , ut ), t  0, then it is natural to associate with (3) the
following observation equation
y(t) =Pw(t), t  0,
where
P := (0 C1 C2) :X ×W 1,2(X)×W 1,2(U) → Y.
As A is obtained (see (54)) under admissible output feedback of A it is more convenient
to impose some conditions on C1 and C2 for which P with domain D(A) becomes admis-
sible observation operator for A. Clearly, this can be obtained if C1 and C2 are admissible
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study we need more regularity on C1 and C2, so we assume that these operators satisfy the
following:
(H3) C1 ∈ Reg(X,Y ) and C2 ∈ Reg(U,Y ).
We let P˜ denote the Yosida extension of P with respect to A.
Lemma 17. Let assumptions of Theorem 13 and (H3) hold. Then D(A) ⊂ D(P˜) and the
operator (P˜,D(A)) is an admissible observation operator for A. Further, if we denote
by ˜˜P the Yosida extension of P˜ with respect to A then ˜˜P = P˜ on D(P˜) ∩ D(C˜new). In
particular,
Γ := X × [D(L˜)∩D(D˜)∩D(C˜1)]× [D(K˜)∩D(N˜)∩D(C˜2)]
⊂ D(P˜)∩D(C˜new),
and
˜˜P(η,ϕ, ζ ) = C˜1ϕ + C˜2ζ, (η,ϕ, ζ ) ∈ Γ.
Proof. In spirit of the proof of Theorem 8 the triple (A,B,P) generates a regular linear
system Σ on X ,V ,Y with feedthrough zero. Next, we claim that D(A) ⊂ D(P˜). First,
due to (39),
Γ := X × [D(L˜)∩D(D˜)∩D(C˜1)]× [D(K˜)∩D(N˜)∩D(C˜2)]⊂D(P˜).
Taking Laplace transform in both sides of (53) it yields
D(A) = R(λ,A)X = R(λ,A)X +R(λ,A−1)BC˜newR(λ,A)X .
Substituting (24) and (33) in the later we obtain D(A) ⊂ Γ ⊂ D(P˜). We now take
(η,ϕ, ζ ) ∈D(A). Invoking (53) we get
P˜T (t)
( η
ϕ
ζ
)
= P˜T (t)
( η
ϕ
ζ
)
+ P˜Φ(t)
(
C˜T (·)
( η
ϕ
ζ
)
0
)
= P˜T (t)
( η
ϕ
ζ
)
+ [F∞ Ξ ](t)
for a.e. t  0, where F∞ is the extended input–output map of the system Σ and the func-
tion Ξ := (C˜T (·)(η,ϕ, ζ ),0)T ∈ L2loc(R+,V ). This implies that (P˜,D(A)) is admissible
observation operator for A. On the other hand, we know (see (39)) that P˜(η,ϕ, ζ ) =
C˜1ϕ + C˜2ζ for (η,ϕ, ζ ) ∈ Γ . To ends the proof we have to show that ˜˜P = P˜ on Γ . Let
(η,ϕ, ζ ) ∈ Γ . Since Γ ⊂D(C˜new) =D(C˜new) then
lim
λ→+∞ C˜
newλR(λ,A)(η,ϕ, ζ ) = C˜new(η,ϕ, ζ ). (59)
Using (19) and (33) we obtain
lim R(λ,A−1)BλC˜newR(λ,A)(η,ϕ, ζ ) = 0.λ→+∞
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lim
λ→+∞ P˜λR(λ,A)(η,ϕ, ζ ) = limλ→+∞ P˜λR(λ,A)(η,ϕ, ζ ) = P˜(η,ϕ, ζ ). (60)
Thus ˜˜P(η,ϕ, ζ ) = P˜(η,ϕ, ζ ) = C˜1ϕ + C˜2ζ .
Using again (59) and (60), we have ˜˜P = P˜ on D(P˜)∩D(C˜new). 
We now rewrite our neutral control system into an equivalent well-posed linear system
on X , U , Y .
Theorem 18. Let assumptions of Lemma 17 be satisfied. Then the following hold:
(i) The triple (A,BK, P˜) generates a regular linear system Σ on X , U , Y with
feedthrough zero and transfer function given by
G(λ) = C˜1eλ
[
I − (D +R(λ,A))Leλ]−1(R(λ,A)K +N)eλ + C˜2eλ (61)
for λ ∈Cγ0 , where γ0 is given in the proof of Proposition 12.
(ii) If (η,ϕ, ζ ) ∈ X is the initial state of Σ and u ∈ L2loc([0,∞),U) with u0 = ζ is its
input function, then the state trajectory of Σ,w is given by w(t) = (z(t), xt , ut ), is
a generalized solution of initial value problem (1)–(2) and the output function y(t) in
(3) has the representation
y(t) = C˜1xt + C˜2ut for a.e. t  0.
Proof. We show (i). By Lemma 17, P˜ is an admissible observation operator for A. Invok-
ing the standard argument used before one can verified that (A,BB, P˜) generates a regular
linear system on X ,U,Y . Due to (16) one has
Φnew(t)u = Φ(t)[I + F(t)](0
u
)
(62)
for all u ∈ L2loc([0,∞),U). As Σnew is the feedback system associated with Σnew, then by
Theorem 4, Laplace transform of F(t)
( 0
u
)
is given by
Hnew(λ)uˆ(λ) :=Hnew(λ)
(
0
uˆ(λ)
)
= (I −Hnew(λ))−1Hnew(λ)( 0
uˆ(λ)
)
(63)
for Reλ > γ0. Now applying Laplace transform in both sides of (62), we obtain
R(λ,A−1)BK = R(λ,A−1)BK +R(λ,A−1)BKHnew(λ), Reλ > γ0. (64)
Next, we compute Hnew(λ) for Reλ > γ0. According to (51) we thus write
(
I −Hnew(λ))−1 =M−1λ
∞∑
n=0
[NλM−1λ ]n.
Invoking (50) we have
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=
(
R(λ,A)Leλ R(λ,A)Keλ
0 0
)(
(I −Deλ)−1 −(I −Deλ)−1Neλ
0 I
)
=
(
R(λ,A)Leλ(I −Deλ)−1 ∗
0 0
)
.
Hence for all n = 1,2, . . . ,
Δnλ =
( [R(λ,A)Leλ(I −Deλ)−1]n [R(λ,A)Leλ(I −Deλ)−1]n−1∗
0 0
)
.
So that
∞∑
n=0
Δnλ =
( [I −R(λ,A)Leλ(I −Deλ)−1]−1 ∗
0 I
)
,
and then(
I −Hnew(λ))−1 = ( (I −Deλ)−1[I −R(λ,A)Leλ(I −Deλ)−1]−1 ∗0 I
)
.
On the other hand, Proposition 12 yields
Hnew(λ)
(
0
uˆ(λ)
)
=
(
(R(λ,A)Keλ +Neλ)uˆ(λ)
0
)
.
Thus, (63) can be rewritten as follows:
Hnew(λ)uˆ(λ)
=
(
(I −Deλ)−1[I −R(λ,A)Leλ(I −Deλ)−1]−1(R(λ,A)Keλ +Neλ)uˆ(λ)
0
)
=
( [I −Deλ −R(λ,A)Leλ]−1(R(λ,A)Keλ +Neλ)uˆ(λ)
0
)
.
By (33),
R(λ,A−1)BKuˆ(λ) =
(
R(λ,A)Keλuˆ(λ)
0
eλuˆ(λ)
)
and
R(λ,A−1)BKHnew(λ)uˆ(λ)
=
(
R(λ,A)Leλ[I −Deλ −R(λ,A)Leλ]−1(R(λ,A)Keλ +Neλ)uˆ(λ)
eλ[I −Deλ −R(λ,A)Leλ]−1(R(λ,A)Keλ +Neλ)uˆ(λ)
0
)
.
This implies that
R(λ,A−1)BK
=
(
R(λ,A)Keλ +R(λ,A)Leλ[I −Deλ −R(λ,A)Leλ]−1(R(λ,A)Keλ +Neλ)
eλ[I −Deλ −R(λ,A)Leλ]−1(R(λ,A)Keλ +Neλ)
)
.eλ
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P˜R(λ,A−1)BK = C˜1eλ
[
I −Deλ −R(λ,A)Leλ
]−1(
R(λ,A)Keλ +Neλ
)+ C˜2eλ
for λ ∈ Cγ0 . Finally, since the triple (A,BK, P˜) generates a regular linear system with
feedthrough zero, then we have G(λ) = ˜˜PR(λ,A−1)BK for Reλ > γ0. Hence the proof
now follows by Lemma 17.
We show (ii). From (i), (A,BK, P˜) generates a regular linear system with feedthrough
zero. Then state trajectory w(t) and the output y(t) of Σ satisfy
w˙(t) =A−1w(t)+BKu(t), w(0) = (η,ϕ, ζ )T,
y(t) = ˜˜Pw(t),
for a.e. t  0. According to Corollary 15, w(t) = (z(t), xt , ut )T. Since w(t) ∈ Γ for a.e.
t  0, then by Lemma 17 y(t) = ˜˜Pw(t) = C˜1xt + C˜2ut for a.e. t  0. 
Remark 19. Let us see what happen if we replace in this paper Hilbert spaces by Banach
spaces and the exponent 2 by p ∈ [1,∞). The perturbation theorem, Theorem 4, holds
as well as the results listed in Sections 2.2 and 2.3 (see [12,13]). In Section 3, we have to
change the proof of Proposition 12. In fact, in the Banach setting, to prove the admissibility
of feedback operators we have to proceed using input–output operators rather than transfer
functions. However, the proof follows in the same spirit.
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