Abstract. The success of applying model-checking to large systems depends crucially on the choice of good abstractions. In this work we present an approach for constructing abstractions when checking Nextfree universal CTL * properties. It is known that functional abstractions are safe and that Next-free universal CTL * is insensitive to finite stuttering. We exploit these results by introducing a safe Next-free abstraction that is typically smaller than the usual functional one while at the same time more precise, i.e., it has less spurious counter-examples.
Introduction
Model-checking [8, 29] has matured to the perhaps most important industrialstrength formal method for system verification [26, 27, 3, 20, 11, 21] .
Only relatively small systems are, however, amenable to standard modelchecking. The size of systems is up to exponential in the number of their concurrent components-this is referred to as the state explosion problem [32] .
This obstacle can often be overcome by working with a suitable abstraction instead of the considered system itself [10, 25, 13, 16, 4, 2, 12, 18] . To a hypothetical user of a model-checker T , an abstraction A is suitable for or a system C and a property ϕ, if it is both, safe and small enough. It is safe whenever proving that A satisfies ϕ established that also C satisfies ϕ. It is small enough if T manages to establish whether A satisfies ϕ. Heuristics have been proposed to automatically construct suitable abstractions [17, 2] . Not all suitable abstractions are necessarily appropriate for checking ϕ. Abstraction A might expose spurious counter-examples to ϕ and prove itself to be too coarse for proper reasoning. One popular approach to deal with spurious counter-examples is called CEGAR (for counter-example-guided abstraction refinement). In this approach the abstraction is iteratively refined based on analyses of spurious counter-examples. The process stops when the model checker finds either a proper counter-example or ϕ to hold. The advantage of CEGAR is that it can still be fully automated [9, 31, 7] . How to find good abstractions and how to improve and refine them has been an active area of research. The standard approach to refining abstractions is to split abstract states. We suggest a simple method to make the abstraction's transition relation even smaller.
This paper is concerned with a particular class of abstractions only. We call them functional abstractions because our abstract systems are the images of concrete systems under some function from concrete to abstract states.
1 Functional abstractions are known to be safe for properties expressed in ∀CTL * , which encompasses LTL.
In contrast to our approach Ranzato and Tapparo propose to construct strongly preserving abstractions in order to avoid the loss of temporal properties [30] when abstracting. Their construction does not allow the removal of transitions from an abstraction as we propose here. An earlier related approach is presented in [14] where the authors compute property preserving abstractions for CTL * based on abstract interpretation. Their abstractions are data dependent and do not deal with loops as proposed here. A different approach taken by Kesten and Pnueli in [22] and also in [28] where the abstraction is paired with a progress monitor to enforce certain liveness properties. While this technique preserves full LTL including Next and is more general than our solution, it also orthogonal and more complicated. The two techniques can and should be combined. We present our work in the simplest setting, that is, Kripke structures, because we have no new insights related to explicit liveness constraints such as the justice and compassion sets of the fair discrete systems used by Pnueli et al.
Ball, Kupferman, and Sagiv also tackle the loop abstraction problem for large finite state systems [1] . They avoid Kesten and Pnueli's progress monitors by using must transition where possible to ensure progress in the abstraction. In their setting this requires identifying entry and exit ports within the abstract state representing a loop. In contrast to ours, their approach does not exploit the absence of Next in the liveness formula to be verified. Their method also leads to larger abstractions than ours.
The approaches described above all tackle the same problem: abstractions may introduce spurious counter-examples to progress properties whenever a terminating code fragment (e.g. a finite loop) in the concrete system is abstracted to a potentially diverging code fragment (e.g. a self loop). The contribution of this paper is the introduction of a Next-free abstraction which is based on a functional abstraction that exhibits such a spurious counter-example. The Nextfree abstraction is even smaller than the functional one while at the same time more precise. The key idea is to investigate self-loops on the abstract level. The functional abstraction of a Kripke structure contains a self-loop for an abstract state s if, and only if, there is a transition in the pre-image of s. We propose to omit such a self-loop from the abstraction whenever the pre-image of s does not allow infinite paths. Self-loops are the natural enemy of liveness properties. Thus, by eliminating as many of these self-loops as possible, abstractions become more likely to be useful for checking liveness properties.
1 Functional abstractions are also known as partition refinements or quotient systems [13] .
The price to pay is twofold.
1. We lose the next-operator when stating temporal properties. Dropping the next-operator is often considered natural in a refinement setting [24] . Moreover, liveness properties are typically formulated without next. 2. We have to decide for each pre-image of an abstract state with a self-loop whether it allows an infinite path. This is not necessarily feasible. Many concrete systems have conceptually infinite state spaces. When abstracting to finite state spaces most pre-images of abstract states tend to be infinite themselves. Depth-bounded search could be used to approximate an answer to the decision problem. If that search is inconclusive it is always safe to keep the self-loop.
We show that Next-free abstractions are sound for the Next-free universal fragment ∀CTL * 2 of CTL * , but generally unsound for formulae containing 2.
The remainder of this work is organized as follows: In Section 2 we introduce basic notations for model-checking universal CTL * and for abstractions. The subsequent Section 3 introduces our novel abstractions for Next-free ∀CTL * . We prove that these abstractions are sound, and generally smaller and more precise than the standard abstraction. We give an example of this in Section 4 before drawing final conclusions and pointing out to future work in Section 5.
2 Model-Checking for ∀CTL *
2
To increase the accessibility of the paper we repeat some of the standard definitions for a.o. Kripke structures, paths, execution sequences, (minimal) functional abstractions, and the syntax and semantics of ∀CTL * . Readers familiar with these notions can skip to Section 3.
Kripke Structures and Abstractions
Let P be a set of atomic propositions. A Kripke structure (over P ) [23] is characterized by a tuple (S, S 0 , R, µ) such that: S is a set of states; S 0 ⊆ S is a set of initial states; R ⊆ S × S is a transition relation, which is required to be total, i.e., for every state s ∈ S there exists an s ∈ S such that (s, s ) ∈ R; and µ : S −→ 2 P is a labeling function which assigns a set of propositions to every state.
Let K = (S, S 0 , R, µ) be a Kripke structure. Let I be a non-void and possibly infinite segment of N. An I-indexed state sequence s = (s i ) i∈I ∈ S I is a path of K if, for all i ∈ I such that also i + 1 ∈ I we have that (s i , s i+1 ) ∈ R. Whenever I is infinite we say that s is a full path (of K). If the first element of a path s is an initial state, we call s an initial path (of K). Full initial paths are usually called execution sequences. The property O K of K is the set of all its execution sequences. Let S ⊆ S. The set of all full paths in K containing only states of S is denoted by O K (S ). For a path π = (s i ) i∈N , we write π i for the suffix of π starting at s i .
Given two sets of states S and S . We call h ⊆ S × S an abstraction relation iff it is the graph of a total function onto S .
Let h ⊆ S × S be an abstraction relation. Let K = (S , S 0 , R , µ ) be another Kripke structure. Say that K is an abstraction (of K, with respect to h) if h(S 0 ) ⊆ S 0 (concrete initial states are mapped to abstract initial states), h −1 ; R; h ⊆ R (concrete transitions are mapped to abstract transitions), and (propositions are preserved) µ (S ) = µ(h −1 (S )
The smallest such abstraction, (S , h(S 0 ), h
∀CTL *
Syntax. Next we define the logic ∀CTL * (over P ). The syntax of state and path formulas is given in BNF by:
The slightly uncommon release operator V denotes the dual of the until operator U, i.e., it expresses the CTL * formula ¬(¬ϕ U ¬ψ). Boolean constants (true = p ∨ ¬p, false = p ∧ ¬p for some p ∈ P ) and further common temporal modalities (e.g., 1Φ = true U Φ, 0Φ = Φ V false) are defined as abbreviations (cf. also [14, 13] ).
Semantics. The semantics of ∀CTL
* is given by inductive definitions of satisfaction relations |= for state and path formulas over Kripke structures.
Consider a Kripke structure K = (S, S 0 , R, µ), a state s ∈ S, a proposition p ∈ P , a path π ∈ O K , state formulas ϕ and ψ, and path formulas Φ and Ψ .
If Q is a set Q of states or paths we write K, Q |= ϕ to abbreviate ∀q ∈ Q(K, q |= ϕ). We abbreviate K, S 0 |= ϕ to K |= ϕ.
Recall that we use ∀CTL * 2 to denote the Next-free fragment of ∀CTL * . Among others, Browne et al. showed that minimal abstractions are safe for ∀CTL * , i.e., every ∀CTL * formula, which holds for a minimal abstraction does so for the original system [6, 19, 14] . Dams' thesis contains a thorough exposition of abstraction techniques for CTL * and related logics [13] .
Theorem 1 ([6]
). Let K be a Kripke structure, let h be a faithful abstraction relation, and let ϕ be a formula of ∀CTL * . Then K h |= ϕ implies K |= ϕ.
Let π be a full path. A stutter step is a pair of consecutive equal states π i = π i+1 . Call π stutter-free either if it has no stutter steps (i.e., ∀i ∈ N (π i = π i+1 )) or if the only stutter steps are infinite consecutive repetitions of a single state, i.e.,
. We denote by π the stutter-free equivalent of π, which is the stutter-free path obtained from π by contracting each maximal finite sequence of stutter steps to a single state. We call two paths π and π stutter equivalent if π = π and denote this by π ≡ π . Denote the -equivalence class of π by [π] ≡ . De Nicola and Vaandrager showed that CTL * 2 , the Next-free fragment of CTL * is insensitive to stuttering [15] . Thus, so is ∀CTL * 2 .
Theorem 2. Let K be a Kripke structure, let Φ be a path formula of ∀CTL * 2 , and let π, π ∈ O K be stutter equivalent. Then K, π |= Φ iff K, π |= Φ.
3 Minimal Abstractions for ∀CTL *
2
Definition 1 (Next-free abstraction). Let K = (S, S 0 , R, µ) be a Kripke structure and h ⊆ S × S h be a faithful abstraction relation. The Kripke structure
is called K's Next-free abstraction with respect to h.
Observe that this is well-defined because R h 2 is necessarily total. Self-loops (stutter steps) in R are preserved since they give rise to full paths. Next we investigate how Next-free abstractions relate to stuttering [24] . Lemma 1. Let K = (S, S 0 , R, µ) be a Kripke structure, S h a non-empty set, and h ⊆ S × S h an abstraction relation. Then,
Observe that, by the definition of S h 0 , we have that h(s 0 ) is an initial state of the Next-free abstraction. It remains to be shown that if the image (h(s i ), h(s i+1 )) of a step (s i , s i+1 ) in π is missing from R h 2 , then (a) the missing step must be a stutter step, and (b) that the length of this stuttering is finite. In other words,
Theorem 3. Let K = (S, S 0 , R, µ) be a Kripke structure, S h a non-empty set, h ⊆ S × S h a faithful abstraction relation, and ϕ ∈ ∀CTL *
Proof. We show by simultaneous induction over the structure of state and path
|= Φ for all path formulas Φ. We only show the interesting cases.
Case state formula ϕ is a proposition p:
Example
To illustrate that Next-free abstractions can indeed generate smaller and more precise abstractions, we use a simple traffic light controller example taken from [9] . Consider a traffic light as depicted in Fig. 1(a) . There are three states: red, yellow, and green ({r, y, g}), where r is the initial state. We consider them to be labeled with the propositions go and stop as follows: µ(r) = stop and µ(g) = µ(y) = go.
We want to prove the liveness property that the traffic light is infinitely often red, i.e., ϕ = ∀ 0∀1stop. We do admit that no model-checker struggles with this example. For the sake of argument let us, however, compare the minimal abstraction with the Next-free abstraction for the abstraction relation h = {(r, r), (g, go), (y, go)}.
The minimal abstraction is shown in Fig. 1(b) . Note that ϕ no longer holds, since the self-loop introduced by contracting the two states g and y allows control to remain in go forever. This counter-example is, of course, spurious. On the other hand, the Next-free abstraction shown in Fig. 1(c) eliminates the selfloop, because there is no infinite path in h −1 (go). This means, ϕ is still valid and there is no spurious counter-example. Moreover, the transition relation is smaller than the one of the minimal abstraction. Most known techniques of automatic abstraction refinement based on spurious counter-example detection amount to splitting the go state, leading to the original, concrete system. Kesten and Pnueli's construction would result in the parallel composition of 1(b) with a progress monitor. Ball, Kupferman, and Sagiv would identify g as entry port and y as exit port of go in Fig. 1(b) and conclude that the self-loop on go in that figure cannot diverge.
The additional effort for Next-free abstraction lies in checking the pre-image of abstractions for infinite paths. If the size of the pre-images allows, this can be done efficiently by checking it for self-loops and non-trivial strongly connected components. Otherwise, depth-bounded search can be used to approximate. The same idea as in the original CEGAR approach can be adapted to keep increasing the search depth in the pre-image of the abstract state with the self-loop responsible for the spurious counter-example.
Conclusion and Future Work
Tailoring abstractions according to the property to check is not a new idea. We suggest in this paper to look at effectively computable improvements of simple abstractions. We have illustrated this idea by one particular improvement, namely, the omission of certain self-loops in abstractions. This omission is shown to be sound for ∀CTL * 2 , the Next-free fragment of ∀CTL * . The proposed elimination of self-loops appears to be optimal in the sense that generalizing it to other loops does not promise any gain over existing abstraction refinement techniques such as the ones proposed by Clarke et al. and by Saïdi [9, 31] . In the worst case, to remove a transition closing a loop of length n, introduce a state component to the abstraction-in other words split abstract states-to memorize the last n − 1 states visited.
One future task is to implement the proposed abstraction technique in existing tools and to compare its performance to that of its precursors. Our attempts have so far been frustrated by the perceived lack of an open source CEGAR framework that actually works. The much-needed comparison should give an indication for the potential speed-up with respect to the usual functional abstraction as well as the relative number of abstractions that do not need further refinement.
