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Re´sume´ – Nous conside´rons dans cet article le proble`me du suivi de la pose et des mouvements faciaux d’un visage faisant
face a` une came´ra. Pour cela, nous proposons une approche stochastique reposant sur le filtrage particulaire ou` la distribution
des observations est de´rive´e soit d’un mode`le d’apparence actif, soit d’un mode`le d’apparence calcule´ en ligne. L’e´volution du
syste`me d’e´tat est de´crite par une dynamique guide´es par une recherche de´terministe. Le nombre de particules est ajuste´ aux
besoins effectifs du suivi a` chaque pas temporel; cet ajustement permet l’optimisation du temps de calcul du filtre. La prise en
compte d’une mesure robuste permet d’augmenter la robustesse du suivi lorsque le visage est partiellement occulte´. L’article se
termine par la pre´sentation de re´sultats expe´rimentaux validant l’inte´reˆt des me´thodes de suivi reposant sur les deux mode`les
d’observation propose´s.
Abstract – In this paper, we consider the problem of tracking the global motion of a face as well as the local motion of its inner
features. In this view, we propose a stochastic approach based on a particule filtering scheme. The observations distribution is
derived from an active appearance model, or from an ”on-line” estimated appearance model. The dynamics describing the state
system evolution are guided by a deterministic research. The particles number is adjusted to the effective needs of the tracking
at each time step; this adjustment allows an optimization of the computing time. We also use a robust distance measure which
increases the tracking robustness when the face is partially occulted. Experimental results are presented to validate the tracking
methods based on the two suggested observation models.
1 Introduction
Cet article traite de la proble´matique du suivi de la pose
2D ainsi que des mouvements faciaux d’un visage faisant
face a` une came´ra, dans une se´quence vide´o. La pose 2D
est de´finie par : la position, le facteur d’e´chelle et l’angle
de rotation du visage dans le support image. Les mouve-
ments faciaux correspondent aux variations d’apparence
(texture et forme) du visage. Nous proposons pour cela
une approche base´e sur l’algorithme de Condensation [4].
La distribution des observations conside´re´e est de´rive´e
soit d’un mode`le d’apparence actif [1], soit d’un mode`le
d’apparence calcule´ en ligne. La dynamique des partic-
ules est adaptative dans le sens ou` elle est guide´e par
une recherche de´terministe autour de l’hypothe`se optimale
pre´dite. Cette recherche correspond a` une adaptation au-
tomatique du mode`le d’apparence actif par une me´thode
ite´rative de type descente de gradient. Contrairement a`
l’algorithme de Condensation classique, a` chaque pas tem-
porel, le nombre de particules conside´re´ est adapte´ aux
besoins effectifs du suivi proportionnellement a` une dis-
tance estime´e entre l’hypothe`se d’e´tat optimale a` l’instant
pre´ce´dent et sa pre´diction a` l’instant courant. Cet ajuste-
ment permet de re´duire les couˆts de calcul. Dans le but
d’assurer la robustesse du suivi au cours d’une occultation
partielle du visage, le mode`le d’observation conside`re une
mesure robuste [3]. Celle-ci permet de minimiser la contri-
bution des pixels aberrants n’appartenant pas au visage,
dans l’estimation de la vraisemblance et par conse´quent
dans l’approximation de la densite´ de probabilite´ a pos-
teriori. La premie`re section est de´die´e a` introduire le
mode`le d’apparence ainsi que l’algorithme de Condensa-
tion. Une description plus explicite de l’approche pro-
pose´e est pre´sente´e dans la deuxie`me section, ou` nous
de´taillons le mode`le dynamique ainsi que les deux mode`les
d’observations propose´s. Nous pre´sentons en troisie`me
section les re´sultats expe´rimentaux obtenus.
2 Outils
2.1 Mode`le d’apparence actif
Le mode`le d’apparence actif [1] est une repre´sentation
statistique line´aire des variations d’apparence de la classe
des visages. Cette repre´sentation est obtenue par une
Analyse en Composantes Principales (ACP) d’un ensem-
ble de formes s et de textures g :
si = sm + φsbis g
i = gm + φgb
i
g (1)
sm, gm repre´sentent la forme et la texture moyennes, φs,
φg sont les vecteurs propres des matrices de covariance
de forme et texture, et si, gi repre´sentent respectivement
une forme et une texture reconstruites. Une troisie`me
ACP est alors applique´e sur le vecteur bi, obtenu par
concate´nation des composantes principales de forme et de
texture (bis,b
i
g) correctement ponde´re´es, afin d’obtenir le
vecteur c du mode`le d’apparence combine´ : bi = φcci.
De nouvelles instances de forme smodele et de texture gmodele
peuvent alors eˆtre ge´ne´re´es a` partir d’un vecteur c :
smodele(c) = sm + Qsc gmodele(c) = gm + Qgc (2)
La proce´dure d’adaptation de type descente de gradient
(permettant d’adapter automatiquement le mode`le d’appa-
rence a` un visage cible) se base sur une recherche ite´rative
du pas optimal a` appliquer sur les parame`tres d’une cer-
taine configuration de pose et de vecteur c afin de min-
imiser le re´sidu r(q) entre la texture extraite a` cette con-
figuration dans l’image et celle du mode`le :
r(q) = δg(q) = gimage(q)− gmodele(q) (3)
q est le vecteur de parame`tres du mode`le combine´ et/ou
des parame`tres de pose. L’adaptation automatique du
mode`le a` un visage cible est assure´e par un algorithme de
type descente de gradient [1]. Le but est de rechercher le
δq a` appliquer afin de minimiser la norme L2 du re´sidu de
texture |r(q + δq)|2. Le de´veloppement limite´ de Taylor
au premier ordre nous permet d’e´crire :
r(q + δq) = r(q) +
(
∂r
∂q
)
δq (4)
En mettant l’e´quation (4) a` ze´ro, on obtient la solution
suivante :
δq = −Rr(q) (5)
ou` la matrice R est conside´re´e fixe et pre´de´finie lors de la
construction du mode`le d’apparence actif :
R =
((
∂r
∂q
)T (
∂r
∂q
))−1(
∂r
∂q
)T
r(q) (6)
2.2 Algorithme de Condensation
L’algorithme de Condensation [4] est base´ sur les me´thodes
se´quentielles de Monte Carlo connues aussi sous le nom de
filtrage particulaire [2]. Il permet d’approcher, a` chaque
pas temporel t, la distribution de probabilite´ a posteriori
P (xt|z1:t) de l’e´tat cache´ du visage xt par une distribution
empirique d’un syste`me de particules, ou` chaque partic-
ule est une hypothe`se d’e´tat ponde´re´e [5]. Il consiste a`
propager l’ensemble des particules selon un mode`le dy-
namique P (xt|xt−1) et a` ponde´rer chaque particule pro-
portionnellement a` sa vraisemblance P (zt|xt) par rapport
aux observations z1:t. Une e´tape de re´e´chantillonnage
permet de privile´gier les particules de poids forts suscep-
tibles de repre´senter significativement la densite´ de pro-
babilite´ a posteriori [4]. Une description plus de´taille´e de
l’algorithme de Condensation est donne´e dans ce qui suit :
- A t = 0, ge´ne´rer N e´chantillons e(1)0 , . . . , e
(N)
0 a` partir
d’une loi de probabilite´ initiale P (x0) et leur assigner des
poids identiques pi(1)0 = . . . = pi
(N)
0 =
1
N . C’est l’e´tape
d’initialisation du filtre a` particules.
- A chaque pas temporel t, on dispose de N particules
ponde´re´es (e(n)t−1, pi
(n)
t−1), n = 1, . . . , N . Il s’agit alors de :
1. Re´e´chantillonner les particules : tirer N fois les
particules avec des probabilite´s proportionnelles a`
leurs poids, ceci permet de garder uniquement les
particules de poids forts.
2. Pre´dire lesN nouvelles particules en e´chantillonnant
a` partir du mode`le dynamique P (xt|xt−1 = e(n)t−1).
C’est l’e´tape de pre´diction du filtre.
3. Ponde´rer les particules proportionnellement a` leur
vraisemblance :
pi
(n)
t =
P (zt|xt=e(n)t )∑N
n=1 P (zt|xt=e(n))t
l’ensemble des particules ponde´re´es repre´sente une
approximation de la densite´ de probabilite´ a poste-
riori. C’est l’e´tape de mise a` jour du filtre.
4. Estimer l’e´tat optimal xˆt par maximisation de la
vraisemblance (MAP) :
xˆt = argmax(xt)[P (xt|z1:t)] ≈ argmax(e(n)t )[pi
(n)
t ]
3 Approche propose´e
Comme notre but consiste a` suivre les variations de pose
et d’apparence d’un visage, nous conside´rons un vecteur
d’e´tat contenant les quatre parame`tres de pose 2D pt ainsi
que les parame`tres d’apparence ct. Selon notre expe´rimen-
tation, les quatre premie`res composantes du vecteur ct
sont capables de repre´senter la majeur-partie des varia-
tions d’apparence (95% de la variance). Le vecteur d’e´tat
a` l’instant t, note´ xt = [pt, ct]T est alors de dimension 8.
3.1 Mode`le dynamique
Nous adoptons un mode`le dynamique adaptatif P (xt|xt−1)
en s’inspirant des ide´es propose´es par Zhou et al [6]. Le
mode`le a la forme suivante:
xt = xˆt−1 + vt + Stu = x˜t + Stu (7)
• xˆt−1 est l’estimation du vecteur d’e´tat a` l’instant
pre´ce´dent,
• le vecteur vt = (∂p, ∂c)T correspond a` la correction
pre´dite par rapport a` la pose et a` l’apparence,
• u est un bruit gaussien de moyenne nulle et de vari-
ance unitaire,
• la matrice diagonale St = diag(σ(tx)t , . . . , σ(c4)t ) con-
tient les e´carts-types des parame`tres de pose et d’ap-
parence.
La correction pre´dite vt est obtenue par adaptation au-
tomatique du mode`le d’apparence selon une me´thode ite´ra-
tive de descente de gradient minimisant un crite`re re´siduel
entre la texture mode`le et la texture image (§ 2.1) [1].
Nous conside´rons des e´carts-types calcule´s comme suit :
[σ(tx)t , . . . , σ
(c4)
t ]
T = Rt[σ
(tx)
0 , . . . , σ
(c4)
0 ]
T (8)
avec
Rt = diag(R
(tx)
t , . . . , R
(c4)
t )
σ
(tx)
0 , . . . , σ
(c4)
0 sont des e´carts-types fixes pre´alablement
appris. Les facteurs R(i)t associe´s a` chacune des 8 com-
posantes du vecteur d’e´tat sont proportionnels a` la valeur√
εt et appartiennent chacun a` un intervalle [R
(i)
min, R
(i)
max]:
R
(i)
t = max(min(
√
εt, R
(i)
max), R
(i)
min) (9)
ou` εt est une mesure de variance correspondant a` une
erreur de texture moyenne´e a` travers les L pixels des tex-
tures :
εt =
2
L
L∑
l=1
ρ
(
glmodele(c˜t)− glimage(p˜t, c˜t)
σl
)
(10)
Lorsque les facteurs R(i)t sont importants, les variances de
la distribution pre´dite et par conse´quent l’espace d’e´tat
a` explorer le sont e´galement, et dans ce cas un nom-
bre important de particules est ne´cessaire. Nous utilisons
donc un nombre de particules adaptatif Nt, obtenu selon
l’e´quation suivante :
Nt = N0
1
8
8∑
i=1
R
(i)
t (11)
ou` N0 est un nombre de particules fixe pre´de´fini.
3.2 Mode`le d’observation base´ sur le mo-
de`le d’apparence actif
Le mode`le d’observation permet d’e´valuer la vraisemblance
en chaque particule. Cette vraisemblance est estime´e en
comparant :
• la texture image e´chantillonne´e a` la pose et forme
donne´es par l’hypothe`se d’e´tat, gimage(pt, ct) (L’es-
pace d’e´tat cache´ code les parame`tres de pose pt et
d’apparence ct),
• et la texture mode`le gmodele(ct) donne´e par le mode`le
d’apparence et de´crite par l’e´quation (2).
La fonction de vraisemblance que nous avons adopte´e a la
forme suivante :
P (zt|xt) = Ce−d[gmodele;gimage] (12)
C est une constante de normalisation de cette distribu-
tion. La distance de texture d[; ] est proportionnelle a` une
fonction d’erreur ρ() somme´e sur les L pixels de texture
et ponde´re´e par la de´viation standard σl en chaque pixel :
d[g; g′] =
L∑
l=1
ρ
(
gl − g′l
σl
)
(13)
Nous avons choisi une fonction d’erreur ρ() robuste ayant
la forme suivante [3] :
ρ(λ) =
{
λ2 si |λ| ≤ h
h|λ| − 12h2 si |λ| > h
(14)
ou` h est un seuil pre´de´fini a` partir duquel l’erreur |λ| est
conside´re´e comme aberrante.
3.3 Mode`le d’observation calcule´ et mis a`
jour a` la vole´e
L’efficacite´ du mode`le d’apparence largement prouve´e en
litte´rature reste conditionne´e par le fait que l’apparence a`
suivre doit eˆtre pre´alablement apprise et mode´lise´e. Cette
mode´lisation est donc sensible aux conditions d’enregistre-
ment des images d’apprentissage. Afin de reme´dier a` ce
proble`me, nous remplaons le mode`le d’apparence actif (no-
te´ gmodele dans la section pre´ce´dente) par une apparence
de texture adaptative calcule´e a` la vole´e, gvolee. Ce nou-
veau mode`le pre´sente une robustesse face aux variations
d’illumination, et le suivi est adapte´ a` chaque visage sans
eˆtre conditionne´ par un apprentissage pre´alable de son
apparence. Ce mode`le gvolee, initialise´ manuellement a`
l’aide de la texture du visage dans la premie`re image de
la se´quence vide´o, est actualise´ a` chaque instant t a` l’aide
de l’e´quation suivante :
gvolee(t) = αgvolee(t− 1) + (1− α)gimage(t, xˆt−1) (15)
ou` α est un facteur d’oubli de´terminant l’importance de
la mise a` jour de la texture mode`le. gimage(t, xˆt−1) est la
texture image courante estime´e d’apre`s l’hypothe`se d’e´tat
xˆt−1 retenue a` t−1. L’espace d’e´tat cache´ code les parame`-
tres de pose pt et de forme st du mode`le de visage. La
forme st est ici toujours apprise sur une base de visages
expressifs (§ 2.1).
4 Re´sultats expe´rimentaux
La me´thode propose´e a e´te´ imple´mente´e en C++ et teste´e
sur un PC ope´rant sous WinXP a` 2.4 GHz avec 512 Mb
de RAM. Les re´sultats pre´sente´s sont obtenus sur des
se´quences vide´o contenant un visage vu de face, pre´sentant
de larges variations de pose et de mouvements faciaux.
Nous avons obtenu des re´sultas encourageants sur de lon-
gues se´quences en utilisant le mode`le d’observation base´
sur le mode`le d’apparence actif (FIG. 1).
Fig. 1: Suivi de la pose et des mouvements faciaux, images
085, 366, 615 et 651. Sur chaque image, la forme dessine´e
correspond a` l’e´tat estime´ du visage; les textures mode`le et
image gmodele(ct) et gimage(pt, ct) sont pre´sente´es dans le coin
en bas a` droite. h = 0.006
Fig. 2: Evolution du nombre de particules Nt a` travers le
temps dans une se´quence vide´o pre´sentant des occultations du
visage. Une occultation importante du visage a` l’image 921
provoque un pic. Le pic provoque´ par une occultation partielle
a` l’image 1400 est cependant moins important.
Pour N0 = 500, le nombre de particules Nt e´volue entre
20 et 80, et augmente jusqu’a` 220 en cas d’occultation du
visage (FIG. 2); le temps de traitement est de 2 images
par seconde. La figure 3 illustre le re´sultat du suivi de
l’apparence d’un visage, a` partir du mode`le calcule´ a` la
vole´e. Le facteur d’oubli α de´termine l’importance de la
mise a` jour de la texture mode`le gvolee par la texture image
courante estime´e d’apre`s l’hypothe`se d’e´tat retenue a` l’ins-
tant pre´ce´dent. Afin d’e´viter la divergence du suivi dans
le cas d’occultation du visage, la valeur du facteur α doit
eˆtre borne´e. Selon notre expe´rimentation, α ∈ [0, 0.25].
Fig. 3: Suivi de la pose et des mouvements faciaux utilisant
une apparence faciale calcule´e a` la vole´e ; images 75, 215, 470
et 1310 extraites d’une se´quence vide´o. α = 0.2, h = 0.006
Le suivi de la pose et de l’apparence du visage utilisant
le mode`le calcule´ a` la vole´e a e´te´ teste´ dans une se´quence
vide´o pre´sentant des occultations du visage. Les re´sultats
obtenus sont encouragents (FIG. 4) dans le sens ou` le suivi
converge vers la bonne configuration du visage lorsque ce
dernier est a` nouveau visible dans le support image.
Fig. 4: Suivi de la pose et des mouvements faciaux utilisant le
mode`le calcule´ a` la vole´e dans une se´quence vide´o pre´sentant
des occultations du visage; images 52, 54, 56 et 57 ; α = 0.01,
h = 0.006.
Le tableau suivant illustre les valeurs nume´riques de
certains parame`tres utilise´s pour les deux approches pro-
pose´es :
σ0 Rmin Rmax
tx 10 1 50
ty 10 1 50
s 0.1 0.01 2
θ 1 -2 2
Fig. 5: valeurs des e´carts types initiaux σ0 ainsi que des fac-
teurs Rmin et Rmax, relatifs a` la position en x (tx) et y (ty),
au facteur d’e´chelle s et a` l’angle de rotation θ (radian).
5 Conclusion et perspectives
Nous proposons dans cet article une approche stochastique
permettant de suivre les variations de pose et d’apparence
d’un visage quasi frontal dans les se´quences vide´o. Cette
approche repose sur le principe de filtrage particulaire
connu sous le nom d’algorithme de Condensation dans le
domaine de vision par ordinateur. La dynamique des par-
ticules est adaptative, guide´e par une optimisation de´ter-
ministe. La distribution des observations est de´rive´e d’un
mode`le d’apparence actif et estime´e en inte´grant des mesu-
res robustes. Des re´sultats sont pre´sente´s, notamment en
prenant en compte des phases d’occultation du visage. En
second lieu nous introduisons une deuxie`me approche qui
consiste a` remplacer le mode`le d’apparence actif par une
apparence de texture mise a` jour a` la vole´e (en ligne) afin
de reme´dier a` la contrainte de l’apprentissage pre´alable
de l’apparence a` suivre et au proble`me de sensibilite´ du
mode`le d’apparence aux conditions d’enregistrement des
images d’apprentissage. Les re´sultats expe´rimentaux sont
e´galement encourageants. Une extension inte´ressante a`
ces travaux concerne la reconnaissance de l’e´volution des
expressions faciales une fois le visage et ses mouvements
faciaux de´termine´s.
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