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Аннотация: в данной статье рассматривается способ классификации му-
зыкальных записей по жанрам. Определены основные принципы, которым 
должно соответствовать приложение. Исследование показало, что классифика-
ция музыкальных записей по жанрам на основе распознанного текста может 
дать приемлемый по точности результат. 
Ключевые слова: выборка, звук, частота звука, распознавание аудио, фак-
торы точности распознавания. 
 
Выборка или выборочная совокупность — часть генеральной совокупно-
сти элементов, которая охватывается экспериментом (наблюдением, опросом). 
Характеристики выборки: 
Качественная характеристика выборки — что именно мы выбираем и ка-
кие способы построения выборки мы для этого используем. 
Количественная характеристика выборки — сколько случаев выбираем, 
другими словами объём выборки. 
Существует необходимость в сборе вторичной информации. [1].  
Звуком называется колебательное движение частиц упругой среды, рас-
пространяющееся в виде волн в газообразной, жидкой или твердой среде, кото-
рые, воздействуя на слуховой анализатор человека, вызывают слуховые ощу-
щения. Источником звука является колеблющееся тело, например: колебания 







Частота - звуки, воспринимаемые слуховым анализатором человека, обра-
зуют диапазон звуковых частот. Принято считать, что этот диапазон ограничен 
частотами от 16 до 20000 Гц. Эти границы весьма условны, что связано с инди-
видуальными особенностями слуха людей, возрастными изменениями чувстви-
тельности слухового анализатора и методом регистрации слуховых ощущений. 
Человек может различить изменение частоты на 0,3  на частоте порядка 1 кГц. 
[2]. 
Распознавание аудио происходит в три этапа: 
Выделяются слова. Обычно существует несколько гипотез распознанного 
слова. 
Гипотезы проверяются с помощью языковой модели. Модель проверяет, 
насколько согласуется новое слово со словами, распознанными ранее. 
Обрабатывается распознанный текст — числительные преобразуются в 
цифры, расставляются некоторые знаки препинания (например, дефисы) и т. д. 
Этот преобразованный текст и является финальным результатом распознава-
ния, который отправляется в теле ответа. [3]. 
На точность распознавания влияют [3]: 
1 Качество исходного звука; 
2 Качество кодирования аудио; 
3 Разборчивость и темп речи; 
4 Сложность фраз и их длина 
Цель создания приложения – найти способ классификации музыкальных 
композиций по жанрам, на основе текста самих композиций.  
Главным критерием такой классификации будет являться точность опре-
деления жанра. Для распознавания текста музыкальных записей используется 
новый веб сервис Яндекс.Облако, который доступен для бесплатного использо-
вания так как находится на этапе разработки. Для целей данной работы исполь-
зован подсервис Yandex SpeechKit — Комплекс технологий распознавания и 
синтеза речи. 
Композиция содержит музыкальное сопровождением помимо голоса ис-
полнителя, что усложняет распознавание речи. Поэтому необходимо выделить 
участок частот, соответствующий голосу человека, остальные интервалы будут 
рассматриваться как не соответствующие условию эксперимента. 
Голос типичного взрослого мужчины имеет фундаментальную частоту 
(нижнюю) от 85 до 155 Гц, типичной взрослой женщины от 165 до 255 Гц. Для 
эксперимента был выбран интервал от 85 до 255 Гц, так как исполнитель может 
обладать как низким, так и высоким голосом. 
Для разработки использовалась среда разработки Java, для взаимодей-
ствия с Yandex SpeechKit был получен необходимый набор токенов и иденти-
фикаторов, которые позволили взаимодействовать с данным сервисом посред-
ством клиента. 
На вход приложения поступает музыкальная композиция. Затем все ча-
стоты, не входящие в обусловленный голосовой интервал, занижаются, чтобы 
выделить только необходимый участок. На последнем этапе массив байт аудио 
 





файла преобразуется в бинарный и отправляется запросом к сервису. В ответе 
будет получен распознанный текст.  
Затем возможно несколько способов классификации по жанрам. Одним 
из которых является — приведение соответствия отдельных слов из текста вы-
боркам, которые содержат характерный набор слов для каждого музыкального 
жанра. 
Недостатком данного способа является то, что он не позволяет корректно 
обработать данные, в случае нечеткого голоса исполнителя либо ярко выра-
женного музыкального сопровождения, на фоне которого невозможно распо-
знать голос. 
Разрабатываемый продукт сможет помочь людям с достаточной точно-
стью определить жанр музыкальной композиции либо подобрать для себя пес-
ню, опираясь на набор слов, который соответствует их любимому жанру. 
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Аннотация: в данной статье рассматривается способ определения опти-
мального размера нейронной сети через сопоставление весов синапса от разме-
ра нейросети. Эксперимент показывает, что локальные минимумы хорошо со-
ответствуют свойствам традиционных кривых обучения — зависимостей оши-
бок обучения от размера нейросети. Такой подход может быть использован для 
определения оптимального размера сети при отсутствии тестовой выборки. 
Ключевые слова: размер сети, кривая обучения. 
При использовании искусственных нейронных сетей важной задачей яв-
ляется нахождение оптимального размера (структуры) сети — такого числа 
скрытых слоев нейронов и нейронов в слоях, которые дадут максимум обоб-
щающих способностей, т.е. минимум ошибки обобщения, особенно в случае 
отсутствия тестовой выборки или невозможностью разделить выборку данных 
на обучающую и тестовую части из-за недостаточности общего объема данных.  
Поэтому широко используется понятие  кривых обучения — зависимо-
стей ошибок обучения и обобщения от размеров нейросети и обучающей вы-
