The (conditional or unconditional) distribution of the continuous scan statistic in a one-dimensional Poisson process may be approximated by that of a discrete analogue via time discretization (to be referred to as the discrete approximation). With the help of a change-of-measure argument, we derive the first-order term of the discrete approximation which involves some functionals of the Poisson process. Richardson's extrapolation is then applied to yield a corrected (second-order) approximation. Numerical results are presented to compare various approximations.
Introduction
The subject of scan statistics in one dimension as well as in higher dimensions has found a great many applications in diverse areas ranging from astronomy to epidemiology, genetics and neuroscience. See Glaz, Naus and Wallenstein [11] and Glaz and Naus [9] for a thorough review and comprehensive discussion of scan distribution theory, methods and applications. See also Glaz, Pozdnyakov and Wallenstein [10] for a collection of articles on recent developments.
In the one-dimensional setting, let Π be a (homogeneous) Poisson point process of intensity λ > 0 on the (normalized) unit interval (0, 1]. For a specified window size 0 < w < 1 and integers N ≥ k ≥ 2, we are interested in finding the conditional and unconditional probabilities P (k; N, w) := P(S w ≥ k | |Π| = N ) and P * (k; λ, w) := P(S w ≥ k),
where |Π| is the cardinality of the point set Π (i.e. the total number of Poisson points) and S w = S w (Π) := max 0≤t≤1−w Π ∩ (t, t + w] , the maximum number of Poisson points within any window of size w. The (continuous) scan statistic S w arises from the likelihood ratio test for the null hypothesis H 0 : the intensity function λ(t) = λ (constant) against the alternative H a : λ(t) = λ+∆1 (a,a+w] (t) for (unknown) 0 ≤ a ≤ 1 − w and ∆ > 0 where 1 A denotes the indicator function of a set A.
By applying results on coincidence probabilities and the generalized ballot problem (cf. Karlin and McGregor [17] and Barton and Mallows [1] ), Huntington and Naus [12] and Hwang [15] derived closed-form expressions for P (k; N, w) which require to sum a large number of determinants of large matrices and hence are in general not amenable to numerical evaluation. Later by exploiting the fact that P (k; N, w) is piecewise polynomial in w with (finitely many) different polynomials of w in different ranges, Neff and Naus [21] developed a more computationally feasible approach and presented extensive tables for the exact P (k; N, w) for various combinations of (k, N, w) with N ≤ 25. (More precisely, each number in the tables has an error bounded by 10 −9 .) Noting that P * (k; λ, w) is a weighted average of P (k; N, w) over N (with Poisson probabilities as weights), they also provided tables for P * (k; λ, w) with λ ≤ 16 where the error size for each tabulated number varies depending on the combination of (k, λ, w). (The errors tend to be greater for smaller values of w.) Huffer and Lin [13, 14] developed an alternative approach (based on spacings) to computing the exact P (k; N, w).
Instead of finding the exact P * (k; λ, w), Naus [20] proposed an accurate product-type approximation based on a heuristic (approximate) Markov property while Janson [16] derived some sharp bounds. See also Glaz and Naus [8] for related results in a discrete setting. Treating the problem as boundary crossing for a two-dimensional random field, Loader [19] obtained effective large deviation approximations for the tail probability of the scan statistic in one and higher dimensions. For more general large deviation approximation results, see Siegmund and Yakir [22] , Chan and Zhang [2] and Fang and Siegmund [4] .
The continuous scan statistic S w may be approximated by a discrete analogue via time discretization. Specifically, assuming w = p/q (p, q relatively prime integers), partition the (time) interval (0, 1] into n subintervals of length n −1 , n a multiple of q (cf. Figure 1 with w = 1/5, n = 25). Each subinterval (independently) contains either no point (with probability 1 − λ/n) or exactly one point (with probability λ/n). Since a window of size w covers nw subintervals, as an approximation to S w , we define the discrete scan statistic S (n) w to be the maximum number of points within any nw consecutive subintervals. For large n, P * (k; λ, w) = P(S w ≥ k) may be approximated by
, which can be readily calculated using the Markov chain embedding method (cf. [5, 6, 18] ). Indeed, it is known that P( [7, 23] ).
In Section 2, as n (multiple of q) tends to infinity, we derive the limit of n[P(
, which involves some functionals of Π. In order to establish this limit result, we find it instructive to introduce a slightly different discrete scan statistic (denoted S (n) w ) which is stochastically smaller than S w and S (n) w . With a coupling device, we derive the limits of n[P(
In Section 3, using a change-of-measure argument, a similar result is obtained for the conditional probability P(S w ≥ k | |Π| = N ). Based on these limit results, Richardson's extrapolation is then applied to yield second-order approximations for the conditional and unconditional distributions of the continuous scan statistic. In Section 4, numerical results comparing the various approximations are presented along with some discussion.
The unconditional case
Recall the window size w = p/q with p and q relatively prime integers. For n = mq (m = 1, 2, . . . ), let H 
E(H
On the other hand, the i.i.d. Bernoulli sequence (I n 1 , . . . , I n n ) approximates Π by matching the probability of no point in each subinterval, i.e.
P(I
The two discrete scan statistics S (n) w and S (n) w are now defined in terms of the two Bernoulli sequences as follows:
Since I n i is stochastically smaller than H n i and |Π ∩ ((i − 1)/n, i/n]|, it follows that S (n) w,I is stochastically smaller than S w and S (n) w,H . In Sections 2.1 and 2.2, we derive
Matching the probability of no point
Since the Bernoulli sequence (I n 1 , . . . , I n n ) and Π match in the probability of no point in each subinterval, it is instructive to define (I n 1 , . . . , I n n ) in terms of Π as follows:
Thus, (I n 1 , . . . , I
n n ) and Π are defined on the same probability space. In particular, S w ≥ S (n) w,I with probability 1. For fixed w = p/q and for each (fixed) k = 2, 3, . . . , let α = P(A), where A = A k,w := {S w ≥ k}, α n = P(A n ), where A n = A n,k,w := {S (n) w,I ≥ k}.
Note that α = P * (k; λ, w) defined in Section 1. In order to derive the limit of n(α − α n ) as n → ∞, we need to introduce some functionals of Π. Let M := |Π|, which is a Poisson random variable with mean λ. Writing Π = {Q 1 , . . . , Q M }, assume (with probability 1) that 0 < Q 1 < · · · < Q M < 1. Further assume (with probability 1) that w / ∈ Π, 1 − w / ∈ Π, and
as follows:
where Π ∪ {Q } is interpreted as a multiset with Q having multiplicity 2.
Proof. Denoting the complement of A n by A c n and noting that A n ⊂ A, we have α−α n = P(A) − P(A n ) = P(A ∩ A c n ). For i = 1, . . . , n, let 
We have
Claim that
where
Since P(G 3 ) = O(n −2 ), (4) follows easily. To prove (2), note that whenĨ 
So we have
we have
In (7), we have used the facts thatĨ n 1 , . . . ,Ĩ n n are independent and that givenĨ n i = I n i+nw = 1, Q (i) and Q (i+nw) are (conditionally) independent and uniformly distributed over ((i − 1)/n, i/n] and ((i + nw − 1)/n, (i + nw)/n], respectively, so that Q (i+nw) − Q (i) < w with (conditional) probability 1/2, which implies P(G 1,i ) =
which is the event inside the parentheses on the right-hand side of (5), so that P
which has a probability of order n −3 . By (7),
To prove (3), let H = {I j = I j+nw = 1 for some 1 ≤ j ≤ n − nw}. On G 2,i ∩ H c , in order for A ∩ A c n to occur, there must exist some i with 1
(Note that G 2,i ⊂ G 2,i and G 2,i \G 2,i is contained in the event {Ĩ n i = 2,Ĩ n j ≥ 2 for some j = i}, which has a probability of order n −3 .) By (6), P
i ). This establishes (3).
By (1)- (4), we have
For i = 1, . . . , n − nw, let P (n) i = P(F i ) where
To establish the claim, recall that P
and sum of any nw consecutive h r including r = i+nw is at most k −2. It is readily seen that a configuration (I
. . , h n ) − e i+nw with e i+nw being the vector of zeroes except for the (i + nw)-th entry being 1. The claim (10) now follows from the independence property of I n 1 , . . . , I n n . By (10),
To deal with P (n)
By an argument similar to the proof of (10), we have P
, it follows from (9), (11) and (12) 
Note that
we have by the dominated convergence theorem that
, which together with (13) completes the proof.
Remark 2.1. With a little more effort, it can be shown that
which together (13) yields
Matching the expected number of points
Recall that H n i , i = 1, . . . , n are i.i.d. with P(H n i = 0) = 1 − λ/n and P(H n i = 1) = λ/n. Let β n = P(B n ) where
where L(V) denotes the law of a random vector V, so that β n = P(B n ) = P( B n ) where
and noting that B n ∩ {S n = 0} = A n ∩ {S n = 0} and that
which together with (16) yields the desired result.
It remains to establish the claim (17) . Let Q be a random point which is uniformly distributed on (0, 1] and independent of Π. Let
the claim (17) follows. This completes the proof of the lemma.
Theorem 2.2.
Proof. Note that 2n (14) , it can be shown that
The conditional case
Following the notation of Section 2, Π = {Q 1 , . . . , Q M } is a Poisson point process of intensity λ on (0, 1], where M is a Poisson random variable with mean λ. For given N ≥ k = 2, 3, . . . , we are interested in approximating 
As in Section 2, with n = mq (m = 1, 2, . . . ), the interval (0, 1] is partitioned into n subintervals of length n −1 , so that a window of size w = p/q covers nw subintervals. As an approximation to N points uniformly distributed on (0, 1], we randomly select N of the n subintervals and assign a point to each of them. Let J n i = 1 or 0 according to whether or not the i-th subinterval is selected (so as to contain a point). Then n i=1 J n i = N and for h i = 0 or 1,
where the subscript N in P N signifies that there are N 1's in J n 1 , . . . , J n n . While in Section 2, (I n 1 , . . . , I n n ) is defined in terms of Π in order to make use of a coupling argument, there is no natural way to define (J n 1 , . . . , J n n ) and Π N on the same probability space. As no danger of confusion may arise, we will use the same probability measure notation P N for both the probability space where Π N is defined and the probability space where
Theorem 3.1. For N fixed and n = mq (m = 1, 2, . . . ),
Proof. For notational simplicity, the superscript N in E N and E N n is suppressed while to avoid possible confusion, P N is not abbreviated to P as later a change-of-measure argument requires consideration of P N −1 .
. . , n, and define the (disjoint) events
and P N (U 3 ) = O(n −2 ), so that
We first work on P N (E|U 1 ). Write E = E n ∪ (E ∩ E c n ) where
Note that given U 1 , the conditional distribution of (J (20)). So we have
n , and
IfJ n i = 1, denote the only point of Π N in ((i − 1)/n, i/n] by Q (i) , whose location is uniformly distributed over ((i − 1)/n, i/n]. WhenJ n i ≤ 1 for all i (i.e. on the event U 1 ), in order for
to occur, there must exist some pair (i, i ) with i = i + nw such that
where for i = 1, . . . , n − nw,
In (25), we have used the fact that for any given h j = 0 or 1 (j = 1, . . . , n) with n j=1 h j = N and h i = h i+nw = 1, conditional onJ n j = h j , j = 1, . . . , n, Q (i) and Q (i+nw) are independent and uniformly distributed over ((i − 1)/n, i/n] and ((i + nw − 1)/n, (i + nw)/n], respectively, so that Q (i+nw) − Q (i) < w with probability 1/2, which implies
(Note that V i depends on (J n 1 , . . . , J n n ) in the same way that U 1,i does on (J n 1 , . . . ,J n n ).) We will simplify 
Therefore,
where including r = i + nw is at most k − 2 .
By (24)-(27),
since lim
Next, we deal with P N (E ∩U 2 ), the second term on the right-hand side of (23) . Recall that U 2 is the event that exactly one ofJ n 1 , . . . ,J n n equals 2 and the others are all less than 2. For (E \ E n ) ∩ U 2 to occur, there must exist either some (i, i ) with
Again we interpret U 2 as a collection of configurations (J 
Thus for the fixed configuration (J n 1 , . . . , J n n ) = (h 1 , . . . , h n ) (under P N −1 ), among the corresponding N − 1 configurations for (J n 1 , . . . ,J n n ) (under P N ), the sum of the probabilities of those in E n ∩ U 2 equals
with the convention that h r = 0 for r < 0 or r > n. It follows from (30) and (31) that
Finally, by (21), (23), (28), (29) and (32),
from which the theorem follows.
Remark 3.1. Similarly to (14) and (18), it can be shown that
Remark 3.2. Note that α n and β n are weighted averages of γ (N ) n over N with binomial probabilities
n−N as weights where p n = 1 − e −λ/n for α n and p n = λ/n for β n . The limits lim n→∞ n(α − α n ) and lim n→∞ n(α − β n ) in Theorems 2.1 and 2.3 can be formally derived from lim n→∞ n(γ
n ) by interchanging lim n and Σ N . While the details are omitted, it is of interest to note that the formal derivations suggest the following identity
which can be proved by observing that both sides are equal to
where Q is a random point which is uniformly distributed on (0, 1] and independent of Π.
Numerical results and discussion
Using the Markov chain embedding method (cf. [5, 7, 18] ), we computed the discrete approximations α n , β n and γ (N ) n for various combinations of parameter values (k, w, λ) (the unconditional case) and (k, w, N ) (the conditional case). Figure 2 plots n(α − α n ), n(α − β n ) and n(γ
n ) for n = 25(5)600 with k = 5, w = 0.4, λ = 8 and N = 8, while Table 1 presents the values for n = 50, 100(100)600, where the superscript (N ) in γ (N ) and γ (N ) n is suppressed for ease of notation. The exact probabilities α = P * (k; λ, w) = P * (5; 8, 0.4) = 0.628144085 and γ (8) = P (k; N, w) = P (5; 8, 0.4) = 0.780861440 are taken from [21] . By Theorems 2.1, 2.3 and 3.1, n(α − α n ), n(α − β n ) and n(γ
n ) converge, respectively, to the limits C α , C β and C (N ) γ which are given in (15) , (19) and (34). These limits were estimated by Monte Carlo simulation with 10 6 replications, resulting in C α = 4.6322 ± 0.0096, C β = 0.8297 ± 0.0167, C (N ) γ = 2.7279 ± 0.0114.
In view of (14), (18) and (33), the rate of convergence for α n , β n and γ (N ) n can be improved by using Richardson's extrapolation. Specifically for w = p/q, suppose n is even such that n/2 is a multiple of q. Let
Then we have Table 2 presents numerical results comparing α n ,α n , β n andβ n for the unconditional case. Table 3 Tables 1-3 , we have taken relatively large values of w = 0.2 and 0.4 since the exact unconditional probabilities reported in [21] are less accurate for w < 0.2. Figure 1 shows that n(α − α n ), n(α − β n ) and n(γ
γ , respectively. In Table 2 , β n is consistently more accurate than α n , which is not surprising since α n < min{α, β n }. According to Tables 2 and 3 , when n doubles, the errors of α n , β n and γ (N ) n decrease by roughly a factor of 2 while the errors of the corrected approximationsα n ,β n andγ (N ) n decrease by (very) roughly a factor of 4. Thus the corrected approximations are much more accurate than the uncorrected ones. For example,α 100 andβ 100 (γ (N ) 100 , resp.) are about as accurate as or more accurate than β 400 (γ (N ) 400 , resp.).
Remark 4.2. The discrete approximations are usually computed using the Markov chain embedding method. A major drawback of this method is the requirement of a very large state space (corresponding to a large computer memory space) for some practical applications. Indeed, it is shown in [3] that to compute α n , β n and γ (N ) n using the Markov chain embedding method, the minimum number of states required is Table 1 : Exact values for n(α − α n ), n(α − β n ) and n(γ − γ n ) and the estimated limits with k = 5, w = 0.4, λ = 8, N = 8 n Unconditional Conditional is enormous when nw is large and k is not small. (It should be remarked that [3] is concerned with computation of the reliability for the so-called d-within-consecutivek-out-of-n system, which is equivalent to the discrete scan statistic.) The corrected discrete approximations partially alleviate the requirement of large memory space since a reasonable accuracy can be achieved with relatively small n.
Remark 4.3. Since the assumption of constant intensity plays a relatively minor role in the proofs of Theorems 2.1, 2.3 and 3.1, we expect that the method of proof can be extended to the setting of nonhomogeneous Poisson point processes, which is relevant to computation of the power of the continuous scan statistic. In the literature, there appears to be no general method available for computing the exact power under general nonhomogeneous Poisson point processes. The corrected discrete approximations may prove to be useful in such a setting as well as in a multiple-window setting (cf. [23] ). 
