Parameter selection for kernel functions is important to the robust classification performance of a support vector machine (SVM). This paper introduces a parameter selection method for kernel functions in SVM. The proposed method tries to estimate the class separability by cosine similarity in the kernel space. The optimal parameter is defined as the one that can maximize the between-class separability and minimize the within-class separability. The experiments for several kernel functions are conducted on eight benchmark datasets. The results demonstrate that our method is much faster than grid search with comparable classification accuracy. We also found that the proposed method is an extension of a reported method in reference [2] .
NOTATION

U
: a given dataset U = {x i ; y i } N that contains N instance-label pairs; the instance matrix X = {x i } N , and the label vector Y = {y i } N ; L : the number of classes (labels) that are used to label all instances in X; q(x i ,x j ) : the angle between two vectors x i and x j ; ‹x i ,x j › : the dot product operation between two vectors x i and x j ; ||x i || : the Euclidean norm of a vector x i , and ‹x i ,x i › = ||x i || 2 ; F(x i ) : the new instance in the kernel space by the feature mapping F; k(x i ,x j ) : kernel function, and a bar on it mean the corresponding normalized kernel function; s : the width of features (spread parameter) in the Gaussian radial basis function; r : the polynomial degree in the (normalized) polynomial kernel function; W, B : the within-class separability and the between-class separability, respectively; N i
: the number of instances in the ith class, 1 £ i £ L; N : the total number of instances in a dataset U, that is, N = S N i ;
J
: the objective function used to measure the class separability; (·) T : the transpose operation of a vector or a matrix; Sign(·) : the sign function that extracts the sign of a real number; Avg(·) : the average function simply adding all elements together and dividing by the total number of elements in a matrix.
INTRODUCTION
Support vector machine [1] is a supervised statistical learning technique in the field of machine learning. Based on the structural risk minimization, SVM tries to find an optimized hyper-plane in a kernel space where training instances are linearly separable. SVM is usually implemented through the so-called soft-margin SVM because of its attractive characteristics [2] [3] [4] listed as follows:
(1) It possesses good generality under the principle of structural risk minimization; (2) It can deal with non-linear problems by kernel methods; (3) It is robust to noisy instances after introducing slack variables; (4) It produces sparse solutions since the optimal hyper-plane depends only on support vectors; (5) It guarantees convergence.
Due to the merits mentioned above, applications of SVM are easily found in various fields of science and engineering, such as condition monitoring and fault diagnosis [5, 6] . However, it is reported that robust performance of SVM requires a properly adjusted parameter in kernel functions [7] , such as s in the Gaussian radial basis function (RBF) and the degree in the polynomial kernel.
Grid search is widely used in parameter selection due to its simplicity. It conducts an exhaustive search on a finite set of parameters. The optimal parameter corresponds to the one that has the highest score on a criterion. Grid search is adopted in [8] to determine the optimal s. However, the success of grid search stands on an assumption that the optimal value lies in the pre-defined searching range; otherwise, grid search fails to work. Another problem is that grid search is quite time-consuming especially when using classification accuracy as the criterion.
Several intelligent methods have been proposed for parameter selection recently. Wang et al. [4] determined the optimal s by minimizing Fisher discriminant function. Xu et al. [9] derived a formula to determine the optimal s by considering parameter selection as a recognition problem. Ali and Smith-Miles [10, 11] proposed Bayesian and Laplace methods for selecting the degree in the polynomial kernel. However, the methods in [4, [9] [10] [11] limit their application to a specific kernel. These methods are not applicable for a different kernel function. Zhang et al. [12] computed the kernel parameters through optimizing an objective function designed for measuring the classification reliability of kernel minimum distance. Li et al. [2] proposed a parameter method for a group of kernels, i.e. normalized kernels. However, it is not applicable to non-normalized kernels, for example, the polynomial kernel.
The motivation of this work is to develop a general parameter selection method for kernel functions in SVM. Inspired by the concept of class separability, we establish an objective function of class separability in the kernel space with respect to the kernel parameter. Since distance similarity is less efficient in the high-dimensional kernel space [13] , we adopt cosine similarity to measure the class separability. The class separability consists of the within-class separability and the between-class separability. In our definition, large class separability means small within-class separability but large between-class separability. Parameter selection turns to maximize the class separability with respect to the kernel parameter. The optimal kernel parameter is defined as the one with the largest class separability, i.e. the maximizer. The experiments are conducted on benchmark datasets for several kernels, including the Gaussian RBF kernel, the polynomial kernel, and the normalized polynomial kernel. The results demonstrate that the proposed method is much faster than grid search with comparable accuracy. We also prove that the proposed method is actually an extension of a reported method in [2] .
The rest of the paper is organized as follows. In Section 2, we introduce the theory basis of the soft-margin SVM. In Section 3, we first describe the kernel functions and similarity measures in the kernel space; and then we propose our method. The proposed method is validated on benchmark datasets in Section 4. Section 5 includes the conclusions and description of future work.
THE SOFT-MARGIN SUPPORT VECTOR MACHINE
This section reviews the main ideas behind the soft-margin SVM. A more detailed reference is found in [14] . In this paper, we limit the use of SVM to the soft-margin SVM classification.
We now describe kernel methods briefly. Kernel methods are useful for the successful application of SVM. Kernel methods are a set of approaches to mapping data in the original feature space into the kernel space without ever knowing the mapping function F explicitly. Kernel functions define inner product spaces (Hilbert spaces) in the following way:
.
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Powered by a proper kernel, SVM is enabled to deal with not only linear problems but also non-linear problems. In Section 3, several classical kernels and their normalized versions are introduced.
Given a training dataset U containing N instance-label pairs {x i , y i }, where y i OE{1, -1} represents labels of two classes. SVM seeks an optimal hyper-plane f(F(x)) = w T F(x) + b = 0 in the kernel space by maximizing the margin width between f(F(x)) = ±1, where w is a weight vector, and b is a scalar. The margin width equals 2/||w|| in SVM. The goal of maximizing the margin width is equivalent to the following optimization problem: ,
where C is the regularization parameter; and x i is the slack variable that is introduced for instances violating the edges of the margin. The optimization problem in eqn (2) is further transformed to the following equivalent dual problem: ,
After a * is available by solving eqn (3), w * and b * are computed by
where p is the total number of non-zero elements in a * . Those instances that have non-zero elements in a * are called support vectors. So p is the number of support vectors.
The predicted label for an unknown instance x is determined by .
The decision function in eqn (5) depends on support vectors together with their label information. Because p is usually much less than N, SVM produces sparse solutions.
SVM is initially developed to solve binary-class problems. Several approaches enable SVM to solve multi-class problems. One of the approaches is the one-against-all (OAA) approach that transforms a classification problem of L-class into L binary-class problems (L ≥ 3) [1] . OAA is applied to the soft-margin SVM to solve multi-class problems in this paper.
THE PROPOSED METHOD 3.1. Kernel Functions and Similarity Measures
Kernel function is the most important component in kernel based techniques, such as SVM. Several kernel functions are developed according to the Hilbert-Schmidt theory and Mercer condition [15] . Three commonly used kernel functions are listed below:
(1) The Gaussian radial basis function (6) (2) The polynomial kernel
The normalized kernel [16] corresponding to an existing kernel function k(x i ,x j ) is defined as follows:
It can be proved that the normalized version of the Gaussian RBF kernel is the same as itself because the norm of any instance is equal to one [17] .
Distance and angle are two basic geometrical metrics in the kernel space. Both of them can be decomposed into forms of inner product as follows: ,
. (11) 
The Algorithm of Parameter Selection
Class separability is a classic concept in feature selection for describing how instances scatter in a feature space [18] . It usually considers two principles.
Principle 1:
Instances from the same class should be as similar as possible; Principle 2: Instances from different classes should be as different as possible.
Class separability can be measured by either distance similarity or cosine similarity. Since the distance similarity is less efficient in the high-dimensional kernel space [13] , we adopt cosine similarity in the proposed method. In a kernel space, cosine similarity matrix (M) is defined by
( , ) ( , )
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where x (i) is an instance from the ith class.
The within-class separability (W) and the between-class separability (B) are introduced to quantize the two principles in class separability. W can be estimated by average cosine similarity of instances in the same class; B can be estimated by average cosine similarity of instances in different classes. In this paper, W and B are estimated by
The objective function of class separability is defined as .
By this definition, large class separability means small within-class separability and large between-class separability. W in eqn (13) and B in eqn (14) are functions with respect to the kernel parameter. The class separability is therefore a function with respect to the kernel parameter as well. In this sense, parameter selection becomes a one-dimensional optimization problem. The optimal parameter is defined as the one that maximizes the class separability in eqn (15), i.e. the maximizer.
If the objective function is continuous with respect to the kernel parameter, the maximizer could be found by one-dimensional search methods. For ,
example, in Fig. 1 , the class separability is plotted with respect to s in the Gaussian RBF kernel. Because the Gaussian RBF kernel is twice differentiable, the optimal s could be found by Newton's method [19] . Derivatives of W and B are provided below: The class separability
The optimal σ Figure 1 . The class separability is computed on the Parkinson dataset [20] with respect to s in the Gaussian RBF kernel: the maximizer exists.
If the objective function is discrete with respect to the kernel parameter, we can find the optimal parameter in a predefined discrete set. For example, in Fig. 2 , the class separability is discrete with respect to the polynomial degree in the polynomial kernel. If we specify a set of possible solutions, for example, {2,3,...,20}, we can find the optimal r by the solution that reaches the highest score of the class separability in the set of {2,3,...,20}.
We declare early that the method in [2] (called Li's method in this paper) is a special case of the proposed method in normalized kernels. In the normalized kernel space, the norm of any instance is equal to one, i.e. ||F(x i )|| 2 = 1. Cosine similarity in eqn (11) is simplified into The polynomial degree (r )
The class separability
The optimal r Figure 2 . The class separability is computed on the Parkinson dataset [20] with respect to the polynomial degree (r) in the polynomial kernel: the maximizer exists. The objective function of class separability in Li's method is then equivalent to the one in the proposed method. The proposed method could find the same optimal kernel parameter of normalized kernels as that in Li's method. However, Li's method limits its applications to only normalized kernels. The proposed method can deal with parameter selection for not only the normalized kernels but also other kinds of kernels, such as the polynomial kernel. Thus our method has the advantage of generality in practical applications.
VALIDATIONS
In this section, the proposed method is compared with grid search and Zhang's method [12] on eight benchmark datasets.
The used classifier in the experiments is SVM that is implemented by svmtrain and svmclassify in the Statistics Toolbox of MATLAB. OAA is applied when SVM has to deal with multi-class problems. Parameter selection is completed before SVM classification. C is optimized for a proper evaluation of performance. The searching ranges for kernel parameters and C are specified in Table 1 by following suggestions in [11, 21] . In grid search, the selection criterion is the classification accuracy of SVM, while the selection criterion is the class separability defined in the proposed method. The three tested kernels are the Gaussian RBF kernel (kernel 1), the polynomial kernel (kernel 2) and the normalized polynomial kernel (kernel 3). Kernels 1 and 3 are normalized kernels whereas kernel 2 is a non-normalized kernel. Eight benchmark datasets from the University of California Irvine (UCI) repository [20] are used in experiments of validation. They are described in Table 2 with the number We conduct thirty independent runs for the three approaches of parameter selection on the eight benchmark datasets. In each run, 5-fold cross-validation is employed to access the performance of classification accuracy. Experimental results are provided in Table 3 . Classification accuracy is an average value over thirty runs. In grid search, CPU time is recorded for selecting the kernel parameter together with C because their selections are conducted at the same time. In Zhang's method and the proposed method, CPU time is separately recorded for the kernel parameter and C. For example, "0.12+0.81" in Table 3 means s/r selection takes 0.12 seconds and C selection takes 0.81 seconds. Selected values for kernel parameters are provided in Table 3 as well. Handwritten Numerals 2 400 649
Note: the handwritten numerals dataset consists of features of handwritten numerals ('0' ~ '9') extracted from a collection of Dutch utility maps. 200 instances per class (for a total of 2,000 instances) have been digitized in binary images. These digits are represented in terms of the 649 features. Due to limitation of computing resource, we only use 400 instances of two classes: '0' and '1'. In terms of classification accuracy, the proposed method is comparable with grid search and Zhang's method in most datasets. "Comparable" here means differences of classification accuracy between the three methods are within 1%. Grid search has bad generality since it sometimes does not work. For example, when the Gaussian RBF kernel is used in the handwritten numerals dataset, the classification accuracy is 50% while the training accuracy is 100% (not shown in Table 3 ). SVM has perfect empirical risk minimization but shows the worst generality ability. This implies the over-fitting problem occurs. The reason is explained as follows. The optimal s (1149.10 estimated by the proposed method) is far beyond the upper limitation specified in grid search, i.e. 8. Grid search could not select a proper parameter value and thus turns to be overfitting. The observations in the handwritten numerals dataset show not only the drawback of grid search but also the importance of a robust method of parameter selection in SVM.
In terms of CPU time, the proposed method is much faster than grid search in all datasets, and it is slightly better than Zhang's method. In Table 3 , CPU time recorded in grid search is the time elapsed for selecting both the kernel parameter and C. In order to make a fair comparison, we consider the CPU time in the proposed method for C selection. For example, when the Gaussian RBF kernel is used in the Parkinson dataset, CPU time taken in grid search is about 13 times that in the proposed method (12.17s/(0.12s+0.81s)). This shows the significant advantage of the proposed method.
In the experiments, we use classification accuracy of SVM as the selection criterion. Training and test processes repeated in parameter selection cost large computational resources. The situation is even worse in multi-class problems. It is because SVM needs additional strategies to deal with multi-class problems. For example, the OAA strategy used in this paper pushes SVM to be trained L times for one L-class problem. Moreover, CPU time of grid search increases along with the length of the searching range. A large searching range may produce a better result but takes more time in selection. CPU time in the proposed method is also proportional to the length of the searching range. However, it takes less CPU time than grid search because the proposed method avoids training and test processes in SVM. In general, grid search is time-consuming mainly because of two aspects: (1) the searching strategy is lazy; (2) the criterion is usually inefficient, such as the classification accuracy of SVM. The proposed method is computationally effective because of two characteristics: (1) the selection criterion is fast to compute; (2) the optimization method, e.g. Newton's method, is introduced into parameter selection for the Gaussian RBF kernel.
CONCLUSIONS
This paper introduces a parameter selection method for kernel functions in support vector machine classification. The optimal parameter in the proposed method is defined as the one that can maximize the class separability in the kernel space. The proposed method is applied to the three kernels and validated on the eight benchmark datasets. The experimental results demonstrate that our method is much faster than grid search with a comparable or even higher accuracy. By the idea of maximizing the class separability, the proposed method is potentially applied to any kernel functions with one parameter. Generally, the proposed method possesses the following characteristics:
(1) The proposed method can be used in parameter selection for kernel functions of one parameter variable. (2) The proposed method is computationally economic by avoiding training and test process of SVM. (3) The proposed method can directly deal with multi-class problems. (4) The proposed method can be easily implemented without knowing any prior information.
