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Abstract
The Harnack and log Harnack inequalities for stochastic differential equation driven
by G-Brownian motion with multiplicative noise are derived by means of coupling by
change of mesure. All of the above results extend the existing ones in the linear
expectation setting. Moreover, the gradient estimate generalize the nonlinear results
appeared in [11].
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1 Introduction
For the extensive applications in strong Feller property, uniqueness of invariant probability
measures, functional inequalities, and heat kernal estimates, Wang’s Harnack inequality has
been developed [15]. Since then, to establish his Harnack inequality, Wang and his co-authors
introduced the coupling by change of measures, see Wang [14] and references within for de-
tails. However, up to now, all of these papers only focus on the case of linear expectation
spaces. Song [11] firstly derived the gradient estimates for nonlinear diffusion semigroups
by using the method of Wang’s coupling by change of measure, after Peng [8, 9] established
the systematic theory of G-expectation theory, G-Brownian motion and stochastic differen-
tial equations driven by G-Brownian motion (G-SDEs, in short). Subsequently, Yang [16]
generalize the theory of Wang’s Harnack inequality and its applications to nonlinear ex-
pectation framework, where the G-SDEs with additive noise. Moreover, Wang’s Harnack
inequality and gradient estimates are also proved for the degenerate (functional) case in [4].
An interesting question is weather it can be generalized to the form of multiplicative noise.
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The answer is positive as some of the results is showed in [11], whereas neither the form of
G-SDEs with the term of d〈Bi, Bj〉t, nor the Harnack and log Harnack inequalities studied,
where Bt is a d-dimensional G-Brwonian motion, and 〈Bi, Bj〉t stands for the mutual vari-
ation process of the i-th component Bit and the j-th component B
j
t . In this paper, we will
improve and extend the above assertions to the multiplicative noise, consider the following
complete G-SDE
(1.1) dXt = b(t, Xt)dt+
d∑
i,j=1
hij(t, Xt)d〈Bi, Bj〉t +
d∑
i=1
σi(t, Xt)dB
i
t ,
where b, hij = hji : [0, T ] × Rd → Rd and σ : [0, T ] × Rd → Rd ⊗ Rd. We aim to establish
the Harnack and log Harnack inequalities for the G-SDE (1.1). As an auxiliary results, we
want to see the result of the gradient estimates. To this end, we recall some basic facts on
the G-expectation and G-Brownian motion.
For a positive integer d, let (Rd, 〈·, ·〉, | · |) be the d-dimensional Euclidean space. For any
fixed T > 0,
ΩT = {ω|[0, T ] ∋ t 7→ ωt ∈ Rd is continuous with ω(0) = 0}
endowed with the uniform topology. Let Bt(ω) = ωt, ω ∈ ΩT , be the canonical process. Set
Lip(ΩT ) := {ϕ(Bt1 , · · · , Btn), n ∈ N, t1, · · ·, tn ∈ [0, T ], ϕ ∈ Cb,lip(Rd ⊗ Rn)},
where Cb,lip(R
d ⊗ Rn) denotes the set of bounded Lipschitz functions.
Let (ΩT , Lip(ΩT ), E¯) be a given sublinear expectation space. Let X be a G-normal dis-
tributed random vector, i.e., for any a, b ∈ R+, it holds that aX + bX¯ ∼
√
a2 + b2X , where
X¯ is an independent copy of X . Here the latter G : Sd → R is defined by
G(A) :=
1
2
E¯[〈AX,X〉], A ∈ Sd,
where Sd be the collection of all d× d symmetric matrices. According to [10], there exists a
bounded, convex, and closed subset Γ ⊂ Sd+ such that
(1.2) G(A) =
1
2
sup
Q∈Γ
trace[AQ], A ∈ Sd.
Fix σ, σ ∈ Sd+ with σ < σ and define
(1.3) G(A) :=
1
2
sup
γ∈[σ,σ¯]
trace(γ2A), A ∈ Sd.
Consequently, Γ = [σ2, σ¯2].
Denote LpG(ΩT ) be the completion of Lip(ΩT ) under the norm (E¯[| · |p])
1
p , p ≥ 1.
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Theorem 1.1. ([1]) There exists a weakly compact subset P ⊂M1(ΩT ), the set of probability
measures on (ΩT ,B(ΩT )), such that
E¯[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ Lip(ΩT ).
P is called a set that represents E¯.
Let P be a weakly compact set that represents E¯. For this P, we define capacity
(1.4) c(A) := sup
P∈P
P (A), A ∈ B(ΩT ).
c defined here is independent of the choice of P.
Remark 1.2. (i) Let (Ω0,F0, P 0) be a probability space and {Wt} be a d-dimensional
Brownian motion under P 0. Let F 0 = {F0t } be the augmented filtration generated by
W. [1] proved that
PM := {Ph | Ph = P 0 ◦X−1, Xt =
∫ t
0
hsdWs, hs ∈ L2F 0([0, T ]; Γ
1
2 )}
is a set that represents E¯, where Γ
1
2 := {γ 12 | γ ∈ Γ}, is the set in the representation
of G(·) in the formula (1.2) and L2
F 0
([0, T ]; Γ
1
2 ) is the set of F 0-adapted measurable
processes with values in Γ
1
2 .
(ii) For the 1-dimensional case, L2
F 0
([0, T ]; Γ
1
2 ) reduces to the form below:
{h | h is an adapted measurable process w.r.t. F 0 and σ ≤ |hs| ≤ σ¯}.
Definition 1.1. We say a set A ⊂ ΩT is polar if c(A) = 0. A property holds quasi-surely
(q.s. for short) if it holds outside a polar set.
Definition 1.2. (1) We say that a map ξ(·) : ΩT → R is quasi-continuous if for all ǫ > 0,
there exists an open set G with c(G) < ǫ such that ξ(·) is continuous on Gc.
(2) We say that a process M·(·) : ΩT × [0, T ]→ R is quasi-continuous if for all ǫ > 0, there
exists an open set G with c(G) < ǫ such that M·(·) is continuous on Gc × [0, T ].
According to [1],
LpG(ΩT ) = {X ∈ L0(ΩT ) : lim
N→∞
E¯[|X|p1|X|≥N ] = 0 and X has a quasi−continuous version},
where L0(ΩT ) denotes the space of all B(ΩT )-measurable real function.
Theorem 1.3. (Monotone Convergence Theorem) [1, Theorem 31, p149] Let P be weakly
compact and let {Xn}∞n=1 ⊂ L1G(ΩT ) be such that Xn ↓ X, q.s.. Then E¯[Xn] ↓ E¯[X ].
Remark 1.4. We would like to point out that X does not necessarily belong to L1G(ΩT ).
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Let
Mp,0G ([0, T ]) :=
{
ηt :=
N−1∑
j=0
ξjI[tj ,tj+1); ξj ∈ LpG(Ωtj ), N ∈ N, 0 = t0 < t1 < · · · < tN = T
}
.
For p ≥ 1, letMpG([0, T ]) andHpG([0, T ]) be the completion ofMp,0G ([0, T ]) under the following
norm
‖η‖Mp
G
([0,T ]) =
[
E¯
(∫ T
0
|ηt|pdt
)] 1
p
, ‖η‖Hp
G
([0,T ]) =
[
E¯
(∫ T
0
|ηt|2dt
) p
2
] 1
p
,
respectively. Denote by [MpG([0, T ])]
d, [HpG([0, T ])]
d all d-dimensional stochastic processes
ηt = (η
1
t , · · ·, ηdt ), ξt = (ξ1t , · · ·, ξdt ), t ≥ 0 with ηit ∈ MpG([0, T ]), ξit ∈ HpG([0, T ]), respectively.
[3] proved that
MpG([0, T ]) =
{
η ∈Mp([0, T ]) : lim
N→∞
E¯[
∫ T
0
|ηt|p1|ηt|≥Ndt] = 0 and
η has a quasi− continuous version
}
,
where Mp([0, T ]) = {η : progressively measurable on [0, T ]× ΩT and E¯[
∫ T
0
|ηt|pdt] <∞}.
Let Bt is a d-dimensional G-Brownian motion with G(A) =
1
2
E¯[〈AB1, B1〉], A ∈ Sd.
In particular, for 1-dimensional G-Brownian motion (Bt)t≥0, one has G(a) = (σ2a+ −
σ2a−)/2, a ∈ R, where σ2 := E¯[B21 ] ≥ −E¯[−B21 ] =: σ2 > 0.
Let 〈B〉t := (〈Bi, Bj〉t)1≤i,j≤d, 0 ≤ t ≤ T , which is defined by
(1.5) 〈B〉t := BitBjt −
∫ t
0
BisdB
j
s −
∫ t
0
BjsdB
i
s.
To establish the Wang’s Harnack inequality, G-Girsanov’s transform plays a crucial role, the
following results is taken from [7, 17].
For η ∈ [M2G([0, T ])]d, let
Mt := exp
{∫ t
0
〈ηs, dBs〉 − 1
2
∫ t
0
〈ηs, (d〈B〉sηs)〉
}
,
Bˆt := Bt −
∫ t
0
(d〈B〉sηs), t ∈ [0, T ],(1.6)
where (d〈B〉sηs) =
(∑d
j=1 η
j
sd〈Bi, Bj〉s
)
1≤i≤d
.
Lemma 1.5. ([7, 17]) If η ∈ [M2G([0, T ])]d satisfies G-Novikov’s condition, i.e., for some
ǫ0 > 0, it holds that
(1.7) E¯
[
exp
{(
1
2
+ ǫ0
)∫ T
0
〈ηs, (d〈B〉sηs)〉
}]
<∞,
then the process M is a symmetric G-martingale.
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Lemma 1.6. ([7]) (G-Girsanov’s formula) Assume that there exists σ0 > 0 such that
γ ≥ σ0Id for all γ ∈ Γ,
and that M is a symmetric G-martingale on (ΩT , L
1
G(ΩT ), E¯). Define a sublinear expectation
Eˆ by
Eˆ[X ] := E¯[XMT ], X ∈ Lˆ1ip(ΩT ),
where Lˆip(ΩT ) := {ϕ(Bˆt1∧T , · · ·, Bˆtn∧T ) : n ∈ N, t1, · · ·, tn ∈ [0,∞), ϕ ∈ Cb,lip(Rd ⊗ Rn)}.
Then Bˆt is a G-Brownian motion on the sublinear expectation space (ΩT , Lˆ
1
G(ΩT ), Eˆ), where
Lˆ1G(ΩT ) be the completion of Lˆip(ΩT ) under the norm Eˆ[| · |].
Remark 1.7. The Girsanov theorem also appeared in [2].
Lemma 1.8. For Bˆ in (1.6), then for all t ∈ [0, T ], 〈Bˆ〉t = 〈B〉t, q.s..
Proof. For any P ∈ P, it holds that
P [〈Bˆ〉t 6= 〈B〉t] = 0.
By (1.4), we have
c[〈Bˆ〉t 6= 〈B〉t] = sup
P∈P
P [〈Bˆ〉t 6= 〈B〉t] = 0,
which implies for all t ∈ [0, T ], 〈Bˆ〉t = 〈B〉t, q.s..
We aim to establish the following Harnack-type inequality introduced by Feng-Yu Wang:
(1.8) Φ(P¯ f(x))) ≤ P¯Φ(f(y))eΨ(x,y), x, y ∈ Rd, f ∈ B+b (Rd),
where Φ is a nonnegative convex function on [0,∞) and Ψ is a nonnegative function on
Rd × Rd. In the setting of G-SDEs, we establish this type inequality for the associated
Markov operator P¯T . For simplicity, we consider the 1-dimensional G-Brownian motion
case, but our results and methods still hold for the case d > 1. To get our desired results,
we give following assumptions on b, σ, and h in (1.1).
(H1) |b(t, x)− b(t, y)|+ |h(t, x)− h(t, y)|+ |σ(t, x)− σ(t, y)| ≤ K|x− y|, x, y ∈ R for some
constant K > 0.
(H2) There exists κ2 ≥ κ1 > 0 satisfies 2(κ2−κ1)κ2κ2
1
< 1 <
2κ2
1
κ2
2
, such that κ1 ≤ σ(t, x) ≤ κ2,
x ∈ R.
From [10, Theorem 1.2, p82], under the assumption of (H1), there exist a unique solution in
M2G([0, T ]) of (1.1) for any initial value. In what follows, for T > 0, we define
P¯Tf(x) := E¯f(X
x
T ), f ∈ B+b (R),
where XxT solves (1.1) with initial value x.
The remainder of the paper is organized as follows. In Section 2, we characterized the
quasi-continuity of hitting time for process of certain forms. Finally, we derived that the
Harnack and log Harnack inequalities for G-SDEs (1.1) in Section 3. Moreover, the gradient
estimates is showed in this section.
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2 The quasi-continuous of stopping times
This part is essentially from [11, 12]. To make the content self contained, we cite from [11, 12]
some results and restated them as follows.
Lemma 2.1. ([12, Lemma 3.3, p1775]) Let E be a metric space and a mapping E× [0, T ] ∋
(ω, t) → Mt(ω) ∈ R be continuous on E × [0, T ]. Define τa = inf{t > 0|Mt > a} ∧ T and
τa = inf{t > 0|Mt ≥ a} ∧ T . Then −τa and τ a are both lower semi-continuous.
Lemma 2.2. ([12, Lemma 3.4, p1775]) For any closed set F ⊂ ΩT , we have
c(F ) = inf{c(O)|F ⊂ O, O is open},
where c is the capacity induced by E¯.
The following Lemma plays a crucial role in studying the quasi-continuity of stopping
times under nonlinear expectation space, which is a dramatic different with classic linear
expectation space. For reader’s convenience, we give a sketch of the proof.
Lemma 2.3. ([11, Lemma 4.3, p15]) Let Xt =
∫ t
0
〈Zs, dBs〉 +
∫ t
0
ηsds +
∫ t
0
tr[ζsd〈B〉s] with
Z ∈ [H1G([0, T ])]d and η, ζ i,j ∈M1G([0, T ]). Assume
∫ t
0
ηsds+
∫ t
0
tr[ζsd〈B〉s] is non-decreasing
and ∫ t
0
tr[ZsZ
∗
sd〈B〉s] +
∫ t
0
ηsds+
∫ t
0
tr[ζsd〈B〉s]
is strictly increasing. For a > 0, τa := inf{t ≥ 0|Xt > a}∧ T has a quasi-continuous version.
Proof. Let τ a := inf{t ≥ 0|Xt ≥ a} ∧ T . Since X· has a quasi-continuous version, let Y· be
the quasi-continuous version, i.e., for any t ≥ 0, there exist a set At with c(At) = 0, such
that Yt is quasi-continuous, and Xt = Yt|Act . Then Yt has the following form:
Yt =
∫ t
0
〈Zs′, dBs〉+
∫ t
0
ηs
′ds+
∫ t
0
tr[ζs
′d〈B〉s]
with Z ′, η′, and ζ i,j ′ are the quasi-continuous version of Z, η, and ζ i,j. Let τ ′a := inf{t ≥
0|Yt > a} ∧ T , τ ′a := inf{t ≥ 0|Yt ≥ a} ∧ T . Since Y is quasi-continuous, then for all ǫ > 0,
there exists an open set O1 with c(O1) <
ǫ
2
such that Y·(·) is continuous on Oc1 × [0, T ]. By
Lemma 2.1, −τ ′a and τ ′a are both lower semi-continuous on Oc1. Define
Sa(Y ) = {ω ∈ ΩT | there exists (r, s) ∈ QT s.t. Yt(ω) = a for all t ∈ [s, r]},
where
QT = {(r, s)|T ≥ r > s ≥ 0, r, s ∈ Q},Q is the totality of rational numbers.
We prove it by divided into following five steps.
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(1) We first prove [τ ′a > τ
′
a] ⊂ Sa(Y )
⋃∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ].
It is equivalent to prove [τ ′a > τ
′
a] ⊂ Sa(Y ) + ∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ] \ Sa(Y ).
For any ω ∈ [τ ′a > τ ′a], i.e., for any ω with τ ′a(ω) > τ ′a(ω), if ω ∈ Sa(Y ), which ends the
proof. If ω /∈ Sa(Y ), i.e., for any (r, s) ∈ QT , there exists a t ∈ [s, r], s.t. Yt(ω) 6= a.
Since Q is dense in R, and τ ′a ≥ τ ′a, it’s clear that ω ∈ ∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ]\Sa(Y ).
(2) We claim that c(Sa(Y )) = 0.
(i) If Z = 0, then Xt is strictly increasing, thus τ
′
a = τ
′
a, which implies c(Sa(Y )) = 0.
(ii) If Z 6= 0, since Bt with infinite variation, it is impossible for Xt = a, t ∈ [s, r],
then c(Sa(Y )) = 0.
(3) We claim that c(∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ]) = 0.
Noting that Yr∧τ ′a ≤ Yr∧τ ′a and
E¯[Yr∧τ ′a − Yr∧τ ′a ](2.1)
= E¯
[∫ r∧τ ′a
r∧τ ′a
〈Zs′, dBs〉+
∫ r∧τ ′a
r∧τ ′a
ηs
′ds+
∫ r∧τ ′a
r∧τ ′a
tr[ζs
′d〈B〉s]
]
= E¯
[∫ r∧τ ′a
r∧τ ′a
ηs
′ds+
∫ r∧τ ′a
r∧τ ′a
tr[ζs
′d〈B〉s]
]
.
For r ≤ τ ′a and r ≥ τ ′a, it hold that E¯[Yr∧τ ′a − Yr∧τ ′a ] = 0. For τ ′a < r < τ ′a, by (2.1), we
have
E¯[Yr∧τ ′a − Yr∧τ ′a ] = E¯
[∫ r
τ ′a
ηs
′ds+
∫ r
τ ′a
tr[ζs
′d〈B〉s]
]
.
From the assumption of non-decreasing for
∫ t
0
ηsds +
∫ t
0
tr[ζsd〈B〉s], we derive that
E¯[Yr∧τ ′a − Yr∧τ ′a ] ≤ 0. By the fact of Yr∧τ ′a ≤ Yr∧τ ′a and E¯[Yr∧τ ′a − Yr∧τ ′a ] ≤ 0, we know
that Yr∧τ ′a = Yr∧τ ′a, q.s.. Since Q is countable, then c(∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ]) = 0
(4) ∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ] is an open set under the topology induced by Oc1.
Since Y·(·) is continuous on Oc1 × [0, T ], τ ′a is lower semi-continuous on Oc1, then Yr∧τ ′a
is lower semi-continuous on Oc1, which means that [[Yr∧τ ′a < Yr∧τ ′a ] is an open set under
the topology induced by Oc1, i.e., [Yr∧τ ′a < Yr∧τ ′a ] ⊂ Oc1 is open in Oc1. Since the union
of any collection of open sets in Oc1 is open, then we prove it.
(5) Sa(Y ) can be covered by countable open sets with capacity small enough.
By the definition of Sa(Y ), we have
Sa(Y ) =
⋃
(r,s)∈QT
⋂
t∈[s,r]
{ω|Yt = a}.
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Since Y·(·) is continuous on Oc1 × [0, T ], {ω|Yt = a} is a closed set under the topology
induced by Oc1. Moreover, as O
c
1 is closed, then {ω|Yt = a} is a closed set under
ΩT . Then
⋂
t∈[s,r]{ω|Yt = a} is closed. By the fact of c(Sa(Y )) = 0 and Lemma 2.2,
for all ǫ > 0, then there exists an open set Os,r2 with 0 ≤ c(Os,r2 ) < ǫ2n+1 such that⋂
t∈[s,r]{ω|Yt = a} ⊂ Os,r2 . Let O2 :=
⋃
(r,s)∈QT O
s,r
2 , then
Sa(Y ) ⊂ O2, c(O2) < ǫ
2
,
where O2 is open.
Combing (1)–(5), we know that
[τ ′a > τ
′
a] ⊂ O2
⋃
∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ]
with O2 is open and ∪r∈Q⋂[0,T ][[Yr∧τ ′a < Yr∧τ ′a ] is an open set under the topology induced by
Oc1. So, there exists a open set O3 ⊂ ΩT , such that
∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ] = O3 ∩ Oc1.
Let B¯ be the boundary of O3 ∩ Oc1 with the closed part, then
∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ] = (O3 ∩Oc1 \ B¯) ∪ B¯.
For O3 ∩ Oc1 \ B¯ is open; For B¯, by (3) of c(O3 ∩ Oc1) = 0, we have c(B¯) = 0. According to
Lemma 2.2, there exists a open set B1 with B¯ ⊂ B1, such that 0 ≤ c(B1) < ǫ2 , thus
∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ] ⊂ (O3 ∩ Oc1 \ B¯) ∪ B1.
Therefore,
[τ ′a > τ
′
a] ⊂ O2 ∪ (O3 ∩ Oc1 \ B¯) ∪ B1,
where c((O3 ∩Oc1 \ B¯) ∪B1) < ǫ2 .
Note that
[τ ′a > τ
′
a]
c = [τ ′a ≤ τ ′a] = [τ ′a = τ ′a] ⊃
(
O2 ∪ (O3 ∩Oc1 \ B¯) ∪ B1
)c
.
By Lemma 2.1, τ ′a is continuous on [τ
′
a = τ
′
a]. Therefore, for all ǫ > 0, for the open set,
O2 ∪ (O3 ∩Oc1 \ B¯) ∪B1, with
c
(
O2 ∪ (O3 ∩Oc1 \ B¯) ∪B1
)
< ǫ,
τ ′a is continuous on
(
O2
⋃∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ])c , which implies that τ ′a is quasi contin-
uous by Definition 1.2. If B¯ = ∅, ∪r∈Q⋂[0,T ][Yr∧τ ′a < Yr∧τ ′a ] is open under ΩT , the procedure
is more simplified. Moreover, for any t ≥ 0, Xt = Yt|Act , with c(At) = 0, then τa is quasi-
continuous on Act , and this proves the result.
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Remark 2.4. In the paper, we discuss the property of distribution for the solution Xt in
(1.1), a polar set does not affect the result, so in the following parts, we did not distinguish
the quasi-continuous version and stopping time itself any more.
Lemma 2.5. ([6, Proposition 4.10, p17]) Let τ ≤ T be a quasi-continuous stopping time.
Then for each p ≥ 1, we have I[0,τ ] ∈MpG([0, T ]).
Lemma 2.6. ([6, Remark 4.12, p18]) Let τ ≤ T be a quasi-continuous stopping time and
η ∈MpG([0, T ]). Then for each p ≥ 1, we have ηI[0,τ ] ∈MpG([0, T ]).
According to [5], for a stopping time τ ≤ T , and η ∈MpG([0, T ]), it holds that∫ τ
0
ηsdBs =
∫ T
0
ηsI[0,τ ](s)dBs.
3 Main Results
3.1 Harnack and log-Harnack inequalities
Before we give main result of this section, we first prove the following general form of
Young inequality under nonlinear expectation framework. Let (Ω,H, E¯′) be general sublinear
expectation space, where H is a vector lattice of real valued functions defined on Ω, for any
constant in H, |X| ∈ H, if X ∈ H.
Lemma 3.1. (Young Inequality) If g1, g2 > 0 with EP [g1] = 1, ∀ P ∈ P ′, then
E¯′[g1g2] ≤ E¯′[g1 log g1] + log E¯′[eg2 ],
where P ′ is a weakly compact set that represents E¯′.
Proof. For any P ∈ P ′, EP is a linear expectation, it holds that
EP [g1g2] ≤ EP [g1 log g1] + logEP [eg2 ].
Since E¯′[X ] = supP∈P ′ EP [X ], X ∈ H, then
E¯′[g1g2] ≤ sup
P∈P ′
{EP [g1 log g1] + logEP [eg2]}
≤ E¯′[g1 log g1] + sup
P∈P ′
{logEP [eg2]}
≤ E¯′[g1 log g1] + log E¯′[eg2],
where the last step use the fact of the function log is increasing.
In the sequel, we denote 1
β
:= κ2
κ2
1
≥ |σˆ| by (H2), where σˆ = σ∗(σσ∗)−1. Now we turn to
the main result of this section.
Theorem 3.2. Assume (H1)-(H2).
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(1) For any nonnegative f ∈ B+b (R) and T > 0, x, y ∈ R, it holds that
(3.1) P¯T log f(y) ≤ log P¯Tf(x) +
K
(
2 +K + 2
σ2
)
|x− y|2
2(2
κ2
1
κ2
2
− 1)β2(1− e−σ2K
(
2+K+ 2
σ2
)
T
)
.
(2) For (1 +
κ2
2
−κ1κ32
κ4
1
)2 < p ≤ 4, then
(3.2)
(P¯Tf(y))
p ≤ P¯Tf p(x) exp


√
p(
√
p− 1)K
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)[β(√p− 1)− C](1− e−σ
2K
(
2+K+ 2
σ2
)
T
)

 ,
holds for any x, y ∈ R and f ∈ B+b (R).
Proof. (1) We use the coupling by change of measures as explained in [14]. For α ∈
(2(κ2−κ1)κ2
κ2
1
, 2
κ2
1
κ2
2
), let
(3.3) λαt =
2κ2
1
κ2
2
− α
K
(
2 +K + 2
σ2
) (1− eσ2K(2+K+ 2σ2 )(t−T )) , t ∈ [0, T ].
Then λαt is smooth and strictly positive on [0, T ) such that
(3.4)
2κ21
κ22
−K
(
2 +K +
2
σ2
)
λαt +
1
σ2
(λαt )
′ = α, t ∈ [0, T ].
Let Xt be the solution of (1.1) for X0 = x, consider the equation
(3.5)
{
dYt = b(t, Yt)dt+ h(t, Yt)d〈B〉t + σ(t, Yt)dBt + σ(t, Yt)gtd〈B〉t,
Y0 = y, t ∈ (0, T ),
where gt :=
1
λαt
σˆ(t, Xt)(Xt − Yt).
Then Xt − Yt satisfies the equation below
d(Xt − Yt) = (b(t, Xt)− b(t, Yt))dt+ (h(t, Xt)− h(t, Yt)(t))d〈B〉t(3.6)
+(σ(t, Xt)− σ(t, Yt))dBt − σ(t, Yt)gtd〈B〉t.
Let s ∈ [0, T ) be fixed, applying Itoˆ’s formula to |Xt − Yt|2, we obtain
d|Xt − Yt|2(3.7)
= 2〈Xt − Yt, b(t, Xt)− b(t, Yt)dt+ 2〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt
+2〈Xt − Yt, h(t, Xt)− h(t, Yt)〉d〈B〉t + |σ(t, Xt)− σ(t, Yt)|2d〈B〉t
10
− 1
λαt
2σ(t, Yt)σˆ(t, Xt)|Xt − Yt|2d〈B〉t
≤
(
2K +K2 − 2κ
2
1
λαt κ
2
2
)
|Xt − Yt|2d〈B〉t + 2K|Xt − Yt|2dt
+2〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt
≤
(
2K +
2K
σ2
+K2 − 2κ
2
1
λαt κ
2
2
)
|Xt − Yt|2d〈B〉t
+2〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt.
Combining with the expression (3.4), we have
d
|Xt − Yt|2
λαt
≤ 2
λαt
〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt
−|Xt − Yt|
2
(λαt )
2
(
2κ21
κ22
− 2Kλαt −
2K
σ2
λαt −K2λαt +
1
σ2
(λαt )
′
)
d〈B〉t,
=
2
λαt
〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt − α
(λαt )
2
|Xt − Yt|2d〈B〉t,
i.e., ∫ s
0
|Xt − Yt|2
(λαt )
2
d〈B〉t ≤
∫ s
0
2
αλαt
〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt(3.8)
−|Xs − Ys|
2
αλαs
+
|x− y|2
αλα0
, s ∈ [0, T ).
Taking expectation E¯ on both sides of (3.8), we obtain
(3.9) E¯
∫ s
0
|Xt − Yt|2
(λαt )
2
d〈B〉t ≤ |x− y|
2
αλα0
, s ∈ [0, T ).
Since Xt, Yt ∈ M2G([0, T ]), for any s ∈ (0, T ), gt1[0,s](t) ∈ M2G([0, T ]). Note that, for
any s ∈ (0, T ),
E¯
∫ s
r
|Xt − Yt|2
(λαt )
2
dt ≤ C1(s− r),
where C1 is a constant.
By the Monotone Convergence Theorem,
E¯
∫ T
r
|Xt − Yt|2
(λαt )
2
dt = lim
s→T
E¯
∫ s
r
|Xt − Yt|2
(λαt )
2
dt ≤ C1(T − r).
There exists a g¯ ∈ M2G([0, T ]) such that g¯s = gS, s ∈ [0, T ). In fact, let gnt =
gt1[0,T− 1
n
](t) ∈M2G([0, T ]), then it holds that
E¯
∫
1[0,T ]|g¯t − gnt |2dt = E¯
∫
1(T− 1
n
,T ]|g¯t|2dt
11
= E¯
∫
1(T− 1
n
,T )|gt|2dt
≤ 1
κ21
E¯
∫ T
T− 1
n
|Xt − Yt|2
(λαt )
2
dt
→ 0, n→∞,
where the last step use the fact of Theorem 1.3.
Let Y¯t solve the following equation
(3.10)
{
dYt = b(t, Yt)dt+ h(t, Yt)d〈B〉t + σ(t, Yt)dBt + σ(t, Yt)g¯td〈B〉t,
Y0 = y, t ∈ (0, T ],
Thus, Y can be extended to [0, T ] as Y¯ . In the seuel, we still use Y and g instead Y¯
and g¯.
Set
dBˆt := dBt + gtd〈B〉t, 0 ≤ t ≤ T.
Moreover, Lemma 1.8 implies 〈Bˆ〉t = 〈B〉t. Rewrite (1.1) and (3.10) as
dXt = b(t, Xt)dt+ h(t, Xt)d〈Bˆ〉t + σ(t, Xt)dBˆt − Xt − Yt
λαt
d〈Bˆ〉t, X0 = x,
dYt = b(t, Yt)dt + h(t, Yt)d〈Bˆ〉t + σ(t, Yt)dBˆt, Y0 = y.
Substituting Bt = Bˆt −
∫ t
0
gsd〈B〉s in the first equation in (3.7), and use the fact of
〈B˜〉t = 〈B〉t, repeat procedures in (3.7), which yield
d|Xt − Yt|2 ≤
(
2K +
2K
σ2
+K2 − 2
λαt
)
|Xt − Yt|2d〈Bˆ〉t
+2〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBˆt.
So,
d
|Xt − Yt|2
λαt
≤ 2
λαt
〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBˆt
−|Xt − Yt|
2
(λαt )
2
(
2− 2Kλαt −
2K
σ2
λαt −K2λαt +
1
σ2
(λαt )
′
)
d〈Bˆ〉t.
From (3.4), we know that
α =
2κ21
κ22
−△ ≤ 2−△,
where △ = 2Kλαt + 2Kσ2 λαt +K2λαt − 1σ2 (λαt )′.
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Therefore,∫ T
0
|Xt − Yt|2
(λαt )
2
d〈Bˆ〉t ≤
∫ T
0
2
αλαt
〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBˆt(3.11)
−|Xs − Ys|
2
αλαs
+
|x− y|2
αλα0
, s ∈ [0, T ).
Let
MT = exp
{
−
∫ T
0
gtdBt − 1
2
∫ T
0
|gt|2d〈B〉t
}
.
Let τm = inf{t ∈ [0, T ] :
∫ t
0
(
|Xs−Ys|2
(λαs )
2 + 1
)
d〈B〉s ≥ m}. Applying Lemma 2.3 for the
process Zs = 0, ηs = 0, and ζs =
|Xs−Ys|2
(λαs )
2 + 1, we know that τm is quasi-continuous.
From (3.9), we know that limm→∞ τm = T . By (3.11) and (H2), for some δ > 0, we
have
E¯ exp
{
δ
∫ T∧τm
0
|Xt − Yt|2
(λαt )
2
d〈B〉t
}
≤ E¯ exp
{
δ|x− y|2
αλα0
+
2δ
α
∫ T∧τm
0
1
λαt
〈Xt − Yt, σ(t, Xt)− σ(t, Yt)〉dBt
}
≤ exp
{
δ|x− y|2
αλα0
}
E¯
(
exp
{
2(κ2 − κ1)δ
α
∫ T∧τm
0
1
λαt
|Xt − Yt|dBt
})
= exp
δ|x− y|2
αλα0
E¯
(
8δ2(κ2 − κ1)2
α2
∫ T∧τm
0
1
(λαt )
2
|Xt − Yt|2d〈B〉t
}) 1
2
.
Taking δ = α
2
8(κ2−κ1)2 , we arrive at
E¯ exp
{
α2
8(κ2 − κ1)2
∫ T∧τm
0
|Xt − Yt|2
(λαt )
2
d〈B〉t
}
≤ exp


αK
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)(2κ
2
1
κ2
2
− α)
(
1− e−σ2K
(
2+K+ 2
σ2
)
T
)

 .
Letting m→∞, this implies that
E¯ exp
{
α2
8(κ2 − κ1)2
∫ T
0
|Xt − Yt|2
(λαt )
2
d〈B〉t
}
(3.12)
≤ exp


αK
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)2(2κ
2
1
κ2
2
− α)
(
1− e−σ2K
(
2+K+ 2
σ2
)
T
)

 .
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Since α > 2(κ2−κ1)
β
, letting ǫ0 =
α2β2−4(κ2−κ1)2
8(κ2−κ1)2 > 0, i.e.,
(1+2ǫ0)
2β2
= α
2
8(κ2−κ1)2 , by (H2) and
(3.12), we have
E¯ exp
{(
1
2
+ ǫ0
)∫ T
0
|gt|2d〈B〉t
}
≤ E¯ exp
{(
(1 + 2ǫ0)
2β2
)∫ T
0
|Xt − Yt|2
(λαt )
2
d〈B〉t
}
≤ exp


αK
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)2(2κ
2
1
κ2
2
− α)
(
1− e−σ2K
(
2+K+ 2
σ2
)
T
)

 ,
this satisfies G-Novikov’s condition in Lemma 1.5, thusM is a symmetric G-martingale.
By Lemma 1.6, we know that the process (Bˆt)t∈[0,T ] is a G-Brownian motion under
Eˆ := E¯[·MT ]. Taking expectation Eˆ on both sides of (3.11), we obtain
(3.13) Eˆ
∫ T
0
|Xt − Yt|2
(λαt )
2
d〈Bˆ〉t ≤ |x− y|
2
αλα0
.
From the definition of Mt, Bˆt and Lemma 1.8, it holds that
MT = exp
{
−
∫ T
0
gtdBˆt +
1
2
∫ T
0
|gt|2d〈B〉t
}
= exp
{
−
∫ T
0
gtdBˆt +
1
2
∫ T
0
|gt|2d〈Bˆ〉t
}
, q.s..
By (H2), we have
(3.14) logMT ≤ −
∫ T
0
gtdBˆt +
1
2β2
∫ T
0
1
(λαt )
2 |(Xt − Yt)|2d〈Bˆ〉t, q.s..
Since (Bˆt)t∈[0,T ] is a G-Brownian motion under Eˆ, it follows (3.13) that
(3.15) E¯[MT logMT ] = Eˆ[logMT ] ≤ |x− y|
2
2αβ2λα0
.
Let
τ = inf{t ∈ [0, T ] : Xt = Yt}.
Now we prove τ ≤ T . In fact, if there exists a ω ∈ Ω such that τ(ω) > T , then
inf
t∈[0,T ]
|Xt − Yt|2(ω) > 0.
Thus
(3.16) Eˆ
∫ T
0
|Xt − Yt|2
(λαt )
2
d〈Bˆ〉t =∞
14
holds on the set {τ(ω) > T}, which is a contradiction with (3.13). So, τ ≤ T and thus
XT = YT under Eˆ.
Next, since for all P ∈ P, EP [MT ] = 1, by Young’s inequality in Lemma 3.1 and (3.15),
we obtain
P¯T log f(y) = E¯[log f(X
y
T )] = Eˆ[log f(Y
y
T )] = Eˆ[log f(X
x
T )] = E¯[MT log f(X
x
T )]
≤ log E¯[f(XxT )] + E¯[MT logMT ]
= log P¯Tf(x) + E¯[MT logMT ]
≤ log P¯Tf(x) + |x− y|
2
2αβ2λα0
= log P¯Tf(x) +
K
(
2 +K + 2
σ2
)
|x− y|2
2αβ2(
2κ2
1
κ2
2
− α)(1− e−σ2K
(
2+K+ 2
σ2
)
T
)
.
Since 2(κ2−κ1)κ2
κ2
1
< 1 <
2κ2
1
κ2
2
in (H2), α ∈ (2(κ2−κ1)κ2
κ2
1
,
2κ2
1
κ2
2
), it follows from α = 1, (1) of
Theorem 3.2 holds.
(2) Let τn = inf{t ∈ [0, T ] :
∫ t
0
(
|Xs−Ys|2
(λαs )
2 + 1
)
d〈Bˆ〉s ≥ n}, similar with τm, τn is quasi-
continuous. From (3.13), we know that limn→∞ τn = T . Similar with the process of
deducing in (3.12), we have
E¯
[
MT exp
{
α2
8(κ2 − κ1)2
∫ T
0
|Xt − Yt|2
(λαt )
2
d〈Bˆ〉t
}]
(3.17)
= Eˆ exp
{
α2
8(κ2 − κ1)2
∫ T
0
|Xt − Yt|2
(λαt )
2
d〈Bˆ〉t
}
≤ exp


αK
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)2(2κ
2
1
κ2
2
− α)
(
1− e−σ2K
(
2+K+ 2
σ2
)
T
)

 .
Moreover,
E¯(MT )
1+a = Eˆ(MT )
a
= Eˆ exp
{
− a
∫ T
0
gtdBˆt +
a
2
∫ T
0
|gt|2d〈Bˆ〉t
}
= Eˆ exp
{
− a
∫ T
0
gtdBˆt − a
2q
2
∫ T
0
|gt|2d〈Bˆ〉t + a(aq + 1)
2
∫ T
0
|gt|2d〈Bˆ〉t
}
≤
(
Eˆ exp
{
− aq
∫ T
0
gtdBˆt − a
2q2
2
∫ T
0
|gt|2d〈Bˆ〉t
}) 1
q
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×
(
Eˆ exp
{
aq(aq + 1)
2(q − 1)
∫ T
0
|gt|2d〈Bˆ〉t
}) q−1
q
=
(
Eˆ exp
{
aq(aq + 1)
2(q − 1)
∫ T
0
|gt|2d〈Bˆ〉t
}) q−1
q
,
where a = α
2β2
4(κ2−κ1)2+4α(κ2−κ1)β , q > 1.
From (H2), we have
(3.18) E¯(MT )
1+a ≤
(
Eˆ exp
{
aq(aq + 1)
2β2(q − 1)
∫ T
0
1
(λαt )
2 |Xt − Yt|2d〈Bˆ〉t
}) q−1
q
.
Taking q = 1 +
√
1 + a−1, it holds that
aq(aq + 1)
2β2(q − 1) =
(a+
√
a(a + 1))(a + 1 +
√
a(a + 1))
2β2
√
1 + a−1
(3.19)
=
(a+
√
a(a + 1))2
2β2
=
α2
8(κ2 − κ1)2 .
Then,
q − 1
q
=
√
1 + a−1
1 +
√
1 + a−1
=
αβ + 2(κ2 − κ1)
2αβ + 2(κ2 − κ1) .
Therefore, by recalling the expressions (3.17) – (3.19), we get
(3.20)
E¯(MT )
1+a ≤ exp


αK
(
2 +K + 2
σ2
)
(αβ + 2(κ2 − κ1))|x− y|2
4(κ2 − κ1)2(2κ
2
1
κ2
2
− α)(2αβ + 2(κ2 − κ1))(1− e−σ
2K
(
2+K+ 2
σ2
)
T
)

 .
Taking α = 2(κ2−κ1)
β(
√
p−1) in (3.20) which is in (
2(κ2−κ1)κ2
κ2
1
,
2κ21
κ2
2
) for (1+
κ22−κ1κ32
κ4
1
)2 < p ≤ 4, we
have p
p−1 = 1 + a, this leads to
(E¯M
p
p−1
T )
p−1 = (E¯M1+aT )
p−1 = (EˆMaT )
p−1
≤ exp


(p− 1)K
(
2 +K + 2
σ2
)
α(αβ + 2(κ2 − κ1))|x− y|2
4(κ2 − κ1)2(2κ
2
1
κ2
2
− α)(2αβ + 2(κ2 − κ1))
(
1− e−σ2K
(
2+K+ 2
σ2
)
T
)


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= exp


√
p(
√
p− 1)K
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)[β(√p− 1)− (κ2 − κ1)]
(
1− e−σ2K
(
2+K+ 2
σ2
)
T
)

 .
Thus, due to Ho¨lder’s inequality,
(P¯Tf)
p(y) = (E¯f(XyT ))
p = (Eˆf(Y yT ))
p = (Eˆf(XxT ))
p = (E¯MTf(X
x
T ))
p
≤ (E¯f p(XxT ))
(
E¯
[
M
p
p−1
T
])p−1
≤ P¯Tf p(x) exp


√
p(
√
p− 1)K
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)[β(√p− 1)− (κ2 − κ1)](1− e−σ
2K
(
2+K+ 2
σ2
)
T
)

 ,
which is the result (2) of Theorem 3.2.
Now we recall from [16] the following notions for invariant expectation and sup-kernel.
Definition 3.1. Let E be a linear (nonlinear) expectation, and P¯ be a nonlinear operator
defined on B+b (Rd).
(1) E is called a quasi-invariant linear (nonlinear) expectation of P¯ , if there exists a function
0 ≤ g ∈ Bb(Rd) with E[g] <∞, such that
E[P¯ f ] ≤ E[gf ], 0 ≤ f ∈ Bb(Rd).
Moreover, if
E[(P¯ f)] = E[f ], 0 ≤ f ∈ Bb(Rd),
then E is called an invariant linear (nonlinear) expectation of P¯ .
(2) A measurable function p on Rd×Rd is called the sup-kernel (or sup-density) of P¯ with
respect to E, if
P¯ f(x) ≤ E[p(x, ·)f(·)], 0 ≤ f ∈ Bb(Rd), x ∈ Rd.
From [16, Theorem 3.5], combining with (2) of Theorem 3.2, we immediately have fol-
lowing Corollary.
Corollary 3.3. Let E be a quasi-invariant linear expectation of P¯T , and
Ψ(x, y) =
√
p(
√
p− 1)K
(
2 +K + 2
σ2
)
|x− y|2
4(κ2 − κ1)[β(√p− 1)− C](1− e−σ
2K
(
2+K+ 2
σ2
)
T
)
be defined in (3.2). Then the following assertions hold.
(1) Since limy→x{Ψ(x, y)+Ψ(y, x)} = 0 holds for all x ∈ Rd, then P¯T is strong Feller, i.e.
P¯TBb(Rd) ⊂ Cb(Rd).
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(2) Let P¯Tf(x) = sup
h∈Γ 12 P
h
T f(x), where Γ
1
2 is defined in Remark 1.2. Then for all h ∈ Γ,
P hT has a kernel p
h
T with respect to E, P¯T has a sup-kernel pT with respect to E, and
every invariant linear expectation of P¯T is absolutely continuous with respect to E.
(3) If there exists K > 0 such that 1
K
ph1T (x, y) 6 p
h2
T (x, y) 6 Kp
h1
T (x, y), h1, h2 ∈ Γ
1
2 ,
x, y ∈ Rd, where phT (x, y) is defined in (2), then P¯T has at most one invariant linear
expectation, and if it has one, a sup-kernel of P¯T with respect to the invariant linear
expectation is strictly positive.
(4) Since rΦ−1(r) is convex for r > 0, then a sup-kerner p of P¯T with respect to E satisfies
E [pT (x, ·)pT (y, ·)] ≥ e−Ψ(x,y).
(5) If E is a invariant linear expectation of P¯T , then
sup
f∈B+
b
(Rd),E[Φ(f)]≤1
Φ(P¯T f(x)) ≤ 1
E[e−Ψ(x,·)]
.
3.2 Gradient Estimates
Due to the lack of additivity of G-expectation, neither from the Bismut formula [14, (1.8),
(1.14)] by coupling by change of measure to get gradient estimate, nor Malliavin calculus in
the G-SDEs. Instead, we directly to estimate the local Lipschitz constant defined below.
For a real-valued function f defined on a metric sapce (H, ρ), define
|∇f(z)| := lim sup
x→z
|f(x)− f(z)|
ρ(x, z)
, z ∈ H.(3.21)
Then |∇f(z)| is called the local Lipschitz constant of f at point z ∈ H .
Theorem 3.4. Assume (H1)-(H2). Then for every f ∈ B+b (R), it holds that
(3.22) ‖∇P¯Tf‖∞ ≤ ‖f‖∞ 2
β
√
αλα0
,
where λα0 is defined in (3.3) for t = 0.
Proof. By the proof of Theorem 3.2, we have
|P¯Tf(y)− P¯Tf(x)|
= |E¯f(XyT )− E¯f(XxT )|
= |E¯MT f(XxT )− E¯f(XxT )|
≤ ‖f‖∞(E¯[|MT − 1|]).
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Noting that |x− 1| ≤ (x+ 1)| log x| for any x > 0, then
|P¯Tf(y)− P¯Tf(x)|(3.23)
≤ ‖f‖∞(E¯[(MT + 1) logMT ])
= ‖f‖∞
(
Eˆ[| logMT |] + E¯[| logMT |]
)
From (3.14) and (3.15), it holds that
Eˆ[| logMT |] ≤ Eˆ
[∣∣∣∣
∫ T
0
gtdBˆt
∣∣∣∣
]
+ Eˆ
[
1
2β2
∫ T
0
1
(λαt )
2 |(Xt − Yt)|2d〈Bˆ〉t
]
≤ Eˆ
[∫ T
0
1
(λαt )
2
∣∣∣∣ 1β (Xt − Yt)
∣∣∣∣
2
d〈Bˆ〉t
] 1
2
+ Eˆ
[
1
2β2
∫ T
0
1
(λαt )
2 |(Xt − Yt)|2d〈Bˆ〉t
]
≤ 1
β
√
αλα0
|x− y|+ 1
2αβ2λα0
|x− y|2.
Similarly, we obtain
E¯[| logMT |] ≤ E¯
[∣∣∣∣
∫ T
0
gtdBt
∣∣∣∣
]
+ E¯
[
1
2β2
∫ T
0
1
(λαt )
2 |(Xt − Yt)|2d〈B〉t
]
≤ E¯
[∫ T
0
1
(λαt )
2
∣∣∣∣ 1β (Xt − Yt)
∣∣∣∣
2
d〈B〉t
] 1
2
+ E¯
[
1
2β2
∫ T
0
1
(λαt )
2 |(Xt − Yt)|2d〈B〉t
]
≤ 1
β
√
αλα0
|x− y|+ 1
2αβ2λα0
|x− y|2.
It follows from (3.23) that
|P¯Tf(y)− P¯Tf(x)| ≤ ‖f‖∞
(
2
β
√
αλα0
|x− y|+ 1
αβ2λα0
|x− y|2
)
.(3.24)
This together with (3.21) yields
|∇P¯Tf(x)| ≤ ‖f‖∞ 2
β
√
αλα0
,(3.25)
which implies (3.22).
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