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RESUMO 
Este trabalho consiste na implementação, teste e avaliação de desempenho de um 
controlador GPC adaptativo, de propósito geral, para aplicações industriais (em especial para 
plantas químicas). ~ 
Uma das limitações da utilização do controlador GPC está no ajuste de seus parâmetros 
(horizontes de predição, horizonte de controle, ponderação da ação de controle, polinômios 
obsewador qe seguidor de modelo) que deve ser realizado por um especialista. Para solucionar 
este problema, propõe-se, neste trabalho, um sistema de ajuste automático dos parâmetros de 
projeto do controlador GPC adaptativo. 
Vários testes de simulação foram realizados utilizando um ambiente de simulação de 
controladores adaptativos. 
'
4 
Ensaios experimentais foram conduzidos em uma unidade piloto de laboratório (de 
estrutura variável e de características não lineares), objetivando o controle de nível de um sistema 
de tanques acoplados e de um tanque em forma cônica . '
_ 
Os resultados obtidos, através do simulador e sobre a unidade experimental, permitem 
avaliar o desempenho do controlador proposto. ` 
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ABSTRACT l 
This work consists in the implementation, test and performance avaliation of an adaptative 
GPC controller for industrial application (in special for chemicals plants). 
Unfortunately, the use of GPC controllers requires thetuning of several parameters, which 
should be performed by GPC experts. According to this, an automatic tuning system of the GPC 
parameters is proposed.
H 
Several test simulations to evaluate the perfomance of the autotuning strategy were 
performed on a adaptive control software simulator for workstations. I 4 
Experimental trials were conducted on a pilot laboratory plant in order to maintain output 
performance specifications. That plant consists of level control loop of a conical tank which has 
non-linear characteristics. 
Results have allowed the drawing of conclusions about the performance of the autotuning 
strategy proposed for the adaptive GPC controller. A .
I 
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CAPÍTULO 1 
~ _ INTRODUÇAO 
Na sociedade modema (ou pós-modema), as questões relacionadas com o Controle, em 
geral, e com o Controle Automático, em particular, estão assumindo maior importância a cada 
dia. Sobretudo, considerando que os diversos sistemas, tanto sociais como tecnológicos, estão 
seguindo um caminho marcado pela complexidade crescente e pela alta interconectabilidade. 
Neste modelo de organização da sociedade, a disputa por novos mercados cria a 
necessidade de modernização das plantas industriais, de forma a aumentar a qualidade e reduzir os 
custos dos produtos elaborados. Com a modernização, técnicas mais avançadas de. controle 
automático, que utilizam sistemas computacionais, são adotadas a fim de melhorar o desempenho 
dos sistemas de controle e, portanto, a eficiência na produção. 
Nesta série de incessantes mudanças tecnológicas, o processo revolucionário provocado 
pela tecnologia dos microprocessadores tem influenciado o pensamento dos teóricos de controle e 
por conseguinte, o progresso da teoria de controle automático. 
Atualmente, a velocidade e o tamanho dos computadores associados com o seu baixo 
custo de produção estão viabilizando a implementação prática de complexos algoritmos de 
controle (adaptativo, ótimo, robusto, etc...) em situações inconcebíveis uma década atrás. De 
fato, está se tendendo rapidamente para uma visão da aplicação do controle limitada somente pela 
própria teoria de controle e pela criatividade do engenheiro de controle [Narendra, 1989]. 
Nesta perspectiva, a teoria de controle adaptativo vem sendo aplicada cada vez mais com 
sucesso em plantas cujas características (não-linearidades e parâmetros variantes no tempo) 
tomam ineficiente ou até inviável a utilização de controladores a parâmetros fixos (ex: clássico 
controlador PID). 
Embora esta teoria tenha surgido nos anos 60, ainda não existe, entre os autores, uma 
definição consensual do que seja um controlador adaptativo. Dentre as inúmeras abordagens de 
controle adaptativo existentes na literatura, a STR (Self-Tuning Regulator) têm obtido mais 
destaque. A estrutura de um controlador do tipo STR é composta por três elementos básicos: um 
algoritmo de controle, um método de identificação paramétricae um mecanismo de ajuste dos 
parâmetros do algoritmo de controle. 
` 
~
, 
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Por outro lado, a escolha do algoritmo de controle, para o desenvolvimento de um 
controlador adaptativo de propósito geral, deve levar em conta, também, que estas plantas, cujas 
características foram mencionadas acima, podem ainda apresentar atraso de transporte variável. 
Este fato, muito comum na indústria quírnica, sugere a utilização de um algoritmo de controle 
preditivo.
I 
- Um algoritmo de controle preditivo caracteriza-se por transformar o problema clássico de 
controle da saída no instante presente, para o controle da predição da saída em um instante fiituro 
[SEBORG 861. Esta noção de saída predita permite eliminar por completo 0 efeito do atraso de 
transporte, pois a predição é feita para um instante maior ou igual ao instante presente mais o 
atraso de transporte. O algoritmo escolhido para o desenvolvimento do controlador adaptativo 
preditivo deste trabalho foi o GPC (Generalized Predictive Control). Esta escolha baseiou-se na 
crescente aceitação deste algoritmo em aplicações industriais e no fato de que este incorpora as 
principais características dos controladores preditivos até então conhecidos. 
Objetivando ainda o uso geral do controlador, e sabendo-se que num ambiente industrial 
nem sempre se dispõe do modelo do processo, decidiu-se associar ao algoritmo de controle uma 
técnica de identificação recursiva que permite definir "on-line" qual o modelo do processo mais 
apropriado a cada instante de amostragem, a partir de uma faixa de modelos pré-definidos. 
Pretende-se com a adoção destas técnicas, rastrear nao só mudanças paramétricas na planta, mas 
mudanças estruturais (ordem). 
_ E por fim, é proposto um sistema de ajuste que baseia-se na identificação em malha aberta 
do processo e que, a partir do tempo de subida e do atraso de transporte, possibilita a escolha dos 
parâmetros do controlador e do tempo de amostragem. 
A estrutura deste trabalho consiste em: 
- No capítulo II é realizado um breve histórico dos controladores preditivos até o 
surgimento do GPC e o seu algoritmo é descrito de forma detalhada. 
- No capítulo III, é descrito o algoritmo de identificação paramétrica que se baseia em 
uma estrutura competitiva de modelos. 
- O sistema de ajuste é descrito no capítulo IV, bem como os mecanismos em que este se 
fundamenta, como a identificação de malha aberta e a análise da função de transferência de malha 
fechada. 
Vários testes de simulação, para avaliação da performance do mecanismo de identificação 
e do sistema de ajuste, foram realizados em um simulador de controladores adaptativos para 
estações de trabalho e os resultados são expostos no capítulo V. r
I 
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Ensaios experimentais foram conduzidos em uma planta piloto de laboratório para avaliar 
o desempenho do controlador frente a condições reais de funcionamento. Esta planta consiste em 
um controle de nível de um sistema de tanques acoplados e de um tanque de fonna cônica com 
característica fortemente não linear. Os resultados obtidos são apresentados e discutidos no 
capitulo VI
H 
Finalmente, no capitulo VII, são apresentados as conclusões e as perspectivas deste 
trabalho. 
i
.
\ 
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CAPÍTULQ 11 
GPC - ALGORITMO BÁs1co E EXTENSÕES 
2.1 Introdução 
Neste capítulo é apresentado um breve histórico dos controladores preditivos até o 
surgimento do GPC. Em seguida é realizado uma descrição do desenvolvimento matemático que 
leva à obtenção do algoritmo básico do GPC.. Concluindo este capítulo são introduzidos as 
principais extensões do algoritmo básico que permitem aumentar a robustez e especificar os 
objetivos de controle. 
2.2 Histórico dos controladores preditivos 
Os estudos relativos ao controle preditivo iniciaram-se nos anos 60. Smith foi o primeiro 
a propor um controlador baseado na utilização de um modelo de predição e de uma lei de 
controle clássica [Smith 59]. A ' 
Uma das mais importantes contribuições ao estudo do controle preditivo é 0 algoritmo de 
controle a variância mínima [ASTRÕM 73]. Este controlador é baseado na predição a d passos a 
frente, onde d é o número de amostragens correspondente ao atraso de transporte do sistema. O 
controlador é, então, sintetizado a partir da minimização de um critério quadrático, composto 
pelo erro de predição em relação à referência no instante t+d, e o valor da ação de controle. O 
inconveniente maior do controle a variância mínima é a necessidade de se conhecer o valor exato 
do atraso de transporte (que não é tão evidente na prática) e de se dispor de um modelo discreto 
de predição de fase mínima (inversa estável), Porém, sabe-se que a discretização de um sistema 
contínuo de fase rnínima comumente leva a um modelo discreto de fase não-mínima [CLARKE 
84]. Uma solução encontrada para o problema é a incorporação de um critério de ponderação do 
termo de controle [CLARKE 75]. Este tipo de controle é conhecido por variância mínima 
generalizada "GMV". 
Dois outros importantes métodos foram introduzidos posteriormente: o posicionamento 
de pólos [ASTROM 80] e o conceito de horizonte extendido [RICHALET 78]. O controle por 
posicionamento`de pólos não requer conhecimento do atrasode transporte, nem um modelo de 
fase minima. Efetivamente, é aumentada a ordem do modelo (numerador) para eliminar a 
incerteza no valor do atraso de transporte. O problema inerente a este método é a falta de 
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robustez numérica da solução da equação de Bezout, ou diofantina. Isto ocorre quando a ordem 
do denominador escolhida leva a uma singularidade na equação (presença de fatores comuns). 
Finalmente, a noção de controle preditivo estendido, ou também chamado controle 
preditivo de longo alcance "LRPC", aparece como uma solução possível pois ele utiliza um 
conjunto de predições efetuadas em um horizonte superior ao atraso de transporte. O fato de se 
efetuar predições mais longe do comportamento do sistema, permite obter ações de controle mais 
suaves, melhorando, então, a regularidade de funcionamento do processo. 
Os métodos se diferenciam, portanto, pela maneira em que é efetuada a predição, pelo 
horizonte que se deseja fazer a predição e pela expressão do critério a minimizar. 
Função de custo típica à minimizar:
Ú 
V 
-Controle preditivo: J =E{y( t +N ) -y,p} A 
-Controle preditivo estendido: J = y(t + j ) - yq, ( t + j )}
J 
onde y e ysp são a saída e o "set-point" no instante t, y(t+J) e y,p(t+]), a saída e o "set-point" no 
instante t+j e N é o horizonte de predição. 
O conceito de horizonte extendido foi introduzido por Richalet [Richalet 78]. 
Desenvolvido a partir de um procedimento heurístico, o controle heurístico com modelo de pre- 
dição ou "MPHC" (Model Predictive Heuristic Control) ou "IDCOM" (IDentification- 
COMmand), é um método baseado na modelagem do processo pela resposta ao impulso, 
acoplada à síntese de uma trajetória de referência, representando o comportamento desejado em 
malha fechada, e o cálculo de um vetor de ações de controle. 
Cutler, paralelamente a Richalet, desenvolveu o "DMC" (Dynamic Matrix Control) 
[CUTLER 801, que adota uma estratégia semelhante ao "MPHC", no entanto, a representação in- 
tema do processo utiliza a resposta ao degrau. Uma contribuição importante introduzida por esta 
técnica é o emprego do chamado "horizonte de controle", que corresponde a um valor de 
horizonte a partir do qual a -ação de controle permanece constante. 
Mais recentemente, Clarke et al introduziram o controle preditivo generalizado "GPC" 
(Generalized Predictive Control) [CLARKE 87], que é um membro da família dos controladores a 
horizonte estendido, e uma generalização dos algoritmos citados anteriormente. 
O modelo linearizado utilizado no GPC é o CARIMA (Controlled Auto-Regressive 
Integrated Moving-Average), que incorpora a ação integral responsável pela eliminação do "off- 
set".
_ 
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2.3 DESCRIÇÃO Do ALGQRITMO GPC 
O algoritmo do GPC, assim como todos os controladores preditivos, consiste em três 
partes fundamentais: um modelo linearizado do processo. uma equação de predição da saída 
gerada a partir deste modelo e a lei de controle preditiva que visa minimizar uma dada fimção de 
custo. “ 
2.3.1 Modelo utilizado 
Um modelo realista para as aplicações práticas deve representar o determinismo (variação 
na saída correspondente a uma variação na entrada) e as pertubações estocásticas [ASTRÕM 84]. 
O modelo utilizado para representar o processo no algoritmo do GPC é o CARIMA, derivação 
do CARMA que é descrito a seguir. . 
2.3.1.1 Modelo CARMA 
Seja o modelo: 
A(¢1")-y(f) = B(¢I")-ll(1- 1)+x(1) (2-1) 
onde A(q") = l+a, zq" +...+a,,a .q`"“ (2.2) 
ç 
B(q-1) = b..q-‹f+...+b,..q-<M> (23) 
e x(t) é uma perturbação estocástica e d o atraso de transporte. Com x(t) dado por: 
X(f) = C(¢l" )- §(f) 
i 
(2-4) 
onde §(t) é um sinal completamente não correlacionado de média nula , e de distribuição de 
amplitude gaussiana (ruido branco). E: 
C(q") = l+c,.q*'+...+c,,¢.q-"° (2.5) 
é o polinômio dó ruído colorido com todas as suas raízes no círculo unitário. 
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Assim as flutuações estocásticas são modeladas pelo ruído colorido n(t), que corresponde 
ao ruído branco filtrado. 
~‹f›=%1;-‹:‹f› ‹2.õ› 
2.3.1.2 Modelo CARIIVIA _ 
Apesar de levar em consideração, em seu modelo intemo, as perturbações, um algoritmo 
de controle baseado na representação CARMA, não apresenta ação integral. Surgiu, então, uma 
forma derepresentação que leva em conta as perturbações e que possui ação integral inerente. 
Chamada de CARIMA (Controlled Auto-Regressive Integrated Moving-Average), esta 
representação é 
_ 
semelhante à anterior com exceção da introdução do operador A=I-q*1 , 
[CLARKE 87]. 
Assim a perturbação é redefinida: 
›‹‹f›=C(%")ê‹f› 
1 
(21) 
Por simplicidade no desenvolvimento, considera-se, inicialmente, C(q1)=I. Então, o 
modelo toma-se: 
rA‹‹r'›.y‹f›=B‹q"›.~‹f~1›+í§l ‹2.8›i 
2.3.2 Preditor de saída 
O preditor de saida consiste em uma equação que baseada no modelo linearizado do 
processo exprime o provável comportamento da sua saída nos instantes futuros.
_ 
Para derivar o preditor deve-se considerar o modelo do processo dado pela eq.(2.8). 
Dividindo toda a equação por A(q1), obtem-se: 
z. - 
_B(‹1") _ ‹§(f) ,v‹f›- A(q-.)«‹f 1›+A_A(q-.) ‹2.9› 
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Realizando a divisão euclidianai.í1_,-, tem-se: 
A- A(‹1 ) 
1 q".F, --__T-=E,.+í_,- (2.1o) 
A-A(‹1 ) A-A(‹1 ) 
onde: é o quociente da divisão 
‹1"ÉF, ,
' al e o resto. (2.l1) AzA(‹1 )
. 
Os polinômios e são únicos, dados A(q¡) e o intervalo de predição j e valem: 
E¡(q") = eo +e, .q" +...+e¡_, .q'“'” . (2. l2)_ 
Fj¡(q-l)=fo¡'+---+fmz¡-q_M 
_ 
(2-13) 
A partir da eq; (2.10) pode-se ooter as seguintes equações: ‹ 
1 E, fz? (214) A(q ).A 1-q .F,. 
1 E .A i -¡¡-=--f¡¬-- - (2.l5) 
tA‹‹z › 1~‹zf.F,-
› 
1=E,.A.A(q-')+q-f.F, (2.1ó) _ 
A equação (2.l6) expressa na fonna de identidade polinomial a equação (2.l0). Esta, e 
chamada de equação diofantina (vide apéndice A). 
Substituindo as eqs. (2. 14) e (2. 15) em (2.9), obtem-se: 
I . l ~ =-_.-E..B.A. -1 ---.-'E. 2.17 yu) 1_q_,_Fj , z‹‹f ›+l_q_,_Fj ,§‹f› ‹ › 
'à 
ou y(z).(1-q-f.F,) =E,.B.A.u(z-1)+E,..¿(:) (2.1s) 
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Obtendo-se finalmente a equaçào de predição de saída: 
y(z+j)= E,..B.A.zz(z+j-1)+E,.¿(z+j)+1z.y(z) _ (219) 
Como o grau de é j-1, as componentes do ruído estão todas no futuro, e como também 
é assumido que o controle é realizado em malha aberta, pode-se ignora-las. Assim, conhecendo- 
se o valor da saída até o instante I e dada u(t+i) para i>I, tem-se: -
` 
,v,(z + j|t) = GI. .A.u(z +1 - 1) +F,.y(1) (2.2o) 
onde yp (t + j|t) representa o valor estimado de y no instante t+j com os dados obtidos até o ' 
instante t e: “
A 
G,(q~') = E,.B (221) 
ou: G, (q") = e,,.b0.q"' + (b‹,.e, +b, .e0).q`(“"*”+... (2.22) 
,J 
G¡(q") = g0.q`”' +g,.q`('””+z... (2.23) 
Nota-se que o cálculo de y¡,(t+ j|t) para j>d, depende de valores futuros da ação de 
controle pois o termo de menor grau de G¡(q¡) é gdqd. 0u seja:
A 
' 
y,(z+j|z) = g,.A.q~".u(z+j-1)+g,.q'<“*'>.A_u(¢+j-1)+... 
' 
_ 
...+F}.y(t) 
(224) 
y¡,(t+j|t) = g0.A.u(t+j-d-1)+g,.A.u(t+j-d-2)+... 
(225) 
...+F¡.y(t) ~ 
Para j>d+1 tem-sej-I-d=k>0, assim: 
y¡,(t+j|t) = g0.A.u(t+k)+g,.A.u(t+j+k+l)+...+E.y(t) 
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Portanto, para k>0, ou seja j>d+1, y¡,(t + j|t) dependerá de valores futuros da entrada. 
Para resolver este problema, introduz-se o conceito de "horizonte de controle" (NU), 
[CUTLER 80], que corresponde a assumir que após o instante de tempo NU, a ação de controle 
mantem-se constante. 
' u(t+j)=u(t+NU), ~ j>NU (2.26) 
ou A.u(t +j)=0, j>NU (2.27_) 
2.3.3 Solução recursiva da equação diofantina 
Observa-se que no desenvolvimento do preditor j-passos surge a necessidade de se 
resolver uma equação diofantina (eq. 2.16). Uma solução possível é a recursiva, que pode ser 
obtida equacionando-se as potências iguais da equação (2.9), ou de uma forma 
computacionalmente mais simples, como é sugerido por Clarke [CLARKE 87]. 
A solução sugerida por Clarke baseia-se no cálculo de E¡+¡ e F¡+¡ a partir de e Seja, 
então, as seguintesnídentidades diophantina do passo j e j+I : - 
1=E,..Ã+q'f.F,. . t (228) 
1= Em . Ã + q~<f+'>.1‹¬,,, (229) 
com Ã=A.A. (2.30)
~ 
Subtraindo a equação (2.29) da (2.28): 
(Em -E,).Ã+q~f.(q~'.1q+, ~F,) = o (231) 
como o polinômio (E¡+¡ - Ej) é de grau j, reescreve-se: 
(EM -E¡.)=R+r¡..q"` (2.32) 
onde R é um polinômio de grau j-1 dado por: 
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R(q") = r0+...+r,_,.q'<f"> (233) 
Substituindo a equação (2.32) na (2.3 1), tem-se: 
Ã.R+q-f(Ã.r,+q-'.F,+,-1ç)=o (234) 
Da equação anterior tem-se que o grau do 12 termo (na+j) é menor que o do 22 termo 
(na+j+1), portanto: 
R=o (235)
C 
FN, = q.(F,.+, - Ã.r,.) = o (236) 
Como ã0=a,,=I, tem-se: 
'Ê :foz (2-37) 
fml =f,+,, -ã¡+,.r;, i=0.t.na-l ~ (2.38) 
.fnai+l 
Reescrevendo (2.32): 
E H, = E 1 +r;.q`f (2.40) 
Para inicializar as iterações, faz-sej=1 em (2.28): 
1=E,.Ã+q-HF, (241) 
Mas o grau de E, é O , então E¡=I. E como ã0=I, tem-se: 
F, = q(1- Ã) (2.42) 
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2.3.4 Lei de controle preditiva 
De posse dos valores preditos de saída, o próximo passo é a obtenção da ação de 
controle. W
_ 
O objetivo da lei de controle é levar a saída predita para perto de uma trajetória de 
referência disponível como ilustrado na fig 2.1 (sequência de fiituros set-points y,p(t+¡); j=1..N2). 
Esta trajetória pode ser obtida, recursivamente, utilizando-se um modelo simples de 12 ordem, 
inicializando-se com a saída real do processo y(t) no tempo considerado: 
ysp(t) ;j=l"' _ 
y,,(f+j)=‹1-y,,(f+j~1)+(1-01)-y,,, (2-44)
A 
. 
Y Sp \~ Saida Pfedita
Y 
I I I I 
' 
I 
' In 
I-2 :-1 :+1 :+NU z+N2 T=mp°t 1 Controle projetado
u 
Fig 2.1 Set-point, controle e saidas no GPC 
com y,p sendo o valor real do set-point, y,p(t+¡) o set-point filtrado e a um parâmetro de projeto 
que varia entre 0 e 1. Para transições lentas do valor corrente de saída, y(t), para o valor real do 
set-point, y,p , usa-se a próximo de 1 e para transições bruscas, a igual a zero. O objetivo da lei 
de controle é conduzir a saída futura da planta na direção do "set-point" usando a menor energia 
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possível. Isto é feito utilizando a abordagem do "horizonte retrocedido" para cada amostragem, 
ou seja: 
1. Calcula-se a sequência fiitura do setpoint y,¡,( t +1) 
2. Gera-se a partir da eq.(2.8) as saidas preditas y¡,(t+j|t) com os erros 
-correspondentes de predição e(t+]) =ysp(t+]) +y¡, (t + j|t) 
3. Uma função quadrática de custo (equação 2.45) dos fiituros erros e da ação de 
controle deve ser minimizada assumindo a existência de um horizonte de controle, 
para fomecer uma sequênciade fiituras ações de controle u(t+¡)
ç 
4. O primeiro elemento de u(t) é implementado e os vetores de dados são deslocados 
para permitir os cálculos na próxima amostragem. 
`
, 
Introduzindo 'uma função de custo da forma: 
J‹N.,Nz› = Ê[y‹f +1) -.v,,z‹f +1›]2 + Mf›.[A.u‹f +1 -1›]2 ‹2.45› 
onde: N ¡ é o horizonte mínimo de predição 
N 2 é o horizonte máximo de predição 
M1) é a sequência de ponderação da ação de controle 
Se o atraso de transporte d for conhecido, N, pode assumir o seu valor, ou mais, para 
minimizar o tempo de computação. N, é escolhido de forma a englobar toda a resposta afetada 
significativamente pela entrada atual, devendo ser maior que o grau de B(q¡). Usualmente, usa-se 
valores próximos ao tempo de subida da planta. E a sequência de ponderação Â(1) é responsável 
pela limitação da lação de controle, com valor inicial nulo (não penaliza a ação de controle), 
podendo ser aumentada se for necessário um maior amortecimento. As saídas futuras são geradas 
pela eq.(2. 19): 
_
. 
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y(t + 1) = G,.A.u(t)+ E .y(t) 
y(r+2)=G,.A.u(r+1)+1§.y(t) 
y(f+N,)=G,,,.A.zz(z+N,)+F,,2 .y(f) 
(2.4ó) 
Rearmmando as equações anteriores : 
V 
y(t~+ l)=g1o°A~u(t)+[G| "g|o]-A-u(t)+Ft~y(t) 
y(t + 2) = gzz-A-zu(f)+gz0-Azu(f+1)+ r 
+q-[G2 *q-I-gzl " gzo]-A-u(t)+F;~y(t) 
(247) 
y(t + NZ) = gN2_N,_, . A.u(t)+...+g,m . A.u(t + N2) 
+ (IAM -[GN2 ' q'(N4 g1v2.N2-1 '- ~ - 'gn/2.o A- uu) 
+ FN: -y(t) 
's 
com Gr = gio +gn -q-1 +---+gr,(»1›+:.1)-q _(”bH-I) (2-48) 
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Lembrando que os primeiros j-termos de G, são os parâmetros da resposta ao degrau 
(g,-J-=g¡~ , j =0, I.. <i), independentemente do polinômio particular GI.. 
Definindo f(t+]) como sendo as componentes de y(t+j) referentes à resposta livre do 
sistema, assumindo que u(k)=0, qualquer que seja k>0 no instante de tempo t. Ou seja 
f(f+1)=[Gz '8'w].A-1l(f)+F1-y(f) 
f(Í+2) = fl-[Gz ~'¢I"-šzz - 8z‹›]-A-"(f)+ Fz-)'(í) 
Pode-se escrever a equação (2. 14) na forma vetorial: 
etc 
Y,=G.â+f 
com Y, =[y,,(z+1),y,(z+2),...,y,,(:+N,)]T 5 
õ=[21.u(z),21u(z+1), .. ,21.u(¢+N,-1)1f 
f=[f(t+l)›f(t+2)› =f(t+N2)]T 
A matriz G é, então, triangular inferior de dimensão N2xN2: 
go 
G_ gl 
g 16, 
Q ..¿ Q 
go ... O 
g~,.z go NM; 
(249) 
(250) 
(2.51) 
(252) 
(253) 
(254) 
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Observa-se que se a planta tiver um tempo morto d>I, as primeiras d-I linhas serão nulas 
para que os primeiros d-I elementos de ii não exerçam influência no cálculo do vetor da predição 
da saída Yp na eq. (l.l4). ; 
9
V 
Considerando o sinal de referência na forma vetorial: 
14,, =[y,,‹f+1›,y,,‹z +2›,...,››,,‹f+Nz›]' (255) 
A fimção de custo toma-se: 
J, = (Y-1;,)f(Y-11,) +z1.ú.õf (256) 
A minimização da fimção de custo .I¡, desconsiderando restrições nas ações de controle 
fiituras, resulta no vetor de incremento da ação de controle. ` . 
Õ J :_ V N Ã-M 0 ‹\2.57,› 
2.(Gf).(G.â+ f-1ç,,)+2.x(1).ú= o ‹{2.ss;› 
A 
Gf.G.â+;t.ú=Gf.(1í,z-'f) ‹{2.59;› 
ú =. (Gf.G.+;t.1)-1.Gf.(1ç,, -i f ) ‹{2.õo;› 
Mas o primeiro elemento de ü é A.u(t), daí a ação de controle corrente vale: 
u(f)=u(f-1)+Lg(Y,,, -f) (2-61) 
onde Lg é a primeira linha de (GT. G. +/'LI)'¡.GT. 
A equação (2.16) para q=I vale: 
1=E¡.(l).A(l).D(l)+F¡(l) (2.62) 
e como A(I)=0, então I‹;(1)=I, assim: 
f‹f+f›=F,-y‹f› ‹2.õ3› 
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cujo valor médio é igual ao valor médio de y(t). Tomando a equação (2. 16) e multiplicando por 
y(t), tem-se: 
F,~(¢I")-y(f ) = (1-E ,~ (¢1")- A-4)-y(1) (2-64) 
F,-‹‹z"›.y‹f›=y‹f›~E,‹‹f'›.A.z1.››‹f› ‹2.õ5› 
Considerando que y(t) =cte, tem-se A. y(t)=0, o que leva az › 
y, = F,~(‹1")zy(f) = y(f) = cre (2-66) 
assegurando, assim, a eliminação do "off-set" pela ação integral. 
2.3.5 Horizonte de controle (NU) 
O cálculo da equação (2.62) envolve a inversão de uma matriz N2xN2. Para reduzir o 
esforço computacional, é possível introduzir restrições às futuras ações de controle, assumindo 
que os incrementos de controle são zero depois de Nu<N2 passos, onde NU é chamado "horizonte 
de controle" [Cutler 80]. Assim: . 
z1.u(f + j-1) = o, j > NU (2.õ7) 
isto significa que a ação de controle é assumida como constante após Nu passos. Desta forma, 
obtem-se: 
1; = G,.u + f (2.ós) 
go O *" O 
2. go 0 
onde G= É É E (2.69) 
gn,-2 gn,-3'*° go 
" 
glv, gn,-2 grv,-N., Nz×=Nu 
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A lei de controle muda para: 
ú = (GI .G, .+À.1)" .GI .(1;, -f) - (2.7o) 
A matriz para ser invertida é agora de ordem NUxNU. O valor NU unitário normalmente 
fomece bons resultados para processos simples (estável em malha aberta e fase não-minima). Para 
sistemas mais complexos NU deve ser pelo menos igual ao número de polos instáveis ou pouco 
amortecidos. - 
2.4 Extensões do GPC 
O algon'tmo básico do GPC foi descrito na seção anterior. No entanto, este pode ter o 
seu desempenho melhorado por meio de duas modificações: a introdução de um polinômio 
observador para representar o ruído colorido e a utilização de um polinômio seguidor de modelo. 
Estas modificações são descritas em seguida. 
2.4.1 Ruído colorido c(q-1) 
A maioria dos processos industriais apresenta mais de uma perturbação ou ruído atuando 
sobre ele, então, um modelo mais real das perturbaçoes x(t) pode ser escrito: 
x(t) = C, .x¡(t)+...+C,,.x,,(t) (2.7l) . 
- -l 
As componentes do ruído podem ser combinadas numa sequência simples ~, q _ 
onde C(q¡) tem todas as suas raízes no círculo unitário, desde que, pelo menos um elemento do 
ruído (x,(t)) tenha média não nula e seja excitado persistentemente. Observa-se que para C(c[¡) ser 
invariante no tempo, a variância de cada componente do ruido deve permanecer constante. Como 
isto raramente ocorre em processos industriais, uma identificação com sucesso de C(q'¡) é pouco 
provável. Assim, um polinômio de projeto T (ql) pode ser utilizado, no lugar do polinôrnio 
C(q¡), o que toma as predições não ótimas, mas que proporciona maior robustez frente às 
dinâmicas não modeladas. 
'« 
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Geralmente T (‹¡¡) pode ser tomado como um polinômio de 12 ordem, o que implica em ä ser um filtro passa-baixa. Tomando a eq. (2. 1) e introduzindo T (q'1): q _ 
A‹‹f'›.y‹f›=B‹‹z~'›.u‹f-1›+$ê‹×› ‹2.v2› 
que pode ser reescrita como: 
Â(¢1")-yf (1) = B(q")-1/(Í -1) + §(f) (2-73) 
onde 1 yf (1) = Êyü) (2.74) 
uf (z) = -¡(Ê¬,)zz(z). (275) 
Os sinais uf(t) e }í(l) são filtrados por funções de transferência passa-faixa para eliminar as 
componentes de alta frequência e o nível dc. 
O projeto de T (ql) para o caso adaptativo, onde T (ql) funciona como filtro para o 
estimador e como polinômio observador para a lei de controle, é descrito no capítulo HI. 
2.4.2 Polinômio seguidor de modelo P(‹[¡) 
Algumas abordagens de controladores auto-ajustáveis utilizam uma saida auxiliar u/(t) 
definida por: 
`
. 
V/(1) = P(‹1")~J'(f) (2-76) 
onde P(q1) é uma fimção de transferência de ganho unitário escolhida pelo usuário, objetivando 
alcançar uma determinada especificação de controle. 
Para se introduzir o polinômio P(q¡) no algoritmo do GPC deve-se considerar a planta 
aumentada: 
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i A‹‹¡'›.P‹‹z"›.y‹f›=B‹‹r'›¿P‹q°'›.«‹f-1›+%Íl›‹‹f› (217) 
ou reescrevendo: 
A(¢I")- K//(1) = 3(<I")- v(f ~ 1) +%l)×(f) (2-73) 
onde e y/(t) =~y(t)_ (2.79) 
v(t) =~u(t) 
V 
(2.80) 
2.5 Conclusões 
Neste capitulo, o GPC foi situado no contexto histórico dos controladores preditivos e o 
seu algoritmo foi descrito matematicamente. Partindo de um modelo linearizado (CARIMA) da 
planta obteve-se a equação de predição da saida. De posse desta, chegou-se à lei de controle 
preditiva a partir da minimização de uma fimção de custo. 
Extensões do algoritmo básico do GPC que permitem o aumento da robustez e a 
especificação de objetivos de controle foram apresentadas.
V 
No capitulo seguinte é introduzido o conceito de controle adaptativo, junto com uma 
técnica de identificação recursiva "on-line" dos parâmetros do modelo do processo. Esta técnica 
consiste na utilização de vários algoritmos de estimação recursiva, operando em paralelo, 
associado com um critério de seleção do modelo mais adequado, a ser utilizado pelo controlador. 
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CAPÍTULO 111 
IDENTIFICAÇÃO RECURSIVA DO MODELO - 
3.1 Introdução 
No capítulo anterior, verificou-se que o algoritmo de controle GPC baseia-se 
fundamentalmente no modelo do sistema a controlar. Surge, então a primeira dificuldade quando 
da aplicação do GPC no controle de sistemas cujos parâmetros são desconhecidos .ou incertos. 
Para solucionar este problema, combina-se o algoritmo de controle com uma técnica "on- 
line" de estimação paramêtrica. Este conjunto traduz a idéia básica de um controlador adaptativo. 
_Muitas abordagens de controle adaptativo, aparentemente diferentes, são propostas na 
literatura. Dentre elas, destancam-se duas: controle adaptativo por modelo de referência.(MRAC) 
e reguladores auto-ajustáveis (STR). Estas técnicas fundamentam-se no Princípio da Equivalência 
à Certeza, que consiste na utilização, a cada amostragem, do modelo estimado como se fosse o 
modelo verdadeiro. ' - 
No controle adaptativo por modelo de referência impõe-se ao sistema um comportamento 
dado por um modelo de referência como pode ser visto na figura 3.1. 
.. ym_
~ 
Parâmetros do regulador M e. O ani S mO 
` de 
ajuste
À 
Ref. 
“
y 
Regulador 
Figura 3.1 Diagrama em blocos de um controlador adaptativo por modelo de referência (MRAC) 
Para o regulador auto-ajustável, o projeto do controlador é realizado a partir de um 
modelo estimado (vide fig 3.2). Esta abordagem além de ser a mais utilizada, apresenta, também, 
uma estrutura mais apropriada para o desenvolvimento de um GPC adaptativo (GPCA). 
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Parâmetros do processo 
R f. ` V e 
. u . y 
Regulador Planta 
Figura 3.2 Diagrama em blocos de um regulador auto-ajustável 
Definida a abordagem a ser utilizada, necessita-se decidir qual a técnica de identificação a 
ser empregada. As técnicas com melhor desempenho segundo a literatura [SÕDERSTROM 78], 
[ISERMANN 74] e [LANDAU 79] são: em primeiro lugar o RML (Recursive Maximum 
Likelihood) ou Máxima Verossimilhança, seguido de perto pelo RELS (Recursive Extended 
Least Square) ou Mínimos Quadrados Estendido Recursivo . Estas técnicas, além de 
demonstrarem boa convergência, não apresentam "bias" quando da presença de ruído (presença 
de "ofi`-set"). Optou-se pela utilização do RELS devido ao menor esforço computacional 
necessário à sua implementação e por ser esta técnica mais difundida e, tradicionalmente, mais 
aceita. 
Um dos requisitos para se utilizar o RELS é o conhecimento a priori da ordem do modelo 
a ser pesquisado, o que nem sempre é disponível. A superestimação da ordem do modelo introduz 
no algoritmo de controle um carga adicional indesejável e a subestimação do modelo leva à 
deteriorização da performance do GPC e até, em alguns casos, à instabilidade. Assim, tendo em 
vista o desenvolvimento de um controlador de propósito geral, faz-se necessário a introdução de 
um mecanismo no algoritmo de controle, que indique "on-line" ao estimador, a ordem do modelo 
a ser utilizado . Foi adotado para solução deste problema uma estrutura competitiva de modelos, 
a qual se baseia em um critério de medida de adequação dos modelos pesquisados. Neste trabalho 
foram estudados três critérios: o PLS (Predictive Least Square), o critério de verossimilhança 
modificado e o enfoque Bayesiano modificado [MEDEIROS 901. Neste capítulo os três critérios 
são apresentados e no capitulo V, resultados de simulação permitem inferir conclusões sobre a 
escolha do mais apropriado para o desenvolvimento do GPCA. 
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3.2 Mínimos quadrados estendido recursivo (RELS) 
O principio dos mínimos quadrados foi formulado por Gauss no século XVIII e enuncia 
que: "a soma dos quadrados das diferenças entre os valores efetivamente observados e os 
calculados, ponderados pelo grau de precisão, deve ser mínima". Seja, então, um sistema descrito 
por um modelo DARMA: 
A(‹1")›y(f) = ‹1`”' -B(‹1" )-"(1) (3-1) 
onde: A(q") = l+a, .q" +....+a,,,,.q`"“ (3.2) 
B(q") =bo +b,.q“'+....+b,,,,.q'”" . (3.3) 
Se o atraso de transporte for diferente de zero e igual d, os d primeiros termos do 
polinômio B(q¡) serão nulos. 
Os parâmetros desconhecidos são: ` 
0 = [a, az am bo b, ...b,,,,] (3.4) 
Definindo-se: ` 
Q 
¢(f)=[-yu-1)....-y(:-na)zz(z-d)....zz(z-d-nb)]T (35) 
Pode-se reescrever a eq. 3.1 da seguinte forma: 
yu) = ‹z›‹f›. em 
F 
(16) 
E a partir da eq. (3.6) pode-se obter recursivamente a estimativa de 0 no instante t, 
denominada Ô da seguinte forma:
_ 
/\ A A ' em = af- 1›+1‹‹f›.[y‹f›- ¢‹f›. 00 - 1)] (17) 
'_ _ P(t-1).¢(t) k“)` 
›1+‹z›‹f›P‹f-1›.‹z›f‹f› 
(38) 
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p(z) = (3.9) 
P(0)=a.I, a>>0 (3.10) 
lã ‹o›=g (311) 
As eqs. 3.7 a 3.10 definem o bem conhecido na literatura mínimos quadrados recursivos 
(RLS), que se diferenciam dos mínimos quadrados estendido recursivo (RELS) pelo modelo a 
ser pesquisado.
` 
O RELS utiliza o modelo CARIMA: 
A(¢1")-y(f)= B(¢ƒ')-u(1)+C(¢1")-š(f) (312) 
onde: A(q") = l+a, .q"' +....+am,.qf"° (3.l3) 
B(q~')z1›° +b,.q-' +....+ó,,,.q-M 
I 
(114) 
C(q")=c0 +c,.q`¡+...z-/¬c,w.q`"° (315) 
Isto implica, porém, apenas no aumento do vetor de parâmetros à, e do vetor de dados 
¢( t ), conservando as mesmas equações que descrevem o RLS (eqs 3.7 a 3.10). Assim temos: 
6 = [a, az am, bo b, ...bnb co cl ...c,,c] (3.l6) 
,. 
4 
Definindo-se: 
¢(z) =[-y(z-1)....-y(z-mz) u(z-1)....zz(z-1-nb) â(z)....z(:-n¢)]*` 
onde : s(t) = y(t) - ¢(t). i9(t - 1) (3. II) 
correspondente ao erro de estimação no instante t. 
V
i 
Observando-se a eq. (3.12), verifica-se a necessidade de se conhecer os graus dos 
polinômios A(q”¡), B(q1) e C(q¡) (na,nb,nc respectivamente). Porém, de acordo com Goodwin 
[GOODWIN 84] pode-se assumir que estes são iguais ao maior valor entre eles, sem que isto 
Implementação de um controlador GPC adaptativo aplicado a processos industriais
Capitulo III - Identificação recursiva do modelo 25 
interfira na convergência do algoritmo de estimação. Isto é valido, desde que C(z1) seja um 
polinôrnio estável (se o atraso de transporte d não for nulo, considera-se o maior valor entre 
na,nb-d,nc). 
A afirmação anterior é muito importante, pois permite limitar o universo dos modelos a 
ser pesquisado. Isto porque, foi assumido que não se tem nenhuma informação do modelo , 
inclusive dos graus dos polinônrios que o definem. Sendo assim, o número de modelos a ser 
pesquisado, caso não houvesse a restrição, seria igual ao produto dos maiores graus possíveis de 
cada polinôrnio. z ' 
3.3 Fatorização U-D 
O algoritmo RELS apresenta problemas de instabilidade numérica quando é deixado em 
operação por milhares de iterações [CLARKE 851. Este problema pode ser evitado usando-se a 
fatorização U-D, proposta por Biermamr [BIERMANN 75]. Com a fatorização, a matriz de 
covariância P(t) é definida como: 
P(t) = U (t).D(t).U T (t) (3.l8) 
onde a matriz U(t) é triangular superior e com l's ao longo da diagonal principal, e a matriz D(t) é 
diagonal. Assim o RELS assume a seguinte forma: 
f(1) = UT(f-1)-<PT(f) fT(f) =[fz(f) fz(f) ---f..(f)] (319)~ 
V(z)=D(f-1).f(:) V,(z)=z1,(z).f,(1) i=1...n
` 
n-l r-^'% 
zz,(z)=r+v,.f, b,'=[v, o... o} (3.2o) 
d,‹f›=g I (121) 
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V 
forj = 2...n 
aj =a¡_, +v¡.f¡ 
_ af-1 d,(f) _ z1,(z -1).;-5: 
.Í 
. 
-f 
› u,(z)=zz,(z-1)+P,.b, 1>,=a_f 
fl 
(3.22)
A 
onde; U(z) = [zz,(z) zz,(z)1 (323) 
e u,(t) é a i-ésima coluna da matriz U(t). 
O ganho k(t) é dado por: 
k(t) = bi (3.24) 
afl 
e a atualização do vetor de parâmetros obedece a mesma expressão anterior (eq. 3.6), ou seja 
ão = Êtf -1›+k‹f›.[››‹f›- ¢›‹f›. Êrf - 1)] (125) 
A inicialização é feita de forma similar à eq. 3.9: 
D(0) = a.I, a>> O (3.26) 
ã‹‹››=9 
r (127) 
~ U(o)=1 (3.2s) 
-n 
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3.4 Rastreamento de parâmetros e saturação do estimador 
O aspecto mais importante em um controlador adaptativo é a sua capacidade de rastrear 
variações na dinâmica do processo. Para tal, é necessário reduzir os efeitos dos dados antigos. 
Esta é. uma atitude que requer um compromisso, pois uma redução excessiva pode levar à 
estimativa incertas se os parâmetros são constantes, e por outro lado, uma redução pequena pode 
impossibilitar o rastreamento se a dinâmica do processo for muito rápida. 
O esquecimento exponencial é uma maneira de se descartar dados antigos, e está presente 
no algoritmo do RELS através do parâmetro Â (eq. 3.7 e 3.8 ou eq. 3.12). 
Quando /l=I, todos os dados têm o mesmo peso, mas com z1<I, os dados mais recentes 
têm maior peso que os antigos. Porém o esquecimento exponencial só funciona bem se o 
processo é excitado todo o tempo. Se ocorrer longos períodos sem excitação, as incertezas 
começam a crescer, isto é conhecido como saturação do estimador. O problema é devido ao 
crescimento exponencial da matriz de covariância, pois se não existir informação na última 
medida, o termo P(t-1).¢(t) na eq. (3.9) não mudará de direção, tomando-se:
i 
z›<,,z1.1f¡-.1.>. (329, 
E se Ã.<1, P(t) crescerá exponencialmente, enquanto ¢›(t) não mudar de direção, fazendo 
com que o ganho k(t) na eq. 3.7 também cresça. Assim, poderá haver grandes mudanças nos 
parâmetros estimados, quando depois de longo período sem excitação ocorrer, por exemplo, uma 
mudança na referência.
_ 
Existem várias técnicas para evitar a saturação do estimador, as quais se baseiam em 
manter a matriz de covariância limitada. Uma das soluções propostas na literatura é o uso do fator 
de esquecimento vetorial variável [TUFFS 85], que também utiliza a fatorização U-D. 
Isto é feito, através das seguintes modificações na eq. 3.9: 
P(z) z F-1 .[1 - 1z(z).¢›(z)].P(f-1).F-' (330) 
onde F é uma matriz diagonal de fatores de esquecimento. 
fz 
1¡¬= (331) 
f.. 
Implementação de um controlador GPC adaptativo aplicado a processos industriais
Capítulo III - Identificação recursiva do modelo 
_ 
28 
Rearrumando em termos de U-D: 
P'(t) = [I - k(r). ¢(r)]. P(z -1) (332) 
P'(t) = U'(t).D'(t).U"(t`) .(333) 
D(t) = F" .D'(t).F" (334) 
U(t) = F" .U '(r).F (335) 
z_ 
É 
‹1.‹f› e f, -max(d,(t_l),/7.) (3.36) 
Uma outra modificação que pode ser feita no algoritmo que aumenta a sua robustez e 
também evita a saturação é o desligamento do estimador através da utilização de uma zona 
morta no estimador [GOODWIN 89]. Esta zona morta impede a atualização dos vetores de 
parâmetros e da matriz de covariância P(t) caso o erro de estimação seja menor que um 
determinada faixa relacionada com a faixa de ruído. O algoritmo RELS com zona morta é 
descrito a seguir: 
_ 
_ 
'
V 
Êrr) = ão - 1) +zz(z).1z(z).[y(z) - ‹,›(z).Ê9(r - 1)] (337) 
km = il (3 38) A+ ¢›(t)P(r - l).q›' (1) ' 
pm = P'(z- 1)-zz(z).1;(f).‹¡›(f).P(f- 1) (339) 
P(z) = F~'.P'(f).F-' 
t 
(3.4o) 
0.5, y(z) - ¢(f). ó›(z - 1) > 2.5 
«(1) = (3.41) 
* 
o, |y(z)-¢(f). Êrf-1) <2.õ 
onde ô é a faixa de ruído. 
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3.5 Estimação Recursiva da ordem do modelo 
Como foi colocado no inicio deste capítulo, a utilização do RELS requer um 
conhecimento a priori da ordem do modelo. Foi introduzido, para solução deste problema, uma 
Estrutura Competitiva de Modelos [ISERMANN 93]. Esta estrutura consiste em um conjunto de 
estimadores de diferentes ordens operando em paralelo (simultaneamente) e de um mecanismo de 
seleção do modelo mais adequado para cada instante de amostragem. A seleção do modelo é 
função de um índice adequação (critério de adequação) obtido a partir dos erros quadráticos de 
estimação. Neste trabalho três critérios foram implementados e analisados: o PLS (Predictive 
Least Square), o critério de verossimilhança modificado e o enfoque Bayesiano modificado 
[MEDEIROS 901. , 
Esta estrutura competitiva de modelos opera sobre uma faixa de modelos definida 
previamente pelo usuário (ordem rnínima, n,,,,,,, e ordem máxima, nmáx ). Esta faixa (<D) pode ser 
€XpI`CSSa COIIIOI - . _ 
¢={p› nminSpSnmax} 
onde p é a ordem do modelo. 
E o conjunto de modelos é formulado como: 
M(f)={ô,(z), pz‹1>} 
e 
(344) 
Portanto, a saída prevista para o sistema no instante t, supondo seu comportamento 
'regulado pelo modelo selecionado no instante t é: ' 
;1(t)= â,.¢¡,(t), onde p e<I> (3.45) 
A estrutura do sistema de controle pode ser vista na figura 3.3, onde a linha pontilhada 
delimita a estrutura competitiva de modelos, que corresponde ao algoritmo ' de identificação 
recursiva da ordem do modelo. 
Associa-se a cada um dos modelos no conjunto M(t) um índice percentual de adequação, 
S¡,(t), que reflete o quão próximo do comportamento do sistema está o comportamento do
A 
modelo Gp (t), e que obedece às seguintes condições: . V 
,i
r 
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a) 0sS¡,(t)sl, Vp e(I> 
b›z[s,‹z›1=1 W 
ped> 
¡ 
............... ._ 
modelošselecionado 
,......... 
...................._................. 
......... 
Ref. 
Crrterio de Adequação
n 
Gm. 
Em 
- estimador I 
. u 
estirnndor *n 
Figura 3.1 Diagrama em blocos de um controlador adaptativo auto-ajustável (STR) *n= n -n máx min 
Dispondo-se de medidas de adequação ,up(t)20 , pode-se proceder a uma normalizaçao de 
fonna a obter índices que satisfaçam a eq. (3.46) 
/1,,(f) 
...................... 
s,,(f) = 1% (347) 
Z/1. (1) 
Existem`várias formas para determinação destas medidas de adequação. Dentre elas, 
destacam-se, o PLS ("Predictive Least Square"), introduzido por Rissanen [RISSANEN 86], 
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uma modificação do enfoque Bayesiano proposto por Niedzwieck [NIEDZWIECK 84] e o 
critério de verossimilhança modificado [AKAIKE 77]. Nas seções que se seguem, estes métodos 
são descritos e os resultados de simulação obtidos, que permitem defirrir o critério a ser utilizado 
no desenvolvimento do GPCA proposto, são apresentados no capítulo V. 
3.6 Critério PLS 
Nos algoritmos de identificação recursiva, usualmente se avalia a cada passo o erro de 
predição do modelo, ou seja, a diferença entre o valor efetivamente lido da saída do sistema e o 
valor previsto pelo modelo para aquele momento. Em uma notação precisa: 
A l\ , 
¢(f)=y(f)-y(f)=y(Í)-9,(f)-¢,§(í) (343) 
O somatório dos erros de predição no tempo t é dado por: 
E,,‹f›=Ê[‹z‹z'›1*=Ê[››‹f›-3‹f›]2 ‹2.49› 
o qual é de forma intuitiva, inversamente proporcional à adequação do modelo, pois quanto 
menores tiverem sido os erros gerados ao se prever o comportamento passado do sistema pelo 
modelo, menores se espera que sejam os erros ao se prever o comportamento atual e fitturo do 
sistema usando o modelo.
H 
Foi a partir dessa idéia que surgiu a motivação empírica para o critério PLS, o qual 
prescreve que a ordem estimada para o sistema em um dado instante de amostragem é a ordem do 
modelo que apresentar menor erro de predição quadrático médio naquele instante. Pode-se 
definir, portanto, uma medida de adequação como sendo:
V 
;z,(z) = EQ-5 
- (3.so) 
Tal medida de adequação é bastante apropriada para estimação recursiva da ordem, dado 
que o somatório dos erros quadráticos de predição pode ser calculado empregando-se a recursão: 
E,(f)=[z(z)]” +E,(z-1), f>o (3.s1) 
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E,(o) = o (352) 
Além da forte motivação intuitiva do critério PLS, Hemerly [I-IEMERLY 85] mostrou sua 
consistência ao se estimar a ordem de processos auto-regressivos. - 
Heuristicamente pode-se tentar melhorar a adaptabilidade do critério PLS a possíveis 
alterações na ordem mais adequada do modelo do sistema, atribuindo-se peso maior às 
informações mais recentes. Assim, define-se um fator de esquecimanto Ã (0<ÂSI) e uma soma 
ponderada dos erros de predição, ou seja: 
E;(z«) = É À'-' .[e(i)]2 = ,1"' y(z') -}(z')] (353) 
Procedendo da mesma forma, a medida de adequação passa a ser dada por: 
k(t) 
/1 (Í) = mi (3-54) " E,(f) 
onde k(t) é o número efetivo de observações, que vale: 
I 
_ l_Â/Í-H . 
u
. 
k(z) = 2/1” = -_ (355) 
O 1-À 
Integrando-se este fator de esquecimento ao somatório quadrático dos erros de predição, 
preserva-se a característicarecursiva do cálculo da medida, pois: 
, 
.
~ 
-E_;(z) = [z(z)]* +zt.E;(z - 1), :> o (3.5ó) 
E;(o) = .0 (3.-57) 
3.7 Enfoque Bayesiano modificado
, 
O resíduo de um modelo é a diferença entre a saída efetiva do sistema no instante t e a 
saida prevista pelo modelo para o instante t. Ou seja: ` V . 
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Univef - › . 
fzf(Í) = )'(Í)"Í'z›(f) (353) 
Onde o t' indica que o cálculo do resíduo é realizado utilizando-se o modelo disponível no 
instante arbitrário t' (ti 2 t). 
De forma similar, as equações (3.49) 'e (3.53) definem os somatórios quadráticos e 
quadráticos ponderado dos resíduos:
ç 
I I
V 
R, =2[f.‹f›1*=2[y‹f›-fi.‹f›12 (159) 
R,,'‹f› = Ê1"'tf.‹z'›1* = Ê1"'ty‹f› -fi.‹›'›1* (160) 
Apesar do cálculo recursivo de tais somatórios ser ineficiente para o cálculo de medidas 
de adequação em tempo real (no instante Í, precisa-se dispor de todos os. sinais de saida 
anteriores), algumas estratégias para estimação recursiva de ordem baseadas nestes somatórios 
têm sido propostas. Niedzwiecki [N11-EDZWIECKI 84] sugeriu a utilização das medidas de 
probabilidade condicional para sistemas CARIMA como índice de adequação, S, (t). Esta 
propriedade é dada por: 
_
. 
e['Wr(')]
y S¡,(Í)=~ 
onde, em uma versão simplificada tem-se: 
¢,(z) = §1n[R,(z) +p1n 1] (3.ó2) 
.z 
No caso não estacionário, obtém-se [NIEDZWIECKI 84] 
ei"'¡'r'(')] 
s,(1)= 1;;-«-_ (3.ó2) 
Z e['Wr'(')i
i 
um
_ 
~. 
onde, também em uma versão simplificada:
_ 
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¢›°`,,(:) = %1n[R*,,(z)] + p1n[1z(f)] (sós) 
Em [Medeiros 90] éi sugerida uma modificação nestes índices de forma a tomá-los 
adequados para aplicações em tempo real. Para tanto, é feito uma substituição, nas expressões de 
cálculo dos índices, dos somatórios dos resíduos pelos dos erros de predição. Com isto os índices 
de adequação baseados no enfoque Bayesiano modificado são calculados segundo a eq. (3.62), 
fazendo-se: ‹ I 
¢›',,(z) = -K-šQ1n[E',,(z)]l + p1n[k(z)] (3.ó4) 
3.8 Critério de Verossimilhança Modificado 
Esta abordagem é baseada no conceito de Akaike [AKAIKE 77] de uma 
"verossimilhança" associada com o modelo. As medidas de adequação são escolhidas de forma 
proporcional às verossimilhanças associadas aos modelos que estão competindo. ` 
Os índices de adequação podem ser obtidos na seguinte forma [NIEDZWIECKI 85]:
Í 
qz, (1) = 51n[R,(f)] +(p2f)3 (sós) 
E para o caso não-estacionário, faz-se: 
¢',,(z) = %1n[R',(z)]+2õ(f)p I (3.õó) 
onde K(t) é o número efetivo de observações já definido, e ô`(t) é um coeficiente de decremento 
de energia, dado por: - 
É‹›1"'›2
. 
õ(z)= 'Ê' = 
'Â =1+'1 
(3.ó7) 
›-ir-s'-' 
Â-, -,T l+Ã 
›-ø ëu 
'n 
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Da mesma forma que no enfoque Bayesiano modificado, Medeiros [Medeiros 90] sugere a 
substituição dos somatórios dos resíduos pelos somatórios dos erros de predição. Assim, os 
índices são calculados' pela equação (3.6l), fazendo-se: 
¢›',,(z) = 5šÊ1n[E',(1)] +2õ(f)p (3.ó7) 
3.9 Conclusões 
_ 
Neste capítulo introduziu-se o conceito de controle adaptativo e uma das abordagens mais 
utilizadas (STR) foi escolhida para o desenvolvimento do GPC adaptativo (GPCA). . 
O método dos rnínimos quadrados estendido recursivo foi descrito, assim como, técnicas 
que permitem o aumento da sua eficiência e robustez como a fatorização U-D, o emprego de 
fator de esquecimento vetorial variável e de zona-morta, foram apresentadas. 
Uma estrutura competitiva de modelos, para solução da estimação recursiva da ordem do 
modelo, foi descrita. Esta estrutura utiliza um critério para seleção do modelo. Três critérios 
foram estudados: o PLS (Predictive Least Square), o enfoque Bayesiano modificado e o da 
verossimilhança modificado. 
O capítulo seguinte dedica-se à apresentação do sistema de ajuste automático do GPCA 
proposto que baseia-se em uma identificação em malha aberta e na análise da .função de 
transferência de malha fechada. Também é abordada a escolha de polinômios auxiliares que 
permitem aumentar a robustez do GPC e especificar a resposta do sistema para mudanças no " set- 
point" e rejeição de perturbações de carga. “
' 
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CAPÍTULO Iv 
SISTEMA DE AJUSTE AUTOMÁTICO DO GPCA 
4.1 Introdução 
Nos capítulos anteriores foram apresentados os 'algoritmos de controle GPC e o de 
identificação recursiva do modelo do processo. Estes dois subsistemas associados compõe o 
controlador GPCA. Uma das limitações da utilização deste controlador no ambiente industrial 
reside na dificuldade encontrada no ajuste de seus parâmetros de projeto: horizontes de predição 
mínimo e máximo, horizonte de controle, ponderação sobre a ação de controle, polinôrnio 
observador e seguidor de modelo, e tempo de amostragem. Estes parâmetros são dependentes da 
dinâmica do processo a controlar, portanto para aplicações em ambientes industriais, onde nem 
sempre as informações disponiveis do modelo da planta são suficientes para determina-los, é 
necessário realizar algum tipo de ensaio para obter estas informações. . 
Considerando, ainda, que o controlador a ser implementado deve ser de propósito 'geral e 
operado por engenheiros e/ou operadores de planta que não possuem conhecimento sobre as 
teorias de controle adaptativo e preditivo, é necessário introduzir mecanismos que possibilitem a 
operação do controlador de maneira acessível e com um mínimo de informação por parte do 
usuário. 
_
. 
Os aspectos levantados anteriormente, sugerem o desenvolvimento de' um sistema de 
ajuste automático do GPCA que atenda as seguintes especificações: 
- apresente uma interface simples com o operador da planta; ` . 
- permita a obtenção de um modelo inicial da planta baseado em um ensaio de malha aberta; 
- possibilite a determinação automática dos parâmetros do controlador 
Neste capítulo será abordado o sistema de ajuste automático do GPC-A , detalhando os 
diferentes mecanismos implementados. 
_
' 
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4.2 Estrutura do controlador adaptativo implementado 
A estrutura do controlador adaptativo proposto neste trabalho é composta de três 
elementos principais: o algoritmo de controle (GPC) descrito no cap.II, o sistema de 
identificação paramétrica (algoritmo competitivo de modelos) descrito no cap. III e o sistema de 
ajuste dos parâmetros controlador a ser descrito neste capítulo. Esta estrutura pode ser vista na 
figura 4.1: ` - 
Tempo do mas 
Tempo de amostragem inicial 
Amplitude do degrau 
.... . 
C) 
SISTEMA - 
Parâmetros DE 
* Grc + fimo AJUSTE ` 
` Pzzâmzzmz 
mfrao 
. ECM* 
Modelo 
_....¬ 
`‹, % z >. 
u " Pnocfisso ' y 
1 
MF ll _' __ 
Figura 4.1 Estrutura do GPC-A proposto. ` 
* ECM - Estmtura Competitiva de Modelos 
MF - malha fechada 
4 
MA-mznzzabznz 
O sistema de ajuste é composto basicamente por dois mecanismos: 
- identificação em malha aberta ` 
- atualização "on-line" do polinômio observador T (qf) e da ponderação da ação de 
controle (X).
V 
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O mecanismo de identificação de malha aberta tem como atribuição a determinação do 
tempo de atraso detransporte e do tempo de subida, a definição do tempo de amostragem e a 
inicialização do estimador. 
Ç
. 
O mecanismo de atualização "on-linef' possibilita a determinação do polinômio observador 
T(q1), através dos resultados obtidos na análise da fimção de transferência de malha fechada, e a 
redefinição da ponderação da ação de controle em função do erro do sistema (diferença entre a 
referência e a saída do processo). Como será mostrado nas próximas seções, este mecanismo 
propicia um aumento da robustez do controlador. . - ' 
4.3 Identificação em malha aberta 
A identificação em malha aberta objetiva levantar uma estimativa do atraso de transporte e 
do tempo de subida do processo que servirão de base para a definição dos horizontes de predição 
(N 1 e N2) e do novo tempo de amostragem 
4 
_
' 
Para a identificação ser mais exata, é necessário levar em consideração 0 ruído existente 
na planta. Isto implica, portanto, na adoção de uma técnica para estimação da faixa de ruído a 
qual é descrita a seguir. - '
A 
4.3.1 Cálculo da faixa de ruído 
O método adotado para o cálculo da faixa de ruído baseia-se na medição dos valores 
máximos e mínimos da saída do processo, quando esta está em regime permanente. Para tanto, é 
definido um intervalo de tempo T n (da ordem do tempo de subida da planta) que é dividido em 
três outros intervalos como é mostrado na figura 4.2. Como é suposto que não é necessário 
conhecer a dinâmica da planta quando da utilização, do GPCA, Tn é definido empiricamente em 
fimção do tempo de amostragem inicial dado pelo operador (T n=30 amostragens).
V 
Intervalo 2
. 
/ 
_ 
i ' ^ ` ' \ 
Intervalo l Intervalo 3 
|i 
| | 
~ ~ ¬ 
|
t 
` to to+ Tn/3 to +2. Tn/3 to + Tn 
'h
. 
Figura 4.2 Definição dos intervalos de tempo utilizados para testar o estado 
estacionário do processo e calcular a faixa de ruido. 
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Analisando as médias e os desvios padrão nos intervalos acima definidos, pode-se afirrnar 
se a saída está realmente em regime estacionário, permitindo, assim, calcular a faixa de ruído. 
Em seguida são descritos quatro condições suficientes para se considerar a saída em 
regime estacionário [SALLÉ 9l]. Apenas é assumido um valor mínimo (0,005) para o desvio 
padrão nos intervalos. Desta forma, um sistema é declarado em regime estacionário se: 
1. A variação relativa da média da saída nos intervalos 1 e 3 for inferior à 5% 
ou 10% (a depender da confiança que se deseja); 
2. A variação relativa do desvio padrão nos intervalos 1 e 3 for inferior à 10% 
ou 15% ( a depender da confiança que se deseja). 
3. A variação absoluta da média da saída do processo nos intervalos 1 e 3 for 
menor que o desvio padrão no intervalo 2. . . 
4. O erro (diferença entre a saída e referência) médio no intervalo 2 for inferior 
à metade do desvio padrão nesse intervalo. 
A média e o desvio padrão são dados por: 
_ N . 
xzàzx, (4.1) 
ó=_ l%<I_,Í¬,(_x, -›'z)2 (4.2)
A 
e finalmente a faixa de ruído é dada por: 
fl = má×( ›'( 1)) - mí"( y( 1)) (4-3) 
onde os rnínimos e máximos de y(t) são calculados no intervalo 2. 
4.3.2 Obtenção do atraso de transporte e do tempo de subida 
Uma vei obtida a faixa de ruido, aplica-se um degrau, de amplitude definida pelo usuário 
(operador de planta), na entrada do processo. O atraso de transporte é obtido, então, a partir da 
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análise do comportamento do erro. O erro, que inicialmente é nulo (faz-se referência=saída), é 
acompanhado de forma a se detetar o instante em que este for cinco vezes consecutivas maior que 
a faixa de ruído. Neste instante, define-se o atraso de transporte como sendo o número de 
amostragens até o momento (a partir da aplicação do degrau) subtraído de cinco unidades. O 
intervalo de cinco unidades (valor empírico) foi adotado para garantir que a mudança no 
comportamento da saída do sistema seja devida realmente ao degrau aplicado na entrada e não ao 
próprio ruído presente no sinal. 
' 
'
I 
Para se estimar o tempo de subida, usa-se um metódo semelhante ao do cálculo do atraso 
de transporte. Para este caso, acompanha-se a derivada da saída do processo (a derivada do saida 
é aproximada pela diferença, Ay(t) ), procurando-se detetar o instante em que esta for menor que 
a faixa de ruido por quarenta vezes consecutivas (valor empírico). Este instante é definido como 
sendo o tempo de subida subtraído de quarenta unidades e do atraso de transporte. Da mesma 
forma que para o cálculo do atraso de transporte, o intervalo de quarenta unidades objetiva 
aumentar a confiabilidade na medição. A escolha de um intervalo maior que o anterior se deve ao 
fato de que a derivada da saída assume valores bem menores que o próprio erro, 
consequentemente, sua medida é mais influenciada pelo ruído do que a medida do erro.
I 
4.3.3 Definição do tempo de amostragem 
Observou-se no capítulo II, que no algoritmo do GPC, como em todo controlador 
preditivo, a quantidade de cálculo está relacionada com o grau do polinômio B(q¡) da eq. (2.2). 
Para o GPCA, especificamente, o grau do polinômio B(q¡), que também influencia nas dimensões 
dos vetores e matrizes do RELS, depende do tempo de amostragem (se o atraso de transporte 
não for nulo). Isto porque quanto menor o tempo de amostragem, maior o valor do atraso de 
transporte em amostragens, e consequentemente maior o número de elementos de B(q¡). Além 
disso, o horizonte de predição máximo também depende do grau de B(q'¡) (será mostrado na 
seção 4.3). Deve-se evitar, portanto, a utilização de um tempo de amostragem muito pequeno, 
pois a implementação do algoritmo pode tomar impraticável o controle de processos lentos ou 
com atraso de transporte dominante. » 
Em contrapartida o tempo de amostragem não pode assumir valores grandes (próximos ao 
tempo de subida da planta), dado que o sistema pode tomar-se instável. 
Nota-se, portanto, que a escolha do tempo de amostragem é fundamental para o bom 
funcionamento do GPCA, e que esta é fimção de um compromisso entre a estabilidade do sistema 
e a praticabilidade do algoritmo. E, como não se garante que a escolha do tempo de amostragem 
inicial, feita pelo operador, é a mais adequada, o sistema de ajuste automático do GPCA redefine 
o tempo de amostragem. 
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O valor do tempo de amostragem adotado pelo sistema de ajuste automático, está dentro 
da faixa sugerida por Astrom [ASTROM 84]: 
551 SL 
4 “"' 10 
onde T um e T , são os tempo de amostragem e o tempo de subida da planta respectivamente 
O valor utilizado é dado por: '
T T =-L 4.4 .M 8 ‹ › 
4.3.4 Inicialização do estimador 
Os parâmetros estimados do modelo são inicialmente desconhecidos, assim, 
_ 
uma 
identificação prévia do processo se faz necessária para evitar a ocorrência de transitórios grandes, 
quando o sistema estiver em malha fechada. ' 
Desta forma, a injeção de um sinal com espectro amplo e uniforme é aconselhável. Na 
prática, o que se utiliza é um sinal do tipo PRBS (Pseudo Random Binary Sequence). O PRBS 
consiste em uma sequência randômica de pulsos binários como pode ser visto na fig 4.3. Este 
sinal apresenta caracteristicas semelhantes às do ruído branco. _
H
U
A 
O ,> 
-A 
Figura 4.3 Sequência binária pseudo randômica (PRBS) 
A amplitude dos pulsos, A, assume o mesmo valor definido pelo usuário para a amplitude 
do degrau aplicado ao processo quando da identificação em malha aberta. E o tempo durante o 
qual a sequência é injetada pode ser redefinido pelo usuário (valor "default" igual a 200 
amostragens) caso este deseje uma inicialização mais rápida. 
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4.4 Definição dos horizontes de predição e da ponderação sobre a ação de 
controle 
V 
A escolha dos horizontes de predição e da ponderação sobre a ação de controle baseia-se 
nos parâmetros obtidos através do ensaio de malha aberta. _ ` 
Após calcular os valores do atraso de transporte e do tempo de subida (em amostragens) 
em função do novo tempo de amostragem, define-se os horizontes de predição mínimo e máximo 
de forma semelhante à sugerida por Clarke [CLARKE 87]: - 
N 1 = atraso de transporte + I (4.5) 
N 2 = 2 (n,,,áx+ atraso de transporte máximo) (4.6) 
onde nmáx é a maior ordem dos modelos pesquisados pela estrutura competitivade modelos, e o 
atraso de transporte máximo é definido como:
' 
atraso de transporte máximo =. atraso de transporte+ 10 (4.7) 
Este atraso de transporte máximo tem como objetivo dar uma margem de segurança ao sistema. 
Isto pois não se garante que o valor do atraso de transporte, estimado em malha aberta, irá 
permanecer constante, podendo este aumentar durante a operação, o que levaria o GPCA à 
instabilidade. 
' O valor de IO amostragens, adotado como margem de segurança (corresponde à uma 
variação equivalente a 125% do tempo de subida inicial da planta (Ts)), foi assumido como 
suficiente para a maioria dos processos. 
O valor do horizonte de controle NU foi fixado em 1 (uma) amostragem como é sugerido 
na literatura [CLARKE 87]. 
A sugestão de Clarke para escolha da ponderação sobre a ação de controle Ã é dada por: 
Ã' = '10 [B(1)]2 
(4_8)
` 
0 < ÃO <l 
`
` 
Esta sugestão não apresentou bons resultados para os casos testados. Assim, K foi fixado em um 
valor próximo a zero (104), já que este não pode assumir valor nulo pois isto causaria problemas 
númericos no algoritmo otimizado do GPC (ver apêndice B). I 
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No entanto, propõe-se a utilização de /1 quando a saída estiver em regime permanente, 
objetivando, desta forma, a atenuação das componentes de alta frequência do sinal de controle 
causadas pelo ruído presente no sinal de saída do processo. 
Isto pode ser feito da seguinte forma: Â é incrementado (a uma taxa de 5%, obtida 
empiricamente) durante o período em que o erro (diferença entre a referência' e a saída) 
permanece menor que a faixa de ruído, caso contrário, este é reinicializado. Ou seja:
A 
e < 5, Â.(t) = (l.05).Â(t - I) 
__, (4.9) e > 5, Ã(t) = 10 _ 
onde ó` é a faixa de ruído e e o erro. O fimcionamento deste mecanismo será ilustrado através de 
resultados de simulação apresentados no capítulo Vi
V 
4.5 Aumento da robustez utilizando as extensões do GPC 
Nota-se, pelo que foi apresentado nas seções anteriores, que uma vez inicializado o 
controlador, através dos dados obtidos pela aplicação do degrau em malha aberta, os seus 
parâmetros são fixados. Assim, somente os polinômios T (qf) e P(q1) podem ser manipulados 
pelo sistema de ajuste automático de forma a melhorar a sua performance e a sua robustez. 
A análise da fimção de transferência de malha fechada fornece subsídios para o projeto 
destes polinômios. Este é o tópico do próximo item.
_ 
4.5.1 Análise da função de transferência de malha fechada 
Seja o diagrama em blocos do sistema em malha fechada mostrado na figura 4.4: 
ref I
H 
Figura 4.4 Diagrama em blocos de um sistema em malha fechada 
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.. , . B ^ ^ _ ~ . . onde G a filnçao de transferencia do processo (G = T, ondeA e B sao os polmonnos estimados),A 
G0 a fimçao 
A _ 
de transferencia nominal de malha fechada e AG a dinamica não modelada Assim 
processo real pode ser escrito da seguinte format
l 
G, = G+AG (49) 
A função de transferência real (Gcn-d) em malha fechada vale: 
maS 
G l: G,,.c : (G+z1G).c °-=' 1+G,.C 1+(G+AG).C (4.1o) 
G: G.c DC: G, °1+G.c a G.(1-Ga) (M1) 
Substituindo a eq. (4. 10) em (4. I 1) tem-se: 
O critério de Nyquist deve ser satisfeito para garantir a estabilidade em malha fechada 
Uma «condição suficiente para que isto ocorra é dada no "Teorema do ganho pequeno" 
[DESOER 75],' que requer que o módulo do termo dependente da frequência no denonnnador 
Qppg ‹= 
riu 
|Í¬:+ 
c:E3,Q, 
ri: 
_¡"_'‹. ãâ 
C3-Q Gt 
(412) 
1_ 
Gcndí I 
1+ _1- _ ~ z» 
seja menor que a unidade em todas as frequências. Ou seja: - _ 
4 
<i (4.13) 
reescrevendo:
m 
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A 
|AG| < (414) 
De posse da eq. (4.14), o próximo passo é o projeto do GPC tal que o termo % assuma 
o maior valor possível, mantendo-se uma perforrnance aceitável no que se refere à mudança de 
"set-point"e a rejeição de perturbações de carga. 
A forma mais conveniente para analisar o ` GPC é utilizar a representação polinomial 'dos 
controladores por alocação de pólos [ROBIN SON 89]: - ~ 
T.w(z) = R.A.u(f) +s.y(z) (4.15) 
onde T (T (q¡))é um polinômio definido pelo usuário e R (R(q¡)) e S (S(q¡)) são' obtidos a partir 
da seguinte equação diofantina: 4 
_
_ 
R.Ã.A+1§.s=P,,.T (4.1ó) 
com Pc sendo o polinômio que define a resposta em malha fechada do sistema. No caso do GPC, 
este polinômio não é especificado diretamente pelo usuário, mas através da escolha de seus 
parâmetros. No entanto, existem dois casos em que PE é explicitamente especificado: quando o 
GPC é projetado para trabalhar como controlador "Mean-level" ou "Dead-beat". Na estratégia 
"Mean-level", os pólos de malha fechada são alocados na mesma posição dos pólos estimados em 
malha aberta e no caso do "Dead-beat", todos os pólos são alocados na õrigem. Ou seja: Pc=Â 
para o controle "Mean-level"e Pc=1 para o controle "Dead-beat". 
Expressando o sistema descrito na figura 4.4 na forma da eq. (4.'l6) temos:
A 
S= a.T (4.17)
S C=--- 4.18 i R.A ( ) 
e a função de transferência de malha fechada toma-se: - 
` Ê 
~ G = .--` . ag 
A 
(419) 
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onde a é uma constante tal que Ge tenha ganho unitário em regime permanente. Substituindo a 
eq. (4.l9) na (4.l4): 
|A.A| = ig-'11 = (4.2o) 
4.5.2 Influência do polinômio observador T (q'¡) sobre a função de transferência de malha 
fechada V 
4
' 
Como, geralmente, a estratégia de controle "Dead-beat" é menos robusta que a "Mean- 
' A 
level" [ROBINSON 89], esta última foi adotada .Na estratégia "Mean-level" Pc=Â e G =%, 
reescreve-se, então, as eq. (4.20) e (4. 16): 
R.Ã.A+Ê.s= ÃT (421) 
|A.A| = É-ql = 1-71' . (422) B S S 
Na eq. (4.21) observa-se que Â é fator de dois dos três termos, consequentemente este é 
fator do terceiro termo. Assim, define-se: 
s = Ã. s, (423) 
e substituindo a eqÇ (4.23) em (4.2l), tem-se: 
RA +Ê.S, z T (424) 
` 
Sabe-se que a transformação do GPC na forma de um controlador por alocação de pólos 
resulta num polinômio S com o mesmo grau do polinômio Â [ROBINSON 89]. Selecionando-se 
na=np+nt, tem-se S, uma constante e para determina-la é suficiente analisar a eq. (4.16) em 
regime permanente. Como A(l)=0, tem-se:
A 
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; El) ~ S, _ Êm (425) 
assim S vale: 
_ HL) ^ s _ 
ão) 
A (4.zó) 
Substituindo a eq.(4.26) na eq. (4.22), obtem-se: 
_ Lêm
i 
|A.A| _|À Tm (427) 
A eq. (4.27) demonstra a importância do polinômio T para a estabilização de malha 
fechada. Em baixa frequência, T possui pequeno efeito sobre a estabilidade pois -Í_;'T) z 1, mas 
para as altas frequências, onde os efeitos das dinâmicas não modeladas são mais significantes, a 
presença de T no numerador permite melhorar a estabilidade. 
4.5.3 Influência do Polinômio seguidor de modelo P(q'¡) sobre a função de transferência de 
malha fechada 
Assim como o polinômio T (T (q¡)), o polinômio P (P(q'¡)) também aumenta a robustez 
do sistema em malha fechada. No entanto, há uma diferença entre os dois: T afeta apenas a 
rejeição à perturbação e P além desta, afeta a resposta à mudança de "set-point". 
Com a introdução de P a fimçào de transferência de malha fechada é alterada para: 
'
4 
G, = Ê'-Ê (4.2s) 
1-1 P 
sendo que P é assumido ter ganho unitário em regime permanete (P(1)=I) para que não haja "off- 
set"em malha fechada. 
'
~ 
Procedendo da mesma maneira que para T, obtem-se o seguinte limite de estabilidade: 
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A A < -PLÊQ (429) 
A.T(1) 
Observa-se, portanto, que P afeta a robustez da mesma forma que o polinômio T. 
4.5.4 Escolha dos polinômios T (ql) e P(q'¡) _ 
Notar-se, pelo que foi descrito nas seções 4.4.2 e 4.4.3, que T e P possuem efeitos 
similares quanto à robustez. No entanto, como P também afeta a resposta em malha fechada, não 
se deve selecioná-lo tendo em mente apenas o aumento da robustez. Assim, o seguinte 
procedimento é sugerido por Robinson [ROBIN SON 89]: 
1. Esolhe-se P(q¡) com raízes entre 0,5 e 0,9. 
2. Define-se a ordem de T (q¡) (n¡) como sendo: n¡=na-np, (com na e np as 
ordens dos polinômios A(q'1) e P(q'¡) respectivamente) 
3. Seleciona-se as raízes de T (q¡), incluindo-se o efeito de P(‹{¡), tal que o 
limite de alta frequência dado pela eq. (4.29) seja igual à 50% do ganho do 
modelo 
A(l) 
O item l define a resposta em malha fechada do sistema além de contribuir para a redução 
da amplitude do sinal de controle. O item 2 atua diretamente no aumento da robustez pois quanto 
maior o grau de T (ql) maior será o limite de estabilidade (vide eq. 4.31). E, finalmente o item 3 
pondera a robustez com a rejeiçao à perturbação de carga. 
Assim, definido o polinômio P(q¡), as raízes de T(q1) (1) podem ser calculadas a partir da 
eq. (4.29). Para tanto, deve-se observar que, na conversão do tempo contínuo para o discreto, a 
frequência mais alta converge para 1: rad/s, ou ql =-1 [ROBINSON 89]. A eq. (4.29) torna-se: 
,¡A.A|=íI-391 _ 
, 
(4.3o) 
A(~1).T(1) 
e considerando o item 3: ~
_ 
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=¿ Ê‹1› (431, 
Ã(1) r-z 2 Ã(1)
' 
Finalmente obtem-se: 
_ Ê:_1 z.. ml (432) 
. All Âc-1) onde. ,6- 
2 Ã(l).P(_l) 
(4.33) 
4.6 Conclusões 
Neste capítulo, a estrutura proposta para o GPCA foi apresentada. Esta baseia-se no 
algoritmo básico do GPC descrito no capítulo I, combinado com um algoritmo competitivo de 
modelos, que consiste na escolha do modelo mais apropriado, dentro de uma faixa pré-definida de 
modelos, a partir de um critério de adequação, descrito no capítulo II, e concluindo com o 
sistema de ajuste automático dos parâmetros de projeto do GPC descrito neste capítulo. 
O sistema de ajuste fundamentou-se na identificação de malha aberta, a qual envolve a 
determinação da faixa de ruído, do atraso de transporte edo tempo de subida, e na análise da 
função de transferência de malha fechada, a qual permite definir regras para definição dos 
horizontes de predição e da ponderação da ação de controle e para a utilização das extensões do 
GPC (polinômios observador e seguidor de modelo). 
O próximo capítulo será dedicado a mostrar os resultados dos testes do GPCA realizados 
em um ambiente de simulação, enfatizando aspectos do desempenho da estrutura de identificação 
paramétrica implementada e do sistema de ajuste automático descrito neste capítulo.
‹ 
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CAPÍTULO V 
RESULTADOS DE SIMULAÇÃO 
5.1 Introdução 
Neste capítulo, o controlador GPCA implementado será testado em um ambiente de 
simulação de controladores adaptativos (SADECA#). Um conjunto de simulações permite, para 
os casos testados; avaliar o desempenho do controlador. As simulações se dividem -em duas 
etapasi - V 
a) analisa-se a estabilidade do RELS e a sua capacidade de rastreamento de parâmetros. 
Também, é avaliado o comportamento da estrutura competitiva de modelos baseado no 
desempenho dos critérios de medida de adequação dos modelos; ' 
u 
b) avalia-se o desempenho do controlador quando do controle de processos com fase não- 
mínima, atraso de transporte variável e variações estruturais e pararnétricas. 
O algoritmo implementado no GPCA, baseado no algoritmo iterativo do GPC proposto 
por Clarke [CLARKE 89], é descrito no apêndice B. _ - ` 
# SADECA - Sistema para Avaliação de DEsempenho de Controladores Adaptativos, desenvolvido no LCIv1I, para 
estações de trabalho. Este ambiente permite a implementação de diferentes controladores adaptativos e a realização 
de sequências de testes sobre diferentes processos de fonna automática, através da elaboração de um banco de 
provas [KAMMER 921. 
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5.2 Rastreamento de parâmetros e estabilidade dos mínimos quadrados 
extendido (RELS) 
O algoritmo básico do RELS foi descrito no capítulo HI. Nesse capítulo, aspectos de 
implementação foram discutidos e as soluções mais adotadas na literatura foram apresentadas. 
Nesta seção procura-se, através de resultados de simulação, mostrar o comportamento do 
RELS quanto a convergência e a estabilidade, quando da presença de perturbações estocásticas 
(ruído colorido), e o desempenho dos mecanismos utilizados em seu algoritmo básico para 
melhorar a sua performance. 
Para aumentar a capacidade de rastreamento do estimador, um fator de esquecimento foi 
introduzido no algoritmo do RELS (seção 3.4). Porém, esta solução pode provocar problemas de 
estabilidade do estimador (fenômeno comumente conhecido como saturação). 
Este problema é ilustrado através da simulações. Para isto, foi seguida uma estratégia 
sugerida por Tuffs [TUFFS 85], que consiste em simular diferentes níveis de excitação aplicados 
ao processo cujos parâmetros serão estimados. No primeiro exemplo, o sistema é excitado, por 
duas vêzes, por um sinal PRBS de 200 amostras de comprimento aplicado com um intervalo de 
200 amostras sem excitação (vide fig. 5.1 (a)). O processo simulado é representado pela seguinte 
equação de diferenças: 
ya) =1. 72y(z-1)-0. 7‹_1y(1-2)+.o9zz(f-1)+.o8zz(:-2) 
e o modelo estimado é: 
Ay = -â,Ay(z - 1) -â,Ay(z - 2) +1§,z1zz(z - 1) +1S,Azz(f -2) +e(z) 
As figuras 5.l(b) a 5.l(d) mostram a convergência dos parâmetros estirnados, 
(â0,â,,Ê0,Ê,), porém observa-se na fig 5.1(e), que representa o logarítimo natural dos elementos 
da diagonal da matriz de covariância P(t), um crescimento exponencial. Estes elementos estão 
relacionados às covariâncias de Í9(t)[TUFF S 85]. ~ 
'
_ 
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Figura 5. l(e) Comportamento dos elementos da diagonal de P(t) 
Para observar o efeito deste crescimento exponencial dos elementos de P(t) sobre o 
rastreamento dos parâmetros, é suficiente injetar um excitação mínima entre as sequências PRBS. 
O sinal injetado, na simulação, é um ruído de distribuição normal de amplitude, gerado ›via 
números r andômicos, de desvio padrão igual a 0.0001 . Este valor apesar de ser muito pequeno, 
causa instabilidade no RELS, como pode ser visto nas figs 5.2(a) a 5.2(c). '
z 
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5.2. 1 RELS com zona morta 
Para eliminar a saturação do estimador, na literatura [ASTRÕM 89] é sugerido 0 
congelamento da matriz de covariância e dos parâmetros estimados quando o erro de estimação 
for menor que uma faixa relacionada com a faixa de ruído (ver seção 3.4). Para o caso em estudo, 
adotou-se , inicialmente, a zona morta igual a faixa de ruído i
` 
Observa-se, claramente nas figuras 5.3(a) a 5.3(c), a estabilidade dos parâmetros 
estimados. Contudo, a injeção de ruído entre as sequências continua provocando o crescimento Q 
ainda que com menor intensidade que no algoritmo sem zona morta, dos elementos diagonais de 
P(t) (fig 5.3(d)). Com o aumento da zona morta (duas vezes a faixa de ruído), a taxa de 
crescimento dos elementos de P(t) toma-se menor, mas não se anula, como seria desejado (fig. 
5.3(e)).
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Figura 5.3(a) Parâmetros do modelo - estimador com zona morta 
Implementação de um controlador GPC adaptativo aplicado a processos industriais
Capitulo v - Resultados de simulação 
0.012 - 
o.o1 _ b O -_ - V _.-z _- _ _A. - __W____ 
M.. _- K 
0.006 _ 
0. 
0.002 - 
-0.002 -- 
004- 
0 I I I I I I 
100 200 S00 400 800 000 
Figura 5 3(b) Parâmetro d . o modelo - estimador com zona morta 
0.012 _ 
0.01 
M0, Jzv;-~z z __________ _f zzzz z¬z» _ -___ z- f _ 
__ 
bl 
I I 
1oo eoo 
t(amostras) 
0.004 - 
0.002 
-0.002 
-0.004 
10_ 
....--.I...---_-_.I__,
4 
z ._ 
‹=;_L__,-..._ 
Í 
1 x I 1 I 
`
2 
100 200 300 400 500 000 
Figura 5.3(b) Parâmetro do modelo - estimador com zona morta' 
1zz(‹11) 
//”' '
I 
100 
t(amostras) 
,,_.«' _z-'-'_ /f . ___.. 
_,-fP/ \ L \z¬ /. .~ ›~/- f' , m(‹12) ~~” -zz-ff 
I I I de-¡'‹';: 
. : 
100 
_ 
t(amostras) 
*H
I 
_...- 
ee' 
.z_ 
4.... 
zoo :oo ¿_..›=-›' 4oo`-.É 
.. 
... .I ,.:, ......... ...L 
1n‹‹12›
' _, _ __- _ 
.W ; ----- ~- ~-:›'
~ 
-‹ .›"""' \ ¬ .... .. ' ' " \. \ _ ` ;_ * ›~¿~z-;¡-,..‹-.z-=~-›-1'- ~ ".. 
ln(d4) 
_ _ _ ,.¿..¿._.¿...¿...`...._...._. , 
Figura 5.3(d) Elementos da dia onal d P g e (t) - estimador com zona morta 
Implementação de um controlador GPC adaptativo aplicado a processos industriais 
z/~\
Capitulo V - Resultados de Simulação 57 
10 
- ¿_v-¿,`z_^__z~:.›~-ff'-“ V ----------- "`___ ° T f 
m(â2) » 
_----_t-___-tv,_ 
-.-¬-_ 
4 _ 
_.-l-«-- 
_Íí:L._ â; §_ §_ §_ §_ §._ 5- §_. 
.2 .$_;'__.._..¿.:.J-;';';'¿z‹“-'E 
_ _ _ . . ~ ~ « . . . - ‹ ~ ' - - - - ~ . . _ _ _ _ _ _ _ _ _ _ . _ _ `  _ . _ _ _ _ _ 
__=__:,_.__._.._.._.=._.z 
-;;-¡.:-,.i:=.,..‹›¿..=..,,,:__;_::_::_:¿_¿:.¡¡.¡¿-¡;'::':L' Í 
_ __ _\”._ Ú . . l -__;_,__¿.,.;.~ - - - 
"' 
4 _ ' ¡11(d1) 
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Assim, observa-se que, além de evitar a atualização de P(t) e dos parâmetros estimados, é 
necessário garantir que os elementos de P(t) mantenham-se limitados.
' 
5.2.2 Fator de esquecimento vetorial variável 
O algoritmo de estimação com fator de esquecimento vetorial, descrito na seção 3.4, 
também conhecido como algoritmo de SAELID-FOSS-TUFFS [TUFFS 85], é submetido as 
mesmas condições que o algoritmo com zona morta. Observa-se a boa convergência dos 
parâmetros (fig. 5.4(a) a (c)) e a limitação dos elementos diagonais de P(t) (fig. 5.4(d)). 
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Nota-se, portanto, a eficiência da utilização do esquecimento vetorial variável no RELS 
pois, apesar da ausência de excitação persistente, os elementos da matriz de covariância 
mantiveram-se constantes. - V 
5.2.3 Escolha do índice de adequação 
Na seção 3.6 foram apresentados três formas de cálculo de medidas de adequação; o 
critério PLS (Predictive Least Square), uma modificação no enfoque Bayesiano e uma 
modificação no critério de verossimilhança. Nesta seção ,serão apresentados e discutidos os 
resultados obtidos em simulação do comportamento dessas formas de cálculo de medidas de 
adequação. . .
. 
A' primeira simulação realizada tinha como objetivo identificar a ordem do seguinte 
PÍOCCSSOI
2 
G<”=¡‹11›¶I5 
Esta foi realizada sob condições ideais, o que significa a ausência de ruído na saída do 
processo e de erro de quantização (erro dos conversores AD/DA). 
S O tempo de amostragem foi 
fixado em O.1s, o fator de esquecimento em 0.95, o grau máximo pesquisado em 3 e o sinal 
aplicado na entrada corresponde a uma sequencia PRBS de 100 'amostras de comprimento. 
As figuras 5.5(a), (b) e (c) exibem o comportamento dos índices gerados pelo critério 
PLS, pelo enfoque Bayesiano modificado e pelo critério de verossimilhança modificado 
respectivamente. Observa-se, claramente, a predominância do índice correspondente ao modelo 
de segunda ordem, que corresponde à ordem correta do processo que estava sendo simulado. 
Este exemplo serve como ilustração da eficiência dos critérios de medida quando submetidos a 
condições ideais. 
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r 
Na segunda etapa, condições mais próximas da realidade são impostas ao sistema: ruido 
branco gaussiano com desvio padrão igual a 0.01 e simulação de um conversor AD/DA de 12 bits 
de resolução. Nesta fase, o processo inicialmente corresponde a:
1 Gwzmf 
e para garantir a repetibilidade , todas as simulações foram realizadas com o tempo de 
amostragem iguala 0.ls (a identificação de malha aberta não é realizada) e o polinômio 
observador T(q1) é assumido constante e igual a 1-0.8q'1z 
Após ai inicialização em malha aberta (aplicação da sequência PRBS), o sistema fecha-se a 
malha (vide figura 5.6 (a) e (b)). Decorridas 1700 amostras, uma sequência de mudanças de 
referência é aplicada e em seguida o processo é deixado sem excitação até que em T=4200 
amostras ocorre uma perturbação de carga do tipo degrau. Em T=5500 amostras uma nova 
sequência de mudanças de referência é aplicada e em T=8000 amostras ocorre uma nova 
perturbação de carga. - 
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As figuras 5.7 a 5.9 representam os índices de adequação e a ordem estimada atribuídos 
pelo critério PLS, pelo enfoque Bayesiano modificado e pelo critério de verossimilhança 
modificado. Observa-se que nos intervalos que ocorrem as mudanças de referência (T=l700 a 
2700 amostras e T=5500 a 6500 amostras) os critérios apresentaram bons resultados. No entanto, 
na ausência de excitação, os resultados tornaram-se imprecisos. Comparando-se os três métodos, 
neste intervalo, nota-se a superioridade dos critérios PLS e verossomilhança modificado sobre o 
enfoque Bayesiano modificado. 
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Uma sequência de mudanças de referência foi aplicada em T=9300 amostras e outra em 
T=1 1800 amostras, e em T=l 1000 e T=l3500 amostras ocorreram perturbações de carga do tipo 
degrau. -Durante este intervalo (T=8000 a 14000 amostras) o enfoque Bayesiano modificado e o 
critério da verossimlhança modificado foram os que apresentaram maiores inices de adequação 
para o modelo de primeira ordem, já o critério PLS demonstrou uma tendência a superestimação 
do modelo.
` 
Em T=l4000, o processo volta a ser de terceira ordem. No intervalo entre tT=l4000 e 
22000 amostras (vide figura 5.14 a 17) é aplicado duas sequências de mudança de referência (em 
T=l450O e 18600) e duas perturbações de carga do tipo degrau (em T=17000 e T=2l000). 
Observa-se pelos resultados apresentados que com a presnça de excitação todos os métodos 
atribuíram índices mais elevados aos modelos de terceira ordem, tendo o PLS obtido um melhor 
desempenho, seguido pelo critério da verossimlhança modificado. 
__ 
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Figura 5. l7(b) Critério de verossimilhança modificado - ordem adotada 
Assim, conclui-se, a partir destes resultados, que a presença de excitação é necessária para 
que os critérios apresentados atribuam maiores índices de adequação ao modelo correto. No 
entanto, o fato de que estes métodos não apresentam bom firncionamento na ausência de 
excitaçào não restringe totalmente a sua aplicação, pois a atuação do controlador só se faz 
presente quando ,alguma excitação é introduzida no sistema (mudança de referência ou 
perturbação de carga), e é justamente nestas ocasiões que o modelo selecionado tende a ser o 
modelo correto. - 
“-1 
Apesar de que o comportamento dos métodos é bastante semelhante, o critério PLS 
apresentou um desempenho um pouco superior, para o caso em estudo, do que os outros dois. 
Isto pode ser justificado se considerarmos as figuras 5.5 (a) a (c). Nestas, observa-se que embora 
o indice do modelo correto (ordem 2) não tenha convergido para 1, como os outros dois 
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métodos, este estima, mais rapidamente, a ordem correta (2 e 3 vêzes mais rápido que os critério 
da verossimilhança modificado e do enfoque Bayesiano respectivamente, para o caso estudado). 
Conclui-se, assim, que independentemente do critério adotado, estes não apresentam, 
quando da presença de ruído na saída do processo, garantia de que a ordem correta está sendo 
estimada. Portanto, a adoção desta técnica de identificação "on-line" da ordem do processo 
permite o aumento da faixa de atuação do controlador, em detrimento da sua robustez, dado que 
não se pode garantir que não ocorrerá subestirnação da planta, durante as mudanças de referência 
ou nas ocorrências de perturbações.
V 
5.3 Comportamento do GPCA em função do sistema de ajuste 
Os resultados da seção 5,4 indicam que o critério PLS apresenta melhores resultados. 
Assim, com a estrutura do estimador definida, pode-se verificar o comportamento do GPCA, 
frente a processos variantes no tempo. 
5.3.1 Atuação da ponderação da ação de controle em regime permanente 
Para se avaliar a influência da escolha da ponderação da ação de controle, realizada pelo 
sistema de ajuste do GPCA, em regime permanente, adotou-se o seguinte processo e o tempo de 
amostragem de 0. ls: «
l 
G<~'>=‹s+1¶ 
e introduziu-se ruído branco de desvio padrão igual a 0.05, e utilizou-se o filtro T (q~Í) unitário. 
Nas figuras 5. l8(a) e (b) são apresentados os resultados. 
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Inicialmente, a identificação de malha aberta é realizada, e em seguida a malha é fechada e são 
aplicadas duas mudanças na referência . Em T=7500 amostras ocorre uma perturbação de carga 
do tipo degrau, e em T=10500 amostras uma nova mudança na referência. Nota-,se que, após as 
mudanças de referência e perturbações de carga, a ação de controle toma-se, gradativamente, 
mais suave, até que se estabiliza em um valor fixo, sem que isto interfira na sua resposta as 
mudanças ocorridas (referência e perturbação). __
i 
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5.3.2 Atraso de transporte variável 
As primeiras simulações foram realizadas em um processo com tempo de atraso de 
transporte variávell O processo é apresentado a seguir (o ruído injetado na saída do processo é 
branco gaussiano com desvio padrão igual a 0.03): Y ' - 
-Tx6 
G<S>=«‹›«1›¶ 
A fig. 5.l9(a) e (b) são a saída do processo e a ação de controle 
respectivamente.Inicialmente é aplicada a sequência PRBS e a seguir o sistema é posto em malha 
fechada. São realizadas mudanças na referência e em seguida é aplicado uma perturbação de 
carga do tipo degrau. O sistema cujo tempo de atraso de transporte inicial vale ls, manteve-se 
com boa performance. Em _T=2000 amostras, o atraso de transporte muda bruscamente para 4s e 
em seguida é aplicado uma sequência de mudança de referência e uma perturbação de carga do 
tipo degrau. Em T=8000 amostras, o tempo de atraso de transporte volta a valer ls e a mesma 
sequência de mudança de referência e perturbação de carga é aplicada. - 
'
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O controlador mostrou-se capaz de adaptar-se à variação do atraso, apesar do grande 
transitório' apresentado, porém na prática mudanças discretas no atraso de transporte não são 
comuns, consequentemente estes transitórios podem ser de menor intensidade em aplicações 
reais. 
5.4.3 Processos com fase não-mínima 
O seguinte processo foi utilizado para veüficar oi comportamento do GPCA controlando 
sistemas com zero instável. ' 
s-I' 
`G(s) : 
(s+ l)(s+2)(s+ 1) 
A sequência de eventos aplicada (vide fig. 5.20(a) e (b)) é semelhante a aplicada no item 
anterior. Após a inicialização (t=2) o processo é submetido a mudança na referência e uma 
perturbação de carga é aplicada. Em T=1700 amostras, r assume valor 4s, e uma nova sequência 
de mudança de referência e uma perturbação de carga são aplicadas. Em T=5000 amostras 1 volta 
ao valor 2s e a mesma sequência é aplicada.
ç 
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Observa-se uma boa adaptação do controlador frente às mudanças impostas ao processo e 
a ausência de transitórios pronunciados. 
5z4.4 Variações paramétricas 
O comportamento do controlador frente a variações paramétricas é verificado através do 
seguinte processo:
` 
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O sistema é inicializado com T ¡=4 e T 2=8, e em seguida uma sequência de mudanças de 
referência e pelturbação de carga são aplicadas (fig. 5.2l(a) e (b)). 
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.Figura 5.2 l(b) Ação de controle i processo com variação paramétrica ' 
Em T= 700 amostras, os parâmetros foram chaveados para T ,=0.5 e T 2=I , e a sequência 
de mudanças de referência e perturbação de carga foram aplicadas. Finalmente em T=1300 
amostras, os parâmetros voltaram a valer T ,=4 e T 2=8 e novamente a sequência de eventos foi 
aplicada.
F 
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Verificou-se, que o controlador GPCA conseguiu acompanhar as variações paramétricas 
mantendo uma boa performance. _ 
5.4.4 Variação estrutural 
Concluindo. a investigação, o controlador GPCA foi testado quando o processo 
controlado sofreu mudanças estruturais (fig. 5.22(a) e (b)). O processo inicial é mostrado em 
seguida:
1 G<”'m 
Após a identificação inicial, uma sequência de mudanças de referência e perturbação de 
carga são aplicadas. Em T=2200 amostras, o processo passa para segunda ordem ( os dois pólos 
em -1), e em T=4000, para terceira ordem (os três pólos em -1). Em seguida (T=6500)a ordem é 
reduzida de uma unidade, voltando a ser de segunda ordem, e em T=9500, o processo volta a ser 
de primeira ordem. ' 
'°i“'““'_”' A--~‹~--í V_______ ___ . ¡_____....__.__.__ 
_.._,_,,- Perturbação Perturbação Perturbação 
I' P°““fb“9ã° 
1 1 1 I ~ 2 . 
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N|=2, 
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N1=3l NU=l Tm =0.2s 
os -F2 
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Figura 5.22(a) Saída - processo com variação estrutural 
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Figura 5.22(b) Ação de controle -processo com variação estrutural 
Os resultados mostram a robustez do GPCA frente a este tipo de mudanças estruturais. 
5.5 Conclusoes 
Neste capítulo foi ilustrado, por meio de simulação, o, fenômeno da saturação do 
estimador. Também foi mostrado o comportamento do estimador quando da utilização de 
recursos que evitam este fenômeno como a zona morta e o esquecimento vetorial variável. 
A estrutura competitiva de modelos foi testada e os critérios PLS, verossimilhança 
modificada e o enfoque Bayesiano modificado foram avaliados. Obsewou-se um comportamento 
pouco confiável para os três critérios estudados, visto que na ausência de excitação e presença de 
ruido, estes não estimaram a ordem correta. Isto ocorre porque, na ausência de excitação, os 
modelos convergem para.um ganho estático, tomando-se equiprováveis. De qualquer forma, a 
proposta inicial de desenvolver um controlador de propósito geral foi mantida, apesar deste 
apresentar uma estrutura pouco confiável. Apesar disto, poucos foram os casos em que o sistema 
tenha se tomado instável. O que normalmente ocorria, quando havia a estimação incorreta da 
ordem do modelo era (principalmente na subestimação) a_ presença de transitórios elevados, que 
em compensação fomeciam excitação suficicente para que o' critério de medida de adequação 
pudesse fomecer a ordem correta. Na conclusão geral do trabalho, no capítulo VII, sugere-se 
possíveis mecanismos que podem permitir o aumento da robustez do controlador, mantendo-se a 
sua faixa de aplicação.
i 
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Na segunda etapa processos variantes no tempo foram controlados utilizando o GPCA 
propostoz Os resultados mostram uma boa capacidade de adaptação do controlador, que manteve 
um bom desempenho ao controlar uma grande faixa de processos. 
_ 
A maior dificuldade de 
aplicação deste controlador, como da maioria dos controladores adaptativos, é a falta de 
confiabilidade, já que estes apresentam características não lineares inerentes em seu algoritmo 
O próximo capítulo dedica-se a apresentação de resultados obtidos em ensaios 
experimentais com o GPCA. Estes ensaios consistiram na utilização do GPCA no controle de 
uma planta piloto de laboratório, que permitia avaliar o controlador em condições reais de 
,fiincionamento
'
I 
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CAPÍTULQ v1 
APLICAÇÃO EM 'PLANTA PILOTO 
6.1 Introdução 
Este capítulo resume os principais resultados obtidos com a 'aplicação do GPCA em uma 
planta piloto de laboratório. Os ensaios realizados tinham como objetivo permitir a verificação do 
comportamento do controlador em condições reais de funcionamento. 
6.2 Descrição da planta piloto 
A planta piloto consiste no controle do nível de um sistema composto por dois tanques 
acoplados e de um composto por um tanque com forma cônica. f 
6.2.1 Sistema de Tanques acoplados 
O primeiro processo controlado foi o de nível de um sistema de tanques acoplados 
mostrado na figura 6.l_. Este sistema pennite executar mudanças estruturais (ordem do processo) 
através da abertura e fechamento das válvulas de ajuste manual Vl, V2 e V3. Ambos os tanques 
tem forma cilíndrica e 2m de altura. O tanque I tem diametro igual a 20 em e o tanque 2 
diâmetro igual a 10 cm. O computador utilizado foi um PC 386/33 Mhz e uma placa conversora 
AD/DA de 10 bits de resolução. e 
Com as válvulas Vl e V2 fechadas e V3 totalmente aberta, o sistema assume dinâmica de 
1! ordem. A função de transferência linearizada em tomo do ponto de operação ho =h2: 
-#8) = --K' (6.1) 
e(s) 
_ 
rs+l 
' 2 
onde K P = -3/L; KV 
K P: ganho do processo
_ 
5/2 
K,,: ganho da válvula V4 (K,, = 6, 68723.10* L), levantado experimentalmente, 
s . - 
e r= A2 .K P, com A2 a área da seção transversal do tanque 2. 
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Figura 6.1 Controle de nível de tanques acoplados 
Abrindo-se as válvulas V1 e V2 e fechando-se a válvula V3, o sistema passa a ter 
dinâmica de 2! ordem. A função de transferência linearizada do processo é: 
hz (S) = Ki' (6 2) 
Fe(s) (l+ 1, s)(l+ 1, s)
'
2 
onde K P = -I-(Í/E e ho é o ponto de operação
V 
e 11 e 12 são tais que: 
_A,.A,.K, Q-fz-T
5V 5 
A 1 (és) 
z, +z, =1<,,(A, +A,)+í§
5
V 
Implementação de um controlador GPC adapativo aplicado a processos industriais
Capítulo VI - Aplicação em planta piloto 82 
onde K; é o ganho da válvula V1 (nesta planta as válvulas V1 e V4 são iguais, portanto K; =K¿,), 
A1 é a área da seção transversal do tanque 1 e Feo, a vazão de entrada nominal para o ponto de 
operação ho. 
` 
-
V 
6.2.2 Tanque cônico 
O segundo processo consiste no controle de nível de um tanque cônico (fig. 6.2), cujas 
dimensões são mostradas na fig. 6.3. Este processo apresenta características altamente não 
lineares. - 
................ coMPUrADoR 
re 
h COMPUTADOR 
Li 
........... .. .... ______ _. 
vi 
4
` 
J Q 
ÊÉÊEÊÉÊÉÊÉÊÊÊÊÊÉÊÊÊÊÊÊÊÊÊÊÊÉÊLÃÊÊÊÊÊEÊÉÊ 
Figura 6.2 Controle de nível de tanque com fonna cônica 
A função de transferência linearizada do nível pela vazão de entrada em todas as seções é 
dada por: - 
gi) = _š2_.§ (6_4) 
e(s) rs+l ‹
2 
onde K, =-É/E 
V V 
ho: ponto de operação 
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K P é o ganho do processo 
KV: ganho da válvula (K,, = 6, 68723.10* L), levantado experimentalmente
s 
' D = 0,15 m 
_ d=0,0l27m › 
A diferença da função de transferência entre as diferentes seções do tanque cônico está no calculo 
Seção 1 
Seção 2 
com 
e Seção 3: , 
- 5/2 
D _ 
1,65 ml 
` 
sEÇÃO 1' 
1,15 m 
lt fi X
i 
SEÇÃO 2 
0,65 m 
d SEÇÃO 3 
\/ 
0,0 m 
fig. 6.3 Dimensões do tanque cônico 
da constante de tempo 1 
D2 » fz %1<,, (ó.s) 
fz gif, (ó.ó) 
Ç = l, 2667.10* + 5, 4780. l0`3 . x + 5. 9223. xz 
e 0sxs0.5 
d2 
fz ”TK,, (ór/) 
Implementação de um controlador GPC adapativo aplicado a processos industriais
Capítulo VI - Aplicação em planta piloto 84 
A tabela da fig.6.4 mostra, para diversos pontos de operação, o ganho e a constante de 
tempo do processo.. 
Observa-se, a partir dos dados mostrados na tabela da figura 6.4 que este processo é 
fortemente não linear, pois apresenta, para cada ,ponto de operação, uma dinâmica diferente. A 
parte cônica do tanque, com seção menor, é a que tem dinâmica mais rápida (constante de tempo 
E 3s) e a parte superior, a mais lenta (constante de tempo; 560s). 
A 
›‹‹m› h(m) Kp(m/m3/s) cte. tempo(s) 
1,65 38.4l7.20 678,89 
1,40 35.387,33 625,34 
1,15 32.072,49 566,78 
0,05 1,14 31.932,74 543,83 
0,25 0,90 28.372,98 147,47 
0,49 0,70 25.022,62 13,73 
0,65 24.112,39 3,05 
0,40 18.915,32 2,39 
._ 0,20 13.375,15 
V 
1,69 
Figura 6.4 Ganho e constante de tempo do tanque de forma cônica para vários pontos de operação 
6.3 Controle de nível de tanques acoplados 
O objetivo do experimento é verificar o comportamento do GPCA quando ocorrem 
mudanças estruturais no processo. Para tanto, utilizou-se o sistema composto pelos tanques 
acoplados, amostrados a uma taxa de 10s. ` 
Inicialmente as válvulas V1 e V2 foram fechadas e V3 foi aberta Assim, o processo 
assumiu dinâmica de primeira ordem. Após a inicialização (injetou-se uma sequência PRBS de 20 
amostras de comprimento), fechou-se a malha no ponto de operação correspondente a h2=0. 75 m 
(vide fig 6.5) e aplicou-se duas mudanças no "set-point" (0.9m e 0. 75m). Em T 26000 amostras 
aumentou-se a abertura da válvula V4, o que significou a introdução de uma perturbação de 
carga. Em T z7000 amostras, as válvulas Vl e V2 foram abertas e V3 foi fechada, o sistema, 
então, passou a ter dinâmica de segunda ordem. E, como os níveis dos tanques eram diferentes 
(h1>h2), ocorreu simultaneamente uma perturbação de carga. Novas mudanças no "set-point" 
foram aplicadas em seguida (0.5m e 0.75m), e em T ›=9500 amostras, reduziu-se a abertura da 
válvula V4, impondo-se uma perturbação de carga ao sistema. Em T zl 0000 amostras as válvulas 
Vl e V2 foram fechadas e V3 foi aberta. Assim, o sistema voltou a ter dinâmica de primeira 
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ordem. Novas mudanças de "set-point" foram aplicadas (0. 9m e 0. 75m) e em T~12000 amostras 
introduziu-se uma nova perturbação de carga, ao se aumentar a abertura da válvula V4. 
ya) 
I 
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Figura 6.5 (a) Tanques acoplados - Saída do processo 
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Figura 6.5 (b) Tanques acoplados - ação de controle 
Observou-se um desempenho satisfatório do controlador, visto que, este conseguiu 
adaptar-se às variações estruturais, rejeitando as perturbações de carga e seguindo a referência. 
6.4 Controle de nível de tanque de forma cônica 
No primeiro experimento realizado com o tanque cônico, (vide fig. 6.6 (a) e (b)) o 
controlador foi inicializado no ponto de operação correspondente a h=0.9 m e arnostrado a uma 
taxa de 5s (o comprimento da sequência PRBS foi de 30 amostras). Em seguida foi aplicada uma 
sequência crescente de mudanças no "set-point" (incrementos de 0. 05m) até o limite superior da 
parte cônica do tanque (h=I.15m). Em seguida uma sequência decrescente de mudanças no "set- 
point" foi aplicada até o retomo do "set-point" ao valor inicial (0. 95m). Nota-se que, apesar dos 
transitórios apresentados e das componentes de alta frequência na ação de controle, o sistema 
apresentou desempenho satisfatório, dado que o ruído presente no sinal de saída era elevado 
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(0. 02m) e que o processo é fortemente não-linear, além disso, a ação de controle não foi 
penalizada através do parâmetro À. 
W) 
II, - 
IJ -‹ 
u -- _. . _ Nu=1 
_. .. l... N1=1 
1.1 __ . i N2=20
f 
1 - ' .... ._ *- 
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. l l l l l l l l l I 
O ifl 
_ 
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Figura 6.6(a) Tanque com forma cônica - saida 
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Figura 6.6(b) Tanque com forma cônica - ação de controle 
Um outro experimento semelhante ao anterior foi realizado. Porém, desta vez, 'aplicou-se 
mudanças de "set-point" mais significativas. Nas figuras 6.7 (a) e (b), os resultados são 
apresentados. O processo foi inicializado em h=0.95m, com tempo de amostragem igual a 5s. A 
partir de T ~200 amostras, ocorreram mudanças no "set-point" (0.75m, 0.95 e I. 15m). Em Tz 
600 amostras, reduziu-se a abertura da válvula de saida Vl, de forma a perturbar o sistema. 
Novas mudanças no "set-point"são aplicadas (0. 95m e 0. 75m). Em T ~I 000 amostras aumentou- 
se a abertura da válvula de saída Vl. Este aumento na abertura foi suficiente para esvaziar 
completamente o tanque, pois para este ponto de operação do sistema a perturbação foi muito 
grande. Rejeitada a perturbação, novas mudanças no "set-point" foram aplicadas (0.95m e 
1.15m). _ 
Notou-se, de acordo com os experimentos realizados, que o sistema respondeu 
satisfatoriamente, rejeitando as perturbações de carga e seguindo o "set-point". 
Um outro ponto importante observado foi a necessidade de se inicializar o controlador no 
parte mais rápida do processo. Isto porque o controlador proposto baseia-se na identificação em 
malha aberta para definir o tempo de amostragem. Assim, se a inicialização fosse realizada em 
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ponto de operação em que o sistema tivesse dinâmica lenta, 0 tempo de amostragem adotado 
poderia ser muito grande, o que poderia tomar o sistema em malha fechada instável. 
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Figura 6.7 (a) - Saída - Tanque com forma cônica 
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g 
Para ilustrar este fato, o seguinte experimento foi realizado (vide fig 6.8(a) e (b)). 
Inicializou-se o processo no ponto de operação correspondente a 0.9m com uma taxa de 
amostragem de 5s. Em seguida mudou-se o "set-point" para I. 0m em T z180 amostras. Em T zw 
250 amostras o "set-point" voltou a assumir o valor 0.9m. O sistema comportou-se de forma 
satisfatória para estas mudanças de ponto de operação. No entanto, em T z300 amostras, aplicou- 
se uma mudança de "set-point" para um ponto de operação onde a dinâmica _do processo é mais 
rápida (h=0. 75m). Porém, apesar do grande transitório, o sistem manteve-se estável. Assim, em 
T z500 amostras, aplicou-se uma outra mudança no "set-point" (h=0.6m), que ainda foi 
acompanhada pelo sistema. Mas em T ef 600 amostras, o "set-point" foi ñxado em 0. 3m, e o 
sistema, então entrou em oscilação, pois a dinâmica do processo era mais rápida (z 2s) que o 
tempo de amostragem (5s), defmido com base na identificação em malha aberta. 
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A Figura 6.8(b) Ação de controle - instabilidade devido a inicialização incorreta do controlador
_ 
6.5 Conclusões 
Neste capítulo, foram apresentados os resultados obtidos em ensaios experimentais 
realizados numa planta piloto de laboratório. A planta consistia em um controle de nivel de 
tanques acoplados que permitiam variações estruturais, e em um controle de nível de um tanque 
com forma cônica que possuia características fortemente não lineares. 
A combinação do erro de quantização, devido ao uso de um conversor de baixa resolução 
(10 bits), com o ruído elevado presente na saída do processo, impõe condições desfavoráveis para 
utilização de um controlador com estimação "on-line" dos parâmetros do modelo. No entanto, os 
resultados obtidos são satisfatórios, pois o sistema acompanhou todas as mudanças de "set-point 
aplicadas e rejeitou as perturbações de carga que lhe foram impostas. 
Contudo, o sinal da ação de controle apresentou componentes de alta frequência com 
amplitude elevadas, apesar da utilização do polinômio observador T (ql). Este fato deve ser 
evitado, para não se danificar, prematuramente, o atuador. ' 
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CAPÍTULO V11 
CONCLUSÕES E PERSPECTIVAS 
Os controladores automáticos para plantas industriais devem ter capacidade para poder 
enfrentar as características dos processos sob controle. Em especial, nas plantas químicas, estas 
características se traduzem por perturbações, em geral, não mensuráveis, ruído, interação entre 
malhas de controle, limitações dos atuadores, não-linearidades e atraso de transporte. Além disto, 
em situações onde existe variação da dinâmica do processo em fimção do tempo ou freqüentes 
mudanças das condições de operação sobre regiões não-lineares, é desejável que o controlador 
tenha a capacidade de se adaptar ao longo da operação para compensar estas particularidades e 
melhorar o seu desempenho. Dentro desta perspectiva, 'as técnicas de Controle Adaptativo 
apresentam-se como uma altemativa interessante para o controle de processos em ambientes 
industriais.
' 
A 
Neste trabalho, apresentou-se a implementação, teste e avaliação de desempenho de um 
controlador adaptativo, de propósito geral, baseado em um algoritmo de controle preditivo, 
Dentre os inúmeros algoritmos de controle preditivo sugeridos na literatura, o algoritmo 
desenvolvido por Clarke [CLARKE 87], GPC-Generalized Predictive Control, foi adotado em 
virtude dos bons resultados quando da aplicação deste em processos industriais [CLARKE 89]. 
No desenvolvimento do GPC adaptativo (GPCA), voltado para aplicação em processos 
industriais, preocupou-se em se implementar um algoritmo de estrutura robusta e de propósito 
geral. Para tal, o método dos mínimos quadrados recursivo extendido (RELS) foi adotado e 
mecanismos que permitem aumentar a sua robustez e adaptabilidade foram implementados, assim 
como: zona morta e fator de esquecimento vetorial variável. Concomitantemente ao estimador, 
implementou-se um algoritmo de estimação recursiva da ordem do modelo com o objetivo de 
rastrear eventuais 'mudanças estruturais do processo. O algoritmo implementado baseia-se em 
uma Estrutura Competitiva de Modelos, que a partir de um indice de adequação e de uma faixa de 
modelos dada, define qual o modelo mais apropriado para cada instante de amostragem. 
Comparou-se os índices de adequação obtidos pelo critério PLÉ (Predictive Least 
Square), pelo enfoque Bayesiano modificado e pelo critério de Verossimilhança modificado. 
Observou-se que os critérios Bayesiano modificado e Verossimilhança modificado atribuem os 
maiores valores aos índices de adequação que correspondem a ordem correta da planta. No 
entanto, o critério PLS apresentou uma convergência mais rápida desses índices. Como os 
critérios só filncionam corretamente durante o transitório (periodo no qual há excitação no 
sistema), e o critério PLS é o mais rápido, este foi adotado na estrutura competitiva de modelos. 
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Visando-se a aplicação industrial do GPCA e, portanto, considerando que os usuários 
(engenheiros e operadores de planta) não possuem conhecimento sobre as teorias de Controle 
Adaptativo e Preditivo foi especificado e implementado um sistema de ajuste automático. Este 
sistema de ajuste baseia-se na identificação em malha aberta do processo e nos resultados obtidos 
a partir da análise da função de transferência de malha fechada para determinar os parâmetros do 
controlador e redefinir o tempo de amostragem. A redefinição do tempo de amostragem se faz 
necessária pois, em geral, não se conhece o atraso de transporte e o tempo de subida, cujas 
relações com o tempo de amostragem, definem o esforço computacional necessário à 
implementação do algoritmo de controle. 
Para aumentar a robustez do sistema em malha fechada, a utilização do polinõmio 
observador foi imprescindível. Obsen/ou-se que com o uso deste polinõmio, as componentes de 
alta frequência do sinal de controle foram filtradas, e consequentemente, a robustez do sistema 
aumentada. A definição da ordem e das raízes do polinõmio observador, baseada na análise da 
robustez do sistema em malha fechada, é realizada a cada amostragem em firnção do modelo 
estimado. Duas faixas de valores limites para as raízes do polinõmio observador (0.1<t<0.95 e 
0.4<'c<0.95) foram utilizadas. No entanto, não foi possível definir, para o conjunto de simulações 
realizadas, com qual das faixas o GPCA apresentou melhoresresultados. Conclui-se que, um 
estudo, em profundidade, da influência do polinõmio observador no desempenho do GPCA, pode 
permitir a elaboração de regras que possibilitem o aumento de sua robustez l . 
O desempenho do controlador GPCA implementado foi exaustivamente testado e avaliado 
utilizando um ambiente de simulação de controladores adaptativos que permite automatizar a 
sequência de testes sobre um banco de provas. Os resultados mostraram um bom desempenho do 
controlador em uma faixa grande de processos com dinâmica variante no tempo. 
. Ensaios experimentais foram realizados em uma planta piloto de laboratório objetivando o 
controle de rrível de um sistema de tanques acoplados (processo de estrutura variável) e de um 
tanque cônico (processo com característica não-linear). Os resultados obtidos mostraram um 
bom desempenho do controlador implementado, frente a mudanças de referência e perturbações 
de carga sobre diferentes pontos de operação do sistema. 
p 
Entretanto, verificou-se no desenvolvimento do trabalho que o algoritmo do GPCA pode 
gerar consideráveis transitórios ou até tomar o sistema instável, quando o modelo estimado' 
diverge do modelo real. Estes transitórios apesar de serem indesejáveis, na maioria dos casos 
fomecem informações suficientes para que o estimador obtenha um modelo mais adequado. 
Soluções para este problema foram discutidas, como por exemplo: o "reset" da matriz de 
covariância. Porém, este mecanismo não foi implementado devido a que não se ter conseguido 
identificar se os transitórios presentes na saída do processo deviam-se a perturbações 
paramétricas ou a perturbações de carga. 
Como perspectivas deste trabalho propõe-se: 
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'- a realização de um estudo detalhado do estimador, parte essencial da estrutura do GPCA, de 
forma a toma-lo robusto; * 
- o aperfeiçoamento do sistema de ajuste automático do GPCA, permitindo definir a resposta de 
malha fechada através da escolha do polinômio seguidor de módelo P(I);
H 
- a especificação e implementação de um sistema Supervisor do controlador GPCA para garantir 
a estabilidade do sistema e o seu correto funcionamento em um ambiente industrial;
V 
- o estudo de uma estratégia de controle redundante consistente na incorporação de um algoritmo 
robusto operando em modo "sta_nd-by" com' o controlador GPCA, para aumentar a 
confiabilidade do controlador; 
- a extensão deste trabalho para o caso multivaiiável tendo em vista as características das plantas 
industriais. 
Finalmente, fechando o ciclo de desenvolvimento (projeto, implementação, validação, 
testes e avaliação de desempenho) de um controlador, este deverá ser testado em campo, isto é 
sobre plantas industriais. › 
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APÊNDICE A 
EQUAÇÃO DIOFANTINA 
Seja a equação: 
3X+2Y=5 ;X,YeN (A.l). 
Esta equação é conhecida como Equação diofantina em homenagem a Diophantus (W 300 
A. C.), um dos inventores da Álgebra. 
' ` 
' Uma solução óbvia é X=I e Y=I. Porém, outras soluções podem ser encontradas se 
aumentar X de duas unidades e diminuir Y de três unidades. Assim,- se X0 e IÇ, satisfazem a 
euqação (A. 1), então outra solução é dada por: 
X = X O + 2n n e N . 
Y = K, - 3n (A.2) 
A equação (A. l) pode ser expressa como: . 
_ 
aX+bY=c onde a,b,ce2R 
(A.3) X,YeN V 
Os números inteiros e os polinomios, com coeficientes reais, obedecem as mesmas regras. 
AX + BY = C ; A,B,C, polinômios conhecidos (A 4)
' 
X, Y, polinômios
' 
A equação (A.4) é conhecida como equação diofantina (equação polinomial linear). 
Os números inteiros e os polinôrnios podem ser multiplicados e somados usando as regras 
gerais da álgebra. Porém, a divisão de dois números inteiros (ou polinômios) não resultam 
necessariamente em um inteiro (ou polinômio). Isto é expresso na terminologia algébrica, como: 
inteiros e polinômios com coeficientes reais; ou seja; anéis. . 
TEOREIWA: Sejam A,B,C polinomios com coeficientes reais. Então, a equação de 
DIOFANTINA tem uma solução se e somente se o maior fator comum (m.f.c) de A e B divide 
C. 
AX+BY=c (1) 
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X° ésoluâo =› X=X°+QB 'z b' 1 ~ ó Qé z . am In In 
I; 
Ç Y=X)_QA e e SOUÇa0, On e U 
polinomio arbitrário. 
Se a solução existe :> é possível encontrar infinitas soluções através da adição ou subtração 
dos múltiplos de A e B. 
COROLÁRIO: Existe uma única solução para (1) tal que 
deg X <deg B 
deg Y<deg A 
PROVA: 
Assumimos que: deg A 2 deg B 
Sejam: A0 = A Q, = polinomio quociente 
A, = B A, = polinomio resto 
então, Ao = A,Q, + A, onde deg,A, < deg A, 
Dividindo A, por A, tem-se 
A1 = A2Q2 +A; 
Repetindo este procedimento tem-se: 
Ao=A|Q1+A2 
A1=A2Q2+A3 
A2 =A3Q3+A4 . 
A 
An-2 = A»-1Q›z-1 + A» 
An-l = AnQn + An+I 
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mas AM, = 0 então, a equação acima fica 
An-I _ 
An 
"" Qn 
onde AM, é o primeiro polinomio igual a zero. Desde que: 
. deg A0 >deg A, >deg A2 >-“>deg AM, 
o algoritmo deve 'terminar em um número finito de passos. O algoritmo é denominado de 
"ALGORITMO de EUCLlDES". '
A 
An+l :O :> _:;_;'L=Qn 
o que implica que A,,_, é divisível por A". 
0 p‹›1m‹›mi‹› An é 0 MÁx1Mo coMUM D1v1soR de A,,_, 
An+l = O 
An-l = AnQn 
An-2 = An-lQn-I + An = AnQnQn-l + An 
Portanto, se A" é fator de A,,_, e A,,_,, então será também o maior fator comum.
_ 
Se An = 0 implica que contradiz a hipótese de que o algoritmo termina com A,',+, = 0. Portanto, 
A" éoMAIORFATORCOMUMde A0 =A e A, =B. 
Então, a equação (1) pode ser escrita como: 
AX+BY=(A'X+B'Y)A,, =C 
A equação acima não tem solução a menos que A" seja também fator comum de C. 
. A'X+B'Y =-ç-
_ 
All 
Se A e B não tem fatores cumuns então A" =Í (m.f.c.) 
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Então, tem-se 
ikkñzbêz 
›`.›~.›`.;¡¡p›~. 
= 0 
IQ"
À 
n+I 
n-I = 
n-2 = An-[Qu-I +`An = QnQn-I +1 :> 1: An- _ n- 
n-3 : An-2Qn-2 + An-I : (QnQn-I +I)Qn#2 + 
= An-2 '_ Qn-IAn-I 
,. 
' A A Q -1 = "-5 " "-2 "-2 
= A»-2 _ Q»-1 (An-5 "` An-2Q»-2) 
= A»-2 _ Q»-¡A»-s + Q»-IA»-2Q»-2 
= "Q"-:An-3 +(I + Q»-¡Q»-2)A»-2 
:> I = Un-3An-3 +1/›i-2An-2 
Procedendo de fonna recursiva (para n=3): 
1
I 
= UoAo +V¡A¡ 
= U,,A+V,B 
Portanto, a solução da equação (1) é: 
PROVA: 
Multiplicando ambos os membros da equação acima por C tem se 
Xz U,,c 
Yzmc
I = Un-3 An-3 + Vi:-2 An-2 
C=CU,,A+CV,B 
C= Xa+YB 
AX+BY=C 
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APÊNDICE B 
ALGORITMO ITERATIVO DO GPC 
Na prática a equação diofantina, descrita no cap. H, não é resolvida recursivamente. Na 
realidade, utiliza-se um algoritmo iterativo que consiste em cinco passos que serão descritos a 
seguir [CLARKE 891: ~ ` 
' 
Passol: Cálculo da resposta ao degrau Gj. 
g_,, = O Vk 2 O 
For j= 1, N,
{ 
_ 
f f-f' 
gy : _Za|g¡-1 +21): 
i=l Í=0 
4
_
} 
Se P(q'¡)¢I, convolve-se G(q'1) com P(q'¡). 
Passo2: Cálculo da resposta livre do sistema. 
Forj=l,N,
{ 
y'f(t+j) = -Za,y'f(t+j-i)+Z'b,u'f(t+j-i) 
ondey'f(t+k) =yf(t+k) parak 5 0 
e calcula- se u°f (t + j) assumindo - se que: 
zz(z+N, - 1) = u(z +N, -2) =...= u(z) = zz(f- 1)
} 
-1 
Passo 3: Calcula-sef(t+]) convoluindo-se'y'f (t+ j) com% 
Implementação de um controlador GPC adaptativo aplicado a processos industriais
Apêndice 
Passo 4: Cálculo de [GT G+ÂI ]'1 usando-se N 2-N 1 +1 chamadas recursivas do 
procedimento para atualização da inversa na forma U-D fatorada. 
z=0 
-L 
Ã.
P 
Forj=N,,N2
{ 
Nuxl 
T- o o rj __ g¡_...g| ... ' 
P = P - P.r¡(l +rfP.r¡)_lrfP 
2=2+f,-(y,(f+j)-f(f+j)) 
}
. 
Passo 5: Calcula-se Au(t)=[1...0]TPZ 
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