A procedure is given for calculating transition amplitudes that are equal in the length and velocity forms for transitions in atoms with one valence electron within the framework of relativistic many-body perturbation theory starting from the Dirac-Hartree-Fock approximation. This procedure is applied to obtain formindependent second-and third-order dipole matrix elements for the principal transitions in alkali-metal atoms. Comparisons are made with other calculations and with experiment.
I. INTRODUCTION
In this paper, we describe a procedure for obtaining transition amplitudes that are equal in length form and velocity form in relativistic many-body perturbation theory ͑MBPT͒ calculations that start from the Dirac-Hartree-Fock ͑DHF͒ approximation. We restrict our attention to atoms that have a single valence electron, and show that although firstsecond-, and third-order transition amplitudes depend on the form of the transition operator, it is possible to modify the perturbation expansion in such a way that first-order plus second-order and third-order amplitudes are form independent.
Relativistic MBPT is simplest starting from the frozencore DHF approximation. For atoms with one valence electron, lowest-order valence ionization energies are the eigenvalues of the DHF equations. There are no first-order corrections to the valence energies in accordance with Koopman's theorem. Second-order MBPT corrections, accounting for core polarization, range from 1% for lithium to more than 10% for francium; the resulting transition energies differ from measurement by amounts ranging from 0.1% for lithium to 1% for francium.
An unavoidable consequence of the use of DHF wave functions to calculate transition amplitudes is that lengthform and velocity-form amplitudes are different. Although, lowest-order transition matrix elements calculated using local-potential wave functions are independent of the form of the transition operator, and while higher-order MBPT calculations, starting from a local potential are form-independent order-by-order, provided proper attention is given to negative-energy states and appropriate derivative terms are included ͓1͔, the same is not true for calculations of transition amplitudes starting from the DHF approximation. We address this problem in the present paper. As a first step, we show that although first-order and second-order amplitudes depend on the form of transition operator, the form dependence is weakened when we consider the sum of the two. We show further that when we replace ''bare'' matrix elements between states in expressions for the second-order amplitude by their ''dressed'' counterparts calculated in the randomphase approximation ͑RPA͒, the resulting first-plus secondorder transition matrix elements become independent of the form of the transition operator. The form independence of RPA matrix elements is not new; it was noted previously, for example, in Refs. ͓2͔ and ͓3͔.
The purpose of this paper is to go beyond RPA and illustrate how to obtain form-independent transition amplitudes in third-order MBPT calculations that start from the DHF approximation. An alternative form-independent higherorder extension of the RPA was discussed in Ref. ͓3͔ and applied to atoms with one valence electron by Liaw in Ref.
͓4͔.
Third-order matrix elements for transitions in oneelectron atoms were written out in detail in Ref. ͓5͔ and used to evaluate matrix elements for the principal transitions in alkali metals and alkalilike ions in Ref. ͓8͔ . The third-order corrections consist of 64 Brueckner-Goldstone diagrams. Of these, the 16 third-order RPA diagrams must be omitted in the present calculation since they are included in the RPA extension of second-order-MBPT described above. Of the remaining, eight Brueckner-orbital diagrams account for core polarization effects, 36 structural radiation diagrams account for the interaction of the photon with virtual orbitals, and four normalization diagrams account for normalization of the state vector and folded diagrams. Later, we show that if firstorder matrix elements are replaced by RPA matrix elements in the third-order diagrams, and if a derivative term accounting for the second-order correction to the transition energy is added, the resulting third-order transition amplitude becomes form independent. In fact, form independence can be established separately for the 22 single-excitation and 22 doubleexcitation contributions to the Brueckner-orbital and structural-radiation diagrams. The normalization diagrams are separately form independent.
In the next section, we outline the theory and describe our calculation. Then, in the final section, we apply formindependent third-order MBPT to evaluate dipole matrix elements for transitions in alkali-metal atoms. Finally, we make comparisons with other calculations and with experimental data. For the principal transitions in alkali-metal atoms, ͑length-form͒ DHF dipole matrix elements differ from precise experimental values by amounts ranging from 1% in lithium to 20% in francium. These differences are reduced to 0.5%-10% in the RPA, and to 0.1%-1% in the present form-independent third-order calculations.
II. THEORY
We begin by reviewing briefly the conditions required for form independence of matrix elements. Following the argu- is given by ⌬tϭ͕Ϫc␣"͑r, ͒ϩi͑ r, ͖͒.
͑2.4͒
The unretarded velocity form of the dipole operator is obtained by choosing A v ϭϪ⑀ /c and v ϭ0, where ⑀ is the photon polarization vector. The corresponding length-form transition operator is obtained from potentials A l ϭ0 and l ϭik⑀ •r, with kϭ/c. The gauge function ϭϪ⑀ •r/c transforms the length-form dipole operator to velocity form. The generalization to arbitrary multipoles including retardation is given in Refs. ͓6,7͔. Single-particle matrix elements of ⌬t can be expressed in terms of the gauge function (r,) as
provided the single-particle orbitals for states i and j are obtained in a local potential. For energy-conserving transitions (ϭ⑀ i Ϫ⑀ j ), the change in t i j induced by a gauge transformation vanishes, explaining why lowest-order matrix elements in a local potential are independent of the form of the electromagnetic field. The identity ͑2.5͒ is the fundamental relation used in Ref. ͓1͔ to establish the form independence of second-and third-order MBPT calculations starting from a local potential. If transition matrix elements are calculated using DHF orbitals for states i and j, then the change induced by a gauge transformation is
͑2.6͒
where g i jkl are two-particle matrix elements of the electronelectron Coulomb interaction. The sum over a on the righthand side of Eq. ͑2.6͒ extends over occupied core orbitals and the sum over k extends over all possible ͑positive-and negative-energy͒ orbitals. The sum in Eq. ͑2.6͒ arises from the nonlocal exchange term in the DHF potential. It follows from Eq. ͑2.6͒ that DHF matrix elements are form dependent even for energy-conserving transitions.
A. Random-phase approximation
In this paragraph, we consider amplitudes T an RPA and T na RPA for transitions between core states and excited states in closed-shell atoms calculated in the random-phase approximation ͑RPA͒. We verify that the changes in these amplitudes induced by a gauge transformation satisfy
and, consequently, that RPA amplitudes are form independent for energy-conserving transitions. The RPA amplitudes for transitions between core and excited states are defined by the equations ͓8͔:
͑2.10͒
In these equations and in the sequel we use indices a, b, c near the beginning of the alphabet to represent occupied core orbitals, indices m, n, o to represent virtual orbitals, indices i, j, k to represent arbitrary ͑virtual or occupied͒ orbitals, and v, w to represent valence orbitals. The notation g i jkl designates antisymmetrized Coulomb matrix elements. From Eqs. ͑2.9͒ and ͑2.10͒, it follows that the changes ⌬T an RPA and ⌬T na RPA induced by a gauge transformation satisfy
͑2.12͒
With the aid of Eq. ͑2.6͒, it is elementary to verify that Eqs. ͑2.7͒ and ͑2.8͒ provide a solution to Eqs. ͑2.11͒ and ͑2.12͒. The uniqueness of the solution follows from the fact that Eqs. ͑2.11͒ and ͑2.12͒ are a nonsingular system of linear equations.
From these results for core-excited amplitudes, it follows that the generalization of the RPA amplitude to arbitrary transitions given by
This is the fundamental identity needed to construct formindependent second-and third-order transition amplitudes.
B. Form-independent second-order MBPT
The second-order MBPT amplitude, which accounts for shielding of the transition operator by the atomic core, is given by ͓5͔ T wv
͑2.15͒
On comparing the sum t wv ϩT wv (2) with the generalized RPA amplitude in Eq. ͑2.13͒, it follows that
with ϭ⑀ w Ϫ⑀ v , is a generalization of the first-plus secondorder amplitude that is independent of form for energyconserving transitions. We adopt T wv RPA here as the formindependent first-plus second-order amplitude.
When the iterative solutions to Eqs. ͑2.9͒ and ͑2.10͒ are substituted into Eq. ͑2.16͒, we recover a subset of terms from first-, second-, and higher-order MBPT that starts from the form-dependent DHF approximation and converges to formindependent RPA amplitude. The convergence of the iteration solution is illustrated in Table I , where we present successive approximations to the length-form and velocity-form dipole matrix elements for the 5s 1/2 Ϫ5 p 1/2 transition in rubidium. The convergence becomes slower and slower as we move from one alkali to the next heavier one. Although only 12 iterations are required to achieve convergence to six digits for Rb, 40 iterations are required to achieve the same level of convergence for the 7s 1/2 Ϫ7 p 1/2 transition in Fr. Indeed, for the next higher alkali-metal atom ͑the as yet unobserved element eka-francium, Zϭ119), the perturbation solution to the RPA equations diverges. Since the RPA equations are linear, they can be solved directly using Gaussian elimination for this case.
C. Form-independent third-order MBPT
Explicit formulas for the third-order transition amplitude are written out in Ref. ͓5͔ and evaluated for transitions in alkali-metal atoms and alkalilike ions in Ref. ͓8͔ . As mentioned in the introduction, the third-order terms may be subdivided into classes according to
There is, in addition, a third-order RPA term, which is omitted here since it is already included in the form-independent first-plus second-order amplitude given in the previous subsection.
We demonstrate below that with a suitable derivative term, the third-order amplitude is also form independent. The need for derivative terms in MBPT calculations of transition amplitudes was discussed previously in Ref. ͓1͔. The transition operator depends on the transition energy and the transition energy changes order-by-order in an MBPT calculation. The corresponding MBPT amplitude must be modified to account for these changes. For MBPT calculations starting from a DHF potential, there are no first-order corrections to energies. To account for the second-order correction to the transition energy ␦ (2) , the term
͑2.18͒ must be added to the third-order amplitude. To achieve form independence, it was found necessary to replace all single-particle amplitudes t i j in the expressions for the third-order MBPT amplitude by the corresponding generalized RPA amplitudes T i j RPA . With these replacements, the Brueckner-orbital ͑BO͒ correction, which accounts for core polarization, becomes
͑2.20͒
The structural-radiation ͑SR͒ correction, which accounts for radiation from virtual states, becomes 
The normalization correction, which accounts for wavefunction normalization and for folded diagrams, becomes
In Eqs. ͑2.19͒-͑2.29͒, the notation ''c.c.'' designates complex conjugation together with interchange of indices v and w. No replacement is required in the derivative term, given by Eq. ͑2.18͒.
To establish form independence of the third-order correction, we note first that with the aid of Eq. ͑2.14͒, the change induced by a gauge transformation in the ''single excitation'' contributions to T BO (3) ϩT SR (3) , which consist of terms ͑2.19͒, ͑2.21͒-͑2.22͒ and ͑2.25͒-͑2.26͒, can be reduced to
͑2.30͒
From Ref. ͓5͔, one finds that the first term inside the bracket on the right-hand side of this equation is the single-excitation contribution to the second-order valence energy of state w. The bracket, therefore, represents the single-excitation contribution the transition energy ␦ sing (2) . In a similar way, one finds that the change induced in the ''double excitation'' contributions to T BO (3) ϩT SR (3) , which consist of terms ͑2.20͒, ͑2.23͒, ͑2.24͒, ͑2.27͒ and ͑2.28͒, can be reduced to
͑2.31͒
In this case, the term inside the square bracket on the righthand side of the equation can be identified with the contribution to the transition energy from double excitations ␦ doub (2) . With the derivative term added, Eqs. ͑2.30͒ and ͑2.31͒ may be rewritten as
From these equations, it follows that the combinations
and (2) are form independent. Adding these two, we see that the sum of the BO, SR, and derivative terms is form independent. The modified third-order normalization correction, which is proportional to T wv RPA is obviously also form independent. In Table II , we give a breakdown of the single and double contributions to the dipole matrix element for the 5s-5p 1/2 transition in rubidium. Both length-form ͑L͒ and velocityform ͑V͒ matrix elements are shown. Row labels refer to the formulas used to evaluate the terms. Length-and velocityvalues of the individual terms differ in sign and order of magnitude; moreover, the totals from the BO and SR diagrams differ in L and V forms. When the single-and doubleexcitation contributions to the derivative term are added, however, L and V contributions come into agreement. The small L-V difference seen for the double excitation contributions arises because we have truncated the double sums.
In the following section, we apply the form-independent expressions developed here to evaluate transitions in alkalimetal atoms.
III. RESULTS AND COMPARISONS
Length and velocity-form matrix elements from our DHF, RPA, and third-order calculations are given in Table III for the principal transitions in alkali-metal atoms. Following the procedure discussed in Ref. ͓1͔, the DHF and RPA matrix elements in the tables were obtained by dividing the corresponding amplitudes by the lowest-order transition energies while the third-order matrix elements were obtained by dividing the third-order amplitudes by the second-order transition energies. The DHF results differ in L and V forms as expected. The L and V forms of the RPA matrix elements are identical to the five decimals quoted. There are, however, small L-V differences in the third-order matrix elements primarily of numerical origin. In our numerical work, we employ 40 positive-energy basis functions for each partial wave and truncate the partial-wave sums at lϭ8. The primary source of error in our third-order matrix elements is this truncation. Although the truncation error is small, it is useful to have a quantitative estimate of its size in a specific case. To this end, we do calculations of the 6s 1/2 Ϫ6 p 1/2 dipole matrix element in Cs including partial waves up to values of l that range from six to nine. We find that the matrix element falls off as 1/l 3 for large l. Assuming this asymptotic behavior, we extrapolate our numerical results for the L-and V-form matrix elements and find L ϱ ϭ4.53 869(1) and V ϱ ϭ4.53 865(1). The agreement between L-and V-form matrix elements is improved over the truncated results with l ϭ8 by one digit. The residual difference L ϱ ϪV ϱ ϭ0.00 005(2) is the contribution from omitted negativeenergy states. In previous studies, it was found that negativeenergy states contribute principally to V-form matrix elements. Therefore, the form-independent amplitude for the 6s 1/2 -6 p 1/2 transition in Cs is LϵL ϱ ϭ4.53 869(1). The numerical accuracy of this result is far greater than warranted, considering that we have neglected contributions from fourth-order perturbation theory that are expected to be of order 1%. In the tables, we give unextrapolated values of the matrix elements obtained by truncating the partial-wave sums at lϭ8. The effect of truncation slightly increases with increasing Z as can be seen from the tabulated values. Now let us turn to comparisons with other accurate calculations and with experiment. We present our formindependent third-order matrix elements in Table IV followed by the form-independent Brueckner calculations of Liaw ͓4͔. The values listed from Ref. ͓4͔ are averages of L and V matrix elements; the L-V differences are less than 0.2%. These two form-independent generalizations of RPA are in close agreement with one another for Li and Na, but drift apart for the heavier alkalis. All-order single-double calculations have been carried out in Refs. ͓9,10͔ for all of the cases considered in Table IV . The L-form SD calculations ͓9͔ are generally in good agreement with experiment. The SD matrix elements agree in L and V form to better than 0.1% for Li and Na. For heavier alkalis the L-V differences in the SD calculations increase to the 1% level; the differences are: 0.2% for K, 0.3% for Rb, 0.5% for Cs, and 1% for Fr.
For Li, we also compare our third-order matrix elements with other high-precision calculations ͓14-20͔. All of the calculations for Li cited in the table agree with one another to better than 0.1%. Moreover, these calculations agree with experimentally determined matrix elements ͓11͔ to better than 0.1%. The close agreement of the present MBPT calculation with more elaborate calculations and with experiment for Li is somewhat surprising given the fact that the 2s-2 p matrix elements change by 1% from second order to third order. For Na there are, in addition to the Brueckner-orbital and SD calculations discussed earlier, coupled-cluster ͓21͔ and multiconfiguration HF ͓22,23͔ calculations. No discussion of length-velocity differences is given for these calculations. For cesium, the all-order MBPT result of ͓24͔ is in excellent agreement with experiment, however, L-V differences are not discussed. The all-order SD results of Ref.
͓25͔
for Cs exhibit L-V agreement and agreement with experiment at the level of 0.7%. As in our third-order calculations, ''bare'' matrix elements were replaced by their RPA counterparts; however, experimental instead of lowest-order transition energies were used in evaluating the RPA amplitudes, and derivative terms were ignored. Furthermore, high-order terms, which need not to be form independent, are included in the SD matrix element contributing to the L-V difference. For Fr, in addition to those mentioned previously, there is the all-order MBPT calculation of ͓26͔, but again, no discussion of L-V differences was given.
One interesting aspect of heavy element calculations is that the convergence of the iteration solution of the RPA equations is slow. In the case of Fr, the absolute values of the individual ϩ and Ϫ terms in the velocity-form RPA amplitudes from Eq. ͑2.13͒ are of approximately the same size as the first-order amplitude, although their smaller sum converges to the full RPA amplitude after many iterations. This fragile convergence breaks down totally in eka-Fr, where already the third-order RPA term becomes very large. To avoid such convergence problems, it is preferable to solve the full RPA equations using Gaussian elimination.
In summary, we have presented a method based on MBPT for obtaining form-independent transition amplitudes through third order for atoms with one valence electron. As a specific application, the method is used to calculate dipole matrix elements for the principal transitions in all alkalimetal atoms. Results are obtained that agree with precise measurements and more elaborate many-body calculations to 1% or better for all cases. The method given here can be generalized in several ways. For example, we could extend it to fourth and higher orders in MBPT, or generalize it to atoms with two or three valence electrons. In the later case, it should be noted that form-independent second-order calculations have been carried out recently for several cases ͓27-29͔.
