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Many complexities arise when writing software for computational physics. The choice of
underlying data structures, physics model representation, and numerical methods used for the
solver all add to the overall complexity of a code and significantly affect the simulation speed and
accuracy of the solution. This work has integrated multiple recently developed software tools into a
unified framework called ELEMENTS. ELEMENTS contains tools to address the complexities of
data representation and numerical methods implementation for computational physics applications.
ELEMENTS consists of multiple software packages: Elements, MATAR, Swage, Geometry, and
SLAM. MATAR is a performance portability and productivity implementation of data-oriented
design that leverages KOKKOS for multi-architecture portability. MATAR’s data-oriented design
allows for highly efficient memory use through the use of contiguous memory allocation and access
for optimal performance. The elements library contains the requisite mathematical functions for
a wide range of numerical methods and high order field representation, including the Serendipity
basis set that allows for a higher-order solution with fewer degrees of freedom than the more

standard tensor product elements. Swage is a novel mesh class capable of representing all of
the geometric entities required to implement low and high-order continuous and discontinuous
Galerkin methods on unstructured hexahedral meshes as well as connectivity structures between
the disparate index spaces. SLAM is a library for linear algebra solvers and tools for linking to
external solver packages. Combining these tools allows for the research and development of novel
methods for solving problems in computational physics. This work discusses the ELEMENTS
package and reviews multiple numerical methods built using ELEMENTS.

Key words: ELEMENTS, High Order, Numerical Methods, Computational Physics, Lagrangian
Hydrodynamics
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CHAPTER I
INTRODUCTION

Many complexities arise when writing software for computational physics. The choice of
underlying data structures, physics model representation, and numerical methods used for the
solver all add to the overall complexity of a code. This work develops and integrates multiple
software tools into a unified framework, called ELEMENTS, that allows for highly efficient data
representation and numerical methods implementation for computational physics applications.
This package has multiple parts: MATAR, Elements, Swage, and SLAM.
MATAR [34] (MATrix and ARray) is a performance portability and productivity implementation of data-oriented design that leverages KOKKOS, a C++ performance portability programming
model [35, 36], for multi-architecture portability. MATAR’s data oriented design allows for highly
efficient memory use and enforces contiguous memory allocation and access for optimal performance. Elements [73] is a numerical discretization library that has the requisite mathematical
functions for a wide range of basis sets for numerical methods including arbitrary order field
representation as well as the Serendipity basis set that allows for a higher-order solution with fewer
degrees of freedom than the more common tensor product elements. The Elements library contains a reference element class that serves as an interface to choose the desired element type from
any of the supported sets. The Swage library contains a novel hexahedral mesh class for domain
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representation that contains multiple index space maps that can be created and used as needed and
the capability of increasing the polynomial order of an initial mesh using a novel sub-cell adaptive
mesh refinement (AMR) scheme. The SLAM (Solvers Linear Algebra and Mathematics) library
is a repository for solvers, linear algebra utilities, and generally useful mathematics as well as a
centralized location for linking to other solver libraries like Trilinos [95]. Elements and Swage
are built using the data-oriented data structures from MATAR to make them both portable and
performant. Combining these tools allows for the research and development of both well known
and novel numerical methods for solving problems in computational physics. One such novel
method discussed in this work is a Lagrangian nodal discontinuous Galerkin scheme that extends
to arbitrary order using a purely local stencil, making it perfect for large-scale computing. These
tools, when combined, also allow for more flexibility in representing the underlying physics of a
real world phenomenon.
The real world is complex, and to predict its behavior, it is generally necessary to analyze
the system at multiple length scales. The development of scale bridging models has allowed for
ever-increasing accuracy in computations, but this comes at the cost of simulation speed. Brute
force approaches have been to mesh the entirety of the small scale. In metals, this requires having
each grain of metal be fully meshed. While this approach is valid, it is unfeasible for part-scale
simulation on any modern or near future computer architecture. For example, meshing a 1ft
by 1ft cube of metal with a mesh fine enough to represent the physics within each grain would
take roughly 5.4 · 1015 cells. To represent just the volume of each element and the eight corner
node locations using double precision would take 1,036 Petabytes of storage. Summit, currently
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the world’s second-largest supercomputer, has a total compute memory of 6.5 Petabytes, so this
approach will not be valid for quite some time.
Some approaches have been designed to capture the effects of sub-scale phenomena by developing physics models for representative volume elements and evaluating these inside each cell in a
calculation. One such model is the Visco-Plastic Self Consistent (VPSC) model [50]. This model
works by representing the microstructure of metal within a control volume and evolving the stresses
and strains to find a homogenized state. This model has been refactored to increase performance
and coupled to a hydrodynamic solver developed using ELEMENTS to test the flexibility of the
framework.

1.1

Goals of the work

This work serves as a high level discussion for how to interface with ELEMENTS to quickly
research and develop novel ideas for computational physics applications. The document is in two
main sections. The first section will be a deep dive into ELEMENTS and all of its constitutive parts.
This discussion will include both what each library contains and examples of use for each part. The
ELEMENTS discussion is followed by a section showing applications that use ELEMENTS and
how its use simplifies the implementation of multiple different numerical methods for Lagrangian
hydrodynamics. These sections will supply a derivation of the numerical method starting from
conservation laws, give examples of implementation using ELEMENTS for parts of the method,
and show results from the mini-app Fierro, the code in which they are implemented.
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Lagrangian methods are the main focus of the work, but ELEMENTS is not limited to these
methods or even hydrodynamics. MATAR’s data-oriented data structures show the promise of
greatly accelerating multiple algorithms since they enforce contiguous memory allocation and
access and simplify the process of porting codes build using MATAR to multiple modern architectures. MATAR was also written with the goal of simplifying the process of re-writing legacy
Fortran code into C++ to allow them to take advantage of modern C++ tools for performance
portability. The flexibility of ELEMENTS is currently being tested through its use in developing
an implicit finite element code to serve as the foundation of a topology optimization code and a
high order Eulerian discontinuous Galerkin code for high speed flows in aerospace applications as
well as multiple Lagrangian hydrodynamics codes.
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CHAPTER II
ELEMENTS

ELEMENTS’ goal is to facilitate future advances in computational physics by allowing for an
extreme degree of flexibility in both numerical methods implementation and physics representation.
This work focuses on Finite Element (FE) methods, but ELEMENTS contains all of the requisite
data structures and basis sets to implement a plethora of discretization schemes. ELEMENTS
is a collection of multiple distinct packages: MATAR, Elements, Swage, Slam, and Geometry.
MATAR (Matrix and Array) is the data representation layer written with data oriented design in
mind. MATAR contains multiple data structures that efficiently map data in memory and give an
easy-to-use interface for manipulating said data. Data structures for both dense and sparse data
exist within MATAR, and each structure is allocated and accessed as contiguously in memory
as possible. Mapping the data contiguously allows for maximal performance across all modern
computer architectures. MATAR also couples to Kokkos as a portability layer to do calculations
on modern GPU architectures. MATAR serves as the computer science foundation of each of the
libraries inside ELEMENTS, but it is not limited to working inside ELEMENTS. MATAR has
many applications outside of computational physics since it gives a user a simple and efficient way
to map a problem onto multiple types of modern computer hardware.
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The Elements library serves as a repository for all of the basic numerics required to define
a large set of representation basis commonly used in finite element (FE) and finite volume (FV)
methods. Elements contains all of the necessary functions to create the reference elements and
calculate various quantities required for implementing FE methods. This library can create 2D
and 3D arbitrary order elements and the linear, quadratic, and cubic quadrilateral/hexahedral
serendipity elements. The library also has the requisite functions to create high-order spectral
elements [81] using a Lagrangian basis where the vertices (kinematic degrees of freedom) for the
element can be located either at the Chebyshev points [93] or at the Gauss-Lobatto points [5], like
in the work of Beissel et al.[13, 14]. Elements also supports a 4D linear element that could be used
for researching space-time 3D FE methods. This generalized library allows users to quickly and
efficiently lay the groundwork for implementing different FE or FV methods for solving a broad
range of problems. The higher-order elements and higher-order integration schemes are included
so that higher accuracy can be achieved in a calculation.
Most modern FE software packages used in industry for solid dynamics only use linear elements,
with the option to use quadratic elements in a few cases for implicit solvers. Very few solid
dynamics codes, include high-order elements such as the cubic serendipity elements [8]. Highorder elements allow for more significant mesh deformation and accuracy in a Lagrangian solid
dynamics calculation. Also, it is important to note that, while the discussions in the paper focus on
explicit Lagrangian solid mechanics and dynamics, Elements is independent of the equations that
are being solved. This library is a generalized set of numerical tools suitable for solving a diverse
set of partial differential equations.
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The Swage library contains a mesh class used for representing the topology of the domain of a
simulation. Swage itself is not capable of generating a mesh for arbitrary geometry; instead, what
Swage does is read in a mesh and build all of the geometric entities and connectivity structures
on the mesh required for both low and high order continuous and discontinuous methods as well
as for representing a broad range of physics. Swage gives developers index maps between the
different geometric entities to write readable and efficient code. The elements library is purely
in the reference space for numerical methods, and the Swage library is purely the real space of
the problem. The Geometry library is used to couple these two libraries for use in a dynamic
calculation. This was done to preserve the purity of the two separate numerical spaces (real and
reference) and allow for users to only use the library needed for their application.
Slam serves as a repository for matrix solvers, as well as a future point of contact with other
modern solver libraries, e.g., Trillinos[95], LAPAC[6], and many others. Slam currently contains
many basic methods for linear solvers for ease of use in serial applications, but its goal is to store
interfaces to access large-scale parallel solvers for parallel problems.
The following sections discuss the individual packages in ELEMENTS starting with the most
fundamental, MATAR. Then, the library containing tools for representing geometry, Swage, is
discussed. The reference space library, Elements, is discussed next. Finally, the Geometry library,
which serves as the interface between the real and reference space, is discussed. Following
this, multiple numerical methods for Lagrangian hydrodynamics are derived, examples of their
implementation are given, and results are shown.
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2.1

MATAR

MATAR [34] seeks to solve the three main problems in code design in computational physics.
They are: making the code easy to write and upkeep (e.g., making the programmer productive),
making the code performant, and making the code portable across multiple modern computer
architectures. These problems all arise when working through the low-level data layout for a
given code. MATAR1, provides the flexible data structures needed by scientific applications and
delivers high-performance code even within complex routines. Data layout is a significant hurdle
in the code’s performance for many scientific applications. Sparse data and unstructured data are
commonplace and add complexity to data structures. Furthermore, standard array data structure
implementations, especially multi-dimensional data structures, are often inadequate for achieving
desired performance. MATAR looks to improve the performance of these data structures within a
simple interface that provides GPU portability using the Kokkos portability library. While dense
arrays are straightforward to implement on the GPU, sparse data representations are challenging to
get working within the constraints of the GPU and the languages.
The C++ language does not natively support allocating contiguous multi-dimensional arrays
that are common in scientific computing [46]. Given the complexity of modern hierarchical
memory spaces, the ideal of contiguous memory allocation and access is not always trivially
achievable. Bonwick [16] looks at performance impacts on the usage of the memory with his
Slab allocator which groups memory allocations into subgroups organized around memory pages.
One of the major impacts is that by co-locating memory allocations on a page instead of across
1Available as an open-source project at https://github.com/lanl/MATAR.
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pages like in fig. 2.1, the number of translation lookaside buffer (TLB) misses can be reduced,
significantly improving performance. Another issue arises when small amounts of memory are
allocated. These small allocations can fall into a pattern such that they land on the first part of a
page of memory which can cause a decrease in cache performance if repeated. Some tools exist
that look at this problem [47], but none meet our needs.

Computer Memory, 2D Malloc Array[4][5]
Second Index
0

0

PTR

1

PTR

2

PTR

3

PTR

2

3

4

51.4 6.58 1.14 9.24 5.97

0

1

2

3

4

Page 1

First Index

1

Global Memory

5.97 1.26 4.21 8.14 5.97

0

1

2

3

4

0

1

2

3

4

Page 2

9.14 40.1 1.14 9.24 5.97
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Figure 2.1: Most methods for allocating a multi-dimensional array in C/C++ does not ensure contiguous
memory. By enforcing contiguous memory allocation and access performance is greatly increased.

Interest in performant multi-dimensional sparse and dense array support has long existed in
the C and C++ community. There has always been the capability for using the Standard Template
Library (STL) vector of vectors to provide a two-dimensional or higher array, but since the STL is
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focused on convenience rather than performance, these are not performant and do not scale well
past two dimensions.
Contiguous memory access is generally the most performant on any hardware since it allows
for data streaming and vectorization. However, contiguous memory is rarely the most efficient
from the programmer’s perspective since the data structures for contiguous memory become
more challenging as the problem’s complexity and dimensionality increases. Also, the problems
themselves are rarely set up to make contiguous memory access easy to achieve.
One example of where these problems arise is in methods that involve polytopal meshes like
the one discussed in [58]. Polytopal meshes, like the one shown in fig. 2.2, are challenging to build
since the connectivity structure is entirely based on the initial point cloud used to generate the
cells, and no symmetry or repeated structure can be used to simplify the mesh building process.
For example, cell one in fig. 2.2 has six nodes and six neighbors, cell two has six nodes and nine
neighbors, cell three has seven nodes and seven neighbors, and cell four has four nodes and seven
neighbors. A data structure to hold the information for this will necessarily be “ragged" since the
amount of information required to be stored for each cell varies. There are few tools for building
these meshes [83] because of the complexity in their construction, but they show great promise for
meshing complex geometry.
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2
1
4
3

Figure 2.2: Polytopal meshes do not lend themselves to easily implementable contiguous connectivity
structures since the amount of information required to represent the connectivity between each cell is not
the same which leads to a ragged data structure.

For another example, it is often the case in Eulerian or arbitrary Lagrangian Eulerian (ALE)
codes that multiple different materials exist inside each cell, and since the materials move through
each cell, the number of materials changes throughout the run-time of the code. A few methods that
take this approach are [10, 25] and an example of this type of problem is shown in fig. 2.3. To make
these multi-material codes performant, the information required must be laid out and accessed
contiguously in memory. There are two main ways to lay out memory for these applications,
cell-centric or material-centric. The performance of each of these is analyzed in [40], but each still
results in a ragged data layout
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Figure 2.3: There can be multiple materials per cell in some applications, and for Eulerian or Arbitrary
Lagrangian-Eulerian (ALE) methods, these materials move through the cells. This results in a ragged
memory layout to describe either the materials in a cell or the cells which have a material depending on if
the code is cell centric or material centric [40].

Also, numerical methods are derived and designed using multi-dimensional matrices for the calculation. Most people think about these methods as object manipulation (e.g., matrix-matrix multiply) instead of how the processor manipulates the data (e.g., contiguous-access, fused multiplyadd). The goal of MATAR is to build data structures that are easy to use and give the feeling of
object manipulation but lay out and access the data contiguously in memory, so the end-user gets
the performance benefits of data-oriented design with the productivity benefits of object-oriented
design.

2.1.1

Data Types in MATAR

There are two main categories of data representation in MATAR: Dense and Sparse. Dense
data can be thought of as a matrix where each index is unique and independent, while sparse data
can be a large matrix where most of the indices are zero. These two categories break down further
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into row-major vs. column-major and 0 vs. 1 indexed. Figures 2.4 and 2.5 shows the different data
structures supported in MATAR.

FMatrix
ViewFMatrix

CArray
ViewCArray

CMatrix
ViewCMatrix

Figure 2.4: Dense data types in MATAR.

Column major

Column major

FArray
ViewFArray

0-indexed

RaggedDownArray
DynamicRaggedDownArray
SparseColArray

Row major

1-indexed

Indexing pattern

Access pattern

0-indexed

Row major

Access pattern

Indexing pattern

RaggedRightArray
DynamicRaggedRightArray
SparseRowArray

Figure 2.5: Sparse data types in MATAR.

The FArray and FMatrix data structures are columns major to allow for interoperability with
legacy Fortran code as well as for situations where intermixing row/column-major data leads to
increased performance. An example of this would be a large matrix-matrix multiply. Figure 2.6
shows an example of a dense FArray in MATAR, and code listing 1 shows how this structure could
be allocated and used by a developer.
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Figure 2.6: The FArray is accessed with the first index starting at zero and is laid out as column major. The
fastest index to loop over for a FArray would be the column, since it is laid out contiguously in memory. The
data inside MATAR is 1D but is accessed as A(i,j) contiguously.

Listing 1 How to allocate and access a FArray contiguously.
// allocate 4x4 FArray
FArray <int> matrix2D (4,4);
// Use matrix2D
for (int j = 1; j <= 4; j++) {
for (int i = 1; i <= 4; i++) {
matrix3D(i,j) = 1;
}
}

The CMatrix and CArray are both dense data types that are row-major, with the difference
being that the starting index is either 1 or 0. Figure 2.7 shows an example of a dense CArray and
code listing 2 shows how to allocate and use this data type.
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Figure 2.7: The CArray is accessed with the first index starting at zero and is laid out as row major. The
fastest index to loop over for a CArray would be the row, since it is laid out contiguously in memory. The
data inside MATAR is 1D but is accessed as A(i,j) contiguously.

Listing 2 How to allocate and access a CArray contiguously.
// allocate 4x4 CArray
CArray <int> matrix2D (4,4);
// Use matrix2D
for (int i = 1; i <= 4; i++) {
for (int j = 1; j <= 4; j++) {
matrix3D(i,j) = 1;
}
}

Views in MATAR are a tool for accessing pre-existing contiguous data structures and interpreting them as having the same or different dimensionality. These work well with other MATAR
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types since all memory is allocated contiguously inside of the structures. An example of a view is
shown in fig. 2.8, and code listing 3 shows how this view would be created and accessed.

Computer Memory
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Data 51.4 6.58 5.97 1.26 4.21 8.14 9.14 40.1 1.14 9.24 1.14 7.24

View(&(0), 2, 2, 3)
k=0 k=1 k=2

k=0 k=1 k=2

j=0
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j=0

9.14 40.1 1.14

j=1

1.26 4.21 8.14

j=1

9.24 1.14 7.24

i=0

i=1

Figure 2.8: Here a View is created by specifying the desired index of some pre-existing memory and
“viewing" it as a 3D array of size 2x2x3. This view can be accessed the same way as a CArray.

Listing 3 How to create Views of pre-existing data and manipulate the data in place.
// allocate Some Memory
double Array[12];
// Initialize Array
// Do something with Array
// slice Array using Views
ViewCArray <double> View (&Array[0],2,3,3);
// Do Something with the view
for (int i = 0; i < 2; i++) {
for (int j = 0; j < 3; j++) {
for (int k = 0; k < 3; k++) {
View(i,j,k) += 1.0;
}
}
}
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Views are to access subsets of an existing data structure to do local manipulations or to pass
subsets of the data into functions. For example, assume an element has multiple material points
inside it, and each material point has its own stateful variables. One way to increase performance is
to allocate all memory for this problem contiguously and access it via a two-dimensional accessor
where the first index is the element and the second is the material point index inside of that element.
If one wanted to use a third-party library to evaluate equation of state (EOS) data at the material
point, one would need to pass just the data for that material point. In this situation, one would
create a view of the underlying data structure and pass that view into the library for evaluating the
EOS. Figure 2.9 gives an example of what this would look like in terms of the underlying data and
code listing 4 shows how this structure would be created and used.
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View(&(6), 2, 3)
j=0 j=1 j=2
i=0

9.14 40.1 1.14

i=1

9.24 1.14 7.24

Figure 2.9: Views do not necessarily have to start at the first index of a pre-existing array. The user defines
the start point, dimension, and size of each dimension when creating the view. Listing 4 shows how this is
implemented using MATAR.

17

Listing 4 How to create Views of pre-existing data and manipulate the data in place.
// allocate Some Memory
double Array[12];
// Initialize Array
// Do something with Array
// slice Array using Views
ViewCArray <double> View (&Array[6],2,3);
// Do Something with the view
for (int i = 0; i < 2; i++) {
for (int j = 0; j < 3; j++) {
View(i,j) += 1.0;
}
}

Ragged data (aka. sparse data) is a common occurrence in multi-physics problems. One
example is where multiple materials are inside an element or multiple state models associated with
each material. From the example given in fig. 2.3 the material type in an element centric code
would need to follow the data layout shown in fig. 2.10 to use the least amount of memory.
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Figure 2.10: Data layout for the material type associated with each element from fig. 2.3. The color
represents the material in the cell and the number is the cell index.

Efficiently representing this data in memory is vital to performance. The naive approach would
be to store the data as dense, resulting in oversized arrays where most of the inputs are zero. This
affects both the size of the problem that can be fit on the hardware and the runtime. A better
approach is to store the multidimensional data as a 1D array and carry metadata on the size and
extent of each dimension of the array. This is accomplished in MATAR by the RaggedRightArray
or the RaggedDownArray depending on if the data is row-major or column-major respectively.
Figure 2.11 gives an example of the RaggedRightArray in MATAR.
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Figure 2.11: The layout of a ragged-right array where the column size for each row varies. The user accesses
the data as a 2D array, 𝐴(𝑖, 𝑗), but the data in memory is stored as a contiguous 1D array by rows.

For an example of use, consider the ragged-right array





1 2 3


4 5
R(𝑖, 𝑗) =  
6



7 8 9 10

This array can be represented using the minimum amount of data by using the MATAR RaggedRightArray
as shown in code listing 5.

20

Listing 5 C++ MATAR ragged-right example
size_t set_strides[4] = {3, 2, 1, 4};
RaggedRightArray <int> my_ragged(set_strides, 4);
int val = 1;
for (int i = 0; i < 4; i++){
for (int j = 0; j < my_ragged.stride(i); j++){
my_ragged(i,j) = val;
val++;
}
} // end for loop

There are also situations where the size of each index often changes during the runtime of the
calculation. For example, in Eulerian codes, the material flows through the mesh, so the material per
element is constantly changing. This flux leads to issues because there is no way to efficiently resize
contiguous data since it would by necessity involve moving all data that comes after the position
that was either lengthened or shortened. A way around this is to pre-allocate a buffer zone for each
index that can grow or shrink depending on what happens during the runtime of the calculation.
To allow this, MATAR has a DynamicRaggedRightArray and a DynamicRaggedDownArray.
Figure 2.12 shows an example of the data layout for the DynamicRaggedRightArray.
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Figure 2.12: DynamicRaggedRightArray in MATAR. Each index has a buffer pool of memory that it can
use to grow or shrink the size of the index. This is more performant that resizing the entire data structure if
the resize happens often.

MATAR also has versions of each of its data types built using KOKKOS [35, 36] for performance and portability to GPU architectures. An example of this is shown in code listing 6, where
the DynamicRaggedRightArrayKokkos is used to represent sparse data on a GPU.

Listing 6 MATAR can be used to represent and manipulate sparse data on a GPU.
int size_i = 3, size_j = 5;
DynamicRaggedRightArrayKokkos <int> dyn_ragged;
dyn_ragged = DynamicRaggedRightArrayKokkos <int> (size_i, size_j);
Kokkos::parallel_for("DynRagged", size_i, KOKKOS_LAMBDA(const int i){
for (int j = 0; j < (i % size_j) + 1; j++) {
dyn_ragged.stride(i)++;
printf("(%i) stride to %d\n", i, j+1);
}
});
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A large matrix-matrix multiply was used to demonstrate MATAR’s performance in parallel
and across multiple hardware architectures. Figure 2.13 shows the results for a 2D matrix-matrix
multiply where each dimension was size 4096. From running on a single CPU thread to running
on a modern V100 GPU, a total improvement of 1, 220× was achieved.

Figure 2.13: Using MATAR, the matrix-matrix (MM) multiply results demonstrate performance portability
over multiple architectures. The operation showed perfect linear scaling over cores on the CPU, and a large
improvment when ran on the GPU.

This document is not a full explanation of MATAR. There are many more data structures and
performance results that have not been mentioned here, but the basics are covered for completeness.
A full article on MATAR, including all data types and performance numbers, is in print and can
be found at [34].
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2.2

Swage

Swage is a C++ class containing all of the requisite data structures to generate and access
many of the geometric structures required to do numerical simulations on an unstructured low
or high order hexahedral mesh. Swage works by reading in an unstructured hexahedral mesh
and decomposing each element into a set of sub-cells inside the element. The cells form a
locally structured grid, and the information from this structure is used to create the index lists for
connectivity between each of the geometric entities supported. Swage currently has index spaces
for elements, cells, patches, surfaces, corners, nodes, vertices, and quadrature points. Figure 2.14
gives an overview of the geometric entities supported in the Swage mesh class and fig. 2.15 gives
examples of the geometric entities for a cubic tensor product Lagrange element, all of which are
discussed in greater detail in the following sections.

SWAGE

Elements

Cells

Zones

Nodes

Gauss Points

Corners

Patches

Boundary

Figure 2.14: An over view of the supported structures in the Swage mesh class.

The nomenclature for each of these entities is critical since a significant amount of confusion
can be generated by not being explicit about names. Figure 2.15 shows each of these structures for
a 2D third-order tensor product element, but it should be noted that Swage supports the creation
of any order element using a low order mesh. For a first-order mesh in 3D, each element has eight
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vertices, 27 nodes, 27 quadrature points, eight cells, and one zone inside of it. Figure 2.16 shows
how inside of the unstructured mesh of elements, there exists a structured mesh of cells.

Vertex
(Blue Box)

Surface
(Blue Line)

Node
(Black Dot)
Zone
(Pink Box)

Patch
(Red Line)

Corner
(Orange Triangle)

Cell
(Green Box)

Figure 2.15: The computational unit inside of ELEMENTS is called the element. The element is made
of vertices (blue), which are the kinematic degrees of freedom. The nodes of the element are co-located
with the integration points for an element using the Gauss-Lobatto quadrature rule. The nodes are used to
decompose the element into cells (green), and each cell has a set of faces (red) associated with it. The cell
also contains corners (orange), which are the main connectivity structure between cells and nodes, as well as
zones, which are a collection of cells that can be used to communicate directly between kinematic degrees
of freedom.
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Figure 2.16: The unstructured hexahedral mesh of elements that is read in is locally decomposed into a
structured mesh of cells. These cells have a local index that can be accessed as an i,j,k mesh or with a single
continuous index. The cells also have a global index as shown in the mesh on the right. For the corners there
is an index that is local to the cell and global to the mesh. A local to global index map exists for the cells
and corners inside of an element. Note that here the nodes are equally spaced, but in Swage they follow the
gauss Lobatto node spacing.

Swage was built with high-order numerical methods in mind. The decomposition of elements
into a set of cells allows for arbitrary order elements to be used. Swage was also designed to be
coupled with Elements , a C++ library containing many of the requisite reference space numerical
operations common to low and high order Galerkin methods.
While Swage was built with Lagrangian applications in mind, it is not limited to them. Currently, Swage is being used to develop high-order Eulerian discontinuous Galerkin solvers for
hyper-velocity flow over curvilinear surfaces for aerospace applications. Swage also serves as the
foundation of a topology optimization code using the continuous implicit finite element method
for engineering applications.
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Swage was developed to meet the needs of having performant and easy-to-use data structures
for indexing through the many geometric entities required for a mesh in multi-physics applications.
The index spaces need to be contiguous in memory to allow for simple cross node communication
and high compute intensity. Swage is built using MATAR, so most of the memory is contiguously
allocated and accessed, which leads to good performance and portability across multiple architectures. Swage is meant to bridge the gap between disparate numerical methods by containing all of
the geometric entities and connectivity structures required for a broad range of numerical methods.
Swage contains allocation, creation, and accessor routines required for a developer to easily
read in a mesh and index through elements, cells, patches, surfaces, nodes, integration points,
and corners as well as maps between the data structures. These routines allow an application
developer to only build the connectivity structures required for their method, or all of them if
they are researching novel methods. For example, the developer can walk through the elements
in a mesh, the cells in that element, the nodes in that cell, and the corners connected to that
node. The mesh also carries geometric information such as the element and cell volume, the nodal
jacobians and determinants, and coordinates of the nodes and routines to allocate and build all of
the connectivity structures listed above from the initially supplied mesh. The initial mesh can be
kept as is, or it can be refined into as many cells per element as the developer likes. The refinement
step can be done recursively where the cells from the previous mesh are treated as elements in
the new mesh, allowing for any level of refinement and parallel mesh generation. The following
subsections discuss the geometric structures Swage supports, the process for generating the mesh,
future additions, and an example of use.
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2.2.1

Geometric connectivity structures supported

The lowest level geometric entity in Swage is the node. Figure 2.17 shows the local nodal index
for the nodes in an element for a third-order reference element, and fig. 2.18 shows the accessor
functions associated with the nodes in the mesh class.
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Figure 2.17: The local node index can be accessed by a contiguous one-dimensional index or by using the
local structured geometry to access a node using a Cartesian accessor. The nodes local to the cell are used
for both material representation and numerical integration. The quadrature points are co-located with the
nodes, but multiple quadrature points can exist inside a single node. The local node index can be used to
retrieve a unique global node index using the nodes_in_elem() data structure. This structure takes in the
local node index and the global index for the element and returns the global index for this node.

For our uses, the nodes are distributed using the Gauss-Lobatto quadrature spacing [5]. The
quadrature points are co-located with the nodes in space, but they form a separate index. The
difference is that multiple quadrature points can be physically co-located with a node where
multiple elements meet. This allows for easy implementation of discontinuous methods where the
material state is not continuous across an element boundary and therefore needs to have multiple
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definitions. The quadrature points have a local index inside of the element, and the global index
for the quadrature points (aka material points) can be accessed using the gauss_in_elem() data
structure. This structure takes in the local quadrature point index and the global element index
and returns a unique global quadrature point index. The node_in_gauss() data structure index
map from the quadrature points to the node they are co-located with. This structure takes in the
global index for the quadrature point and returns the global index for the co-located node. The
code in listing 7 shows an example of how to use these structures assuming a mesh has already
been generated.

Nodes

Constants

State

Connectivity

Figure 2.18: There are multiple functions in Swage associated with the node. There fall into three categories:
constants, geometric state, and connectivity.
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The process for generating a mesh will be covered in a later section 2.2.2. The reverse map
also exists to get from the nodes to the elements they are associated with. The elems_in_node()
data structure is a ragged data structure that takes in the global index of the node and an index
to represent one of a number of elements connected to the node and returns the global index for
the element. The num_elems_in_node() data structure takes in the global index of the node
and returns how many elements are connected to that node, which is used to index through the
elems_in_node() data structure.

Listing 7 Accessing nodes and quadrature points in an element
// The "_gid" means global index
for (int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
// The "_lid" means local index
for(int node_lid=0; node_lid<mesh.num_nodes_in_elem(); node_lid++){
// Get the global index for the node
int node_gid=mesh.nodes_in_elem(elem_gid, node_lid);
// The gauss points and nodes are co-located
// local to the element
int gauss_lid=node_lid;
// Get the global index for the gauss point
int gauss_gid=mesh.gauss_in_elem(elem_gid, gauss_lid);
// Do something
}// end loop over nodes in an element
}// end loop over elements
// Or access them directly
for (int node_gid = 0; node_gid < mesh.num_nodes(); node_gid++){
// Do something
}
for (int gauss_gid = 0; gauss_gid < mesh.num_gauss_pts(); gauss_gid++){
// Do something
}
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The element is decomposed into a structured grid of cells, where each cell is defined by
a collection of eight nodes (in 3D) that define a hexahedral. Figure 2.20 shows a third-order
reference element with the local cell index inside of each cell, and figure 2.19 shows the accessor
functions associated with the cells in the mesh class.
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Cells

Constants

State

Connectivity

Figure 2.19: The Swage function associated with a cell fall into three main categories: constants, geometric
state, and connectivity.

For high-order meshes, the patches that make up the cell’s surface are curvilinear, where
the polynomial basis and vertex positions for the element define the curvature. Listing 8 gives
an example of how to access the cells in the element. There is also the reverse map. The
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elements_in_cell() data structure takes in the global index of the cell and returns which
element the cell belongs to.
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Figure 2.20: The cells inside of an element can be accessed by a contiguous local cell index or by treating
it as an Cartesian mesh and accessing it with a dimensional index. Each cell also has a global index that
can either be accessed directly or by using the cells_in_elem() data structure. This structure takes in the
global index of the element and the local index of the cell in the element and returns the global unique index
for that cell.
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Listing 8 Accessing cells in an element
// The "_gid" means global index
for (int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
// The "_lid" means local index
for(int cell_lid=0; cell_lid<mesh.num_cells_in_elem(); cell_lid++){
// Get the global index for the cell
int cell_gid=mesh.cells_in_elem(elem_gid, cell_lid);
// Do something
}// end loop over nodes in an element
}// end loop over elements
// Or access them directly
for (int cell_gid = 0; cell_gid < mesh.num_cells(); cell_gid++){
// Do something
}

It is often helpful to know which cells are connected to a single cell, as shown in fig. 2.21. The
cells_in_cell() data structure in Swage takes in the global cell index and returns all cells that
share a node with the cell. The cells_in_cell() data structure is ragged since the number of
cells connected to a cell is not constant. The number of cells connected to the cell can be found by
calling the num_cells_in_cell() data structure.
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N

Figure 2.21: The cells_in_cell() data structure returns the global index of all cells that share a node
with the cell of interest. This can be useful for building stencil operators.

The same types of data structures exists for elements (figs. 2.22 and 2.23), where elems_in_elem()
returns the elements connected to the element and num_elems_in_elem() returns the number of
elements connected to the element.

N

Figure 2.22: The elems_in_elem() data structure returns the global index of all elements that share a node
with the element N. The connected elements are blue. This can be useful for building stencil operators.
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Elements

Constants

State

Connectivity

Figure 2.23: In Swage the element accessor functions fall into three main categories: constants, geometric
state, and connectivity. These data structures can be used to index through the mesh and to get information
about the element connected to the element of interest.

Listing 9 gives an example of use for these connectivity structures, and figure 2.23 shows all
of the accessor functions associated with elements in the mesh class.
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Listing 9 Accessing connectivity for cells and elements
// The "_gid" means global index
for (int cell_gid = 0; cell_gid < mesh.num_cells(); cell_gid++){
// Get number of connected cells
int num_con = mesh.num_cells_in_cell(cell_gid);
// Loop over connected cells
for(int cell_lid=0; cell_lid<num_con; cell_lid++){
// Do something
} // end loop over connected cells
}// end loop over cells

for (int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
// Get number of connected elements
int num_con = mesh.num_elems_in_elem(elem_gid);
// Loop over connected elements
for(int elem_lid=0; elem_lid<num_con; elem_lid++){
// Do something
} // end loop over connected elements
}// end loop over elements

The cells contain a set of nodes that are defined by a local index as shown in fig. 2.24. This
index can be used to access a unique global index for the node by using the
nodes_in_cell() data structure, which takes in the local nodal index for the cell and the global
index for the cell and returns the global index for the node. This is shown in fig. 2.25. Listing
10 gives an example of how to use the nodes_in_cell() data structure. The reverse map also
exists. The cells_in_node() data structure takes in the node global index and an index to
represent one of the cells connected to the node and returns the global index for that cell. The
num_cells_in_node() data structure takes in the node global index and returns how many cells
are connected to that node.
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Figure 2.24: The nodes associated with a cell create a local index space and can be used to access the unique
global index for the node.

N

Figure 2.25: For the global cell index N, there exists a set of nodes associated with it shows in green. These
can be accessed using the nodes_in_cell() data structure.
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Listing 10 Accessing connectivity for nodes in a cell
// The "_gid" means global index
for(int cell_gid = 0; cell_gid < mesh.num_cells(); cell_gid++){
for(int node_lid=0; node_lid<mesh.num_nodes_in_cell(); node_lid++){
// Get the global index for the node
int node_gid=mesh.nodes_in_cell(cell_gid, node_lid);
// Do something
} // end loop over nodes in the cell
}// end loop over cells

A cell-node pair define a corner. Corners in Swage serve as a method of building connectivity
structures, implementing Riemann solvers [76, 63], and writing thread-safe code for parallel
execution. The idea is to write state information to a corner, then collecting the corner information
and writing it to the node. There is a unique global index for each corner that can be accessed
through multiple methods. One way is to use the corner_in_node() structure that takes in a
global node index and an index for the local index of the corner as shown in fig. 2.26. Since the
number of corners connected to a node can change per node, this is a ragged data structure. The
num_corners_in_node() returns the number of corners associated with this node when passed
the global node index. The corners can also be accessed through the cell via the corners local
index as shown in fig. 2.27. The corners_in_cell() data structure has the same access pattern
as the nodes_in_cell() data structure, but the global index that it returns is not the same. Since
the number of corners associated with a cell is constant this data structure is dense.

39

Node 8 Corners

3
0

2
1

42

43

44

45

46

47

48

35

36

37

38

39

40

41

28

29

30

31

32

33

34

21

22

23

24

25

26

27

14

15

16

17

18

19

20

7

8

9

10

11

12

13

0

1

2

3

4

5

6

Figure 2.26: Corners are defined as a node-cell pair. They have multiple uses and there are multiple ways
to access them in Swage.

2

31

32

33

34

35

24

25

26

27

28

29

18

19

20

21

22

23

12

13

14

15

16

17

6

7

8

9

10

11

0

1

2

3

4

5

3

Cell 0
0

30

1

Figure 2.27: The corners can be accessed via the corners_in_cell() data structure which takes in the
cell global index and the local index of the corner and returns the global index for the corner of interest.

Listing 11 gives an example of two ways of accessing corners using Swage.
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Listing 11 Multiple ways of accessing corners in a mesh
// Walking from node to corner
for (int node_gid = 0; node_gid < mesh.num_nodes(); node_gid++){
// Get the number of corners associated with this node
int num_corn=mesh.num_corners_in_node(node_gid);
// Loop over the connected corners
for(int corn_lid=0; corn_lid<num_corn; corn_lid++){
int corn_gid=mesh.corners_in_node(node_gid, corn_lid);
// Do something
}
}
// Walking from cell to corner
for (int cell_gid = 0; cell_gid < mesh.num_cells(); cell_gid++){
// Get the number of corners associated with this cell
// Note: in a cell this is always 8
int num_corn=mesh.num_corners_in_cell();
// Loop over the connected corners
for(int corn_lid=0; corn_lid<num_corn; corn_lid++){
int corn_gid=mesh.corners_in_cell(cell_gid, corn_lid);
// Do something
}
}

Vertices are defined as the kinematic degrees of freedom for the mesh. For methods that use
a Lagrangian basis, these are where the basis is defined. All vertices are co-located with a node,
but not all nodes are co-located with a vertex. This distinction arises from a need for accurate
numerical integration. The Gauss-Lobatto quadrature set is accurate to degree 2𝑛 − 3 where 𝑛 is
the number of quadrature points used. For an element with a linear basis, the volume is described
by the tensor product of this basis. For a first-order Lagrange basis, this leads to an 𝑥𝑦𝑧 term, which
behaves as a third-order term in space, meaning to accurately integrate the volume of an element,
the quadrature must be exact for a third-order polynomial. When using the Gauss-Lobatto rules,
this leads to requiring three integration points in each direction when two points in each direction
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define the kinematic degrees of freedom. Table 2.1 shows the spacial integration scheme chosen
in Swage. The number of integration points was chosen to sufficiently integrate the relevant fields
for solving the conservation of mass, momentum, and energy using the Discontinuous Galerkin
method.

Table 2.1: The choice of integration order in Swage is based off of the order of the polynomials
being integrated for the evolution equations using the Discontinuous Galerkin method for solving
the governing equations of conservation of mass, momentum, and energy. We have found that this
integration order is sufficient for most use cases since the integration order in Swage is more more
than necessary. If higher order terms appear in a different use case it is possible to have multiple
reference elements with different integration order depending on need.
Polynomial Order Order of Integral

Minimum Lobatto Points SWAGE Lobatto Points

1

1

2

3

2

5

4

5

3

9

6

7

4

13

8

9

5

17

10

11

While this leads to more evaluations than a more commonly used Gauss-Legendre quadrature
rule, it has the benefit of creating a tessellating unit to extend to arbitrary order and has local
support at the element’s boundaries which is required for DG methods. Also, using co-located
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quadrature points with the kinematic degrees of freedom removes the numerical stiffness that some
finite element methods generate when fully integrating the volume. Figure 2.28 shows the local
vertex index for a third order reference element.
A discussion of vertices leads to the distinction between Swage and Elements in the ELEMENTS
library. Swage handles geometry in the real space, where elements focuses on reference polynomial
spaces for implementing numerical methods. A kinematic degree of freedom is not part of
geometry. It is more closely tied to the reference space and physical state of the simulation. For
that reason, the vertices are accessed through the reference element defined in the elements package.
For each type of reference element, a vertex to node map exists that converts a local vertex index to
a local node index or a local quadrature point index (they are the same) which can then be used to
access the state or physical location of the vertex. This clear separation of reference and real space
allows for the packages in ELEMENTS to be used independently or tightly coupled depending on
the use case.
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Figure 2.28: The vertices are the kinematic degrees of freedom for a broad range of numerical methods.
The vertices are an entity which is stateful and not necessarily geometric. Because of this, the geometric
information for the vertex is stored at the node that it is co-located with and the vertex exists in the reference
element class in elements.

A zone is defined as a collection of four cells in 2D and eight cells in 3D that connect vertices.
The zone is a tessellated structure inside of an element, so each zone always has the same number
of cells inside of it. These can be used for implementing methods that require information that
couples the solution from multiple kinematic degrees of freedom like those in [63].
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Figure 2.29: Zones are made up of a collection of cells that are enclosed by a sub-set of the kinematic
degrees of freedom. Each zone has a local index that can be used to get the local index of the cells associated
with it, which can then be used to get the global cell index for each cell in the zone.

A patch is defined as the interface between two cells. Figure 2.30 shows all of the accessor
functions associated with patches in the mesh class.
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Figure 2.30: Like the other entities in Swage, the functions associated with a patch fall into three categories:
constants, geometric state, and connectivity.

Patches can be used for flux calculations and for defining boundary conditions. The cells_in_patch()
data structure takes in a global index for a patch and returns the cells connected to it as shown in
fig. 2.31. There is also a nodes_in_patch() data structure that takes in a global index for the
patch and returns the nodes connected to it as shown in fig. 2.32. When the data structure for the
cells in the patch is built, the cell index is initialized to -1. Doing this allows Swage to know which
patches exist on the boundary of the mesh because if one walks over the cells connected to a patch
and a cell returns a global index of -1 then that patch is necessarily on the boundary of a mesh.
It is worth noting that Swage does not carry every possible connectivity structure between index
spaces, but it does carry enough to get to one index space from any other, there may be intermediate
steps. This was done mainly to save memory since carrying every possible combination quickly
becomes untenable.
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Figure 2.31: The cells_in_patch() data structure stores which cells are connected to a given patch. This
can be used for finding neighbors for 1D flux calculations or for detecting a mesh boundary.

Figure 2.32: The nodes_in_patch() data structure stores the global index for the nodes that are connected
to a given patch. This can be used for applying boundary conditions.
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It is worth noting that the number of cells shown in fig. 2.20 and, in general, the number of
geometric entities in an element is not a constant. It changes depending on the order of the element.
Swage builds this mesh by first reading a hexahedral mesh from some mesh generation software.
It then creates a reference element to some given order by decomposing the element into a set of
sub-cells, nodes, vertices, and the rest. The Jacobian of this element is calculated using the chose
basis and the physical position of each vertex from the initial mesh, and this Jacobian is used to
project the nodal positions of the sub-grid onto the element in real space. Then a hashing scheme
[89, 96] is employed to remove the double counted nodes. This flexibility allows Swage to read
in any standard hexahedral mesh and convert it into a high-order mesh. The following section
explains this process in greater detail.

2.2.2

Process for generating a mesh

Swage generates all of the previously discussed geometric structures on top of a pre-existing
hexahedral mesh like the notional one shown in fig. 2.33. Note, this explanation is in 2D, but Swage
does all of this in 3D. First, the mesh is read in by creating an initial Swage mesh and reading in
the nodal coordinates, and the node-element connectivity from whatever mesh generator was used.
This initial mesh and the desired level of refinement is then passed to the refine_mesh() routine
in Swage.

48

Y
X

Figure 2.33: A representative four element mesh for explaining the refinement process.

This routine starts by creating a representative element in reference space that spans [−1, 1]
as shows in fig. 2.34. Then, an array of nodes is defined on this reference space following the
Gauss-Lobatto quadrature rule as shown in fig.2.35. The nodal spacing can be changed to suit the
use case, and the elements package supports multiple nodal spacing schemes.

ξ

Figure 2.34: An element in reference space defined in [−1, 1]

49

ξ

Figure 2.35: The new nodes are first defined over the element in reference space, as shown here.

Then, the linear Lagrangian basis set is used to project these nodes from the element in reference
space to each element in the mesh using

𝑥𝑔 =

Õ

Φ 𝑝 (𝜂 𝑝 )𝑥 𝑝

(2.1)

𝑝

where subscript 𝑔 represents the point being interpolated into the mesh and 𝑝 are the pre-existing
vertices in the mesh. One future change will be to replace the linear basis with the basis of the
order of the initial mesh. This would allow Swage to use high order meshes from the few high order
mesh generation tools that exists and add the required entities and connectivity for the numerical
methods of interest.
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Figure 2.36: The new nodes to the desired order now exists in the original mesh domain.

While this is simple, it leads to a problem. At each boundary between elements there is now
two or more co-located nodes as shown in fig. 2.37.

Y
X

Figure 2.37: Many of the new nodes now are physically co-located. These must be identified and removed
so that only one copy of the node remains.

A spacial hashing scheme is used to remove these co-located nodes [88]. A hash key is made
using the physical coordinate locations of each of the nodes, and a count is kept of each time a key
is used as well as which node used that key. This allows for the removal of the double-counted
nodes and gives information on the local connectivity. Once this is done, cells are defined by the
new nodal positions. This can be done because the local nodal index is structured as an i,j,k grid,
and this grid is leveraged to explicitly know which new nodes belong to which new cells.
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This new mesh is shown in fig. 2.38 and gives enough information to create each of the other
data structures previously discussed.

Y
X

Figure 2.38: Once the double counted nodes are removed, it is possible to create the new cells inside of each
element.

Currently the mesh generation process assumes that the user reads in a mesh of linear hexahedra,
but this is not the only way to do things. If the user has a high order mesh with the vertices defined,
that mesh can be read in and those vertex positions can be used to interpolate the new nodes
onto the mesh such that the initial mesh is curved. The tools in Swage allow a user to build
a mesh to some desired order using already existing meshing tools, and gives the requisite data
structures to implement a broad set of numerical methods. The flexibility of the Swage mesh is
evidenced by it being used to implement multiple Lagrangian hydrodynamics methods, a high
order Eulerian discontinuous Galerkin (DG) method, and an implicit finite element method for
topology optimization. Most of these projects are also using the Elements package inside of
ELEMENTS, which stores the information for defining the reference space. The following section
details Elements and its uses.
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2.3

Elements

The finite element (FE) method (continuous and discontinuous) is widely used to solve complex
equations that describe physical systems. Some of the early work in developing the FE method
began in the aerospace industry to analyze parts for aircraft in the 1950s. J. H. Argyris was one of
the first to use the terminology “Direct Stiffness method” and introduced the matrix formulation of
FE problems [7]. M. J. Turner was the first to use the term “Finite Element Method” and showed
that the method could be applied to general geometries [97]. The FE method was extended by
I. Ergatoudis et al. to include higher-order isoparametric elements that more accurately represent
curved surfaces [37]. The FE method was later modified to include an elastic-plastic formulation
of material constitutive relations for large strains and displacements by H.D. Hibbit [45]. The
FE method has since been implemented in commercial software packages like Nastran™, LSDYNA™, and Abaqus™.
There are many types of FE methods. One example is the Discontinuous Galerkin (DG) method
that was first developed by Reed and Hill [85] for solving the neutron transport equation. The DG
method has since been applied to many applications, including incompressible fluid flows [79],
Eulerian hydrodynamics [65, 64], and Lagrangian hydrodynamics [98, 99, 77, 61, 54, 63, 103, 59,
60, 28, 53] to name a few examples. A new FE method is the Residual Distribution (RD) method
[3, 2, 4], which can deliver high-order accuracy using a lumped mass approximation on a local
stencil.
The creation of Elements was motivated by the need to facilitate the ongoing research to
create and improve FE methods. Elements is a C++ library inside of ELEMENTS that contains
53

all of the necessary functions to create the reference elements and calculate various quantities
required for implementing FE methods. There are many other similar finite element libraries
such as Nektar++[21], deal.ii[9], Dune [11, 12], and MFEM [1]. These libraries have rather
large codebases (between 300,000 and 600,000 lines), so implementation into a pre-existing code
can require significant effort. The Elements library is focused on supporting novel finite element
spaces such as the Serendipity element space, arbitrary order Spectral elements, and 4D space-time
elements. Being a small, focused codebase also allows for quick porting to GPU architectures with
frameworks such as Kokkos [35, 36] inside of MATAR as well as easy extension to novel element
types.
Elements was built in C++ to take advantage of object-oriented programming, to be portable
across diverse computer architectures (e.g., GPUs), to readily take advantage of existing software
libraries like Kokkos [35, 36], and to naturally couple with the next generation of Lagrangian gas
and solid dynamics research codes that are being developed at Los Alamos National Labs, which
are written in C++. For these reasons, writing the library in C++ was a natural choice.
Elements has been heavily commented to describe the processes involved with each step of
the implementation. The library also is logically separated into sections for the 2D elements, 3D
elements, and 4D elements. Inline text diagrams clarify the reference coordinate axis and indexing
order for each element by showing a 2D/3D figure of the element with the vertices numbered
to match the numbering for the basis functions. These figures represent the element, the vertex
numbering scheme, and the reference coordinate system being used. An example of the numbering
scheme and coordinate system for the 2D and 3D Serendipity elements is shown in Fig. 2.39.
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Figure 2.39: This figure follows the same numbering scheme and coordinate axis as the inline text diagrams
and numerical implementation in Elements for the 2D and 3D Serendipity elements.

The layout for the element library is simple. There are a set of element classes that define
basis, gradients, and other numerical operators unique to each element type as well as a reference
element class that is used to interface to the individual element types. This allows a user to switch
out which element type he is using during setup. The Elements code can be compiled with CMake
into a standalone library that can be used in any code, or as part of a larger build where it is used
with the other parts of ELEMENTS for hydrodynamic methods. Figure 2.40 shows a schematic
that explains the layout of elements.
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Figure 2.40: Graphical representation of the elements code. The elements package currently supports the
2D and 3D family of serendipity space elements up to third order, as well as an arbitrary order tensor product
elements. There is also a 4D space-time reference element that can be used for space-time methods.

2.3.1

Software Functionality

The element library has all of the necessary functions to create and evaluate the basis functions
to support: 2D and 3D linear, quadratic, and cubic serendipity elements; 2D and 3D spectral
elements; 4D linear elements; as well as 2D and 3D arbitrary order Lagrange tensor product
elements. The names of the supported functions for the numerical implementation are listed
in Table 2.2. The library has functions for the Gauss-Legendre and Gauss-Lobatto quadrature
for numerical integration for up to 20 points in each direction, which are exact for integrating a
polynomial of degree 2𝑛−1 for Gauss-Legendre quadrature and 2𝑛−3 for Gauss-Lobatto quadrature
with 𝑛 points. All of the support functions names for the numerical implementation are listed in
Table 2.3 along with a short description of each. One future goal is to implement tools to generate
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integration rules to arbitrary order, but for most applications the ability to integrate a 37𝑡ℎ order
field is sufficient.

Table 2.2: Table showing the name of the derived element classes and a description of the element
types currently supported.
Element Classes
Class Name

Description

ref_element

Interface to all element types

Element2D

Parent class for serendipity 2D elements

Element3D

Parent class for serendipity 3D elements

Element4D

Parent class for serendipity 4D elements

Quad4

A first order (linear) 2D quadrilateral element in Serendipity space

Quad8

A second order (quadratic) 2D quadrilateral element in Serendipity space

Quad12

A third order (cubic) 2D quadrilateral element in Serendipity space

Hex8

A first order (linear) 3D hexahedral element in Serendipity space

Hex20

A second order (quadratic) 3D hexahedral element in Serendipity space

Hex32

A third order (cubic) 3D hexahedral element in Serendipity space

QuadN

An arbitrary order spectral quadrilateral element

HexN

An arbitrary order spectral hexahedral element

Tess16

A 4D linear tesseract element
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Table 2.3: Table showing the name of the numerical support functions and their purpose. Some of
the functions have been depricated, meaning the functionality they supply will be moved to either
SLAM or Geometry.
Function Name

Description

lobatto_nodes_1D

Used to set positions of quadrature points within an element

lobatto_weights_1D

Used to create Gauss-Lobatto quadrature rule

length_weights

Sets the partition of the quadrature weights along each dimension

sub_weights

Used to the weights in the corners for high order elements

mat_inverse

A simple explicit 3x3 matrix inversion routine

set_nodes_wgts

Used to set the positions and weights for quadrature points

set_unit_normals

Creates the unit normals for corner patches in reference space

line_gauss_info

Used to create Gauss-Legendre quadrature

line_lobatto_info

(deprecated) Used to create positions for Gauss Lobatto quadrature

gauss_(Nd)

(deprecated) Used to create Gauss Legendre quadrature in 2D, 3D, or 4D

lobatto_(Nd)

(deprecated) Used to create Gauss Lobatto quadrature in 2D, 3D, or 4D

jacobian_(Nd)

Routines for calculating the jacobian matrix 𝐽 in 2D, 3D, or 4D.

jacobian_inverse(Nd) Routines for inverting the jacobian matrix in 2D, 3D, 4D.
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For most applications interpolation in the element is done through the use of the Lagrange basis
functions (Φ). The Lagrange basis satisfies the following criteria: partition of unity (Eq. 2.2),
Kronecker delta property(Eq. 2.3), field reproduction to desired order, and linear independence.

Õ

Φ𝑖 (𝑥) = 1

(2.2)

𝑖

Φ𝑖 (𝑥 𝑗 ) = 𝛿𝑖 𝑗 =





 1 𝑖 = 𝑗, 𝑗 = 1, 2, ..., 𝑛 𝑑


(2.3)



 0 𝑖 ≠ 𝑗, 𝑗 = 1, 2, ..., 𝑛 𝑑

Generally speaking, there are multiple options for basis functions. Lagrangian interpolation
polynomials, Taylor polynomials, B-Spline basis (Bernstein Polynomials), and Hermite basis are
just a few valid options depending on the use case. The Lagrangian basis functions (𝝓(𝜉, 𝜂, 𝜇))
were used for this code due to their common use and ability to exactly interpolate a given set of
points, but a future goal is to add all of the previously stated options as well as any others that may
be useful.
The simplest way to create the Lagrange element is by first creating a set of 1D Lagrangian
basis functions to the desired order, then using a tensor product to create the basis for higher
dimensions. This is a systematic process and simple to implement into code and it is discussed
in more detail later. The problem with this method is the tensor product creates interior and face
vertices that must be dealt with when meshing, and in some cases, these added degrees of freedom
do not increase the accuracy with added computation cost.
The Serendipity elements are similar to the Lagrange elements, but they do not have the surface
and interior vertices. The downside to their use is the difficulty of their creation. There is currently
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no easily implementable algorithm to produce the Serendipity basis, and they do not extend past
third-order without including interior and/or surface degrees of freedom. This means they must be
made by hand to the desired order and dimension. There are some significant benefits to their use.
The Serendipity elements do not have the surface and interior vertices, which means there are fewer
degrees of freedom (DOF) at higher order. The 3D cubic Serendipity elements only have 50% of
the DOF as the equivalent Lagrange elements, making them twice as efficient from a computational
standpoint. The downside of the Serendipity basis set is that they do not extend past third order
without including interior control points. Tables 2.4 and 2.5 show a comparison for the vertices
and DOF of the two element types. There is recent work on extending the Serendipity element
space to higher order without including interior degrees of freedom using ideas from the virtual
element method to build high order polynomial from a virtual serendipity space [55, 56, 57].

Table 2.4: Lagrange Elements DOF
Order

2.3.2

2D Vertices 2D DOF

3D Vertices 3D DOF

1

4

12

8

48

2

9

27

27

162

3

16

48

64

384

2D Element Types

The 2D element types are more computationally efficient than a 3D element at the cost of
the higher dimensional information. Figure 2.41 shows the three 2D element types supported in
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Table 2.5: Serendipity Elements
Order

2D Vertices 2D DOF

3D Vertices 3D DOF

1

4

12

8

48

2

8

24

16

96

3

12

36

32

192

the elements package. The linear (Quad4), quadratic (Quad8), and cubic (Quad12) quadrilaterals
allow for representation of linear, quadratic, and cubic deformations, respectively.

Figure 2.41: 2D Linear(Quad4), Quadratic (Quad8), and Cubic (Quad12) reference serendipity elements
with axis and vertex (𝑖) labels matching the numbering convention implemented in the elements package.

There is no simple method of deriving the serendipity basis, so for completeness, the basis
functions for each of the serendipity element types are given here. The vertex indices match the
ones shown in fig. 2.41. The linear Quad4 element basis functions are given in eq. 2.4 where 𝜉
and 𝜂 are reference coordinates to be interpolated inside the element and 𝜉𝑖 and 𝜂𝑖 are the reference
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coordinates of the vertex 𝑖. These basis functions are identical to the Lagrange basis functions for
a linear 2D element.

Φ(𝜉, 𝜂)𝑖=0→3 =

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )
4

(2.4)

Figure 2.42 shows the basis functions plotted for a single vertex and all of the functions overlaid
on a single element.

Figure 2.42: Shape functions for a corner vertex of the Quad4 element (left) and for all the vertices of the
Quad4 element(right).

The quadratic Quad8 element basis functions are given for vertices [0,1,2,3] by eq. 2.5, vertices
[4,6] by eq. 2.6, and vertices [5,7] by eq. 2.7.

Φ(𝜉, 𝜂)𝑖=0→3 =

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(𝜉𝜉𝑖 + 𝜂𝜂𝑖 − 1)
4

(2.5)

1
(1 − 𝜉 2 )(1 − 𝜂𝜂𝑖 )
2

(2.6)

Φ(𝜉, 𝜂)𝑖=4,6 =
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Φ(𝜉, 𝜂)𝑖=5,7 =

1
(1 + 𝜉𝜉𝑖 )(1 − 𝜂2 )
2

(2.7)

Figure 2.43 shows the basis functions plotted for a single corner node, edge node, and all of the
functions overlaid on a single element.

Figure 2.43: Shape functions for a corner vertex of the Quad8 element (left), a typical side vertex (mid), and
for all the vertices of the Quad8 element(right).

The cubic Quad12 element basis functions are given for vertices [0,1,2,3] by eq. 2.8, vertices
[4,5,6,7] by eq. 2.9, and vertices [8,9,10,11] by eq. 2.10.

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(9(𝜉 2 + 𝜂2 ) − 10)
32

(2.8)

Φ(𝜉, 𝜂)𝑖=4→7 =

9
(1 − 𝜉 2 )(1 + 𝜂𝜂𝑖 )(1 + 9𝜉𝜉𝑖 )
32

(2.9)

Φ(𝜉, 𝜂)𝑖=8→11 =

9
(1 + 𝜉𝜉𝑖 )(1 − 𝜂2 )(1 + 9𝜂𝜂𝑖 )
32

(2.10)

Φ(𝜉, 𝜂)𝑖=0→3 =
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Figure 2.44 shows the basis functions plotted for a representative vertex for the corner and edge
vertices as well as all of the functions overlaid on a single element.

Figure 2.44: Shape functions for a corner vertex of the Quad12 element (left), a typical side vertex (mid),
and for all the vertices of the Quad12 element(right).

2.3.3

3D Elements

The 3D element types are useful for analyzing full 3D systems. Figure 2.45 shows the
Serendipity element types supported in Elements. The linear (Hex8), quadratic (Hex20), and
cubic (Hex32) hexahedral elements allow for representation of linear, quadratic, and cubic fields,
respectively.
The linear Quad4 element basis functions are given in eq. 2.11 where 𝜉, 𝜂, and 𝜇 are reference
positions inside the element and 𝜉𝑖 , 𝜂𝑖 , and 𝜇𝑖 are the reference coordinates of the vertex 𝑖 (control
point).

Φ(𝜉, 𝜂, 𝜇)𝑖=0→7 =

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(1 + 𝜇𝜇𝑖 )
8

(2.11)

Figure 2.46 shows the basis functions plotted for a representative vertex for a corner of the Hex8
element.
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Figure 2.45: 3D Linear(Hex8), Quadratic (Hex20), and Cubic (Hex32) reference serendipity elements with
axis and vertex labels matching the numbering convention implemented in elements. Note that vertices only
exists on the edge of the element.

Figure 2.46: Shape functions for a corner vertex of the Hex8 Element with isosurfaces showing the interpolant
values.
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The quadratic Hex20 element basis functions are given for vertices [0-7] by eq. 2.12, vertices
[8,10,12,14] by eq. 2.13, vertices [16-19] by eq. 2.14, and vertices [9,11,13,15] by eq. 2.15.

Φ(𝜉, 𝜂, 𝜇)𝑖=0→7 =

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(1 + 𝜇𝜇𝑖 )(𝜉𝜉𝑖 + 𝜂𝜂𝑖 + 𝜇𝜇𝑖 − 2)
8

Φ(𝜉, 𝜂, 𝜇)𝑖=8,10,12,14 =

Φ(𝜉, 𝜂, 𝜇)𝑖=16→19 =

1
(1 − 𝜉 2 )(1 + 𝜂𝜂𝑖 )(1 + 𝜇𝜇𝑖 )
4

1
(1 + 𝜉𝜉𝑖 )(1 − 𝜂2 )(1 + 𝜇𝜇𝑖 )
4

Φ(𝜉, 𝜂, 𝜇)𝑖=9,11,13,15 =

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(1 − 𝜇2 )
4

(2.12)

(2.13)

(2.14)

(2.15)

Figure 2.47 shows the basis functions plotted for a representative corner vertex and edge vertex of
the Hex20 element.

Figure 2.47: Shape functions for a corner vertex (left) and edge vertex (right) of the Hex20 element.

66

The cubic Hex32 element basis functions are given for vertices [0-7] by eq. 2.16, vertices [8-15]
by eq. 2.17, vertices [16-23] by eq. 2.18, and vertices [24-31] by eq. 2.19.

Φ(𝜉, 𝜂, 𝜇)𝑖=0→7 =

1
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(1 + 𝜇𝜇𝑖 )(9(𝜉𝜉𝑖 + 𝜂𝜂𝑖 + 𝜇𝜇𝑖 ) − 19)
64

(2.16)

Φ(𝜉, 𝜂, 𝜇)𝑖=8→15 =

9
(1 + 𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(1 + 9𝜇𝜇𝑖 )(1 − 𝜇2 )
64

(2.17)

Φ(𝜉, 𝜂, 𝜇)𝑖=16→23 =

9
(1 − 𝜉 2 )(1 + 9𝜉𝜉𝑖 )(1 + 𝜂𝜂𝑖 )(1 + 𝜇𝜇𝑖 )
64

(2.18)

Φ(𝜉, 𝜂, 𝜇)𝑖=24→31 =

9
(1 + 𝜉𝜉𝑖 )(1 − 𝜂2 )(1 + 9𝜂𝜂𝑖 )(1 + 𝜇𝜇𝑖 )
64

(2.19)

Figure 2.48 shows the basis functions plotted for a representative vertex for a corner vertex and
edge vertex of the Hex32 element. Interestingly, the gradient vectors of the basis functions for all
of the 3D elements except for the cubic pass through the center of the cell. The cubic elements
do not share this property, but they still meet the partition of unity requirement since the basis
isosurfaces are all mirrored about 𝜉 = 0, 𝜂 = 0, and 𝜇 = 0 planes.
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Figure 2.48: Shape functions for a corner vertex (left) and a typical side vertex (right) of the Hex32 element

2.3.4

Arbitrary Order Elements

High-order spatial representations and numerical methods lead to higher fidelity simulations.
For example, fluid flow simulations over a wing are degraded by approximating the wing surface as
piecewise linear. The small sharp corner at the interface between the elements can seed turbulence
in a non-physical way. A way to fix this is to allow the elements to strictly follow the curvature of
the topology. In general, third-order elements on a sufficiently fine mesh can do this well, but there
is interest in allowing the flexibility for a method to extend to arbitrary order. To achieve this, it
is necessary to have routines to create arbitrary order basis sets and differentiate them to allow for
these methods.
The formula for an arbitrary order 1D Lagrange basis is given as:

Φ𝑖𝑛 (𝜉)

𝑛+1
Ö
𝜉 − 𝜉𝑗
=
𝜉 − 𝜉𝑗
𝑗=1, 𝑗≠𝑖 𝑖
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(2.20)

where 𝜉 is the independent variable, 𝜉𝑖 , 𝜉 𝑗 are the position of the control points, and N is the desired
polynomial order. For most methods, the gradient of the basis is required. The derivative in 1D
can be found by applying the product rule to the numerator of the fraction since the denominator
will be constant (here called 𝑁).

0

𝑁 · Φ𝑖 𝑛−1 (𝜉) = (𝜉 − 𝜉1 ) 0 (𝜉 − 𝜉2 )(𝜉 − 𝜉3 )...(𝜉 − 𝜉𝑛 )(𝜉 − 𝜉𝑛+1 )
+ (𝜉 − 𝜉1 )(𝜉 − 𝜉2 ) 0 (𝜉 − 𝜉3 )...(𝜉 − 𝜉𝑛 )(𝜉 − 𝜉𝑛+1 )
+ (𝜉 − 𝜉1 )(𝜉 − 𝜉2 )(𝜉 − 𝜉3 ) 0 ...(𝜉 − 𝜉𝑛 )(𝜉 − 𝜉𝑛+1 )
..
.
+ (𝜉 − 𝜉1 )(𝜉 − 𝜉2 )(𝜉 − 𝜉3 )...(𝜉 − 𝜉𝑛 ) 0 (𝜉 − 𝜉𝑛+1 )
+ (𝜉 − 𝜉1 )(𝜉 − 𝜉2 )(𝜉 − 𝜉3 )...(𝜉 − 𝜉𝑛 )(𝜉 − 𝜉𝑛+1 ) 0
Since all of the derivative terms on the right hand side go to one this is equivalent to:

0 𝑛−1

𝑁 · Φ𝑖

(𝜉) =

"

𝑛+1
Õ
𝑀=1,𝑀≠𝐽

𝑛+1
Ö


(𝜉 − 𝜉 𝑁 )

(2.21)

𝑁=1,𝑁≠𝐽,𝑀

which is an analytic derivative to any order Lagrangian basis in 1D.
A tensor product of the 1D basis is used to create the basis in higher dimensions. The 3D case
is given as

Φ𝑖𝑛 (𝜉, 𝜂,

𝑛+1
𝑛+1
𝑛+1
Ö
Ö
𝜉 − 𝜉𝑗
𝜂 − 𝜂 𝑘 Ö 𝜇 − 𝜇𝑙
·
·
𝜇) =
𝜉 − 𝜉 𝑗 𝑘=1,𝑘≠𝑖 𝜂𝑖 − 𝜂 𝑘 𝑙=1,𝑙≠𝑖 𝜇𝑖 − 𝜇𝑙
𝑗=1, 𝑗≠𝑖 𝑖

69

(2.22)

where 𝜉, 𝜂, 𝜇 are the independent variable, 𝜉𝑖 , 𝜉 𝑗 , 𝜂𝑖 , 𝜂 𝑘 , 𝜇𝑖 , 𝜇𝑙 the vertex positions, and 𝑛 is the
polynomial order. This can be simplified by writing it as shown below. This will be used for later
derivations.

Φ𝑖𝑛 (𝜉, 𝜂, 𝜇) =

𝜋 𝐽 (𝜉)𝜋 𝐾 (𝜂)𝜋 𝐿 (𝜇)
𝜋 𝐽 (𝜉 𝐽 )𝜋 𝐾 (𝜂 𝐾 )𝜋 𝐿 (𝜇 𝐿 )

for𝐽, 𝐾, 𝐿 ∈ (1, ..., 𝑛 + 1)

(2.23)

Since the partial derivative of the 3D functions is a function of the derivative in each direction, the
3D partials can be written as follows:

𝜕Φ𝑖𝑛 (𝜉, 𝜂, 𝜇)
𝜋 𝐾 (𝜂)𝜋 𝐿 (𝜇)
=
𝜕𝜉
𝜋 𝐽 (𝜉 𝐽 )𝜋 𝐾 (𝜂 𝐾 )𝜋 𝐿 (𝜇 𝐿 )

𝑛+1
Õ

"

𝑀=1,𝑀≠𝐽

𝑛+1
Ö


(𝜉 − 𝜉 𝑁 )

(2.24)

𝑁=1,𝑁≠𝐽,𝑀

The same process is followed for the other partials:

𝜕Φ𝑖𝑛 (𝜉, 𝜂, 𝜇)
𝜋 𝐽 (𝜉)𝜋 𝐿 (𝜇)
=
𝜕𝜂
𝜋 𝐽 (𝜉 𝐽 )𝜋 𝐾 (𝜂 𝐾 )𝜋 𝐿 (𝜇 𝐿 )

𝑛+1
Õ

"

𝑀=1,𝑀≠𝐾

𝜕Φ𝑖𝑛 (𝜉, 𝜂, 𝜇)
𝜋 𝐽 (𝜉)𝜋 𝐾 (𝜂)
=
𝜕𝜇
𝜋 𝐽 (𝜉 𝐽 )𝜋 𝐾 (𝜂 𝐾 )𝜋 𝐿 (𝜇 𝐿 )

𝑛+1
Õ
𝑀=1,𝑀≠𝐿

𝑛+1
Ö


(𝜂 − 𝜂 𝑁 )

(2.25)

𝑁=1,𝑁≠𝐾,𝑀

"

𝑛+1
Ö


(𝜇 − 𝜇 𝑁 )

(2.26)

𝑁=1,𝑁≠𝐿,𝑀

These analytic functions are used to build the basis for the QuadN and HexN elements. The
partial derivatives are used to build the Jacobian matrix that is commonly used for spatial mapping
in numerical methods and to represent gradients.
The ref_element class in Elements serves as an interface to each of the different element
types that the Elements package supports. It also gives developers a simple way to add new element
types as needed. Figure 2.49 gives an overview of the routines inside of the ref_element class.
The ref_element class has functions to create and return many useful numerical and index space
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values associated with an element in reference space. The function names for the index values
are shown in table 2.6, and the functions to return useful numerical quantities associated with the
reference element are shown in table 2.7.

Reference Element
Constants

Numerics

Connectivity

Figure 2.49: The ref_element class serves as an interface to all of the individual element types Elements
supports. It contains information about constants associated with the reference space such as the dimension
and number of nodes and vertices. There are also functions to access connectivity for geometric structures
inside of the reference element and information for numerical integration.
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Table 2.6: Table showing the ref_element class functions for initialization and indexing through
the reference element.
Function Name

Description

init

Initializes memory for the reference element

num_dim

Returns the dimension of the element

num_basis

Returns the number of basis functions in the element

num_ref_nodes

Returns the number of nodes in the reference element

num_ref_cells_in_elem

Returns the number of cells in the element

num_ref_corners_in_cell

Returns the number of corners associated with each cell

node_rid

Takes in an i,j,k index and returns a local index for a node

cell_rid

Takes in an i,j,k index and returns a local index for a cell

corner_rid

Takes in an i,j,k index and returns a local index for a cell

ref_corners_in_cell

Maps a corner index local to a cell to local to the element

ref_nodes_in_cell

Maps a node index local to a cell to local to the element

cell_lid_in_zone

Maps a cell index local to a zone to local to the element
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Table 2.7: ref_element class functions for returning numerical quantities associated with the
reference element.
Function Name

Description

ref_node_positions

Returns the coordinates of the node in reference space

ref_corner_surface_normals

Returns the surface normal associated with a patch in a corner

ref_corner_g_surface_weights Returns the partitioned quadrature weight for a patch in a corner
ref_node_gauss_weights

Returns the quadrature weight associated with a node

ref_corner_g_weights

Returns the partitioned weight associated with a corner

ref_nodal_gradient

Returns the gradient of each basis evaluated at a specific node

ref_nodal_basis

Returns the basis value for each basis function at a specific node

The naming convention for the reference element closely matches the naming convention for
an element as defined in the Swage package, which is defined in detail in the section 2.2.

2.4

Geometry

The geometry package in ELEMENTS serves as a link between the reference and real space
(e.g. between Elements and Swage) as shows in fig. 2.50. This gives a single interface to a user
that requires both packages and keeps a clean separation between the reference and real domains.
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Geometry

elements

Swage

Reference Space

Real Space

Figure 2.50: The geometry package is used for linking between the real and reference space.

The Geometry package is relatively new inside of the ELEMENTS framework, so it is not
fully featured yet. Currently it contains a function for calculating the spacial Jacobian matrix and
its determinant to map from real to reference space, a function for calculating the volume of an
arbitrary order element, and a function that calculates the analytic volume for a linear hexahedron.
The last function has been optimized for low order methods, and is used in the low order solvers
discussed later.
As a use example, Jacobian at a quadrature point is defined as

 Í 𝜕Φ (𝑒) Í 𝜕Φ (𝑒) Í 𝜕Φ (𝑒) 
 𝑥 𝑖
𝑦𝑖 𝜕𝜉𝑖
𝑧𝑖 𝜕𝜉𝑖 
𝑖 𝜕𝜉

𝑖∈ℎ

𝑖∈ℎ
𝑖∈ℎ


(𝑒)
(𝑒)
(𝑒)
Í 𝜕Φ𝑖
Í 𝜕Φ𝑖 
 Í 𝜕Φ𝑖
𝐽𝑔 =  𝑥𝑖 𝜕𝜂
(2.27)
𝑦𝑖 𝜕𝜂
𝑧𝑖 𝜕𝜂 
𝑖∈ℎ

𝑖∈ℎ
𝑖∈ℎ


 Í 𝜕Φ (𝑒) Í 𝜕Φ (𝑒) Í 𝜕Φ (𝑒) 
 𝑥𝑖 𝑖
𝑦𝑖 𝜕𝜇𝑖
𝑧𝑖 𝜕𝜇𝑖 

𝜕𝜇
𝑖∈ℎ
𝑖∈ℎ
𝑖∈ℎ


where 𝑖 ∈ ℎ represents the kinematic degrees of freedom (vertices) in an element and Φ𝑖 is the
basis function defined at that vertex. This operation requires both the physical position of the
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vertices from Swage and the gradients of the basis from Elements. Code listing 12 shows how this
is implemented using ELEMENTS.

Listing 12 How to calculate the Jacobian matrix 𝐽 at each quadrature point in the mesh using the
tools in elements and swage.
// loop over elements in the mesh
for(int elem_gid=0;elem_gid<mesh.num_elems();elem_gid++){
// loop over the quadrature (gauss) points in the element
for(int gauss_lid=0;gauss_lid<mesh.num_gauss_in_elem();gauss_lid++){
// Get the global index for this gauss point
int gauss_gid = mesh.gauss_in_elem(elem_gid, gauss_lid);
for(int dim_i=0; dim_i<mesh.num_dim(); dim_i++){
for(int dim_j=0; dim_j<mesh.num_dim(); dim_j++){
mesh.gauss_pt_jacobian(gauss_gid, dim_i, dim_j) = 0.0;
// Sum over the basis functions and
// vertices where they are defined
for(int basis_id=0;basis_id<ref_elem.num_basis();basis_id++){
int vert_id = basis_id;
// Get the node local and global id for the node
// associated with this gauss point
int node_lid = ref_elem.vert_node_map(vert_id);
int node_gid = mesh.nodes_in_elem(elem_gid, node_lid);
mesh.gauss_pt_jacobian(gauss_gid, dim_i, dim_j) +=
ref_elem.ref_nodal_gradient(gauss_lid, basis_id, dim_j)
* mesh.node_coords(node_gid , dim_i);
}// end loop over basis
} // end dim_j
} // end dim_i
} // end loop over gauss points
} // end loop over the elements

Another example of Geometry functions is the calculation for the volume for an arbitrary order
element. This can be done using
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𝑉𝐸 =

ÕÕ

𝑗 ·𝜆

(2.28)

𝑐∈𝐸 𝑟∈𝑐

where 𝑐 ∈ 𝐸 represents the cells in an element and 𝑟 ∈ 𝑐 represents the corners in a cell. 𝜆 is the
partitioned quadrature weights associated with the particular corner in a cell. A simpler expression
could be that is only the sum over the full quadrature weights times the determinant of the Jacobian
at the quadrature positions, but by using a more fine grained loop an approximate volume of the
cells in the element can also be calculated. Code listing 13 shows how this is implemented using
ELEMENTS. One of the future goals is to add more features to the geometry package as the need
arises.
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Listing 13 How to calculate the volume of a cell and the element
for(int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
real_t elem_vol = 0.0;
for(int cell_lid = 0;cell_lid<mesh.num_cells_in_elem();cell_lid++){
int cell_gid = mesh.cells_in_elem(elem_gid, cell_lid);
mesh.cell_vol(cell_gid) = 0.0;
// Loop over the corners
for (int c_lid = 0; c_lid < mesh.num_corners_in_cell(); c_lid++){
// Get the global index for the gauss point
// and the reference index for this corner
int gauss_gid = mesh.gauss_in_cell(cell_gid, c_lid);
int corner_rid = ref_elem.ref_corners_in_cell(cell_lid, c_lid);
mesh.cell_vol(cell_gid) +=
mesh.gauss_pt_det_j(gauss_gid)
* ref_elem.ref_corner_g_weights(corner_rid);
} // end loop over the corners
elem_vol += mesh.cell_vol(cell_gid);
} // end loop over the cells
mesh.elem_vol(elem_gid) = elem_vol;
} // end loop over the elements

77

CHAPTER III
APPLICATIONS

3.1

Introduction to Lagrangian Hydrodynamics

Lagrangian hydrodynamic methods solve the governing equations for material dynamics problems on a mesh that moves with the flow. An example of a Lagrangian simulation is shown in fig.
3.1, where an impactor collides with a plate, causing deformation in both.

Figure 3.1: In Lagrangian hydrodynamics, the mesh moves with the material, instead of the material
advecting through the mesh as it would in an Eulerian calculation. Lagrangian calculations allow for high
fidelity simulations of solid dynamics problems since the material interfaces are explicitly known and tracked
through time and space.

The first of these methods was developed using a staggered-grid finite volume (FV) scheme
[101, 75]. These staggered grid hydrodynamic (SGH) methods solve the governing equations on
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a dual grid, where the momentum is evolved on a control volume surrounding the vertex, and the
energy is evolved on the control volume surrounding the cell center. Another approach for solving
the conservation equations is the FV cell-centered hydrodynamic (CCH) method [42, 43, 29]. This
method works by evolving all conserved quantities on a single control volume. The velocity at the
kinematic degrees of freedom (DOF) is calculated by solving a Riemann problem on the boundaries
of the cell [70, 69, 19]. A more novel approach is the discontinuous Galerkin hydrodynamic (DGH)
method [86, 26, 27, 68, 102, 66, 61, 63, 60, 62, 52]. DG works by breaking up the global system into
elements where the evolution of the conserved quantities is represented by a local polynomial basis
and evolved using a volume integral local to the element and a surface integral that removes the need
for a global matrix solve. This allows for the method to extend to high order and removes the need
for any global communication of information across the entire mesh. This method shows promise
on large-scale computing architectures since it requires much less cross node communication than
other high order continuous finite element (FE) methods.
The following sections will discuss the implementation of each of these methods into a hydrodynamics testbed, called Fierro, that is built using ELEMENTS. First, an overview of Fierro is
given, then each of the mentioned methods (SGH, CCH, DGH) will be derived, and examples of
implementation using the tools in ELEMENTS will be shown. For each of the methods, calculation
results will be given to show accuracy and prove the flexibility of the ELEMENTS package.

3.2

Feirro
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Fierro is a modern C++ code intended to simulate quasi-static and solid mechanics problems and
transient, compressible material dynamic problems with Lagrangian methods. Fierro is designed to
aid material model research that has historically been done using commercial implicit and explicit
finite element codes, numerical methods research, and computer science research. Fierro will
support user-developed material models that adhere to several industry-standard formats by using
a C++ to Fortran interface to couple the model to the numerical solvers. Fierro is built on the
ELEMENTS framework that supports a diverse suite of efficient data structures and element types
including high-order elements and quadrature rules. The Swage library in ELEMENTS contains
a mesh class designed for efficient calculations on unstructured low and high-order meshes and to
minimize memory usage. The MATAR library in ELEMENTS is heavily used inside of Fierro
for efficient and portable data representation and to increase the developers’ productivity. Fierro
is designed to readily accommodate a range of numerical methods, including continuous finite
element, finite volume, and discontinuous Galerkin methods. Fierro is designed to support explicit
and implicit time integration methods, and multiple solvers are currently being developed inside
Fierro. An overview of Fierro’s structure is shown in fig. 3.2.
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Arbitrary order!
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MATAR
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Figure 3.2: Fierro currently contains a staggered grid hydrodynamics solver (which is numerically equivalent
to a lumped mass finite element method), and cell centered hydrodynamics solver, and an arbitrary order
nodal discontinuous Galerkin method. The ELEMENTS package allows for simple quick implementation
of each of these methods and for the flexibility for each of these methods to co-exist in the same code using
the same mesh.

Fierro leverages the unique features of the ELEMENTS library; as such, this code serves as an
example for solving a system of partial differential equations using the mesh class and geometric
functions within the ELEMENTS library. Fierro registers state and model variables at material
points within the element, registers polynomial fields in the element, and registers kinematic
variables at element vertices. The routines for accessing the physical state are designed for highly
efficient computations and to minimize memory usage. The loops are written to aid in fine-grained
parallelization and to allow vectorization. Fierro is a lightweight software application and is cleanly
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written following modern programming practices, so it helpful in researching computer science
based technologies for software performance portability.
Fierro contains an established conservative Lagrangian staggered grid hydrodynamics (SGH),
cell centered hydrodynamics (CCH), and a novel nodal discontinuous Galerkin hydrodynamics
(DGH) method for solving the governing conservation equations (mass, momentum, and energy) for
compressible material dynamics using unstructured linear hexahedral elements as well as high order
curvilinear elements combined with a multidirectional approximate Riemann solver for improved
accuracy on smooth flows and stable solutions near velocity discontinuities and large gradients in
a flow. High-order Lagrangian methods can be studied within the code because it is built upon the
ELEMENTS library that supports high-order elements and high-order quadrature rules. Numerical
methods can be added to Fierro to simulate quasi-static solid mechanics problems, and Eulerian
methods are currently being developed using ELEMENTS and will be added to Fierro as they
mature. The code currently supports an explicit multi-step Runge Kutta time integration method.
Implicit time integration methods can be easily implemented in Fierro using the ELEMENTS
framework.
The classical ideal gas model is the only material model implemented in the current version of
the code, and it is helpful for verification tests of the software and simple gas dynamic simulations.
There are no equations of state beyond the ideal gas model. Fierro can be coupled to a C++/Fortran
interfaces that allow users to write their material models and test them on quasi-static problems or
material dynamics applications.
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3.3

Test Problems
Each of the numerical methods currently implemented have been verified against multiple test

problems with analytic solutions. The results of these tests are presented at the end of the discussion
for each method, and the following gives an overview of the test problems used.

3.3.1

Sod Shock Tube

The Sod shock tube problem is commonly used to test the accuracy of a numerical method
for solving for the flow of an ideal gas [92, 19, 78]. The problem consists of a one-dimensional
Riemann problem with the following initial conditions.
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as shown in fig. 3.3. The ideal gas heat capacity ratio (𝛾) was set to 5/3 for all versions of this
problem.
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Figure 3.3: The initial conditions for the Sod shock tube problem. This is classically a one dimensional
problem, but Fierro currently only supports three dimensional problems. To get around this issue, the mesh
is defined as only a single row of elements with reflected boundary conditions on the Y and Z planes.

3.3.2

Taylor-Green Vortex

The Taylor-Green vortex is a smooth flow steady state problem for vertical flow which has an
analytic solution [94, 100, 20, 32]. The initial conditions for the flow field are given as
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(3.2)

where 𝑢 0𝑥 and 𝑢 0𝑦 are the 𝑥 and 𝑦 components of velocity as shown in figure 3.4. The specific total
energy field for the steady state solution is

𝜏=

1
𝜋
+ (𝑢 2𝑥 + 𝑢 2𝑦 )
𝜌(𝛾 − 1) 2

(3.3)

To enforce a steady state solution an energy source term must be included [32]. This source
term can be derived using the method of manufactured solutions [18], and comes out to be
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𝑒 𝑠𝑟𝑐 =

𝜋
[𝑐𝑜𝑠(3𝜋𝑥)𝑐𝑜𝑠(𝜋𝑦) − 𝑐𝑜𝑠(3𝜋𝑦)𝑐𝑜𝑠(𝜋𝑥)]
4(𝛾 − 1)

(3.4)

The internal energy source 𝑒 𝑠𝑟𝑐 must be integrated in both space and time over the mesh. The
initial conditions for the Taylor-Green vortex create a vortex that is periodic with alternating signs
across any domain with integer extents, but for simplicity, the problem is run on a mesh defined
from zero to one in X and Y. Since this is a 2D test problem, the same method of only having a
single element in the Z direction is used.

(a) Velocity in X

(b) Velocity in Y

(c) Velocity magnitude

Figure 3.4: The initial velocity field for the Taylor-Green vortex test problem. The internal energy source
term should drive the solution to be steady state, so the velocity field should be constant as a function of
time.

3.3.3

Sedov Blast Wave

The Sedov problem is a traveling blast wave in a gamma-law gas that originates from an energy
point source with an analytic solution [90, 94, 91, 61, 63, 82]. The initial conditions are given as
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with an extensive energy 𝐸 0 at the origin of 0.493390. For this work 𝛾 = 5/3. The pressure at the
origin is

𝑝 0 = (𝛾 − 1) 𝜌0

𝐸0
𝑤0

(3.6)

where 𝑤 0 is the volume of the element at the origin. The mesh is defined on a three dimensional
Cartesian domain from [0, 1.2] in each direction and reflected boundary conditions are used along
the (𝑥, 𝑦, 𝑧) = (0, 0, 0) planes. Figure 3.5 shows the initial conditions.
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Figure 3.5: The compute domain and initial conditions for the Sedov blast wave test problem. The internal
energy (𝑒) at the origin is based off of the mesh size. The initial conditions are chosen such that the radius
of the blast wave will be one at 𝑡 = 1.

3.3.4

Triple Point

The two material Triple Point problem has no analytic solution, but it is good for showing
behavior for problems with shear and vortical flow[63]. Figure 3.6 shows the initial conditions for
this test problem.
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Figure 3.6: The compute domain and initial conditions for the Triple Point test problem.

3.4

Staggered Grid Hydrodynamics

Staggered grid hydrodynamic methods were some of the earliest methods for Lagrangian
hydrodynamics developed, with the earliest methods arising from the Manhattan Project in 1944
[75]. These methods predate, but are very similar to, lumped mass finite element methods like
those described in [38, 24]. The specific method implemented in Fierro is described by Chiravalle
et al. [24], but for the sake of completeness, the derivation is given.

3.4.1

Derivation

The governing analytic Lagrangian equations for mass, momentum, and total energy evolution
are

𝑑
𝑑𝑡

∫
𝜌𝑑𝑉 = 0
𝑉
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(3.7)

𝑑
𝑑𝑡

𝑑
𝑑𝑡

∫

∮
(𝑑𝑆 · 𝜎)

(3.8)

(𝑑𝑆 · 𝜎 · 𝑢)

(3.9)

𝜌𝑢𝑑𝑉 =
𝑉

𝜕𝑉

∫

∮
𝜌𝜏𝑑𝑉 =

𝑉

𝜕𝑉

where 𝑢 is velocity, 𝜌 is density, 𝜏 is specific total energy, and 𝜎 is stress. The specific internal
energy is given by 𝑒 = 𝜏 − 21 𝑢 2 . The corner normals, 𝑆, are defined by the sections of dotted lines
connecting the cell centers associated with a given cell, and are used to solve the Riemann problem.
Pressure for this method is calculated using the cell centered values of density and internal energy
used for some given equation of state, for this work a gamma law gas is assumed. These governing
equations are discretized using the staggered grid approach shown in fig.3.7.

Figure 3.7: The nomenclature for where the physical variables are located for the staggered grid method.
The density, energy, and stress are defined at the cell centers (blue dots), and the velocity is defined on the
nodes (green dots).
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The specific formulation implemented in Fierro builds on the SGH method by Flanagan and
Belytschko [38] and the compatible discretization method of Caramana et al. [22] which conserves
total energy while evolving internal energy. The semi-discrete Lagrangian evolution equations for
momentum, internal energy, and position are

Δ𝑢 𝑝 Õ
=
𝑓𝑖
Δ𝑡
𝑖∈𝑝

(3.10)

Õ
Δ𝑒 𝑧
=−
𝑓𝑖 · 𝑢𝑖
Δ𝑡
𝑖∈𝑧

(3.11)

𝑀𝑝

𝑀𝑧

Δ𝑥 𝑝
= 𝑢𝑝
Δ𝑡

(3.12)

where 𝑝 represents a node and 𝑧 represents a cell centered quantity. The superscripts represent
the time step, which is chosen to satisfy a robust CFL condition where the representative length is
taken to be the shortest distance between any two vertices in an element. The summation notation
𝑖 ∈ 𝑝 denotes the set of all forces acting on node 𝑝, and the 𝑖 ∈ 𝑧 notation refers to the set of all
nodes contained in cell 𝑧. The force at node 𝑖 is a combination of the force due to the Cauchy
stress and the dissipative stress in cell 𝑧 and is denoted as 𝑓𝑖 . The nodal velocity components are
advanced from time 𝑛 to 𝑛 + 1 in two steps using a second order Runge-Kutta integration scheme
given as

1

𝑢 𝑛+ 2 = 𝑢 𝑛 + 𝛼

Δ𝑡 Õ 𝑛
𝑓 ,
𝑚 𝑝 𝑖∈𝑝 𝑖
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𝛼=

1
2

(3.13)

1

𝑢 𝑛+1 = 𝑢 𝑛+ 2 + 𝛼

Δ𝑡 Õ 𝑛+ 21
𝑓 ,
𝑚 𝑝 𝑖∈𝑝 𝑖

𝛼=1

(3.14)

A similar procedure is used to progress the specific internal energy at the element center. This
is given by

1

𝑒

𝑛+ 12

𝑛+
Δ𝑡 Õ 𝑛 (𝑢𝑖𝑛 + 𝑢𝑖 2 )
𝑛
=𝑒 +𝛼
𝑓 ·
,
𝑚 𝑝 𝑖∈𝑝 𝑖
2

1
2

(3.15)

𝛼=1

(3.16)

𝛼=

1

𝑒 𝑛+1 = 𝑒

𝑛+ 12

𝑛+
Δ𝑡 Õ 𝑛 21 (𝑢𝑖𝑛+1 + 𝑢𝑖 2 )
,
𝑓 ·
+𝛼
𝑚 𝑝 𝑖∈𝑝 𝑖
2

This discretization scheme guarantees the conservation of total energy for any force if all forces
sum to zero inside an element (i.e., momentum conservation).
The gradients and nodal forces due to mechanical stress are calculated using a finite element
method based on the work in [38]. Position and velocity within an element are represented in terms
of the nodal values and the chosen basis function at the representative nodes. For this method,
the linear Lagrangian basis functions are used. Expressions for the position(𝑥), velocity(𝑢), and
gradient (∇𝑈) at a location inside an element are

𝑥=

Õ

𝑥 𝑝 Φ 𝑝 (𝜉, 𝜂, 𝜇)

(3.17)

𝑢 𝑝 Φ 𝑝 (𝜉, 𝜂, 𝜇)

(3.18)

𝑈 𝑝 ∇Φ 𝑝 (𝜉, 𝜂, 𝜇)

(3.19)

𝑝∈𝑧

𝑢=

Õ
𝑝∈𝑧

∇𝑈 =

Õ
𝑝∈𝑧
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where 𝜉, 𝜂, and 𝜇 are the position inside of the reference element and 𝑈 is a field variable.
The gradient of velocity at the element center follows these expressions as

∫
1 Õ
1 Õ
∇𝑢 𝑧 =
𝑢𝑝 ⊗
∇Φ 𝑝 𝑑𝑉 =
𝑢 𝑝 ⊗ 𝐵ˆ 𝑝
𝑉𝑧 𝑝∈𝑧
𝑉𝑧 𝑝∈𝑧
𝑉𝑧

(3.20)

where

𝐵ˆ 𝑝 =

∫
∇Φ 𝑝 𝑑𝑉

(3.21)

𝑉𝑧

𝐵ˆ 𝑝 is the standard B-matrix from finite element methods and is equivalent to a matrix where
the columns contain inward pointing surface normal,

Í

𝑖∈𝑝

𝑆𝑖 , for the set of surfaces connected to a

node in an element. The trace of ∇𝑢 𝑧 is related to the change in the element volume 𝑉𝑧 according
to

1 𝐷𝑉𝑧
= 𝑡𝑟 (∇𝑢 𝑧 )
𝑉𝑧 𝐷𝑡

(3.22)

which ensures that the geometric conservation law is satisfied. The force at a node 𝑝 from the stress
(𝜎) at the center of the element 𝑧 is 𝑓 𝑝 (𝑧) = −𝜎𝑧 · 𝐵ˆ 𝑝 . These stresses are added to the solution of a
multidirectional Riemann-like problem in the element, which is discussed next.
The Riemann solver used in this method comes from the work gone by Morgan et al. [24, 76].
The Riemann jump uses a dual grid surface area normal, 𝑆𝑖 , and is given as

𝑅
𝑓 𝑝(𝑧)
= 𝜇𝑐 ( 𝑝)(𝑢 ∗𝑧 − 𝑢 𝑝 )

Õ
𝑖∈𝑝
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|𝑆𝑖 · 𝑎 𝑐 ( 𝑝)|

(3.23)

where 𝑖 ∈ 𝑝 is the set of all edges associated with node 𝑝. The 𝑆𝑖 surface area normal in 3D is a
collection of two triangular facest of the dual grid around the node. In this jump relation, 𝑎 𝑐 ( 𝑝) is
a unit vector in the direction of ( 𝑢ˆ 𝑧 − 𝑢 𝑝 ), where 𝑢ˆ 𝑧 is the average element-centered velocity. The
shock impedance in a corner in an element corner is given by

𝜇𝑐 ( 𝑝) = 𝜌 𝑧 𝑐 𝑧 + 𝑏 𝑧 || 𝑢ˆ 𝑧 − 𝑢 𝑝 ||

(3.24)

where 𝑐 𝑧 is the sound speed at the element center and 𝑏 𝑧 is the linear slope empirically determined
from the shock Hugoniot relationship [74].
The Riemann velocity is calculated by requiring that all Riemann forces within a cell sum to
zero. This results in a element-centered Riemann velocity, 𝑢 ∗𝑧 , for the two jump relations given by

𝑢 ∗𝑧

Í

ˆ · 𝑎 𝑐 ( 𝑝)|)

𝑝∈𝑧 (𝑢 𝑝 𝜇 𝑐 ( 𝑝)| 𝐵 𝑝

= Í

ˆ · 𝑎 𝑐 ( 𝑝)|)

𝑝∈𝑧 (𝜇 𝑐 ( 𝑝)| 𝐵 𝑝

.

(3.25)

The Riemann force can be found by substituting the Riemann velocity into the Riemann jump
relations.

3.4.2

Implementation in ELEMENTS

Some examples of implementation for the SGH method will be discussed in this section. This
will not serve as a full blueprint for the hydrocode, but instead a guide using examples of sections
of the solver to show how ELEMENTS simplifies the implementation. These examples assume
that the state model for storing information has already been created as well as the mesh. The
method for initializing a mesh is covered in section 2.2.2.
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Listing 14 shows how the corner normals are calculated using elements. The normals are
calculated following

𝑛 𝑓 = 𝑗 𝑔 𝛾 𝑓 𝐽𝑔−1𝜆

(3.26)

where 𝑛 𝑓 represents a facet normal for a surface connected to a node, 𝑗 𝑔 is the determinant of
the Jacobian at the gauss point associated with the node, 𝛾 is a facet normal for the facet in the
reference element, 𝐽𝑔−1 is the inverse of the Jacobian matrix at the gauss point associated with the
node, and 𝜆 is the partitioned quadrature weight for the facet of interest. This operation walks
over elements, cells in the element, nodes in the cell, and facets in a node, which makes it a good
example to show how to index through these geometric entities.
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Listing 14 How to calculate corner normals
// loop over element
for(int e_gid=0; e_gid<mesh.num_elements(); e_gid++){
// loop over the cells in the element
for(int c_lid=0; c_lid<mesh.num_elements(); c_lid++){
// get the global index for the cell
int c_gid = mesh.cells_in_elem(e_gid, c_lid);
// Loop over the nodes in the cell
for(int n_lid = 0; n_lid < mesh.num_nodes_in_cell(); n_lid++){
// get global ids
int corn_lid = node_lid;
int corn_gid = mesh.corners_in_cell(c_gid, corn_lid);
int gauss_lid = node_lid;
int gauss_gid = mesh.gauss_in_cell(c_gid, gauss_lid);
int node_gid = mesh.nodes_in_cell(c_gid, n_lid);
// get id for corner in reference cell
int corn_rid = ref_elem.ref_corners_in_cell(c_lid, corn_lid);
// Loop over all of the facets in this corner
// and calculate corner normals
for(int facet_lid=0; facet_lid<mesh.num_dim(); facet_lid++){
// (js^{hat})_{i} * (J^{inv}\lambda_{ij}
for(int j = 0; j < mesh.num_dim(); j++){
// Initialize to zero
corner.normals(corn_gid, facet_lid, dim_j) = 0.0;
for(int i = 0; i < mesh.num_dim(); i++){
corner.normals(corn_gid, facet_lid, j) +=
mesh.gauss_pt_det_j(gauss_gid)
* ref_elem.ref_corn_surface_normals(corn_rid,facet_lid,i)
* mesh.gauss_pt_jacobian_inverse(gauss_gid,i,j)
* ref_elem.ref_corn_g_surface_weights(corn_rid,facet_lid);
// End all nested loops

Listing 15 shows how the nodal velocity is evolved for the SGH method using ELEMENTS
(eq.3.13 and 3.14). For this code, rk_alpha is calculated at the beginning of the RK step using
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𝛼=

1
𝑁 − 𝑁𝑖

(3.27)

where 𝑁 is the total number of RK stages used and 𝑁𝑖 is the current RK stage.

Listing 15 How to update velocity for the SGH method
void update_velocity_sgh(real_t rk_alpha){
// Set the dimension
num_dim = mesh.num_dim();
// walk over nodes to update velocity
for (int n_gid = 0; n_gid < mesh.num_nodes(); n_gid++) {
// create MATAR view into vertex velocities and forces
auto vel=ViewCArray<real_t>(&node.vel(1, n_gid, 0), num_dim);
auto vel_n=ViewCArray<real_t>(&node.vel(0, n_gid, 0), num_dim);
auto force=ViewCArray<real_t>(&node.force(n_gid, 0), num_dim);
// loop over dimension and update the velocity components
for (int dim = 0; dim < num_dim; dim++){
vel(dim)=vel_n(dim)+rk_alpha*dt*force(dim)/node.mass(n_gid);
}
}
}

3.4.3

Results

The Sod Shock tube results are compared to the analytic solutions for four different mesh
resolutions in figures 3.8 through 3.12. The solution converges nicely to the analytic solution as the
mesh is refined. SGH will generally converge at second order for regular meshes, but the presence
of a shock will limit convergence to first order. The convergence behavior is shown for the Taylor
Green vortex problem in fig. 3.15.

96

1.0

Solution on a 8x1x1 Mesh
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Figure 3.8: The element center results (orange cross) for the Sod Shock tube test problem on an 8 element
mesh compared to the analytic solution (blue line).
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Figure 3.9: The element center results (orange cross) for the Sod Shock tube test problem on an 16 element
mesh compared to the analytic solution (blue line).
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Figure 3.10: The element center results (orange cross) for the Sod Shock tube test problem on an 32 element
mesh compared to the analytic solution (blue line).
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Figure 3.11: The element center results (orange cross) for the Sod Shock tube test problem on an 64 element
mesh compared to the analytic solution (blue line).
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Figure 3.12: The element center results (orange cross) for the Sod Shock tube test problem on an 200 element
mesh compared to the analytic solution (blue line).

The results for the Taylor Green vortex problem are shown for four different mesh resolutions
in figures 3.13 through 3.14. Figure 3.15 shows the convergence behavior for the pressure field to
a time of 0.2. For this problem a convergence rate of 2.2 is achieved because the mesh is mostly
regular and the flow field is smooth.
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(a) 8x8 Mesh

(b) 16x16 Mesh

Figure 3.13: The magnitude of the velocity for the Taylor Green vortex problem using the SGH solver for a
mesh with 64 elements (a) and 256 elements (b).

(a) 32x32 Mesh

(b) 64x64 Mesh

Figure 3.14: The magnitude of the velocity for the Taylor Green vortex problem using the SGH solver for a
mesh with 1024 elements (a) and 4096 elements (b).
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Figure 3.15: The convergence rate for the L1 norm on the Taylor Green vortex to a time of 0.2. A convergence
rate of 2.2 is achieved since the flow is smooth and the deformation is small. As the mesh deforms more the
convergence rate is expected to drop to 1.

The results for the Sedov test problem using the SGH solver are shown in figures 3.16 and 3.18
and a comparison of the radial values of density to the analytic solution is given in figures 3.17 and
3.19. The solution converges to the analytic solution and radial symmetry is improved as the mesh
is refined.
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(a) 8x8x8 Mesh

(b) 16x16x16 Mesh

Figure 3.16: Density for the Sedov blast problem at a time of 1.0 for a 512 element mesh (a) and a 4098
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Figure 3.17: Density for the Sedov blast problem at a time of 1.0 for a 512 element mesh (a) and a 4098
element mesh (b).
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Figure 3.18: Density for the Sedov blast problem at a time of 1.0 for a 32,768 (32x32x32) element mesh.
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These results match well with the analytic solution.
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Figure 3.19: Density for the Sedov blast problem at a time of 1.0 for a 32,768 (32x32x32) element mesh.
These results match well with the analytic solution.
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The solution to the triple point problem is shown in fig. 3.20 on a 140x80 mesh. There is no
analytic solution to this problem, but it is a good test for a methods behavior under both shocks
and vortical flow.

Figure 3.20: The triple point solution at a time of 3.0 on a 140x80 mesh. This is a 3D calculation, with only
one element in the thickness. The SGH method is well behaved and stable for vortical flows.

3.4.4

VPSC-GMM coupling

One of the goals of ELEMENTS is to allow for complex material models to be used to simulate the behavior of materials in the real world. To that end, work has been done to couple
high fidelity multi-scale models into the SGH solver in Fierro. The Viscoplastic self consistent
generalized material model (VPSC-GMM) model accounts for evolution in the microstructure in a
given material[105]. The microstructure of a material varies depending on the composition (alloy
composition in metals or crystal-plastic composites in polymer-bonded explosives) and process104

ing (e.g., cast, annealed, rolled, additively manufactured (AM), thermally/mechanically cycled,
pressed, aged) as shown in fig. 3.21. Differences in microstructure can lead to significant differences in the bulk mechanical behavior because of the fundamentally anisotropic, heterogeneous
behavior of solids [87], see Fig. 3.21c.
001 Cu Crystal
11.5µs

10.7µs

(a) Annealed [15]

(b) Rolled [30]

Annealed Cu

Rolled Cu

11.6µs

10.6µs
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9.6µs
9.5µs plate experimental
(c) Flyer
results [80]

Figure 3.21: Examples of different kinds of microstructures for metals are shown in (a) and (b). Explosively
driven flyer plate experiments demonstrate that the microstructure8.7µscan greatly affect
8.6µs material dynamics on
time scales of 10−6 seconds, see (c) for comparisons between single crystal, annealed, and rolled copper.

Capturing the mechanics at the microstructure scale (termed the mesoscale) requires a constitutive model that represents the mechanics of the individual grains that compose the microstructure.
This typically requires mesh resolutions on the scale of tens of microns or smaller, while most
continuum-scale problems are on the scale of centimeters or larger, making it computationally
prohibitive to directly simulate microstructure effects on full-scale parts with existing technologies
on exascale machines. As a result, current simulations at the continuum scale typically use a homogeneous constitutive model to represent the mechanical behavior of the material. The challenges
with continuum-scale constitutive models include: (1) homogeneous isotropic models neglect
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microstructure and material anisotropy; (2) homogeneous anisotropic models must be calibrated
for every application and typically neglect microstructure evolution; and (3) all homogeneous
models are unable to capture any localized mechanical phenomena such as shear banding, or void
nucleation and crack formation/propagation (i.e., damage).
Different homogenization models can be used to connect single crystal and polycrystal behaviors as part of a multiscale strategy. This work is focused on the use of self-consistent (SC)
homogenization, in which single crystals deform differently according to their orientation and
strength. SC methods provide a more accurate microstructure-sensitive constitutive response of
the polycrystalline material points. In this work, we couple the multiscale Visco-Plastic Self
Consistent Generalized Material Model (VPSC-GMM) with the SGH method [24] found in Fierro
in each element of the mesh, see fig. 3.22. With this approach, the meso- and macro-scales are
separated, but it is more predictive and accurate than using anisotropic material models that are calibrated a priori to a particular test case. The new approach is computationally expensive compared
to using standard anisotropic strength models, but it can account for microstructural evolution and
how the latter affects the macroscopic behavior, especially under deformation conditions involving
large deformations and/or large dynamic compression and strain rates. The high numerical cost
associated with using VPSC-GMM in every cell of the mesh in a simulation is dealt with and overcome by using novel methods, efficient software implementation, and leveraging parallelization
strategies for modern computer architectures. The improvements and results of this work can be
found in [105].
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Material point
Cell nodes
Cell boundary

Figure 3.22: The VPSC-GMM seeks to capture the dynamics of individual crystals (also called grains)
within a material point and uses a self-consistent homogenization method to create a material point average
stress. Each crystal can have a unique orientation and strength model. The stress at the material point is
used in Fierro to evolve the continuum-level fields in the cell forward in time. The strain of the cell is then
used by the VPSC-GMM to evolve the stress, strain, and orientation of each crystal, and then it will return a
cell average stress. The process is repeated every time step in the hydrodynamic simulation.

This work included verification and validation for the implementation of the VPSC-GMM. The
VPSC-GMM with the SGH solver was run for a single element representing a fcc polycrystal with
an initial texture of 100 grains with random orientations, for uniaxial tension, compression, and
simple shear. A strain rate of 1 s−1 was used with no hardening. The fcc single crystal grains were
assumed to deform plastically by {111}h11̄0i slip, with a constant (i.e. no strain-hardening) slip
resistance 𝜏𝑐𝑠(𝑟) =1.0 GPa, a rate exponent n=20, and initially spherical shape. The elastic constants
correspond to austenitic steel: C11 = 205.0 GPa, C12 =138 GPa, and C44 =126 GPa. The simulations
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were run to 50% strain for tension, compression, and shear. The results are compared to those
obtained with the stand-alone version of VPSC in fig. 3.23. These plots show the orientation
of each grain of metal after undergoing the noted deformation starting from an initially random
orientation. The dots are the projection of a unit normal off of the (111) lattice plane onto a sphere
and the sphere is collapsed onto a circle.
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Figure 3.23: The texture predictions using the VPSC-GMM coupled to the are compared to the stand-alone
version of VPSC for a fcc polycrystal with initial random texture. The red dots are the stand-alone VPSC
predictions and the blue dots represent the texture predicted using the with VPSC-GMM. The results are
given for a single element undergoing tension, compression and simple shear.

Figure 3.24 shows the stress strain response of a single element in the standalone VPSC and the
version implemented in the SGH solver (denoted hydro). The initial jump in the stress comes from
the standalone VPSC code assuming only plastic deformation, so the elastic region is not shown.
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Figure 3.24: Effective stress-strain response for the shear test case predicted with the stand-alone VPSC
code (blue dots) and the VPSC-GMM coupled to the SGH solver (orange dots). The stress values are in
MBars. The stand-alone calculation neglects the material’s elastic response, which is why the starting stress
value is non-zero, while for the SGH solver the strain-stress curve starts at zero stress. The small positive
slope in the plastic region is caused by geometric hardening (grain reorientation), since no strain hardening
was used for this calculation.

The SGH solver with VPSC-GMM was also compared to the VPSC model coupled to Abaqus𝑇 𝑀
Explicit for a single-element high rate compression case. This test case is exploring the hydrodynamic regime, where the previous tests were all quasistatic. Symmetry boundary conditions were
used for this test case on the x=0, y=0, and z=0 planes, and an initial velocity of 4,000 m/s was
applied downward to the nodes on the top face of the element. This simulation was run for one
microsecond. The purpose of this test was to compare only the high strain rate hydrodynamics
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behavior of the coupling, not necessarily the accuracy of the physical behavior. The material input
files used for this test were the same as the test done previously. Plots of the density, pressure,
volume, and internal energy from Abaqus𝑇 𝑀 and the SGH solver are given in fig. 3.25. There is
excellent agreement between the predictions of both codes.
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Figure 3.25: Results from Abaqus𝑇 𝑀 are compared to results from the SGH solver with VPSC-GMM for a
unit cell undergoing rapid uniaxial compression for one microsecond. In the left column, the orange dots
represent the solution from the SGH solver and the red crosses are the solution from Abaqus𝑇 𝑀 . The blue
dots in the right column are the difference in the solutions.

3.4.4.1

Validation on a multi-scale Taylor Anvil experiment

The Taylor impact experiment involves impacting a cylindrical specimen against a stiff target at
a high rate (∼100 m/s), and measuring the deformed shape and microstructure after the impact. We
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simulated Taylor impact experiments of textured Ta cylinder performed by Maudlin et al. [72]. Ta
cylinders were cut from a rolled Ta plate, with the cylinder axis parallel to the rolling and transverse
directions. The Cylinder diameter was 7.62 mm and cylinder length was 38.1 mm, and the impact
velocity was 175 m/s.
Due to the symmetry of the specimen and the constitutive response, one-quarter of the cylinder
was simulated and discretized into 3597 elements. The nodes in the planes of symmetry were
allowed to move in those planes only. The contact between the anvil and the cylinder is simulated
by constraining the displacements of cylinder nodes in the plane of contact to that plane. An initial
velocity of 175 m/s was imposed to the cylinder. The density of Ta cylinder is 16,640 kg/m3 [72].
The polycrystalline Ta’s initial microstructure was the same for each element and consisted of 419
equiaxed grains, with orientations chosen to reproduce the measured initial texture of the rolled Ta
plate. The initial slip resistance 𝜏0𝑠 =115 MPa and rate exponent n=14 for Ta were calibrated based on
measured through-thickness compression initial yield stresses of Ta specimens cut from the same
rolled plate as cylinders and measured by Chen et al. [23]. For simplicity, no strain-hardening was
assumed and grains were allowed to deform by {11̄0}h111i and {112̄}h111i slip.
Figure 3.26 shows the mesh, and the cylinder shape and von Mises stress at different time
increments. In the initial stages of the simulation, the von Mises stress is the highest at the foot
of the cylinder, where deformation is the highest (fig. 3.26b). The tail of the cylinder remains
below the yield point throughout the simulation. At later stages, the peak von Mises stress moves
away from the foot more towards the cylinder center (fig. 3.26c-e). Note that von Mises stress is
proportional to the strain rate, and the shift of peak stress from the foot toward the tail indicates
propagation of the plastic wave.
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Figure 3.26: The evolution of von Mises stress and shape of Ta cylinder during Taylor impact simulation at
five different times: (a) 0 ms, (b) 0.25 ms, (c) 0.5 ms, (d) 0.75 ms, (e) 1.0 ms.

Figure 3.27 compares the predicted and measured deformed cylinder shapes and shows good
agreement between the predicted and measured shapes of the cylinder foot. Comparison of the
deformed shape to the initial cylinder shape at the foot (dashed circle) indicates a very high
degree of deformation and significant ovalization. During rolling of the initial Ta plate, the
{111} crystallographic planes/directions tend to align with the normal direction (through thickness
direction of the plate). The anisotropic single-crystalline response of bcc Ta is hard along this
direction, meaning that the through-thickness direction of the rolled plate is hard compared to inplane directions. Since the hard direction is parallel to the x-direction of the cylinder, the cylinder
deforms less in the x-direction than in the y-direction resulting in the observed anisotropic shape.
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Major and minor profiles and radial strains shown on fig. 3.27b and fig. 3.27c, respectively, reveal
even larger ovalization away from the foot. As the deformation progresses, the crystallographic
orientations reorient and the anisotropy of polycrystalline constitutive response changes. Since
the ovalization is not the strongest at the foot where most of the strain is accumulated, it appears
that the difference between the x- and y-cylinder dimensions reduce with straining due to texture
evolution.
There are two main reasons that the solution does not match the experiement here. The
boundary conditions implemented in the simulation do not allow for the cylinder to “bounce back”
after the initial contact. This difference in the experimental vs simulation setup contributes to the
discrepancy between the calculated and the experimental results. In addition, due to very high strain
rates and strains, especially at the foot of the cylinder, the temperature increase due to adiabatic
heating is significant (according to simulations of Zecevic and Knezevic [104] temperature at
the center of the foot reaches values close to 1000◦ C). The temperature increase would lead to a
decrease in yield stress, making the foot softer at higher strains. This effect is not captured in our
model, and the predicted deformation at the foot is thus lower than experimentally observed.
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Figure 3.27: Comparison between simulation (solid line) and the experimental results (dots): (a) foot of the
Taylor cylinder after the impact (before impact shown with a dotted line); (b) major and minor radius of the
cylinder after the impact; (c) major and minor radial strain after deformation.

3.5

Cell Centered Hydrodynamics

The finite volume cell-centered hydrodynamic (CCH) method is a spatially collocated method
where the governing equations for momentum and internal energy are solved on a single control
volume that coincides with the cell boundary. Lagrangian CCH methods solve a multidirectional
approximate Riemann problem at the nodes of a cell. The first multidirectional approximate
Riemann solver was proposed by B. Després and C. Mazeran for gas-dynamic problems [29].
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Maire and various authors [70, 69, 67] extended the work in [29] and proposed a new multidirectional approximate Riemann solver that had improved mesh robustness properties. Several
researchers have used this multidirectional approximate Riemann solver with finite volume CCH
methods to simulate complex physical problems including hyperelasticity of solids [41, 48] and
inertial confinement fusion [17]; in addition, the solver has also been used to simulate gas dynamics
with a third-order accurate discontinuous Galerkin (DG) discretization [100].

3.5.1

Derivation

The governing analytic Lagrangian equations for mass, momentum, and total energy evolution
are the same as for the SGH discussion, and given in integral form as

𝑑
𝑑𝑡

𝑑
𝑑𝑡

𝑑
𝑑𝑡

∫
𝜌𝑑𝑉 = 0

∫

∮
(𝑑𝑆 · 𝜎)

(3.29)

(𝑑𝑆 · 𝜎 · 𝑢)

(3.30)

𝜌𝑢𝑑𝑉 =
𝑉

𝜕𝑉

∫

∮
𝜌𝜏𝑑𝑉 =

𝑉

(3.28)

𝑉

𝜕𝑉

where 𝑢 is velocity, 𝜌 is density, 𝜏 is total energy, and 𝜎 is stress. The specific internal energy is
given by 𝑒 = 𝜏 − 21 𝑢 2 .
The conservation equations are discretized using a finite volume CCH method where velocity
is collocated with material stress and internal energy at the cell center. Figure 3.28 shows the mesh
for the 2D case.
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Figure 3.28: For the CCH method the density, stress, energy, and velocity are all about the cell center, and
the surfaces of the cell are used in a Riemann solver to calculate a consistent state used to evolve the mesh
at the nodes.

A set of discrete equations are derived by replacing the surface integrals in the conservation
equations with discrete summations over the corner surfaces and the time derivatives are replaced
with discrete time steps. The discrete form of these equations are

Δ𝑀𝑧
=0
Δ𝑡

Δ𝑢 𝑧 Õ
=
(𝑆𝑖 · 𝜎𝑐∗ )
Δ𝑡
𝑖∈𝑧

(3.32)

Δ𝜏𝑧 Õ
=
(𝑆𝑖 · 𝜎𝑐∗ · 𝑢 ∗𝑝 )
Δ𝑡
𝑖∈𝑧

(3.33)

𝑀𝑧

𝑀𝑧

(3.31)
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where 𝑀𝑧 is the mass of the cell, 𝜏𝑧 is the cell average specific total energy. The summations are
over the corner surface areas associated with the cell 𝑧 which is denoted 𝑖 ∈ 𝑧 and is shown in fig.
3.28. The nodal position is updated using

Δ𝑥 𝑝
= 𝑢 ∗𝑝
Δ𝑡

(3.34)

The same 2-step Runge-Kutta scheme as the SGH solver is used to evolve the solution forward in
time.
The multidirectional approximate Riemann problem is central to the evolution of the discrete
equations and provides a mechanism for introducing dissipation in regions where strong shocks
are present, and for suppressing unphysical instabilities such as hourglass motion. The Riemann
force [19] on a corner surface segment of the cell, is

𝐹𝑖∗ = 𝑆𝑖 · 𝜎𝑐∗ = 𝑆𝑖 · 𝜎𝑐 + 𝜇𝑐 |𝑆𝑖 · 𝑒ˆ𝑐 |(𝑢 ∗𝑝 − 𝑢 𝑐 )

(3.35)

where 𝜇𝑐 is the acoustic impedance given as 𝜇𝑐 = 𝜌𝑐 where 𝑐 is the sound speed for the material
in the cell. The unit vector 𝑒ˆ𝑐 is the approximate direction of the shock and is given by

𝑎𝑣𝑔

𝑒ˆ𝑐 =
𝑎𝑣𝑔

where 𝑢 𝑝

𝑢𝑝
𝑎𝑣𝑔
||𝑢 𝑝

− 𝑢𝑐
− 𝑢 𝑐 ||

(3.36)

is the average is the average of the surrounding corner velocities. A single Riemann

velocity at the node is found by enforcing momentum conservation, e.g. sum of forces at a node is
zero. This yields
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𝑢 ∗𝑝

Í
=

𝑖∈𝑝 (𝜇 𝑐 |𝑆𝑖

· 𝑒ˆ𝑐 |𝑢 𝑐 − 𝑆𝑖 · 𝜎𝑐 )

Í

· 𝑒ˆ𝑐 |)

𝑖∈𝑝 (𝜇 𝑐 |𝑆𝑖

(3.37)

The nodal positions are updated using the Riemann velocity 𝑢 ∗𝑝 and the Riemann forces are calculating using this Riemann velocity. This method can be extended to high order by reconstructing
the velocity and stress to a high order polynomial using the neighboring cell information [25], but
for this work the method is given as first order.

3.5.2

Implementation in ELEMENTS

Listing 16 shows how to update the element force (sum of the corner forces) and power (sum
of the corner force times the Riemann velocity) used to evolve the internal energy for the CCH
solver. MATAR views are used to make clear coding for the summation, and since the data in the
corner and node classes are contiguous optimal performance can be achieved.
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Listing 16 How to calculate a cell centered force and power for the CCH method
int num_dim = mesh.num_dim();
// loop over the sub-cells in the element
for(int cell_gid = 0; cell_gid < mesh.num_cells(); cell_gid++){
int num_nodes = mesh.num_nodes_in__cell();

// 8 for this case

// Loop over the nodes of the sub-cell
for (int node_lid = 0; node_lid < num_nodes; node_lid++){
// Get global node id for the local vertex id in this sub-cell
int node_gid = mesh.nodes_in_cell(cell_gid, node_lid);
// get the global corner id
int corner_gid = mesh.corners_in_cell(cell_gid, node_lid);
// create a view of the corner force and nodal Riemann velocity
auto force=ViewCArray<real_t>(&corner.force(corner_gid,0),num_dim);
auto vel_node=ViewCArray<real_t>(&node.vel(1,node_gid,0),num_dim);
// Calculate the force and power fluxes for the
// momentum change and the total energy change of the element
for (int dim = 0; dim < mesh.num_dim(); dim++){
cell_force[dim] += force(dim);
cell_power += force(dim)*vel_node(dim);
}
} // end of loop over nodes in the sub-cell
}// end of loop over sub-cells in element

Listing 17 shows how reflected velocity boundary conditions are applied for the CCH solver.
Since the boundary conditions are applied to the nodes through the patches, this same code is used
for the SGH and DG solver as well. There are multiple pieces of code like this that are common to
all of the solvers discussed, and they are all stored in a “common" directory under Fierro.
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Listing 17 How to apply reflected BCs for the CCH method
// Loop over boundary sets
for(int bdy_set = 0; bdy_set < mesh.num_bdy_sets(); bdy_set++){
// Get the surface normal direction
int direction = boundary[bdy_set].surface;
// Loop over boundary patches in boundary set
int num_patches = mesh.num_bdy_patches_in_set(bdy_set);
for (int bdy_p_gid=0; bdy_p_gid<num_patches; bdy_p_gid++){
// get the global id for this boundary patch
int patch_gid = mesh.bdy_patches_in_set(bdy_set, bdy_p_gid);
// apply boundary condition at nodes on boundary
for(int node_lid = 0; node_lid < 4; node_lid++){
int node_gid = mesh.node_in_patch(patch_gid, node_lid);
// Set nodal force to zero
node.vel(1, node_gid, direction) = 0.0;
}
}
}

3.5.3

Results

The Sod Shock tube results are compared to the analytic solutions for five different mesh
resolutions in figures 3.29 through 3.33. The solution converges nicely to the analytic solution as
the mesh is refined, though since the CCH solver is P0, and therefore more dissipative, the final
solution does not match the analytic as well as the SGH solver.
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Figure 3.29: The element center results (orange cross) for the Sod Shock tube test problem on an 8 element
mesh compared to the analytic solution (blue line) using the CCH solver.
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Figure 3.30: The element center results (orange cross) for the Sod Shock tube test problem on an 16 element
mesh compared to the analytic solution (blue line) using the CCH solver.
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Figure 3.31: The element center results (orange cross) for the Sod Shock tube test problem on an 32 element
mesh compared to the analytic solution (blue line) using the CCH solver.
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Figure 3.32: The element center results (orange cross) for the Sod Shock tube test problem on an 64 element
mesh compared to the analytic solution (blue line) using the CCH solver.

123

1.0

Solution on a 200x1x1 Mesh
1.0
0.8

0.6
0.4

Pressure

Density

0.8

0.6
0.4
0.2

0.2
0.00 0.25 0.50 0.75 1.00
Position

0.00 0.25 0.50 0.75 1.00
Position

Figure 3.33: The element center results (orange cross) for the Sod Shock tube test problem on an 200 element
mesh compared to the analytic solution (blue line) using the CCH solver.

The solution to the Taylor Green vortex problem using the CCH method for four different mesh
resolutions is shown in figures 3.34 and 3.35, and the convergence rate is shown in fig. 3.36.
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(a) 8x8 Mesh

(b) 16x16 Mesh

Figure 3.34: CCH solver for a mesh with 64 elements (a) and 256 elements (b).

(a) 32x32 Mesh

(b) 64x64 Mesh

Figure 3.35: CCH solver on the Taylor Green Vortex for a mesh with 1024 elements (a) and 4096 elements
(b).
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Figure 3.36: The convergence rate for the L1 norm on the Taylor Green vortex to a time of 0.2. A convergence
rate of 0.9 is achieved. The expected convergence for this method is 1.0, but the current implementation
under-integrates the corner normals since only a two point quadrature is used. This can be remedied by
implementing the analytic form for the corner normals of a hexahedral element.

The results for the Sedov test problem using the CCH method are shown in figures 3.37 and
3.39 and these results are compared to the analytic solution in figures 3.38 and 3.40.
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(a) 8x8x8 Mesh

(b) 16x16x16 Mesh

Figure 3.37: Density for the Sedov blast problem at a time of 1.0 for a 512 element mesh (a) and a 4098
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Figure 3.38: Density for the Sedov blast problem at a time of 1.0 for a 512 element mesh (a) and a 4098
element mesh (b) using the CCH solver.
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Figure 3.39: Density for the Sedov blast problem at a time of 1.0 for a 32,768 (32x32x32) element mesh.

Density

These results match well with the analytic solution.
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Figure 3.40: Density for the Sedov blast problem at a time of 1.0 for a 32,768 (32x32x32) element mesh.
These results match well with the analytic solution.
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The solution to the triple point problem at a time of 1.0 is shown in fig. 3.41 on a 140x80 mesh.
The solution becomes unstable soon after a time of once since the current implementation of the
method under-integrates the corner normals. This error is small for regular meshes, but becomes
more apparent as the cells become more skewed.

Figure 3.41: The triple point solution at a time of 3.0 on a 140x80 mesh. This is a 3D calculation, with only
one element in the thickness. The CCH method is well behaved and stable for vortical flows.

3.6

Nodal Discontinuous Galerkin Hydrodynamics

The Nodal Discontinuous Galerkin (DG) scheme proposed here is an extension of the modal
scheme presented developed by Liu et al. in [63] which builds on the work of many others
[86, 26, 27, 68, 102, 66, 61, 63, 60]. The DG approach’s accuracy comes from using high order
polynomials within an element just like the more well known finite element methods, and it can be
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considered a high order extension of the finite volume CCH method. The Nodal DG approach is
very similar to the Modal DG scheme. The only difference is the choice of polynomial basis for the
discontinuous fields. In Modal DG, a Taylor series is used, and in Nodal DG a Lagrangian basis
is used. Like in CCH methods, a Riemann solver is used to calculate a conservative flux on the
surface of the element. The following sections walk through the derivation, implementation inside
of ELEMENTS, and results for a few test problems. This will not be an exhaustive description of
the method since it is still an open research topic.

3.6.1

Derivation

In generalized Lagrangian Hydrodynamics, the differential equaions governing the evolution
of the specific volume (𝑣), velocity (𝑢), and specific total energy (𝜏) are given by,

𝜌

𝜌

𝑑𝑣
= ∇ · 𝑢,
𝑑𝑡

(3.38)

𝜌

𝑑𝑢
= ∇ · 𝜎,
𝑑𝑡

(3.39)

𝑑𝜏
= ∇ · (𝜎𝑢),
𝑑𝑡

(3.40)

The Cauchy stress tensor, pressure, specific internal energy, and specific kinetic energy are
denoted as 𝜎, 𝑝, 𝑒, and 𝑘 respectively. The specific total energy is 𝜏 = 𝑒 + 𝑘. The pressure is
calculated using an equation of state (EOS) for the material using density and specific internal
energy, which is denoted as 𝑝 = EOS(𝜌, 𝑒). The stress is given by 𝜎 = −𝑝I + 𝜎0, where either a
hypo- or hyper-elastic plastic model is used to calculate the deviatoric stress 𝜎0. For an inviscid
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gas, all components in the deviatoric stress are zero, so 𝜎 = −𝑝I. The derivations in this work
are for a general material so they are valid for gasses and solids. The time derivatives are total
derivatives that move with the flow. The rate of change of the position is,

𝑑𝑥
= 𝑢.
𝑑𝑡

(3.41)

For the nodal DG method being discussed, the specific volume is not evolved, instead strong
mass conservation is used, e.g. the mass is initialized at time zero, and the density is calculated
using the initial mass and the current volume. For this scheme all evolved fields are evolved in the
reference space and relevant quantities are mapped between the real and reference space as shown
in fig. 3.42.
Mapping
Volume

Volume

Figure 3.42: The basis are used to map information between the real and reference space. The evolved fields
are solved for on the reference space, and the mesh evolves in the real space.

The governing conservation equations can be written generally as
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𝜌

𝑑U𝑛
=∇·H
𝑑𝑡

where U𝑛 is the respective field and H is the associated flux. This equation is multiplied by a test
function and integrated over the cell in the physical coordinates,



∫
Φ𝑚


𝑑U𝑛
𝜌
− ∇ · H 𝑑𝑤 = 0,
𝑑𝑡

𝑚 = 1, ..., 𝑁 (𝑃)

𝑤(𝑡)

which creates a set of 𝑁 (𝑃) equations for 𝑁 (𝑃) unknowns coefficients for the Lagrangian polynomial coefficients for the element. Substituting the Lagrangian basis into the above equation
gives

Õ∫

𝑑U𝑛
=
𝜌Φ𝑚 Φ𝑛 𝑑𝑤
𝑑𝑡

∫
Φ𝑚 (∇ · H)𝑑𝑤

(3.42)

𝑛
𝑤(𝑡)

𝑤(𝑡)

The basis Φ have been factored out of the time derivative for term on the left hand side of eq.
3.44 since they do not change as a function of time. The integral of the left hand side of eq. 3.44
is the mass matrix,

𝑀𝑚𝑛 =

Õ∫
𝑛

𝜌Φ𝑚 Φ𝑛 𝑑𝑤 =

Õ∫
𝑛

𝑤(𝑡)

𝜌Φ𝑚 Φ𝑛 𝑗 𝑑Ω,

𝑚 = 1, ..., 𝑁 (𝑃),

𝑛 = 1, ..., 𝑁 (𝑃) (3.43)

Ω

The integral in the mass matrix has been transformed into the reference element (fig. 3.42)
using the determinant, 𝑗, of the Jacobian matrix 𝐽, e.g. 𝑑𝑤 = 𝑗 𝑑Ω. This gives

𝑑U𝑛
=
𝑀𝑚𝑛
𝑑𝑡

∫
Φ𝑚 (∇ · H)𝑑𝑤

𝑤(𝑡)
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(3.44)

Using integration by parts on the right hand side of E.q 3.44, the evolution of the coefficients is,

𝑑U𝑛
𝑀𝑚𝑛
=
𝑑𝑡

∫

∫
∇ · (Φ𝑚 H)𝑑𝑤 −

𝑤(𝑡)

∇Φ𝑚 · H𝑑𝑤,

𝑚 = 1, ..., 𝑁 (𝑃)

(3.45)

𝑤(𝑡)

, and mapping the right hand side operators into the reference space gives using the chain rule
gives

𝑑U𝑛
𝑀𝑚𝑛
=
𝑑𝑡

∫
∇ 𝜉 Φ𝑚 𝑗 𝐽

−1

∫
· H𝑑Ω −

Ω

(∇𝜉 Φ𝑚 ) · 𝑗 𝐽 −1 H𝑑Ω,

𝑚 = 1, ..., 𝑁 (𝑃)

(3.46)

Ω

The first term on the right hand side of eq. 3.46 can be converted into a surface integral using
Gauss’s theorem that relates the integral of divergence of some field over the reference volume Ω
with the flux into or out of a surface 𝜕Ω. This gives the general evolution equation as,

𝑑Un
=
𝑀𝑚𝑛
𝑑𝑡

∮
𝑠 · Φ𝑚 𝑗 𝐽

−1

∗

∫

· H 𝑑𝜆 −

(∇𝜉 Φ𝑚 ) · 𝑗 𝐽 −1 H𝑑Ω

(3.47)

Ω

𝜕Ω

and the resulting evolution equations for momentum and specific total energy are,

𝑑𝑢 𝑛
𝑀𝑚𝑛
=
𝑑𝑡

∮
𝑠 · Φ𝑚 𝐽

−1

∗

· 𝜎 𝑗 𝑑𝜆 −

∮
𝑠 · Φ𝑚 𝐽

−1

∗ ∗

The

∫

· 𝜎 𝑢 𝑗 𝑑𝜆 −

(3.48)

(∇𝜉 Φ𝑚 ) · 𝐽 −1 · 𝜎𝑢 𝑗 𝑑Ω

(3.49)

Ω

𝜕Ω
∗

(∇𝜉 Φ𝑚 ) · 𝑗 𝐽 −1 𝜎𝑑Ω

Ω

𝜕Ω

𝑑𝜏𝑛
𝑀𝑚𝑛
=
𝑑𝑡

∫

in the equations signifies the solution to the Riemann problem at the surface of the

element. The derivation of this discretization does not assume an order for the basis polynomial
Φ, which is chosen to be the Lagrange polynomial. The implementation takes advantage of this
fact to allow for the same code to extend to 𝑁 𝑡ℎ order with a single command in the input file.
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The Riemann solver is the same as the one mentioned in the CCH method. The Riemann solve
is the only source for numerical dissipation in this method, and for smooth flows this is satisfactory.
Stability issues arise for strong shock-driven flows, and one method to handle these cases is to apply
artificial viscosity to the stress used in the Riemann solver. The exact form of this viscous term is
still being developed, but for this work, a tensorial Navier-Stokes form of viscosity is applied. This
takes the form of

ˆ 𝑠𝑦𝑚
𝑄 𝑣𝑖𝑠𝑐 = 𝜇𝑙∇𝑢

(3.50)

where 𝑄 𝑣𝑖𝑠𝑐 is the viscous component of the stress tensor, 𝜇 is the impedance given as 𝜇 = 𝜌𝑐,
∇𝑢 𝑠𝑦𝑚 is the symmetric part of the velocity gradient, and 𝑙ˆ is a characteristic length. The velocity
gradient is calculated by applying the velocity to a polynomial expansion of the gradient of the
Lagrange basis,

∇𝑢 ℎ =

Õ

(∇Φ𝑖 (𝜉)) ⊗ 𝑢𝑖

(3.51)

𝑖∈ℎ

where ℎ is the element of interest and the summation is over the kinematic degrees of freedom in
the element denoted 𝑖 ∈ ℎ.
It is worth noting that the nodal DG method can be thought of as a high order extension of the
CCH method previously discussed. As a reminder,the discrete momentum evolution equation for
the low order CCH method is

𝑀𝑧

Δ𝑢 𝑧 Õ
=
(𝑆𝑖 · 𝜎𝑐∗ )
Δ𝑡
𝑖∈𝑧
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(3.52)

and the discrete momentum evolution equation for the arbitrary order nodal DG method is

𝑑𝑢 𝑛
𝑀𝑚𝑛
=
𝑑𝑡

∮
𝑠 · Φ𝑚 𝐽

−1

∫

∗

· 𝜎 𝑗 𝑑𝜆 −

(∇𝜉 Φ𝑚 ) · 𝐽 −1 · 𝜎 𝑗 𝑑Ω

(3.53)

Ω

𝜕Ω

To show that they can be equivalent, set Φ to be a scalar (e.g. order 0).

∇𝜉 Φ𝑚=0

𝑑𝑢
=0∴𝑀
=
𝑑𝑡

∮

𝑠 · 𝐽 −1 · 𝜎 ∗ 𝑗 𝑑𝜆

(3.54)

𝜕Ω

Here 𝑀 becomes the scalar mass at the cell center.
Noting that
𝑠 · 𝐽 −1 𝑗 = 𝑆𝑖

(3.55)

and using a 2 point Gauss Legendre quadrature where the nodes on the boundary, and weights are
all one gives

𝑑𝑢
=
𝑀
𝑑𝑡

∮

𝑠 · Φ𝑚 𝐽 −1 · 𝜎 ∗ 𝑗 𝑑𝜆 =

Õ

(𝑆𝑖 · 𝜎𝑐∗ )

(3.56)

𝑖∈𝑧
𝜕Ω

which shows that nodal DG scheme where the polynomial order is zero is numerically equivalent
to the standard CCH (P0) method.

3.6.2

Implementation in ELEMENTS

The complexity that arises when investigating the data structures required to implement arbitrary
order DG methods is something of a limiting case. Over the years of ELEMENTS’s development,
the team noticed that if a code is capable of representing all of the geometry and data structures
required to implement a Lagrangian DG method, it also has the data structures and representative
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capability to implement a broad range of methods. To that point, the DG method in Fierro uses
almost every mesh structure in Swage.
The complexity arises from integrating surface fluxes to an arbitrary order. To explain this, a
few cases will be discussed, starting with something of an outlier. DG P0 on a nodal basis does
not exist because there is no single point Lagrangian basis function. To allow for DG P0, we use
a mesh that has one cell per element, and each node is a vertex, so the basis are linear. As the
solution evolves, the nodal values are averaged, and each node gets the average. This is very similar
to the CCH method previously discussed and fig. 3.43 shows a mesh for the DG P0 method, with
the caveat that the two-point quadrature rule is insufficient for integrating the space to calculate
the volume. The analytic volume calculation for a hexahedron is used to resolve this issue. This
results in what is functionally a lumped mass DG P1 scheme.

Figure 3.43: For DG P0 there is only once cell per element, which breaks the repeated pattern of geometric
structures in Swage. An averaging scheme is used to force a scalar field inside the element.
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The method only becomes numerically consistent at DG P1. At DG P1, the basis are linear, and
the element is broken up into four cells in 2D (fig. 3.44) and eight cells in 3D. This decomposition
leads to a 3 point Gauss-Lobatto quadrature rule, which is sufficient to integrate a third-order
polynomial, meaning it can represent the element’s volume exactly. This also gives a sufficient
quadrature to numerically integrate the flux terms from the Riemann solution over the surface of
the element. The pattern of breaking the element up such that there is a quadrature point between
any two adjacent vertices means that the numerical integration is sufficient to any order.

Figure 3.44: At DG P1 a linear Lagrangian basis is used and the quadrature becomes sufficient to fully
integrate any of the fields in the volume of the element and any flux through the surface to the order of the
method.

For a second-order method (DG P2) a second-order Lagrangian basis is used, which requires
a tensor product of three basis functions across the element, leading to having nine vertices in
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2D (fig. 3.45) and 27 in 3D. The repeated pattern of breaking the element up such that there are
2× the number of cells in each dimension as the order of the polynomial leads to a consistent
implementation for integration of the surface fluxes. This pattern is used to build the third-order
element shown in fig. 3.46, and every other desired order.

Figure 3.45: At DG P2 there are 2 × 𝑁 where 𝑁 = 2 cells in each direction in the element. For this method
there are 3𝐷 , where 𝐷 is the dimension, vertices in the element, and 5𝐷 quadrature points.
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Figure 3.46: A third order element for the DG P3 scheme. There are 4𝐷 vertices per element and 7𝐷 nodes
per element, where D is the dimension.

Fierro is written such that a single integer (𝑃𝑜𝑟 𝑑𝑒𝑟 ) input is used to build all of the data structures
required for the DG method to that order. The 𝑃𝑜𝑟 𝑑𝑒𝑟 , in theory, can be any positive integer, but there
are diminishing returns in accuracy once the polynomial order is sufficient to exactly represent the
true fields in the problem. Code listing 18 shows how the surface integral for the energy evolution
term is calculated. For these calculations, the element index, basis (vertex) index, local cell index,
global cell index, local corner index in a node, global corner index, and node reference index
(index in the reference element) are all used. Each index space and underlying data structures are
all built using MATAR, so most of the accesses are contiguous in memory, which leads to good
performance. That being said, this is not the most efficient implementation. The surface integral
is calculated by looping over every cell in the element, every node in that cell, and every corner
in that node. This leads to many zero calculations since the discontinuity in flux only exists on
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the surface. Basically, the contribution from any node internal to the element will always be zero,
but they are still calculated. This was done to make the code clear since it closely follows the
actual mathematical operation. There is also the benefit of allowing research into methods on the
subcells for possibly representing a discontinuity, and since the coding works for any polynomial
order, it can be heavily optimized and parallelized. There are multiple layers of parallelization
that can be taken advantage of. Each element evolution calculation is independent, so every
element calculation could be done simultaneously. Inside of each element, each basis coefficient is
calculated independently, so each of those could be done independently. For each basis calculation,
each cell accessed for the calculation is independent, and each node in the cell is independent, so
there are another two layers of parallelization. The only care is to make sure that the summation of
the surface integral is done correctly, so there are not multiple threads trying to write to the same
piece of memory, which is a solved problem.
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Listing 18 How to calculate the energy surface integral for the evolution equation
// Loop over the elements in the mesh
for(int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
auto surface_int = CArray <real_t>(ref_elem.num_basis());
// Initialize surface_int to zero
// loop over the basis associated with this element
for(int basis_id=0; basis_id<ref_elem.num_basis(); basis_id++){
// Calculate the surface integral
for(int cell_lid=0; cell_lid<mesh.num_cells_in_elem(); cell_lid++){
int cell_gid = mesh.cells_in_elem(elem_gid, cell_lid);
// Loop over the nodes/corners in the cell
for(int node_lid=0; node_lid<mesh.num_nodes_in_cell(); node_lid++){
// get global ids for nodes and corners
int node_gid = mesh.nodes_in_cell(cell_gid, node_lid);
int corner_lid = node_lid;
int corner_gid = mesh.corners_in_cell(cell_gid, corner_lid);
// Get the id for the node in the reference element
int node_rid = ref_elem.cell_nodes_in_elem(cell_lid, node_lid);
// Sum over all corners
for(int dim=0; dim<mesh.num_dim(); dim++){
surface_int(basis_id) +=
ref_elem.ref_nodal_basis(node_rid, basis_id)
* corner.force(corner_gid, dim)
* node.vel(1, node_gid, dim); // Riemann velocity at node
}
} // end loop over nodes in the cell
} // end loop over cells in an element
} // end loop over the basis
} // end loop over the elements

The volume integral calculation for the right hand side of the energy evolution equation is
shown in listing 19.
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Listing 19 How to calculate the energy volume integral for the evolution equation
// Loop over the elements in the mesh
for(int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
auto volume_int = CArray <real_t>(ref_elem.num_basis());
// Initialize volume_int to zero
// loop over the basis associated with this element
for(int basis_id = 0; basis_id < ref_elem.num_basis(); basis_id++){
// Calculate the volume integral for this basis by looping
// over all of the gauss points local to the element
for(int g_lid = 0; g_lid < mesh.num_gauss_in_elem(); g_lid++){
int gauss_gid = mesh.gauss_in_elem(elem_gid, g_lid);
// Leveraging internal structured geometry
int node_rid = g_lid;
for(int i=0; i<mesh.num_dim(); i++){
for(int j=0; j<mesh.num_dim(); j++){
for(int k=0; k<mesh.num_dim(); k++){
// Following indical notation
volume_int(basis_id) +=
ref_elem.ref_nodal_gradient(node_rid, basis_id, i)
* mesh.gauss_pt_jacobian_inverse(gauss_gid, i, j)
* mat_pt.stress(gauss_gid, j, k)
* mat_pt.velocity(1, gauss_gid, k)
* mesh.gauss_pt_det_j(gauss_gid)
* ref_elem.ref_node_g_weights(g_lid);
} // end loop over k
} // end loop over j
} // end loop over i
} // end loop over the gauss points
} // end loop over the basis
} // end loop over the elements

Unlike the surface integral, the volume integral has no superfluous zero calculations. Like
for the surface integral, the volume integral coding allows for any order element and has multiple
layers of parallelization that can be leveraged. There is no change to the coding for any order other
than changing 𝑃𝑜𝑟 𝑑𝑒𝑟 in the input.
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The mass matrix is used in the DG evolution equitation for both energy (eqn. 3.49) and
momentum (eqn. 3.48). Fortunately, the mass matrix is constant in time, and therefore only needs
to be calculated once at 𝑡 = 0. Listing 20 shows how the mass matrix is calculated during setup for
the DG solver.
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Listing 20 How to calculate the local mass matrix for the DG method
// Loop over the elements in the mesh
for(int elem_gid = 0; elem_gid < mesh.num_elems(); elem_gid++){
// Create local memory for mass matrix
// Only the inverse is needed for the evolution equations
real_t src_a[num_basis*num_basis];
auto mass_mat = ViewCArray <real_t>(&src_a[0], num_basis, num_basis);
// Initialize mass matrix to zero
// Loop over the basis for index m
for(int basis_m = 0; basis_m < num_basis; basis_m++){
// Loop over the basis for index n
for(int basis_n = 0; basis_n < num_basis; basis_n++){
// Initialize inverse to zero
elem_state.mass_mat_inv(elem_gid, basis_m, basis_n) = 0.0;
// Loop over the quadrature points to integrate
for(int g_lid = 0; g_lid < mesh.num_gauss_in_elem(); g_lid++){
int gauss_gid = mesh.gauss_in_elem(elem_gid, g_lid);
mass_mat(basis_m, basis_n) +=
mat_pt.density(gauss_gid)
* ref_elem.ref_nodal_basis(g_lid, basis_m)
* ref_elem.ref_nodal_basis(g_lid, basis_n)
* mesh.gauss_pt_det_j(gauss_gid)
* ref_elem.ref_node_g_weights(g_lid);
} // end loop over gauss in element
} // end loop over basis_n
} // end loop over basis_m
// Invert and save the mass matrix
// The LU_inverse routine in SLAM is used
} // end of loop over elements

These are just a few examples of how the nodal DG method has been implemented using the
tools in ELEMENTS. The hope is that once the method has been fully researched and made more
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robust on non-smooth flow problems, a paper discussing the method in full will be written and the
code open sourced. The following section shows some results for the DG method as it is now.

3.6.3

Results

The Nodal DG scheme is still a work in progress, but some preliminary results are given to show
feasibility. Figures 3.47 through ?? show the results for the Sod problem using the DG solver at
P0. Since P0 does not exists in a Lagrangian basis, during each step the fields are volume averaged
and every quadrature point is given the same field value. This method also under integrates the
volume, but the error is manageable.
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P0 Solution on a 8x1x1 Mesh
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Figure 3.47: The Sod Shock Tube problem ran on an 8 element mesh using DG P0. The element values are
shown by the orange cross, and the analytic solution is given by the blue line.
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P0 Solution on a 16x1x1 Mesh
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Figure 3.48: The Sod Shock Tube problem ran on an 16 element mesh using DG P0. The element values
are shown by the orange cross, and the analytic solution is given by the blue line.
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Figure 3.49: The Sod Shock Tube problem ran on an 32 element mesh using DG P0 (lumped mass DG).
The element values are shown by the orange cross, and the analytic solution is given by the blue line.

146

1.0

P0 Solution on a 64x1x1 Mesh
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Figure 3.50: The Sod Shock Tube problem ran on an 64 element mesh using DG P0 (lumped mass DG).
The element values are shown by the orange cross, and the analytic solution is given by the blue line.

1.0

P0 Solution on a 200x1x1 Mesh
1.0
0.8

0.6
0.4

Pressure

Density

0.8

0.6
0.4
0.2

0.2
0.00 0.25 0.50 0.75 1.00
Position

0.00 0.25 0.50 0.75 1.00
Position

The Sod

Shock Tube problem ran on an 200 element mesh using DG P0 (lumped mass DG). The element
values are shown by the orange cross, and the analytic solution is given by the blue line.
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Figures 3.51 through 3.54 show the results for the Sod problem using the DG solver at P1.
Note that the solution becomes oscillatory as the mesh is refined. This problem is being solved by
either adding artificial viscosity in a more targeted way, or by limiting. Both methods are currently
being researched.
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Figure 3.51: The Sod Shock Tube problem ran on an 8 element mesh using DG P1. The element values are
shown by the orange cross, and the analytic solution is given by the blue line.
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Figure 3.52: The Sod Shock Tube problem ran on an 16 element mesh using DG P1. The element values
are shown by the orange cross, and the analytic solution is given by the blue line.
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Figure 3.53: The Sod Shock Tube problem ran on an 32 element mesh using DG P1. The element values
are shown by the orange cross, and the analytic solution is given by the blue line.
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Figure 3.54: The Sod Shock Tube problem ran on an 64 element mesh using DG P1. The element values
are shown by the orange cross, and the analytic solution is given by the blue line.

The DG method when built on ELEMENTS trivially extends to high order. To show this,
the same Taylor Green vortex problem has been run on the same three meshes at increasing
polynomial order. The P0 solutions are shown in figures 3.55 through 3.56, the P1 solution is
shown in figures 3.57 through 3.58, and the P2 solutions are shown in figures 3.59 through 3.60.
For some of these figures only the fields are shown and for some the sub-cell mesh is shown.
For this method, the sub-cells are only used for visualizing the surved surfaces that make up the
elements.
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(a) 8x8 Mesh

(b) 16x16 Mesh

Figure 3.55: DG P0 (lumped mass DG) solver for a mesh with 64 elements (a) and 256 elements (b).

Figure 3.56: DG P0 (lumped mass DG) solver for a mesh with 1024 (32x32) elements
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(a) 8x8 Mesh

(b) 16x16 Mesh

Figure 3.57: DGP1 solver for a mesh with 64 elements (a) and 256 elements (b).

Figure 3.58: DGP1 solver for a mesh with 1024 (32x32) elements
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(a) 8x8 Mesh

(b) 16x16 Mesh

Figure 3.59: DGP2 solver for a mesh with 64 elements (a) and 256 elements (b).

Figure 3.60: DGP2 solver for a mesh with 1024 (32x32) elements
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The results from the Sedov problem are given for DGP0 and DGP1. Figures 3.61 and 3.62
show the results for the P0 case, and figures 3.63 and 3.64 show the results for the P1 case. For the
P1 case, the sub cell mesh is shown and it is important to remember that an element is made up of
8 sub cells in 3D.

(a) 8x8x8 Mesh

(b) 32x32x32 Mesh

Figure 3.61: Density for the Sedov blast problem at a time of 1.0 using the DG P0 (lumped mass DG) solver
for a 512 element mesh (a) and a 32768 element mesh (b).
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Figure 3.62: Density for the Sedov blast problem at a time of 1.0 using the DG P0 (lumped mass DG) solver
for a 512 element mesh (a) and a 32768 element mesh (b).

(a) 8x8x8 Mesh

(b) 16x16x16 Mesh

Figure 3.63: Density for the Sedov blast problem at a time of 1.0 using the DGP1 solver for a 512 element
mesh (a) and a 4096 element mesh (b).
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Figure 3.64: Density for the Sedov blast problem at a time of 1.0 using the DGP1 solver for a 512 element
mesh (a) and a 4096 element mesh (b).

Figure 3.65 shows the triple point problem results at a time of 1 for the DG P0 (lumped mass
DG) solver, and fig. 3.66 shows the results for the DGP1 solver. The same mesh of 140x80 elements
is used in both cases, and as expected the DGP1 solver shows less dissipation on vorticity since the
mesh curls up more at the triple point.
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Figure 3.65: Results for the triple point test problem density field at a time of 1.0 using the DG P0 (lumped
mass DG) solver on a 140x80 mesh.

Figure 3.66: Results for the triple point test problem density field at a time of 1.0 using the DGP1 solver on
a 140x80 mesh.
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CHAPTER IV
CONCLUSIONS AND FUTURE WORK

ELEMENTS is the starting point of a much more complex project. The current plan is to build
the next generation of multi-physics code using the packages in ELEMENTS as the numerical
foundation. This will undoubtedly lead to changes inside of ELEMENTS as it is morphed into
something that is genuinely production quality and meets an even more diverse set of needs than it
does already.
One thing that will need to be studied is how to remap high order fields from one high order
mesh to another while still capturing sharp material interfaces. One way to do this is by leveraging
the cells inside an element and using existing remap methods with interface reconstruction to map
fields from one mesh to another. Figure 4.1 shows a deformed high order mesh where the material
interface is on the boundary of an element.
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Figure 4.1: Lagrangian methods are able to capture sharp material interfaces because the mesh moves with
the material. A problem arises with excessive deformation, and one way to fix the issue is to map the physical
fields onto a new mesh.

Under excessive deformation, the mesh can begin to reduce the quality of the solution. This is
less of an issue for high order methods, but there is always some limit where the solution will go
bad. One way to solve this issue is to map the physical fields onto a new mesh like the one shown
on the right in fig. 4.2.
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Figure 4.2: A highly skewed mesh (generally much more than shown) will degrade the accuracy of the
solution. One common method for resolving this is to map it onto a new highly regular mesh.

One common way of doing remaps is to find where the material intersection is and build
material polygons that conservatively represent the intersection of the two meshes. This is shown
in fig. 4.3.
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Figure 4.3: One of the most difficult parts of a remap is to find where the material in the original mesh
intersects with the new mesh.

Once the material intersections have been found, the physical fields are conservatively remapped
onto the new mesh. The figures suggest that this is a simple process but is non-trivial on arbitrary
geometries. Luckily, there is a library developed at Los Alamos called Portage [71, 33, 49, 39, 31,
40, 44, 84] that serves as a framework for building a highly customized hybrid-parallel remapping
library that will be used to do the remapping. Portage has all of the tools to start this process, but
as the project progresses, new methods will be added to more accurately represent the curvilinear
aspects of the material interfaces.
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Figure 4.4: Once the material polygons are known inside of each cell in an element there are multiple
methods for projecting the new fields onto the basis and re-calculating things like the mass matrix given the
new material properties. This will be a great source for future research.

The ELEMENTS framework also gives flexibility in physically representing materials inside
of an element. Up until now, there has been an implicit assumption that the material state is defined
at the quadrature point, but this is not necessary for the DG method to work. For DG methods, it
is possible to seed material points randomly within an element, as shown in fig. 4.5.
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Material Point
Kinematic DOF
Quadrature Point

Figure 4.5: It is possible to loosely decouple the material information from the quadrature and polynomial
evolution. This allows for greater flexibility in representation of physical phenomenon.

These material points would be where the physics model is evaluated during a calculation.
Taking metals as an example, it is possible to seed the material points such that each point
represents a single grain of the metal. These grains would evolve using a mesoscale single crystal
model, where they would take in information from the element polynomials as an input and return
properties like stress. This stress can be used to fit the high order element polynomial, and the
resulting evolution would drive the deformation of the element as shown in fig. 4.6. This method
has already shown great promise in 2D by Lieberman et al. [51], and the goal is to extend it to 3D.
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Figure 4.6: The state returned from the physics models at the material points can be used to evolve the high
order polynomial defined over the element.

Overall, the goal of this work was to develop a tool suite that has the flexibility to both
investigate novel numerical methods in computational physics and lay the groundwork for applying
the methods to real world problems on the next generation of high performance computing systems.
ELEMENTS is currently being used as the foundation for multiple different codes using multiple
numerical methods that target multiple different physical regimes, so overall this work has been
successful.
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