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Abstrakt 
Cílem této bakalářské práce je vytvoření softwarové platformy pro sdílení datových zdrojů systému 
TWAIN po počítačové síti typu TCP/IP pro operační systémy Microsoft Windows. Výsledná 








This bachelor’s thesis describes creation of a software platform for sharing TWAIN data sources over 
TCP/IP network. The target operating system is Microsoft Windows. The resulting client-server 
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1  Úvod 
Ve velké většině dnešních domácností a firem je v určité formě a velikosti přítomna počítačová síť. 
Často je zde přítomen i scanner připojený k jedinému počítači. Chce-li pak uživatel jiného počítače 
tento scanner využít, musí jej přepojit ke svému počítači či využít počítač původní. Cílem tohoto 
projektu je vytvoření platformy, která umožní sdílení scannerů a jiných obrazových zařízení po 
počítačové síti. Podmínkou je jejich připojení pomocí rozhraní, či spíše architektury, TWAIN. 
Ve druhé kapitole popisuji technologie použité při vytváření platformy, tedy především 
architekturu TWAIN, její jednotlivé komponenty a jejich funkci. Také zde zmiňuji použitý 
programovací jazyk C++ a framework Qt. Cílovým operačním systémem je Microsoft Windows, 
proto zde nesmí chybět ani krátký úvod do Windows API. 
Třetí kapitola si klade za cíl navrhnout kompletní řešení problému. Především jde o programy a 
knihovny pro klienta a server. Uvádím zde výhody a nevýhody některých možných postupů a řešení. 
Následující čtvrtá kapitola popisuje implementaci navrhnutého systému pro 32bitové i 64bitové 
operační systémy Microsoft Windows verze XP Service Pack 3 a novější. Rozebírám tu především 
netriviální části implementace, kde bylo nutné učinit závažnější rozhodnutí a které významnějším 
způsobem ovlivňují další části výsledného softwaru. 
Otestování pomocí k tomu určeného nástroje a vyhodnocení výsledků provádím v páté kapitole 
pro obě bitové verze.  
Šestá kapitola obsahuje návrhy na další možné rozšíření projektu, případně jeho budoucí nutné 




V této kapitole popisujeme technologie použité při vývoji projektu. 
2.1 TWAIN 
S množstvím různých digitálních zobrazovacích zařízení, především pak scannerů a digitálních 
kamer, vzniká potřeba jednotného rozhraní pro komunikaci mezi těmito zařízeními a uživatelskými 
programy. Odpovědí na popsaný problém je právě rozhraní, či spíše architektura TWAIN (nejedná se 
o zkratku, i když se můžeme setkat s posměšnou interpretací názvu jako zkratky „Technology Without 
an Interesting Name“; dále jen TWAIN). Informace o TWAIN pocházejí z [1], [2] a [3]. 
TWAIN umožňuje přenos obrazových a zvukových dat, v tomto projektu se však zaměříme 
pouze na přenos dat obrazových. 
2.1.1 Architektura TWAIN 
TWAIN sestává ze tří komponent: aplikací, manažera datových zdrojů a datových zdrojů. Na obrázku 
2.1 jsou jednotlivé komponenty zobrazeny včetně jejich propojení. 
 
Obrázek 2.1: Architektura TWAIN podle [2] 
2.1.1.1 Aplikace 
Aplikace v architektuře TWAIN (dále jen aplikace) jsou konzumenty obrazových dat produkovaných 
jednotlivými datovými zdroji. Komunikace probíhá výhradně přes manažera datových zdrojů. 
2.1.1.2 Datový zdroj 
Každý datový zdroj („Data Source“, dále jen DS) je specializovaná sdílená knihovna, která obsluhuje 
pouze ten připojený hardware, pro nějž byla vytvořena. DS tak překládá jednotlivé příkazy TWAIN 

























V/V vrstva závislá na HW
(SCSI, paralelní port, sériový port, atd.)
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Pro lepší možnosti nastavení a jednodušší implementaci některých aplikací musí DS  dle 
specifikace TWAIN (dále jen specifikace) poskytovat grafické uživatelské rozhraní. Toto rozhraní je 
zcela v režii DS, specifikace nehovoří o žádných požadovaných polích či nastavení. Aplikace 
následně rozhodne, zda toto rozhraní využije či nikoliv. 
V závislosti na určení DS jsou poskytovány schopnosti („Capability“), které umožňují 
aplikacím ovlivňovat chování DS a výslednou podobu získaného obrazu: způsob přenosu dat, 
rozlišení na osách x a y, kompresi aj. 
 
2.1.1.3 Manažer datových zdrojů 
Klíčovou komponentou v TWAIN je manažer datových zdrojů („Data Source Manager“, dále jen 
DSM). DSM poskytuje jednotné rozhraní mezi aplikacemi a DS jak je uvedeno na obrázku 2.1. Od 
verze 2.0 poskytuje DSM funkce pro alokaci, dealokaci, zamčení a odemčení paměti, které 
v předchozích verzích zajišťovaly aplikace a DS odděleně. 
2.1.1.4 Obvyklý postup získání obrazových dat  
Zde popíšeme obvyklý postup při získání obrazových dat z DS. Upozorňujeme, že obsah jednotlivých 
fází záleží především na použité aplikaci a DS. Specifikace pouze vyžaduje určitý minimální obsah. 
V prvním kroku se aplikace připojí k DSM. Manuál TWAIN doporučuje aplikacím připojení 
dynamické namísto statického, aby v případě chyby či nedostupnosti DSM aplikace nehavarovala a 
bylo možné uživateli zobrazit srozumitelné chybové hlášení. 
Dále je uživateli zobrazen seznam dostupných DS či je automaticky vybrán výchozí DS. 
K zobrazení seznamu DS aplikace obvykle využije uživatelské rozhraní DSM, pokročilejší aplikace 
mohou využít jiný, vlastní, způsob zobrazení výběru. 
Následuje otevření vybraného DS. Zde obvykle dojde k inicializaci hardware, případně zjištění 
jeho stavu, především dostupnosti – zda není odpojen od PC. 
Po úspěšném otevření DS smí aplikace nastavit schopnosti DS na jí požadované hodnoty. 
Jednoduché aplikace obyčejně ponechávají výchozí hodnoty, které jsou garantovány specifikací. 
Čtvrtá fáze je ve specifikaci označována jako povolení DS. Je zobrazeno specifické grafické 
uživatelské rozhraní (dále jen UI) DS. Zde je obvykle uživateli zobrazeno nastavení DS spolu 
s možností náhledu na obrazová data. Aplikace může zobrazení UI zakázat, čímž se okamžitě 
přechází na následující fázi. 
Nyní aplikace čeká na potvrzení o připravenosti přenosu od DS. Muže však dojít k žádosti o 
zakázání DS, čímž se stav vrací zpět k předchozí fázi. 
Inicializace přenosu dat je plně v režii DS, aplikace po potvrzení připravenosti na přenos jej 
následně zahájí. Průběh přenosu je definován vybranou metodou. Při nativní metodě dochází 
k přenosu kompletní obrazové informace ve formátu závislém na použité platformě. Oproti tomu 
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metoda přenosu do vyrovnávací paměti („Buffered Memory Mode Transfer“) přenáší data po řádcích 
nebo po sloupcích ve formátu nezávislém na platformě. Ostatní metody popsané v [2] nebudeme 
uvažovat, neboť téměř nejsou využívány. 
Po dokončení přenosu obrazových dat aplikace postupně uzavře jednotlivé fáze v opačném 
pořadí, aby došlo k uvolnění prostředků. 
 
2.2 Qt/C++ 
Qt je kompletní framework pro objektově orientovaný programovací jazyk C++. Poskytuje třídy pro 
ulehčení práce s grafickým uživatelským rozhraním, multimédii, počítačovou sítí a mnoho dalších. 
Při správném návrhu je software napsaný pomocí Qt přenositelný na všechny platformy podporované 
frameworkem: Windows, Linux, Mac OS X a některé mobilní a vestavěné platformy. [4] 
Hlavní předností Qt oproti jiným frameworkům je skvěle zpracovaná přehledná dokumentace 
s množstvím ukázek použití dostupná online na [5].  
V projektu je Qt využíváno co nejvíce, aby případný přechod na další platformu byl co možná 
nejjednodušší a nejrychlejší. 
2.3 Windows API 
TWAIN jakožto nízkoúrovňové aplikační rozhraní neumožňuje v určitých případech popsaných dále 
v kapitole 4 využít framework Qt a je tedy nutné použít nativní rozhraní. V případě Windows se jedná 




3 Návrh systému 
Zde je rozebrán návrh jednotlivých oblastí systému typu klient-server ke sdílení DS po síti typu 
TCP/IP a dalších podpůrných programů. 
Vycházíme-li z architektury TWAIN popsané v obrázku 2.1, pak pro sdílení DS třetí strany po 
síti co možná nejtransparentněji musíme nutně dospět k architektuře uvedené v obrázku 3.1. 
Vidíme, že systém sdílení DS (dále jen software) spojuje dva nezávislé stromy TWAIN pomocí 
DS na straně klienta a aplikace na straně serveru. Musíme tedy implementovat minimálně síťový DS 
klienta a síťovou aplikaci serveru a navrhnout komunikační protokol. 
Při návrhu a následné implementaci musíme vzhledem k faktu, že DSM na klientu a serveru 
mohou být odlišných verzí, postupovat obezřetně a komunikovat na nižší verzi protokolu nebo vliv 
verze protokolu TWAIN odstínit. 
Také nesmíme zapomenout, že se na obou stranách vyskytují i aplikace a DS třetích stran (na 
obrázku 3.1 nejsou za účelem přehlednosti zobrazeny další DS a na serveru další aplikace), které ne 
vždy plně odpovídají specifikaci, při neopatrné manipulaci s nimi může dojít k chybě. Výsledný 
software tedy musí být robustní, chyby předpovídat, vyhýbat se jim či provést zotavení. Při pokusu o 
sdílení nekompatibilního DS musí být uživatel upozorněn. 
Další problém, který nemusí být na první pohled zřejmý, je fakt, že každý DS musí dle 
specifikace poskytovat specifické UI (viz kapitola 2.1.1.2). Bereme-li v úvahu síť s různými 
stanicemi s různými operačními systémy, nelze UI po síti přenášet. Síťový DS na straně klienta pak 
musí zajistit vlastní UI, čímž však padá možnost detailnějšího nastavení DS, neboť takovéto UI může 
z principu poskytnout jen velmi omezenou množinu nastavení, která je přítomna u všech nebo 
alespoň u velké většiny DS. 
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Nejprve si uvedeme obvyklé požadavky na server, ze kterých budeme při návrhu vycházet: 
1. Stále běžící program – i v případě, že je uživatel odhlášen. 
2. Robustnost a spolehlivost – program i při chybě pokračuje v činnosti správným způsobem. 
3. Rychlost, malé nároky na paměť. 
4. Bezpečnost, odolnost vůči útokům. 
 
První požadavek jednoduše splníme implementací serveru jako služby v případě Windows či 
jako démona („daemon“) v prostředí unixových systémů. 
Požadavek na robustnost a spolehlivost zajistíme pečlivým napsáním serveru a jeho 
otestováním v různých podmínkách, nejlépe externím programem. Jak je ale vidět na obrázku 3.1, 
serverová část softwaru odpovídá aplikaci v architektuře TWAIN. Aplikace se připojuje k DSM a 
následně DS, kteří mohou obsahovat chyby a způsobit tak pád celého serveru. Jednoduše tento 
problém vyřešíme rozdělením serveru na dvě nezávislé části: službu a prostředníka. 
Služba pak pouze naslouchá na zvoleném rozhraní a portu a pro všechna příchozí spojení 
vytvoří nový proces prostředníka, který tato spojení obslouží. Jakákoliv následná chyba v DSM či DS 
má za následek pouze havárii jediné instance prostředníka a nijak neovlivní ostatní prostředníky ani 
samotnou službu. 
Takový přístup mírně zvýší paměťové nároky serveru, čímž v důsledku sníží maximální počet 
připojených klientů a také zpomalí navázání spojení kvůli režii spojené s vytvořením nového procesu. 
Avšak tato robustnost má přednost před stavem, kdy server místo oddělených procesů využívá méně 
náročná vlákna, ale v každém okamžiku hrozí havárie kvůli neznámé implementaci DSM a DS třetích 
stran, jež mohou obsahovat skryté chyby. Administrátor by tak při každé havárii musel restartovat 
server za pomoci dalších prostředků. 
Navíc při takovémto oddělení ani chybně uvolněná paměť v DSM či DS službu neovlivní a 
nemohou se tak v čase neúměrně zvyšovat její paměťové nároky – při předpokladu, že sama uvolňuje 
paměť korektně. 
Otázku bezpečnosti a odolnosti vůči útokům nebudeme v této práci uvažovat, avšak bude nutné 
se jí zabývat před případným ostrým nasazením softwaru u zákazníků. 
 
3.1.1 Server jako služba či démon 
Navrhli jsme implementovat server jako službu či démona, abychom zajistili jeho běh po celou dobu 
spuštění počítače. Tento přístup nehledě na zmíněné výhody přináší jeden zásadní problém: jakým 
způsobem umožnit uživateli konfiguraci. 
 10 
V případě, že by server byl implementován jako obyčejný program, bylo by možné zobrazit 
grafické uživatelské rozhraní (dále jen GUI) s možností změny nastavení přímo v procesu serveru. 
Služby Windows ani unixoví démoni však ze své podstaty programů běžících na pozadí zobrazení 
GUI obvykle neumožňují. Windows sice umožňují vytvořit omezené GUI i v případě služeb podle 
[7], ale týž dokument upozorňuje, že od verze Windows Vista služby nemohou přímo komunikovat 
s uživatelem a nelze tedy tyto techniky využít. Musíme pro server vytvořit speciální konfigurační 
program. To s sebou přináší i výhodu v podobě menší paměťové náročnosti služby a menšího objemu 
kódu, a tedy nižší nebezpečí výskytu chyby v něm. 
3.1.2 Konfigurace 
Nyní, když víme, že nastavení serveru musíme přesunout do odděleného programu, sestavíme seznam 
vlastností vhodných ke konfiguraci. 
Hlavní funkcí serveru je sdílení DS na něm přítomných. Nastavení musí tedy umožňovat jejich 
výběr a editaci již vybraných DS. Před nasdílením každého vybraného DS je vhodné tento otestovat, 
provést kompletní proceduru získání obrazových dat popsanou v kapitole 2.1.1.4 tak, aby případné 
chyby byly odhaleny co nejdříve a ne až při připojení klienta. Zároveň tak uživatel převezme 
odpovědnost za tyto chyby, pokud test vyhodnotí DS jako nekompatibilní, ale uživatel přesto trvá na 
jeho nasdílení. 
Cílem projektu je vytvořit software umožňující sdílení DS po síti typu TCP/IP. Proto musíme 
být schopni nastavit síťové parametry serveru. Jmenovitě jde o číslo portu a seznam všech rozhraní, 
na kterých bude server naslouchat a čekat na příchozí spojení od klientů. Vzhledem k faktu, že v době 
psaní této práce je IP verze 4 stále dominantní protokol síťové vrstvy, ale v budoucnu je očekáván 
nástup IP verze 6, budeme podporovat obě verze protokolu. Práce s počítačovou sítí je plně v režii 
frameworku Qt. 
S tím souvisí i další možnost – síťová pravidla. Umožníme-li nastavení jednoduchých síťových 
pravidel podobných těm, jaká jsou přítomna ve firewallech, není nutné vlastnit speciální programy, 
čímž se zvyšuje uživatelský komfort. Pravidla zavedeme pouze jednoduchého typu, každé pravidlo 
bude obsahovat seznam, rozsah či jinak vyjádřenou množinu IP adres verze 4 anebo 6, které pravidlo 
odpovídá, a typ – tedy zda bude příchozí spojení s odpovídající adresou povoleno či zamítnuto. 
Vyhodnocení pravidel zvolíme stylem prvního odpovídajícího pravidla podle priority, program projde 
seznam pravidel seřazených podle jejich priority a první pravidlo, kterému IP adresa klienta 
odpovídá, rozhodne o povolení nebo zamítnutí přístupu. 
Finálním způsobem zjemnění práv přístupu ke sdílenému DS je zavedení uživatelských účtů. 
V základní implementaci postačí pouze jednoduchá správa uživatelů se jmény a hesly, propojení na 
jinou architekturu bude prozkoumáno při případném rozšiřování projektu. 
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Veškeré nastavení musí být uloženo do perzistentního úložiště, aby přetrvalo restart operačního 
systému i jeho potenciální pád.  
Vzhledem k přítomnosti služby je nutné konfigurační program vybavit také možnostmi pro její 
správu – instalaci, odebrání, zapnutí a vypnutí, zjištění stavu – a prostředkem k notifikaci případné 
běžící služby při změně konfigurace tak, aby nebylo nutné její restartování a tedy i odpojení 
připojených klientů. 
3.1.3 Určení konfigurace 
Rozdělili jsme server na tři oddělené komponenty: službu, prostředníka a konfigurační program. Také 
jsme sestavili seznam všech konfigurovatelných položek. Zde určíme, jaké části nastavení budou 
jednotlivé komponenty využívat. 
Konfigurační program již z titulu jeho funkce má kompletní přístup do všech možností 
nastavení. Musí být schopen celou konfiguraci interpretovat i opravit možné chyby, umožnit uživateli 
její změnu a následně ji zpět zapsat do perzistentního úložiště. 
V případě služby a prostředníka situace není tak jasná. Vezmeme-li tyto komponenty jako 
celek, potřebují přístup s právy ke čtení celé konfigurace, neboť musí naslouchat na síťovém portu a 
rozhraních, sdílet jen povolené DS a umožnit přístup jen povoleným uživatelům přistupujícím 
z definované množiny IP adres. 
Rozdělení oblastí potřebné konfigurace mezi službu a prostředníka můžeme řešit několika 
způsoby, dva zde uvedeme. Skutečně zvolený způsob bude uveden později v kapitole 4. 
Provádí-li služba všechny operace, tedy aplikaci síťových pravidel, autentizaci uživatelů a 
ověření, zda požadovaný DS je skutečně sdílený, pak potřebuje přístup k celé konfiguraci. Naproti 
tomu prostředník již žádný přístup nevyžaduje a je jen nutné zajistit předání identifikátoru klientem 
požadovaného DS. 
V druhém případě služba pouze naslouchá a všechna příchozí spojení okamžitě předává 
prostředníkovi. Služba tu vyžaduje ke svému běhu pouze přístup k číslu portu a seznamu rozhraní 
k naslouchání. Prostředník naopak potřebuje data o sdílených DS, uživatelích a síťových pravidlech. 
3.1.4 Výsledná architektura 
Na obrázku 3.2 je zobrazena navrhnutá architektura serveru, jsou zde vyznačeny jednotlivé toky dat 
včetně jejich směru. Služba naslouchá a čeká na příchozí spojení. Jakmile se klient připojí, vytvoří 
proces prostředníka a předá mu řízení komunikace s klientem. Prostředník pak komunikuje s DSM a 
zprostředkovaně s vybraným DS (není pro přehlednost zobrazeno). 
Služba i prostředník čtou nastavení z perzistentního úložiště, konfigurační program toto 
nastavení také modifikuje, přičemž zasílá službě notifikaci o změně nastavení. 
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Obrázek 3.2: Architektura serveru 
3.2 Klient 
Přesuňme se nyní ke klientovi. Již víme, že klient bude realizován jako DS, shrňme zde poznatky o 
takovém přístupu: 
1. DS je sdílená knihovna, jedné knihovně odpovídá jeden DS. 
2. DSM jej volá v druhém kroku pouze k získání identifikačních údajů, není jisté, zda bude 
využit on nebo jiný DS. 
3. Otevřen je až ve třetí fázi; probíhá úvodní nastavení, UI nesmí být zobrazeno kromě 
kritických chybových hlášení. 
4. Ve čtvrtém kroku dochází k povolení DS, obvykle je zobrazeno vnitřní UI, ale může být 
aplikací zakázáno. 
5. V dalších fázích probíhá přenos obrazových dat, smí být zobrazen průběh přenosu, pokud to 
aplikace nezakázala, interakce s uživatelem není možná kromě přerušení datového přenosu, 
navíc pouze u některých metod přenosu. 
 
Tyto poznatky zásadním způsobem ovlivňují celkovou architekturu klienta. Je-li DS sdílená 
knihovna, která reprezentuje vždy jediné zařízení, musíme pro každý nasdílený DS serveru vytvořit 
na klientovi zvláštní DS. Aplikace na klientovi pak mohou vybrat lokální i vzdálené DS transparentně 
bez jakýchkoliv omezení. V případě, že by toto nebylo zavedeno, aplikace klienta by v jednom čase 
mohly přistupovat na nejvýše jeden vzdálený DS a pro změnu tohoto jediného DS by musel uživatel 
provést zvlášť další specifické operace, případně by změna nebyla vůbec možná. Takový přístup není 
žádoucí, komplikuje obsluhu softwaru a v zásadě nutí uživatele přejít k řešení jiné strany. 
Další komplikací je fakt, že DS smí zobrazit UI s možnostmi nastavení až ve čtvrté fázi, kdy již 
byl několikrát volán. Knihovna DS dokonce musí být přítomna ve specifickém umístění v systému 













DSM. Podobně jako u serveru i zde tedy musíme vytvořit konfigurační program, který tento problém 
vyřeší a poskytne uživateli jednotné rozhraní s možnostmi nastavení. 
3.2.1 Konfigurace 
Vyjdeme-li z obrázku 3.1 a kapitoly 3.1, jednoduše definujeme také konfigurační parametry klienta 
podobně jako u serveru. 
Konfigurační program musí zajišťovat prostředky pro přidání, editaci a odstranění serverů. 
Jednotlivé servery jsou reprezentovány svojí adresou ve formě doménového jména či IP adresy a 
číslem síťového portu, na němž naslouchají. Pro uživatelský komfort bude vhodné umožnit jednotlivé 
servery pojmenovat přívětivějším názvem. Musíme počítat i s tím, že servery dle nastavení mohou 
vyžadovat zadání uživatelského jména a hesla. 
Taktéž je vhodné povolit přidávání, odebírání a editaci povolených DS jednotlivých serverů. 
Je-li DS identifikován svým jménem („Product Name“) a případně i výrobcem, může nastat situace, 
kdy několik různých serverů sdílí stejně identifikované DS a klient je oba vyžaduje. Pak je vhodné 
umožnit na klientovi editaci lokálních názvů tak, aby byly na klientu unikátní a bylo tak možné 
takové zdánlivě identické DS jednoduše rozlišit. 
3.2.2 Identita datového zdroje 
Zastavme se u DS klienta. Musíme prozkoumat možnosti, jak má samotný DS zjistit, který server a 
jaký DS kontaktovat. Tato informace bude samozřejmě přístupná v konfiguraci, ale jakým způsobem 
v případě, že je obecně sdíleno více DS, rozhodnout, která část nastavení odpovídá právě té určité 
instanci? V klientském DS musí být přítomen identifikátor (dále ID), dle nějž se rozhodne. 
Takové ID lze vložit přímo do zdrojového kódu, jedná se však o nejhorší možnou variantu. 
Každé přidání nového sdíleného DS by vyžadovalo přidání nového ID a opětovnou rekompilaci. 
Takový postup nelze po uživatelích vyžadovat, nehledě na fakt, že by bylo nutné distribuovat 
otevřené zdrojové kódy této části softwaru. 
Pokud by byla vyhrazena v již zkompilovaném DS oblast pro zadání ID, další rekompilace by 
již nebyla nutná, konfigurační program by pouze přepsal tuto oblast. Otázkou však zůstává relativní 
komplikovanost takového přístupu. Jakým způsobem zajistit zmíněnou oblast v kódu? Jak 
konfigurační program rozpozná umístění oblasti v binárních datech, a navíc na různých platformách? 
Co antivirové programy, nebudou takové chování považovat za možnou virovou hrozbu? 
Každá sdílená knihovna, i v případě DS, je v libovolném operačním systému uložena v souboru 
reprezentovaném cestou, jménem a příponou. Je-li k dispozici mechanismus čtení jména souboru 
sdílené knihovny, můžeme ID uložit v něm. Operační systém Windows i unixové systémy takový 
mechanismus dle [6] a [8] podporují. Jedná se sice také o operace závislé na platformě, ale 
neporovnatelně méně komplikované a nekolidující s bezpečnostními programy. 
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3.2.3 Datový zdroj 
Jak bylo řečeno výše, každý DS odpovídá jedné sdílené knihovně. Tato knihovna může nabývat téměř 
libovolných velikostí, obyčejně stovek kilobajtů až jednotek megabajtů. Pro každý sdílený DS tak 
musíme vytvořit na souborovém systému oddělenou knihovnu, což při jejich vyšším počtu znamená 
desítky až stovky megabajtů identického kódu. V dnešních počítačích je tato suma zanedbatelná, ale 
chceme-li umožnit nasazení softwaru i v tenkých klientech s omezeným úložištěm, musíme objem 
duplikovaných dat redukovat na co nejnižší hodnotu. 
S ohledem na poznatky uvedené v kapitole 3.2.2 můžeme rozdělit DS do dvou samostatných 
komponent: spoj a zdroj. Zdroj obsahuje veškerou logiku DS a komunikuje se serverem. Spoj pouze 
zjistí své ID, připojí se ke zdroji, předá mu ID a následně i veškerou komunikaci rozhraní TWAIN. 
Tím je v souborovém systému přítomen pouze jediný zdroj a duplikuje se pouze spoj o minimální 
velikosti, čímž je uspořeno místo na úložišti. 
3.2.4 Výsledná architektura 
Obrázek 3.3 popisuje již kompletní architekturu klienta. Komunikace rozhraní TWAIN probíhá přes 
jednotlivé spoje, které ji přeposílají zdroji, ten obsahuje kompletní logiku DS a komunikuje po síti se 
serverem. Spoj při úvodním načtení přepošle zdroji své ID, aby ten mohl nahrát odpovídající 
nastavení z perzistentního úložiště. Konfigurační program klienta toto nastavení spravuje a zároveň 
dle něj upravuje jednotlivé spoje. 
 
Obrázek 3.3: Architektura klienta 
3.3 Ukázková aplikace 
Po dokončení softwaru budeme chtít prezentovat jeho kvality. K tomu budeme potřebovat aplikaci, 
která provede získání obrazových dat, a DS třetí strany jako producenta dat. Aplikace a DS by se 










Jestliže je k počítači s operačním systémem Windows připojen scanner, jeho přidružené 
programy a knihovny obvykle zahrnují i DS, v opačném případě lze pro demonstraci využít ukázkový 
DS sdružení TWAIN dostupný z [1]. Aplikace však nebývá v systému nainstalována nebo 
nepodporuje nové verze rozhraní. Z toho důvodu vytvoříme vlastní aplikaci pro jednoduchou 
demonstraci softwaru. 
Ukázkovou aplikaci navrhneme jako aplikaci architektury TWAIN, abychom mohli jednoduše 
demonstrovat transparentnost vytvořeného systému pro sdílení vzdálených DS. Pokud bychom 
vytvořili ukázkovou aplikaci jako klienta softwaru, demonstrovali bychom pouze funkčnost takového 
programu a serveru nikoliv funkčnost a transparentnost celého řešení. 
Vytvoříme jednoduchou aplikaci, které umožníme vybrat jeden z dostupných DS a získat jeho 
obrazová data. Při tom využijeme vždy vnitřní UI vybraného DS. Pro názornost umožníme získání 




Navrhli jsme celou architekturu klienta i serveru, jejich komunikační protokol a demonstrační 
aplikaci. Zbývá je nyní implementovat za využití technologií popsaných v kapitole 2. Omezíme se na 
operační systémy Microsoft Windows verze XP Service Pack 3 a novější v 32bitových i 64bitových 
variantách. Budeme zde popisovat pouze zajímavější části implementace. Pro podrobnosti 
odkazujeme čtenáře na specifikaci a přiložený komentovaný zdrojový kód. 
4.1 Interní statická knihovna 
Před zahájením implementace jednotlivých komponent softwaru rozvrhnutých v kapitole 3 vytvoříme 
k ulehčení další práce statickou knihovnu pro interní použití. Tato knihovna bude obsahovat takové 
třídy a funkce, které budou využity v několika komponentách či spolu souvisí takovým způsobem, že 
změna jedné třídy (funkce) se nutně musí projevit na změně jiné související třídy (funkce). Veškeré 
další komponenty pak budou tuto knihovnu připojovat a využívat pouze potřebné části kódu. 
Hlavičkový soubor twain.h definující aplikační rozhraní TWAIN včetně souvisejících 
datových typů bude umístěn zde pro jednodušší budoucí přechod na novou verzi. 
4.1.1 Operace nad rozhraním TWAIN 
V souborech twainops.h a twainops.cpp realizujeme pomocné třídy, operátory a funkce pro práci 
s rozhraním TWAIN. Nachází se zde funkce pro zjištění velikosti typů rozhraní TWAIN dle jejich 
číselného identifikátoru. Zjednodušení práce s pamětí umožňují funkce pro zadání a získání struktury 
obsahující odkazy na paměťové funkce, ale především funkce, které tyto odkazy odstiňují a poskytují 
ucelené rozhraní nehledě na operační systém. Třídy Lock a FreeLock uzamykají paměť a automaticky 
ji odemykají při destrukci objektu, druhá jmenovaná tuto paměť také uvolňuje. 
Šablonová funkce capValue vrací nastavenou hodnotu v kontejneru dané schopnosti. Kontejner 
musí být typu TW_ONEVALUE, TW_ENUMERATION či TW_RANGE, neboť pouze tyto nesou i vybranou hodnotu, 
ne pouze výčet možných hodnot jako v případě TW_ARRAY. 
Hlavní pozornost jsme však věnovali operátorům a funkcím pracujícím s typem TW_FIX32, což 
je struktura reprezentující v rozhraní TWAIN čísla s pevnou desetinnou čárkou ve tvaru   
 
     
, 
kde c je celá část čísla a f desetinná část. 
Specifikace definuje operaci převodu na číslo s pohyblivou desetinnou čárkou float a zpět. 
Převod z čísla s pohyblivou desetinnou čárkou mírně upravíme i pro převod záporných čísel, s nimiž 
není počítáno, ale mohou se v budoucnu vyskytnout. Při převodu dochází ke konverzi čísla 
s desetinnou čárkou na číslo celé. Překladač C++ zajišťuje, že při takové konverzi jsou čísla 
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zaokrouhlena na nejbližší celé číslo směrem k nule, tedy např. 0,9 je zaokrouhleno na 0 a -0,9 taktéž. 
K záporným číslům tedy pouze nebudeme před převodem přičítat číslo 0,5. 
Vytvoříme operátory pro sčítání, odčítání, násobení a dělení čísel TW_FIX32 včetně všech 
porovnávacích operátorů. Při porovnávání porovnáme nejprve celé části čísel, jsou-li rovny, 
porovnáme i desetinné části. K porovnání na rovnost a nerovnost můžeme využít přímo operace nad 
32bitovými čísly, neboť velikost struktury TW_FIX32 je vždy rovna 32 bitům. 
Nejčastější operací kromě porovnání je sčítání. Je záhodno vyhnout se pomalým operacím 
s čísly v plovoucí desetinné čárce. Sečtení celých částí obou čísel je triviální záležitost. Desetinné 
části jsou reprezentovány 16bitovými bezznaménkovými celými čísly. Sečteme je a výsledek uložíme 
do 32bitového čísla. Je-li pak součet větší než 65535 (maximum 16bitového čísla), tuto hodnotu 
odečteme a inkrementujeme hodnotu celé části čísla. 
Podobně implementujeme operaci odečítání. Avšak v případě odečítání desetinných čísel je 
nutné tyto odečítat s ohledem na jejich velikost a pořadí. Je-li desetinná část prvního čísla větší než 
druhého nebo jsou rovny, jednoduše je odečteme. V opačném případě však musíme k desetinné části 
prvního čísla připočíst 65536 (při uložení do 32bitového čísla) a dekrementovat hodnotu celé části 
výsledku, teprve pak lze čísla odečíst. 
Operace násobení a dělení nejsou téměř využívány, proto se spokojíme s implementací 
využívající převod operandů na čísla s pohyblivou čárkou a zpět po provedení operace. 
4.1.2 Konfigurace klienta 
Klient sestává ze dvou komponent čtoucích konfiguraci, přičemž druhá ji také modifikuje. V případě 
úprav je třeba změnit kód obstarávající nastavení obou komponent. Z důvodu jednodušší správy jsou 
obě části přítomny ve sdílené knihovně a ve stejných hlavičkových a zdrojových souborech 
clientconfig.h a clientconfig.cpp. 
Jednotlivé servery i DS jsou reprezentovány unikátními klíči a uloženy ve stromových 
strukturách. Server obsahuje alias, adresu, port, uživatelské jméno a heslo. DS se skládá z aliasu, 
názvu produktu a výrobce vzdáleného DS a vzhledem ke vztahu 1:N (jediný server obsahuje více DS) 
i odkazu na obsahující server. Struktura uložené konfigurace je ukázána na obrázku 4.1. 
Třída SourceConfig je určena pro jednotlivé sdílené DS. Umožňuje čtení nastavení pouze 
určitého DS a odpovídajícího serveru. A to jen nastavení nezbytně nutné k zobrazení jména DS, 
připojení k serveru a vybrání vzdáleného DS. 
Naproti tomu CompleteClientConfig umožňuje čtení i editaci kompletního nastavení všech DS i 
serverů a jejich přidávání i odebírání. Také poskytuje metody pro rychlé zjištění serveru a DS dle 
klíče a aliasu, server také dle adresy s portem. 
K uložení (načtení) do (z) perzistentního úložiště je využita třída QSettings, jež ukládá data do 
registru v případě Windows a do souboru formátu INI v ostatních systémech. Cílem softwaru je 
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zpřístupnění DS všem lokálním uživatelům, konfigurace je tedy ukládána do systémového prostoru, 
ne pouze do prostoru uživatele provádějícího nastavení. 
 
Obrázek 4.1: Struktura uložené konfigurace klienta 
4.1.3 Protokol - podpůrné struktury a funkce 
Protokolem v softwaru komunikují celkem tři komponenty: DS, server a konfigurační program 
klienta. Je záhodno implementovat co možná nejvíce podpůrných mechanismů protokolu blízko u 
sebe - do souborů protocol.h a protocol.cpp. 
K serializaci a následné deserializaci dat při přenosu po síti využíváme třídu QDataStream 
nastavenou na aktuální verzi rozhraní. Musíme však definovat vlastní operace pro čtení a zápis typů 
rozhraní TWAIN, které je transformují do již podporovaných typů, neboť s nimi nebylo při návrhu 
QDataStream počítáno. Seznam podporovaných a nepodporovaných typů s komentářem je uveden 
v souboru protocol.h. 
Třída ServerConn poskytuje jednoduché rozhraní pro serverovou část protokolu a spravuje jej. 
Po předání čísla schránky inicializuje spojení s připojeným klientem a vysílá signály připojeným 
posluchačům (serveru), kdykoliv klient zašle požadavek. 
Klient je autentizován pomocí nastaveného objektu dědícího třídu Authenticator. Zde jsou 
metody, které po implementaci v konkrétní třídě definují, zda je autentizace nutná a zda v případě, že 























Konfigurační program klienta se při každém přidání či editaci serveru snaží získat seznam 
aktuálně dostupných DS, proto pro něj vytvoříme třídu ListClient. Tato klientská třída je speciálně 
navržena pro použití v programech s GUI, kde není možné na několik sekund pozastavit výpočet, 
neboť by uživatel mohl nabýt dojmu, že program neodpovídá a došlo k chybě. Proto jsou zde využity 
neblokující operace čtení a zápisu pomocí signálů a slotů. V případě, že server vyžaduje autentizaci, 
je vyslán odpovídající signál, po získání seznamu DS taktéž. 
Plnohodnotný klient je implementován v třídě TwainClient. Poskytuje metody pro navázání 
spojení se serverem včetně autentizace, výběr a otevření DS a především metodu pro zaslání 
požadavku rozhraní TWAIN po síti. Navíc je umožněno zadat objekt třídy QRunnable, jehož metoda 
run() bude opakovaně volána při čekací události, čímž je umožněno např. překreslit zobrazené UI a 
zpracovat vstupy od uživatele i při blokujících operacích v jediném výpočetním vlákně. 
Je třeba zdůraznit, že ServerConn i TwainClient poskytují metodu pouze pro zaslání (příjem) 
společné části požadavku rozhraní TWAIN, ostatní položky musí být definovány v obslužných 
třídách popsaných dále. 
4.1.4 Konfigurace serveru 
Podobně jako v kapitole 4.1.2, i zde existují dvě komponenty vyžadující konfiguraci: konfigurační 
program a server. Server je však rozdělen na službu a prostředníka. Celkem se jedná o tři 
komponenty. Odpovídající soubory - serverconfig.h a serverconfig.cpp. 
Na jediném počítači smí být přítomen nejvýše jeden server. Ten obsahuje seznam rozhraní a 
port pro naslouchání a příznak, zda vyžaduje autentizaci. Je-li autentizace vyžadována, je přítomen 
seznam uživatelů s unikátním klíčem. Každý uživatel pak obsahuje jméno a heslo. 
Seznam pravidel určených svojí prioritou následuje. Pravidlo sestává z množiny pasujících 
adres a typu - zda jde o povolení či zamítnutí. 
Konečně následuje seznam sdílených DS dostupných také pod unikátním klíčem. DS je 
definován svým názvem a výrobcem. Vztahy v konfiguraci serveru jsou ukázány na obrázku 4.2. 
Prostředník získává konfiguraci pomocí RelayConfig. Jedná se o přístup pouze pro čtení do 
seznamu uživatelů, zdrojů a příznaku nutnosti autentizace. Takto koncipovaná třída je ideální k 
dědění abstraktní třídy Authenticator (kapitola 4.1.3) a autentizaci uživatelů. 
ServiceConfig obsahuje informace o rozhraních a portu k naslouchání a síťovým pravidlům, je 
tedy vhodný pro službu, která tak reprezentuje síťový server a může aplikovat síťová pravidla. 
Konfigurační program serveru závisí na třídě CompleteServerConfig, jež je obdobou 
CompleteClientConfig pro konfigurační program klienta. 
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Obrázek 4.2: Struktura uložené konfigurace serveru 
4.1.5 Ostatní 
Pro možnost jednoduché změny na jednom místě jsou v souboru project.h definována makra 
zahrnující názvy jednotlivých komponent, jejich verze aj. 
U souborů system.h a system.cpp se poprvé setkáváme s kódem závislým na platformě. Nejen, 
že jsou zde inkludovány systémové hlavičkové soubory (např. Windows.h), ale je zde přítomna i 
funkce ke zjištění, zda operační systém, na němž je software spuštěn, využívá 64bitového 
adresovacího módu procesoru, a to i v případě, že software byl přeložen pro 32bitovou architekturu. 
Tuto funkci využijeme v dalších komponentách, kdy budeme chtít umožnit přepnutí 32bitového 
programu na 64bitový. 
Je-li software přeložen pro 64bitovou architekturu, je situace jasná. U 32bitové architektury 
však může nastat případ, že je software spuštěn na 64bitovém operačním systému v 32bitovém módu. 
Zde využijeme funkci z [14]. 
4.2 Demonstrační aplikace 
Jako první implementujeme demonstrační aplikaci, neboť její funkčnost není závislá na ostatních 
komponentách softwaru. Chceme pouze demonstrovat funkčnost softwaru získáním a zobrazením dat 
přijatých z vybraného DS, není nutné vytvářet nástroje pro práci s nimi. 
Do hlavního a jediného okna aplikace umístíme plátno s proměnnou velikostí, na němž budou 
zobrazena přijatá data. Hlavní nabídka pak obsahuje menu pro výběr dostupného DS, zaškrtávací 
položku k zakázání či povolení UI a tlačítko pro zahájení přenosu. 
Po zapnutí demonstrační aplikace se tato pomocí QLibrary připojí k DSM, reprezentovaném 
sdílenou knihovnou twain_32.dll či twaindsm.dll v případě 64bitové aplikace, a získá ukazatel na 
hlavní funkci rozhraní (DSM_Entry), s jejíž pomocí DSM otevře. Následně je získán seznam všech 






















Jakmile uživatel zadá povel k získání dat, je vybraný DS otevřen a zobrazeno jeho UI (pokud 
to uživatel nezakázal). Tato fáze vyžaduje upravení kódu tak, aby jakákoliv příchozí událost okenního 
systému byla přeposlána také připojenému DS. Zde se dostáváme k dalšímu nepřenosnému kódu, 
neboť je očekávána struktura odpovídající cílenému systému. Qt v případě Windows poskytuje 
metodu winEvent, která umožňuje tyto nativní události zpracovávat před transformací na události 
použitého frameworku. 
Jakmile tedy dojde k povolení DS, veškeré události mu budou přeposílány a zároveň 
kontrolována vrácená zpráva či požadavek na další činnost. Mohou být vráceny tři typy zpráv, které 
indikují, že není vyžadována žádná akce, došel požadavek na zavření a že je připraven přenos dat. Při 
požadavku na zavření je nutné zavřít UI a následně DS. Je-li přenos připraven, proběhne nejvýše 
jednou a dojde k jeho ukončení a zavření UI a DS stejně jako v předchozím případě. 
Zvolili jsme nativní přenos dat, neboť vyžaduje nejmenší úsilí na straně vývojáře aplikace. 
Jeho zjevnou nevýhodou je ale nepřenositelnost mezi platformami - na Windows je očekáván obrázek 
formátu DIB („Device Independent Bitmap“), Macintosh navrací handle na typ Picture. Využijeme 
funkce pro práci s DIB popsané v [6] a následně obrázek převedeme na QPixmap pomocí poskytnuté 
metody fromWinHBITMAP. Obrázek zobrazíme na plátně. 
Při ukončení demonstrační aplikace nesmíme zapomenout na korektní uvolnění veškerých 
zdrojů, především uzavření DSM. 
4.3 Server 
4.3.1 Služba 
K implementaci služby využijeme řešení QtService z [15] pod licencí BSD, jež podstatným způsobem 
zjednodušuje vývoj služeb systému Windows a démonů pro unixové systémy. Hlavní logika služby je 
přítomna v souborech server.h a server.cpp. 
Startem služby se vytvoří instance třídy Server, jež představuje síťový server schopný 
naslouchat na portu a libovolném počtu rozhraní. Standardní třída frameworku QTcpServer totiž 
umožňuje naslouchat pouze na jediném rozhraní nebo na všech jediného typu (IPv4, IPv6). Z toho 
důvodu je v třídě Server obsaženo tolik instancí QTcpServer, kolik je nastaveno rozhraní. Přesněji 
řečeno, jedná se o instance třídy BackendServer, která QTcpServer dědí. Díky tomu je možné 
kontrolovat IP adresu příchozího spojení a rozhodnout, zda bude povoleno nebo ne podle síťových 
pravidel. Následně je pomocí instance RelayProcess vytvořen proces prostředníka, jemuž je předáno 
číslo schránky příchozího spojení. Po jeho úspěšném spuštění je schránka na straně služby uzavřena, 
přičemž v prostředníku zůstává otevřena. 
Služba také podporuje příjem jednoduchých zpráv. Při přijetí zprávy s hodnotou 1 se provede 
aktualizace nastavení z perzistentního úložiště. 
 22 
Pro kontrolu IP adres ve službě jsme byli nuceni v souboru peeraddr.h vytvořit funkci, která 
zjistí IP adresu přímo z čísla schránky. Není totiž možné, aby v jeden čas byly v systému přítomny 
dvě instance QTcpSocket operující se stejnou schránkou, byť v oddělených procesech. Funkce 
peername volá knihovní funkci getpeername, která je standardní součástí rozhraní většiny systémů, 
a její výstupy transformuje na QHostAddress. 
4.3.2 Prostředník 
Jakmile je klient připojen a zkontrolována jeho adresa, vytvoří se proces prostředníka, jemuž je 
předáno číslo schránky spojení. Kód prostředníka Relay je umístěn v souborech relay.h a relay.cpp. 
Inicializace, autentizace a další správa protokolu probíhá plně v režii třídy ServerConn probrané 
v kapitole 4.1.3, Relay již pouze čeká na signály ohlašující požadavek protokolu. 
Prostředník je svojí podstatou aplikace, proto musí před prvním zavoláním libovolné funkce 
rozhraní TWAIN inicializovat a otevřít DSM stejným způsobem jako demonstrační aplikace 
v kapitole 4.2. Je zde ale menší rozdíl. Aplikace předávají při otevření DSM handle svého okna, 
Prostředník je však řešen jako konzolová aplikace bez okna, proto předává handle plochy okenního 
systému - další nepřenosná funkce. Otevření DSM je provedeno při prvním požadavku na seznam 
dostupných DS či při otevření vybraného DS, ve fázi TWAIN již musí být otevřen. 
Odpovědí na požadavek výpisu sdílených DS je seznam takových DS nastavených ke sdílení, 
které jsou v době požadavku reálně dostupné. 
Při požadavku na otevření DS jsou provedeny všechny požadované operace, které musí dle 
specifikace předcházet a následovat otevření DS. Také po otevření ihned nastavíme schopnost 
CAP_INDICATORS tak, aby v budoucnu sdílený DS nezobrazoval žádná dodatečná upozornění. 
Odpojení klienta vyvolá postupné uzavření všech fází TWAIN, tedy zastavení přenosu, vypnutí 
DS a uzavření jeho i DSM. Informaci o současné fázi neukládáme, proto provedeme všechna 
uzavření, DSM nevalidní uzavření ignoruje. 
4.3.3 Konfigurační program 
Nezbytnou součástí serveru je konfigurační program. Není možné chtít po uživateli, aby nastavení 
sdílených DS, uživatelů, sítě a síťových pravidel prováděl přímo pomocí manuální editace 
perzistentního úložiště. Také ovládání služby je záhodno řešit programem s GUI. 
V hlavním okně zobrazíme informace o jednotlivých oblastech a tlačítka, která spustí 
jednoduché průvodce editací nastavení odpovídající oblasti. Ovládání služby zajistíme pomocí 
QtService zobrazením tlačítek pro její zapnutí, vypnutí, instalaci a odstranění. Také zobrazíme 
textovou informaci o stavu služby. 
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Využijeme zde funkci z kapitoly 4.1.5 pro zjištění, zda je platforma 32bitová či 64bitová. Na 
64bitových platformách pak zobrazíme tlačítko, které v 32bitovém programu spustí 64bitový a 
naopak a současnou instanci programu ukončí. 
Po úpravě síťového nastavení či pravidel musí být toto případné běžící službě pomocí 
QtService oznámeno, aby mohla aktualizovat nastavení. 
4.3.3.1 Sdílení zdrojů 
Zdroje jsou reprezentovány svým názvem a výrobcem. V tabulkách je takto zobrazíme. Hlavní oblastí 
nastavení je upravení seznamu sdílených DS. Musíme být schopni připojené DS zobrazit a vybrané 
otestovat. Jedná se tedy také o aplikaci. Kód, jenž toto umožňuje, je implementován v souborech 
twaintest.h a twaintest.cpp. Získání seznamu dostupných DS včetně veškerých postupů při práci 
s TWAIN jsme již probrali v kapitole 4.2. 
Testování DS je implementováno jako jednoduché získání obrazových dat, tedy kompletní 
postup od otevření DSM až k samotnému získání dat při nezobrazeném UI. Uzavření je taktéž 
provedeno, ale není zahrnuto do výsledků. Možnosti výsledku: úspěch, nejisté a chyba. 
Chyba vzniká ve všech případech, kdy nebylo možné postupovat korektně dle specifikace. 
Získání obrazu o nulových rozměrech při nativním přenosu je také považováno za chybu. 
Při testu je kontrolována podpora dvou doporučených vlastností CAP_INDICATORS (povoluje či 
zakazuje zobrazení dodatečných zpráv) a CAP_UICONTROLLABLE (říká, zda DS umožňuje nezobrazovat 
UI). Pokud CAP_INDICATORS není možné nastavit na FALSE, CAP_UICONTROLLABLE vrací FALSE nebo 
libovolná z těchto vlastností není podporována, je výsledek nejistý, v opačném případě test dopadl 
úspěšně. Avšak je třeba brát v úvahu, že tento test není naprosto spolehlivý, vždy je nutné sdílené DS 
otestovat přímo jejich použitím, nejlépe připojením několika klientů ve stejný čas. 
Jakmile tedy uživatel vybere z dostupných DS, proběhne jejich otestování. Ve sloupci vedle 
každého vybraného DS se pak zobrazí výsledek s případným popisem chyby nebo varování. 
4.3.3.2 Uživatelé 
Každý uživatel je reprezentován svým jménem a heslem, proto je zobrazíme v přehledné tabulce. Ve 
výchozím stavu však sloupec s heslem skryjeme kvůli možnosti zahlédnutí hesel třetí osobou, 
přidáme však nabídku umožňující jejich zobrazení. 
Stejně postupujeme i při editaci seznamu uživatelů, v dalším sloupci ale zobrazíme i tlačítka 
pro úpravu a odstranění jednotlivých uživatelů. Není-li vyžadována autentizace, je možno takovou 
nabídku zaškrtnout, čímž se také znemožní další úpravy uživatelů, kteří poté nejsou využiti. 
4.3.3.3 Síťová pravidla 
Síťová pravidla jsou aplikována podle jejich priority, záleží zde tedy na pořadí. Pravidlo sestává 
z typu, který určuje, zda bude spojení umožněno či nikoliv, a množiny odpovídajících adres. 
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V okně úprav zobrazíme tedy tlačítka pro úpravu a smazání jednotlivých pravidel, ale také 
změnu priority, respektive pozice, oběma směry. Při přidání či editaci pravidla jednotlivé adresy 
zobrazíme jako textovou informaci. Může se jednat o hvězdičku, která reprezentuje jakoukoliv 
adresu, jednotlivé adresy i rozpětí adres, kde vlevo je adresa s hodnotou menší než vpravo a mezi 
nimi bez oddělovačů pomlčka. V závěru umožníme uživateli tato pravidla libovolně před potvrzením 
otestovat. Není-li nalezeno odpovídající pravidlo, je komunikace zakázána. 
4.3.3.4 Nastavení sítě 
Tato část sestává z čísla portu a seznamu rozhraní. Vzhledem k tomu, že lze naslouchat i na 
speciálních rozhraních „0.0.0.0” a „::”, která reprezentují všechna dostupná rozhraní svého typu, 
zobrazíme tato v uživatelsky přívětivější podobě jako slovní vyjádření jejich funkce. Při editaci pak 
jejich zatržením odstraníme všechna konkrétní rozhraní stejného typu ze seznamu. 
4.4 Klient 
4.4.1 Spoj 
Implementace spoje v souborech link.h a link.cpp, jakožto dynamické knihovny, respektive DS, je 
jednoduchá, ale vyžaduje znalost některých funkcí a postupů závislých na použitém operačním 
systému. Jde především o zajištění funkcí, které musí být volány při připojení knihovny a poté při 
jejím odpojení, aby byl korektně připojen a poté odpojen zdroj. Při připojení je zdroj informován o 
konfiguračním klíči přečteném z názvu spoje. 
Jakmile je knihovna připojena, zavolá se funkce DllMain, která použitím další funkce 
GetModuleFileName zjistí název knihovny. Nyní je připojen zdroj a zjištěny adresy jeho exportovaných 
funkcí DS_Entry a setSource. Pomocí funkce setSource dojde k předání konfiguračního klíče. V tuto 
chvíli již probíhá komunikace rozhraní TWAIN tak, že exportovaná funkce DS_Entry spoje přeposílá 
veškerou komunikaci stejnojmenné funkci zdroje. Jakmile dojde k odpojení, je znovu zavolána 
funkce DllMain, která v tomto případě provede uvolnění zdroje. 
4.4.2 Zdroj 
V případě spoje šlo o pouhé předání konfiguračního klíče zdroji. Zdroj oproti němu implementuje 
kompletní logiku DS, avšak z pohledu TWAIN se o DS nejedná, neboť nemá příponu ds, ale příponu 
obvyklou pro dynamické knihovny, ve Windows dll, a také je závislý na nastavení zmíněného 
konfiguračního klíče před prvním použitím. 
Hlavní část zdroje je přítomna v souborech source.h a source.cpp. Třída Source reprezentuje 
DS, pro komunikaci se serverem využívá TwainClient popsaný v kapitole 4.1.3. Jsou podporovány 
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veškeré specifikací vyžadované operace. Úvodní funkcionalita před otevřením DS byla inspirována 
ukázkovým DS dostupným z [1]. 
Při dotazu na podporované módy přenosu bylo nutné ze seznamu odstranit veškeré 
nepodporované a zachovat pouze nativní a paměťový. 
Velmi zajímavou částí byla implementace uživatelského rozhraní v souborech 
userinterface.h, userinterface.cpp, preview.h a preview.cpp. Pro jejich potřeby jsme vytvořili třídu 
SourceApi, která poskytuje ucelené rozhraní k jinak neveřejným metodám třídy Source. Hlavní 
překážkou byl fakt, že klientské UI není nijak spjaté s jakýmkoliv sdíleným DS. Museli jsme proto 
zobrazit pouze velmi omezenou množinu nastavení, a to barvu a rozlišení. Třída Preview pak poskytla 
možnost intuitivně vybrat část ukázkového obrazu (obraz s nastavenou barvou a nejnižším dostupným 
rozlišením), která bude následně získána. 
Veškeré nastavení je zasláno na server až při zahájení scanování, aby nedošlo k jeho 
neočekávané změně při případném zavření UI. Stejně tak v případě získání ukázky je veškeré zaslané 
nastavení (barva, rozlišení, nativní mód přenosu) po získání dat vráceno na původní hodnoty. 
4.4.3 Konfigurační program 
Stejně jako u serveru v kapitole 4.3.3 je i u klienta nezbytně nutné vytvořit konfigurační program, 
který umožní přidávání, editaci a odebírání serverů a jejich sdílených DS. V hlavním okně zobrazíme 
seznam serverů a jejich zdrojů ve stromové struktuře. 
Přidáme tlačítka, která při kliknutí zobrazí průvodce přidáním serveru, jeho editací či 
odebráním. Odebrání serveru má za následek odebrání také všech jeho DS. Při přidání či editaci se 
nejprve zobrazí nastavení adresy a portu, poté dojde k připojení k serveru a získání DS. Vyžaduje-li 
server autentizaci, zobrazí se dialog požadující uživatelské jméno a heslo. Poté je možné vybrat 
z nabídky všech sdílených DS pouze ty, které budou na klientu dostupné. 
Do hlavního okna také přidáme možnost zobrazit či skrýt hesla u jednotlivých serverů 
(implicitně skrytá) a tlačítko pro start konfiguračního programu pro druhou bitovou verzi stejně jako 




K otestování softwaru využijeme program Inspector TWAIN z [16], který byl k tomuto účelu 
vytvořen. Jako sdílený DS využijeme zmíněný ukázkový DS z [1]. Výsledky testů jsou umístěny 
v příloze, zde je rozebereme. 
5.1 32bitová varianta 
Vidíme, že otestování původního DS objevilo pět chyb, které můžeme při otestování sdíleného DS 
ignorovat. Po jejich odstranění zbývá jediný problém, který je přímo spjat se softwarem. Vzniká při 
testu starších protokolů TWAIN a je nejspíše způsoben zasíláním verze aplikace pouze při otevření 
vzdáleného DS. Jedná se o problém s malým významem, neboť DS musí být schopné zpracovat 
jakýkoliv použitelný zaslaný typ kontejneru – i takový, který neodpovídá specifikaci. Proto má jeho 
oprava pouze nízkou prioritu. 
Všimněme si také počtu provedených testů, u sdíleného DS je nepatrně nižší. To je dáno 
faktem, že software nepodporuje některé volitelné operace rozhraní TWAIN, např. přenos dat do 
souboru, což není obvykle aplikacemi podporováno. 
5.2 64bitová varianta 
Výsledky jsou identické s předchozím případem, projevuje se stejný problém. 
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6 Možná rozšíření a úpravy 
6.1 Multiplatformnost 
Hlavní oblastí, na níž se v budoucnu při úpravách zaměříme, je upravení kódu tak, aby byla lépe 
zajištěna jeho bezproblémová přenositelnost mezi platformami. Nejvýrazněji pak působí nativní 
přenos, kdy jsou přenášena neupravená obrazová data ve formátu závislém na platformě. Pro 
bezproblémové použití na síti s různými operačními systémy musíme zajistit konverzi těchto dat nebo 
jiné prostředky pro vytvoření dat na platformě nezávislých. 
Jako nejjednodušší se jeví možnost, kdy server zasílá data ve svém formátu a klient tato data 
konvertuje do formátu své platformy. Nároky na server jsou v tomto případě nezměněné, klient ale 
z důvodu konverze dat spotřebuje více operační paměti a času procesoru. Překážkou v nasazení je 
však samotná nutnost konverze. Uvažujeme-li v budoucnu podporu systémů Windows, Mac OS a 
Linux, z nichž každý očekává data v jiném formátu, dojdeme k šesti různým konverzním funkcím. Při 
každém přidání nové platformy by pak bylo nutné vytvořit nové konverzní funkce, a navíc 
aktualizovat všechny prvky v síti, neboť tyto by novou platformu bez aktualizace nepodporovaly. 
Lepší přístup je, když server data před přenosem konvertuje do multiplatformního formátu, 
odešle je a klient data konvertuje do formátu své platformy. Nejsou zde přítomny problémy 
předchozího přístupu, ale na klienta i server jsou kladeny zvýšené nároky kvůli konverzi dat na obou 
koncích. Zvýšené nároky na klienta nepředstavují problém, ale v případě serveru ano. Jakékoliv 
zvýšení nároků na server představuje snížení počtu klientů obsloužených v čase. 
Podíváme-li se na paměťový přenos dat, zjistíme, že jsou přenášena pouze syrová obrazová 
data po řádcích nebo sloupcích. Podaří-li se nám mezi klientem a serverem využít tento typ přenosu a 
následně na klientu data sestavit do vyžadovaného formátu, využijeme pravděpodobně nejlepší řešení. 
Nároky na server tak totiž oproti nativnímu přenosu klesají, protože server obraz nesestavuje, pouze 
jej po částech zasílá klientovi, který sestavení zajistí. Zatížení klienta je nižší oproti řešení s konverzí 
přijatých obrazových dat. 
6.2 Bezpečnost 
V současnosti je software určen do domácích privátních sítí, budeme-li však chtít expandovat na 
firemní počítače, budeme muset zajistit lepší správu účtů podporou externích protokolů a účtování. 
Také bude třeba volitelně umožnit šifrování probíhající komunikace, a to symetrickou či 
asymetrickou šifrou podle požadavků zákazníka. 
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7 Závěr 
Navrhl jsem komplexní systém typu klient-server pro sdílení datových zdrojů rozhraní TWAIN po 
počítačové síti (kapitola 3). Důraz jsem kladl především na možnost sdílení scannerů, které právě 
architekturu TWAIN ve velké většině případů využívají. 
Serverová část obsahuje službu, která naslouchá na zvolených rozhraních a portu a pro 
povolená příchozí spojení vytváří proces prostředníka. Prostředník pak, je-li tak nastaven, 
připojeného klienta autentizuje a zpracovává jeho požadavky. Požadavky rozhraní TWAIN předává 
klientem vybranému datovému zdroji. Konfigurační program serveru umožňuje uživateli jednoduše 
změnit veškeré nastavení, přičemž změnu vždy oznámí případné spuštěné službě. 
Datový zdroj na klientovi zpracovává příkazy rozhraní TWAIN a odesílá je na server. 
Za účelem možnosti připojovat se z klienta na různé servery a datové zdroje jsem mezi samotný 
datový zdroj a manažera datových zdrojů zařadil vrstvu tzv. spoje. Ten datovému zdroji předá 
identifikátor, podle něhož zdroj získá konfiguraci vytvořenou uživatelem za pomoci konfiguračního 
programu klienta. Demonstrační aplikace umožňuje klientovi získat obrazová data standardním 
způsobem pomocí rozhraní TWAIN, čímž ukazuje funkčnost a transparentnost celého navrhnutého 
systému sdílení datových zdrojů. 
Implementace (kapitola 4) proběhla v objektovém programovacím jazyce C++ za využití 
frameworku Qt a Windows API. Jako cílový operační systém jsem stanovil Microsoft Windows verze 
XP Service Pack 3 a novější. 
Hlavní využití softwaru vidím v domácích privátních sítích se scannerem připojeným 
k jednomu počítači se systémem Windows. Uživatelé ostatních počítačů v síti, kteří budou chtít 
využít služeb scanneru, pak jednoduše spustí některou aplikaci, vyberou sdílený datový zdroj a bez 
dalších úprav či fyzického přesunu získají požadovaná obrazová data. 
Pro další rozvoj projektu jsem uvedl náměty v kapitole 6. Především se jedná o podporu 
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Příloha 1. CD se zdrojovými soubory 
Obsah přiloženého CD 
 
src  adresář se zdrojovými soubory 
bin  adresář s instalátory klienta, serveru a demonstrační aplikace 
ibp.pdf  technická zpráva ve formátu PDF 
ibp.docx  technická zpráva ve zdrojovém formátu DOCX 
install.txt  návod k instalaci 
build.txt  návod k přeložení zdrojových souborů  
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Příloha 2. Výsledky testů 
32bitová varianta – původní DS 
 
Inspector TWAIN Summary Report 
---------------------------- 
Date: 20.4.2012 
Manufacturer: TWAIN Working Group 
Product Name: TWAIN2 FreeImage Software Scanner 
Version: 2.1 
Info: 2.1.3 sample release 32bit 
TWAIN Protocol: 2.1 
---------------------------- 
Test Count: 3666 




Error:  OperationFailed 
---------------------------- 
Message:  DAT_CAPABILITY / MSG_SET on CAP_FEEDERENABLED failed with TWRC_FAILURE / 
TWCC_BADVALUE when TWRC_SUCCESS was expected. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'False'. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'True'. 
Return Code:  TWRC_FAILURE 





Error:  InvalidContainer 
---------------------------- 
Message:  Invalid container for CAP_SUPPORTEDCAPS. When the MSG_GET container is 





Error:  IncorrectXferCountUsage 
---------------------------- 




32bitová varianta – sdílený DS 
 
Inspector TWAIN Summary Report 
---------------------------- 
Date: 20.4.2012 
Manufacturer: FIT BUT 
Product Name: RS:TWAIN2 FreeImage Software Scan 
Version: 1.0 
Info: 1.0 
TWAIN Protocol: 2.1 
---------------------------- 
Test Count: 3493 




Error:  OperationFailed 
---------------------------- 
Message:  DAT_CAPABILITY / MSG_SET on CAP_FEEDERENABLED failed with TWRC_FAILURE / 
TWCC_BADVALUE when TWRC_SUCCESS was expected. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'False'. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'True'. 
Return Code:  TWRC_FAILURE 





Error:  InvalidContainer 
---------------------------- 
Message:  A container type of TW_ENUMERATION was used when a TW_ONEVLUE was expected 
 
 
Message:  Invalid container for CAP_SUPPORTEDCAPS. When the MSG_GET container is 





Error:  IncorrectXferCountUsage 
---------------------------- 




64bitová varianta – původní DS 
 
Inspector TWAIN Summary Report 
---------------------------- 
Date: 20.4.2012 
Manufacturer: TWAIN Working Group 
Product Name: TWAIN2 FreeImage Software Scanner 
Version: 2.1 
Info: 2.1.3 sample release 64bit 
TWAIN Protocol: 2.1 
---------------------------- 
Test Count: 3666 




Error:  OperationFailed 
---------------------------- 
Message:  DAT_CAPABILITY / MSG_SET on CAP_FEEDERENABLED failed with TWRC_FAILURE / 
TWCC_BADVALUE when TWRC_SUCCESS was expected. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'False'. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'True'. 
Return Code:  TWRC_FAILURE 





Error:  InvalidContainer 
---------------------------- 
Message:  Invalid container for CAP_SUPPORTEDCAPS. When the MSG_GET container is 





Error:  IncorrectXferCountUsage 
---------------------------- 





64bitová varianta – sdílený DS 
 
Inspector TWAIN Summary Report 
---------------------------- 
Date: 20.4.2012 
Manufacturer: FIT BUT 
Product Name: RS:TWAIN2 FreeImage Software Scan 
Version: 1.0 
Info: 1.0 
TWAIN Protocol: 2.1 
---------------------------- 
Test Count: 3493 




Error:  OperationFailed 
---------------------------- 
Message:  DAT_CAPABILITY / MSG_SET on CAP_FEEDERENABLED failed with TWRC_FAILURE / 
TWCC_BADVALUE when TWRC_SUCCESS was expected. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'False'. 
Return Code:  TWRC_FAILURE 
Status Code:  TWCC_BADVALUE 
 
 
Message:  MSG_SET Failed for CAP_FEEDERENABLED with a value of 'True'. 
Return Code:  TWRC_FAILURE 





Error:  InvalidContainer 
---------------------------- 
Message:  A container type of TW_ENUMERATION was used when a TW_ONEVLUE was expected 
 
 
Message:  Invalid container for CAP_SUPPORTEDCAPS. When the MSG_GET container is 





Error:  IncorrectXferCountUsage 
---------------------------- 
Message:  Setting CAP_XFERCOUNT to -1 results in 1 image being returned when 2 were 
expected. 
 
 
