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Let A be a subspace of C(X), and let K _C X be an interpolation set for A. 
Let F be a Banach space. We study the following question: When is K a set of 
interpolation for A 0 F, a space of vector-valued functions naturally associated 
with A? 
Let A be a closed subspace of C(X) for some compact Hausdorff 
space X, and let the closed K _C X be a set of interpolation for A. The 
object of this paper is to investigate when K is a set of interpolation 
for certain spaces of vector-valued functions which are naturally 
associated with A. In Section 1 we give the necessary definitions, 
state two of our principal results, and compare the latter with an 
earlier theorem of Stout. In Section 2 we review some aspects of the 
theory of vector-valued measures. There we also prove some lemmas 
for our later use. Section 3 contains the proofs of our main results, 
and in Section 4 we give a few applications of these results. 
1. 
Let X be a compact Hausdofi space, and let F be a Banach space. 
(We tacitly assume, for the full duration of this paper, that all linear 
spaces mentioned are over Cc, the field of complex numbers.) Let 
C(X, F) denote the supremum-normed Banach space of all continuous 
functions from X into F. Let B be a closed subspace of C(X, F), and 
let K be a closed subset of X. Then we say that K is a set of inter- 
polation for B if B 1 K = C(K, F), i.e., if every f E C(K, F) is the 
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restriction to K of a function in B. We say that K is an interpolation 
set of type M for B if for every f~ C(K, F) and E > 0, there exists 
JEZ B with p / K = f and (1 J\lx < (A! + E) (1 f (lK . The open mapping 
theorem guarantees that every set of interpolation is of some type 
M < co. We say that K is a peak interpolation set for B if every 
nonzero f E C(K, F) has an extension 3~ B satisfying /( 3( y)\j < Ij f ljK 
for every y E X\K. Lastly, we follow Gamelin [3] and say that K is an 
interpolation set with extension constant 0 (e.c. 0) if for every 
f E C(K, F) with I]f jjx < 1, for every E > 0, and for every closed 
EC X\K, there existsfc B withf[ K = f, [13i[E < E, and [j3jlx < 1. 
Now let A be a subspace of C(X). We use A @F to denote the 
smallest closed subspace of C(X, F) containing all functions of the 
formf @ 5: x +f(x)l (x E X) for f E A, 5 E F. 
With these preliminaries, we can state the two main results of this 
paper. 
THEOREM 1.1. With X and F as above, I.. the closed subset K C X 
is a set of interpolation of type M for the closed subalgebra A of C(X), 
then K is an interpolation set of type M2 for A Q F. 
THEOREM 1.2. With X and F as above, ;f the closed subset K C X is 
an interpolation set with e.c. 0 for the closed subspace A of C(X), then K 
is an interpolation set with e.c. 0 for A OF. If, in addition, K is a 
peak interpolation set for A (i.e., if K is also a 9,), then K is also a peak 
interpolation set for A OF. 
These two theorems should be compared with the following result 
of Stout [S]. 
THEOREM 1.3. With X and F as above, ;f the closed set K _C X is a 
peak interpolation set for the closed subalgebra A of C(X), then K is also 
a peak interpolation set for A OF. 
Thus Theorem 1.1 is a sort of extension of Theorem 1.3, while it is 
readily seen that Theorem 1.2 generalizes Theorem 1.3. 
Stout’s proof of Theorem 1.3 depends mainly on the existence in A 
of high powers of peaking functions and on the fact that A Q F 
is a module over A when A is an algebra. Thus his proof is tied very 
closely to the fact that his A is an algebra. Our proofs for Theorems 1.1 
and 1.2, on the other hand, will be seen to hold in greater generality. 
They depend, however, on some facts about vector-valued measures 
and are therefore less accessible than Stout’s argument. 
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2. 
In this section we describe the dual of the Banach space C(X, F) 
and we give some lemmas for our later use. References for the 
discussion in the next three paragraphs are [2] and [4]. 
For the remainder of this paper, X will denote a compact Hausdorff 
space, and F will denote a Banach space. The symbol (5, #>, defined 
for < E F and # E F*, will denote the number #( 5). The space of regular 
complex-valued Bore1 measures on X will be denoted by M(X), and 
B(X) will be the class of Bore1 subsets of X. 
Let m be a mapping of B(X) into F*. For each 5 E F, let the scalar- 
valued set function (5, m> be defined by (II, m)(E) = (5, m(E)) 
(E E B(X)). If (5, m) E M(X) f or each 5 E F, then we say that m is a 
weak- * regular F*-valued measure on X. For such an m, we define the 
total variation measure 1 m 1 of m by 
Here the sup is taken over all finite Bore1 partitions d = (Ei}i”,, of E. 
It is easy to see that 1 m 1 is a positive Bore1 measure on X, and if 
1 m I(X) is finite, th en we say that m is of bounded variation. Equipped 
with the natural linear operations and with the norm m t-+ 1 m I(X), 
the set of all weak-* regular F*-valued measures of bounded variation 
forms a Banach space which we shall denote by M(X, F*). Thus, 
M(X, 6) = M(X) = C(X)*, and a theorem of Singer [‘7] states that, 
more generally, M(X, F*) “is” the dual of C(X,F). To effect this 
identification, we proceed as follows. 
A partition of unity argument shows that the functions of the form 
C,“rlj, @ i$ (n arbitrary, fi E C(X), & EF) are dense in C(X, F). 
A standard Banach space argument then shows that any f E C(X, F) 
can be written f = ci:l fi , where the series converges absolutely 
in the norm of C(X, F) and where ft = CyLI&.i @ [ii (fii E C(X), 
t;i” EF). We now define the desired pairing of C(X, F) and M(X, F*) 
by stipulating that the action of an m E M(X, F*) upon such an 
f = CT=, fi be given by 
We shall denote the number m( f ) by the symbol Jxf dm. 
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Given an m E M(X, F*) and a Bore1 subset E of X, we can define 
an element m 1 E of M(X, F*) by m 1 E(S) = m(E n S) for S E B(X). 
It is a consequence of the definitions that then ] m 1 E j = 1 m / 1 E, 
and we will sometimes denote )I m I E Jj by )! m \lE , so that jj m jlE == 
I m l(E)* 
Given bounded scalar-valued Bore1 functions fi ,...,f, on X and 
elements 5, ,..., 5, of F, we make the obvious definition of xTEl fi Q & 
and then define the integral off = ~~=r fi @ li with respect to an 
m E M(X, F*) by 
j 
X 
f dm = il Sy fidi\li , m?. 
It can be shown that the inequality 
(1) 
is valid for such f, and we shall make crucial use of this inequality. 
(The inequality (1) may be proved easily from our Lemma 2.1 below.) 
We conclude this section with three lemmas which we shall use in 
Section 3. 
LEMMA 2.1. Let m E M(X, F*) and 5 EF be jixed. Then the 
inequality I(<, m)(E)( < [I 5 11 - 1 m ((E) holds for any E E B(X). 
Proof. This follows immediately from the definitions. 
The proof of our next lemma is routine but lengthy. We include it 
anyway, though, since it is crucial to one of our main arguments and is 
apparently unavailable in the literature. 
LEMMA 2.2. Fix m E M(X, F*) and b E: C(X) with b >, 0. Define 
b - m G M(X, F*) by Jxf d(b - m) = Jx bf dm for f E: C(X, F). Then 
j b - m j (K) = fK b d 1 m 1 for every closed K C X. 
Proof. For fixed 5 E F, it is easy to see that (5, b * m) = b([, m> 
and hence that I([, b . m)] = b I( 5, m) 1. Now fix a Bore1 partition 
(Ei)TGl of K. Then 
5w5/4-7 
432 DANIEL M. OBERLIN 
where the last inequality is due to the fact that I(<, m}] < 1 m j if 
11 511 < 1 (Lemma 2.1). Taking the supremum over all finite Bore1 
partitions {23&r of K, we get that ( 6 * m 1 (K) < JK b d 1 m 1 by the 
definition of 1 6 * m I. 
Fix E > 0. For the opposite inequality, we start by finding a finite 
Bore1 partition {Ei)rU4, of K such that 
s bd ] m ] - E < i ci / m ) (EJ K i=l 
for some nonnegative numbers c1 ,..., c, with ci f b ) Ei < ci + E. We 
can then find Bore1 partitions di = (Eii)j& of the Et such that 
Further, we can choose l;ii in F with Ij c;i 11 < 1 for all i, j, and with 
By regularity, there exist compact sets Kl C Eji with 
s 
b dm - 4~ < i Ci z I(#, m)(Kji)l. 
K i=l j-1 
Now find numbers nii with 1 nii 1 = 1 and n&[;i, m>(Kii) 2 0. 
Letting &” = nf[‘i, we have then that 
s K 
bd 1 m ( - 4~ < i ci 2 <lf, m)(K,“). 
is1 j=l 
For each i and j, let V;.i be a neighborhood of Kji in K such that 
and such that the iIJji are pairwise disjoint. Let the gj” E C(K) be such 
that xk,.~ < gji < ~“~3, and define g E C(K, F) by 
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Then II g IL d 1, so 
But (51, [(b . m) 1 K-J) = (cji, b - m> I K so <$( [(b * m) I Kl) = 
b . ((Cri, m) j K). Since gii = 0 off Uji, this imphes that 
However, 
Sosincegji]Kji== 1, 
But 
where the first inequality follows since (/ cji // < 1 implies I(&*, m)l < 
JmJ. Since 
we have 1 b * m 1 (K) >, Jx b d j m / - 5~ - E 1 m / (K). Since E was 
arbitrary, 1 b . m I (K) > SK b d 1 m 1, and so our proof is finished. 
Our last lemma is a vector-valued analogue of a result due to 
Glicksberg. 
LEMMA 2.3. Let B be a closed subspace of C(X, F), and let K be a 
closed subset of X. Then K is an interpolation set of type c (1 < c < 00) 
for B ;f and only z3f [I m IIK < c[I m I& for every m E W C M(X, F*). 
Proof. The proof of the scalar-valued case (as given, say, in [9]) 
works just as well in the vector-valued situation. 
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3. 
We will deduce Theorem 1.1 from the following result. 
THEOREM 3.1. Let A be a closed subspace of C(X), let K be a closed 
subset of X, and let M be a Jixed positive number. Then the following 
are equivalent: 
A l$lfOl any B anach space F, K is an interpolation set of type M f 
OY x ; 
(ii) K is a set of interpolation of type M for A @ lx; 
(iii) given dzkjoint closed subsets KI ,..., K, of K and E > 0, there 
exist & ,..., Jm E A with & ) Ki = aij and II& j & 1 Ijx < M + E. 
Proof. (i) * (ii). This is obvious. 
(ii) * (iii). Let U, ,..., U, be disjoint open subsets of K such that 
Ki _C Ui , and let gr ,..., g, be functions in C(K) which are such that 
xK, < gi G XV, for i = l,..., n. Then G: x I+ (gr(zc) ,..., g,(x), 0, 0 ,...) 
(x E K) defines an element of C(K, II), and /( G IIK < 1. Hence, given 
E > 0, there exists 6: x ++ @r(x),...) in A @ lI with (1 G ljX < M + E 
and G 1 K = G. Then & ,..., g;, are functions in A with gi j Ki = 6, 
and II %I I & I (IX < M + E. 
(iii) 3 (i). Fix m E (A @F)l C M(X, F*). By Lemma 2.3, it 
suffices to show that 11 m IjK ,< (M + E) I( m lIxlK + E for every E > 0, 
so fix 6 > 0. 
To start with, since M(K, F*) is the dual of C(K, F) = C(K) @IF, 
find f with llf IL < 1, with f of the form SE1 fi @ ci (fi E C(K), 
I& E F), and with 
II m IIK - j jKfd(m I K) 1 G $ * (1) 
Now pick open subsets of K, call them U, ,..., U, , and elements 
x1 ,..., x1 with xi E Ui, K Z & Ui, and I) f - f (xa)lju, < 48 jl m IjK 
for i = l,..., 1. By considering unions, intersections, and differences 
of the Vi , we can obtain a Bore1 partition {I?&}~~, of K and elements 
yI ,..., yn with yi E Ei such that Ij f - f (y& < ‘e/4 11 m /JK . Then 
Ilf (4 - IELI xEi(df (ri)ll < c/4 II m IIK for every x E K so 
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Since each (f( ri), m ) is a regular Bore1 measure, we can find compact 
sets K( C Ei , i = I,..., n, such that the inequality 
(3) 
holds. It will then follow that 
/ i (j j=l El 
< z1 I(f(YA m>l (6 WC) 
i=l 
G 4(iwctE) G $ 
(4) 
holds, since M > 1. 
Since the Ki are disjoint and since we are assuming that (ii) holds, 
we can find g, ,..., g, E A with gi j Kj = 6, and with 
Now 
(M + + l<f(rih m>l 
= (M + E) i I(f(~j), m>l (2 Ei\G) G i, 
j=l 
where the first equality follows from g, j Ki = Sii and the last 
inequality follows from (3). Combining this with (I), (2), and (4), we 
obtain 
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Recall that our assumption on m was that lx Iz dm = 0 for every 
h E A OF. Since the functions k @ 5 with k E A, 5 E F span a dense 
subspace of A Q F, this assumption is equivalent to assuming that 
Jxk45,m)(=JxkQfIdm) = 0 f or all such k and 5. Thus we are 
assuming that each (5, m) annihilates A. Therefore (5) becomes 
But 
and so, since Ilf(yJl < 1 implies that I(f(ri), m)] < I m I (Lemma 2.1), 
(6) yields 
II m IIK d E + gl Ix\, I gj I d I m I = E + Ix,, $ I gi I d I m 
3- 
<E+(M+.)jxIKdlml =~+W+4IImh~ 
This finishes the proof of Theorem 3.1. 
Theorem 1 .l now follows easily, for Varopoulos has shown the 
following: with X, K, and A as in the statement of Theorem 3.1, if A 
is an algebra, and if K is an interpolation set for A of type iV, then (iii) 
of Theorem 3.1 holds with M = N2 (see, e.g., [l]). 
Theorem 1.2 will be deduced with the aid of the following more 
general result. 
THEOREM 3.2. Let B be a closed subspace of C(X, F), and let K be 
a closed subset of X. If 1 m 1 (K) = 0 for every m E BI C M(X, F*), 
then K is an interpolation set for B having e.c. 0. If K is also a ‘S6 , 
then K is a peak interpolation set for B. 
Proof. With the aid of Lemma 2.2, the proof of the scalar-valued 
analogue of Theorem 3.2 (as given, e.g., in [6, Theorem 6.1.21) 
works just as well in the vector-valued situation. 
To specialize Theorem 3.2 to the situation of Theorem 1.2, it 
suffices to prove the following lemma. 
LEMMA 3.3. Let A be a closed subspace of C(X), and let the closed 
K _C X be an interpolation set for A having e.c. 0. If m E (A @ F)J- _C 
M(X, F*), then ) m ) (K) = 0. 
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PYOO~. It follows, as in the proof of Theorem 3.1, that (<, m) 
annihilates A for every 5 E F. From the hypothesis on K, it then 
follows that /(c, m)l (K) = 0 f or every < E F. But, for any Bore1 set 
E C K, we then have that 
That 1 m 1 (K) = 0 now follows from the definition of 1 m 1. 
4. 
We shall give some applications of the results of Sections 1 and 3. 
For the first of these, let A be a closed subspace of C(X), and let K 
be a closed subset of X which is a set of interpolation for A. Recall 
that a linear extension operator for K is a bounded linear map 
T: C(K) --f A such that Tf ) K = f for every f E C(K). (For a 
discussion of linear extension operators, see [I].) 
PROPOSITION 4.1. Let A, K, and T be as above. Then K is a set of 
interpolation of type /I T 11 for any A OF. 
Proof. It suffices to show that (iii) of Theorem 3.1 holds with 
M = 11 T 11. Let Kl ,..., K, be disjoint closed subsets of K, and let 
g, ,..., g, 6 C(K) b e such that gi 1 Ki = &ii and I/ xycLE1 gi 1 llK < 1. 
Let x E X be arbitrary, and let n, ,..., n, be such that niTgi(x) 3 0 and 
)nij = l.Then 
since j/ zF=r [ gi 1 [lx < 1. Since x E X was arbitrary, I/ Cpr I Tg, 1 /lx < 
// T 11. But Tgi E A and Tgi ( Kj = gi / Kj = Sij , so we are done. 
For our next two results, let X1 and X, be compact Hausdorff 
spaces with Ki a closed subset of Xi and Ai a closed subspace of 
C(Xi) for i = 1,2. We make the canonical identification of A, @ A, 
with a closed subspace of C(X, x X,). 
PROPOSITION 4.2. Suppose that each A, is an algebra and also that 
Ki is an interpolation set of type Mi for Ai (i = 1, 2). Then Kl x K, 
is an interpolation set of type (MIM,)z for A, @ A, . 
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Proof. Set E > 0, and let f be in C(K, x I&). Then f E C(K, , 
C(&)), so Theorem 1.1 gives anjE A, @ C(K,) with3 1 Kr x I& = f 
and II~~~x,~K, < (Ml2 + 4 IlfllK*XK, * But then f E C(K,) @ A, _C 
w2 9 4 so another application of Theorem 1.1 gives an 
JE A, @ A, with3 J K2 x XI = jand with 
IIPII &XX, G (M22 + c> llfllX1XK2 * 
Now llfll x,x~, < WI2 + 4W22 + 4 Ilfll~,~~, , and f I K2 x Kl = f- 
(Here we have freely identified A, @ A, with A, Q A, , etc.) 
PROPOSITION 4.3. Suppose that Ki is a Ss interpolation set with 
e.c. 0 for A, (i = 1, 2). Then Kl x K, is a peak interpolation set for 
4 Q&. 
Proof. The proof uses Theorem 1.2 and is analogous to that of 
Proposition 4.2. 
We remark that, under the hypotheses of Proposition 4.3, it can be 
shown (by a different type of application of Theorem 1.2) that Kl x K, 
actually has e.c. 0 for A, @ A, . 
Now let A be a closed subalgebra of C(X), and let the closed K _C X 
be an interpolation set of type M for A. For our last two applications 
we take for F two different sequence spaces and deduce results con- 
cerning the simultaneous extension of functions in C(K). 
PROPOSITION 4.4. Let {fi>zl be functions in C(K) such that 
Cy-, 1 fa 1 converges uniformly on K. Then, given E > 0, there exist 
-@}& in A with fi 1 K = fi for each i, with C,“cl 13, ) converging 
unayormly on X, and with 
Proof. This follows by taking F = I1 in Theorem 1 .l and then 
applying an elementary compactness argument. 
PROPOSITION 4.5. Let (f4}fel be an equiconti?uous ubset of the unit 
ball of C(K), and Jix E > 0. Then there exists an equicontinuous subset 
~&, of the (M2 + E) ball in A such that j” 1 K = fi for each i E I. 
Proof. Apply Theorem 1.1 in the case F = Z”(I). 
The referee has pointed out that Proposition 4.5 also follows 
inmediately from an old result of Michael ([S, Proposition 7.21). 
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Finally, take A once again to be a closed subspace of C(X), and let 
the closed KC X be a set of interpolation for A. We conclude this 
paper with a question: Is K necessarily a set of interpolation for every 
A @ F ? We do not know the answer, but we suppose it to be negative. 
A positive answer, on the other hand, would have some very interesting 
consequences. 
Note added in proof. Using the existence of infinite Sidon sets of integers, the 
author has constructed an interpolation set K for a certain function space A such that K 
is not a set of interpolation for A @ Ii . This answers the above question in the 
negative. The author would like to thank Professor A. Figa-Talamanca for a conversa- 
tion concerning this example. 
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