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Abstract
Reinforcement learning methods carry a well known bias-
variance trade-off in n-step algorithms for optimal control.
Unfortunately, this has rarely been addressed in current re-
search. This trade-off principle holds independent of the
choice of the algorithm, such as n-step SARSA, n-step Ex-
pected SARSA or n-step Tree backup. A small n results in a
large bias, while a large n leads to large variance. The liter-
ature offers no straightforward recipe for the best choice of
this value. While currently all n-step algorithms use a fixed
value of n over the state space we extend the framework of
n-step updates by allowing each state to have its specific n.
We propose a solution to this problem within the context of
human aided reinforcement learning. Our approach is based
on the observation that a human can learn more efficiently
if she receives input regarding the criticality of a given state
and thus the amount of attention she needs to invest into the
learning in that state. This observation is related to the idea
that each state of the MDP has a certain measure of critical-
ity which indicates how much the choice of the action in that
state influences the return. In our algorithm the RL agent uti-
lizes the criticality measure, a function provided by a human
trainer, in order to locally choose the best stepnumber n for
the update of the Q function.
1 Introduction
Reinforcement learning based methods have recently shown
great success in many domains, including Atari games
(Volodymyr Mnih 2013), Go (David Silver 2017), and au-
tonomous vehicles (Shashua 2016; Ahmad El Sallab 2017).
However, the bias-variance trade-off in n-step TD algo-
rithms,such as n-step SARSA, n-step Expected SARSA and
n-step Tree Backup, hasn’t been addressed that much in re-
cent research. This effect is inherent to the stochastic na-
ture of Markov Decision Processes (MDP) and invariant
to the specific reinforcement learning algorithm. The bias-
variance tradeoff rule states that a small n leads to large
bias, whereas big n results in a high variance of the n-step
bootstrap update of the Q function (Richard Sutton 2017;
Kristopher De Asis 2018). The variance phenomenon is an
inherent property of the n-step update which contains a sum
of n individual rewards. It is a consequence of the fact that
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the variance of a sum of random variables grows with the
amount of summands. Conversely, the bias, which comes
from the possibly biased current estimate of the Q-function
in the target state, is a decreasing function of n; This can
be easily seen by considering the extreme case of the maxi-
mal possible n which is equivalent to Monte Carlo updates;
these updates are completely unbiased since they don’t in-
volve any estimates of the Q-function.
Currently there are very few instructions for choosing the
best value of n in reinforcement learning literature. We ad-
dress this challenge in inspiration by the way humans teach
each other. One of the ways in which a person can assist an-
other in learning, is by indicating which situations are more
critical and as such require higher attention. If, for exam-
ple, a student driver approaches an obstacle in the road, her
teacher may state to her that she must watch out, without
suggesting exactly which action to take (e.g. slowing down,
turning the wheel right or left etc.). If the car later hits that
obstacle, the student will understand that it probably took a
wrong action back when the teacher has warned her.
This observation translated into the formal language of
reinforcement learning might motivate the introduction of
the concept of criticality. We can think of the criticality of a
state as a measure which indicates how much the choice of
the action in that state influences the return. The criticality of
a given state h(s) ∈ [0, 1] could be provided by either by a
rule of thumb, or explicitly by a human trainer. Technically
speaking we can think of the criticality of a state as being
proportional to the variance of the optimal Q function Q∗
wrt. the possible action choices in that state.
2 Related Work
Multi-step TD methods, such as the n-step SARSA and
SARSA(λ) create a spectrum of algorithms where at one end
exist one-step TD learning, and at the other - Monte Carlo
Methods. All of these algorithms use the n-step return which
is subject to bias-variance tradeoff. Various approaches have
been developed to tackle this challenge.
De Asis (Kristofer De Asis 2018) addresses this problem
for off-policy n-step TD methods, such as n-step Expected
SARSA, via the introduction of so called control variates.
These special terms have the impact of an expectation cor-
rection. Therefore they can be used to decrease the bias of
the n-step return.
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Jiang et. al. (Nan Jiang 2015) propose an alternative solu-
tion for this problem for the prediction task (not the optimal
control task). They introduce an unbiased estimator which
corrects the current estimate of the value function Vˆ (St).
This estimator is robust in the sense that it remains unbiased
even when the function class for the value function is inap-
propriate.
Richard Sutton et.al. (Richard Sutton 2015) suggest an
improvement of TD(λ) which achieves an effective bias re-
duction for the updates. This beneficial effect is a conse-
quence of specific weights which are being assigned to any
given update of the value function. The proposed variant of
TD(λ) is particularly useful for off-policy learning, where
ordinary TD(λ) suffers from a deficit of stability.
Unlike all of the above mentioned approaches our method
does not manipulate the updates of the (action-)value func-
tion a-posteriori; instead of this, it chooses the appropriate
stepnumber for the update a-priori. This is done by using the
criticality function, which is closely related to the variance
of the update. Therefore, in our case, we can speak about a
technique, which speeds up the learning by controlling the
variance of the updates.
3 The relation between criticality and the
stepnumber
All prominent n-step RL algorithms, such as n-step SARSA,
n-step Expected SARSA and n-step Tree Backup, use a fixed
stepnumber n for bootstrapping which stays constant both in
in the course of an episode and during the complete learning
process. In our approach we use a varying stepnumber which
is specific to each state encountered during an episode. We
believe that the concept of the criticality of a state allows the
determination of the optimal n for a given state.
The intuition behind this idea is very straightforward. To
develop it we present a simple example. Let us assume that
in our environment most of the states have only one avail-
able action, and that there is no randomness in the MDP,
that is, a given state action pair determines the next state.
Let us assume, that during the learning process the agent en-
counters some sequence of states {S0, S1, S2, S3} of which
only S3 has multiple actions available. In this situation, obvi-
ously S0, S1, S2 should be assigned a criticality of 0 (since
the agent has no choice, and therefore its “choice” has no
influence on the final reward) whereas for simplicity we
will assign to S3 a criticality of 1. Clearly, whenever the
agent arrives at S0, the next states it visits will always be
(S1, S2, S3). We would like to determine which of the states
(S1, S2 or S3) should be used as the update target for S0.
Consider the simple 1-step SARSA. This algorithm will up-
date S0 towards S1 and in the next step S1 towards S2. These
updates will be repeated in each episode where these states
are being visited so it is easy to see that asymptotically S0
will be updated towards S2. Therefore there is no benefit
from selecting S1 as the update target for S0 versus selecting
S2, and the selection of S2 may speed up the convergence.
Using the same argument we can conclude that S3 is a better
update target than S2.
4 CVS
The presented example may lead to the conclusion that the
update target for a given state should be the next future state
which has a criticality of 1. However, how will this idea
work out if none of the states has a criticality of 1? Our
actual approach, which is more robust will use cumulative
criticality. That is: we will sum up criticality over the en-
countered states and postpone our update until the criticality
accumulates to one. We easily see that in our above exam-
ple this will result in exactly the same update target as the
simple strategy that doesn’t use accumulation. This method
will produce large stepnumbers in uncritical domains of the
state space and therefore we can expect a speed-up in learn-
ing. We will call this algorithm ”Criticality-based Varying
Stepsize” (CVS).
The CVS algorithm
CrtCum(s, a) = 0 for all s,a (cumulative criticality)
WaitList= {} (states waiting for update)
pick initial state S = S0 and action A = A0 greedily
while S 6= Terminal
add (S,A) to WaitList
observe R,S′
pick A′ greedily
for (Sˆ, Aˆ) in WaitList
if CrtCum(Sˆ, Aˆ) ≥ 1:
update Q(Sˆ, Aˆ) with update target (S′, A′)
delete (Sˆ, Aˆ) from WaitList
CrtCum(Sˆ, Aˆ) = 0
else:
CrtCum(Sˆ, Aˆ)+ = h(S′)
S,A = S’,A’
for (Sˆ, Aˆ) in WaitList
update Q(Sˆ, Aˆ)
with update target (S′, A′)
5 Evaluation of CVS in the Road-Tree
environment
In this section we introduce the Road-Tree environment,
an environment which is particularly appropriate to under-
stand the benefits of CVS. We test the algorithm against a
number of widely used reinforcement algorithms in order to
prove it’s efficiency. By default, if not specified otherwise,
we won’t discount the reward (γ = 1) and our initial Q-
function will be constant over the state-action space. Our
default values are  = 0.1, and α = 0.1.
The Road-Tree environment
In order to test CVS, we construct a plain environment,
named Road-Tree, which has a natural criticality function
corresponding to it. Road-Tree, is tree-like structured. The
agent starts at the root and always moves in one direction–
downward. There are two types of states. In a simple state
there is only one possible action. In a junction state the agent
needs to choose between multiple roads. The reward upon
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Figure 1: Road-Tree example. The number in a critical state
(junction or terminal state) represents the reward in that
state. The number on an edge is the distance between the
corresponding nodes.
stepping onto a simple state is always zero. The reward is
nonzero only upon reaching a junction or a terminal state.
Moreover the reward may vary across junctions and termi-
nal states. Figure 1 illustrates a simple Road-Tree environ-
ment. The numbers in the junctions represent the rewards.
The numbers on the edges show the distance between the
two corresponding junctions, that is the number of simple
states between them (a distance of n indicates n− 1 simple
states).
The very natural criticality function which we are going
to use in the Road-Tree environment assigns zero to a
simple state and one to a junction or terminal state.
CVS vs. Q-Learning
We now compare the performance of CVS against that of Q-
Learning in the 2-level Road-Tree from fig. 1. Clearly, the
optimal policy is defined by initially going to the left and
then to the right, ending up at the terminal state that has a
reward of r = 7. In Q-Learning, due to the relatively big
distance between the intermediate junction that has a reward
of r = 0 and the optimal terminal state, the optimal reward
(r = 7) will be backpropagated to the intermediate junction
very slowly. The other intermediate junction that has a re-
ward of r = 1 will be much more attractive to the agent and
therefore, the agent, might remain in that nonoptimal path
for a long period of time. Conversely, the CVS agent will
backpropagate the optimal reward terminal state to the inter-
mediate junction immediately after the fist visit and there-
fore should quickly converge to the optimal policy.
The plot on fig. 2 confirms our elaboration. The Q-
Learning agent needs about 7000 episodes to converge to
the optimal policy; the CVS agent, by contrast, converges
almost immediately.
CVS vs. Watkin’s Q(λ)
We now compare the performance of CVS against that of
Watkin’s Q(λ) in a very simple Road-Tree environment (see
Figure 3). Watkin’s Q(λ) is a very popular state of the art
algorithm in reinforcement learning, which makes use of el-
igibility traces.
Figure 2: CVS against Q-Learning in a 2-level Road-Tree
environment (Figure 1). The x-axis is the episode number;
the y-axis corresponds to the average return over the last 100
episodes. CVS converges to the optimal policy immediately,
while Q-Learning requires about 7000 episodes to converge.
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Figure 3: Plain Road-Tree Environment
In our simple Road-Tree example (fig. 3) the right branch
has a higher terminal reward and therefore is clearly the op-
timal policy. However we can easily see that Q(λ) for this
case, λ < 1, might have a hard time finding this optimal
policy. For a given λ < 1 the amount of episodes required
to backpropagate the terminal reward to the root is an in-
creasing function of the road’s length. Therefore the higher
reward of the optimal branch will be backpropagated to-
wards the root much slower than the lower reward of the
non-optimal branch.
This leads to 2 possible scenarios in Q(λ) learning. The first
one, which is very unprobable, occurs when before visiting
the nonoptimal branch for the first time the optimal branch
has been visited so often that the terminal reward has been
backpropagated to the root to a degree, sufficient to outper-
form a one-time visit of the non-optimal branch. The second
one, that is much more probable, is that Q(λ) will be stuck
in the non-optimal branch once it has traveled it . Certainly
due to epsilon-greedy exploration eventually Q(λ) will con-
verge to the optimal policy, however for a small  this might
take a very long time.
In order to validate our elaboration we applied both learn-
ing algorithms Q(λ) and CVS to learn the optimal policy for
our Road-Tree environment. The initial Q-function and the
value of λ were set to: Q0 = 0 λ = 0.9. For each episode
we recorded the return. In order to smoothen the plot, we
applied a running average with a width of 10 episodes to
the return. The plot ( fig. 4) shows the smoothened return
vs the episode number. Indeed the plot proves our initial
assumption. CVS instantly chooses the optimal policy. The
variations in the return are caused only by the ongoing ex-
Figure 4: A comparison of CVS against Q(λ) in the simple
Road-Tree environment (Figure 3). The x-axis is the episode
number; the y-axis corresponds to the average return over
the last 10 episodes. CVS converges to the optimal policy
immediately while Q(λ) requires about 40 episodes.
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Figure 5: simple Road-Tree Environment
ploration. Q(λ), however,takes about 40 episodes until the
policy becomes optimal.
We now compare the performance of CVS against that
of Q(λ) with a slightly more challenging environment, in
which the distances between the root and the terminal states
are equal(fig. 5).
Intuitively, as soon as the CVS agent will see the opti-
mal policy, the corresponding Q-value will become equal to
q∗ which basically terminates the learning process. We val-
idated our intuition experimentally via 20 simulations, each
containing a 200 episodes long training session and aver-
aged the returns over the simulations. As might have been
expected the plot on fig. 6 confirms our guess. We see, that
in fact CVS converges to the optimal policy much quicker
than Q(λ).
CVS vs Monte Carlo
In the previous section we presented an example in which
CVS outperformed Q(λ). An interesting observation is that
in that particular example CVS functioned exactly like
Monte Carlo (MC); the update targets were always the ter-
minal states. This observation immediately raises the ques-
Figure 6: CVS performance against Q(λ) in a more chal-
lenging Road-Tree environment. The x-axis is the episode
number; the y-axis corresponds to the average return over
the last 20 episodes. Q(λ) struggles to make any progress; in
contrast, CVS takes about 200 episodes to converge to the
optimal policy.
tion whether CVS is able to outperform MC. We are going
to show that there is in fact a situation, where it is the case.
In the current example (fig. 7) we have a slightly more com-
plex Road-Tree than in the previous section: a 3-level tree.
On the second level there are two junctions with different re-
wards.The junction with the higher reward, shigh, has many
children. All of these children with the exception of one
child have negative rewards. The only child with the posi-
tive reward corresponds to the optimal policy. The second
junction on level 2, which we denote with slow, has a lower
reward. It has two children with nonnegative rewards.
Let us consider how a Monte Carlo agent will act in this
environment. The first time the agent visits shigh it is most
likely continue to a low reward child, simply because most
of the branches have a low reward. Therefore, the total return
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Figure 7: Road-Tree Environment with two levels and a
large number of branches. The optimal branch is ”hidden”
among a multitude of suboptimal branches that share the
same parent.
Figure 8: MC vs. CVS in a specific Road-Tree environment.
Average return over last 10 episodes is plotted against the
episode number. MC struggles to make any progress at all,
whereas CVS quickly converges to the optimal policy.
of the episode will be negative. Once this negative return has
been backpropagated to the root, which happens instantly
in the case of MC, the agent will avoid to explore policies
which pass through shigh. Some exploration will still take
place, but it will be only due to the . Therefore, it might
take a long time before the agent visits the optimal trajec-
tory which passes through the shigh junction. It might take
even much longer until it visits this trajectory sufficiently
many times until the Q value at the root, for the right ac-
tion (towards shigh) will become higher than that of the left
action (towards slow).
CVS should learn faster in this Road-Tree. Consider the
trajectories which contain shigh. The Q-value for shigh at
the root will have shigh as the update target. Therefore, it
will most of the time choose this branch. Now let us as-
sume the worst case, in which it takes a large amount of
episodes until the agent sees the high-reward child of shigh
for the first time. Certainly this might lead to a situation
where Q(shigh, a) < Q(slow, b) for all possible actions
a, b. However because the learning rate α is small the differ-
ence maxbQ(slow, b)−maxaQ(shigh, a) will grow slowly.
Since the reward upon reaching shigh is higher than that of
slow, as long as the aforementioned difference is not too
large, the agent will prefer shigh. Therefore, it should take
CVS less episodes to learn the optimal trajectory.
A comparison between MC and CVS is shown in fig. 8.
From the plot we can imply that, as expected, MC visits
slow most of the time and as a consequence fails to iden-
tify the optimal policy. In contrast, CVS visits shigh much
more frequently. The plot shows that the optimal policy is
executed for the first time after about 60 episodes and from
there on CVS mostly keeps following it.
6 CVS vs. Q-Learning in the Shooter
environment
In this section we describe the performance of CVS versus
Q-Learning in a different environment: the Shooter environ-
ment. Just like the Road-Tree environment, the Shooter envi-
ronment can be naturally associated with a simple criticality
measure.
The Shooter environment
The Shooter environment is located on a rectangular playing
field of 10x20 (width x length) parcels. This playing field
contains multiple objects: a gun, which is located in the first
column and whose random position may change from game
to game; a bullet, which initially is located at the gun’s po-
sition; and a moving target, which is located in the last col-
umn. Each of these objects occupies exactly one parcel. Fur-
thermore there exists an obstacle of a size of 3 parcels in the
8th column. At the beginning of the game the target has a
random position in the last column of the field and a ran-
dom direction of movement which can be either up or down.
In every step the target moves by exactly one parcel inside
the last column. The direction of the movement is inherited
from the previous step with the exception of the case when
it hits the wall; in that case the direction is simply being re-
flected. The agent controls the gun. At any given state of the
game the agent can choose one of four actions: Either not
shoot at all or shoot in one of the three possible directions
- diagonally up, diagonally down or horizontally. The three
shooting actions shoot a bullet only if the agent has a bul-
let to shoot, otherwise these actions are equivalent to doing
nothing. At any given step the bullet will move by one parcel
in the direction it was shot; when hitting a wall it’s vertical
direction is being reflected; if it hits the obstacle the game is
being terminated with a reward of -1; in the case it reaches
the last column, the game is being terminated with a reward
of +1, if it hits the target or -1, if it does not hit it.
There exists a rather natural criticality measure for the
Shooter environment. The agent’s actions are relevant only
before the shot. Moreover before the shot any state can be
considered as equally critical. Therefore the most obvious
criticality will be binary. It will assign a criticality of 1.0 to
any state in which the shot didn’t take place yet; and a criti-
cality of 0.0 to any state that occurs after the shot.
The performance of CVS vs. Q-Learning
In order to compare CVS to Q-Learning, we implemented a
tabular Q-Learning agent and a tabular CVS agent. For both
agents, we initiated the Q-function to a value ofQ(s) = 0 in
every state. The exploration parameter  was set to a value
of 0.1 and remained constant throughout the learning pro-
cess. The performance of both agents, which was monitored
by averaging the scores over the last 100 episodes, is plot-
ted in fig. 10. As depicted in the plot, CVS clearly outper-
forms Q-Learning. The Q-Learning agent struggles to make
any progress during the first 500 episodes; and it takes the
Q-Learning agent about 1400 episodes to reach an average
score of 0.0. Conversely, the CVS agent reaches an average
Figure 9: Shooter environment. The gun represents the
agent’s location, the red circle is the bullet, and green dia-
mond represents the target, and the blacked-out squares rep-
resent an obstacle. The target is moving, the obstacle isn’t.
Field size is not the same as in the actual environment.
Figure 10: A comparison between the performance of CVS
against Q-Learning in the Shooter environment. The x-axis
shows the episode number; the y-axis corresponds to the av-
erage score over the last 100 episodes.
score of 0.0 already after about 100 episodes, and after 200
episodes it converges to a performance level of 0.4.
7 CVS vs DDQN in the Tennis environment
The Tennis environment
In this section we test CVS performance in the context
of Deep-Q-Learning. For this purpose we implemented the
Tennis environment which can be associated with a binary
criticality function in a very natural way. The Tennis envi-
ronment consists of two rackets (one controlled by the agent
and the other by a computer opponent), a ball, and a playing
field which has a size of 20x40 (width x length) pixels. On
this field both the agent’s and the opponent’s racket occupy
one pixel each, in the second and second to last columns.
The movements of each racket are defined by the three prim-
itive actions (up, down, stay) which either move the racket
by one pixel in the corresponding direction or let it remain
at the same position. If the racket is located at the wall, and
therefore is not able to move in one of the two directions,
executing this action is equivalent to staying at the same po-
sition. The ball occupies a single pixel and can move in six
directions:[horizontally, diagonally up, diagonally down] ei-
ther towards the agent or towards the opponent. If the ball
hits either a wall or a racket its direction of movement is
reflected. The opponent’s policy in the Tennis environment
is a noisy variant of the optimal policy. At any given state
the opponent chooses the optimal action with a probability
of p = 0.8 or some random action with the probability of
q = 1 − p. Each game consists of a single point. The agent
receives a reward of +1 when it scores, and a reward of -1
when the opponent scores. The starting position of the ball
is always at the center of the field. The starting direction is
always towards the agent. The exact direction (horizontally,
diagonally up, diagonally down) is random.
The DDQN algorithm
We implemented the DDQN algorithm (double DQN) that
has been proposed by Hasselt et. al. (Hado van Hasselt
2016). The main benefit of this approach over plain DQN
is that the second neural net improves the stability of the
learning procedure. The strategy to approach the exploration
vs. exploitation challenge consists of three learning periods.
The first 2000 games are an ”exploration-only period”. Af-
terwards we perform a linear decay of the exploration pa-
rameter  which starts at the value 1.0 and is finally be-
ing decreased to the value of fin = 0.1 by the 12000th
game. In the final learning period  = fin is constant. Our
learning rate is α = 0.0001 and our reward decay param-
eter is γ = 0.99. Our neural net takes the 20x40 image
as the input and has an output layer whose size equals the
amount of possible actions ( in our case three). It has a com-
pact architecture with only three hidden layers: two convo-
lutional and one fully connected layer. The exact structure is
[(Conv,32),(Conv,64),(FC,256)].
The criticality measure
Since the agents actions are irrelevant when the ball is mov-
ing towards the opponent, it is a rather straightforward strat-
egy to set the criticality of these states to zero. When the ball
is moving towards the agent there is a variety of options for a
meaningful criticality measure; we simply assign criticality
of 1.0 to these states.
Performance of CVS vs DDQN
The difference between CVS and DDQN is reflected in the
update targets. Whereas in DDQN each example in the ex-
perience buffer has the next state as the update target in CVS
the update target is being chosen according to the CVS al-
gorithm. We chose to monitor the learning procedure for
each algorithm by looking at the average score over the
last 100 points. In fig. 11 the performance boost of CVS
in comparison to DDQN is clearly recognizable; after the
first 5000 games CVS has only a tiny lead; by game 10000
the lead is already clearly visible; and after 15000 games it
becomes significant. The most important observation is that
CVS reaches machine level performance about two times
faster than DDQN.
Figure 11: DDQN vs CVS in the Tennis environment: the
x-axis corresponds the episode number; the y-axis is the av-
erage score over the last 100 episodes. CVS reaches ma-
chine level performance (score=0) about two times as fast
as DDQN.
8 Discussion
All experiments presented in this paper show that CVS out-
performs all other baselines which do not take the concept
of criticality into account, in terms of convergence speed.
However, obtaining a criticality function is not always a triv-
ial task. While a human trainer may provide criticality levels
to some states, obtaining a function that evaluates criticality
of all states (in a satisfactory matter) may be domain de-
pendent. Furthermore, it may not always be obvious which
states should be considered critical and which states should
be considered as non-critical. For example, a car driving on
a straight road with no traffic may seem as being in a non-
critical state. However, a driver that suddenly turns the wheel
right (or left), may result in hitting a wall (and resulting with
a negative reward), this implies that the state was in fact a
critical state. Therefore, in some domains it may be required
to refine the concept of criticality in order to improve agent
performance in these domains. One such approach may in-
clude giving a higher weight to more plausible actions, per-
haps by taking the current behavior of the agent into account.
9 Conclusions and future work
In recent years most human-aided reinforcement learning
approaches improved the agent’s performance by either in-
tegrating human demonstrations into the learning procedure
or augmenting the reward function with human feedback. In
this paper we introduce a novel idea which opens an alterna-
tive way of human assistance in the agent’s learning process:
the concept of the criticality of a state. We implemented the
Criticality-based Varying Stepnumber (CVS) agent which
uses the concept of criticality in order to locally choose the
appropriate stepnumber for the update of the Q-function.
We tested the CVS agent in multiple environments, in-
cluding Road-Tree, the Shooter game and the Tennis game.
The conducted experiments showed that CVS is able to out-
perform popular reinforcement learning algorithms as Q-
Learning, Deep-Q-Networks and Monte Carlo Learning.
There is a number of promising research directions in the
area of criticality based algorithms. The first is the devel-
opment of interfaces which would enable the human trainer
to communicate criticality related information to the agent.
Such a step would be a crucial towards a practical realiza-
tion of Criticality-based learning. An alternative research di-
rection could arise from the fact that our experiments were
limited to criticality functions which were provided by the
human trainer for each state of the MDP. In more complex
environments it might be interesting to consider the option,
that the criticality function will be provided by the human
only on a certain portion of the states and will be generalized
to all other states by supervised learning techniques. Such
an approach could significantly reduce the required effort
for the human trainer and consequentially make Criticality-
based learning much more attractive.
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