Abstract-We build reduced order finite time observers for a large class of nonlinear time-varying continuous-time systems. We illustrate our results using a tracking problem for nonholonomic systems in chained form.
I. INTRODUCTION
The problem of estimating the values of solutions of systems when some variables cannot be measured is of great relevance from the theoretical and applied points of view. Asymptotic observers, such as the celebrated Luenberger observer from [5] and [6] , are very popular and many observers for families of nonlinear systems have been constructed. However, they usually only provide a useful estimate after a transient period during which they cannot be used, which can be a disadvantage in applications like fault detection where a finite time state estimation is desirable [12] .
To obtain an exact estimate of the solutions of a system in an arbitrarily short amount of time, finite time observers have been proposed. Some use nonsmooth functions; see for instance [4] and [11] . Their designs are often based on homogeneous properties that preclude the possibility of deriving smooth observers from this technique. Another type of finite time observers has been developed. They are smooth and use past values of the output or dynamic extensions. They have been proposed a few decades ago for linear systems; see in particular [2] and [13] . More recently, finite time observers were designed for nonlinear systems, e.g., in [9] , [10] , and [15] . They apply to systems whose vector field is time-invariant when the output is set to zero and provide estimates of all of the state variables.
Since systems are frequently time-varying, and since tracking problems can be recast into stabilization problems for equilibria of time-varying systems, and since the measured components of the state do not need to be estimated, this paper adapts the main results of [9] and [15] to construct finite time reduced order observers for a family of nonlinear time-varying systems. The observers we will build only give estimates of the unmeasured variables, as do the asymptotic observers proposed for instance in [3] Sec. 4.4.3] . This provides a technical advantage over other observers that would require fundamental solutions of timevarying linear systems whose dimensions are equal to those of the original systems. This is because we only need formulas for fundamental solutions of lower order time-varying systems, and because of the difficulty of finding formulas for fundamental solutions of higher dimensional time-varying linear systems. To the best of our knowledge, finite time reduced order observers for nonlinear time-varying systems are proposed for the first time in the present paper.
After providing an introductory result in Section II, we state and prove a reduced order finite time observer theorem for time-varying nonlinear systems in Section III. Section IV illustrates our approach, in a tracking problem for a nonholonomic system in chained form, and we conclude with ideas for future research in Section V.
We use standard notation, which is simplified whenever no confusion can arise, and the dimensions of our Euclidean spaces are arbitrary, unless otherwise noted. The Euclidean norm, and the induced norm of matrices, are denoted by | · |, | · | ∞ is the essential supremum, and I is the identity matrix. For each constant τ > 0, continuous function ϕ : [−τ, +∞) → R n , and t ≥ 0, we define ϕ t by ϕ t (m) = ϕ(t + m) for all m ∈ [−τ, 0]. For any continuous function Ω : [−τ, +∞) → R n×n , we let Φ Ω denote the function such that
and Φ Ω (t 0 , t 0 ) = I for all t ∈ R and t 0 ∈ R. Then M(t, s) = Φ 
II. INTRODUCTORY RESULT
Before providing our general theorem for time-varying systems with nonlinearities in Section III, we first present an introductory result that builds finite time reduced order observers for a simpler family of systems, to present basic ideas from our method. Consider the systeṁ
having x valued in R n , in which A is a constant matrix and the piecewise continuous function δ : [0, +∞) → R n is locally bounded. We assume that the output
is valued in R p and that C is of full rank, where p < n is arbitrary, and that (A, C) is an observable pair. Since C is of full rank, we can construct matrices C T and A 1 and A 2 that provide a linear change of coordinates
and functions δ i for i = 1, 2 that are piecewise continuous with respect to their first argument and linear with respect to y for which the x T system can be rewritten as
Then the pair (A 2 , A 1 ) is observable, because (A, C) is observable; see [6, pp. 304-306] . Since (A 2 , A 1 ) is observable, it follows from [9, Lemma 1] that there exist a constant τ > 0 and a constant matrix L ∈ R (n−p)×p such that with the choice H = A 2 + LA 1 , the matrix
is invertible.
In terms of the variable
we easily obtain the systeṁ
Then the definition of H giveṡ
where K = −(A 2 + LA 1 )L and δ 3 = δ 2 + Lδ 1 . We now integrate the second equation in (5) and (9) to obtain
for all t ≥ τ . The definition (7) then gives
for all t ≥ τ . By subtracting (12) from (10) and using the definition of M τ in (6), it follows that
for all t ≥ τ . Using the invertibility of M τ , we conclude that
holds for all t ≥ τ , wherê
Hence, when δ 1 and δ 2 are known, (15) provides the exact value of x r (t) for all t ≥ τ .
III. MAIN RESULT FOR TIME-VARYING SYSTEMS A. Statement of Main Result and Remarks
This section shows how the finite time observer method from the previous section generalizes to time-varying nonlinear systems of the form
where x r is valued in R n−p , z is valued in R p , the output is
where the functions A i for i = 1 and 2 are piecewise continuous and bounded, (t) is piecewise continuous and bounded by a constant ≥ 0, and the functions δ 1 and δ 2 are piecewise continuous with respect to t and globally Lipschitz with respect to z and such that there is a nonnegative valued continuous function δ for which
holds for all t ≥ 0 and z ∈ R p . Remark 1: The particular structure of (16) does not overly restrict the class of linear systems to which our methods apply because, as noted in the previous section, any dynamics of the formẊ
having an output Y = CX with C of full rank can be transformed (using a linear time-invariant change of coordinates) into a new system having the form (16) . The (t) term in (17) represents a measurement disturbance, which is of interest because in practice, measurements are frequently affected by perturbations. We assume: Assumption 1: There are a constant τ > 0 and a bounded matrix valued function L of class C 1 with a bounded first derivative such that with the choice H(t) = A 2 (t) + L(t)A 1 (t), the matrix
is invertible for all t ∈ R. See below for methods to check Assumption 1. We next define
We also set x r (t) = Λ(t) 
is invertible for all t ≥ 0 and
holds for all t ≥ 0. Therefore,
holds for all t ≥ 0, by the geometric sum formula. It follows that Λ(t) −1 exists for all t ≥ 0 and
which is bounded because Φ A2 (t, t − τ ) −1 is bounded (because A 2 is bounded and because Φ −1 A2 is the fundamental solution associated with A 2 ). Moreover Λ −1 will be bounded (when the inverse exists for all t) if the system is periodic because then Λ −1 is continuous and periodic. Remark 4: If is unknown, then the exact estimate (23) cannot be used because (22) contains . However, we can use (23) to build the approximate observer x * r (t) = Λ(t)
Since A 2 and H are bounded, it follows from Gronwall's inequality that sup m∈[t−τ,t] |Φ H (m, t − τ )| and sup m∈[t−τ,t] |Φ A2 (m, t − τ )| are bounded functions of t. Hence, if Λ(t) −1 is also bounded, then we can find a constant l a > 0 such that |x * r (t) − x r (t)| ≤ l a | | ∞ holds for all t ≥ τ .
B. Proof of Theorem 1
For each t ≥ 0, the variable x v (t) = Φ A2 (t, 0)x r (t) satisfieṡ
We now integrate (27) between t − τ and t ≥ τ to obtain
We can easily use the definition of x v to obtain
For each continuous function Ω :
Using the semigroup property of flow maps, we conclude that
Moreover, the choice x s (t) = x r (t) + L(t)z(t) satisfieṡ
By viewing Φ H as the inverse of the fundamental matrix foṙ q = H(t)q, we can then use variation of parameters to obtain
from (32), where D was defined in (21), for all t ≥ τ . We deduce from the definition of x s that
which we can reorganize to obtain
We now subtract (35) from (31) to obtain
for all t ≥ τ . Since Assumption 2 ensures that Λ(t) is invertible for all choices of t, the theorem follows.
IV. ILLUSTRATION A. The studied problem
To illustrate Theorem 1, let us consider the following variant of a system from [7, p. 143] :
Then (37) is a nonholonomic system in chained form. We assume that the variables ξ 4 , ξ 3 and ξ 1 are measured, but that ξ 2 is not measured. Also, we assume that there is no disturbance in the measurement of ξ 3 . Let us consider the problem of making the system (37) track
We can recast this as a problem of stabilizing the origin of a time-varying system using the classical time-varying change of variables
and by selecting the feedback
where sign : R → R is the function defined by sign(m) = m |m| when m = 0 and sign(0) = 0. They result in
We require v 2 to be bounded by 1, i.e., that |v 2 (t)| ≤ 1 for all t ≥ 0. As an immediate consequence, it follows that the finite escape time phenomenon does not occur and ξ 2 (t) is bounded by an affine function of t. By integrating the last equation of (41), we deduce that |x 1 (t)| = |x 1 (0)| − t when t ∈ [0, |x 1 (0)|] and x 1 (t) = 0 for all t ≥ |x 1 (0)|. Hence, for all t ≥ |x 1 (0)|, we have ξ 2 (t)x 1 (t) = 0.
B. Observer Design
Since ξ 2 (t)x 1 (t) = 0 holds for all t ≥ |x 1 (0)|, and since only ξ 2 is not measured, our next objective is to construct an observer for the two dimensional system
for all t ≥ |x 1 (0)|. With the notation of the previous section, this system can be rewritten as
with x r (t) = ξ 2 (t), the output z(t) = ξ 3 (t), A 1 (t) = 2 cos(t), A 2 (t) = 0, (t) = 0, δ 1 (t, z) = 0, and δ 2 (t, z) = v 2 (t). We next check that Theorem 1 applies, with τ = 2π and y = ξ 3 . Choosing L(t) = −2 cos(t), we obtain H(t) = A 2 (t) + L(t)A 1 (t) = −4 cos 2 (t). Hence, since
and Φ A2 (t, s) = 1 for all s ≥ 0 and t ≥ s, the function Λ from (20) in Assumption 1 is Λ(t) = 1 − e 4π for all t ∈ R. We conclude that Assumption 1 is satisfied. Thus Theorem 1 applies, and provides the estimate from (22), namely,
1−e 4π −e 4π ξ 3 (t) + ξ 3 (t − 2π)
We conclude that
for all t ≥ max 2π, |x 1 (0)| .
C. Output feedback tracking
In this section, we illustrate how (45) can be used to solve a tracking problem that we described in Section IV-A. We design a state feedback for
Using the double angle formula for the sine function, we get
Then the derivative of the positive definite quadratic function
3 along all trajectories of (48) isν(t) = [− cos(2t)ζ 1 − 2 sin(t)ζ 2 + ζ 3 ] v 2 (t). Thus with
where
We now use the LaSalle Invariance Principle to check that (48) in closed loop with (49) is globally asymptotically stable to 0, as follows. Consider any solution (ζ 1 (t), ζ 2 (t), ζ 3 (t)) of (48)-(49) such that − cos(2t)ζ 1 (t)−2 sin(t)ζ 2 (t)+ζ 3 (t) = 0 for all t ≥ 0, Then v 2 (t) = 0 and so alsoζ i (t) = 0 for all t ≥ 0 and i = 1 to 3. Consequently,
for all t ≥ 0. We deduce that ζ i (0) = 0 for i = 1 to 3 (by differentiating through (51) with respect to t and then setting t = 0 in the result). Consequently (ζ 1 (t), ζ 2 (t), ζ 3 (t)) = (0, 0, 0) for all t ≥ 0. Then, we deduce from the periodic LaSalle Invariance Principle from [14, Theorem 5.26 ] that (49) renders the origin of (48) globally asymptotically stable. It follows that the bounded feedback
renders the origin of (46) 
where E(m, t) = 2(m − t + 2π) + sin(2m) − sin(2t) and
Notice that v 2 is a solution of an implicit equation. We performed simulations, which show the efficiency of our approach. Fig. 1 shows the simulation of the closed loop nonlinear time varying system (41) with v 2 defined in (52). Since our simulation shows good stabilization and tracking, it helps illustrate our general theory, in the special case of the system (37). We choose x 1 (0) = −0.5 which implies that |x 1 (t)| = 1/ √ 2 − t when t ∈ [0, 1/ √ 2] and x 1 (t) = 0 for all t ≥ 1/ √ 2. This is evident from the simulation as well.
V. CONCLUSIONS
We proposed a new type of reduced order finite time observers. The observers apply to time-varying systems. We conjecture that it can be used to solve a problem of constructing interval observers that is similar to those in [9] . We plan to apply our observer to solve a dynamic output feedback stabilization problem for a MIMO nonlinear system. We will study other extensions. In particular, we hope to combine the main result of the present paper with the result of [8] and to the case where there are a delay and a disturbance in the input and where the outputs are only available on some finite time intervals. 
