Leveraging the spatial modes of multimode waveguides using mode-division multiplexing (MDM) on an integrated photonic chip allows unprecedented scaling of bandwidth density for on-chip communication. Switching channels between waveguides is critical for future scalable optical networks, but its implementation in multimode waveguides must address how to simultaneously control modes with vastly different optical properties. Here we present a platform for switching signals between multimode waveguides based on individually processing the spatial mode channels using single-mode elements. Using this wavelength-division multiplexing (WDM) compatible platform, we demonstrate a 1x2 multimode switch for a silicon chip which routes four data channels with low (<-20 dB) crosstalk. We show bit-error rates below 10 -9 and power penalties below 1.4 dB on all channels while routing 10 Gbps data when each channel is input and routed separately. The switch exhibits an additional power penalty of less than 2.4 dB when all four channels are simultaneously routed.
Leveraging the spatial modes of multimode waveguides using mode-division multiplexing (MDM) on an integrated photonic chip allows unprecedented scaling of bandwidth density for on-chip communication. Switching channels between waveguides is critical for future scalable optical networks, but its implementation in multimode waveguides must address how to simultaneously control modes with vastly different optical properties. Here we present a platform for switching signals between multimode waveguides based on individually processing the spatial mode channels using single-mode elements. Using this wavelength-division multiplexing (WDM) compatible platform, we demonstrate a 1x2 multimode switch for a silicon chip which routes four data channels with low (<-20 dB) crosstalk. We show bit-error rates below 10 -9 and power penalties below 1.4 dB on all channels while routing 10 Gbps data when each channel is input and routed separately. The switch exhibits an additional power penalty of less than 2.4 dB when all four channels are simultaneously routed.
Mode-division multiplexing (MDM) offers a new dimension to scale on-chip bandwidth by utilizing the spatial modes of waveguides to carry multiple optical signals simultaneously . The ability to switch and route such channels through a reconfigurable network would enable new functionalities for MDM, which, when combined with wavelength-division multiplexing (WDM), has been projected to allow over 4 Tbps data rate on a single multimode waveguide 18 . However, switching has only been achieved in single-mode on-chip networks [22] [23] [24] [25] [26] [27] . The difficulty in implementing switching for multimode waveguides is due to the contradictory design requirements: since the mode confinements in a multimode waveguide vary significantly between the different modes, the dimensions of the photonic structure required to perform the switching differ greatly from mode to mode as well. In fiber communication, despite the fact that spatial multiplexing has allowed enormous data rates over kilometers of fiber [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] , its small index contrast (Δn~5·10 -3 ) makes coupling between modes rather strong, and therefore modes are not easily separable and switching is confined only to the wavelength domain [40] [41] [42] [43] [44] . In integrated silicon waveguides, due to the much higher index contrast (Δn~2), coupling between modes is much weaker and therefore an integrated multimode platform could allow arbitrary access to individual spatial modes and wavelengths alike to enable reconfigurable switching 45, 46 for fully flexible, dense, on-chip optical networks. In this article, we present an integrated multimode switch and demonstrate routing for simultaneous MDM and WDM on-chip. The switch routes four 10 Gbps data channels independently between multimode waveguides with <-20 dB measured crosstalk between modes.
Results
We propose a platform for active, integrated multimode photonics based on the independent processing of the spatial modes' signals using single-mode elements. This approach leverages the high index contrast on-chip, which in turn enables access to the individual modes. In the proposed platform, the input multimode signals are first all converted into the fundamental mode, as illustrated in step (1) in Fig. 1 for the example case of 12 channels, consisting of three modes and four wavelengths. Once the modes are converted, processing of the individual channels, now all accessible regardless of mode or wavelength, is possible, including variable attenuation (step (2) in Fig. 1 ), switching or modulation. Following the processing step, the channels are then reconverted into their original spatial modes at the output (step (3) in Fig. 1 ).
As an example of the proposed platform we show a multimode 1x2 switch for a silicon chip that supports four data channels, based on ring resonators for switching and for converting the different modes and wavelengths. The switch routes four channels, consisting of two transverse electric modes, TE0 (fundamental) and TE1, at two wavelengths near 1550 nm, from a single input to either of the two output ports (Fig. 2a) . Each of the four channels can be routed independently of each other for full switching selectivity. An example switching configuration is shown in Fig. 2b . In order to convert all channels into the fundamental mode and back (stages (1) and (3) in Fig. 2b ), we optimize the waveguide widths to ensure phase-matching between the different modes in the waveguides: the TE1 in the 930-nm wide multimode bus waveguide and the TE0 in the 450-nm wide single-mode waveguides (see Supplementary Fig. 1 ). We utilize racetrack ring resonators to enhance the coupling between these modes for efficient conversion within a short coupling section, as demonstrated in our previous work 18 . The design process for the parameters and dimensions of (1)), and are then processed independently (step (2)). Processing by variable attenuation is shown as an example for the case of 12 channels (three modes and four wavelengths). Finally, the channels are restored as higher-order spatial modes (step (3)) and coupled to a multimode waveguide output.
the waveguides and rings are detailed further in the Methods section. The switching backbone (stage (2) in Fig. 2b ) also consists of ring resonators to allow for compact, active control by integrated Ni heaters 47 . These rings have a smaller radius of 8.6 µm (for a free spectral range (FSR) of 10 nm) and are only tuned into resonance when the desired channel is set to be switched, in contrast to the rings employed for mode conversion which have a larger 16 µm radius (for an FSR of 5 nm) and are always kept tuned on resonance so that at all wavelengths the channels are converted between modes 48 . Note that, in principle, increasing the number of rings used for switching and tripling, quadrupling, etc. the FSRs of the rings used for conversion would enable additional wavelength channels. The four input data channels, consisting of two modes at two different wavelengths, may be switched in any combination to the two outputs. The example shows three channels routed to Output 1 and one channel to Output 2. (b) Schematic of multimode switch. The input TE 1 channels are converted to the fundamental mode through phase-matching to single-mode rings. The channels are switched using actively-tuned rings to route them individually. This example shows three channels routed from Input 1 to Output 1 using on-resonance rings, and the fourth channel (TE 0 λ 2 ) is routed from Input 1 to Output 2 using an off-resonance ring.
We measure <-20 dB crosstalk when switching each of the four individual channels to the different output ports. Figure 3a -b shows microscope and scanning electron microscope (SEM) images of the on-chip multimode switch, fabricated on a silicon-on-insulator (SOI) wafer. A detailed explanation of the fabrication process is found in the Methods section. In order to couple on and off the chip using single-mode edge coupling based on an inverted taper 49 , a mode (de)multiplexer is added to the input (outputs) of the switch 18 . We measure the intermodal crosstalk between channels by launching one channel at a time and detecting the power at each output to compare the desired signal with leaked, interfering signals from other channels (Fig. 3c) . For all channels and switching configurations, the crosstalk is less than -20 dB, ranging from -28.5 to -20.1 dB for each channel. These low crosstalk values are comparable to previous integrated multimode multiplexer systems 10, 13, 18 , indicating that the switch introduces negligible crosstalk. The measured insertion loss, including on-and off-chip coupling losses, is 5.4 to 9.1 dB for the different four channels. Based on the measured losses from test structures that do not include the switch or multiplexers, we estimate the losses due to the switch and multiplexers together to be between 0.9 dB and 4.6 dB This mode-dependent insertion loss is mainly due to variations in the rings' coupling and therefore extinction ratio 50 , which leads to greater losses for the higher-order modes in this case. These fabrication-induced variations can in principle be overcome using tunable couplers such as interferometers 51 . ) is achieved with power penalties ranging from 0.5 to 1.4 dB, compared to the back to back (B2B) references.
Our 1x2 multimode switch exhibits bit-error rates (BER) below 10 -9 on all channels, and open eye diagrams while routing 10 Gbps data when each channel is input and routed separately. We perform the experiment using a tunable laser modulated by a pseudo-random binary sequence (PRBS) from a pattern generator (Fig. 4a) . The modulated light is coupled onto the chip using a tapered fiber. A DC voltage is applied to each integrated heater to align their resonances with the laser or to tune and detune the resonances of the rings used for switching to route the channels to the outputs. The total power supplied to the heaters is up to 30 mW, depending on the switching state, and is almost entirely used for aligning the resonances of all rings due to fabrication variations. A back-to-back reference for the transmission experiment is measured for each wavelength by removing the chip and replacing the tapered fibers with a single fiber connection. The output signal from the chip is amplifed and filtered (to reject amplified spontaneous emission (ASE) noise) to obtain optical eye diagrams of the transmitted data pattern (Fig. 4b) . One can see that the signals exhibit open eye diagrams for all four channels routed to either output. We further characterize the data integrity with BER measurements (Fig. 4c) . We measure error-free switching (BER < 10 -9 ) for all channels, with the power penalty ranging between 0.5 and 1.0 dB for TE0 and 1.2 to 1.4 dB for TE1. ) transmission, except the TE 1 λ 1 channel, which is impaired when switched to Output 1 due to fabrication error causing one ring resonator to be undercoupled with a narrow bandwidth.
The switch exhibits an additional power penalty of less than 2.4 dB when all four channels are simultaneously inserted onto the chip and routed. In order to accommodate two wavelength channels (λ1 and λ2), we decorrelate them using 500 m of single-mode fiber (SMF) and then combine and split them equally on two paths (Fig. 5a ). Another length of 2 km of fiber on one path ensures phase decoherence of the two paths, as it is several times the laser coherence length of 450 m. Each path has equal power and is coupled simultaneously into the TE0 and TE1 inputs respectively using a pitch reducing optical fiber array (PROFA) 52 . A tapered fiber is used to selectively measure the outputs of the chip by mode, and the tunable filter is aligned to measure by wavelength channel. We observe open eye diagrams for the four simultaneously routed 10 Gbps channels (Fig. 5b) . The back to back references are measured by replacing the chip and PROFA with an attenuator to replicate each path's insertion loss. We also measure the BER for all channels (Fig.  5c) for the highest crosstalk configuration, i.e. when the mode channels are routed to the same output. We observe power penalties of 2.4 to 5.1 dB for simultaneous operation, and error-free switching (BER < 10 -9 ) for all channels except TE1λ1 at Output 1, which reaches 5·10 -9 . The additional power penalty of 1.8 to 2.4 dB due to simultaneous operation could be minimized by optimizing the bandwidth of each ring to equalize the effect of intrachannel crosstalk among the different paths. The higher power penalty for channel TE1λ1 at Output 1 is due to fabrication error causing one switching ring to be under-coupled, resulting in a narrow bandwidth of only 9 GHz, compared to the larger bandwidth for the other channels of approximately 13 GHz.
Discussion
This demonstration of the first integrated multimode switch establishes MDM as a viable platform for optical interconnects. It allows scaling of bandwidth density for on-chip networks by expanding routing to include waveguides employing simultaneous MDM and WDM for multi-dimensional multiplexing. The ability to route on-chip MDM-WDM signals with full flexibility enables integrated networks with many nodes connected by high-bandwidth multimode links to dynamically allocate bandwidth. While each multimode input or output in this demonstration carries 40 Gbps aggregate bandwidth (4 x 10 Gbps), the design is scalable in principle to more modes and wavelengths. The platform we present for processing multimode signals in the single-mode domain also creates the possibility for numerous future applications of MDM beyond routing, such as modulation, attenuation, or performance monitoring.
Methods
Phase matching waveguide widths. Asymmetric coupling regions are used in the multiplexing, demultiplexing, and mode conversion steps of the switch. The multimode waveguides are designed to be 930 nm wide to accommodate phase-matching of the TE1 mode with the TE0 mode of 450-nm wide single-mode waveguides (see Supplementary Fig. 1 ) 18 . At this combination of widths, the effective indices of the modes in their respective waveguides match with index 2.46, and so the TE0 mode in the single-mode waveguide selectively excites the TE1 mode in the multimode waveguide, without also exciting the TE0 therein, which would contribute to crosstalk. If the fundamental mode alone is present in a waveguide, it can be adiabatically tapered wider or narrower without disturbing the mode.
Coupling design. The racetrack ring resonators used for the (de)multiplexers have radii of 16 μm and coupling lengths of 5.9 μm, at which the crosstalk is minimized due to the phase-matching. The switching rings have 8.6 µm radii and 1.2 µm coupling lengths, for half the circumference of the multiplexing rings. The coupling gaps between the rings and waveguides are chosen to meet the critical coupling condition κ = κ' + α, where κ and κ' are the add and drop port coupling constants, respectively 50 . To enable 10 Gbps operation, κ and κ' are also optimized for a bandwidth of 16 GHz per ring, although this narrows when rings are in series. The coupling gaps are listed in Supplementary Table 1 . The adiabatic taper length is 95 µm.
Device fabrication. We fabricate the switch on a silicon-on-insulator (SOI) wafer with 250-nm thick Si device layer on 3 μm buried oxide. The waveguides are patterned using electron beam lithography and fully etched using reactive ion etching. The devices are then clad with 1 μm of plasma enhanced chemical vapor deposition (PECVD) SiO2. A thin Cr adhesion layer and 100 nm of Ni are evaporated along with a lift-off process to define the heaters for tuning resonances. For the metal contacts, 1.7 um of Al is sputtered with a thin Ti adhesion layer and then etched using inductively coupled plasma. Deep trenches are etched into the silicon substrate near the input and output waveguide tapers for improved coupling 49, 53 . The final chip is mounted to a custom printed circuit board (PCB), onto which the Al pads are wirebonded out for easy control of heater tuning by DC voltages. The switch area is <0.07 mm 2 , and an even more compact design could be achieved by using smaller tapers or placing components closer together.
