Evolutionary optimization for water losses recognition in water supply networks
A methodology to localize the losses in the water supply networks has been developed, which requires the installation of a number of flowmeters and pressure transducers on the network and the building of a numerical model. The calibration of the model to match the recorded network parameters (pressures and discharges) is done by searching an optimal set of water demands at network nodes. The comparison between the optimal set and the standard one allows the identification of the areas where the leakages are most likely to be present. The optimal set of water demands is identified by the minimization of an objective function.
In the paper the coupling of this objective function with three evolutionary optimization methods, based on Simulated Annealing (SA), Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) have been discussed and tested on a case study.
The simulations show SA risks to be trapped in unfeasible zones in its search, while the methods based on GA and PSO perform very well, because in these latter methods the individuals constituting a population work mainly in groups.
Moreover, the solution obtained by GA and PSO can be further improved by
Introduction
Water loss in water distribution networks is gaining more attention recently in the research community due to their scale (up to 50% -70% in some Countries) and economic impact on the society. Non-Revenue Water (NRW) or lost water is the difference between the volume entering a distribution system and the volume billed to customers. This volume is a serious economic damage for the companies, and the F o r P e e r R e v i e w O n l y challenge is compounded by the fact that sources might become scarcer due to pollution and the increase in demand. To this end, methodologies that aim at detecting, predicting, preventing or avoiding water losses are welcome, in order to help management to make well-informed decisions and ultimately mitigate (or eliminate) this problem.
In particular, management systems need to know where and how to intervene (e.g. repair or substitution of a pipe) (Alvisi et al., 2006) , a challenge that is usually formulated as a multi-objective optimization problem. The objective function (O.F) is
represented by the performance of the network and the costs of the rehabilitation (Halhal et al., 1999; Giustolisi et al., 2006) . Common objectives functions are the notdelivered water volumes or the number of customers affected by interruptions caused by pipe bursts (Engelhardt et al., 2000) .
Such condition led to the development of models that are either able to detect the position of pipe breaks (Alvisi et al., 2006) or have available good databases about previous breakages (Male et al., 1990; Sundahl, 1996) . Another objective to be pursued is the increase of the network efficiency through the reduction of water losses.
However, the limited funds available constrain the invested annual budget and increase the importance of scheduling interventions.
Reduction of water losses have been considered using an appropriate pressure management (Walski et al., 2006; Puust et al., 2010) , while Almandoz et al. (2005) proposed a method based on a water balance while and Wu and Sage (2006) applied Genetic Algorithms in order to calibrate a mathematical model, which have to be applied to a subarea (district) in which the incoming discharge has to be known.
Approaches similar to that presented in this paper can be found in Islam et al. (2011) who used a fuzzy based technique to analyse the losses and the other F o r P e e r R e v i e w O n l y uncertainties of the network; or in Aksela et al. (2009) who used the self-organized map (SOM) method. A comprehensive review of the methods to detect and manage the leakages is presented in Puust et al.(2010) .
A methodology that identifies the areas where losses are mostly expected has already been presented (Mambretti and Orsi, 2012) ; it is based on data collection (discharge and pressure) from instruments positioned on the water supply network, and successive comparison of the data collected with those simulated by software. The results of the model should match the readings of the instruments. With this proposed method, it is possible to identify the position of breakages, for smaller networks without districtualization, and for larger network, with larger areas of each district. Under the hypothesis that the model is a good representation of the real network, the differences between simulated and recorded data are due to the different demands imposed at the nodes. After a description of the method, the paper focuses on different methods of Evolutionary Computation in order to establish the best procedure to minimize the Objective Function.
The described method has also been applied to the case study of a real water supply network, in the town of Castegnato (North of Italy) and assuming five different scenarios of losses, which have been reconstructed with the different algorithms of EC.
Moreover, we assessed whether or not the value of the Objective Function is a reliable indicator of the goodness of the presented solution, and whether there are more than one maximum (and therefore whether the solution can be univocally determined).
The remainder of this paper is organized as follows: Section 2 presents the problem and describes the methods we propose for its solution; Section 3 discusses the optimization methods used in this work. Section 4 introduces the case study (city of Castegnato), while in Section 5 we discuss the results, with some comments related to F o r P e e r R e v i e w O n l y the unicity of the optimum in Section 6. Finally, in Section 7 we present our remarks and conclusions.
Model and problem definition
The goal to be pursued in this work is the increase of the network efficiency through the reduction of water losses. The limited funds available constrain the invested annual budget and increase the importance of prioritizing in scheduling rehabilitation works.
The methodology employed consists of the following major steps (Figure 1 ).
(1) (assigned function of the users related to a given node) and the values resulting from the calibration ܳ ௨௧ ௧ௗ .
These steps are iterated a number of times, as specified in Section 5, and shown in Figure 1 . This number of interactions are large enough so that they do not interfere with the results obtained with this analysis, as shown in Section 5.
1
As known, losses are in the pipes and therefore in the links of the network; however, in the models the discharges required by the users are ascribed to nodes, and so they are the losses. (as it will be discussed in Section 4). At any time, the network is fed with a given discharge ܳ ; this discharge is known because it is normally provided by pumps or reservoirs which are continuously monitored. In general, the discharge delivered to the
, … , ܳ ௨௧ ሽ is inferior to that provided due to leakages. In our case study we have 440 nodes where the demand is set. Unfortunately, so far the knowledge of the delivered discharge is not as precise as that provided to the network, because the meters installed on final users are of inferior quality and their measurement is made monthly or even yearly. (1) the differences among the measured and modelled pressures are minimized
(2) the differences among the measured and modelled discharges are minimized
(3) the differences among the discharge measured and modelled discharges provided to the users are minimized ሺܳ ீ௬ ா௫௧ௗ െ ܳ ீ௬ ௨௧ௗ ሻ.
Therefore, the following Objective Function (O.F.) is computed (Mambretti and Orsi, 2012; Mambretti et al., 2013) : The evolutionary algorithm produces combination of the discharges outflowing from the network, and imposed as "demand" in each node, in order to minimize the O.F.
When the O.F. reaches the minimum, which theoretically is zero, the network is deemed to be "calibrated", i.e. the calibrated demands are close to the discharges actually outflowing the nodes.
The comparison between the calibrated demands and the discharges that would be expected considering the number of inhabitants of each area allows the identifications of abnormal areas, i.e. the areas that should be further investigated.
Clearly, the presence on an abnormal area in a single instant of a generic day would have minor significance in real scenarios, as it may be due to an oscillation of the requests; However, if the same procedure is applied for a number of days and in different hours of the day, and the same area(s) is (are) identified, the assigned discharge due to the people resident in the area is incorrect and, therefore, non-revenue water is to be expected in that area.
Another challenge to be addressed is the possible existence of more than one minimum, i.e. the instruments are not able to identify a single scenario of non-revenue water. This is a signal of uncertainty and it will be addressed in Section 6.
In this work, however, we subjected the model to five different loss scenarios, where each scenario covers a specific (geographic) area of the network (Section 4).
Therefore, the position of the losses is known before the simulations are run. Then, they have been reconstructed applying the proposed methodology in order to check whether it is able to correctly identify the areas where we imposed the losses. (Back et al., 1997) represents a large spectrum of heuristic approaches to simulate evolution, including (for example) Genetic Algorithms (GA) (Holland, 1962; Holland, 1975), Simulated Annealing (van Laarhoven and Aarts, 1987) , Particle Swarm Optimization (Zhang et al., 2003) , and others.
In this work, three approaches have been tested (Simulated Annealing, Genetic
Algorithms, Particle Swarm Optimization). Moreover, in this work the results obtained by GA and by PSO have been refined through an Hill Climbing (HC) procedure. All these approaches are described in the following sections.
Hill Climbing (HC)
The procedure is developed to create small variations at the discharges provided at the nodes in order to define a rather casual new scenario around the existing values; if the new scenario performs better than the existing one, it is kept and used as a new base scenario.
The variations around the average values of the discharges provided at the nodes are computed using a Weibull distribution. In other word, a random number ‫ܨ‬ ∈ ሿ0,1ሾ is generated and the new discharge Q is computed with the formula:
where λ and k are the parameters of the distribution. The average of the distribution μ is:
where Γ is the function Gamma. As we wanted to reach the top with slow but safe step, we let: 
and we computed:
Simulated Annealing (SA)
Simulated Annealing was originally inspired by formation of crystal in solids during cooling i.e., the physical cooling phenomenon (Kirkpatrick et al., 1983) . As discovered a long time ago by iron age blacksmiths, the slower the cooling, the more perfect is the crystal formed. By cooling, complex physical systems naturally converge towards a state of minimal energy. The system moves randomly, but the probability to stay in a particular configuration depends directly on the energy of the system and on its temperature.
The actual application of the procedure is very similar to that developed for HC.
However, it admits the possibility of a solution that initially worsens the objective function (O.F.) in order to explore a larger space. This could potentially avoid being trapped in local optima, as it would occur with the simple hill climbing techniques.
Therefore the equation (2) is still applied for the determination of the new scenario, with the parameters computed as described in the paragraph 3.1.
Letting ߜ݂ the variation of the O.F., the new scenario is kept if: where T is the temperature. In other words, there is a possibility that the worse scenario is kept; this possibility is reduced with the number of simulations being tied to the temperature, which is reduced at each iteration with the formula:
where W=0.99995, and i the iteration; having decided to perform one million of runs, a temperature equal to 10 at the first run, at the 1-millionth run is equal to 1.9263E-21.
The initial temperature is set in order to allow a given probability p 0 of acceptance of a positive variation of the O.F., with the formula:
Obviously, when T = 0 the implemented procedure is a simple hill climbing; increasing the initial temperature and the value of k brings the procedure to have more variability.
As mentioned, one million simulations have been performed for each couple of parameters (k, T), as described in the following paragraphs.
Genetic Algorithms (GA)
The method is a simple genetic algorithm with mutation and crossover operators; this method is based on roulette wheel (Goldberg, 1989) . In this paper, this algorithm has been tested using one and two points for crossing over the chromosomes. As known, these algorithms are able to find points close to the best solution, but not the best solution itself; therefore, at the end of the application of the GA a procedure that applies the hill climbing is also used in order to find the best possible solution.
As for the GA, the parameters for running the computer program are:
• Number of individuals per population: 2500
• Number of generations: 100 The size of the population raises problems. The larger the population is, the easier it is to explore the search space. But it has established that the time required by a GA to converge is O (n logn) function evaluations where n is the population size. Goldberg (1989) has shown that GA efficiency to reach global optimum instead of local ones is largely determined by the size of the population. To sum up, a large population is quite useful, but it requires much more computational cost, memory and time.
Practically, a population size which individuals are equal to a number of around 5 times the number of parameters is quite frequent, but anyway this size can be changed according to the time and the memory disposed on the machine compared to the quality of the result to be reached (Sivanandam, Deepa, 2008) . Note that in this job as there are 440 nodes, there are also 440 parameters to be calibrated; the number of individuals per population is set to be more than 5 times the number of parameters.
Particle Swarm Optimization (PSO)
With this method, the individuals are assigned a position and a velocity, and they change their position according to the new velocity, computed trying to approach the "best" point (Kennedy and Eberhart, 1995) .
The procedure in this case is as follows:
First, a new random population is created. These first individuals (scenarios) have velocity ‫ݒ‬ equal to zero and the "coordinates" stored in an array ‫ݔ‬ . New velocity is computed with a formula we modified with respect to the original (Kennedy and Eberhart, 1995) : 
and then the new individual as:
In the above equations, we have:
ߙ is an "inertia" parameter, which is normally < 1 (it can be >1 but it may produce instabilities) and in the range 0.4-0.9; sometime it changes, starting with 0.9 and reducing to 0.4 during the simulation or something leaving a random component In this phase, individuals are randomly grouped as "neighbours" and their link is permanent. This choice can be obviously considered too simplified; mirroring the real world, early topologies were based on proximity in the search space, and therefore the "neighbour" was not permanent and defined in the Euclidean sense. However, besides being computationally intensive, this kind of communication structure had undesirable convergence properties and therefore was abandoned (Poli et al., 2007) . Normally, topologies are static, even if more complex algorithms have been tested; however, as the research has not determined yet the best topology to be adopted (Kennedy and Mendes, 2002) , it has to be further investigated.
The same is for the acceleration coefficients c which calibration is difficult and deserve a deeper investigation, as will be discussed in Section 5. The simulations are run with the following parameter values:
• Number of individuals: 2000
• Number of "neighbours": 100
• Number of iteration: 100
Case study
The case study is the water supply network of Castegnato, a small town in the North of Italy with around 7900 inhabitants and with a network divided in two disconnected parts. The characteristics of the town and its water supply networks have been presented
by Mambretti and Orsi (2012) . For the sake of simplicity, in this paper we only address 440 nodes and 460 links.
As over the years the Board of Water Supply managers recorded more than 50%
of water losses, a number of transducers have been installed in the network; their position is shown in Figure 3 and they are detailed in Table 1 .
As it can be seen, 16 pressure transducers are positioned at the corresponding nodes and 3 flowmeters are positioned at the corresponding links. The pressures H i in and the discharges Q i in at the two pumping stations are measured by four of these transducers.
In order to validate the model and methodology and also understand whether the number and position of transducers are appropriate to locate the leakages, five different loss scenarios have been simulated to check whether they can be reconstructed (i.e. detected or identified) by the algorithms mentioned in Section 3. The different scenarios are reported in Figure 4 and summarized in Table 2 .
More specifically, losses are known because we know the pumped discharges For example, in scenario 1 losses Q i loss were assigned to the north of the town, i.e.
0.18 l/s were added to the demand of 75 nodes for a total of 13.5 l/s. In the scenario 2, losses were assigned to the Eastern area of the town, i.e. 0.27 l/s were added to the demands of 50 nodes in that area, for a total of 13.5 l/s. In scenario 3 losses were supposed to be equally distributed on the whole catchment, and assigned to the nodes where no demand has been applied -therefore 378 nodes out of 440. In scenarios 4 and 5 three areas (clusters) have been selected to disseminate the losses following the discharges shown in Table 2 .
The idea in drawing these scenarios is to have a sample of different cases in order to obtain a reasonable certainty that the model is capable of detecting the real scenarios, when the real data is applied.
Results

Results for SA
Results for the SA algorithm are reported in table 3. They are quite inadequate as the final value of O.F. is often higher than the initial one after one million simulations. The reason for the problematic performance of the SA is probably due to the presence of non-physical potential solutions which have been tested: these are given by a distribution of discharges that would lead the network to situations where pumps cannot deliver enough flow or head, or the system has negative pressures. As shown in Figure   5 , once the potential solution travels in a field where the solution is not acceptable (grey points, while black points are related to acceptable solutions), it remains trapped for long time before being able to escape, and only then the OF start again to diminish.
Results for GA
As GAs have random components, simulations have been run 10 times for each scenario and for each method. Results are reported in table 4 (one-point crossover) and 5 (two-point crossover).
Notice that the results can be further improved by repeatedly applying the HC procedure. The HC has been carried out performing one million simulations; however, the results can be further improved: for instance, the value obtained with 2-point crossover GA improved with HC (Scenario 5, simulation 1). The value OF = 0.1548 (table 5) For the purpose of this research, the GA seems to have a better performance as it works in a group of individuals, and therefore if some of them fall in a field where the solution is not allowed, they are simply discarded in the following population without significantly affecting the final results.
So far it has been found that the procedure based on GA, preferably with 2 points crossover followed by a fine tuning with a hill climbing procedure is able to minimize the O.F. It is now to be shown whether the minimization of the O.F. allows the correct reconstruction of the initial scenario. In Figure 6 scenario 1 and 5 are reproduced, together with their best reconstruction.
As it can be seen, the reduction of the O.F. value allows the reconstruction of the correct (i.e. original) loss scenario. 
Results for PSO
In this case, the quality of results is strongly tied to the coefficients values used in the simulation.
In general, it is positive to allow the algorithm a certain amount of freedom to explore.
However, too much freedom might lead the system to an unstable state and therefore without a solution.
Tables 6 to 10 illustrate the simulation results for the five scenarios. The solutions provided by PSO are in the best case comparable to the ones achieved by the GA.
In Figure 7 , optimizations that generated stable-and-converging and unstable solutions are reported.
Multiple optima
So far we have assumed that only one optimum was present. Therefore, the reduction of the O.F. is a practical parameter in deciding whether or not one solution is better than another.
This assumption holds when the number of instruments deployed throughout the network is sufficient to univocally identify the right scenario. However, it is surely possible that the number of instruments positioned is not sufficient, because of their cost, and anyway in the phase of planning of the number and position of the devices the knowledge of the presence of other minima is desired.
In the former case, the existence of other minima is a measure of the uncertainty of the scenario under analysis; in the latter case instead, it allows a better determination of the number and position of instruments to be installed. Therefore, GAs seem to be less flexible, although it is still possible to identify the presence of multiple minima dividing the population in "species". A "niche" can be regarded as one of the holes and a "species" is a collection of population members well Jong, 1975) .
However, from this viewpoint the PSO is surely more efficient, as it is possible to calibrate parameter values in order to try to keep the populations at least partially separated.
To achieve this result, we defined a "distance" D (first introduced by Pétrowski, 1996) between the best individual and a different individual that identifies a suboptimal scenario, as:
With the instruments actually installed in Castegnato only one minimum exists whereas a number of different maxima can be found as the number of instruments is reduced. For example, with the instruments reported in 
Conclusions
The ability to identify water losses in water distribution networks is crucial in the modern society, usually allowing better resource planning and overall strategic management of these resources. This requirement is exacerbated by the fact that nonrevenue water can reach unacceptable levels (e.g. 70%) in some areas.
In this paper, we proposed and employed a methodology to identify the areas where losses are mostly expected. The procedure required data collection (discharge The results show that the scenarios were properly reconstructed, even if errors are obviously present; however, the goal to identify the areas where losses are concentrated seems to be reached.
GA and PSO have shown a better performance among the selected methods. This is probably due to the fact that they work with groups of individuals, while SA operates with only one individual at a time and it might become trapped in a field of unfeasible solutions.
Moreover, occasionally there is the need to have a method able to identify whether more than one optimum is present, which would support the decision about the minimum number of devices required to be installed and it would also provide a measure of the uncertainties in the identification of the area where losses are expected.
To this end, PSO seems to be the preferred algorithm, even considering the fact that the calibration of its parameters is more complex (thus requiring a deeper investigation). So far, the application of this algorithm has not been trivial and therefore it should be performed by a skilled technician. However, we believe that the precision of the results is important and we are not worried if the procedure is difficult or unstable and requires expertise and time to be applied, as the costs of a few hours of computational work are not comparable with those resulting from an incorrect analysis. To this aim, this methodology could also indicate the need of collecting more data, for instance by means of a portable flowmeter.
Although the case study presented in the paper is a quite small town in the north of Italy, we believe that the method can be applied to any other town, as it is able to identify whether the number of instruments is appropriate or not, or to determine the suitability of a proposed districtualization.
Future developments will also comprise the analysis of real data collected on the network, which will induce even more uncertainties in the evaluations. In fact, in this paper we assumed (without sacrificing the quality of the results) that the "measured" values were not affected by errors, which is obviously not true in the real world; therefore, the need of different weights could emerge and the possibility to insert them in the calibration phase should be investigated. Moreover, the network is not always perfectly known: in the worst case, even the topology or the pipe diameters are incorrectly modelled; often, the roughness of the pipes is considered, again, as a calibration parameter. However, the procedure developed and presented in the paper, implying continuous monitoring of the network, produce an increasing knowledge of the network. In fact, at the time of implementation of the procedure, it is to be expected that the network model would have many errors; however, network losses would be also quite high, thus facilitating their determination. Due to the rehabilitation work, not only the losses would be reduced but also the errors in the model would be corrected, starting in this way a virtuous cycle in management of water distribution networks. The final goal of this research is the development of a new methodology that is able not only to locate areas where losses are mostly expected, but also to help in making decisions related to the different possibilities of rehabilitation, for instance:
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