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Abstract
Most of the real-world networks exhibit community structure, a property that reveals the existence of natural vertex clusters whose
inter-edge density is lower than intra-edge density between various groups. Despite providing a better understanding of network
structure and characteristics, community detection has many practical applications in diverse domains. Communities obtained from
the telephone network provides many useful information that can be used for churn prediction, budget control in organizations etc.
Detecting communities is a fundamental need in the area of networks, yet challenging. In this paper, we propose an extension to the
Girvan-Newman algorithm for ﬁnding the betweenness using the transitive closure property and the greedy technique in Dijkstra’s
single source shortest path method.
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1. Introduction
Data analysis is gaining importance in all realms of application domains. Collecting data from varying sources
and understanding the trends in them pose a real challenge. Representation of data as graphs, and network analysis
became more and more eye catching for the researchers. A complex network from real world scenarios can be
designed in terms of nodes and edges, where a node is a single participant in the system and edges are the relationship
between nodes in the system. Prominent networks studied by many researchers include Social network, Scientiﬁc
Collaboration Networks, Mobile Phone Networks, Biological networks, Protein networks etc7.
Most of the real-world graphs exhibit the properties of the complex networks like scale-free property, community
structure, small world eﬀect and network transitivity. The analysis of the topological properties gives insight to the
interesting characteristics that can be used in various applications. One of the most important mesoscopic properties
visible in the complex real-world graphs is the existence of the community structures. It is referred as mesoscopic
because it is an evolving intermediate property between microscopic and macroscopic features. Communities, as the
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name suggests, are groups of nodes that exhibit similar characteristics. This is an area of research that spread light to
many inter-disciplinary topics3.
Clustering in machine learning is an unsupervised learning procedure where datasets are partitioned to clusters.
Normal clustering algorithms cannot be directly applied to the networks. The real challenge lies in mapping the
spatial proximity into graph’s proximity among vertices in the given network. The widely consented deﬁnition of edge
betweenness in a network is built upon the topology of the edges and their density in the network. Thus, community
detection focuses on dividing the vertices present in a network into clusters. This is equivalent to maximizing the
inter-edge density in a cluster in normal datasets. The substructures thus evolved are the expected communities7.
The application of network structures and their properties vary with domain. This demands new techniques and
approaches for handling the varying processing needs. Our study focuses on the departmental organization at the
university and the network is the call details of the telecom services provided at the university. Intra-community
connections of the nodes in a community should be higher than the inter-community connections in the network. The
success of a community detection algorithm primarily depends on how it deﬁnes a community. Distinctive features
used to characterize the communities are common for networks of the same type, but they may diﬀer based on the
application.
In this paper, we propose an improved Girvan Newman algorithm that uses the transitive closure property of
networks to ﬁnd the edge betweenness values. The experimentation is done on the telecom graph of a university call
system facility. The algorithm is tested on undirected weighted network with non-negative weights. The representation
of the network also has some notable diﬀerence from the usual adjacency matrix and edge list. The proposed approach
does not need any a priori details about the number of possible communities or any values to help in community
detection. This makes the algorithm applicable in very large real-world networks.
The rest of the paper is organized as follows. In Section2, we cite the literature survey conducted during this work.
Section 3 describes the structural property analysis done on the dataset up to clearly understand the complex network
characteristics. Section 4 describe the proposed approach and the improvement of the method. Section 5 presents and
discusses results from the execution of our algorithm. Section 6 concludes the paper with the scope for future work.
2. Literature Survey
Community detection and community discovery has historical signiﬁcance since the time of Euler’s solution of
graph theory to techniques like clique percolations and hierarchical methods. A lot of research has been done to come
up with diﬀerent techniques, each better than the other to detect communities. Each contribution to the branch of
network science is not trivial, as the networks behave diﬀerently for varied application systems.
Graph partitioning and community detection are two sides of a coin1. There is a slight diﬀerence between these
two. Graph partitioning techniques cannot be eﬀectively used for community detection, because it demands the
number of groups as input and in some cases even the partition sizes, about which there is hardly any information
from the network. Hence, the community detection algorithm is expected to produce this information during the
course of execution.
2.1. Community detection algorithms
Community detection focuses on understanding the network organization by analyzing simple factors constituting
the topology. These factors include count of nodes and edges, the in-degree and out-degree of nodes, existence and
count of triangles, weights for the edges, and connected components.
Some of the well known community detection methods include hierarchical methods, spectral clustering, simulated
annealing etc. Prominent techniques for detecting communities in a network include various versions of hierarchical
clustering methods used in real-world social network analysis. Agglomerative and divisive methods are the two
widely used hierarchical clustering methods where the process could be depicted using dendrogram. Agglomerative
algorithms start from an empty graph and keeps on adding the edges to make communities. Divisive approach starts
with a complete network. It removes edges when all the communities are detected.
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2.2. Girvan Newman Algorithm
Michelle Girvan and Mark Newman came up with a community detection algorithm based on the betweenness
centrality4. This is a divisive algorithm that progress iteratively by detecting community structures in each step.
An edge is supposed to have high betweenness if it lies on a larger number of geodesic paths between vertices.
Community identiﬁcation can be achieved by ranking betweenness values of all the edges in the network. Remove the
edge with the largest betweenness value, and recalculate the betweenness for the updated network. The betweenness
recalculation is important because the removal of an edge can cause an edge with low traﬃc to get a higher score.
It reconstructs the initial graph progressively into smaller connected components until it ends up in a set of isolated
nodes. If two or more edges have the same betweenness and hence candidate for removal, then either choose one at
random to remove, or simultaneously remove all of them.
There are certain primary disadvantages for the GN algorithm. The main issue with the basic GN algorithm is
the execution speed. Although the centrality-based community detection is simple and easy to implement, it can be
too slow for many large networks that are dense. But the performance of the same is questionable. Suppose there
are m edges for a graph with number of nodes as n, total number of edges to be removed is m. Each iteration of the
algorithm takes O(mn) time, the worst-case running time of the algorithm is O(m2n) or O(n3)on a sparse graph. The
complexity may even go higher to the order of O(n5) for dense graphs. A number of modiﬁcations are available for the
GN algorithm for improving the execution speed. Despalatovic et.al11 suggests an improvement to the GN Algorithm
by removing multiple edges in each iteration thereby reducing the time taken to complete the process.
Deﬁnition of the goodness of the community in a network is still in its growing stage.Like other existing algorithms,
GN also lacks a proper convergence criterion to ﬁnd the communities. There are several metrics deﬁned to ﬁnd the
goodness of a community like modularity. But all the measures have its own pros and cons. So many metrics are used
in quantifying how good the the community is. But no metric or deﬁnition is universally agreed upon. One strong
argument that justiﬁes the same is that the network vary for each application. So the community is mainly deﬁned
based on the system one has in hand7.
3. Macroscopic analysis
It is very crucial to understand the true nature of the graph prior to community detection. The edge distribution
amongst the vertices play a vital role in deﬁning these sub-structures. Based on the sparse/dense edge distribution
among the nodes, P.Erdos and A.Renyi came up with deﬁnition of random graph in which the edges uniformly spread
across the nodes. But, in contrast to these random networks, most of the real networks have high in-homogeneities,
i.e. they have broad degree distribution and follows the power law. The best community structure can be seen in such
networks.
The initial step in this research started with the analysis of the network being studied. To ensure that the data we
chose also conforms to the properties expected in a real-world complex network, we analyzed the structural properties
mentioned in Section 1. The other properties like neighborhood distribution etc are also disclosed from this study.
Apart from the giant component, we could see many isolated groups, star-like structures scattered near this.
Determining the topological model of the real-world graphs is an interesting area of research. Broder et al. 14
performed the ﬁrst study of the Web graph and found out that the existence of giant component with three distinct
components and, and suggested the bow-tie model. Broder et al. studied the world-wide web from the perspective
of connectedness and proved that it contains a large strongly connected component. This gave way to the conclusion
that this graph also follows the bow-tie structure of the Web.
4. Proposed Algorithm
The proposed algorithm follows the basic GN algorithm4 that uses the concept of edge betweenness. The process
starts with modeling the network from the given data. The output from this pre-processing step is used to ﬁnd the
evolving communities. The process ﬂow is depicted in Fig. 1(a).
Deﬁnition : Transitive Closure : Let G = (V, E) be a graph and there exists path x→ y, y→ z where (x, y, z ∈
V). This shows the possibility of adding a new edge x→ z. A graph with all of the edges of that shows this property
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Fig. 1: (a)Process ﬂow of the proposed algorithm
is called the transitive closure of the original graph.
Deﬁnition : Edge Betweenness : Edge betweenness of an edge is the count of shortest paths that can pass through a
given edge.
4.1. Network Modeling
Call graphs are constructed from Call Detail Records(CDRs), where individuals are the nodes and phone calls
made are the edges. Retrieving useful analytics from these call graphs can help the telecom companies in designing
eﬀective business strategies.
CDRs contain the necessary details about a call such as the origin,destination,time,duration and status of the call.
A call graph G can be represented as <V(G), E(G)>, where V(G) is a ﬁnite set of nodes (callers/receivers), and E(G)
is a ﬁnite set of edges between two phone users (phone calls). Let u and v are nodes of graph G. An edge <u, v>
is present if u calls v or v calls u. CDR can be modeled as a call graph using the above conditions. We consider
an undirected weighted graph. Call graph is an undirected weighted graph because the caller and the recipient share
information during the telephone call. Weight for the edge <u,v> is computed to be the total number of calls made
between u and v.
Each vertex is represented as an input record speciﬁed. We adopted the input structure proposed by Zeng et al10 in
a multi-source message passing model. An input format consists of elements designed for each pair of vertices. This
structure holds the network in the form of an adjacency list. It contains information about the shortest path obtained
from the algorithm and its distance. caller indicates the source vertex of the shortest path which is initially set to
be callee. callee indicates the destination vertex of a shortest path and is initially set to be caller. geodesicdistance
indicates the length of a shortest path. This is initially set to be 0. The distance value changes after each iteration.
geodesicpath depicts the list of the vertices on a shortest path and is initially set to be null. neighborslist is the list of
the adjacent vertices to caller. Weights of the edges are also output from the pre-processing step.
4.2. Edge betweenness Computation
The GN algorithm is expensive as it requires ﬁnding the shortest path for all pair of vertices. We consider the
computation of geodesic paths between vertices as a reachability problem. There are various solutions available to
solve the path ﬁnding problem - the connectedness property, path existence, transitive closure, indexing schemes etc.
We chose the transitive closure property and the greedy technique in Dijkstra’s algorithm to compute the shortest
path from all nodes to all vertices i.e the multi source shortest path problem. This can help reduce the computational
complexity of the entire process.
The network modeling step represents the input data in the format given in Fig. 2(b). The detailed process is as
follows. Expand the rows by navigating through each of the adjacent nodes stored in the adjacency list. Spawn new
rows for active records for the nodes in the adjacency list. Update the path information such that it contains all the
nodes from source to target. Process continues until all the nodes in the given representation are processed. If the node
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is already present in the reachable node list, no need to revisit it as it might end up in a cycle. Continue traversing
the nodes until the adjacency list is null or all the nodes in the path are traversed. Algorithm 1 gives the step by step
details of the proposed method.
Final outcome is the shortest path from all the sources to destination and the path along with the distance. This
recursive process reduces the time taken to ﬁnd the geodesic distance through all the edges. This is the most time
consuming step in the GN Algorithm. Once we know the traﬃc through each edge from the recursive path ﬁnding
process, we compute the edge betweenness of all edges and rank them in ascending order. The sorted betweenness
values results in ﬁnding the candidate edges for removal. These edges serve as a bridge among the clusters. These
weak ties are removed. Last step in the process is the re-computation of the edge betweenness values. The necessity
of this recalculation is mathematically proved. This gives an updated network4.
The stopping criteria depends on the deﬁnition of a community. The fundamental requirement for a sub-graph to
be identiﬁed as a community is the connectedness property. A connected subgraph is considered as a community if
the number of nodes is not less than 3 and the edges within the subgraph spans three-fourth of the number of nodes.
The ﬁnal outcome of the community detection process is the network structure in the customized data format. This
data can be parsed to get the network with various communities identiﬁed. Output of each iteration is logged during
the process. This is used to visualize the evolution of the communities in each step.
Algorithm 1: Proposed Algorithm
Input : input[caller,callee, geodesicdistance, geodesicpath,neighborslist]
Output: network structure with evolved communities
repeat
Function newGNAlgorithm(caller,callee, geodesicdistance, geodesicpath,neighborslist):
foreach caller ∈ input.caller do
ﬁndPath(caller,neighbor);
end
Compute the betweenness of all edges;
Rank the betweenness values in descending order;
Remove edges with highest betweenness values;
End
until convergence;
Input : input data structure for each caller




Find minimum weight from the vertex to 1-hop neighbor next 1-hop neighbor with the minimum weight;
callee← neighbor.neighborslist;
geodesicdistance← minimum edge weight(caller,callee);
add callee to geodesicpath;
neighborslist← adjacent nodes list of callee;
end
End
until no vertex repeats or neighborslist is null;
4.3. Complexity Analysis
The time-consuming task of ﬁnding the geodesic paths between all nodes is accomplished by the speciﬁed input
format that is capable of holding all the important features of the network needed to do this. The worst case complexity
of the proposed all pair shortest path algorithm is O(n) i.e it needs only linear time for completion. Experimentation
proves that the process does not even go up to O(n/2). The main thing to be noticed here is the drastic reduction of
time occurs due to the multiple node operation that happens in each single step of the process. The consequent steps
of the GN algorithm is the edge betweenness computation and ﬁnding the candidate edge for removal and the network
update takes constant time. The maximum number of edges that can be removed with this algorithm is m. Hence the
worst case time complexity of the proposed algorithm is O(mn).
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Fig. 2: (a) Sample graph; (b) Proposed input format; (c) Evolved communities
4.4. Illustration with example
Consider the given undirected unweighted graph with 14 nodes and 17 edges. We illustrate the proposed algorithm
on graph shown in Fig. 2(a). The proposed input format for the given graph is shown in Fig. 2(b). In contrast to
the normal GN algorithm, our approach discovers the communities in a single iteration. We specify the number of
edges to be deleted in a single iteration as 2. The edge (7,8) has the largest edge betweenness. The edges (3,7) , (9,8)
, (7,6) and (8,12) share the same betweenness, and that too the second largest edge betweenness. Since we remove
2 edges per iteration and the edges with same betweenness in a single shot, the community detection happen in the
same iteration . Hence improved speed. Fig. 2(c) shows the ﬁnal output.
5. Experiments and Results
In our evaluation, we use an extensive set of graphs including small and large real world social graphs and our
intended call details records. We did the network analysis to understand the basic features using the network analysis
tool Cytoscape. Cytoscape is used to view the evolution of community evolution.
5.1. Test on Ground-truth communities
The proposed approach is tested on popular real-world social networks. Table 1 gives the details of the datasets
used for testing. These real world graphs not only have good community structures, but also tend to be both small
world and scale free with low eﬀective diameter and power law degree distribution. We performed the experiments
more than once on the datasets and the results are consistent. The testing is done on datasets ranging from smaller
ones with 30-70 nodes up to larger ones up to 2500 nodes.
Table 1: Dataset description
Dataset Zachary Karate 12 Dolphin 13 Pol Books 4,16 American football 17,16 Jazz Musicians 15
Number of Vertices 34 62 105 115 196
Number of Edges 78 159 441 615 2742
Type of Network Undirected Undirected Undirected Undirected Undirected
Communities mentioned in ground truth 2 6 2 12 2
Communities evolved from our method 2 4 2 10 2
Our algorithm divides Zachary Karate network into two groups of almost equal size with an accuracy of 97%.
These communities correspond almost perfectly with the actual split of the club members after the break-up, as given
by which club they attended thereafter. A single node, node 3, is misclassiﬁed as noted in Newman’s introductory
algorithm4.
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Fig. 3: (a) Zachary Karate Network; (b) Network After 5 iterations; (c) Evolved into two communities at iteration 10
Fig. 3(a), 3(b) and 3(c) shows the evolution of communities from the Zachary Karate Network. Similarly, for the
popular dolphin network with 2 ground truth communities and 4 sub-communities, we obtained 4 communities. The
other networks also produced the expected ground truth communities using our algorithm. In the American football
dataset, we obtained 10 communities whereas the ground truth is 12. The variation in number of communities in the
American football and the dolphin dataset happened due to the stopping criteria used in the proposed method. All
other datasets produced the communities similar to that of ground-truth. It is proved from the test results that our
proposed algorithm is able to detect the ground truth communities with an accuracy of about 95% - 97%.
5.2. Application Data
We collected the details of all the phone connections inside our university campus which spans a large number
of buildings including school of management, school of arts and science, biotechnology center, laboratories, various
research centers under each departments, conference halls, hostels and canteens. We collected data for around 3
months and modeled the graph for the testing purpose.
It is evident that our approach prompts faster evolution of the communities thereby reducing the total number of
required operations. The discovery process is run on the giant component so that the isolated weaker ties need not be
considered. This helps in reducing certain amount of computation. Similarly, we remove multiple edges which has
the same betweenness value thereby reducing the number of operations needed. Each iteration removes 2-edges so
that the number of iterations reduced to half. The testing showed that in almost all networks the deletion of second
candidate edge does not cause an impact in the overall process.
Fig. 4(a) shows the visualization of the network obtained from a sample set of CDRs collected from the university’s
telecom exchange. The illustrated data consists of 545 nodes and 780 edges. The existence of a giant component is
very evident from the visualization given in Fig. 4(a).The network modeling phase results in a network of 375 nodes
and 720 edges. The network modeling process execution results in removal of isolated components scattered around
the giant component. Fig 4(b) gives the pre-processed network. The network decomposition at diﬀerent stages is
shown in Fig 4(c) and 4(d). The gradual evolution of communities is evident from the above visualizations. Since we
have no ground truth communities, the validation and veriﬁcation of results underwent manual interventions using the
telephone directory maintained in the university.
6. Conclusion
In this paper, we studied pros and cons of the existing community detection algorithms. We extended the transitive
closure property to ﬁnd the edge betweenness value for applying the popular Girvan-Newman algorithm. For the ease
of processing, we used a speciﬁc processing format for the data. This helped to make a trade-oﬀ between the space
and time complexity. The sequential implementation of the algorithm showed improved performance for real-world
networks.
As the volume and velocity of data grows beyond traditional limits, we should aim for distributed architectures
that can handle the complex graphs. The future research will be in the direction of big graphs with millions of nodes
and edges. Incremental solutions are also in growing demand as the recalculation of processes cannot be aﬀorded
with the addition and deletion of nodes and edges. In temporal network analysis, we need to concentrate on ways to
avoid recalculations that are needed to solve queries like reachability. Heuristics can be applied eﬃciently to avoid
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Fig. 4: (a)Initial data from the university. Existence of giant component and isolated components; (b) Pre-processed Network; (c) Network at
Iteration 5; (d) Network at Iteration 10
unnecessary computations by providing intelligent solutions. We will be working in the same direction, to make this
sequential algorithm scalable such that it shall be implemented in the distributed frameworks like Spark and Hadoop.
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