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Abstract:
We present a simple model of a non-equilibrium self-organizing market where asset prices are par-
tially driven by investment decisions of a bounded-rational agent. The agent acts in a stochastic
market environment driven by various exogenous ”alpha” signals, agent’s own actions (via mar-
ket impact), and noise. Unlike traditional agent-based models, our agent aggregates all traders
in the market, rather than being a representative agent. Therefore, it can be identified with a
bounded-rational component of the market itself, providing a particular implementation of an
Invisible Hand market mechanism. In such setting, market dynamics are modeled as a ficti-
tious self-play of such bounded-rational market-agent in its adversarial stochastic environment.
As rewards obtained by such self-playing market agent are not observed from market data, we
formulate and solve a simple model of such market dynamics based on a neuroscience-inspired
Bounded Rational Information Theoretic Inverse Reinforcement Learning (BRIT-IRL). This re-
sults in effective asset price dynamics with a non-linear mean reversion - which in our model is
generated dynamically, rather than being postulated. We argue that our model can be used in
a similar way to the Black-Litterman model. In particular, it represents, in a simple modeling
framework, market views of common predictive signals, market impacts and implied optimal
dynamic portfolio allocations, and can be used to assess values of private signals. Moreover, it
allows one to quantify a ”market-implied” optimal investment strategy, along with a measure of
market rationality. Our approach is numerically light, and can be implemented using standard
off-the-shelf software such as TensorFlow.
We would like to thank Ernest Baver, Eric Berger, Jean-Philippe Bouchaud, Peter Carr, Sergei Esipov,
Andrey Itkin, Vivek Kapoor, Dan Nudelman and Nikolai Zaitsev for stimulating remarks and discussions. All
errors are ours.
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1 Introduction
This paper presents a simple ’structural’ model of price dynamics in a financial market. Though
based on concepts not commonly used in Finance ( Reinforcement Learning, Information Theory,
Physics etc. see below), the model we suggest is mathematically rather simple at the end (see
Eq.(109)), after getting through a ’story’ behind its structure. It is designed as both a practical
tool for market practitioners, and a theoretical model of a financial market that can be explored
further using simulations and/or analytical methods. For definitiveness, we focus in this paper
on stock markets, though the same approach can be applied to other markets in the same way.
In a way, the main idea of a model presented below can be formulated as a dynamic and data-
driven extension of an approach to modeling excess returns that was suggested in the seminal
Black-Litterman (BL) model [8]. As will be shown below, a structural asset return model arising
in our solution to this problem has some interesting properties such as the presence of mean
reversion in stock prices, which in our framework appears as a result of joint actions of all traders
in the market that dynamically implement Markowitz-type mean-variance portfolio strategies.
In essence, the BL model flips the Markowitz optimal portfolio theory [32] on its head,
and considers an inverse optimization problem. Namely, it starts with an observation that a
market portfolio (as typically represented by the S&P500 index) is, by definition, the optimal
”market-implied” portfolio. Therefore, if we consider such a given market portfolio as an optimal
portfolio, then we can invert the portfolio optimization problem, and ask what is the optimal
asset allocation policy that corresponds to this optimal market portfolio. Within the framework
of a single-period Markowitz mean-variance optimization [32], this translates into market-implied
values of expected returns and covariances of returns.
Respectively, this framework was suggested by Black and Litterman as a way to assess
values of private ”alpha” signals in generating excess returns. The BL model was explicitly
re-interpreted as an inverse portfolio optimization problem by Bertsimas et. al. [7], along
with proposing some extensions such as robust inverse optimization. Note that the inverse
optimization in [7] is still performed in a single-period (one time step) setting, the same as in
the original BL model [8] and in the Markowitz mean-variance portfolio model [32].
A model suggested in this paper extends such inverse optimization view of the market port-
folio to a dynamic, multi-period setting. While this requires some new mathematical tools, the
outputs of the model can be used in essentially the same way as the outputs of the BL model:
to assess the value of private ”alpha” signals, and design trading strategies according to own
assessments of joint effects of signals and market impacts from trades on expected excess returns.
An important difference of our model from a majority of market models used in both the
industry and the academia is that our model does not assume a competitive market equilibrium.
As discussed at length by Duffie [14], this paradigm underlies three cornerstone Nobel prize-
winning theories of modern Finance, which are used by many practitioners on both the sell and
buy sides. On the other hand, George Soros, a famous guru of financial markets, called this
paradigm an ”absurd postulate”1.
Our model can be interpreted as an attempt to reconcile such opposite views. Our suggested
answer is that both sides are right in their own ways, but we offer a practical and easily com-
putable unifying framework. This allows us to quantify Soros’ critique and propose a simple
model that can be used to describe markets in three different states: disequilibrium, quasi-
1”Economics ended up with the theory of rational expectations, which maintains that there is a single optimum
view of the future, that which corresponds to it, and eventually all the market participants will converge around
that view. This postulate is absurd, but it is needed in order to allow economic theory to model itself on Newtonian
Physics.” (G. Soros). We thank Vivek Kapoor for this reference.
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equilibrium, and a perfect thermal equilibrium. The latter scenario may only occur if there is
no inflow of information in a market - hardly a realistic scenario.
The last case of a perfect thermal equilibrium corresponds to assumptions of the competitive
market equilibrium paradigm. While we believe that for financial markets the last limit is in a
way ’non-physical’2, it is the limit described by competitive market equilibrium models such as
the Modigliniani-Miller’s capital structure irrelevance for the market value of a corporation, the
Capital Asset Pricing Model (CAPM) of William Sharpe (1964), and the Black-Scholes model
of option pricing3[14].
These models consider market dynamics as equilibrium fluctuations around a perfectly ther-
modynamically equilibrium market state. Therefore, they implicitly assume that there is no
inflow/outflow of money and information in a market as a whole, and the market is in a state of
a maximum entropy. This may be a reasonable approximation in a steady/slow market, which
may explain why these models work reasonably well under ’normal’ market conditions.
But this assumption of competitive market equilibrium also suggests that these models should
behave progressively worse during periods of market instabilities, crises and market crashes - an
observation that seems to be widely recognized in the literature.
The general reason for such model failures when they are needed most is that in all these
cases, a view of a market as an equilibrium fluctuation around a stationary state where entropy is
already maximized becomes inadequate to describe market dynamics, see also below on analogies
with self-organizing systems and living organisms.
The above remarks concern with potential theoretical implications of our framework. Ir-
respective, our model also attempts to address the needs of market practitioners that want to
make a profit rather than do a theoretical research into the dynamics of the markets.
To this end, in addition to providing a multi-period extension of the Black-Litterman model4,
our model produces ”market-implied” values of market impact parameters and risk aversion
parameter of an agent that dynamically maintains such market-optimal portfolio, as well as
a ”market-implied” optimal investment strategy, which can be viewed for monitoring of the
market or individual players in the market (see below). Given an explicit formula produced
by our model for a market-implied optimal strategy, expressions like ’a strategy that beats the
market’ can now be probably given a more quantitative meaning ex-ante rather than ex-post.
Finally, one more interesting insight may be provided by the fact that one of parameters
estimated by the model from market data is a parameter β that describes a degree of rationality
of the market (another name for β is the ”inverse temperature” of the market). This suggests
that market-implied value of β can be used as a monitoring tool and possibly a predictive signal
to have an aggregative view of a market, a specific exchange, or even a specific dealer5.
2It is non-physical in the sense that it contradicts the very existence of markets where market makers generate
liquidity and speculators make profits by digesting new information - neither should exist in competitive market
equilibrium models. This is because a perfect equilibrium is only possible for a closed system that does not
exchange information with an outside world. Therefore, competitive market equilibrium models do not try to
answer the question why markets exist, but rather simply postulate first-order optimality (equilibrium) conditions,
and then explore the consequences [46]. In physics, a perfect thermodynamic equilibrium is achieved in the
thermodynamic limit of a closed system, and corresponds to a state of a ’heat death of the Universe’ [29].
3The Black-Scholes model relies on a weaker form of competitive market equilibrium paradigm known as the
no-arbitrage principle [14].
4Note that because the latter is a one-period model, a question of a market in equilibrium vs non-equilibrium
cannot even be formulated in this framework.
5The latter case corresponds to a possible application of the model developed in this paper for an individual
investor rather than for the market as a whole, see also below.
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1.1 Outlook of our approach
The main intuitive idea behind the model can be introduced as follows. While the real market
dynamics are highly complex as they are driven, to a large extent, by a very large number of
individual rational or bounded-rational market participants, is is commonly known that market
players exhibit a strong tendency to a herding behavior: when markets are up, everyone is
buying, and when markets are down, everyone is selling.
This suggests a concept of a representative investor whose objective is to optimize a given
investment portfolio given some objective function. Such representative investor is otherwise
known in the literature as an agent. In this view of the world, an environment, i.e. the market,
is clearly external to the agent.
But what if we take an inverse optimization view of this problem, as in Black-Litterman [8]?
In this approach, the optimal portfolio is already known, it is the market portfolio itself. But
then, who is an agent that dynamically maintains (rebalances) such market-optimal portfolio?
We can identify such agent with a ’collective mode’ of all individual traders involved in the
market, that are guided in their decisions by a commonly agreed set of predictors zt which may
include news, other market indicators and/or indexes, variables describing the current state of
the limit order book, etc. Therefore, the first difference of our framework from conventional
utility-based models is that our agent is a sum of all investors, rather than their average, i.e. a
’representative’ investor.
Because such agent aggregates actions of a partly homogeneous and partly heterogeneous
crowd of individual investors, it can not be a fully rational agent, but rather should be represented
as an agent with bounded rationality. Bounded rationality, which will be explained in more details
below, is a second key difference of our framework from a classical agent-based approach.
Furthermore, because jointly all individual trades by all market participants amount to actual
market moves that dynamically re-adjust the market-optimal portfolio, such agent can then be
identified with a bounded-rational component of the market itself.
If we adopt such view, the actual dynamics of market prices can now be mathematically
modeled as a sequential decision-making process of such bounded-rational agent who is engaged
in self-learning via self-play in a partly controllable and partly uncontrollable environment which
is identified with the rest of the market. The first component identified with a RL agent can
then be thought of as a ’mind’ of such self-organizing market, that learns about its environment
and itself via self-play in such open environment.
Our agent embodies an ’Invisible Hand’ of the market, which is goal-oriented in our frame-
work, as will be made more clear below. The Invisible Hand is implemented in our model as
a fictitious self-play of a bounded-rational RL agent. Agent’s self-play amounts to mimicking
a risk-averse investor seeking a dynamic Markowitz-optimal portfolio, while actions of this in-
vestor are randomized by entropy. As will be shown below in Sect. 4.6, this is mathematically
equivalent to portfolio optimization in a two-party game with an adversarial player, such that
the original agent and its imaginary adversary form a Nash equilibrium. As a result, the agent
simultaneously mimicks all traders as a bounded-rational ’mind’ of a self-organizing market6.
This produces a dynamic model of market price dynamics, where a total price impact of
all traders in the market, who try to construct Markowitz-optimal portfolios, amounts to a
dynamically generated mean reversion in market-observed asset returns. The resulting model
6 Equivalence between self-organization in dynamic systems and sequential decision making was emphasized
by Yukalov and Sornette in [57]. A similar approach in neuroscience is a unified free-energy model of the brain
of Friston [19], see also [39] for recent applications of the free-energy principle to living systems. In short,
this approach suggests that ”all biological systems instantiate a hierarchical generative model of the world that
implicitly minimizes its internal entropy by minimizing free energy” [39].
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can be interpreted as a Geometric Mean Reversion model with external signals, where mean
reversion arises dynamically, rather than being introduced by hands, as is done in descriptive
models of market dynamics. The resulting model can be viewed as a non-linear factor model for
returns that can be estimated using standard methods of statistics such as Maximum Likelihood.
More than that, because our resulting asset return model is a structural model, mean rever-
sion in our model has a ’story’ behind it. In our approach it is produced by a total bounded-
rational action of all (bounded-rational or rational) agents in the market, that dynamically
optimize their investment portfolios following mean-variance strategies. This can be compared
with a mechanism for mean reversion due to zero-intelligence ’noise traders’ suggested in 1988
by Poterba and Summers [44]. We have only one agent, but it is bounded-rational, unlike many
noise traders with a zero total rationality/intelligence in the model of [44].
1.2 Possible insights from the model
Because we formulate the problem in a setting of inverse, rather than direct portfolio optimiza-
tion, the objective of a bounded-rational agent can be viewed as the problem of rebalancing its
own fictitious ”shadow” portfolio, such that it is kept as close as possible to the market portfolio
in such continuous self-play. Note that except for a bounded rationality of an agent assumed
in such framework, it resembles the classical pole balancing problem of Reinforcement Learning
(see e.g. [49]), where now it is the market portfolio that serves the role of a pole, and we invert
the problem.
Our model is also quite similar to an index tracking problem, except we set it as an inverse
optimization problem to infer market views of its own dynamics, instead of solving a forward
optimization problem of finding a good tracking portfolio for an index. Note that data for such
model formulation is readily available as level-1 limit order book (LOB) data (level-2 LOB data
can be incorporated in the model via a set of external predictors zt, see below).
This is unlike a (mathematically identical) portfolio optimization problem for an individual
trader, that would require trader’s proprietary execution data for model estimation. If, however,
such trader’s proprietary data are available, our framework can be used in the same way to
construct a probabilistic model of the trader. This could be used, in particular, by regulators
for monitoring activities of exchanges or individual traders.
Note that in a single-period setting, our problem formulation brings us back to the BL model,
where instead of multi-period trading strategies, we have just single-period optimal portfolio
allocations.
On the other hand, in a multi-period formulation, it extends the setting of the BL model in
multiple ways, including a probabilistic model of observed actions, that takes into account effects
that are absent in a single-period settings, such as dynamic market impacts and dynamically
changing predictors. As our model is probabilistic, i.e. generative, it can be used for forward
simulation of dynamics.
Also note that in a multi-period setting, it is a combination of non-linearity induced by
market impacts and dynamical exogenous predictors zt that may produce potentially very rich
dynamics that would be driven by a combinators of external signals zt, non-linear system feed-
back via agent’s trades, and incontrollable noise. As we will show below, our model is tractable
in a quasi-equilibrium setting using conventional tools of constrained convex optimization, due
to its simple structure with a quadratic non-linearity of dynamics.
On the other hand, external signals zt have their own dynamics, and might operate at dif-
ferent frequencies from typical times of market responses to news, events, and other changes in
predictors zt. Therefore, due to its non-linearity, and depending on a relation between character-
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istic times of market responses and signal changes, the model can describe both an equilibrium
and non-equilibrium settings with such non-linear dynamics. A combination of non-linearity of
dynamics with particular patterns of external signals zt whose changes provide new information
to the agent, can lead to potentially very rich dynamics.
We will leave an exploration into generative properties of our model for a future research.
The focus of the present paper is rather of a batch-mode (off-line) learning from past data. Such
learning can be done using model-free or model-based Reinforcement Learning (see e.g. [49])
when rewards are observable, or Inverse Reinforcement Learning (IRL) when they are not. As
in our case rewards (either of a single investor, or ’market-implied’ rewards) are not observable,
we rely on an IRL-based approach for learning in such setting.
Our model, where rewards are not observed but rather inferred from data, belongs in a
class of model-based IRL approaches with a parametrized reward function and dynamics. The
objective of modeling in this approach is to infer the reward function and action policy from data
by tuning model parameters. As in our case we solve the dynamic inverse portfolio optimization
problem for a market-optimal portfolio, our IRL approach infers market-implied reward function
and optimal action policy.
Note that in typical applications of RL for financial decision making, an agent is typically a
(representative or particular) trader or a financial institution who is external to the market. In
contrast, in our approach, an agent is the bounded-rational component of the market itself, as
it is now inseparable from the market, so long as it maintains the market-optimal portfolio.
Therefore, our model is a dynamic model of the market itself, rather than a model of an
external representative investor in such market. Our model is inspired by IRL, Information
Theory, statistical physics and neuroscience, yet it is based on a simple parametric specification
of a one-step reward, and a simple specification of dynamics.
The model is tractable as a non-linearity of dynamics is ’only’ quadratic. Furthermore,
because we use a simple low-dimensional parametric specification of the ’actual’ reward of the
agent, the data requirements for the model are modest. The model does not need tens, hundreds,
or thousands years of training data, even though both the state and action spaces in our problem
are very high-dimensional.
Computationally, the model amounts to a simple and transparent scheme, rather than be-
ing a black-box model in the spirit of Deep Reinforcement Learning. This is because a simple
parametric specification of the model enables proceeding without sophisticated function ap-
proximations that are typically implemented in Deep Reinforcement Learning by deep neural
networks. The main computational tool employed by the model is (an iterative version of) the
conventional Maximum Likelihood estimation method available via standard off-the-shelf numer-
ical optimization software. This can be conveniently done with TensorFlow using its automatic
differentiation functionality.
The paper is organized as follows. In Sect. 2, we review related work, and simultaneously
provide further high-level details of our framework. In Sect. 3 we introduce our notation and
describe an investment portfolio of stocks. In Sect. 4, we present a RL formulation of the model.
Sect. 5 re-formulates the model in an IRL setting, and presents our solution to the problem of
finding an optimal policy and reward function for a single investor case. The IRL problem for
the market as a whole is addressed in Sect. 6. The same section introduces an effective market
dynamics model that is obtained as a by-product of our IRL solution. Experiments are presented
in Sect. 7. Sect. 8 discusses our results and outlines future directions. A brief summary is given
in Sect. 9.
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2 Related work
Our model builds on several threads developed separately by the Quantitative Finance, Re-
inforcement Learning, Information Theory, Physics and Neuroscience communities. Here we
provide a brief overview of related work in these different fields that have a close overlap with
the model developed here, as well as explain their relation with our approach.
2.1 What kind of equilibrium holds for markets?
Quoting Duffie, ”while there are important alternatives, a current basic paradigm for valuation,
in both academia and in practice, is that of competitive market equilibrium” [14]. While this
was said in 1997, this assessment remains true to this day.
Of course, deficiencies of standard financial models based on competitive market equilibrium
and/or no-arbitrage paradigm were not left unnoticed both within the financial community, and
among researchers in other disciplines, most notably physics and computer science. The latter
disciplines contributed a number of interesting and fresh ideas to financial modeling [9], [46]. In
particular, agent-based models may provide interesting insight into how financial markets can
operate when viewed as evolving complex systems, see e.g. [1].
The main challenge with agent-based models is that while they are capable of explaining
some stylized facts of the market, they can hardly be turned, at least at the current stage, into
practically useful tools - in part, due to their high computational complexity. While models
such as CAPM or the Black-Scholes model may miss some important features of real markets,
they also work reasonably well under certain market and trade conditions, and they are fast.
Yet, to better model effects such as market liquidity, Amihud et. al. suggested that, instead
of assuming competitive market equilibrium, researchers should assume an ”equilibrium level of
disequilibrium” [3]. In physics, this is normally referred to as a non-equilibrium steady state.
Viewing markets as an ’equilibrium disequilibrium’ is beneficial if we are willing to consider
them as evolving and self-organizing systems that may bear some similarities to living organisms.
Boltzmann and Scho¨dinger have emphasizes that activities of living organisms are impossible
in thermal equilibrium, and necessarily depend on harnessing a pre-existing disequilibrium. In
other words, as a consequence of the Second Law of thermodynamics, living organisms can only
exist as processes on the way to a state of maximum entropy describing a thermal equilibrium,
but not in this state itself [51], [34].
A demand-based option pricing model that does not rely on no-arbitrage assumptions was
proposed by Garleanu et. al. [20]. A Reinforcement Learning based option pricing model that
similarly does not rely on no-arbitrage but uses instead a model-free and data-driven Q-learning
approach was proposed by one of the authors in [26]7. Residual inefficiencies of markets resulting
from multi-step strategies and market impact were studied by Esipov [16].
2.2 Optimal portfolio execution
A close analog of a setting of our model is a problem of optimal execution in stock trading, one
of the classical problems of Quantitative Finance. The problem amounts to designing an optimal
strategy (policy) for partitioning a large trade order to buy or sell a large block of a stock of
some company into smaller chunks, and buy these chunks sequentially so that a potential market
impact would be minimized, and respectively the total cost of implementing the trade will be
7If so desired, the latter model can also be constructed as an arbitrage-free model, by using a suitable utility
function, instead of a quadratic utility [26].
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minimized as a result. This is a problem solved many thousands times a day by brokers, as well
as those asset managers and hedge funds that execute such trades themselves instead of passing
trade orders to brokers.
The classical way to address such (forward) optimization problem is to start with building
and calibrating models for stock dynamics and price impact. Provided this is done, the next
step is to define a cost function that specifies loss that will be observed upon taking certain
actions in certain states. If we focus for now on execution strategies that involve only market
orders but not limit orders, then these market orders will be our actions at
8.
Assume that the trade order is to sell N shares of a given stock within time T . Optimal
actions a?t are obtained from (forward) optimization of total cumulative costs of execution, as
determined by a policy pit = pit(yt). Here t is current time and yt is a state vector of the system
that includes the current mid-price of the stock St, the number of stocks nt currently held, and
values of external signals zt that may include, in particular, predictors derived from properties
of the limit order book (LOB).
If pi?t (yt) is a (deterministic) optimal policy, then the optimal action a
?
t is simply the value
a?t = pi
?
t (yt). The classical multi-period optimal execution problem was formulated in the
dynamic programming (DP) setting by Bertsimas and Lo [6] for a risk-neutral investor, and
then extended by Almrgen and Chriss [2] to a risk-averse investor.
2.3 Inverse portfolio optimization
In this paper, we consider three (related) modifications to the direct optimization problem
described above. First, we take the view of dynamic inverse optimization, in the spirit of
the Black-Litterman model [8] and its reformulation in [7], and assume that such optimization
problem was already solved by the market itself. Respectively, we look for market-implied
optimal trading policies/strategies rather than trading/execution strategies of an individual
investor. However, our market-wise aggregate trader-agent does the same thing as nearly all
traders in the market do, i.e. it dynamically optimizes its own investment portfolio.
2.4 Dynamic portfolio management with constrained convex optimization
In our specification of single-step rewards, or negative costs of trading, we follow a large lit-
erature on multi-period mean-variance optimization. An accessible review of a version of such
mean-variance optimization is given by Boyd et. al. [10]. We largely adopt the notation
and assumption of the portfolio model suggested by Boyd et. al., while in addition we explicitly
introduce predictors and market impacts effects not considered in [10]. Quadratic objective func-
tions for multi-period portfolio optimization discussed at length in [10] are formulated within
the conventional DP approach that assumes a known model, including a known risk aversion
parameter.
2.5 Stochastic policies
The second modification we make to the classical formulation of the optimal execution problem
is that we consider stochastic (probabilistic), rather than deterministic policies pi. A stochastic
8This is sufficient if we look at aggregate actions of all traders, i.e. the market itself, which is the main setting
of our model in this paper. If the model is applied to an individual investor, restricting a model to modeling only
market orders may be a reasonable approximation for liquid stocks, while for stocks with limited liquidity optimal
strategies may involve combinations of market and limit orders. Extensions of our framework to such setting of
mixed market and limit orders for individual investors will be provided elsewhere.
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policy pit(yt) describes a probability distribution, so that action at becomes a sample from this
distribution, at ∼ pi(yt), rather than a fixed number. Respectively, an optimal action would
be a sample from an optimal policy, a?t ∼ pi?(yt). Deterministic policies can now be viewed
as a special case of stochastic policies, where the action distribution is a Dirac delta-function
pi(at|yt) = δ (at − a?t (yt)) where a?t (yt) is an optimal action for state yt, which corresponds to
a deterministic policy setting of the classical DP approach.
What would be the meaning of such probabilistic modeling of execution orders, given that at
the end they amount to specific numbers, rather than probabilities? Such choice can be justified
for both the direct and inverse problems of optimal execution.
Let’s start with an argument why stochastic policies can be useful for direct optimization.
Given that parameters defining optimal strategies are estimated from data, the resulting policy
is always stochastic de-facto, even though this is not explicitly recognized in deterministic policy
execution models such Bertsimas and Lo [6] and Almgren and Chriss [2] models.
Adapting stochastic policies as a principal modeling tool allows one to explicitly control un-
certainty around an optimal action in each state of the world. The latter can be identified with
a mode of the policy distribution, while uncertainty around this value would be specified by
properties of this distribution, and measured, in a simplest case, by the variance of a predicted
optimal action. This argument is rather similar to an argument for stochastic, rather than de-
terministic, portfolio allocations for a one-period Markowitz-like portfolio optimization problem,
which was put forward by Marschinski et. al. [33].
In the setting of inverse portfolio optimization adopted in this paper, the usefulness of
stochastic policies becomes even more evident. In this case, stochastic policies are needed in
order to account for a possible sub-optimality of a policy used in generated data. Such events
would be incompatible with an assumption of a strict optimality of each action in the data,
leading to vanishing probabilities of observed execution paths. Reliance on stochastic rather
than deterministic policies allows one to cope with possible sub-optimality of historical data.
2.6 Reinforcement Learning
Deterministic policy optimization problem in a dynamic mean-variance optimization setting
similar to Boyd et. al. [10] was reformulated in a data-driven Reinforcement Learning (RL)
way by Ritter [25]. Ritter considers the classical on-line Q-learning for the problem of multi-
period portfolio optimization from data, using a quadratic risk-adjusted cost function. This
translates the problem into a data-driven forward optimization that can can be solved, given
enough training data, by the famous Q-Learning of Watkins and Dayan [56].
The difference between our approach and Ritter’s is that we consider an off-line (batch-mode)
learning, and we do not observe one step costs (or, equivalently, negative rewards). Therefore,
our setting is that of IRL, while Ritter [25] considers an on-line RL formulation. Also, unlike [25]
that uses a discretized state space, we use a continuous-state formulation. Furthermore, Ritter
considers a general optimal portfolio investment problem for a given (representative?) investor,
while here we focus on modeling an agent that represents a bounded-rational component of
the market as a whole. This transforms our approach into a market model, unlike the case
considered by Ritter, which is a trader model.
Quadratic risk-adjusted objective functions were considered in an apparently different prob-
lem of optimal option pricing and hedging using a model-free, data-driven approach in the work
by one of the authors [26, 27]. The approach used in this work assumes off-line, batch-mode
learning, that enables using data-efficient batch RL methods such as Fitted Q Iteration [15, 37].
We use entropy-regularized Reinforcement Learning in the form suggested by Tishby and
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co-workers under the name of G-learning [18], as a way to do Reinforcement Learning in a noisy
environment. While [18] assumed a tabulated discrete-state/discrete-action setting, in our case
both the state and action spaces are high-dimensional continuous spaces. For a tutorial-style
introduction to Information-constrained Markov Decision Processes, see Larsson el. al. [30].
2.7 Inverse Reinforcement Learning
A third modification we introduce to the classical portfolio optimization scheme is that we
assume that some critical model parameters are unknown. Note that forward optimization
using Dynamic Programming always assumes that dynamics and model parameters are known,
or estimated using independent models. In particular, market impact parameters or risk aversion
parameters are not easy to mark down without using additional models to estimate them before
using them in a direct execution optimization method. Moreover, traders do not necessarily even
think in terms of any utility function, and respectively may not even know their own risk-aversion
parameter λ.
Unlike such DP approach, in our model we treat these parameters as unknown, and estimate
them simultaneously with estimating optimal policy from historical trading data. What we
obtain with such procedure can be interpreted as implied market impact and risk aversion
parameters, similar to how implied volatilities are used to price and hedge options in option
markets. In particular, even if traders may not think in terms of a quadratic utility function
with some pre-determined value of λ, their observed behavior might be consistent with such
simple utility function, with some data-implied risk aversion rate λ = λimp.
Note that when risk aversion λ and parameters determining market impact are unknown,
it also means that one-step costs (see below) are unknown as well. Our data therefore consist
of sequences of states and actions, but it does not reveal costs incurred by following these
actions. Such problems of estimating costs (or rewards) from an observed behavior are solved
using methods of Inverse Optimal Control (IOC) when dynamics are known, or using Inverse
Reinforcement Learning (IRL) when dynamics are unknown.
In this paper, we address this problem using model-based IRL. Our framework relies on a
model for specification of one-step costs, market impact, and risk metrics (we will use quadratic
risk measures going forward). On the side of IRL literature, our approach is based on Maximum
Entropy IRL developed in [58], and extended to continuous-space formulation in [36]. A closely
related method is Iterative Quadratic-Gaussian Regulator (IQGR) of Todorov and Li [53].
2.8 Neuroscience and biology
Our approach is similar to a Free-Energy Principle (FEP) approach to living systems and the
brain function developed by Friston and collaborators in [19, 39]. Under this formalism, ”for an
organism to resist dissipation and persist as an adaptive system that is a part of, coupled with,
and yet statistically independent from, the larger system in which it is embedded, it must embody
a probabilistic model of the statistical interdependencies and regularity of its environment” [39].
Our model applies similar approach, based on ideas from statistical thermodynamics, to
the market as a dynamic persistent and adaptive system that embodies a bounded-rational RL
agent that imitates a ’mind’ of the market as a goal-directed ’living organism’ in an adversarial
environment. We implement the above requirement that the agent should embody a probabilistic
model of its environment by formulating this problem as Inverse Reinforcement Learning. The
free energy arises in this approach either as a way to regularize (Inverse) Reinforcement Learning
in a noisy environment by entropy, as in G-learning [18], or as a way to model bounded-rational
decision-making of the agent by imposing constraints on information processing costs [40, 52, 42],
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or equivalently as a way to account for an adversarial character of the environment, see the next
two sections.
2.9 Thermodynamics, Bounded Rationality and Information Theory
Another, and mathematically equivalent way to introduce entropy and free energy into the
problem of sequential decision-making, was formulated within an information-theoretic and
physics-inspired approach in [40, 52, 42]. In particular, Ortega et. al. [40, 42] emphasize
that a regularization ’inverse temperature’ parameter β that corresponds to a cost of informa-
tion processing in a system, can also be interpreted as a degree of rationality of an agent that
dynamically maximizes its free energy (i.e. an entropy-regularized value function).
This interpretation is provided by noting that parameter β determines complexity of a search
for a better policy starting from a given prior policy [40, 42]. Agents with large β → ∞ can
afford a highly complex (costly) search for a better policy, and therefore are more rational than
agents that live in a world with a small value β → 0. In this regime, an agent cannot afford to
change from a prior policy, and therefore behaves as an irrational (entropy-dominated) agent.
The information-theoretic approach thus provides a quantitative and tractable framework for a
bounded-rational agent of Simon [45].
2.10 Self-play, adversarial learning, and the free energy optimization
An adversarial interpretation of Information Theoretic Bounded Rationality was suggested in
[41] where it was shown that a single-agent free energy optimization is equivalent to a fictitious
game between an agent and an imaginary adversary. In our model, we have a similar setting,
where an agent representing a bounded-rational component of the market optimizes its free en-
ergy. The optimization amounts to a dynamical optimization of agent’s portfolio in a stochastic
market environment with information processing costs. The latter are expressed as an entropy
regularization of a value function, see below. As will be shown in Sect. 4.6, using the method
of [41], such self-play can be equivalently viewed as adversarial learning in a fictitious two-party
game with an adversarial opponent.
2.11 Bounded Rational Information Theoretic IRL (BRIT-IRL)
Our approach integrates ideas of Maximum Entropy IRL with a Bounded Rational Information-
Theoretic interpretation of the process of learning, and applies them to make inferences of an
’Invisible Hand’, in the spirit of the Black-Litterman model. In splitting the market into its
bounded-rational self and the rest, the model also has strong similarities with the free-energy
approach to the brain and biological systems [19, 39]. In our approach, such view is applied to a
financial market as a dynamic self-organizing system, with a focus on inverse rather than direct
learning.
As our setting is of inverse learning, instead of assuming some value of degree of rationality
β, we infer such parameter implied by the market data within our model. This produces a
dynamic ”market-implied” index of rationality βt that can be used as a simple monitoring
statistic, or possibly as a predictor of future events in the market. If the model is applied to
an individual investor, provided corresponding proprietary trading data are available, it can
produce an implied ’amount of rationality’ of that particular trader.
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3 Investment portfolio
We adopt the notation and assumption of the portfolio model suggested by Boyd et. al. [10].
In this model, dollar values of positions in n assets i = 1, . . . , n are denoted as a vector xt with
components (xt)i for a dollar value of asset i at the beginning of period t. In addition to assets
xt, an investment portfolio includes a risk-free bank cash account bt with a risk-free interest rate
rf . A short position in any asset i then corresponds to a negative value (xt)i < 0. The vector of
mean of bid and ask prices of assets at the beginning of period t is denoted as pt, with (pt)i > 0
being the price of asset i. Trades ut are made at the beginning of interval t, so that asset values
x+t immediately after trades are deterministic:
x+t = xt + ut (1)
The total portfolio value is
vt = 1
Txt + bt (2)
where 1 is a vector of ones. The post-trade portfolio is therefore
v+t = 1
Txt + b
+
t = 1
T (xt + ut) + b
+
t = vt + 1
Tut + b
+
t − bt (3)
We assume that all re-balancing of stock positions are financed from the bank cash account
(additional cash cost related to the trade will be introduced below). This imposes the following
’self-financing’ constraint:
1Tut + b
+
t − bt = 0 (4)
which simply means that the portfolio value remains unchanged upon an instantaneous re-shuffle
of the wealth between the stock and cash:
v+t = vt (5)
The post-trade portfolio v+t and cash are invested at the beginning of period t until the beginning
of the next period. The return of asset i over period t is defined as
(rt)i =
(pt+1)i − (pt)i
(pt)i
, i = 1, . . . , n (6)
Asset positions at the next time period are then given by
xt+1 = x
+
t + rt ◦ x+t (7)
where ◦ stands for an element-wise (Hadamard) product, and rt ∈ Rn is the vector of asset
returns from period t to period t + 1. The next-period portfolio value is then obtained as
follows:
vt+1 = 1
Txt+1 = (1 + rt)
Tx+t = (1 + rt)
T (xt + ut) (8)
Given a vector of returns rt in period t, the change of the portfolio value in excess of a
risk-free growth is
∆vt ≡ vt+1 − (1 + rf )vt = (1 + rt)T (xt + ut) + (1 + rf )b+t − (1 + rf )1Txt − (1 + rf )bt
= (rr − rf1)T (xt + ut) (9)
where in the second equation we used Eq.(4).
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3.1 Terminal condition
A terminal condition for the market portfolio is obtained from the requirement that at a planning
horizon T , all stock positions should be equal to the actual observed weights of stocks in the
market index. This implies that xT = x
M
T where x
M
T are market cap weights in the S&P 500
index at time T . By Eq.(1), this fixes the action uT at the last time step:
uT = x
M
T − xT−1 (10)
Therefore, action uT at the last step is deterministic and is not subject to optimization that
should be applied to T remaining actions uT−1, . . . ,u0.
If the model is applied to an individual investor, the planning horizon T is an investment
horizon for that investor, while the terminal condition (10) can be replaced by a similar terminal
condition for the investor portfolio.
3.2 Asset returns model
We assume the following linear specification of one-period excess asset returns:
rt − rf1 = Wzt −MTut + εt (11)
where zt is a vector of predictors with factor loading matrix W, M is a matrix of permanent
market impacts with a linear impact specification, and εt is a vector of residuals with
E [εt] = 0, Vart [εt] = Σr (12)
Equation (11) specifies stochastic returns rt, or equivalently the next-step stock prices, as driven
by external signals zt, control (action) variables ut, and uncontrollable noise εt.
Though they enter ’symmetrically’ in Eq.(11), two drivers of returns zt and ut play entirely
different roles. While signals zt are completely external for the agent, actions ut are controlled
degrees of freedom. In our approach, we will be looking for optimal controls ut for the market-
wise portfolio. When we set up a proper optimization problem, we solve for an optimal action
ut. As will be shown in this paper, this optimal control turns out to be a linear function of
xt, plus noise. Substituting it back into Eq.(11), this produces effective dynamically generated
dynamics that involve only stock prices, see Eq.(109) below in Sect. 6.19.
3.3 Signal dynamics and state space
For dynamics of signals zt, similar to [21], we will assume a simple multi-variate mean-reverting
Ornstein-Uhlenbeck (OU) process for a K-component vector zt:
zt+1 = (I− Φ) ◦ zt + εzt (13)
where εzt ∼ N (0,Σz) is the noise term, and Φ is a diagonal matrix of mean reversion rates.
It is convenient to form an extended state vector yt of size N +K by concatenating vectors
xt and zt:
yt =
[
xt
zt
]
(14)
The extended vector yt describes a full state of the system for the agent that has some control
of its x-component, but no control of its z-component.
9The reader interested only in the final asset return model resulting from our framework but not in its derivation
can jump directly to Eq.(109).
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3.4 One-period rewards
We first consider an idealized case when there are no costs of taking action ut at time step t.
An instantaneous random reward received upon taking such action is obtained by substituting
Eq.(11) in Eq.(9):
R
(0)
t (yt,ut) =
(
Wzt −MTut + εt
)T
(xt + ut) (15)
In addition to this reward that would be obtained in an ideal friction-free world, we have to
add (negative) rewards received due to instantaneous market impact and transaction fees10.
Furthermore, we have to include a negative reward due to risk in a newly created portfolio
position at time t + 1. Similar to [10], we choose a simple quadratic measure of such risk
penalty, as the variance of the instantaneous reward (15) conditional on the new state xt + ut,
multiplied by the risk aversion parameter λ:
R
(risk)
t (yt,ut) = −λVart
[
R
(0)
t (yt,ut)
∣∣∣xt + ut] = −λ(xt + ut)TΣr(xt + ut) (16)
To specify negative rewards (costs) of an instantaneous market impact and transaction costs,
it is convenient to represent each action uti as a difference of two non-negative action variables
u+ti , u
−
ti ≥ 0:
uti = u
+
ti − u−ti , |uti| = u+ti + u−ti , u+ti , u−ti ≥ 0 (17)
so that uti = u
+
ti if uti > 0 and uti = −u−ti if uti < 0. The instantaneous market impact and
transaction costs are then given by the following expressions:
R
(impact)
t (yt,ut) = −xTt Γ+u+t − xTt Γ−u−t − xTt Υzt
R
(fee)
t (yt,ut) = −ν+Tu+t − ν−Tu−t (18)
Here Γ+, Γ−, Υ and ν+, ν− are, respectively, matrices-valued and vector-valued parameters that
in a simplest case can be parametrized in terms of single scalars multiplied by unit vectors or
matrices.
Combining Eqs.(15, (16), (18), we obtain our final specification of a risk- and cost-adjusted
instantaneous reward function for the problem of optimal portfolio liquidation:
Rt(yt,ut) = R
(0)
t (yt,ut) +R
(risk)
t (yt,ut) +R
(impact)
t (yt,ut) +R
(fee)
t (yt,ut) (19)
The expected one-step reward given action ut = u
+
t − u−t is given by
Rˆt(yt,ut) = Rˆ
(0)
t (yt,ut) +R
(risk)
t (yt,ut) +R
(impact)
t (yt,ut) +R
(fee)
t (yt,ut) (20)
where
Rˆ
(0)
t (yt,ut) = Et,u
[
R
(0)
t (yt,ut)
]
=
(
Wzt −MT (u+t − u−t )
)T (
xt + u
+
t − u−t
)
(21)
where Et,u [·] = E [·|yt,ut] stands for averaging over next-periods realizations of market returns.
Note that the one-step expected reward (20) is a quadratic form of its inputs. We can write
it more explicitly using vector notation:
Rˆ(yt,at) = y
T
t Ryyyt + a
T
t Raaa + a
T
t Rayyt + a
T
t Ra (22)
where
Raa =
[ −M− λΣr M + λΣr
M + λΣr −M− λΣr
]
, Ryy =
[ −λΣr W −Υ
0 0
]
,
Ray =
[[ −M− 2λΣr − Γ+
M + 2λΣr − Γ−
]
,
[
W
W
]]
, Ra = −
[
ν+
ν+
]
(23)
10We assume no short sale positions in our setting, and therefore do not include borrowing costs.
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3.5 Multi-period portfolio optimization
Multi-period portfolio optimization is equivalently formulated either as maximization of risk-
and cost-adjusted returns, as in the Markowitz portfolio model, or as minimization of risk-
and cost-adjusted trading costs. The latter specification is usually used in problems of optimal
portfolio liquidation.
A multi-period risk- and cost-adjusted reward maximization problem reads
maximize Et
[∑T−1
t′=t γ
t′−tRˆt′(yt′ ,at′)
]
(24)
where Rˆt(yt,at) = y
T
t Ryyyt + a
T
t Raaa + a
T
t Rayyt + a
T
t Ra
w.r.t. at =
(
u+t
u−t
)
≥ 0,
subject to xt + u
+
t − u−t ≥ 0
Here 0 < γ ≤ 1 is a discount factor. Note that the sum over future periods t′ = [t, . . . , T − 1]
does not include the last period t′ = T , because the last action is fixed by Eq.(10).
An equivalent cost-focused formulation is obtained by flipping the sign of the above problem,
and re-phrasing it as minimization of trading costs Cˆt(yt,at) = −Rˆt(yt,at):
minimize Et
[∑T−1
t′=t γ
t′−tCˆt′(yt′ ,at′)
]
(25)
where Cˆt(yt,at) = −Rˆt(yt,at) (26)
subject to the same constraints as in (24).
3.6 Dynamic Inverse Portfolio Optimization
When the model dynamics are known (or independently estimated from data), the dynamic
portfolio optimization problem of Eq.(24) can be formulated as a problem of Stochastic Optimal
Control (SOC), also known as a Dynamic Programming approach. This approach was pursued
in Ref. [10] in a general setting of convex portfolio optimization, see also references there on
previous work on this topic. In particular, one well-known example is a dynamic mean-variance
model of Garleanu and Pedersen [21] with quadratic transaction costs.
We keep a convex multi-period portfolio formulation while adding to it modeling of market
impact and external signals, and focusing on a inverse optimization problem, rather than a
forward optimization problem as in [10]. We can refer to this problem as a Dynamic Inverse
Portfolio Optimization (DIPO) problem. The word ’dynamic’ here means that a learned optimal
policy should be adaptive to predictors zt.
In DIPO learning, we assume that an optimal portfolio strategy has been already found,
perhaps not quite optimally, in the past by an expert trader. We assume that we have a record
of N different runs of such nearly optimal strategy, each of length T , performed by this expert
trader. Following the common conventions of the RL/IRL literature, we can call this data
samples expert demonstrations, or expert trajectories. The problem is then to find the optimal
execution policy from these data.
We may differentiate between two possible settings for such data-driven DIPO learning that
can be encountered in practice. First, in a setting of Reinforcement Learning we have access
to historical data consisting of stock market prices, actions taken (i.e. portfolio trades), and
risk-adjusted rewards received upon taking these actions (see below for details). In addition, the
data consists of all predictive factors (”alpha-factors”) that might be predictive of rewards. The
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objective is to learn and improve a policy that was used in the data, so that the new improved
policy can be used to generate higher rewards in the future.
The other setting is of Inverse Reinforcement Learning (IRL), where everything is the same
as above, except we do not observe rewards anymore. The objective is to learn the reward
function that leads to the observed behavior, and learn the policy as well.
This is the setting of this paper, where we use an IRL framework to represent all traders in the
market as one market-wise ’expert trader’ who is mathematically modeled as a bounded-rational
RL agent. A reward function of this agent is learned from market data, plus whatever signals
zt that are used by the model. The learned parameters include market-implied risk aversion
λ, market impact parameters µi, weights W of predictors zt, and market-implied ’rationality
index’ β.
Note that if proprietary trading data from a particular trader or broker are available, the
same framework can be applied to learn a reward function of that particular trader. Such setting
might be interesting given that the value of a ’true’ risk aversion parameter is often unknown to
investors themselves, as they may not base their decisions on a quadratic utility model. When
applied to an individual investor, the model developed here may offer a probabilistic model of
that particular investor, with parameters estimated on trading data of this investor, combined
with the market data.
Regarding the policy optimization problem, as rewards are not observed in the IRL setting,
this problem is in general both harder and less well-posed in comparison to the RL setting.
In particular, unlike RL off-policy methods such as Q-learning that can learn, given enough
data, even from data with purely random actions, IRL methods cannot proceed with data with
entirely random actions. For IRL to work, data collected should correspond to some good,
though not necessarily optimal policy. Probabilistic IRL methods are capable of learning when
demonstrated data does not always correspond to optimal actions.
While our main focus in this paper is on the IRL setting, we will start below with RL
approaches to the problem.
4 Reinforcement Learning of optimal trading
In this section, we will discuss a data-driven Reinforcement Learning approach to multi-period
portfolio optimization of Eq.(24). We first introduce stochastic policies and a Bellman equation
with stochastic policies, and then consider an entropy-regularized methods for MDP correspond-
ing to Eq.(24).
4.1 Stochastic policy
Note that the multi-period portfolio optimization problem (24) assumes that an optimal policy
that determines actions at is a deterministic policy that can also be described as a delta-like
probability distribution
pi(at|yt) = δ (at − a?t (yt)) (27)
where the optimal deterministic action a?t (yt) is obtained by maximization of the objective (24)
with respect to controls at.
But the actual trading data may be sub-optimal, or noisy at times, because of model mis-
specifications, market timing lags, human errors etc. Potential presence of such sub-optimal
actions in data poses serious challenges, if we try to assume deterministic policy (27) that
assumes the the action chosen is always an optimal action. This is because such events should
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have zero probability under these model assumptions, and thus would produced vanishing path
probabilities if observed in data.
Instead of assuming a deterministic policy (27), stochastic policies described by smoothed
distributions pi(at|yt), are more useful for inverse problems such as the problem of inverse port-
folio optimization. In this approach, instead of maximization with respect to deterministic
policy/action at, we re-formulate the problem as maximization over probability distributions
pi(at|yt):
maximize Eqpi
[∑T−1
t′=t γ
t′−tRˆt(yt′ ,at′)
]
(28)
where Rˆ(yt,at) = y
T
t Ryyyt + a
T
t Raaa + a
T
t Rayyt + a
T
t Ra
w.r.t. qpi(x¯, a¯|y0) = pi(a0|y0)
∏T−1
t=1 pi(at|yt)P (yt+1|yt,at)
subject to
∫
dat pi (at|yt) = 1
Here Eqpi [·] stands for expectations with respect to path probabilities defined according to the
third line in Eqs.(28).
Note that due to inclusion of a quadratic risk penalty in the risk-adjusted return Rˆ(xt,at) the
original problem of risk-adjusted return optimization is re-stated in Eq.(28) as maximizing the
expected cumulative reward in the standard MDP setting, thus making the problem amenable
to a standard risk-neutral approach of MDP models. Such simple risk adjustment based on
one-step variance penalties was suggested in a non-financial context by Gosavi [23], and used in
a Reinforcement Learning based approach to option pricing in [26, 27].
Another comment that is due here is that a probabilistic approach to actions in portfolio
trading appears, on many counts, a more natural way than a formalism based on deterministic
policies. Indeed, even in a simplest one-period setting, because the Markowitz-optimal solution
for portfolio weights is a function of estimated stock means and covariances, they are in fact ran-
dom variables. Yet the probabilistic nature of portfolio optimization is not recognized as such in
Markowitz-type single-period or multi-period optimization settings such as (24). A probabilistic
portfolio optimization formulation was suggested in a one-period setting by Marshinski et. al.
[33].
4.2 Reference policy
We assume that we are given a probabilistic reference (or prior) policy pi0(at|yt) which should
be decided upon prior to attempting the portfolio optimization (28). Such policy can be chosen
based on a parametric model, past historic data, etc. We will use a simple Gaussian reference
policy
pi0(at|yt) = 1√
(2pi)N |Σp|
exp
(
−1
2
(at − aˆ(yt))T Σ−1p (at − aˆ(yt))
)
(29)
where aˆ(yt) can be a deterministic policy chosen to be a linear function of a state vector yt:
aˆ(yt) = Aˆ0 + Aˆ1yt (30)
A simple choice of parameters in (29) could be to specify them in terms of only two scalars
aˆ0, aˆ1 as follows: Aˆ0 = aˆ01|A| and Aˆ1 = aˆ11|A|×|A| where |A| is the the size of vector at, 1A
and 1A×A are, respectively, a vector and matrix made of ones. The scalars aˆ0 and aˆ1 would then
serve as hyper-parameters in our setting. Similarly, covariance matrix Σp for the prior policy
can be taken to be a simple matrix with constant correlations ρp and constant variances σp.
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As will be shown below, an optimal policy has the same Gaussian form as the prior policy
(29), with updated parameters Aˆ0, Aˆ1 and Σp. These updates will be computed iteratively
starting with their initial values defining the prior (29). Respectively, updates at iteration k will
be denoted by upper subscripts, e.g. Aˆ
(k)
0 , Aˆ
(k)
1 .
Furthermore, it turns out that a linear dependence on yt at iteration k, driven by the value
of Aˆ
(k)
1 arises even if we set Aˆ1 = Aˆ
(0)
1 = 0 in the prior (29). Such choice of a state-independent
prior pi0(at|yt) = pi0(at), although not very critical, reduces the number of free parameters in the
model by two, as well as simplifies some of the analyses below, and hence will be assumed going
forward. It also makes it unnecessary to specify the value of y¯t in the prior (29) (equivalently,
we can initialize it at zero). The final set of hyper-parameters defining the prior (29) therefore
includes only three values of aˆ0, ρa, Σp.
4.3 Bellman Optimality Equation
Let
V ?t (yt) = max
pi(·|y)
E
[
T−1∑
t′=t
γt
′−tRˆt′(yt′ ,at′)
∣∣∣∣∣yt
]
(31)
The optimal state value function V ?t (xt) satisfies the Bellman optimality equation (see e.g. [49])
V ?t (yt) = maxat
Rˆt(yt,at) + γEt,at
[
V ?t+1(yt+1)
]
(32)
The optimal policy pi? can be obtained from V ? as follows:
pi?t (at|yt) = arg maxat Rˆt(yt,at) + γEt,at
[
V ?t+1(yt+1)
]
(33)
The goal of Reinforcement Learning (RL) is to solve the Bellman optimality equation based on
samples of data. Assuming that an optimal value function is found by means of RL, solving for
the optimal policy pi? takes another optimization problem as formulated in Eq.(33).
4.4 Entropy-regularized Bellman optimality equation
Following [11], we start with reformulating the Bellman optimality equation using a Fenchel-type
representation:
V ?t (yt) = max
pi(·|y)∈P
∑
at∈At
pi(at|yt)
(
Rˆt(yt,at) + γEt,at
[
V ?t+1(yt+1)
])
(34)
Here P = {pi : pi ≥ 0,1Tpi = 1} stands for a set of all valid distributions. Eq.(34) is equivalent to
the original Bellman optimality equation (31), because for any x ∈ Rn, we have maxi∈{1,...,n} xi =
maxpi≥0,||pi||≤1 piTx. Note that while we use discrete notations for simplicity of presentation, all
formulas below can be equivalently expressed in continuous notations by replacing sums by
integrals. For brevity, we will denote the expectation Eyt+1|yt,at [·] as Et,a [·] in what follows.
The one-step information cost of a learned policy pi(at|yt) relative to a reference policy
pi0(at|yt) is defined as follows [18]:
gpi(y,a) = log
pi(at|yt)
pi0(at|yt) (35)
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Its expectation with respect to policy pi is the Kullback-Leibler (KL) divergence of pi(·|yt) and
pi0(·|yt):
Epi [gpi(y,a)|yt] = KL[pi||pi0](yt) ≡
∑
at
pi(at|yt) log pi(at|yt)
pi0(at|yt) (36)
The total discounted information cost for a trajectory is defined as follows:
Ipi(y) =
T∑
t′=t
γt
′−tE [gpi(yt′ ,at′)|yt = y] (37)
The free energy function F pit (yt) is defined as the value function (34) augmented by the infor-
mation cost penalty (37):
F pit (yt) = V
pi
t (yt)−
1
β
Ipi(yt)
=
T∑
t′=t
γt
′−tE
[
Rˆt′(yt′ ,at′)− 1
β
gpi(yt′ ,at′)
]
(38)
Note that β in Eq.(38) serves as the ”inverse temperature” parameter that controls a trade-off
between reward optimization and proximity to the reference policy, see below. The free energy
F pit (yt) is the entropy-regularized value function, where the amount of regularization can be
tuned to better cope with noise in data11. The reference policy pi0 provides a ”guiding hand” in
the stochastic policy optimization process that we describe next.
A Bellman equation for the free energy function F pit (yt) is obtained from (38):
F pit (yt) = Ea|y
[
Rˆt(yt,at)− 1
β
gpi(yt,at) + γEt,a
[
F pit+1(yt+1)
]]
(39)
For a finite-horizon setting, Eq.(39) should be supplemented by a terminal condition
F piT (yT ) = RˆT (yT ,aT )
∣∣∣
aT=−uT−1
(40)
(see Eq.(10)). Eq.(39) can be viewed as a soft probabilistic relaxation of the Bellman optimality
equation for the value function, with the KL information cost penalty (36) as a regularization
controlled by the inverse temperature β. In addition to such regularized value function (free
energy), we will next introduce an entropy regularized Q-function.
4.5 G-function: an entropy-regularized Q-function
Similarly to the action-value function, we define the state-action free energy function Gpi(x,a)
as [18]
Gpit (yt,at) = Rˆt(yt,at) + γE
[
F pit+1(yt+1)
∣∣yt,at] (41)
= Rˆt(yt,at) + γEt,a
[
T∑
t′=t+1
γt
′−t−1
(
Rˆt′(yt′ ,at′)− 1
β
gpi(yt′ ,at′)
)]
= Et,a
[
T∑
t′=t
γt
′−t
(
Rˆt′(yt′ ,at′)− 1
β
gpi(yt′ ,at′)
)]
11Note that in physics, as well as in the free-energy principle literature [19, 39], free energy is defined with
a negative sign relative to Eq.(38). This difference is purely a matter of a sign convention, as maximization of
Eq.(38) can be re-stated as minimization of its negative. With our sign convention for the free energy function,
we follow Reinforcement Learning and Information Theory literature [40, 52, 42, 30].
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where in the last equation we used the fact that the first action at in the G-function is fixed,
and hence gpi(yt,at) = 0 when we condition on at = a.
If we now compare this expression with Eq.(38), we obtain the relation between the G-
function and the free energy F pit (yt):
F pit (yt) =
∑
at
pi(at|yt)
[
Gpit (yt,at)−
1
β
log
pi(at|yt)
pi0(at|yt)
]
(42)
This functional is maximized by the following distribution pi(at|yt):
pi(at|yt) = 1
Zt
pi0(at|yt)eβGpit (yt,at) (43)
Zt =
∑
at
pi0(at|yt)eβGpit (yt,at)
The free energy (42) evaluated at the optimal solution (43) becomes
F pit (yt) =
1
β
logZt =
1
β
log
∑
at
pi0(at|yt)eβGpit (yt,at) (44)
Using Eq.(44), the optimal action policy (43) can be written as follows :
pi(at|yt) = pi0(at|yt)eβ(Gpit (yt,at)−Fpit (yt)) (45)
Eqs.(44), (45), along with the first form of Eq.(41) repeated here for convenience:
Gpit (yt,at) = Rˆt(yt,at) + γEt,a
[
F pit+1(yt+1)
∣∣yt,at] (46)
constitute a system of equations that should be solved self-consistently by backward recursion
for t = T − 1, . . . , 0, with terminal conditions
GpiT (yT ,aT ) = RˆT (yT ,aT ) (47)
F piT (yT ) = G
pi
T (yT ,aT ) = RˆT (yT ,aT )
The self-consistent scheme of Eqs.(44, 45, 46) [18] can be used in both the RL setting, when
rewards are observed, and in the IRL setting when they are not. Before proceeding with these
methods, we want to digress on an alternative interpretation of entropy regularization in Eq.(38),
that can be useful for clarifying the approach of this paper.
4.6 Adversarial interpretation of entropy regularization
A useful alternative interpretation of the entropy regularization term in Eq.(38) can be suggested
using its representation as a Legendre-Fenchel transform of another function [41]:
− 1
β
∑
at
pi(at|yt) log pi(at|yt)
pi0(at|yt) = minC(at,yt)
∑
at
(
−pi(at|yt) (1 + C(at,yt)) + pi0(at|yt)eβC(at,yt)
)
(48)
where C(at,yt) is an arbitrary function. Eq.(48) can be verified by direct minimization of the
right-hand side with respect to C(at,yt).
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Using this representation of the KL term, the free energy maximization problem (42) can be
re-stated as a max-min problem
F ?t (yt) = maxpi
min
C
∑
at
pi(at|yt) [Gpit (yt,at)− C(at,yt)− 1] + pi0(at|yt)eβC(at,yt) (49)
The imaginary adversary’s optimal cost obtained from (49) is
C?(at,yt) =
1
β
log
pi(at|yt)
pi0(at|yt) (50)
Similarly to [41], one can check that this produces an indifference solution for the imaginary
game between the agent and its adversarial environment where the total sum of the optimal
G-function and the optimal adversarial cost (50) is constant: G?t (yt,at) + C
?(at,yt) = const,
which means that the game of the original agent and its adversary is in a Nash equilibrium.
Therefore, portfolio optimization in a stochastic environment by a single agent that represents
a bounded-rational component of the market as a whole, as is done in our approach using the
entropy-regularized free energy, is mathematically equivalent to studying a Nash equilibrium in
a two-party game of our our agent with an adversarial counter-party with an exponential budget
given by the last term in Eq.(49).
4.7 G-learning and F-learning
In the RL setting when rewards are observed, the system Eqs.(44, 45, 46) can be reduced to one
non-linear equation. Substituting the augmented free energy (44) into Eq.(41), we obtain
Gpit (y,a) = Rˆ(yt,at) + Et,a
γ
β
log
∑
at+1
pi0(at+1|yt+1)eβGpit+1(yt+1,at+1)
 (51)
This equation provides a soft relaxation of the Bellman optimality equation for the action-value
Q-function, with the G-function defined in Eq.(41) being an entropy-regularized Q-function
[18]. The ”inverse-temperature” parameter β in Eq.(51) determines the strength of entropy
regularization. In particular, if we take β → ∞, we recover the original Bellman optimality
equation for the Q-funciton. Because the last term in (51) approximates the max(·) function
when β is large but finite, Eq.(51) is known in the literature as soft Q-learning.
For finite values β < ∞, in a setting of Reinforcement Learning with observed rewards,
Eq.(51) can be used to specify G-learning [18]: an off-policy time-difference (TD) algorithm
that generalizes Q-learning to noisy environments where an entropy-based regularization can
be needed. The G-learning algorithm of Ref. [18] was specified in a tabulated setting where
both the state and action space are finite. In our case, we deal with high-dimensional state
and action spaces, and in addition, we do not observe rewards, therefore we are in a setting of
Inverse Reinforcement Learning.
Another possible approach is to bypass theG-function (i.e. the entropy-regulated Q-function)
altogether, and proceed with the Bellman optimality equation for the free energy F-function (38).
In this case, we have a pair of equations for F pit (yt) and pi(at|yt):
F pit (yt) = Ea|x
[
Rˆ(yt,at)− 1
β
gpi(yt,at) + γEt,a
[
F pit+1(yt+1)
]]
pi(at|yt) = 1
Zt
pi0(at|yt)eRˆ(yt,at)+γEt,a[Fpit+1(yt+1)] (52)
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Here the first equation is the Bellman equation (39) for the F-function, and the second equation
is obtained by substitution of Eq.(46) into Eq.(43). Also note that the normalization constant
Zt in Eq.(52) is in general different from the normalization constant in Eq.(43).
Eq.(52) shows that one-step rewards Rˆ(yt,at) do not form on their own an alternative
specification of single-step action probabilities pi(at|yt). Rather, a specification of the sum
Rˆ(yt,at) + γEt,a
[
F pit+1(yt+1)
]
is required [42]. However, in a special case when dynamics are
linear and rewards Rˆ(yt,at) are quadratic, the term Et,a
[
F pit+1(yt+1)
]
has the same parametric
form as the time-t reward Rˆ(yt,at), therefore addition of this term amounts to a ’renormaliza-
tion’ of parameters of the one-step reward function (see below). Therefore, if the only objective
of IRL is to learn a policy from data via modeling a reward function, a model can directly learn
these ’renormalized’ parameters from data. Splitting these values into a current-reward and
expected future-reward part would be unnecessary in this case, reducing the problem of finding
an optimal policy in IRL to a standard Maximum Likelihood estimation. Such approach was
considered e.g. in [28] in a different context.
5 Inverse Reinforcement Learning of optimal trading
In this section, we will simultaneously analyze two settings for our model: (i) a single investor
IRL, and (ii) a market portfolio IRL. The main difference between these two cases is that while
in the first case actions of an agent are observable, in the second case they are not directly
observable, only their impact on market prices is observed.
A second difference has to do with a planning horizon in the model. For a single investor
case, we have a finite-horizon MDP problem where a task starts a given initial time t0 and ends
in T steps at a specific time t0 + T . On the contrary, for the market portfolio IRL we do not
have a well defined notion of a starting time t0 and an end time T . The only uncontroversial
time-like parameter is the current time t.
A reasonable choice would be to get rid of an alleged time non-stationarity in a time homo-
geneous problem by setting t0 = t (which means we start our task now), and to set T to infinity.
The latter means changing the problem to a problem of an infinite-horizon IRL.
On the other hand, as we will show below, computational algorithms for these two cases
have many common or similar elements. In particular, an infinite-horizon setting can be numer-
ically approximated by a fixed time horizon, while unobserved actions can be viewed as hidden
variables that now become a part of inference of the model.
This implies that up to a certain point, inference of a market optimal portfolio and a single
investor portfolio should involve many common elements. In our setting, as our bounded-rational
market-agent is a sum of all individual investors, state variables in these two formulations are
linked in a very explicit way: what was a dollar amount of a single investor’s investment in a
given stock becomes a total market capitalization for this stock in the market portfolio case.
Therefore, additivity of total individual investor’s portfolios and actions into a single market-
wise portfolio and a single action of a bounded-rational market-agent is built-in in our model
by construction. This implies that the case of a market portfolio inference can be viewed as a
generalization of a single investor case12.
In this section, we will present a general solution to the problem of inference of optimal
investment strategy from data made of observation of states, that works for both cases of a
12It also opens a way to build a model of influential ’market movers” in a top-down manner by a probabilistic
dissection (”thinning”) of a market-optimal portfolio into sub-portfolios of individual major investors. We leave
this for a future research.
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single investor and a market portfolio. This solution is based on a variational EM algorithm,
and it can be used to find the original model parameters Θ. As will be shown in Sect. 6, for a
specific case of a market portfolio, in addition to such general approach, our model can also be
estimated in an alternative and simpler way, by re-formulating it as an econometric model of
stock returns. Our presentation in the present section covers both cases of a single investor and
market portfolio simultaneously when possible, and give separate analyses when it is not.
5.1 Likelihood functions
We first consider the case of observable actions. Data in this case includes a set of D trajectories
ζi where i = 1, . . . D of state-action pairs (yt,at) where trajectory i starts at some time t0i and
runs until time Ti.
We consider a single trajectory ζ where we set the start time t = 0 and the end time T .
As individual trajectories are considered independent, they will enter additively in the final
log-likelihood of the problem. We assume that dynamics are Markov in the pair (yt,at).
The probability of complete data for trajectory ζ is
Pc (y,a|Θ) = pθ(y0)
T−1∏
t=0
piθ(at|yt)pθ (yt+1|yt,at) (53)
Here p(y0) is a marginal probability of yt at the start of the i-th demonstration, and pθ (yt+1|ytat)
is a probability of a new state yt+1 conditional on the previous state yt and action at taken
at this step. Note that the first action a0 is fixed, therefore we have piθ(a0|y0) = 1. Also note
that in our model-based IRL setting, both the action policy piθ(·|yt) and transition probability
pθ (yt+1|ytat) depend on the same set of parameters. The joint distribution pθ(yt+1,at|yt) =
piθ(at|yt)pθ (yt+1|ytat) is a generative model in our framework.
For a complete data (i.e. when both yt and at are observable), we obtain the following
log-likelihood
Lc(θ) = logPc (y,a|Θ) = log pθ(y0) +
∑
t∈ζ
(log piθ(at|yt) + log pθ (yt+1|yt,at)) (54)
where yt and at stand for values observed in data. Given some simple parametric forms for the
policy and transition probability functions, maximization of such complete data log-likelihood
is rather straightforward. Such inference problem with complete data corresponds to a single
investor IRL in our model.
A different situation arises for IRL of the market portfolio. In this case, actions at of the
agent are no longer observable. Respectively, we treat them as hidden variables and integrate
over all values of at in the product over t in Eq.(53). This produces the expected complete
log-likelihood of data
Le(θ) = log pθ(y0) +
T−1∑
t=0
log
∫
datpiθ(at|yt)pθ (yt+1|yt,at) (55)
As the log-likelihood function involves an integral over at, it is in general intractable in high
dimensional action spaces. Therefore, we will next address an approximate approach to evalua-
tion of log-likelihood (55). Furthermore, as Eq.(55) is additive in time steps, in what follows we
focus on practical ways to compute the integral over at in a single term entering the sum over t
in (55).
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5.2 EM algorithm
Expectation Maximization (EM) algorithm is a powerful method for estimating parameters of
models with incomplete observations and/or hidden variables. In our Eq.(55), the role of hidden
variables is played by actions at. In addition, we might introduce additional hidden variables
for tractability of a resulting approximate likelihood.
Let q(at|y) be some distribution for actions at that can depend on the data y = (yt,yt+1).
We can use it to write the expected one-step log-likelihood Lt for time step [t, t+ 1] as follows:
Lt(θ) ≡ log
∫
dat pθ (yt+1,at|yt) = log
∫
dat q(at|y)pθ (yt+1,at|yt)
q(at|y)
≥
∫
dat q(at|y) log pθ (yt+1,at|yt)
q(at|y) (56)
where in the second line we used Jensen’s inequality. This produces the following low bound for
expected log-likelihood of data:
F(q, θ) ≡
∫
dat q(at|y) log pθ (yt+1,at|yt)
q(at|y) = Eq [log pθ (yt+1,at|yt)] +H [q]
= −KL [q(at|y)||pθ (yt+1,at|yt)] (57)
where H [q] = − ∫ dat q(at|y) log q(at|y) is the entropy of distribution q(at|y). The low bound
(57) can be interpreted as a free energy with the ’energy function’ log pθ (yt+1,at|yt) [38].
The classical EM algorithm [12] amounts to iterative maximization of the free energy (57)
with respect to the distribution q and model parameters θ:
E step: q(k+1) = argmax
q
F(q, θ(k))
M step: θ(k+1) = argmax
θ
F(q(k+1), θ) (58)
Note that the E-step can formally be done analytically by noting that the last form of the
free energy F(q, θ) in Eq.(57) indicates that its maximum as a function of q is attained when
q(at|y) = Cpθ (yt+1,at|yt), where C is a normalization constant, which should be equal to
1/pθ (yt+1|yt) to have the right normalization of q(at|y). Together this produces the following
analytical result for the E-step:
q(k+1) =
pθ
(
yt+1,at|yt, θ(k−1)
)
pθ
(
yt+1|yt, θ(k−1)
) = pθ (at|yt+1,yt, θ(k)) (59)
so that q for the k-th step is just the posterior distribution of at computed with the model
parameters from the previous iteration. The M-step in Eq.(58) then amounts to maximization
of the expectation of the ’energy’ log pθ (yt+1,at|yt) in parameters θ. This procedure guarantees
a monotonous convergence to a local maximum of the free energy (57) [12, 38].
5.3 Variational EM
As the M-step of the classical EM algorithm is intractable in our setting, we use the variational
EM method where instead of a non-parametric specification of the approximating distribution q
leading to a non-parametric optimal solution for the E-step, we use a model-based specification
qw(·) parametrized by a set of ’recognition model’ parameters ω. The E-step then amounts to
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maximization with respect to parameters ω, while the M-step is performed with an expectation
defined by the distribution q(k+1)(·).
A variational EM algorithm thus iteratively updates the recognition model parameters ω
and the generative model parameters θ:
E step: ω(k+1) = argmax
ω
F(ω, θ(k))
M step: θ(k+1) = argmax
θ
F(ω(k+1), θ) (60)
While a variational version of the EM algorithm does not guarantees a monotonous increase of a
log-likelihood at each step, it guarantees that the log-likelihood is non-decreasing (i.e. it either
increases or stays constant) at each iteration.
To produce a practical computational scheme, we consider the following specification of a
variational distribution qω(·) as a joint distribution of four hidden variables at, a¯t, y¯t, y¯t+1:
qω(at|y) =
∫
da¯tdy¯tdy¯t+1qω(at, a¯t, y¯t, y¯t+1|y) =
∫
da¯tdy¯qa¯y¯(a¯t, y¯|y, ω)qa(at|a¯t, ω) (61)
where y = (yt,yt+1) and y¯ = (y¯t, y¯t+1). The hidden variables a¯t, y¯ will serve below for lin-
earization of dynamics, similar to the Robust Controllable Embedding (RCE) method of [5].
Using this distribution in Eq.(57), we obtain the following variational EM bound on the
log-likelihood of observed data:
F(ω, θ) =
∫
da¯tdy¯ qa¯y¯(a¯t, y¯|y, ω)
∫
dat qa(at|a¯t, ω) log pθ (yt+1,at|yt)
qω(at, a¯t, y¯|y)
≡
∫
da¯tdy¯ qa¯y¯(a¯t, y¯|y, ω)Fa(ω, θ, a¯t, y¯) (62)
where Fa(ω, θ, a¯t, y¯) is a conditional variational free energy :
Fa(ω, θ, a¯t, y¯) =
∫
datqa(at|a¯t, ω) log piθ (at|yt, a¯t, y¯t) pθ (yt+1|yt,at, a¯t, y¯)
qω(at, a¯t, y¯|y) (63)
where qω(at|y) in the logarithm is computed as per Eq.(61). Eqs.(62) and (63) thus give a
variational low bound on the likelihood of data for inference of a market portfolio, while for the
case of an individual investor, we have to omit the inner integral over at in Eq.(62).
Note that in Eq.(63) we explicitly introduced the hidden variables into the generative model
pθ(yt+1,at|yt). As will be shown below, these hidden variables are introduced to make two
calculations involved in Eq.(63) tractable: computing the integral in (63), and computing the
policy piθ that this integral depends on.
These two tasks are clearly sequential. We will first use conditioning on hidden variables
to find a tractable representation of the action policy piθ, and then use this representation to
compute the integral over at. Eq.(63) suggests that if the distribution qa(at|a¯t, ω) is sharply
peaked around at = a¯t, then the conditional free energy Fa(ω, θ, a¯t, y¯) can be computed using a
saddle-point (Laplace) approximation. The remaining integral in Eq.(62) over the conditioning
hidden variables a¯t, y¯t, y¯t+1 can then be computed using another saddle point approximation.
This scheme will be presented in details below after we specify the variational policy distribution
qw and the generative model pθ.
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5.4 Variational distribution qw
Our variational model qω is defined as follows:
qω (at, a¯t, y¯|y) = qa¯y¯ (a¯t, y¯|y) qa(at|a¯t, ω)
= qφ (y¯t+1|yt+1) qϕ (y¯t|yt, y¯t+1) qa¯(a¯t|yt, ω)qa(at|a¯t, ω) (64)
Here qφ and qϕ are variational forward and backward encoders, respectively [5]. As we assume
time homogeneity, a functional form of the encoder qφ (y¯t+1|yt+1) should be the same as of
qφ (y¯t|yt).
We use Gaussian specifications for four marginals of the variational policy qw:
qa¯(a¯t|yt, ω) = N (a¯t|µa(yt),Σa) ,
qφ (y¯t|yt) = N (y¯t|µφ(yt),Σφ)
qϕ (y¯t|yt, y¯t+1) = N (y¯t+1|µϕ(yt, y¯t+1),Σϕ) (65)
qa(at|a¯t, ω) = N (at|a¯t,Σδ)
with constant covariance matrices and linear mean functions:
µa(yt) = µa + Λayt
µφ(yt+1) = µφ + Λφyt+1
µϕ(yt, y¯t+1) = µϕ + Λ
(1)
ϕ yt + Λ
(2)
ϕ y¯t+1 (66)
An alternative to these simple linear specifications could be non-linear means and covariances
implemented by neural networks as in Ref.[5], or using some other universal function approxi-
mations such as Gaussian mixtures or trees. In this paper, we stick to simple linear Gaussian
forms (65), (66).
The vector ω of parameters of the variational distribution qω thus includes three vectors
µa, µφ, µϕ, four ’slope’ matrices Λa, Λφ, Λ
(1)
ϕ , Λ
(2)
ϕ , and four covariance matrices Σa, Σφ, Σϕ, Σδ.
For the marginalized distribution qω(at|yt) in Eq.(61), we obtain
qω(at|yt) =
∫
da¯ qa¯(a¯|yt)qa(at|a¯) = N (at|µa(yt),Σw) , Σw = Σa + Σδ (67)
We can also marginalize over y¯t+1:
qy¯ (y¯t|yt,yt+1) =
∫
dy¯t+1 qφ (y¯t+1|yt+1) qϕ (y¯t|yt, y¯t+1) = N (y¯t|µh(yt,yt+1),Σh) (68)
where
µh(yt,yt+1) = Λ
(2)
ϕ (µφ + Λφyt+1) + Λ
(1)
ϕ yt + µϕ
Σh = Σϕ + Λ
(2)
ϕ Σφ
(
Λ(2)ϕ
)T
(69)
Finally, the joint distribution qh(y¯t, y¯t+1|y) is a Gaussian with the following inverse covariance
matrix:
Σ−1j =
 Σ−1φ + Λ(2)ϕ Σ−1ϕ (Λ(2)ϕ )T −Λ(2)ϕ Σ−1ϕ
−Σ−1ϕ Λ(2)ϕ Σ−1ϕ
 (70)
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5.5 Calculation of conditional free energy Fa
Let us write the conditional free energy (63) as follows:
Fa(ω, θ, a¯t) = Eqa [log piθ (at|yt) pθ (yt+1|yt,at)]− Eqa [log qω(at, a¯t, y¯|y)]
≡ Ea(ω, θ, a¯t) +Ha (71)
The second term in this expression is given by the following expression:
Ha ≡ − log qφ(y¯t+1|yt+1)− log qϕ(y¯t|yt, y¯t+1)− log qa¯(a¯t|yt) +H [qa(at|a¯t)] (72)
where H [qa(at|a¯t)] is the entropy of the marginal qa(at|a¯t):
H [qa(at|a¯t)] = −
∫
datqa(at|a¯t) log qa(at|a¯t) = 1
2
log
{
(2pie)N |Σδ|
}
(73)
Using specifications of marginals in Eq.(65), we obtain a closed-form expression for Ha:
Ha = −1
2
(y¯t+1 − µφ)T Σ−1φ (y¯t+1 − µφ)−
1
2
(y¯t − µϕ)T Σ−1ϕ (y¯t − µϕ)
−1
2
(a¯t − µa)T Σ−1a (a¯t − µa) +
1
2
log
{
(2pie)N |Σδ|
}
−1
2
log |Σφ| − 1
2
log |Σϕ| − 1
2
log |Σa| − 1
2
(2N +Na) log 2pi (74)
where N and Na stand for dimensions of vectors y¯t and a¯t, respectively.
On the other hand, the first ’energy’ term Ea(ω, θ, a¯t) in the conditional free energy (71)
cannot be computed in closed form. Changing the integration variable at → δat = at − a¯t, we
write this term as follows:
Ea(ω, θ, a¯t) =
∫
dδat qa(a¯t + δat|a¯t, ω) log [piθ (a¯t + δat|yt) pθ (yt+1|yt, a¯t + δat)] (75)
As the distribution qa(at|a¯t, ω) is sharply peaked around at = a¯t (as long as Σδ is small enough),
we can calculate this integral using a saddle point approximation. To this end, we need to
compute piθ (a¯t + δat|yt) and pθ (yt+1|yt, a¯t + δat) for small values of δat.
Let us start with a calculation of pθ (yt+1|yt, a¯t + δat). A full transition probability for the
state vector yt = [xt, zt]
T is given by the following expression:
pθ (yt+1|yt, a¯t + δat) = pz(zt+1|zt) pθ (xt+1|xt, a¯t + δat) (76)
where
pz(zt+1|zt) = 1√
(2pi)K |Σz|
e−
1
2
(zt+1−(I−Φ)◦zt)TΣ−1z (zt+1−(I−Φ)◦zt) (77)
(see Eq.(13)), where K is the number of component in the vector of predictors zt. This term is
independent of δat and serves as a constant term in Eq.(75).
The second conditional transition probability pθ (xt+1|xt, a¯t + δat) in (76) can be computed
as follows. First, we obtain the dynamics of the portfolio vector xt using Eqs. (7) and (11):
xt+1 = xt + ut + rt ◦ (xt + ut)
= xt + ut +
(
rf1 + Wzt −MTut + εt
) ◦ (xt + ut) (78)
= (1 + rf )(xt + ut) + diag (Wzt −Mut) (xt + ut) + ε(xt,ut)
27
Here we assumed that the matrix M of market impacts is diagonal with elements µi, and set
M = diag (µi) , ε(xt,ut) ≡ εt ◦ (xt + ut) (79)
Eq.(78) shows that the dynamics are non-linear in controls ut due to the market impact ∼M.
Expanding the action ut as follows:
ut = [1,−1]at = [1,−1]a¯t + [1,−1]δat ≡ u¯t + δut
so that δut = [1,−1]δat = 1T−1δat where 1−1 ≡ [1,−1]T , a one-step conditional transition
probability for xt reads
pθ (xt+1|xt, a¯t + δat) = 1√
(2pi)N |Σr|
e−
1
2
∆Tt Σ
−1
r ∆t (80)
where
∆t ≡ xt+1
xt + u¯t + δut
− 1− rf −Wzt + MT (u¯t + δut)
= d0(a¯t) + d1(a¯t)δat + d2(a¯t) (δat)
2 + . . . (81)
Here
d0(a¯t) =
xt+1
xt + 1T−1a¯t
− 1− rf −Wzt + MT1T−1a¯t
d1(a¯t) = −diag
(
xt+1(
xt + 1T−1a¯t
)2
)
1T−1 + M
T1T−1 (82)
d2(a¯t) = diag
(
xt+1(
xt + 1T−1a¯t
)3
)
[1,1]
These expressions depend non-linearly on a¯t, and within a saddle point approximation, values
a¯t in these expressions will be replaced by their mean values according to the distribution qa¯
defined in Eq.(65). On the other hand, other arguments of these expressions, namely xt and
xt+1 (and zt) are values directly observed in the variational likelihood (62), as well as in the full
likelihood (54).
Next we have to compute the action policy piθ (a¯t + δat|yt) for small values of δat. To this
end, we write the state vector as yt = y¯t + δyt (the meaning of this decomposition will be
explained below), and introduce a locally-quadratic parametrization for the G-function:
Gpit (yt, a¯t + δat) = δa
T
t Gaaδat + δy
T
t Gyyδyt + δa
T
t Gayδyt + δa
T
t Ga + δy
T
t Gy + g(y¯t, a¯t) (83)
As the optimal action policy is given by Eq.(45), we have (where now yt = y¯t + δyt)
pi(a¯t + δat|yt) = pi0(a¯t + δat|yt)eβ(Gpit (yt,a¯t+δat)−Fpit (yt)) (84)
Substituting these expressions in Eq.(75) and retaining only quadratic terms in δat in in the
log pθ (xt+1|xt, a¯t + δat) term (see Eq.(81)), we obtain
Ea(ω, θ, a¯t) = E(0)a (ω, θ) + E(1)a (ω, θ, a¯t) (85)
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where
E(0)a (ω, θ) = −
1
2
(
a¯t − Aˆ0 − Aˆ1yt
)T
Σ−1p
(
a¯t − Aˆ0 − Aˆ1yt
)
− 1
2
dT0 Σ
−1
r d0
+ log pz(zt+1|zt)− 1
2
Tr
[
Σδd
T
1 Σ
−1
r d1
]− Tr [diag (Σδ) dT0 Σ−1r d2]
−1
2
Tr
[
ΣδΣ
−1
p
]− 1
2
log |Σp| − 1
2
log |Σr| − N
2
log(2pi)
E(1)a (ω, θ, a¯t) = β
(
g(y¯t, a¯t)− F pit (yt) + δyTt Gyyδyt + δyTt Gy + Tr [ΣδGaa]
)
(86)
where we omitted for compactness the dependence of d0, d1 and d2 on a¯t, see Eq.(82), and yt in
E(0)a (ω, θ) stands for the observed state vector at time t. The second expression E(1)a (ω, θ, a¯t) in
Eq.(85) thus collects all terms that depend on the G- and F-functions, while terms independent
of these functions are combined in E(0)a (ω, θ).
To summarize so far, Eqs.(85), (86), (72) jointly specify the conditional variational free
energy (71), provided model parameters as well as the G-function (83) and the F-function are
known. Once the conditional free energy Ea(ω, θ, a¯t) is computed, the unconditional variational
free energy (62) can be calculated using another saddle point approximation for the integral over
a¯t. This calculation will be presented next, while the following sections will describe the method
of finding the policy piθ and the G-function (83) and a corresponding F-function by linearization
around a¯t, y¯.
5.6 Calculation of variational free energy F
Recall that in Eq.(83) we used the representation of the state vector yt = y¯t + δyt. This
decomposes the observable vector yt into a sum of two unobservable quantities y¯t and δyt.
When we condition on the linearization variable y¯t, we can write δyt = yt− y¯t when performing
integration over the outer hidden variables a¯t, y¯.
The advantage of such decomposition of the observable yt into two unobservables y¯t, δyt
is that now we can assume that the F-function is locally quadratic around a random hidden
conditioning (linearization) value a¯t, y¯, and parametrize it as follows:
F pit (yt) = δy
T
t Fyyδyt + δy
T
t Fy + F0(y¯t, a¯t) (87)
Here
Fyy =
[
Fxx Fxz
Fzx Fzz
]
, Fy =
[
Fx
Fz
]
, (88)
In a finite-horizon setting, parameters Fyy, Fy, F0 become time-dependent, while in an infinite-
horizon setting they do not explicitly depend on time. As will be shown below, the last term
F0(y¯t, a¯t) in (87) is a quadratic functional of (y¯t, a¯t).
Using Eq.(87) in (86), we have the following decomposition of the unconditional free energy
(62):
F(ω, θ) =
∫
da¯tdy¯ qa¯y¯(a¯t, y¯|y, ω)
(
Ha + E(0)a (ω, θ) + E(1)a (ω, θ, a¯t)
)
≡ H+ F (0)(ω, θ) + F (1)(ω, θ) (89)
Here the first term can be computed analytically:
H = −
∫
dy¯tdy¯t+1qh(y¯t, y¯t+1|y) log qh(y¯t, y¯t+1|y) +H [qa¯(a¯t|yt)]
=
1
2
log
{
(2pie)2N |Σj |
}
+
1
2
log
{
(2pie)Na |Σa|
}
(90)
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where the joint covariance matrix Σj is defined in Eq.(70).
The second term F (0)(ω, θ) in Eq.(89) involves the integral of E(0)a (ω, θ) that collects all terms
that are independent of the G- and F-functions. With a saddle point approximation, we replace
a¯t in coefficients (82) by its mean value 〈a¯t〉 = µa(yt). Therefore, with this approximation, the
remaining dependence of E(0)a (ω, θ) on a¯t is quadratic due to the first term. Integrating this
expression with the Gaussian distribution qa given by Eq.(65), we obtain
F (0)(ω, θ) =
∫
da¯tdy¯ qa¯y¯(a¯t, y¯|y, ω)E(0)a (ω, θ) =
∫
da¯t qa¯(a¯t|yt, ω)E(0)a (ω, θ)
= −1
2
(
µa − Aˆ0 +
(
Λa − Aˆ1
)
yt
)T
Σ−1p
(
µa − Aˆ0 +
(
Λa − Aˆ1
)
yt
)
− 1
2
dT0 Σ
−1
r d0
+ log pz(zt+1|zt)− 1
2
Tr
[
Σδd
T
1 Σ
−1
r d1
]− Tr [diag (Σδ) dT0 Σ−1r d2]
−1
2
Tr
[
ΣδΣ
−1
p
]− 1
2
Tr
[
ΣaΣ
−1
p
]− 1
2
log |Σp| − 1
2
log |Σr| − N
2
log(2pi) (91)
Lastly, we consider the third term in Eq.(89) that depends on the G-function (83) and the F-
function (87). Using these expressions, we can write the integrand E(1)a of this term defined in
the second of Eqs.(86) as follows
E(1)a (ω, θ, a¯t) = β
(
g(y¯t, a¯t)− F pit (yt) + δyTt Gyyδyt + δyTt Gy + Tr [ΣδGaa]
)
(92)
= β
[
δyTt (Gyy − Fyy) δyt + δyTt (Gy − Fy) + g(y¯t, a¯t)− F0(y¯t, a¯t) + Tr [ΣδGaa]
]
Relations between parameters of the G-function and F-function are derived in Appendix A in
Sect. A.3, see Eqs.(A.23). Using the following auxiliary quantities (as defined below in Eq.(A.21)
and repeated here for convenience)
bt = a¯t − Aˆ0 − Aˆ1y¯t, Σ˜p = Σ−1p − 2βGaa,
Γβ =
1
β
(
I− (Σ−1p )T Σ˜−1p )Σ−1p , Υβ = Σ˜−1p Σ−1p
Eay = ΥβAˆ1 +
1
2
βΣ˜−1p Gay, Day = G
T
ayΥβ − AˆT1 Γβ
Ea = Aˆ
T
1 ΥβGa + βG
T
ayΣ˜
−1
p Ga, Lβ =
1
2β
(
log |Σp|+ log
∣∣∣Σ˜p∣∣∣)
we obtain
Fyy = Gyy + G
T
ayEay −
1
2
AˆT1 ΓβAˆ1
Fy = Gy −Daybt + AˆT1 ΥβGa + βGTayΣ˜−1p Ga (93)
F0(y¯t, a¯t) = g(y¯t, a¯t)− 1
2
bTt Γβbt −GTaΥβbt +
β
2
GTa Σ˜
−1
p Ga − Lβ
These relations suggest the following dependencies of different terms in free energy (87) on hidden
variables a¯t and y¯t. First, the quadratic term δy
T
t Fyyδyt is quadratic in y¯t (as δyt = yt − y¯t),
and independent of a¯t. The second term δy
T
t Fy is quadratic in y¯t and linear in a¯t. The free term
F0(y¯t, a¯t) is given by a sum of the term g(x¯t, a¯t) that cancels out in Eq.(92), and a quadratic
form in both y¯t and a¯t, as indicated by the last of Eqs.(93).
The integral of this expression can therefore be computed in closed form with Gaussian
hidden variable distributions (65). Using Eqs.(92) and (93), we obtain the following results for
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expectations Ea¯t,y¯[·] of three terms in Eq.(87) under the variational distribution qa¯y¯ (a¯t, y¯|y):
E(1)yy (ω, θ, a¯t) ≡ Ea¯t,y¯
[
βδyTt (Gyy − Fyy) δyt
]
= βTr
[
Σ−1h
(
1
2
AˆT1 ΓβAˆ1 −GTayEay
)]
+β (yt − µh(y))T
(
1
2
AˆT1 ΓβAˆ1 −GTayEay
)
(yt − µh(y))
E(1)y (ω, θ, a¯t) ≡ Ea¯t,y¯
[
βδyTt (Gy − Fy)
]
= βTr
(
Σ−1h DayAˆ1
)
− βµh(y)AˆT1 DTay
+β (yt − µh(y))T
(
Ea + Day
(
µa(yt)− Aˆ0
))
(94)
E(1)0 (ω, θ, a¯t) ≡ Ea¯t,y¯ [β (g(y¯t, a¯t)− F0(y¯t, a¯t) + Tr [ΣδGaa])] =
β
2
Tr
[
ΣaΓβ + ΣhAˆ
T
1 ΓβAˆ1
]
+
β
2
AˆT0 ΓβAˆ0 − βAˆT0 Γβµa(yt)− β
(
µa(yt)− Aˆ0
)T
ΓβAˆ1µh(y)
+βGTaΥβ
(
µa(yt)− Aˆ0 − Aˆ1µh(y)
)
− β
2
2
GTa Σ˜
−1
p Ga + βTr [ΣδGaa] + βLβ
where linear Gaussian mean functions µa(yt) and µh(y) are defined in Eqs.(66) and (69), re-
spectively.
The final closed form result for the variational free energy (89) is therefore given by the sum
of equations (90), (91) and (94):
F(ω, θ, piθ) = H+ F (0)(ω, θ) + F (1)(ω, θ, piθ) (95)
Here we added the policy piθ as an argument to F(ω, θ, piθ) to emphasize that the latter depends
on three sets of inputs: variational parameters ω, generative model parameters Θ, and the
optimal policy piθ. The variational free energy (95) depends on the policy piθ via its dependence
on the parameter Gaa,Gay etc. that determine the locally-quadratic representation (83) of the
optimal G-function (i.e. the optimal entropy-regularized Q-function).
The variational EM algorithm amounts to iterative maximization of Eq.(95). As the whole
expression for the variational free energy (95) is analytical, both the E-step and the M-step of the
algorithm are computationally light. In the E-step, we maximize it with respect to variational
parameters ω while keeping parameters Θ and the G-function from the previous iteration. In
the M-step, we maximize it with respect to generative model parameters Θ and policy piθ. The
outputs of the M-step are updated values of parameters Θ and updated values of parameters of
G-function (83). We will now consider the M-step in more details.
5.7 M-step: policy optimization
In the M-step, updates of G-functions are done using Eqs.(A.9), (A.15), (A.17) derived in Ap-
pendix A. These equations provide a practical implementation of the general self-consistent sys-
tem of equations (44), (45), (46) in our setting of locally-quadratic expansion for the G-function.
In this setting, all integrations in these equations are performed analytically, thus providing a
tractable version of this approach in our highly dimensional continuous state-action setting. Note
that the original version of G-learning was only explored in [18] in a low-dimensional discrete
state setting.
As discussed in Appendix A, Eqs.(A.9), (A.15), (A.17) can be used for either a single investor
or a market portfolio. In the former case, the update is performed backward in time, starting
with a terminal time T and a specific terminal condition on the F-function or/and G-function.
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In the latter case of a market portfolio, these equations can be used in a time-stationary setting
as update rules for time-independent coefficients of the G-function.
When coefficients of the Q-functions are computed in this way for time step t, the optimal
action distribution for δat is computed using Eq.(84) which we repeat here for convenience:
piθ(a¯t + δat|yt) = pi0(a¯t + δat|yt)eβ(Gpit (yt,a¯t+δat)−Fpit (yt)) (96)
When a¯t is fixed by conditioning, we view the distribution as a Gaussian distribution for δat
with the mean δ̂at = Aˆ0 + Aˆ1yt − a¯t. As the reference distribution pi0 is Gaussian and the
Q-function is quadratic, the optimal action policy pi is again Gaussian with a new mean and
covariance:
piθ(δat|yt) = pi0(δat|yt)eβ(Gpit (yt,at)−Fpit (yt)) = N
(
δat|δ̂a
′
t,Σ
′
p
)
(97)
where N (·) is a multivariate Gaussian distribution with the following mean and covariance
matrix:
δ̂a
′
t = Σ
′
p
(
Σ−1p δ̂at + βGayδyt + βGa
)
Σ′p =
[
Σ−1p − 2βGaa
]−1
(98)
These relations can be viewed as Bayesian updates for the current iteration mean δ̂at (see
Eq.(A.19)) and variance Σp of the optimal action policy relative to their values for the ”prior”
reference policy (A.18). Note that in the limit β → 0, Eq.(98) produces no update, δ̂a′t = δ̂at.
This is as expected, as in this ’high-temperature’ limit the agent only maximizes the negative
of the KL entropy but not rewards.
They can be also expressed as updates for the action policy (29) in terms of original policy
variables. As δ̂at = Aˆ0 + Aˆ1yt − a¯t, the update (98) of the mean δ̂at implies an update of
parameters Aˆ0 and Aˆ1. Substituting this expression into Eq.(98) and comparing an intercept
and linear terms in this equation produces an update for the mean of the policy (29):
Σ(k+1)p =
[(
Σ(k)p
)−1 − 2βG(k)aa ]−1
Aˆ
(k+1)
0 = a¯t + Σ
(k+1)
p
(
Σ(k)p
)−1 (
Aˆ
(k)
0 − a¯t
)
+ βΣ(k+1)p
(
G(k)a −G(k)ay y¯t
)
Aˆ
(k+1)
1 = Σ
(k+1)
p
((
Σ(k)p
)−1
Aˆ
(k)
1 + βG
(k)
ay
)
(99)
where we use values of parameters Gaa etc. corresponding to the current iteration of the
algorithm. Again, these updates degenerate and become identities in the high temperature limit
β → 0. On the other hand, in the opposite limit β →∞ we obtain finite and non-trivial updates.
Note that in a finite-horizon setting of a single investor, parameters Gaa,Gay etc. are time-
dependent, therefore coefficients Aˆ1 will be also be time-dependent. On the other hand, for a
market portfolio inference, parameters of the G-function are time-independent, thus parameters
Aˆ0 and Aˆ1 would also be time-independent
13.
The updated policy for step k + 1 now takes the form
pi(k+1)(at|yt) = N
(
at|Aˆ(k+1)0 + Aˆ(k+1)1 yt,Σ(k+1)p
)
(100)
13An apparent dependence of Aˆ0 on a¯t, y¯t is a result of our conditioning on these values in the outside integral
in Eq.(62). While updates of Aˆ0 may depend on the conditioning/linearization variables a¯t, y¯t as in Eq.(99), a
final fixed-point value of Aˆ0 obtained with this method is a constant parameter that is independent of a¯t, y¯t.
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Equations (99) and (100) represent one of our main results. The point is that the last of Eqs.(99)
shows that a non-zero coefficients Aˆ
(k+1)
1 is obtained even if its value at the previous iteration
was zero. Applying this for k = 0, it means that this coefficient (which induces the dependence
of the optimal policy on the state yt) becomes non-zero even if we start with Aˆ
(0)
1 in the policy
prior (29).
Furthermore, it implies that at convergence, updates (100) produce some fixed values Aˆ0, Aˆ1
of policy parameters. Our model therefore predicts that the optimal investment policy is Gaus-
sian whose mean is is linear in the state variable yt = [xt, zt], as in the Iterative Linear-Quadratic
Gaussian (iLQG) regulator of Todorov and Li [53].
When xt is identified with a market portfolio and an agent is our bounded-rational market-
agent, Eq.(100) (used with such fixed-point values Aˆ0, Aˆ1) defines an optimal ”market-implied”
action policy. This provides a probabilistic and multi-period extension of a market-optimal
static portfolio in a one-period setting of the Black-Litterman model [8] and inverse portfolio
optimization approach of Bertsimas et. al. [7].
On the other hand, as we mentioned above, the same framework can be applied to an indi-
vidual investor provided we have access to proprietary trading data of that particular investor.
In this case, actions at will be actions of that investor. If these actions are observable, Eq.(100)
can be directly used within a Maximum Likelihood estimation. We discuss this as a special
case of our model in Appendix B, while here we proceed with the case when actions (of either
a market-agent or an individual investor) are unobservable.
While the main focus of this paper is on inference of a market-wide bounded-rational agent,
the algorithm can also be used for a single large investor whose trades impact the market but
cannot be directly observed. Such setting may be of interest for intraday trading when the
market moves have stronger causality relations with impacts of individual large trades. While
for this case variables xt correspond to the dollar values of positions in different stocks, they
become total capitalizations of all firms in a market portfolio for inference of a market.
5.8 IRL for a market portfolio vs IRL for a single investor
Up to this point in the paper, our mathematical formulation for a single-investor and market
portfolio was nearly uniform. In both cases, the optimal investment policy is given by Eq.(100),
and in both cases, inference can be made using variational EM algorithm with a single-step
variational free energy given by Eq.(95). Now we come to differences between these two cases.
The first difference is in computational procedures for computing parameters entering these
equations. For a single investor case, if actions are unobserved, coefficients in Eqs.(100) and
(.(95) are time-dependent, and should be computed by a backward recursion starting from a
terminal date t = T , as described in Appendix A14. For a market portfolio case, the problem is
stationary, as there is no single unique horizon T for planning in the market.
This means that coefficients are now time-independent. The self-consistent set of Eqs.(44),
(45), (46) for the stationary case reads
F pi(yt) =
1
β
log
∑
at
pi0(at|yt)eβGpi(yt,at)
Gpi(yt,at) = Rˆ(yt,at) + γEt,a [F pi(yt+1)|yt,at] (101)
pi(at|yt) = pi0(at|yt)eβ(Gpi(yt,at)−Fpi(yt))
14A single investor case with unobserved actions may probably be less common than a scenario with observable
actions, but the latter is a straightforward case as it does not need hidden variables at all, see Appendix B.
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Computationally, this formulation amounts to solving the self-consistent system Eqs.(101) as
fixed point equations for time stationary G-function, F-function, and policy piθ. In this setting,
equations (A.23) become fixed point matrix equations, because now they relate matrix coeffi-
cients of the F-function (A.22) with themselves, rather than with their next-period values, as
was the case in a finite-horizon specification. In the stationary setting, these equations can be
used as update rules for parameters of the F-function by reading them from the right to the left,
the same way as they are used in each step of a time-depending case.
A second major difference of IRL for the market portfolio from the single investor case is
that while states yt are directly observable in this settings, actions at are not. They might be
made observable in a multi-agent version of the model, where the objective would be to model
market-beating strategies, rather than just market-fitting strategies. However, in the inverse
optimization IRL setting of this paper, we have only one agent representing a bounded-rational
component of the market itself, thus it cannot trade stocks with other agents.
Therefore, its actions at cannot be observed or interpreted as changes in numbers of stocks
in the portfolio. Our agent does only a fictitious self-play of its trading decisions, but does not
trade directly with any other counter-party. The only observable effects of actions of the agent
are price changes resulting from heating the market via the trading impact mechanism.
We are now ready to formulate our final variational EM algoritm for inference of either an
individual investor or a market optimal portfolio. A different and simpler algorithm for a special
(and the most interesting) case of a market optimal portfolio will be presented in Sect. 6.
5.9 Invisible Hand Inference with Free energy (IH-IF) algorithm
The complete IRL algorithm for learning the optimal policy of a bounded-rational agent (either
a market-agent or a single investor) whose actions are unobservable that we call the Invisible
Hand Inference with Free energy (IH-IF) is given by Algorithm 1.
Our algorithm is a variational EM algorithm that amounts to iterative maximization of
Eq.(95). In the E-step, we maximize it with respect to variational parameters ω while keeping
parameters θ = (λ, µi, β,W,Γ,Υ), Aˆ0, Aˆ1, Σp and the G-function from the previous iteration.
In the M-step, we maximize it with respect to generative model parameters Θ and policy piθ.
The outputs of the M-step are updated values of parameters θ and updated values of parameters
of G-function (83).
In more details, at each iteration, we sample a new random mini-batch of Nb T-step trajec-
tories (y1, . . . ,yt+T ). For the case of a market portfolio, we can take T = 1, so that a mini-batch
has Nb one-step transitions (y1,yt+1). For inference of a single large investor, T should be set
to be a finite planning horizon of the investor.
All subsequent calculations in a given iteration of the algorithm are done for this mini-batch.
We define the free energy of a mini-batch as
Fb(ω, θ) =
Nb∑
b=1
T∑
t=0
F(ω, θ, t) (102)
where F(ω, θ, t) is defined in Eq.(95), while here we add a third argument to emphasize the time
dependence in observations.
In the E-step, we maximize Fb(ω, θ) with respect to variational parameters ω. In the M-step,
we compute updates of parameters of the G-function, policy piθ as functions of θ, and then use
these expressions to compute Fb(ω, θ) as a function of θ.
This is done as follows. In step 1, the expectation of the next-time F-function is computed
with Eq.(A.14) used as an update equation for parameters of the model, or within a backward
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recursion that starts with a fixed terminal condition at time t = T , for IRL of an individual
investor. In step 2, we compute the reward using Eq.(A.8). In step 3, an update of the Q-
function is performed using Eq.(A.17). The time-t F-function is computed in step 4 using
Eq.(A.23). Finally, in step 5, the optimal policy as a function of θ is recomputed using Eq.(100).
Computing these quantities for all transitions in the mini-batch, we obtain the free energy
(102) for the mini-batch. This is used to produce an update of the current estimation of θ
using a learning rate αθ. The new updated values of θ are then used to update parameters
Aˆ
(k)
1 , Aˆ
(k)
1 , Σ
(k)
p of the policy piθ. Then the algorithm proceeds to the next iteration.
Data: a sequence of states and signals
Result: the reward function, optimal policy, and value function
Set the learning rates αθ, αω, batch size Nb, initial parameters θ
(0), ω(0), Aˆ
(0)
0 , Aˆ
(0)
1 , Σ
(0)
p
Set k = 1
while not converged do
Draw a new mini-batch of Nb T -step trajectories (yt, . . . ,yt+T ) (can set T = 1 for a
market portfolio)
E-step:
Compute the free energy Fb(ω, θ(k−1)) of the mini-batch using Eq.(102)
Update recognition model parameters ω(k) = (1− αω)ω(k−1) + αω ∂∂ωFb(ω, θ(k−1))
M-step: Maximize Fb(ω(k), θ) as a function of θ:
for each transition (yt,yt+1) ( for a single investor, take t = T − 1, . . . , 0) do
1. Compute the expected value at time t of the F-function at time t+ 1.
2. Compute the reward as a function of θ.
3. Use steps 1 and 2 to update the Q-function at time t
4. Compute the value of the F-function at time t.
5. Recompute the policy distribution piθ(at|t,yt) as a function of θ by updating its
mean and variance.
end
Compute the free energy Fb(ω(k), θ) of the mini-batch using Eq.(102)
Update the parameter vector θ(k) = (1− αθ)θ(k−1) + αθ ∂∂θFB(ω(k), θ)
Use the new value θ(k) to compute Aˆ
(k)
1 , Aˆ
(k)
1 , Σ
(k)
p
Increment k = k + 1
end
Algorithm 1: The Invisible Hand Inference with the Free energy (IH-IF) variational EM
IRL algorithm that learns the reward function, optimal policy and value function from a
history of prices and signals, for either a market portfolio or a single investor.
6 IRL for the market portfolio
When actions are unobserved or unobservable, the variational EM formulation (95) provides
a general and tractable algorithm to estimate the original model parameters Θ from observed
trajectories of stock capitalizations. The price one has to pay to solve the problem in this way
is a need to specify a variational distribution with its own parameters ω, and estimate these
parameters jointly with Θ in a way specified by a variational EM algorithm.
As we will show next, an alternative and simpler method of estimation model can be obtained
simply by plugging Eq.(100) into the market return model (11). To this end, we note that that
once we obtained Eq.(100), we can ’forget’ how it was derived using RL, IRL, neuroscience
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etc., and simply treat it as a model with free tunable parameters Aˆ0, Aˆ1 and Σp. Substituting
Eq.(100) into Eq.(11) gives rise to a purely econometric model of market returns, which can be
viewed (and estimated) as a model on its own. As will be shown below, this produces a model
that predicts mean reversion in stock returns.
6.1 Market dynamics: dynamically generated mean reversion
Recall that for a vector of N stocks, we introduced a size 2N -action vector at = [u
(+)
t ,u
(−)
t ], so
that an action ut was defined as a difference of two non-negative numbers ut = u
(+)
t − u(−)t =
[1,−1]at ≡ 1T−1at.
Therefore, the joint distribution of at = [u
(+)
t ,u
(−)
t ] is given by our Gaussian policy piθ(at|yt).
This means that the distribution of ut = u
(+)
t − u(−)t is also Gaussian. Let us write it therefore
as follows:
piθ(ut|yt) = N (ut|U0 + U1yt,Σu) (103)
Here U0 = 1
T−1A0 and U1 = 1T−1A1.
Eq.(103) means that ut is a Gaussian random variable that we can write as follows:
ut = U0 + U1yt + ε
(u)
t = U0 + U
(x)
1 xt + U
(z)
1 zt + ε
(u)
t (104)
where ε
(u)
t ∼ N (0,Σu) is a Gaussian random noise.
The most important feature of this expression that we need going forward is is linear de-
pendence on the state xt. As can be seen in Eqs.(99) and (100), the variational EM algorithm
developed above suggests that a coefficient of such dependence should be non-vanishing.
This is the only result from the model developed in this paper that we will use in this section
in order to construct a simple dynamic market model resulting from our approach. In order to
end up with non-negative market prices in the model, we use a deterministic limit of Eq.(104),
where in addition we set U0 = U
(z)
1 = 0, and replace U
(x)
1 → φ to simplify the notation. We
thus obtain a simple deterministic policy
ut = φxt (105)
Next, let us recall Eqs.(7) and (11), which we repeat were with a substitution W → w and
M→ µ :
xt+1 = (1 + rt) ◦ (xt + ut)
rt − rf1 = wzt − µut + ε(r)t (106)
where rf is a risk-free rate, zt is a vector of predictors with factor loading matrix w, µ is a
matrix of permanent market impacts with a linear impact specification, and ε
(r)
t is a vector of
residuals with E
[
ε
(r)
t
]
= 0 and Vart
[
ε
(r)
t
]
= Σr.
In general case, the second equation in (106) assumes a single vector of predictor zt for
all stocks in a market portfolio. If we have K individual predictors z
(i)
t = [z
(i)
t1 , . . . , z
(i)
tK ] for
each stock i, we can stack them together as zt = [z
(1)
t , . . . , z
(N)
t ]
T , so that zt has length KN .
Respectively, matrix w will have the size N ×KN . Each row i in this matrix will only have K
non-zero elements in positions i, . . . , i + K (so that to only include i’s name predictors). This
results in KN free parameters in matrix w. If desired or needed, the number of free parameters
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can be reduced if we enforce some symmetries, e.g. enforce a requirement that factor loadings
for all names in a given sector should have the same value.
Substituting Eq.(105) into Eqs.(106) and simplifying, we obtain
∆xt = µ ◦ φ ◦ (1 + φ) ◦ xt ◦
(
φ+ (1 + φ)(rf + wzt)
µφ(1 + φ)
− xt
)
+ (1 + φ) ◦ xt ◦ ε(r)t (107)
Introducing parameters
κ∆t = µ ◦ φ ◦ (1 + φ), θ(zt) = φ+ (1 + φ)(rf + wzt)
µφ(1 + φ)
, σ(xt)
√
∆t = (1 + φ) ◦ xt (108)
(here ∆t is a time step) and replacing ε
(r)
t → εt, we can write Eq.(107) more suggestively as
∆xt = κ ◦ xt ◦ (θ(zt)− xt) ∆t+ σ(xt)
√
∆t ◦ εt (109)
In this equation, ◦ stands for an element-wise (Hadamard) product. Note that this equation has
a quadratic mean reversion. It is quite different from models with linear mean reversion such as
the Ornstein-Uhlenbeck (OU) process. Eq.(109) is the second main result of this paper.
Equation (109) describes mean reverting dynamics with a signal-driven mean reversion level
θ(zt), and a mean reversion speed κ proportional to market impact parameter vector µ. It is
easy to see that in the limit of vanishing market impact µ→ 0, φ→ 0, Eq.(109) reduces to the
log-normal return model given by Eq.(11) without the action term ut:
∆xt
xt
= rf + wzt + εt (110)
Therefore, the conventional log-normal return dynamics (with signals) is reproduced in our
framework in the limit µ → 0, φ → 0. However, when parameters µ, φ are small but non-zero,
Eqs. (110) and (109) describe qualitatively different dynamics. While Eq.(110) is scale-invariant
with respect to scale transformations xt → αxt with α being a scaling parameter, the non-linear
mean reverting dynamics (109) are not scale invariant.
This is of course due to the fact that our market-wide agent aggregates all agents in the
market. As their individual trade impacts induce a dependence of dynamics on a dimensional
market impact parameter µ, scale invariance is broken in the resulting market dynamics (109).
Therefore, even if parameters κ, φ are small but non-vanishing, Eq.(109) produces a poten-
tially highly complex non-linear dynamics with broken scale invariance and ensuing multi-period
auto-correlations.
These non-linear dynamics with a dynamically generated mean reversion level θ(zt) are pro-
duced from simple linear dynamics (11) with a Linear-Quadratic-Gaussian (LQG) control ut.
A peculiar feature of our model is that it has very clear origins for both the level and the speed
of mean reversion. As can be seen from Eqs.(109), the level θ(zt) is driven by external signals
zt, which makes an intuitive sense. On the other hand, the speed of reverting to such ’target’
price values is proportional to the market impact parameter vector µ, that also intuitively makes
sense.
It is important to note here that our model demonstrates some features that are typical
for self-organizing systems, such as non-linear mean reversion effects, long-term correlations
resulting from such mean reversion, and a dynamic adaptivity to external signals zt. Therefore,
our construction of self-learning by a fictitious self-play by an agent, that imitates simultaneously
all traders in the market, provides a specific illustration of equivalence between self-organization
and decision-making that was suggested in [57].
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Another important comment has to do with time scales in the problem. There are a few of
them in our model. First, we have a vector of external signals zt. Each one of them has its own
relaxation time τzk where k = 1, . . . ,K is a number of signals.
Assume for simplicity that we have only one scalar signal zt with a characteristic relaxation
time τz ∼ 1/κz where κz is the mean reversion speed of the signal. This can be compared with
the characteristic relaxation time of the system τx ∼ 1/κ. The setting of this paper implicitly
assumes that τx ≤ τz, that is, κ ≥ κz, so that the market is close to a non-equilibrium steady
state, and it manages to digest a new information in signals zt at each step, and fully adjust
market prices (at the price of the information cost gt, see Eq.(35)).
On the other hand, we might have a very different dynamics if κ ≤ κz. In this case, the
market would be in non-equilibrium transient state without a steady state. Yet a different
scenario may occur when a large jump in zt occurs at time t relative to its previous value
(following e.g. a major financial, economic or political event), and then continues to fluctuate
only mildly around a new level. In this case, the mean stock price level θ(zt) that adjusted at
time t to the previous value of the signals, becomes not the true dynamic optimum, but only a
metastable state. Further comments on such scenario will be given in Sect. 8.
In a one-dimensional (1D) case with a constant mean reversion level θ(zt) = θ, Eq.(109)
produces the following dynamics for a re-scaled variable st = xt/θ:
∆st = µst(1− st) + σ
√
∆tstεt, µ ≡ κθ∆t (111)
Dynamics described by Eq.(111) or its noiseless limit σ → 0 are widely encountered or used
in physics and biology. In particular, the limit σ → 0 of Eq.(111) describes the logistic map
dynamics, that arises e.g. in the Malthus-Verhulst model of population growth (see e.g. [55]),
or in Feigenbaum bifurcations in the logistic map chaos, that arise when 3 ≤ µ < 4 in Eq.(111),
see e.g. [47]. When σ > 0, Eq.(111) describes a logistic map with a multiplicative thermal noise,
which may produce highly complex dynamics [4].
We can also consider a continuous-time limit of 1D dynamics implied by Eq.(109):
dxt = κxt (θ − xt) dt+ σxt dWt (112)
where Wt is a standard Brownian motion. This 1D process is known in the economics and finance
literature as a Geometric Mean Reversion (GMR) process. Equivalently, we can introduce a
scaled variable st = κxt, for which we obtain
dst =
(
λtst − s2t
)
dt+ σst dWt, λt ≡ κθt (113)
which is a form mostly used in physics literature [24]. As discussed in [24], if we keep parameter
λt ≡ κθt constant in time, i.e. λt → λ and look at the behavior of the system in the limit σ → 0,
the system exhibits a second-order phase transition at λ = 0.
When σ > 0 while θt = θ is kept fixed, Eq.(113) has one or two transition points correspond-
ing to two extrema of its stationary distribution:
s1 = 0, s2 = κθ − ν σ
2
2
(114)
where ν = 2 and ν = 1 for the Ito and Stratonovich interpretation of SDE (113), respectively.
The second transition point exists only if κθ > ν σ
2
2 . When this constraint is satisfied, the system
(113) undergoes a noise-induced transition [24].
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We can produce a few equivalent descriptions of the dynamics described by Eq.(112) by using
changes of variable in this equation. In particular, if we define st = 1/xt, then the stochastic
differential equation for st using Ito’s prescription reads
dst =
(
κ− (κθ − σ2)st
)
dt− σstdWt (115)
where now the drift becomes linear in the transformed variable st = 1/xt.
Another useful form is obtained if instead we define st = log xt/c where c > 0 is a fixed
number having dimension of the currency of the market portfolio (e.g. the USD) that we need
to introduce on the grounds of dimensionality analysis. For example, we can choose c = 〈x〉 to
be a time-average value of xt within an observation period. Using Ito’s prescription with this
choice of c, the SDE for st = log xt/〈x〉 reads
dst = κ
(
θ − σ
2
2κ
− 〈x〉est
)
dt+ σdWt (116)
Note that with this form, the noise becomes additive rather than multiplicative as in Eqs.(112)
or (115). On the other hand, the drift becomes exponential. It is easy to see that Eq.(116)
requires the condition 2κθ > σ2 in order for Eq.(116) to have a stationary distribution.
Note that because xt is a total market capitalization of a firm (or all firms in the index,
depending on how we use the 1D setting here), log xt will be given by a log-stock price plus a
log of total number of shares outstanding. When the latter is constant, st = log xt/c is equal to
the log-price of the stock plus a constant term.
The GMR model (112) was used by Dixit and Pindyck [13], and its properties were further
studied by Ewald and Yang [17] who have shown that this process is bounded, non-negative,
and has a stationary distribution under the constraint 2κθ > σ2. Rather than introducing
such mean-reverting dynamics phenomenologically, our model derives them (in a multi-variate
setting) from an underlying dynamic optimization problem of a bounded-rational agent.
The non-stationary multivariate Geometric Mean reverting process (109) can be interpreted
as either an equilibrium or quasi-equilibrium statistical process (which is the case usually as-
sumed in econometric and financial models), or as an non-equilibrium Langevin process [55].
In the rest of this section, we assume the former setting, while some further comments on the
latter case will be provided in Sect. 8.2.
6.2 IRL by Maximum Likelihood: market portfolio
Here we assume a quasi-equilibrium setting when the market manages to attain an equilibrium
distribution (100) in each period, following changes in signals zt. In this case, standard statistical
methods, such as Maximum Likelihood, can be applied to estimate the model. The negative
log-likelihood function for observable data with this model reads
LLM (Θ) = − log
T−1∏
t=0
1√
(2pi)N |Σx|
e−
1
2
(vt)
TΣ−1x (vt), vt ≡ xt+1 − xt
xt
− κ ◦ (θ(zt)− xt) ∆t (117)
where xt now stands for observed stock market prices, and Σx =
√
∆tΣr. Note that because
the model is Markov, the product over t = 0, . . . , T − 1 does not necessarily mean a product of
transitions along the same trajectory, but can be viewed as a product of T one-step transitions
that do not correspond to consecutive time moments.
Parameters that can be estimated from data are therefore the vector of mean reversion speed
parameters κ, factor loading matrix w, and covariance matrix Σx.
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Note that instead of defining the likelihood in terms of the original variables xt, we could
defined it instead in terms of a transformed variable st = log xt/〈x〉. The negative log-likelihood,
when re-expressed in terms of the original observables xt would then be of the same Gaussian
form as in Eq.(117) where the variable vt would be defined as
vt = log
xt+1
xt
− κ ◦
(
θ(zt)− σ
2
2κ
− xt
)
∆t (118)
7 Experiments
In this section we describe our experiments with the market model Eq.(109). Further details for
calibrated model parameters are provided in Appendix C.
To show detailed results, we use the DJI index instead of the S&P500 index that is more
commonly used as a market portfolio. We analyze the daily data on market caps of all firms
in the DJI index from 2010 to the end of 2017. We use the current composition of DJI that
includes Apple that was added in 2016. We re-scale all data points by dividing by the average
total market cap of the index for the whole period, which is approximately equal to $160Bn for
our dataset.
Similar to [10], our approach takes signals zt as given, and assumes that they are obtained
through a search for ’alpha’ that is beyond the scope of our framework. Calibrated model
parameters will necessarily depend on the choice of predictors zt. One of our objectives here is
to illustrate such dependence on the choice of signals.
To this end, we test our model using two sets of experiments with two different sets of
predictors zt. We build both sets as predictors of market caps (or equivalently prices) rather
than predictors of returns.
The first set of predictors includes two predictors for each stock: a perfect signal and a
random signal. The perfect (oracle) signal is obtained as a (demeaned) realized next-day return.
This test can serve as a sanity/implementation test for the model. It is expected to provide a
stable calibration of parameters, nearly zero volatility, and an order of magnitude of difference
between estimated weights of the perfect signal and the random signal. The results are as
expected, see tables 1 and 2 in Appendix C where we show calibrated parameters for separate
annual runs (we do not report weights to save space).
The second set of predictors are given by a pair of demeaned exponential moving averages
of the (re-scaled) market caps. The two signals use parameters γ = 0.9 and γ = 0.96 of the
exponential moving averaging, corresponding to the lookback windows of 7 days and 15 days,
respectively.
In both sets of experiment, we estimate the resulting model parameters by minimizing the
negative log-likelihood (117) subject to constraints of non-negativity of weights w1, w2 of two
predictors, and adding a regularization term λ(w1 +w2− 1)2. While the results are only weakly
dependent on the value of regularization parameter in the range λ ∼ 10−3 − 10−2, we report
the results for the value of λ = 10−2. The covariance matrix Σx is taken to be diagonal
Σx = diag(σ
2
i ). We set ∆t = 1, thus we report daily rather than annualized values of κ and σ
2.
Calibrated parameters κ and σ2 for the exponential moving average signals are shown in
tables 3 and 4 in Appendix C. As could be expected, the resulting parameters are substantially
different from those obtained with the first set of signals. Calibrated parameters are less stable,
which is unsurprising given that moving averages are not very good predictors of future prices.
In particular, we observe occasional negative values of κ that suggest a local divergence from a
predicted value, rather than a convergence to this value. In Figs. 1, 2, 3 we show the market
40
cap vs a fitted mean level for the IBM, JPM and XOM stocks for a two-month period in 2017.
Results obtained for other stocks and other periods are similar.
Note that it would be wrong to try to estimate parameter κ by simply running a regression
of ∆xt on xt and treating the signals zt as a part of a noise term in such regression. As zt is
a random process itself, such procedure would violate the i.i.d. assumption for a noise term in
such regression.
Figure 1: Market cap vs estimated mean level: IBM
Figure 2: Market cap vs estimated mean level: JPM
8 Discussion and future directions
8.1 Mean reversion in asset returns
One of the most interesting implications of our model is its prediction of a non-linear mean-
reverting behavior of asset returns. While mean reversion in intraday data for stock markets is
a well established fact, its presence in longer-horizon returns is a topic of a long discussion in
the literature. The latter started with Poterba and Summers who argued for mean reversion
in stock returns as resulting from actions of ’noise traders’ that do not have any objectives in
trading, i.e. have zero intelligence [44]. Implications of mean reversion for a long-term optimal
asset management were discussed in [50].
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Figure 3: Market cap vs estimated mean level: XOM
In our model, mean reversion in asset returns has a very transparent origin. It results from
a total market impact from traders that optimize their investment portfolios following mean-
variance Markowitz-type optimization strategies by adapting to changing signals and changes
in the market. The resulting stock price dynamics are of non-linear mean reversion type (a
multi-variate Geometric Mean Reversion process with external factors), even though we start
with a simple Gaussian policy pi for the agent in our model. Non-linearity of the dynamics in our
model is both a manifestation and a result of a feedback loop via the price impact mechanism.
Interestingly, the dynamically generated mean reversion in our model produces time-decaying
auto-correlations in the system, i.e. multi-period effects that were absent in the original formula-
tion15. Note that presence of slowly time-decaying auto-correlations and adaptivity to external
signals are typical for self-organizing systems, see e.g. [57]. Therefore, our model demonstrates
some features of a self-organizing behavior by the dynamic generation of a mean reversion level
for stocks.
8.2 Non-equilibrium behavior and market crashes
As was discussed in Sect. 6.1, our setting above assumes that changes of external signals are slow
enough, so that market has sufficient time to adjust to new information in signals zt from one
period to another. If external signals were just constant in time, the system would eventually
settle in a stationary equilibrium state.
A different situation can occur if signals zt exhibits a large jump at time t relative to their
value at time t − 1. In this case, the system can find itself trapped in a meta-stable state -
a previously globally optimal state that becomes a local minimum following a jump of zt to a
new value. A meta-stability, rather than stability of this state is ensured by the presence of a
potential barrier separating the global and local minima. A transition from a metastable state to
a new dynamically optimal stable state would be activated by noise ε
(x)
t , see e.g. [55] on how such
transitions are modeled in physics. In the financial setting, decays of such meta-stable states
via a thermally-activated diffusion can describe market crashes. Such transitions can be studied
either numerically using simulations, or theoretically using methods of [55]. Non-equilibrium
phase transitions induced by multiplicative noise as in Eq.(111) were studied in [54]. Statistical
15In particular, our model did not originally include any ”permanent impact” effect which may not a priori be
an well-defined notion in an MDP setting.
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physics of driven non-equilibrium dynamics of system with thermal fluctuations is studied in
[43].
8.3 Multi-agent formulations: market-fitting or market-beating strategies?
As the objective of this paper was to make inference of a Bounded-Rational ’Invisible Hand’
that drives the market as a whole using Inverse Reinforcement Learning, we used a single agent
setting. In our formulation, this single agent self-learns by self-playing. As we showed in this
paper, this formulation, though may appear somewhat abstract or even ’theological’, gives rise to
quite specific observable and computable consequences such as the prediction of mean reversion
in asset returns, implied rationality and risks aversion parameters, and a market-implied optimal
strategy.
On the other hand, it would be interesting to extend the setting of this model to a multi-agent
formulation. On-line multi-agent Reinforcement Learning, where two or more bounded-rational
agents implement Markowitz-like, or possibly more advanced investment strategies in a noisy
market environment with external signals, can create potentially rich market-beating strategies.
8.4 Implied rationality of the market
Recall that the inverse temperature parameter β controls the degree of rationality of the RL
agent that dynamically replicates the market portfolio by minimizing its trading cost. We
have showed the result of calibration of the market model (109) implied by our framework. In
this setting, the original model parameters are embedded in parameters defining Eq.(109), see
Eqs.(108). The latter parameters are calibrated to market data.
To infer the original parameters of the model including β, one can instead use the IH-IF
algorithm from Sect. 5.9. Inference of market-implied rationality parameter β and risk aversion
λ will be addressed elsewhere.
8.5 The market as an information perception-action system
Analysis of the RL agent representing a coherent bounded-rational component of the market
that we developed above included analysis of information costs of actions. This analysis can be
extended by including information costs of information extraction [52, 42, 22, 48].
The value of this extension is in its focus on the external signals zt. In our model, we took
them as given, effectively leaving the information costs of their extraction outside of the scope
of the model. Analysis along the lines of [52, 42, 22, 48] allows one to assess the value of these
signals for the full perception-action cycle. Note that traditionally, signals are accessed based
on their ability to predict the future, e.g. their own future.
However, this is not the same as the ultimate goal of these signals, which is to improve
rewards. A perception-action cycle analysis in [52, 42, 22] specifies useful information in signals,
as opposed to useless information that should be discarded as its use amounts to a dissipated
energy (heat) instead of an increase of the free energy. Extensions of the model developed in
this paper along these lines of analysis of the perception-action cycle of financial markets will
be presented elsewhere.
9 Summary
As was discussed e.g. by Sornette in [46], economic models differ from models in the physical
sciences in that economic agents anticipate the future and act accordingly, thus impacting the
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present. A value in finance depends on views of market participants on the future. This is very
different from physics where quantities such as e.g. the mass of a proton are clearly independent
of public views on the future. Such observations led many researchers to suggest that ideas from
biology and genetics can be useful for financial modeling [46].
As we discussed in Sect. 2, our model shares a number of similarities with models in biology,
e.g. [19], [39]. Our bounded-rational market-wide agent aggregates all traders in the market
who anticipate the future in their trading decisions. Optimal actions of the agent are those that
maximize its free energy, similar to models of [19], [39].
Our model provides a computational scheme based on Inverse Reinforcement Learning and
the variational EM algorithm to infer parameters of the model. As in our model the market-
wide agent that implements the ’Invisible Hand’ is a sum of all agents, it provides a unifying
framework for inference of either a market portfolio or a single investor. Furthermore, for the
most interesting case of a dynamic inference of the market portfolio, our model provides a
multi-period extension of the Black-Litterman model [8]. Finally, our approach suggests a non-
stationary multivariate Geometric Mean Reversion (GMR) process (109) as a model for market
dynamics.
Appendix A: Optimal action and optimal G-function with locally-
quadratic expansion
A.1 Linearization of dynamics
Here we develop a tractable computational scheme based on conditioning on the linearization
variables a¯t, y¯t, and expanding the dynamics and functions of interest (the G-function and the
action policy piθ) in Taylor series in small deviations from these values.
In this section we use the symbols a¯t, y¯t as fixed conditioning values in calculation of con-
ditional variational free energy (71), or equivalently as realizations of random hidden variables
a¯t, y¯t. Note that when these values are fixed, we also have fixed values of a related pair
(u¯t, x¯t) ≡ (1T−1a¯t,1T0 y¯t), where 10 = [1,0]T and 1−1 = [1,−1]T .
Let us come back to Eq.(78) that shows that the dynamics are non-linear in controls ut and
the state vector yt. Define deviations δxt and δut from linearization points in the (x,u) space:
xt = x¯t + δxt, ut = u¯t + δut (A.1)
We linearize the dynamics equation (78) by keeping linear terms in deviations δxt, δut. This
yields
δxt+1 = Ω0 + Ωxδxt + Ωuδut + Ωzδzt + εt ◦ (xt + ut) (A.2)
where
Ω0 = (1 + rf + diag (Wz¯t −Mu¯t)) (x¯t + u¯t)− x¯t+1
Ωx = 1 + rf + diag (Wz¯t −Mu¯t) (A.3)
Ωu = 1 + rf + diag (Wz¯t −Mu¯t)− (x¯t + u¯t) ◦M
Ωz = (x¯t + u¯t) ◦W
Here (x¯t + u¯t) ◦M stands for an element-wise multiplication of a k-th component of vector
(x¯t + u¯t) with a k-th row of matrix M, and a similar convention is used in the last relation.
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Deviations can also be defined for the extended space (14). In this case, we expand around
conditioning values a¯t, y¯t in a similar way to Eq.(A.1):
yt = y¯t + δyt, at = a¯t + δat (A.4)
so that linearization points in Eqs.(A.1) and (A.4) are related as follows: (u¯t, x¯t) ≡ (1T−1a¯t,1T0 y¯t).
Stacking Eq.(A.2) and Eq.(13) written in terms of the increment δzt together, we can write
a linearized equation for δyt as follows:
δyt+1 = Ψ0 + Ψyδyt + Ψaδat + ε
y
t (δyt, δat) (A.5)
where
Ψ0 =
[
Ω0
(I− Φ) ◦ z¯t − z¯t+1
]
, Ψy =
[
Ωx Ωz
0 I− Φ
]
, Ψa =
[
Ωu1
T−1
0
]
(A.6)
εyt (δyt, δat) =
[
εt ◦ (xt + ut)
εzt
]
=
[
εt ◦
(
1T0 yt + 1
T−1at
)
εzt
]
Note that matrices Ψ0,Ψy, Ψa implicitly depend on time via their dependence of y¯t and a¯t.
Also note that Eq.(A.5) implies that
δ̂yt+1 ≡ Et,a [δyt+1] = Ψ0 + Ψyδyt + Ψaδat
Σy ≡ Cov [δyt+1] =
[
Σxx 0
0 Σz
]
(A.7)
Σxx = Σr ◦
[(
1T0 yt + 1
T
−1at
) (
1T0 yt + 1
T
−1at
)T ]
We can also express the reward Eq.(22) in terms of δyt and δat:
Rˆt(yt,at) = δa
T
t Rˆaaδat + δy
T
t Rˆyyδyt + δa
T
t Rˆayδyt + δa
T
t Rˆa + δy
T
t Rˆy + r(y¯t, a¯t) (A.8)
Here we defined
Rˆaa = Raa, Rˆyy = Ryy, Rˆay = Ray,
Rˆa = Ra + 2Raaa¯t + Rayy¯t, Rˆy = 2Ryyy¯t + R
T
aya¯t (A.9)
r(y¯t, a¯t) = a¯
T
t Raaa¯t + y¯
T
t Ryyy¯t + a¯
T
t Rayy¯t + a¯
T
t Ra
Recall that as the original parameters of the reward function coefficients Raa etc. were defined
in terms of the original model parameters, the new ’hat’ coefficients Rˆaa etc. are now functions
of the original model parameters and conditioning variables y¯t, a¯t.
A.2 Recursion for the G-function
In this section, we consider a finite-horizon setting. In this case, a time dependence of coefficients
will be implicit in equations to follow, and will be supplemented by an additional upper script,
e.g. F
(t)
yy , where needed for clarity.
For a finite-horizon setting with a planning horizon T , as positions xT are fixed by (10), we
can use Eqs.(47) and (A.8) to get
F piT (yT ) = RˆT (y¯T + δyT , a¯T + δaT ) (A.10)
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We use this to fix Fyy, Fy, F0(y¯t) in Eq.(87) in terms of coefficient of reward function (A.8):
F(T )yy = Rˆyy = Ryy (A.11)
F(T )y = Rˆ
T
ayδaT + Rˆy = R
T
ay (a¯T + δaT ) + 2Ryyy¯T
F0(y¯T , a¯T ) = δaT RˆaaδaT + δa
T
T Rˆa + r(y¯T , a¯T )
For values t = T−1, . . . , 0, we use Eqs.(A.5) and (A.7) to compute the conditional expectation
of the next-period F-function as follows:
Et,a
[
F pit+1(yt+1)
]
= F0(y¯t+1, a¯t+1) + δ̂y
T
t+1F
(t+1)
y + δ̂y
T
t+1F
(t+1)
yy δ̂yt+1 + Tr
[
F(t+1)yy Σy
]
(A.12)
The last term can be expressed in a more convenient form using Eq.(88):
Tr
[
F(t+1)yy Σy
]
= Tr
[((
1T0 yt + 1
T
−1at
) (
1T0 yt + 1
T
−1at
)T)
(Fxx ◦ Σr)
]
+ Tr [FzzΣz]
=
(
1T0 yt + 1
T
−1at
)T
(Fxx ◦ Σr)
(
1T0 yt + 1
T
−1at
)
+ Tr [FzzΣz] (A.13)
After some algebra, we put Eq.(A.12) in a form similar to Eq.(A.8):
Et,a
[
F pit+1(yt+1)
]
= δaTt Haaδat+δy
T
t Hyyδyt+δa
T
t Hayδyt+δa
T
t Ha+δy
T
t Hy+ f̂(y¯t, a¯t) (A.14)
where
Haa = Ψ
T
aFyyΨa + 1−1 (Fxx ◦ Σr) 1T−1
Hyy = Ψ
T
y FyyΨy + 10 (Fxx ◦ Σr) 1T0
Hay = 2Ψ
T
aFyyΨy + 2 · 1−1 (Fxx ◦ Σr) 1T0
Ha = Ψ
T
aFy + 2Ψ
T
aFyyΨ0 + 2 · 1−1 (Fxx ◦ Σr)
(
1T0 y¯t + 1
T
−1a¯t
)
(A.15)
Hy = Ψ
T
y Fy + 2Ψ
T
y FyyΨ0 + 2 · 10 (Fxx ◦ Σr)
(
1T0 y¯t + 1
T
−1a¯t
)
f̂(y¯t, a¯t) = F0(y¯t+1, a¯t+1) + Ψ
T
0 Fy + Ψ
T
0 FyyΨ0
+
(
1T0 y¯t + 1
T
−1a¯t
)T
(Fxx ◦ Σr)
(
1T0 y¯t + 1
T
−1a¯t
)
+ Tr [FzzΣz]
These equations can be used for both the finite-horizon and infinite-horizon settings. For the
former case, all parameters in the right-hand sides of Eqs.(A.15) refer to the future time moment
t+ 1, so that Eqs.(A.15) serve as a part of a backward recursion scheme to be completed below.
On the other hand, for an infinite-horizon case, they can be used as updates equations for
time-independent parameters of the free energy function (87).
Next we take the Bellman equation for the G-function
Gpit (yt,at) = Rˆt(yt,at) + γEt,a
[
F pit+1(yt+1)
]
(A.16)
where we substitute Eqs.(83), (A.8) and (A.14). Equating coefficients in front of like powers of
δxt and δat in the left-hand side and the right-hand side of the resulting equation, we get a set
of recursive relations for matrix coefficients defining the G-function in Eq.(83):
Gaa = Rˆaa + Haa, Gyy = Rˆyy + Hyy, Gay = Rˆay + Hay
Ga = Rˆa + Ha, Gy = Rˆy + Fy, g(y¯t, a¯t) = r(y¯t, a¯t) + f̂(y¯t, a¯t) (A.17)
In these equations, coefficients in the left-hand side and the right-hand side refer to the same
time t, therefore they can be used in the same way for both the finite- and infinite horizon cases.
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A.3 Backward recursion with observable rewards
We first consider a complete backward recursion scheme for a finite-horizon case, that would
apply if rewards were observed. Below, we will modify this scheme to replace observed rewards
by their estimated values. In both cases, Eqs.(A.17) should be solved by backward recursion,
starting at the planning horizon T with a terminal condition.
For an arbitrary time step t < T , we proceed as follows. First, we use Eqs.(A.17) to obtain
parameters of the Q-function at time t . Note that parameters entering the right-hand of
Eqs.(A.17) are known at time t, as they are computed using the values defined at time step
t+ 1.
Second, we use the computed Q-function as parametrized by Eq.(83) to compute the F-
function at time t according to Eq.(44). To this end, we express the prior pi0 in Eq.(29) in terms
of increments δat with the mean δ̂at = aˆt − a¯t (recall that we condition on the value of a¯t):
pi0(δat|yt) = 1√
(2pi)N |Σp|
exp
(
−1
2
(
δat − δ̂at
)T
Σ−1p
(
at − δ̂at
))
(A.18)
where
δ̂at = aˆt − a¯t = Aˆ0 + Aˆ1 (y¯t + δyt)− a¯t (A.19)
Using this in Eq.(44) along with we Eqs.(A.17) and replacing a discrete sum by an integral16,
we obtain
F pit (yt) =
1
β
logZt =
1
β
log
∑
δat
pi0(a¯t + δat|yt)eβGpit (yt,at)
=
1
β
[
−Na
2
log(2pi)− 1
2
log |Σp|+ βδyTt Gyyδyt + βδyTt Gy + βg(y¯t, a¯t)
−1
2
δ̂a
T
t Σ
−1
p δ̂at + log
∫
dae
− 1
2
aT (Σ−1p −2βGaa)a+aT
(
Σ−1p δ̂at+βGayδyt+βGa
)]
(A.20)
To simplify formulae below, we introduce auxiliary quantities
bt = a¯t − Aˆ0 − Aˆ1y¯t, Σ˜p = Σ−1p − 2βGaa,
Γβ =
1
β
(
I− (Σ−1p )T Σ˜−1p )Σ−1p , Υβ = Σ˜−1p Σ−1p
Eay = ΥβAˆ1 +
1
2
βΣ˜−1p Gay, Day = G
T
ayΥβ − AˆT1 Γβ (A.21)
Ea = Aˆ
T
1 ΥβGa + βG
T
ayΣ˜
−1
p Ga, Lβ =
1
2β
(
log |Σp|+ log
∣∣∣Σ˜p∣∣∣)
Note that limβ→0 Γβ = 0 and limβ→0 Υβ = 1. Using Eqs.(A.21) for the Gaussian integral (A.20),
we can express it as in the same form as in Eq.(87):
F pit (yt) = δy
T
t Fyyδyt + δy
T
t Fy + F0(y¯t, a¯t) (A.22)
where the coefficients are now computed as follows:
Fyy = Gyy + G
T
ayEay −
1
2
AˆT1 ΓβAˆ1
Fy = Gy −Daybt + AˆT1 ΥβGa + βGTayΣ˜−1p Ga (A.23)
F0(y¯t, a¯t) = g(y¯t, a¯t)− 1
2
bTt Γβbt −GTaΥβbt +
β
2
GTa Σ˜
−1
p Ga − Lβ
16Recall that we used a discrete notation for convenience only, while working in fact in a continuous-action
formulation.
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Appendix B: IRL for a single investor case
In this appendix, we consider the case of a single investor with observable actions as a special
case of our model. To recall, in this case, we build a probabilistic model of a specific trader,
assuming that we have access to trader’s trading record. This model is given by the Gaussian
policy of Eq.(100) where the mean and variance in Eq.(98) are computed using trader’s trading
data, interpreted as trader’s observed actions at.
A major simplification of the single investor inference in our model is that when actions are
observed, we do not need an inner integral over at in Eq.(62). The only integration that we need
in this case is the outer integration over a¯t.
For such setting with investor-specific actions and rewards, estimation of parameters of
Eq.(A.8) amounts to the EM algorithm with the free energy for a set of Nb trajectories of length
T of the following form (compare with Eq.(62))
Fs(w, θ) =
Nb∑
b=1
T∑
t=0
∫
da¯t qa¯(a¯t|y,w) log piθ (at|yt) pθ (yt+1, |yt,at)
qa¯(a¯t|y,w)
where yt and at stands for observed values of investments, signals and trades in the investor
portfolio, stored as a historical dataset, and conditional transition probability pθ (yt+1|yt,at) is
defined in Eq.(76).
The complete variational EM IRL algorithm for a single investor is given by Algorithm ??.
In step 1, the expectation of the next-time F-function is computed using Eq.(A.14) within a
backward recursion that starts with a fixed terminal condition at time t = T . In step 2, we
compute the reward using Eq.(A.8). In step 3, an update of the Q-function is performed using
Eq.(A.17). The time-t F-function is computed in step 4 using Eq.(A.23). Finally, in step 5, the
optimal policy as a function of θ is recomputed using Eq.(100). Computing these quantities for
all transitions in the mini-batch, we obtain the free energy (102) for the mini-batch. This is
used to produce an update of the current estimation of θ using a learning rate αθ. The new
updated values of θ are then used to update parameters Aˆ
(k)
1 , Aˆ
(k)
1 , Σ
(k)
p of the policy piθ. Then
the algorithm proceeds to the next iteration.
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Data: a sequence of states and signals
Result: the reward function, optimal policy, and value function
Set the learning rates αθ, αω, batch size Nb, initial parameters θ
(0), ω(0), Aˆ
(0)
0 , Aˆ
(0)
1 , Σ
(0)
p
Set k = 1
while not converged do
Draw a new mini-batch of Nb T -step trajectories (yt, . . . ,yt+T )
E-step:
Compute the free energy Fs(ω, θ(k−1)) of the mini-batch using Eq.(B.1)
Update recognition model parameters ω(k) = (1− αω)ω(k−1) + αω ∂∂ωFs(ω, θ(k−1))
M-step: Maximize Fs(ω(k), θ) as a function of θ:
for each transition (yt,yt+1) for t = T − 1, . . . , 0 do
1. Compute the expected value at time t of the F-function at time t+ 1.
2. Compute the reward as a function of θ.
3. Use steps 1 and 2 to update the Q-function at time t
4. Compute the value of the F-function at time t.
5. Recompute the policy distribution piθ(at|t,yt) as a function of θ by updating its
mean and variance.
end
Compute the free energy Fs(ω(k), θ) of the mini-batch using Eq.(B.1)
Update the parameter vector θ(k) = (1− αθ)θ(k−1) + αθ ∂∂θFs(ω(k), θ)
Use the new value θ(k) to compute Aˆ
(k)
1 , Aˆ
(k)
1 , Σ
(k)
p
Increment k = k + 1
end
Algorithm 2: IRL algorithm that learns the optimal policy, reward, and value function
for a single investor.
Appendix C: Calibration results for the DJI portfolio
Here we report results of Maximum Likelihood estimation of the market model (109) for two
sets of signals described in Sect.(7). We show the results for the calibrated daily mean reversion
parameter κ and variance Σ = σ2 in Eq.(109). Fitted weights of the signals are not shown to
save space.
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2010 2011 2012 2013 2014 2015 2016 2017
AAPL 0.7006 0.4707 0.3024 0.3621 0.2846 0.2403 0.2875 0.2036
AXP 3.2127 -0.0447 2.5010 2.0031 1.7278 2.0213 2.6951 2.1649
BA 3.3122 3.2815 2.9620 2.0125 1.7078 1.6523 1.9196 1.2189
CAT 3.9048 2.6793 2.6194 2.8312 2.6242 3.4815 3.6305 2.4664
CSCO 1.1863 1.6795 1.6632 1.3183 1.3022 1.1573 1.1861 0.9684
CVX 1.0389 0.8057 0.7649 0.6913 0.7266 0.9405 0.9175 0.7601
DIS 2.4381 2.3823 1.9216 1.4093 1.1324 0.8764 1.0116 0.9794
DWDP 5.0047 -0.0785 4.2726 3.6760 2.7862 2.9058 2.8816 1.9451
GE 0.9095 0.8770 0.7563 0.6556 0.6221 0.6057 0.5860 0.7540
GS 1.9353 2.7332 2.9583 2.2502 2.0742 1.9744 2.3197 1.7672
HD 3.0667 2.9361 1.9388 1.4898 1.3529 1.0774 1.0159 0.8540
IBM 0.9639 0.7677 0.7085 0.7414 0.8652 1.0601 1.1543 1.0965
INTC 1.3863 1.3800 1.2918 1.3920 1.0265 1.0671 1.0228 0.8517
JNJ 0.9459 0.8814 0.8717 0.6484 0.5680 0.5876 0.5311 0.4577
JPM 1.0068 1.1603 1.0930 0.8261 0.7321 0.6890 0.7049 0.4972
KO 1.2571 1.0468 0.9509 0.9079 0.8886 0.8958 0.8481 0.8447
MCD -0.0194 1.8295 1.7101 1.6392 1.7204 1.7170 1.5119 1.3050
MMM 2.7017 2.7410 2.6042 2.0222 1.7473 1.6580 1.6336 1.2609
MRK 1.4462 1.5575 1.2520 1.1635 0.9826 1.0299 1.0075 0.9625
MSFT 0.6883 0.7343 0.6487 0.5723 0.4595 0.4326 0.3776 0.2787
NKE 5.4456 4.9397 -0.0221 3.6118 2.8779 2.0821 2.0890 2.1891
PFE 1.1989 1.0767 0.9167 0.7890 0.8235 0.7841 0.8232 0.7923
PG 0.9066 0.9232 0.8940 0.7440 0.7239 0.7564 0.7194 0.7010
TRV 6.3443 -0.0210 6.4233 5.1396 5.0635 4.8245 4.9080 4.6598
UNH 4.2802 3.2558 2.8095 2.3977 1.9617 1.4535 1.2777 0.8714
UTX 2.4634 2.3068 2.2702 1.7594 1.5741 1.6942 1.9644 1.7134
V 4.1773 3.7475 2.4586 1.6999 1.4692 1.1614 1.1130 0.8799
VZ 1.8906 1.5762 1.3284 1.1525 1.1527 0.8486 0.7779 0.8242
WMT 0.8198 0.8641 0.7082 0.6513 0.6365 0.6957 0.7640 0.6456
XOM 0.5292 0.4262 0.4018 0.3992 0.3930 0.4779 0.4671 0.4656
Table 1: Calibrated κ for a combination of a ”perfect signal” and a ”noise signal”
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2010 2011 2012 2013 2014 2015 2016 2017
AAPL 0.0001 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
AXP 0.0001 0.0016 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
BA 0.0001 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001
CAT 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001
CSCO 0.0001 0.0005 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
CVX 0.0000 0.0002 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000
DIS 0.0000 0.0004 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
DWDP 0.0001 0.0020 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001
GE 0.0001 0.0004 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001
GS 0.0001 0.0006 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
HD 0.0001 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
IBM 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
INTC 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
JNJ 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
JPM 0.0001 0.0005 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
KO 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
MCD 0.0002 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
MMM 0.0000 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
MRK 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
MSFT 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
NKE 0.0001 0.0002 0.0004 0.0000 0.0000 0.0000 0.0000 0.0000
PFE 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
PG 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
TRV 0.0000 0.0015 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
UNH 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
UTX 0.0000 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
V 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
VZ 0.0000 0.0001 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000
WMT 0.0000 0.0002 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
XOM 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 2: Calibrated values of σ2 for a combination of a ”perfect signal” and a ”noise signal”
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2010 2011 2012 2013 2014 2015 2016 2017
AAPL -0.0122 0.0288 -0.0041 0.0047 -0.0038 0.0080 0.0045 -0.0038
AXP 0.1524 0.1748 0.1317 -0.0354 0.0452 0.2109 -0.0387 -0.0299
BA 0.0640 0.1488 0.2515 -0.0406 0.0542 0.0116 0.0550 -0.0307
CAT -0.0730 0.0430 -0.0278 0.0852 -0.0132 0.2088 0.1437 -0.0401
CSCO 0.0309 0.1211 -0.0416 0.0326 -0.0234 0.0530 0.0277 -0.0177
CVX -0.0171 0.0376 0.0119 0.0276 -0.0092 0.0144 0.0884 -0.0070
DIS 0.0971 0.0549 0.1424 -0.0284 0.0811 -0.0134 0.0196 0.0308
DWDP 0.3140 0.2110 0.1000 0.1250 0.0446 0.1225 0.0668 -0.0277
GE -0.0152 0.0148 0.0287 0.0276 0.0194 0.0227 0.0141 -0.0182
GS 0.0189 0.2639 -0.0738 0.0749 0.0348 0.0938 -0.0396 0.0526
HD -0.0557 0.0521 0.1519 0.0496 0.0260 0.1190 0.0225 -0.0193
IBM 0.0938 0.0532 0.0128 0.0261 -0.0152 0.0801 0.0313 -0.0258
INTC 0.0223 0.0315 -0.0071 0.0685 -0.0152 0.0055 0.0260 -0.0266
JNJ 0.0081 0.0514 0.0191 -0.0163 0.0172 0.0665 -0.0052 -0.0090
JPM 0.0326 0.1172 -0.0333 0.0286 0.0345 0.0470 -0.0071 0.0122
KO 0.0519 0.0920 0.0188 0.0580 0.0246 0.0288 0.0788 0.0512
MCD 0.1993 0.2217 0.0468 0.0669 0.0451 0.1489 0.0370 -0.0211
MMM 0.1316 0.2049 0.1524 -0.0348 -0.0231 0.1088 0.0558 -0.0243
MRK 0.0691 0.0122 0.0144 0.0530 0.0498 0.0572 0.1009 -0.0206
MSFT -0.0133 0.0349 0.0183 0.0273 0.0353 0.0084 0.0217 -0.0043
NKE 0.2952 0.3174 0.2199 -0.0478 0.1105 0.1755 0.1088 -0.0258
PFE 0.0197 0.0554 0.0293 0.0149 0.0264 0.0454 0.0208 -0.0141
PG 0.0709 0.0314 0.0061 0.0340 0.0351 0.0116 0.0683 0.0246
TRV 0.5598 0.3278 0.1963 0.3414 -0.1580 0.2416 0.1205 0.1552
UNH 0.2908 0.1356 0.1251 -0.0413 0.0682 0.1874 -0.0204 -0.0139
UTX 0.0452 0.0463 0.0799 -0.0270 0.0181 -0.0163 0.0469 -0.0223
V 0.1820 0.4427 0.2446 0.1132 -0.0145 0.0954 0.1141 -0.0130
VZ -0.0785 0.1175 0.0159 0.0113 0.0170 0.0722 -0.0274 -0.0328
WMT 0.0607 0.0184 -0.0087 0.0095 -0.0074 0.0456 0.1101 -0.0103
XOM 0.0144 0.0103 0.0163 0.0040 0.0115 0.0209 0.0380 0.0068
Table 3: Calibrated values of κ for exponential moving averages signals (γ = 0.9 and 0.96)
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2010 2011 2012 2013 2014 2015 2016 2017
AAPL 0.0073 0.0088 0.0060 0.0053 0.0045 0.0065 0.0053 0.0041
AXP 0.0082 0.0097 0.0047 0.0039 0.0041 0.0056 0.0055 0.0033
BA 0.0080 0.0098 0.0044 0.0044 0.0044 0.0057 0.0054 0.0040
CAT 0.0082 0.0112 0.0055 0.0039 0.0045 0.0062 0.0058 0.0045
CSCO 0.0080 0.0108 0.0055 0.0049 0.0040 0.0059 0.0050 0.0038
CVX 0.0061 0.0092 0.0042 0.0032 0.0042 0.0065 0.0052 0.0036
DIS 0.0067 0.0101 0.0043 0.0039 0.0041 0.0059 0.0043 0.0039
DWDP 0.0091 0.0123 0.0055 0.0047 0.0051 0.0070 0.0047 0.0126
GE 0.0074 0.0098 0.0044 0.0038 0.0036 0.0059 0.0044 0.0045
GS 0.0080 0.0114 0.0058 0.0044 0.0041 0.0057 0.0058 0.0044
HD 0.0067 0.0089 0.0044 0.0039 0.0040 0.0053 0.0045 0.0034
IBM 0.0057 0.0086 0.0040 0.0040 0.0041 0.0055 0.0047 0.0039
INTC 0.0070 0.0091 0.0048 0.0043 0.0048 0.0061 0.0052 0.0041
JNJ 0.0045 0.0084 0.0028 0.0031 0.0036 0.0047 0.0036 0.0031
JPM 0.0080 0.0117 0.0058 0.0041 0.0041 0.0057 0.0055 0.0039
KO 0.0051 0.0067 0.0035 0.0035 0.0036 0.0043 0.0038 0.0027
MCD 0.0050 0.0066 0.0036 0.0030 0.0033 0.0052 0.0040 0.0034
MMM 0.0061 0.0092 0.0037 0.0033 0.0037 0.0051 0.0038 0.0033
MRK 0.0061 0.0081 0.0039 0.0037 0.0043 0.0056 0.0049 0.0038
MSFT 0.0064 0.0083 0.0047 0.0048 0.0042 0.0067 0.0051 0.0037
NKE 0.0065 0.0098 0.0051 0.0043 0.0046 0.0058 0.0051 0.0047
PFE 0.0062 0.0084 0.0035 0.0039 0.0039 0.0053 0.0046 0.0030
PG 0.0046 0.0062 0.0035 0.0036 0.0031 0.0046 0.0038 0.0032
TRV 0.0058 0.0091 0.0041 0.0035 0.0034 0.0049 0.0044 0.0034
UNH 0.0070 0.0099 0.0048 0.0042 0.0042 0.0062 0.0046 0.0036
UTX 0.0061 0.0092 0.0045 0.0036 0.0037 0.0053 0.0046 0.0034
V 0.0082 0.0101 0.0047 0.0043 0.0047 0.0056 0.0049 0.0033
VZ 0.0054 0.0073 0.0037 0.0038 0.0078 0.0046 0.0041 0.0041
WMT 0.0048 0.0067 0.0040 0.0031 0.0034 0.0055 0.0046 0.0042
XOM 0.0059 0.0088 0.0038 0.0032 0.0039 0.0058 0.0046 0.0031
Table 4: Calibrated values of σ2 for exponential moving averages signals (γ = 0.9 and 0.96)
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