A smooth kernel estimator is proposed for multivariate cumulative distribution functions (cdf), extending the work of Yamato [H. Yamato, Uniform convergence of an estimator of a distribution function, Bull. Math. Statist. 15 (1973), pp. 69-78.] on univariate distribution function estimation. Under assumptions of strict stationarity and geometrically strong mixing, we establish that the proposed estimator follows the same pointwise asymptotically normal distribution of the empirical cdf, while the new estimator is a smooth instead of a step function as the empirical cdf. We also show that under stronger assumptions the smooth kernel estimator has asymptotically smaller mean integrated squared error than the empirical cdf, and converges to the true cdf uniformly almost surely at a rate of (n −1/2 log n). Simulated examples are provided to illustrate the theoretical properties. Using the smooth estimator, survival curves for US gross domestic product (GDP) growth are estimated conditional on the unemployment growth rate to examine how GDP growth rate depends on the unemployment policy. Another example of gold and silver price returns is given.
Introduction
The estimation of probability density functions (pdf) and cumulative distribution functions (cdf) occupies a central place in applied data analysis in the social sciences. While many statisticians and econometricians are familiar with various smooth nonparametric estimators of pdf, the smooth estimation of cdf has not been investigated as much, see Li and Racine [1] , Sections 1.4 and 1.5. To properly define the problem, let {X i = (X i1 , . . . , X id )
be a geometrically α-mixing and strictly stationary sequence of d-dimensional variables, with a common pdf f ∈ C (p+1) (R d ) and cdf F ∈ C (p+d+1) (R d ) , in which p is an odd integer. Traditionally, F is estimated by the empirical cdf F (x) = n 662 R. Liu and L. Yang Yamato [2] proposed a smooth estimator of F by integrating a kernel density estimator of the density f . To be precise, define the following kernel estimator of F (1) wheref (u) is the standard d-dimensional kernel density estimator (kde) of f (u) (see [3] )
. . . , h d )
T are positive numbers depending on the sample size n, called bandwidths.
Theoretical properties ofF (x) as an estimator of the unknown true distribution function F (x) have been investigated by several authors for the case of d = 1 and under i.i.d assumptions, see e.g.Yamato [2] , Reiss [4] , Falk [5] and more recently Cheng and Peng [6] . For feasible econometric applications of univariate kernel estimation of cdf, such as to the testing of stochastic dominance, see Li and Racine [1, p. 23 ] and the references therein.
In this paper, we examine under strong mixing assumption and for arbitrary dimension d, the local property ofF (x) in terms of pointwise asymptotic distribution and its global property in terms of mean integrated squared error (MISE) and maximal deviation. We have (1) proven that the smooth estimatorF (x) behaves asymptotically similar to the empirical cdf F (x) at any point x, (2) obtained its asymptotic mean integrated squared error (AMISE) and (3) established its uniform almost sure convergence rate.
The paper is organised as follows. In Section 2, we give Theorems 1, 2 and 3, the main results on pointwise, MISE and uniform asymptotics. In Section 3, we describe a data-driven rule to select the asymptotically optimal bandwidth vector h, which makes the MISE ofF asymptotically smaller than that of the empirical cdf F according to Theorem 5, another compelling reason that F is preferable over F other than smoothness. In Section 4, we present Monte Carlo evidence that corroborates with the theory and illustrates the use ofF with two real data examples. The first real data example illustrates the stochastic dependence of gross domestic product (GDP) growth rate on the unemployment growth rate in the US economy. The second example shows that gold and silver are substitute goods and their prices are strongly associated. All technical proofs are in the Appendix. 
Asymptotic results

Throughout this paper, we denote
h max = max(h 1 , . . . , h d ), h prod = h 1 × · · · × h d and for any x ∈ R,K(x) = x −∞ K(u)du, andK(x) = d α=1K (x α ) for any vector x = (x 1 , . . . , x d ) T . ThenK(x) ≡ 0 unless x ≥ −1 andK(x) ≡ 1 if x ≥ 1,(K) = 1 −1 K(u)u p+1 du, D(K) =
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We next list some basic assumptions. The following theorem concerns the asymptotic distribution ofF given in Equation (1) at any
where
Theorem 1 shows that the smooth estimatorF (x) has asymptotically the same distribution as the empirical cdf F (x). In particular, for i.i.d. process {X s } ∞ s=−∞ , the asymptotic variance function V (x) reduces to the more familiar form of
The global performance ofF (x) as an estimator of F (x) can be measured in terms of MISE and maximal deviation
The next two theorems give an asymptotic formula of MISE(F ) and an almost sure rate of D n (F ).
in which the AMISE is
The first term n −1 V (x)dF (x) in the formula of AMISE(F ; h) is the exact MISE of the empirical cdf F . We are unaware of any published results on the MISE or the strong uniform rate of convergence for smooth estimation of multivariate distribution function based on strongly mixing data, as in Theorems 2 and 3. Since Assumptions (A1)-(A4) are mild, these strong theoretical results hold for most multiple time series data with continuous distributions.
In the next section we describe how Theorem 2 is used to compute a data-driven bandwidth vector for implementing the smoothed estimatorF .
Bandwidth selection
To have insight into the minimisation of AMISE(F ; h) given in Theorem 2, define a function
In the following, we denote for any d-dimensional
The following theorem is easily proved similar to Yang and Tschernig [8] . 
To make use of Theorem 4, we make an additional assumption on F ,
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Theorem 2, Theorem 4(ii) and Assumption (A5) ensure the existence of a unique optimal bandwidth vector h opt that minimises
Theorem 4(iii) then implies that
Thus to obtain the optimal bandwidth vector h opt , one computes exactly the factors involving n and K in the previous expression, and estimate the following factor
The next theorem follows from the negativity result in Theorem 4(ii).
THEOREM 5 Under Assumptions (A1)-(A5),F has asymptotically smaller MISE than the empirical cdf F . Specifically, MISE( F )
Following Yang and Tschernig [8] , we define a plug-in asymptotic optimal bandwidth vector
in which the plug-in estimator of the unknown parameter
, is computed by the Newton-Raphson method using the gradient and Hessian formulae of Theorem 4 and where the plug-in estimators of the unknown matrices
The pilot bandwidth vector g = (g 1 , .
.
. , g d )
T is the simple rule-of-thumb bandwidth for multivariate density estimation in Scott [9] .
In the next section, we present Monte Carlo evidence for Theorems 2 and 3, and illustrate the use of the smooth estimatorF (x) with real data examples.
Examples
In all computing of this section, we use the quartic kernel K(u) = 15/16 × (1 − u 2 ) 2 I (|u| ≤ 1) with p = 1 and the plug-in bandwidth vectorĥ opt described in the previous section. We have not experimented with other choices of K and p due to limit of space and as these choices are in general not as crucial as that of the bandwidth, see Fan and Yao [10] .
A simulated example
We examine in this subsection the asymptotic results of Theorems 2 and 3 via simulation. The data are generated from the following vector autoregression (VAR) equation
. Clearly, higher values of a correspond to stronger dependence among the observations, and in particular, if a = 0, the data is i.i.d. The parameter ρ controls the orientation of the bivariate cdf F , and in particular, if a = ρ = 0, then F is a bivariate standard normal distribution. To cover various scenarios, we have experimented with three cases: ρ = 0, a = 0; ρ = 0.5, a = 0.2; ρ = 0.9, a = 0.2.
A total of 100 samples {X t } n t=1 of sizes n = 50, 100, 200, 500 are generated, andF is computed using the optimal bandwidth vectorĥ opt described in Section 3. Of interest are the means over the 100 replications of the global maximal deviation D n (F ) defined in Equation (3), denoted as D n (F ), and the MISE(F ;ĥ opt ) defined in Equation (2) . Both measures are listed in Table 1 . As one examines in Table 1 , bothD n (F ) and MISE(F ;ĥ opt ) values decrease as sample size increases in all cases, corroborating with Theorems 2 and 3. Also listed in Table 1 are the differences of the same measures for the empirical cdf F against those ofF , which are always positive regardless of the data generating process (i.e. for different combinations of a, ρ) and measures of deviation (i.e. D n or MISE). This corroborates with Theorem 5 thatF has asymptotically smaller MISE than F . Table 1 .D n and mean integrated squared error (MISE) ofF and F . Based on these observations, we believe our kernel estimator of multivariate cdf is a convenient and reliable tool, which is also superior to the empirical cdf in terms of accuracy.
GDP growth and unemployment
In this subsection, we discuss in detail the dependence of the US GDP quarterly growth rate on the unemployment rate. There are three types of unemployment: frictional, structural and cyclical. Economists regard frictional and structural unemployment as essentially unavoidable in a dynamic economy; so full employment is something less than 100% employment. The full employment rate of unemployment is also referred to as the natural rate of unemployment. It does not mean that the economy will always operate at the natural rate. The economy sometimes operates at an unemployment rate higher than the natural rate due to cyclical unemployment. In contrast, the economy may on some occasions achieve an unemployment rate below the natural rate. For example, during World War II, when the natural rate was about 4%, actual rate fell below 2% during 1943-1945. The pressure of wartime production resulted in an almost unlimited demand for labour. The natural rate is not forever fixed. It was about 4% in the 1960s, and economists generally agreed that the natural rate was about 6%. Today, the consensus is that the rate is about 5.5%.
GDP gap denotes the amount by which actual GDP falls short of the theoretical GDP under the natural rate. Okun's law, based on recent estimates, indicates that for every 1% by which the actual unemployment rate exceeds the natural rate, a GDP gap of about 2% occurs. See Samuelson [11, p. 559] or McConnell and Brue [12, p. 214 ] for more details. In other words, if unemployment rate falls, then GDP growth rate increases. But unemployment rate cannot keep falling because it moves around the natural rate. So it is useful to find the relationship between the GDP growth rate and unemployment growth rate.
Let X t1 be the seasonally adjusted quarterly unemployment growth rate in quarter t, X t2 be the quarterly GDP growth rate in quarter t, all data taken from the first quarter of 1948 (t = 1) to the second quarter of 2006 (t = 234). Since all data has been seasonally adjusted, it is reasonable to treat X t = (X t1 , X t2 )
T , t = 1, . . . , 234 as a strictly stationary time series, which is shown in the time plots. The ACF plots indicate that the autocorrelation function does not deviate significantly from geometric decay, which is a consequence of the geometric α-mixing Assumption (A2). The plots are shown in Figure 1 .
Given any interval I = [a, b], the survival function of X t2 conditional on X t1 ∈ I is defined as
in which F is the joint distribution function of X t1 and X t2 . 
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The function S I (x 2 ) can be approximated by the following plug-in estimator
in whichF is the kernel estimator of F defined in Equation (1). According to Theorems 1 and 3, for any fixed x 2 , |Ŝ I (
so the estimatorŜ I (x 2 ) is theoretically very reliable. We therefore draw probabilistic conclusions based on the smooth estimateŜ I (x 2 ) instead of the true S I (x 2 ). In Figure 2 growth rate is between −0.08 and −0.04, the chance to have the GDP growth rate higher than 1.5% is the greatest, which is about 0.2. This is in accordance with the Okun's law that the growth in GDP is associated with the unemployment rate. So if policy-makers want to achieve a high GDP growth rate, they should find better ways to lower the unemployment rate. One can even estimate the probabilities of GDP growth rates given the policy of unemployment, which is the interval I . If current unemployment rate is close to the natural rate, then the I is an interval close to 0, such as [−0.02, 0.02]; if the current unemployment rate is much higher than the natural rate, then the I is a negative interval, i.e. trying to lower the unemployment rate.
On the other hand, the survival function of X t1 conditional on X t2 can be computed similarly. If a certain level of GDP growth rate is planned to be achieved, one can estimate the conditional probabilities of different unemployment growth rates.
Gold and silver price returns
In this subsection, we discuss in detail the dependence of price returns of gold on silver. Let X t1 be the monthly silver price return in quarter t, X t2 be the monthly gold price return in quarter t, all data taken from the February of 1996 (t = 1) to the August of 2006 (t = 127). Since both data have been seasonally adjusted, it is reasonable to treat X t = (X t1 , X t2 )
T , t = 1, . . . , 127 as a strictly stationary time series, which is shown in the time plots. Again, the ACF plots indicate that the autocorrelation function does not deviate significantly from geometric decay, which is a consequence of the geometric α-mixing Assumption (A2). The plots are shown in Figure 3 . (4) and (5), respectively. We again base our inference on the estimated functionŜ I (x 2 ).
In Figure 4 , On the other hand, the survival function of X t1 conditional on X t2 can be computed similarly. That is the conditional probability of silver price return based on gold price return.
A1. Preliminaries
In this appendix, we denote by C (or c) any positive constants, by U (or u) sequences of random variables that are uniformly O (or o) of certain order and by O a.s. almost surely O, etc.
LEMMA A1 (Berry-Esseen inequality, [13 
be an α-mixing sequence with Eξ n = 0.
for any λ with λ 1 ≤ λ ≤ λ 2 , where 
A2. Proofs of Theorems 1 and 2
LEMMA A3 Under Assumptions (A1), (A3) and (A4), as n → ∞
Proof Using the integral form of Taylor expansion and denoting hv
Hence Assumptions (A4), (A1) and (A3) sequentially imply that
Proof We begin with the case of i = j ,
Similarly, for the case of i = j , one obtains
R. Liu and L. Yang
then clearly Eξ i,n = 0. Denote byγ (l) = cov(ξ i,n , ξ i+l,n ) the autocovariance function, then we have the following corollary.
Proof According to Lemmas A3 and A4,
the rest of the proof is trivial.
Proof of Theorems 1 and 2
According to Corollary A1
. Lemma A3 and Assumption (A3) further imply that
Meanwhile, σ 2 n = ES 2 n = var(S n ) = nA n + nB n , where A n = |l|≤c log n (1 − |l|/n)γ (l) and B n = c log n<|l|<n ( 
by Slutsky's theorem. Equations (A2) and (A3) together with Eξ i,n = 0 imply that
hence Theorem 2 follows by computing
A3. Proof of Theorem 3
then one has Eζ in = 0, while
. Take q such that [n/(q + 1)] ≥ c 0 log n, q ≥ (c 1 n)/(log n), then qε 2 n /(25m 2 2 + 5cε n ) ≥ c 2 a 2 log n and
So for c 0 , c 2 large enough
Hence 
Proof Applying elementary arguments,
A |K h (v − u)|du ≤ R d |K h (v − u)
