We study the transient response of a Brownian particle with general damping in a system of meta-stable potential well. The escape rate is evaluated as a function of time after an infinite wall is removed from the potential barrier. It takes a relaxation time for the rate to reach its stationary limit value and this rate relaxation time differs from the relaxation time of the majority of the probability around the bottom of the potential well. The rate relaxation time is found to depend on the temperature as well as the damping constant. It involves the diffusion time and the instanton time, in general agreement with recent studies of the overdamped case by Bier et al.
I. INTRODUCTION
The transient response of a Brownian particle in a meta-stable potential well is of general importance in physical, chemical, and biological systems, where the potential of the particle is subject to change due to some chemical transition, external fluctuation, or oscillation.
There are a great many problems that involve imposing an external fluctuation or oscillation on a system that takes time to settle down to its stationary distribution/state. Take, for instance, the situation that arises when a protein that is embedded in a cell membrane is subjected to a fluctuating electric field. In such systems the relaxation time to stationarity is obviously important. See, e.g., [1, 2] and references therein. In all of the systems that exhibit these phenomena the time scale of relaxation to stationarity is important because it greatly matters for the response of the system whether the externally imposed fluctuations or oscillations are slower or faster than this time scale.
When the potential of a system suddenly changes, it takes some time for the particle's probability distribution to adjust to the new circumstances. Meanwhile, the escape rate takes a certain time to settle down to its stationary value prescribed by the Kramers formula or its generalization. These two relaxation times are not necessarily one and both are of great importance. In two recent papers studying overdamped Brownian motion in a meta-stable potential, [1] we learnt that the relaxation time of the majority of the probability around the bottom of the well and the time for the transition rate to relax to the Kramers rate are different quantities that scale differently with barrier height and temperature. The escape rate generally has a longer relaxation time than the majority of the probability in the well.
The rate relaxation time involves two relevant time scales of the system: the local diffusion time and the instanton time.
In this paper, we study transient Brownian motion in a meta-stable potential with general damping, employing the transition path approach. [3] [4] [5] [6] [7] Using a one point boundary transition path sampling scheme [8] as a numerical solution method for the Langevin equation, we will give an analytical formulation for the transient Brownian motion immediately following a sudden change in potential and evaluate the transient current at various locations. The transient existence of a current peak at a location near the well bottom illustrates the relaxation of the majority of the probability near the well bottom. Transient forms of current at locations near the barrier top and their convergence to a common limit gives a direct measurement of the rate relaxation time. The rate relaxation time will be found to depend on temperature and damping constant. It will also be shown that the common limit of the currents at various locations conforms to a generalized Kramers rate formula.
The rest of this paper is organized as follows. In section II, we present the formulation of rate as a function of time and the transition path sampling scheme adapted for evaluating the transient rate. In section III, the numerical results are presented for rate as a function of time, for rate dependence upon temperature and damping, and for relaxation time dependence upon temperature and damping constant. In section IV, a summary and discussion.
II. ESCAPE RATE AS A FUNCTION OF TIME
We study the escape rate as a function of time for a Brownian particle in the following potential
that has a meta-stable well located at x = −1 where V w = 0 and a barrier at x = 0 where Fig. 1 . The current, J(x, t), will be computed for various times t at various locations x. At time t ≤ 0, an infinite wall is present at x = x a (x a = −0.3 for the numerical study presented in the next section) and it is removed at time t = 0. Namely,
is in addition to Eq.(1) for t ≤ 0.
The stochastic motion of the Brownian particle is governed by the standard Langevin equation in following dimensionless form,
Here and in the rest of this paper, every quantity is properly scaled to be dimensionless. x and v are the particle's position and velocity respectively. ξ(t) is the white noise random force having zero mean and Gaussian correlation,
β = 1/k B T is the dimensionless inverse temperature and γ, the dimensionless frictional (damping) coefficient.
The initial condition involved is that the particle is in an equilibrium Boltzmann distribution in the walled potential. Namely, the probability distribution p(x, v, t) is initially
For time t > 0, the current (or flux),
The probability distribution, p(x, v, t), can be found through solving a Fokker-Planck equation that is equivalent to the Langevin equation (3) [9, 10] or through integrating the Langevin equation (3) directly. We pursue the latter way in this study, using
The transition probability, P (x 1 , v 1 , t 1 |x 2 , v 2 , t 2 ), for the particle, being in state (x 1 , v 1 ) at t = t 1 , to be in state (x 2 , v 2 ) at t = t 2 (t 2 > t 1 ), can be expressed in terms of transition paths, [9] 
Here x +ξ (t) is a solution to the Langevin equation (3) for one realization of random force ξ(t), with the initial condition (x(t 1 ) = x 1 , v(t 1 ) = v 1 ). The random force ξ(t) is generated with its statistical weight functional P [ξ(t)] in accordance with Eqs. (4) and (5).
In principle, Eq.(9) can be numerically implemented by integrating the Langevin equation (3) in a straightforward way. But our goal to find the escape rate (the current at the barrier top) requires the transition probability for x 1 near the well bottom and x 2 near the barrier top. For such a purpose, the straightforward scheme is unrealistic for a temperature, k B T << V b , because the presence of the (positive) friction γ in Eq.(3) makes the probability exponentially small for generating a path along which the energy increases far above the thermal energy k B T . In order to efficiently evaluate current at the barrier top and other locations, we employ a transition path sampling scheme developed recently in Refs. [7, 8, 11] , exploiting the negative friction Langevin equation.
After functional (path integral) manipulations, [11] the transition probability can be cast into a form parallel to Eq.(9),
Here the negative friction path, x −ξ (t), is obtained by integrating the following negative friction Langevin equationẋ
from t 2 backward to t 1 with a final (boundary) condition (x(t 2 ) = x 2 , v(t 2 ) = v 2 ), for each realization of the random force ξ(t) sampled.
In contrast to the standard Langevin equation (3), the negative friction term in Eq. (11) favors paths along which the energy increases. This does not introduce anything spurious once the thermal factor in Eq. (10) is included. And, in fact, the thermal factor in Eq. (10) is a reflection of the detailed balance of an equilibrium system. Pulling together Eqs. (7), (8) and (10), we have
Now, using the initial probability in Eq.(6), we are ready for numerical implementation with the following formula for current,
Here θ(x) = 1 for x > 0 and θ(x) = 0 for x ≤ 0. The negative friction path, x −ξ (t), is of central importance. It is generated by numerically integrating the negative friction Langevin equation (11) from time t backward to time 0, with a final condition, (x(t) = x, v(t) = v),
for each realization of the random force ξ(t) sampled.
III. NUMERICAL RESULTS
In Fig.2 , current J(x, t) is plotted as a function of time t in the overdamped regime The inverse temperature β = 10. The point x = −0.8 is near the well bottom and the time of the existence of the peak of current there ( Fig.2(a) ) is a good approximation to the intrawell relaxation time for the majority of the probability around the well bottom. Its value, 1.5, stands in clear contrast to the rate relaxation time seen in Fig.2 (c) that is around 10. This confirms the conclusion of Ref. [1] that the rate relaxation time, i.e., the time it takes for the escape rate to reach its stationary limit value, is not equal to the intra-well relaxation time for the majority of the probability near the well bottom.
In Fig.3 , J(x, t) is plotted as a function of time t in the underdamped regime (γ = 0.5)
for various values of inverse temperature and locations. For each chosen temperature, four curves are for J(x, t) at four locations, x = −0.4, −0.2, 0, 0.2, respectively. Here we observe, First, the currents at four locations rise up from zero with different slopes. But, after a temperature-dependent relaxation time, the four curves converge to a common limit value,
that is independent of location x. This x-independent current J is, of course, the stationary state escape rate. It should be made clear that the limit t → ∞ means t is much greater than the relevant relaxation time but much smaller than 1/J. For a system at low temperature, the escape rate is very small and remains nearly constant for a long period of time so that the above definition of limit is valid. When t ∼ 1/J, however, the escape rate will become time-dependent and eventually vanishes. Second, the leveled (converged) parts of the curves are nearly equally spaced in the logarithmic plot (Fig.3) . This shows that the escape rate's dependence upon temperature conforms to the Arrhenius law as expected. Third, the time it takes for currents at different locations to converge has a significant dependence upon the temperature. The lower the temperature (namely larger β), the longer it takes.
In order to conduct a quantitative analysis, let's define the rate relaxation time as the time it takes each set of the four curves to converge within the corresponding numerical error bar that is approximately twice the width of the curve. The rate relaxation time so determined is plotted vs. inverse temperature β in Fig.4 for four values of the damping constant, γ = 0.5, 1.0, 2.5, and 5.0 respectively. In the overdamped case, γ = 5.0, even local diffusion is slow and its time scale is proportional to the inverse temperature (because the local diffusion rate is proportional to the temperature). The time for a successful activation path to go from the well bottom to the barrier top is dominated by the diffusion time. Therefore the rate relaxation time is approximately equal to the diffusion time and is proportional to the inverse temperature as shown in Fig.4(d In Fig.5 , the escape rate, J, is plotted as a function of inverse temperature β. Fitting the data points to an analytical form, we found, for γ = 0.5,
Here the exponential dependence upon the inverse temperature β is the well-expected Arrhenius form for thermal activated transitions. The − 1 4 power law dependence stems from the quartic barrier structure and is in agreement with an analytical analysis based on scaling. [12] This indicates that the one point boundary transition path sampling scheme based on the negative friction Langevin equation also serves as a numerical solution method of high accuracy.
IV. SUMMARY AND DISCUSSION
In summary, we have studied the transient response of a Brownian particle with general damping in a meta-stable system with a quartic barrier. The escape rate is evaluated as a function of time after an infinite wall is removed from the barrier. It takes a rate relaxation time for the rate to reach its stationarity and this rate relaxation time differs from the intrawell relaxation time for the majority of the probability around the well bottom. In the overdamped case, the rate relaxation time is determined by the local diffusion time and the instanton time that is independent of temperature. In the intermediate to low damping regime, the relaxation time is found to depend upon the temperature as well as the damping constant.
Finally, it's interesting to note the one point boundary transition path sampling scheme is highly accurate. It even reproduces the power law dependence upon the inverse temperature along the dominant exponential dependence (Arrhenius law). Therefore, this numerical scheme serves as an accurate and efficient numerical solution method for Langevin equations and Fokker-Planck equations. 
