Abstract In this paper, we consider an expanding construction of a distributed control system, which is obtained by adding a new subsystem one after the other, until all n subsystems, where n ≥ 2, are included in the distributed control system. It is assumed that a small random perturbation enters only into the first subsystem and is then subsequently transmitted to the other subsystems. Moreover, for any ∈ {2, . . . , n}, the distributed control system, compatible with the expanding construction, which is obtained from the first subsystems, satisfies an appropriate Hörmander condition. As a result of this, the diffusion process is degenerate, i.e., the backward operator associated with it is a degenerate parabolic equation. Our main interest here is to prevent the diffusion process (that corresponds to a particular subsystem) from leaving a given bounded open domain. In particular, we consider a risksensitive version of the mean escape time criterion with respect to each of the subsystems. Using a variational representation, we characterize the risk-sensitive escape control for the diffusion process as the lower and upper values of an associated stochastic differential game. Finally, we comment on the implication of our results, where one is also interested in evaluating the performance of the risk-sensitive escape control, when there is some modeling error in the distributed control system.
Introduction
We consider the diffusion processes x 1 (t), x 2 (t), . . . , x n (t) pertaining to the following distributed control system, with small random perturbations (see Fig. 1 ) 1 dx 1 (t) = m 1 x 1 (t), u 1 (t) dt + √ σ x 1 (t) dW (t) dx 2 (t) = m 2 x 1 (t), x 2 (t), u 2 (t) dt . . . dx n (t) = m n x 1 (t), x 2 (t), . . . , x n (t), u n (t) dt x 1 (0) = x -u i (·) is a U i -valued measurable control process to the ith-subsystem, i.e., an admissible control from the measurable set U i ⊂ R r i .
In this paper, we identify two admissible controls u i ,ũ i ∈ U i , for i = 1, 2 . . . , n, being the same on 
with probability one (w.p.1).
The functions m , for ∈ {2, . . . , n}, in Equation (1), with any progressively measurable control u i , depend only on x 1 , x 2 , . . . , x . Furthermore, we assume that the distributed control system, which is formed by the first subsystems, satisfies an appropriate Hörmander condition, i.e., a hypoellipticity assumption on the diffusion processes x 1 (t),
g., see [12] or [10, Section 3] ). Notice that the random perturbation has to pass through the second subsystem, the third subsystem, and so on to the th-subsystem. Hence, such a distributed control system is described by an × d dimensional diffusion process, which is degenerate in the sense that the backward operator associated with it is a degenerate parabolic equation.
Interconnection where
. . , x i ) are information for the expanding construction. Remark 1 In general, the hypoellipticity is related to a strong accessibility property of controllable nonlinear systems that are driven by white noise (e.g., see [17] concerning the controllability of nonlinear systems, which is closely related to [16] and [13] ). That is, the hypoellipticity assumption implies that the diffusion process x (t) has a transition probability density
, with a strong Feller property. 
Suppose that, for a fixed ∈ {2, 3, . . . , n}, the distributed control system, which is compatible with expanding construction, is formed by the first subsystems (i.e., obtained by adding one after the other, until all th subsystems are included). Furthermore, assume that the newly constructed distributed control system is composed with some admissible controls
. . , x , u ) be the exit-time for the diffusion process x (t) (corresponding to the th-subsystem), for a fixed > 0, with u ∈ U , from the given domain D , i.e.,
which depends on the behavior of the following (deterministic) distributed control system
In this paper, we specifically consider a risk-sensitive version of the mean escape time criterion with respect to the th-subsystem, i.e.,
where θ , for each ∈ {2, 3, . . . , n}, are positive design parameters and the expectation E x 1, · is conditioned on the initial point x 1 0 , x 2 0 , . . . , x 0 ∈ Ω as well as on the admissible controls u * 1 , u * 2 , . . . , u * −1 , u ∈ i=1 U i . Notice that τ 1 in the exit-time for the diffusion process x 1 (t) (which corresponds to the 1st-subsystem) from the domain D 1 with respect to the admissible (optimal) control u 1 (t) ∈ U 1 , ∀t ∈ [0, ∞), with θ 1 > 0.
2
Remark 2 Here we remark that the criterion in Equation (5) makes sense only if we have the following conditions
Moreover, such conditions depend on the constituting subsystems, the admissible controls from the measurable sets i=1 U i , as well as on the given bounded open domains D i , for i = 1, 2, . . . , (see Section 3.2 for further discussion).
Then, the problem of risk-sensitive escape control (with respect to the th-subsystem) will amount to obtaining a supremum value for
with respect to some progressively measurable control u ∈ U , for each ∈ {2, 3, . . . , n}.
Notice that, for a fixed admissible control u from the measurable set U , if we obtain a representation for Equation (5) as a minimal cost for an associated stochastic optimal control problem, then we will be able to obtain a representation for V ,θ as a value function for a stochastic differential game. This further allow us to link this progressively measurable control u in the original control problem with a strategy for the maximizing player of the associated stochastic differential game. Furthermore, such a connection between the risksensitive value function and a deterministic differential game can be made immediately, when the small random perturbation vanishes in the limit.
Before concluding this section, it is worth mentioning that some interesting studies on risksensitive control problem for dynamical systems with small random perturbations have been reported in literature (for example, see [8] using PDE viscosity solution techniques; see [4] using the probabilistic argumentation and the variational representation for degenerate diffusion processes; see also [5] , [9] or [11] for some connections between the risk-sensitive stochastic control and dynamic games).
An outline of the paper is as follows. In Section 2, we introduce a family of two-player differential games -where Player-1 will attempt to maximize the mean escape time criterion corresponding to each of the subsystems; while Player-2 will attempt to minimize it. In this section, we also provide some preliminary results that are useful for proving our main results. In Section 3, we present our main results -where we consider a risk-sensitive version of the mean escape time criterion with respect to each of the subsystems. Using the variational representation, we characterize the risk-sensitive escape control for the diffusion process as the lower and upper values of the associated stochastic differential game. Finally, we comment on the implication of our results, where one is also interested in evaluating the performance of the risk-sensitive escape control for the diffusion process, when there is some norm-bounded modeling error in the distributed control system.
Preliminary Results

A Differential Game Formalism
In this subsection, we consider a family of two-player differential games. For a fixed ∈ {2, 3, . . . , n}, at each time t ∈ [0, ∞), Player-1 picks a strategy u (t) from the admissible control space U , and Player-2 picks a control v (t) from R m in such a way that the functions t → u (t) and t → v (t) belong to the strategy sets M = u : [0, ∞) → U u is progressively measurable (8) and
respectively. Here, we also identify that M and N , for any ∈ {2, 3, . . . , n}, as metric spaces under any metric which is equivalent to convergence in
Suppose that both players have played the game up to the ( − 1)th-stage (see Footnote 4) .
. . , − 1, be the admissible control strategies picked by the maximizing Player-1. Then, at the th-stage, the dynamics of the game is given by the following differential equations
with an associated cost criterion
where τ
Note that the goal of Player-1 is to maximize J with respect to u and while that of Player-2 is to minimize it with respect to v , for each ∈ {2, 3, . . . , n}. Here, we remark that Player-1 will attempt preventing the diffusion process x (t) from leaving the given domain D (i.e., representing the exact control in risksensitive problem); while Player-2 will attempt forcing out the diffusion process from the domain (i.e., acting the role of the disturbance in the distributed control system). 3 Furthermore, a mapping α : N → M is said to be a strategy for the maximizing player if it is measurable and, for v ,v ∈ N , v (t) =v (t), ∀t ∈ [0, s] 3 We remark that the admissible control strategy u picked by Player-1 affects only the dynamics of the game, not directly the cost criterion. Similarly, a mapping β : M → N is a strategy for the minimizing player if it is measurable and, for u ,û ∈ M ,
almost everywhere, for every s ∈ [0, ∞). 4 Let us denote the set of all maximizing strategies by Γ and the set of all minimizing strategies by Λ . Furthermore, let us define the lower and the upper values of the differential game at the th-stage by
and
for each ∈ {2, 3, . . . , n}, respectively. Moreover, if
then the differential game has a value.
Remark 3 Note that the greatest payoff that Player-1 (i.e., the maximizing player) can force is called a lower value of the game and, similarly, the least value that Player-2 (i.e., the minimizing player) can force is termed an upper value of the game. In Section 3, we provide conditions under which these values coincide.
and an exit-time τ 0 2 inf t > 0 | x 2 (t) / ∈ D 2 such that Player-1 optimally picks a strategy (in the sense of best-response correspondence) to the stagey of Player-2. Then, the game advances to the next stage, i.e., = 3, and continues until n.
Additional Preliminary Results
In this subsection, we provide additional results that will be useful for proving our main results in Section 3.
Definition 1
We define V i to be the set of all R m -valued F t -progressively measurable pro-
for each i = 1, 2, . . . , n. 
for any ∈ {2, 3, . . . , n}.
Lemma 2 For any v ∈ V , with ∈ {2, 3, . . . , n}, and
v (t)dt under P . Then, the relative entropy of µ v with respect to P satisfies the following
Let S a Polish space (i.e., a complete separable metric space), with a Borel σ-algebra, and let P(S ) be the set of measures defined on S that satisfies the usual hypotheses (e.g., see [15] ).
where P ∈ P(S ). Let f : S → R be a Borel-measurable function. Then, the followings hold (i) if µ k weakly converges to another measure µ as k → ∞, then
(ii) if f k , k ∈ N is a sequence of uniformly bounded functions that almost surely converges to f , then
3 Main Results
Risk-Sensitive Escape Control Problem
In this subsection, we relate the lower and upper values of the associated differential game with the risk-sensitive escape control problem for the diffusion process. In particular, using the variational representation (e.g, see [3] or [8] ), we present our main results, i.e., Proposition 1 and Proposition 2.
For each fixed admissible control u ∈ U , the following proposition (which is a direct consequence of Lemma 1) characterizes the risk-sensitive escape control problem (cf. Equations (5) and (7)) with an associated stochastic differential game (cf. Equations (23) below).
Proposition 1 Suppose that, for a fixed ∈ {2, 3, . . . , n}, the admissible optimal controls u * i (t) ∈ U i , ∀t ∈ [0, ∞), for i = 1, 2, . . . , − 1, are given. Consider any admissible control u ∈ U . Further, for every s ∈ [0, ∞), let γ s be a Borel measurable function such that u (t) = γ s t, W (r), 0 ≤ r ≤ t for t ∈ [0, s], w.p.1. Let the exit-time τ be given by
which is associated with the following diffusion processes x 1 , x 2 , . . . , x , i.e.,
Then, the following variational representation holds
where the exit-timeτ is given bỹ
which is associated with the following diffusion processes x 1 ,x 2 , . . . ,x , i.e.,
Moreover, the admissible controlũ satisfies
for any s ∈ [0, ∞).
The following proposition provides conditions under which the lower and upper values of the associated differential game (i.e., quantities in Equations (12) and (13) (12) and (13) . Suppose that u * i (t) ∈ U i , ∀t ∈ [0, ∞), for i = 1, 2, . . . , − 1, are admissible optimal controls. For any u ∈ U , let x 1 , x 2 , . . . , x be the unique solution to Equation (20). Then, (i) the lower value of the game satisfies
(ii) for a given κ > 0, there exists a measurable function g : 
then the game has a value.
Remarks on the Robust Analysis Problem
In this subsection, we briefly remark on the implication of our main results -where one is also interested in evaluating the robust performance of the risk-sensitive escape control, when there is some norm-bounded modeling error in the distributed control system (see [6] for related discussion, but in different context).
In what follows, we assume that that the statements in Propositions 1 and 2 are true. Suppose that, for a fixed ∈ {2, 3, . . . , n}, u * i (t) ∈ U i , ∀t ∈ [0, ∞), for i = 1, 2, . . . , , are the admissible optimal control strategies picked by Player-1. Further, we consider the following distributed control system (which contains subsystems) 
where τ 0 = inf t > 0 | x (t) / ∈ D , with θ > 0. Then, for anyv ∈ N , with v ∞ < ∞, we have the following inequalities 
Suppose thatv (t) ∆m (t), where ∆m (t) is interpreted as a modeling error in Equation (27). Further, assume that the value τ 0 is used as a qualitative measure on the performance of the distributed control system. For a given specification L , with τ 0 ≥ L , if there exists a design parameter θ * > 0 such that
Then, we obtain an upper bound on the norm of the modeling error, which guarantees the desired performance against all modeling errors satisfying such a norm bound. That is, if
then we have
Moreover, the above equation (together with Equation (6)) further implies the following
for i = 1, 2, . . . , − 1, with ∈ {2, 3, . . . , n}.
Remark 4 Note that, for each i = 1, 2, . . . , n, the norm on the modeling error is inversely proportional to the design specification L i , and, therefore, the robustness of the distributed control system increases as the bound on the performance measure decreases.
