It has long been known that a protein's amino acid sequence dictates its native structure. However, despite significant recent advances, an ensemble description of how a protein achieves its native conformation from random coil under physiologically relevant conditions remains incomplete. Here we present a detailed all-atom model with a transferable potential that is capable of ab initio folding of entire protein domains using only sequence information. The computational efficiency of this model allows us to perform thousands of microsecond-time scale-folding simulations of the engrailed homeodomain and to observe thousands of complete independent folding events. We apply a graph-theoretic analysis to this massive data set to elucidate which intermediates and intermediary states are common to many trajectories and thus important for the folding process. This method provides an atomically detailed and complete picture of a folding pathway at the ensemble level. The approach that we describe is quite general and could be used to study the folding of proteins on time scales orders of magnitude longer than currently possible.
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engrailed homeodomain ͉ folding pathway ͉ graph theory ͉ Monte Carlo ͉ protein folding O ne of the longest-standing goals of computational biophysics is the creation of a model for protein folding that is both predictive of protein structure and folding mechanism at the atomic level. Despite numerous advances in recent years (1) (2) (3) (4) (5) , no method has yet been able to follow the folding of an entire protein domain from random coil to its native state over realistic time scales using an atomically detailed representation and a fully transferable potential. Significant progress has been made on the computational prediction of native-state structures for many proteins (6) , but such algorithms do not use a single realistic representation of the polypeptide chain and its dynamics from start to finish and as such cannot shed light on the mechanistic details of the folding process. For instance, the highly successful structure prediction ROSETTA algorithm (6) uses a C-␤ representation of the protein for many of its early calculations and is based on dynamics that move entire segments of the chain to instantly adopt complete structural motifs drawn from a database to search conformational space efficiently.
Attempts to access the important features of the physical folding process using explicit approximations of physical forces and molecular dynamics simulation protocols have encountered significant barriers in computational efficiency (7) . Individual simulations using such protocols are currently limited to tens to hundreds of nanosecond time scales, and although rare fastfolding events can be observed in such simulations (7) , these methods cannot access folding events or intermediates that occur on longer time scales (7) . Given that even the fastest-folding protein domains fold on the order of tens of microseconds, much of this work has thus focused on protein fragments or designed peptide sequences (7) that can fold on shorter time scales and thus has not allowed for specific understanding or dissection of the folding pathways of entire protein domains. A major exception to the above statement occurs in the case of the Villin headpiece (7-9), for which a single Ϸ1-s trajectory was conducted in 1998. Recently, tens of thousands of short (Ϸ25-ns) molecular dynamics (MD) trajectories for the Villin headpiece were conducted and combined into Ϸ500 s of total simulated time (10), a feat that highlights the current state of the art in MD simulations. This work currently relies on the analysis of very many short trajectories, and it is currently unclear to what extent the details observed in those simulations fully characterize the ensemble of complete folding events characteristic of Villin. Others have applied the powerful tool of high-(above physiological) temperature unfolding simulations (2, 7); however, questions regarding the degree of accuracy to which the transition-state ensemble (TSE) and energy landscape are represented at elevated temperatures remain (7) .
Methods based on Metropolis Monte Carlo (MC) have been proposed to overcome the time-scale limitations of MD. Several researchers have used Go models at atomic detail (11, 12) and, whereas much may be learned from such models, they are inherently limited by their dependence on knowledge of native state and, potentially, by their lack of nonnative interactions (11, 12) . Transferable ''knowledge-based'' potentials derived from atom-atom contact frequencies in protein-structure databases have been used with some success (13, 14) and are detailed in a number of recent reviews (1) (2) (3) (4) 7) . Although these methods have been applied to questions of structure prediction (13, 15, 16) , the sampling techniques and potential design procedures used in many such studies have limited applicability to the ab initio simulation of ensemble protein-folding mechanisms.
In the present work, we describe a computational approach that overcomes the limitations outlined above and provides a detailed account of the entire folding process of an ensemble of protein molecules. This study is based on an all-atom model that can accurately fold multiple protein domains using a single potential that includes no knowledge of the native structure beyond the primary amino acid sequence (14) . Using this model, we map the complete folding mechanism of the engrailed homeodomain (ENH), which presents an excellent specimen for study due to the wealth of existing experimental data (17) (18) (19) (20) (21) (22) (23) . We perform 4,000 independent Ϸ10-s simulations (40 ms of total simulated time), each of which is initiated from a different random coil conformation and is carried out at a fixed temperature (Ϸ25°C). Our simulations represent an increase in time scale of 2-3 orders of magnitude over comparable MD studies, both in terms of the simulation time of individual trajectories (micro-vs. nanosecond) and total simulated time (milli-vs. microsecond). This computational advance allows us to observe hundreds of successful and complete folding events and thus gain a comprehensive picture of the folding process.
The unprecedented length and number of simulations that we report present an interesting question: how can such data be analyzed and synthesized into a coherent description of protein folding? Here we present a graph theoretic͞clustering technique to overcome this challenge. Although this work builds on a long history of clustering in computational protein folding (14, 16, (24) (25) (26) (27) (28) , we introduce the concept of trajectory ''flux'' that allows for the combination of multiple folding-simulation pathways and evaluation of intermediate and intermediary states in folding. The flexibility of this structural cluster analysis, combined with the detail of our simulations, allows us to provide a completely coherent and ordered look at the ensemble pathway that quantitatively and accurately predict all experimental observations of ENH folding.
Results
Model and Simulations. A realistic protein model begins with a realistic spatial representation of the polypeptide chain. Therefore, we model all heavy atoms and rotational degrees of freedom explicitly. To represent conformational dynamics and the physical interactions between these atoms in a way such that the time-scale limitations of the above-discussed MD simulations are avoided, we apply the recently developed knowledgebased -potential combined with a hydrogen-bonding potential and propagate the simulations by MC dynamics (see Methods and refs. 14 and 29). It is important to note that the move set used in these simulations, although extensively validated (11, 12, 14, (30) (31) (32) , is nonetheless a MC move set and thus lacks the temporal resolution to make exquisitely detailed statements regarding dynamics. As such we confine our dynamical analysis to consider only very coarse-grained features of the folding trajectories. Using this model, 4,000 independent folding simulations are initiated from different random coils at a single physiological temperature. Then, based on our energy function and graph-theoretic analysis (14) , we objectively select the best 100 trajectories constituting complete folding events to the structurally cohesive global free energy minimum (i.e., the true native state of the present potential) for use in the analysis discussed below.
Structural Cluster Analysis. The ability to collect a large ensemble of complete folding trajectories creates a need for a method to organize and analyze the data. To understand the complete folding pathway of ENH as an ensemble process, it is necessary to combine information from a large number of folding runs and determine the dynamic relation between structural states common to all trajectories. This fundamental problem has been approached from a number of different perspectives, some of which involve a means of clustering structures within and between trajectories (10, 14, 16, (24) (25) (26) (27) (28) 33) . These methods were first developed by Brooks and colleagues (24, 26) , who clustered conformations belonging to the same long folding trajectory of a short peptide. Conformational clustering has since been extensively used in many studies of protein folding. Daggett and Li (27) introduced a pairwise distance matrix (usually based on the C␣ rmsd between conformations) and used the features of that matrix to cluster structurally ''close'' conformations belonging to the same folding trajectory together to identify the Transition State Ensemble. Jayachandran et al. (10) recently developed a method in which a structural clustering procedure is used to create a Markov State Model (MSM) of Villin headpiece folding. In contrast to (24) and (27) but similar to this work and (14, 25) conformations belonging to different trajectories were clustered in MSM (10).
The clustering we use represents a graph theoretic analysis ( Fig. 1) , based on the concept of a ''structural graph,'' which is constructed by comparing the different conformations collected from each trajectory to one another using several complementary measures of structural distance to organize these data. The nodes in the graph represent individual structures, and edges are placed between these nodes based on a cutoff of structural similarity; if two conformations exhibit a structural distance that is less than the cutoff, they are connected with an edge. This form of graph may be based on a number of different similarity criteria depending on the structural properties in which one is interested. Unlike kinetic protein-folding networks (28, 33) , this method does not rely on dynamic information to create edges and therefore represents a way of combining information from a large group of trajectories (something an individual trajectory graph cannot do, because there is inherently no dynamic relationship between independent runs).
The nature of the network represented by the structural graph depends upon the cutoff (r) used in its construction. At the limit of very large r, every conformation will be connected, whereas at limit of very small r, there will be no edges in the graph. At intermediate cutoffs, however, the structural graphs we create fragment into disjoint clusters of varying sizes, where a cluster is simply defined as a set of nodes that are connected by a path within the graph. As with many graphs (34, 35) , this fragmentation process is described by a decrease in size of the giant component (GC), or largest cluster, and in the case of these structural graphs, we observe a pronounced transition in the size of the GC over a fairly limited range of cutoffs (34, 35) . At intermediate r, one can treat each individual cluster as a set of potentially interesting structural states (i.e., more closely related to one another than those in other clusters). The role of a given cluster in protein-folding kinetics can be determined by measuring the flux of that cluster (Fig. 1) . The flux of a cluster is defined as the fraction of the total number of trajectories in the ensemble that exhibit at least one structure in that cluster. A cluster with a flux of one (obligatory microstate) will thus contain at least one structure from every trajectory in the ensemble, whereas a cluster with a flux of one-third contains structures from only one-third of the trajectories.
In addition to r, the results of structural cluster analysis rely upon the choice of distance metrics for structural similarity. We term these measures order parameters (OP), because they allow the monitoring of the structural progression of folding. In choosing a set of OP to study folding, it is useful to choose complementary measures that work at various levels of detail. The rmsd in C ␣ coordinates is a relatively high-resolution measure of the global topological similarity between two conformations, which is best suited to discriminating near native states. We also use distance rms (drms; see Eqs. 3 and 4, in Supporting Text, which is published on the PNAS web site), a metric that is somewhat more coarse-grained than rmsd, and that is well suited to comparing semiordered states with regions of large variability. To compare structures at various stages of nonspecific and specific collapse, we use the difference in radius of gyration (⌬Rg; Eq. 1 in Supporting Text) between conformations. Each OP contributes a unique perspective on the folding process and, by analyzing the high-flux clusters obtained from each method, one can develop a complete picture of the folding process.
A folding trajectory should exhibit a number of intermediary states, the dynamic relationships that define the folding mechanism. Clusters of conformations that are common to most or all of the trajectories (high flux) represent states that are obligatory in folding. This analysis thus allows for the completely objective identification of intermediate and intermediary states as highflux structural clusters. As mentioned above, we treat the dynamics between these clusters in a coarse-grained way appropriate to the MC dynamics on which our simulations are based. The mean first passage time (MFPT) of trajectories to these clusters, as well as their duration (mean last exit time, or MLET) indicate the relative positions of these intermediates during folding, allowing for the organization of a complete and coherent picture of the folding process from structural cluster analysis. The concept of trajectory flux differentiates our approach from the clustering methods used previously (10, 14, 16, (24) (25) (26) (27) (28) . Flux could readily be applied to several structural clustering protocols, especially ones like the Markov State Model (MSM), where conformations generated by different trajectories are clustered according to their structural similarity. As in this work, multiple structural measures can be applied in the construction of MSM. 19) . When Trp burial is monitored as a function of folding time in simulation, two distinct kinetic phases are also observed (Fig. 6 , which is published as supporting information on the PNAS web site), although it is important to note that, in the absence of similar long folding trajectories for many proteins, it is unclear how generic is this two-phase behavior. These two relaxation time scales are separated by an order of magnitude and, when fit to experimental time, reveal a correspondence between experimental and simulated time of Ϸ10 8 MC steps to 10 s. Based on the distribution of folding times, we expect (and observe) a fraction of trajectories that do not fold in the simulated time. As in experiment (18, 19) , the folding transition is cooperative, an interpretation supported by both simulated melting curves and energy distributions at different temperatures (Fig. 7 , which is published as supporting information on the PNAS web site). The simulated melting curves indicate that our simulation temperature is Ϸ25°C (Fig.  8 , which is published as supporting information on the PNAS web site). The question naturally follows: to what do these kinetic and thermodynamic ensemble measurements correspond, and how are the corresponding microstates dynamically related? Values are averaged over the entire cluster. MFPT, average step, and MLET are in 10 6 MC steps. were not plotted). The results from each individual OP's clustering are plotted against separate y axis, in each case representing the ϽRgϾ of the specified cluster (to an aligned x axis representing the MC time step). Note that clusters identified by different OP may overlap in time. Although clusters identified by different OP may overlap in time, a single structure is never found in more than one cluster of any single graph. Also, a single trajectory may move between clusters; the average dwell time is often less than the difference between MLET and MFPT. Nevertheless, the order of events in folding (as represented by clusters under different OP) may be determined through the clusters' MFPT. The nature of these events is also describable through factors such as their MLET and the structural-energetic characteristics.
Early Events and Intermediate States in
The earliest MFPT to a flux 1 cluster, revealed by drms clustering of trajectories (Table 1 and Fig. 2 ), occurs at 8.4⅐10 6 steps. This reveals a nonspecifically collapsed state, which represents rapid quenching of the nonequilibrium denatured state from which the simulation began. The next series of high-flux clusters, revealed through Rg clustering, have MFPT values of 14.0, 18.2, and 19.9⅐10 6 steps, respectively (Table 1 and Fig. 2) . Much of the phenomenology early in protein folding, before specific structure formation, may be conceptualized as that of a random heteropolymer: in such cases, Rg is more useful than rmsd or drms. The first two of these collapse phases are rapidly completed and correspond to globules of increasing compaction and helical content. The third collapse phase is more mechanistically complicated and spans specific collapse and rearrangement to near native states.
Although drms clustering reveals no further mechanistic detail regarding compact states, it does reveal a cluster corresponding to an on-path obligate intermediate, which is virtually indistinguishable from the L16A mutant model (36) , as well as simulated thermal denaturing (unfolding) models (19) of the folding intermediate proposed by Fersht and coworkers (19, 36) . The intermediate is characterized by an undocked first helix, helicity in the first turn region, and contact between the last two helices (Fig. 3) . Because the first helix is most stable in isolation (20) , it is intuitive that it would be the most likely to undock while retaining helical content. This intermediate appears with MFPT of 28.8⅐10 6 (Fig. 3) . The intermediate structures have an average drms of 2.94 Å, with some as low as 1.57 Å, and if the ZTR structures are added to the trajectories for drms clustering analysis, every conformation groups with the simulated intermediate cluster. These similarities are striking, especially when considering that the intermediate, unlike the native state, has one of three helices lacking long-range NOE restraints, and that the comparison is between two models of the intermediate, in experiment, the NMR structure of the L16A mutant and in simulation a computational model that includes a wider range of dynamically related structures from different folding trajectories.
Transition State. Because the rmsd clustering giant component (GC) represents the energy landscape surrounding the native basin of attraction (14) , crossing the transition barrier is analogous to entering the GC. Therefore, we hypothesize that conformations dynamically preceding entry into the GC in each trajectory, as well as in the GC with very low connectivity k ϭ 1, are enriched in TSE conformations. However, this subset of structures is not presented as the TSE. Rather, this putative TSE is subject to p fold analysis (37) to identify conformations that are true TS (see Supporting Text). Graph properties enrich sampling of TSE from 1-7.3% (in the pre-GC and k ϭ 1 vs. a random subset). The simulated (31) and experimental values (Tables  2 and 3 , which are published as supporting information on the PNAS web site) correlate with R ϭ 0.70 (P value, 0.015); we do not observe a statistically significant correlation between experimental and simulated from the control ensemble of structures as compact as the TSE.
In the native state, A43 points outward to solvent at the first turn of the third helix. But, as we see from the model of the TSE, this region is disordered and free to make contacts with a number of neighboring aliphatic residues. A43 makes a number of nonnative contacts with residues such as L40 and I45 (which also have high ), resulting in an attractive energetic contribution in the TSE that is 49% greater than in the native state. Experimental data in which A43 exhibits Ͼ 1 further reinforce this interpretation. The model TSE has Ϸ13% more solventaccessible surface area (SASA) than native, which corresponds well with the experimental observation of Ϸ17% (21). The high experimental and simulated values, average a step number of 57.4⅐10 6 , and small increase in SASA are suggestive of a late TSE.
Native State. This physical simulation of folding arrives at a top E-k prediction (see Methods) of 2.44-Å C ␣ rmsd from the crystal structure (Fig. 4 Left) . Structural studies have noted that the buried aromatic side chains corresponding to F8, F20, W48, and W49 form a highly conserved cluster in which each residue contacts at least one of the others, which is a central feature of the homeodomain fold (17) . Fig. 4 Upper Right illustrates the conserved aromatic core packing in an E-k predicted structure. The extensive network of salt bridges on the surface of helices 1 and 2 centered around residues R15, E19, R30, and E37 is also a defining structural feature of the homeodomain fold (17) . Many E-k predictions (Fig. 4 Lower Right) exhibit strong salt bridges between intrahelix residues R15:E19 and interhelix residues R15:E37 and E19:R30. The simulated helical content is within 2% of experimentally observed values (38) , a difference attributable to native-state fluctuations. Clearly, the model is representative of physical interactions and predictive at the level of backbone and side-chain atomic coordinates.
Conclusions
Structural cluster analysis provides a clear ordered picture of ensemble protein folding (Fig. 5) , detailed to the level of atomic coordinates. This model accurately and quantitatively predicts all experimental observables, as well the TSE structure, structural assignment of the first kinetic phase, dynamic placement, and experimentally verified structural details of the intermediate complete folding mechanism, and the structure of all experimentally inaccessible microstates. The atomically detailed and time-resolved analysis presented in this work synthesizes many theoretical aspects of protein-folding mechanisms that have emerged from studying coarse-grained models of protein folding such as the diffusion-collision (39), nucleation-condensation (40, 41) and hydrophobic-collapse (42) mechanisms into a coherent physically meaningful complete scenario of protein folding. Helix formation occurs upon compaction (stages C1-3; Fig. 5 ) only when stabilized by intraprotein interactions and screened from the solvent. This finding is physically intuitive, because isolated ENH helices, although more stable than isolated helices from other proteins (18) , are still only marginally (13-33%) helical (18, 21) . However, the pathway leading to the intermediate and TS are kinetically facilitated by helix formation, in the spirit of framework mechanisms. The rate-limiting step in each trajectory is crossing the TS, which involves the formation of a specific set of contacts (some of which are nonnative) among particular residues in accordance with the nucleation mechanism proposed by Abkevich et al. (40) . Although certain structural features of this folding pathway have been predicted through unfolding simulations (19) , the complete ordering of the pathway described above and diagrammed in Fig. 5 highlights that our approach accesses the process of folding at a much higher level of detail.
The unprecedented computational efficiency and accuracy of this model allow for thousands of all-atom, physiologicaltemperature effectively microsecond-folding simulations of an entire protein domain from random coil to native. The combination of this computational model and structural cluster analysis presents a generalized method for organizing structural data from ensembles of simulations and making objective assignments of intermediary, intermediate, transition, and native states. Although this method has been applied to a single fast-folding protein domain in this work, the model and the principles of structural cluster analysis could be easily extended to study the folding of other proteins, especially smaller or larger proteins that fold on even longer time scales. If one were to look for rare folding events in ensembles with Ϸ40 ms of total simulation time [i.e., use our model in the framework of Pande and coworkers (7)], it should be possible to access the millisecond folding events, a feat far beyond the capacity of current folding simulations.
Methods
Protein Model. The model (11, 12, 14, 29) represents all nonhydrogen atoms as impenetrable hard spheres. The move set includes global and localized backbone moves and side-chain torsions, while maintaining bond length, connectivity, and excluded volume, which have been described in detail, and have been shown to behave ergodically and satisfy detailed balance (11, 12) . We apply a transferable knowledge-based two-body contact potential that has also been used to introduce physically realistic interaction in p fold simulations of SH3 domains (32) and to fold seven different protein domains from random coil (14, 29) . A backbone hydrogen bonding function is also considered to ensure proper secondary structure formation. The model and potential are detailed in a recent work (14) and in Supporting Text.
Simulation Protocol. The engrailed homeodomain (1ENH) was chosen for its small size and fast folding, which allow for a large ensemble of independent full-folding simulations and an abundance of detailed experimental data for comparison. Reported rmsd values are calculated by using residues F8-I56, which correspond to the helical and turns regions of the protein.
Excluded residues correspond to crystallographically disordered regions at the termini (17) . This fragment is experimentally shown to be structurally and thermodynamically similar to the full-length domain (17) . Simulations were initiated by using atomic coordinates generated from primary sequence using Swiss PDB viewer's ''Load Raw Sequence to Model'' function. This structure was unfolded for 10 6 random steps to create a unique fully unfolded starting conformation for each run of folding simulations. Each starting conformation was subsequently propagated at T ϭ 1.75 for 10 8 steps using a Metropolis MC procedure based on a micropotential energy function for atom-atom contacts and a geometrical hydrogen bonding function, as described (14) . The move set and potential parameters were identical to those used in previous work (14) and included local backbone moves, global backbone moves, and side-chain rotational angle moves. This protocol was applied to create 4,000 independent simulations. Thus, each trajectory was started from a different unique random coil (which did not exhibit high structural similarly in clustering or rmsd to any other conformation in any simulation). Because of the expected distribution of folding rates around the t 1/2 of 15 s (19), not all trajectories folded in the simulated time. Although this fact might create the appearance of misfolded trajectories (and imply gross errors in the potential), that is not the case. This conclusion is strongly supported because energy-based criteria (E-k, discussed below) consistently and objectively identify the most native structures and best folding trajectories. Critically, structures and trajectories are selected based on the global free energy and graph properties.
Graph-Theoretical Analysis. Each graph is constructed from the set of pairwise OP distances between conformations by considering each structure as a node and connecting any two nodes that exhibit a distance less than a particular cutoff (r). The disjoint clusters in this graph are defined as any set of nodes where a path exists in the graph between those nodes. At any value of r, the Folding from a denatured (D) state, which rapidly undergoes nonspecific collapse (C). There are several C states, characterized by increasing compaction and helical content (see Fig. 9 , which is published as supporting information on the PNAS web site, for a plot of the OPs as a function of time). After the protein becomes sufficiently helical, the chain extends through fluctuations to an expanded intermediate (I) state, which allows rearrangement of the helices and is followed by the TS. A final collapse to a near-native (NN) state ensues, which proceeds through specific side-chain packing and energetic relaxation to the native (N) state. C1, C2, C3, and I may undergo rapid conversion (as indicated by overlap in Fig. 3) . The sequence of events in this representative trajectory is identical to the ordering of events in structural cluster analysis of the ensemble of folding trajectories.
GC is defined as the largest cluster. Structure predictions are made by using k (the ''degree'' or number of neighbors) values from a rmsd graph of minimum-energy structures from each of the 4,000 independent folding runs where the graph is drawn at the r at which the GC contains half of the structures in the GC (midpoint in the transition). The most connected (highest k) node is then used as the structure prediction. As previously demonstrated, this E-k criterion is superior to energy alone at identifying the native fold (14) . Using this criterion, and based on the minimum energy conformation of each run, we objectively select the 100 trajectories that encountered conformations with the lowest energy and highest k. These 100 objectively selected simulations represent complete folding events to the cohesive global free-energy minimum. One hundred one conformations from each run are collected (one per 10 6 steps), and the set of 10,100 is clustered to construct a structural folding graph. Graph analysis to identify intermediates is performed by using Rg, drms, or rmsd as OP (see Eq. 2 in Supporting Text) and analyzing the flux results for each cluster at varying values of r.
