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Abstract— This paper establishes a connection between the
unknown input observer problem (also known as the exact
input-decoupling filtering problem) and the Kalman filtering
problem. Such a connection leads to a better understanding
of filtering. As a consequence of this, tools for the analysis as
well as synthesis of filters can be developed. Moreover, such
tools can be utilized to establish performance limitations of
Kalman filtering as related to the structural properties of the
given system.
I. INTRODUCTION
In filtering theory, one of the well-known problems is the
unknown input observer problem [1] where the asymptotic
estimation error is required to be zero whatever might be
the inputs to the system. Since, in that case, the asymptotic
estimation error is exactly decoupled from the input, such
a problem is also termed an exact input-decoupling or, for
short, an EID filtering problem [2]. A problem related to
EID filtering problem is the almost input-decoupling (AID)
filtering problem. When the inputs are modeled as white
noise, it relaxes the requirement by seeking a family of
filters which can make the RMS norm of the estimation
error signal arbitrarily small. It turns out that in this case
one can, equivalently, make the H2 norm of the transfer
matrix from the input to the estimation error arbitrarily
small. Hence such a problem can be called the H2 AID
filtering problem, and the family of filters that solves such
a problem as an H2 AID filters.
Another well-known and indeed much celebrated prob-
lem is the Kalman filtering problem which, when the inputs
can be modeled by white noise, seeks to make the RMS
norm of the estimation error signal as small as possible
(which might not be arbitrarily close to zero). As before,
it turns out that Kalman filtering tries to make the H2
norm of the transfer matrix from the input to the estimation
error as small as possible. Since in Kalman filtering, the
input is optimally decoupled from the estimation error in
H2 norm sense, the Kalman filtering problem can also be
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termed the H2 optimal input-decoupling (H2 OID) filtering
problem. Another concept highly tied to H2 OID filtering
is suboptimal input-decoupling (H2 SOID) filtering where
one seeks to find a family of filters which can make the H2
norm of the transfer matrix from the input to the estimation
error arbitrarily close to the optimal value.
The focus of this paper is establish a connection between
H2 OID filtering (H2 SOID filtering) problem for a given
system and the EID filtering (H2 AID filtering) problem for
an auxiliary system constructed from the data of the given
system. Such a connection leads to a better understanding of
filtering. As a consequence of this, tools for the analysis as
well as synthesis of filters can be developed. Moreover, such
tools can be utilized to establish performance limitations of
Kalman filtering as related to the structural properties of
the given system. All proofs are omitted in this conference
version of the paper.
II. PRELIMINARIES AND PROBLEM STATEMENTS
Let us consider a continuous-time plant or system model
as,
 :
⎧⎨
⎩
x˙ = Ax + Bu,
y = Cx + Du,
z = Ex + Fu,
(1)
where, u ∈ Rm is the input, x ∈ Rn is the state, y ∈ Rp is
the measured output, and z ∈ Rq is the output signal to be
estimated. Our interest lies in estimating the output signal
z while using only the measured output y but not the input
u. Let zˆ be the estimate of z as given by a filter, and let ez
be the estimation error, ez = z − zˆ as depicted in Figure 1.
u

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
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
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Fig. 1. General block diagram
We consider a general proper filter of the form,
 f :
{
ξ˙ = Lξ + My
zˆ = Nξ + Py. (2)
Whenever P = 0, the above filter is said to be a strictly
proper filter. When the above filter is used as shown in
Figure 1, the dynamics of the error ez are described by
ue :
⎧⎨
⎩
x˙ = Ax + Bu,
ξ˙ = MCx + Lξ + M Du
ez = (E − PC)x − Nξ + (F − P D)u.
(3)
We define below what we mean by unbiased filters.
Definition II.1 Consider a system  as in (1). We say a
linear stable strictly proper (or proper) filter (2) is unbiased
if, in the absence of the input u, the estimation error ez decays
asymptotically to zero for all possible finite initial values of
the system (1) and the filter (2).
Remark II.2 The above unbiasedness condition on the
filter can be stated equivalently as follows: A filter is said
to be unbiased if and only if, in the presence of an input u
which is a white noise stochastic process, i.e. a zero mean
wide sense stationary stochastic process with a unit power
spectral density, and for all possible finite initial conditions
on the plant and the filter, the mean of the estimation error
ez goes to zero asymptotically.
We have the following formal definition of the EID and
Kalman filtering (e.g. see [3]) problems.
Problem II.3 Consider a system  as in (1), and the class
of linear stable strictly proper (or proper) unbiased filters.
Then, we have the following:
(i) The exact input-decoupling (EID) filtering problem
consists of finding, whenever it exists, a filter such
that the resulting transfer matrix Gue from u to ez
equals zero.
(ii) The Kalman filtering problem consists of finding,
whenever it exists, a filter which minimizes the RMS
value of the estimation error, namely
‖ez‖RMS = lim
T →∞E
1
T
∫ T
0
‖ez(t)‖2 dt,
where E denotes the expectation under the assumption
that the input u is a white noise stochastic process, i.e.
a zero mean wide sense stationary stochastic process
with a unit power spectral density.
A filter that solves the EID filtering problem is said to be an
EID filter. Similarly, a filter that solves the Kalman filtering
problem is obviously said to be a Kalman filter.
Remark II.4 It is easy to see that the above EID filtering
problem seeks to find a linear stable strictly proper unbiased
(or proper) filter, whenever it exists, such that ez(t) → 0
as t → ∞ for any input u and for all initial conditions
for the system (1) and the filter (2). Similarly, it is well
known that the Kalman filtering problem seeks to find a
filter such that the resulting H2 norm of Gue, denoted here
by ‖Gue‖2, equals the infimum of ‖Gue‖2 over the class
of considered filters. Thus, the Kalman filtering problem
can be called the H2 optimal input-decoupling (H2 OID)
filtering problem, and the Kalman filter can be called the
H2 OID filter.
Definition II.5 Consider a system  as in (1) where the
input u is a zero mean wide sense stationary white noise
with a unit power spectral density. The infimum of the RMS
norm of the error signal ez over the set of all linear stable
strictly proper (or proper) unbiased filters, is called the opti-
mal input-decoupling (OID) filtering performance under
white noise input via linear stable strictly proper (or proper)
unbiased filters, and is denoted by γ ∗sp (or γ ∗p ).
We can interpret γ ∗sp (or γ ∗p ) as the infimum of the H2
norm of the transfer function Gue from u to ez over the set
of all linear strictly proper (or proper) unbiased filters. In
other words, γ ∗sp (or γ ∗p ) can be called the H2 OID filtering
performance via linear strictly proper (or proper) unbiased
filters.
We define next the almost versions of EID and H2 OID
filtering problems.
Problem II.6 Consider a system  as in (1), and a family
of linear stable strictly proper (or proper) unbiased filters
parameterized in positive ε. Then,
(i) the H2 almost input-decoupling (H2 AID) filtering
problem consists of finding, whenever it exists, a
family of filters parameterized in positive ε such that
‖Gueε ‖2 → 0 as ε → 0.
(ii) the H2 SOID filtering problem is to find, when-
ever it exists, a family of strictly proper (or proper)
filters parameterized in positive ε such that ‖Gueε ‖2
approaches γ ∗sp (or γ ∗p ) as ε tends to zero.
A family of filters that solve the H2 AID (or H2 SOID)
filtering problem is said to be a family of H2 AID (or H2
SOID) filters.
Most of the available literature on Kalman filtering deals
with what is known as a regular filtering problem. If it is
not a regular filtering problem, it is said to be a singular
filtering problem. We have the following formal definition.
Definition II.7 Consider a system  given by (1) with a
white noise input. Then, a regular H2 OID filtering prob-
lem refers to an H2 OID filtering problem in which the
matrix D is surjective, and the subsystem characterized by
(A, B, C, D) has no invariant zeros on the imaginary axis.
An H2 OID filtering problem is said to be a singular H2
OID filtering problem if it is not a regular H2 OID filtering
problem.
We will see that an H2 OID filter always exists for
the regular case. The regular case is the one which is
always featured predominantly in many text books and
hence creates the impression that an H2 OID filter always
exists even for the singular case. However, as will be seen
subsequently, this is not the case!
We recall next the definitions of classical invariant sub-
spaces of geometric control theory that are needed in stating
the solvability conditions of the above problems.
Definition II.8 Consider a linear system  characterized by
a quadruple (A, B, C, D). Then,
(i) The stabilizable weakly unobservable subspace, de-
noted by Vg(A, B, C, D), is defined as the maximal
subspace of Rn which is (A + B F)-invariant and
contained in ker(C + DF) such that the eigenvalues
of (A + B F)|Vg are contained in Cg ⊆ C for some F .
(ii) The detectable strongly controllable subspace, denoted
by Sg(A, B, C, D), is defined as the minimal subspace
of Rn which is (A + K C) invariant and contains
im(B + K D) such that the eigenvalues of the map
which is induced by (A + K C) on the factor space
Rn/Sg are contained in Cg ⊆ C for some K .
It is of interest to have Cg representing different sets in
the complex plane, namely the entire complex plane C, the
open left-half complex plane C−, the imaginary axis C0, the
closed left-half planeC−∪C0, or the open right-half complex
plane C+. Whenever Cg represents respectively the sets C,
C−, C0, C− ∪C0, and C+, the superscript g in Vg and Sg is
replaced by a superscript ∗, −, 0, −0, and +.
III. CONNECTION BETWEEN H2 OID (H2 SOID) AND
EID (H2 AID) FILTERING PROBLEMS
In this section, we develop fundamental results enabling
us to connect the H2 OID (SOID) filtering problems for a
given system to that of EID (H2 AID) filtering problems
for an auxiliary system. This provide us a road-map for a
variety of filtering issues. In this paper, we deal with the
following:
(i) computing the H2 OID filtering performance via
linear stable strictly proper (or proper) unbiased filters
namely γ ∗sp (or γ ∗p ),
(ii) determining the performance limitations of H2 OID
filtering due to the structural properties of a given
system, and
(iii) developing the existence and uniqueness conditions
for H2 OID (SOID) filters.
To start with, certain preliminaries are necessary. Let us
consider a linear matrix inequality (CLMI),
G(Q) :=
(
AQ + Q A′ + B B ′ QC ′ + B D′
C Q + DB ′ DD′
)
≥ 0. (4)
In the expression for G(Q), the matrix Q is unknown, while
the matrix quadruple (A, B, C, D) corresponds to the data
of the given system  as in (1). We are interested in a semi-
stabilizing or stabilizing solution Q of the above CLMI,
i.e. a matrix Q which satisfies the CLMI and additionally
satisfies:
rank
(
A − s0 I AQ + Q A′ + B B ′ QC ′ + B D′
C C Q + DB ′ DD′
)
= n + normrank C(s I − A)−1 B + D
for all s0 ∈ C+ (semi-stabilizing) or for all s0 ∈ C+ ∪ C0
(stabilizing). In view of the pair (C, A) being detectable,
one can determine a unique semi-stabilizing solution Q
of the CLMI (4) (see [4]). Such a solution Q is positive
semi-definite, rank minimizing, and is the largest among all
symmetric solutions.
Remark III.1 Whenever the matrix D is surjective, one
can equivalently determine Q by solving for the unique
semi-stabilizing solution Q of an H2 algebraic Riccati
equation given by
Q A′+ AQ+B B ′−(QC ′+B D′)(DD′)−1(C Q+DB ′) = 0.
For a regular H2 OID filtering problem, the unique semi-
stabilizing solution of the above Riccati equation is indeed
stabilizing rather than merely semi-stabilizing. Thus, for a
regular H2 OID filtering problem, one can obtain the matrix
Q equivalently by solving for the unique stabilizing solution
of the above H2 Riccati equation rather than solving the
CLMI (4).
Next, once the matrix Q is determined, we can define
matrices BQ ∈ Rn×ρ and DQ ∈ Rp×ρ with ρ = rank G(Q)
such that
G(Q) =
(
BQ
DQ
) (
B ′Q D′Q
)
. (5)
In order to achieve a finite RMS norm there must exist
a matrix P∗ such that F − P∗ D = 0. Let E∗ = E − P∗C .
We can now define the following system:
Q :
⎧⎨
⎩
˙˜x = Ax˜ + BQu˜,
y˜ = Cx˜ + DQu˜,
z˜ = E∗ x˜ .
(6)
For Q , we consider filters of the form
˜ f :
{
ξ˙ = Lξ + M y˜
zˆ = Nξ + (P − P∗)y˜. (7)
We have the following results.
Theorem III.2 Consider the systems  as in (1) with
(C, A) detectable and F = 0 and Q as given by (6) with
P∗ = 0 (and thus E∗ = E). Let the filter  f be a strictly
proper filter of the type given in (2) with P = 0. Then, the
following two statements are equivalent:
(i)  f is a strictly proper H2 OID filter for the system .
(ii)  f is a strictly proper EID filter for the auxiliary
system Q .
Theorem III.3 Consider a system  as in (1) with (C, A)
detectable. Assume that F − P D = 0 has a solution for P
and let P∗ be any such solution, and then define the auxiliary
system Q given by (6). Let  f be a proper filter of the type
given in (2), and ˜ f be a proper filter of the type given in
(7). Then, the following two statements are equivalent:
(i)  f is a proper H2 OID filter for the system .
(ii) ˜ f is a proper EID filter for the auxiliary system Q.
Theorems III.2 and III.3 show that H2 OID filtering
problems for the given system  can be related to EID
filtering problems for the auxiliary system Q . Along the
same lines, one can show that H2 SOID filtering problems
for the given system  can be related to H2 AID filtering
problems for the auxiliary system Q . To do so, let us
consider a family of parameterized filters of the form,
εf :
{
ξ˙ = Lεξ + Mε y
zˆ = Nεξ + Pε y (8)
where Lε , Mε , Nε , and Pε are matrices parameterized in a
positive parameter ε. We have the following theorem when
the class of strictly proper filters are used.
Theorem III.4 Consider a system  as in (1) with (C, A)
detectable and F = 0. Let a family of filters εf be as given
in (8) but with Pε = 0. Also, let Q be the auxiliary system
given in (6) with P∗ = 0 and thus E∗ = E . Then, the
following two statements are equivalent:
(i) The family of filters εf is a family of strictly proper
H2 SOID filters for the system .
(ii) The family of filters εf is a family of strictly proper
H2 AID filters for the auxiliary system Q .
A result similar to the above theorem can be obtained
when the class of proper filters are utilized. Before we state
the result, consider the family of parameterized filters,
˜εf :
{
ξ˙ = Lεξ + Mε y˜
zˆ = Nεξ + (Pε − P∗)y˜. (9)
We have the following theorem when the class of proper
filters are used. We observe that H2 SOID filtering problems
can perhaps be solvable by proper filters (unlike in the case
of strictly proper filters) even if F 
= 0.
Theorem III.5 Consider a system  as in (1) with (C, A)
detectable. Assume that F − P D = 0 has a solution for P
and let P∗ be any such solution, and then define the auxiliary
system Q given by (6). Let a family of filters εf of the form
(8) and the filters ˜εf of the form (9). Then, the following two
statements are equivalent:
(i) The family of filters εf is a family of proper H2 SOID
filters for the system .
(ii) The family of filters ˜εf is a family of proper H2 AID
filters for the auxiliary system Q .
The above development transforms the H2 OID (H2
SOID) filtering problem for a given system to an EID
(H2 AID) filtering problem for another system. As we said
earlier, such a transformation lays a road-map to study a
number of issues related to H2 OID (H2 SOID) filtering
problem. In the next three sections, one at a time, we
concentrate on developing the existence and uniqueness
conditions for H2 OID (SOID) filters, computing γ ∗sp and
γ ∗p , and determining the performance limitations of H2 OID
filtering owing to structural properties of a given system.
IV. EXISTENCE AND UNIQUENESS OF H2 OID AND
SOID FILTERS
In what follows, we develop the conditions for the
existence of H2 OID (H2 SOID) filters for a given system.
Also, we develop here the conditions under which H2 OID
filters are unique whenever they exist. We observe that the
notion of uniqueness of an H2 OID filter can be viewed
either in the sense of its transfer function, or in the sense
of its state space realization with a fixed architecture. Here
we view the uniqueness of an H2 OID filter in the sense of
its transfer function and not in the sense of its state space
realization.
We have the following result regarding H2 OID filters.
Theorem IV.1 Consider a system  as in (1). Let the matrix
pair (C, A) be detectable, and BQ and DQ be as in (5). Then,
the following hold:
(i) There exists a linear unbiased strictly proper filter of
the form (2) with P = 0 which solves the H2 OID
filtering problem for  if and only if F = 0 and
S−(A, BQ, C, DQ) ⊆ ker E .
(ii) There exists a linear unbiased proper filter of the form
(2) that solves the H2 OID filtering problem for  if
and only if ker D ⊆ ker F and
S−(A, BQ, C, DQ) ∩ C−1{im DQ} ⊆ ker(E − P∗C).
where P∗ satisfies F − P∗D = 0.
Moreover, whenever they exist, the above filters are unique
if and only if the subsystem characterized by (A, B, C, D) is
right invertible.
Remark IV.2 Let the pair (C, A) be detectable. Then, the
regular H2 OID filtering problem is solvable via a linear
strictly proper filter if F = 0 and via a proper filter if
ker D ⊆ ker F .
The following result pertains to the H2 SOID filters.
Theorem IV.3 Consider a system as in (1). Let the matrix
pair (C, A) be detectable. Then, the following results hold:
(i) The H2 SOID filtering problem via a family of linear
unbiased strictly proper filters is solvable if and only if
F = 0.
(ii) The H2 SOID filtering problem via a family of lin-
ear unbiased proper filters is solvable if and only if
ker D ⊆ ker F .
We note that, by definition, a family of H2 SOID filters
is non-unique.
V. COMPUTATION OF γ ∗sp AND γ ∗p
In this section, we compute γ ∗sp and γ ∗p . We have the
following result.
Theorem V.1 Consider a system as in (1). Let the ma-
trix pair (C, A) be detectable. Let Q be the unique semi-
stabilizing solution of the CLMI (4). We have the following:
(i) The H2 OID filtering performance via linear unbiased
strictly proper filters (denoted by γ ∗sp as formulated in
Definition II.5) is finite if and only if F = 0, and is
given by
γ ∗sp =
(
trace(E QE ′))1/2 . (10)
(ii) The H2 OID performance via linear unbiased proper
filters (namely γ ∗p as defined in Definition II.5) is finite
if and only if ker D ⊆ ker F , and it is given by
γ ∗p =
(
trace((E − P∗C)Q(E − P∗C)′))1/2
where P∗ satisfies F − P∗D = 0.
Remark V.2 The above expression for γ ∗p appears to be
dependent on the choice of P∗. However, it can be shown
that a different choice of P∗ satisfying F − P∗ D = 0 does
not affect the expression for γ ∗p .
VI. RELATIONSHIP BETWEEN γ ∗sp AND γ ∗p AND THE
STRUCTURAL PROPERTIES OF 
The purpose of this section is to relate γ ∗sp and γ ∗p to
the structural constraints imposed by the subsystem char-
acterized by (A, B, C, D). Such a relationship shows the
structural limitations imposed by the given system. Our aim
is to study the solution Q of the CLMI (4) since Q basically
defines γ ∗sp and γ ∗p as seen from Theorem V.1. To do
so, consider a system ¯ characterized by ( A¯, B¯, C¯, D¯, E¯),
where
A¯ = A′, B¯ = C ′, C¯ = B ′, D¯ = D′ and E¯ = E ′. (11)
To view the structural details of the dual system ¯, we
can transform its subsystem characterized by ( A¯, B¯, C¯, D¯)
to a Special Coordinate Basis (SCB) as given in [4].
Let (¯s , ¯i , ¯o) be the related state, input, and output
transformation matrices. Let
¯−1s E¯ =
(
(E¯−a )′ (E¯0a)′ (E¯+a )′ (E¯b)′ (E¯c)′ (E¯d)′
)′
,
A¯s :=
(
A¯+aa L¯+abC¯b
0 A¯bb
)
, B¯s :=
(
B¯+a0 L¯
+
ad
B¯b0 L¯bd
)
,
C¯s := ¯o
⎛
⎝0 00 0
0 C¯b
⎞
⎠ , D¯s := ¯o
⎛
⎝Im¯0 00 C¯dC¯ ′d
0 0
⎞
⎠ ,
and E¯ ′s = ((E¯+a )′ (E¯b)′). We remark that various sub-
matrices in the above definitions come from the Special
Coordinate Basis (see [4]) as applied to the subsystem char-
acterized by ( A¯, B¯, C¯, D¯). The above definitions of matrices
lead us to define a standard linear quadratic optimization
problem given by
¯sub :
{ ˙¯xs = A¯s x¯s + B¯s u¯s
z¯s = C¯s x¯s + D¯s u¯s , Jsub =
∫ ∞
0
z¯′s z¯s dt (12)
where x¯ ′s = ((x¯+a )′ x¯ ′b). When x¯s(0) = E¯si where E¯si is
the i -th column of E¯s , the infimum of Jsub over all possible
state feedback controllers is given by
J ∗sub(xs(0)) = J ∗sub(E¯si ) = E¯ ′si Qs E¯si (13)
where Qs is the stabilizing solution of H2 algebraic Riccati
equation
0 = Qs A¯s + A¯′s Qs + C¯ ′sC¯s
− (Qs B¯s + C¯ ′s D¯s)(D¯′s D¯s)−1(B¯ ′s Qs + D¯′s C¯s). (14)
In view of equations (10), (13), and (14), we have the
following lemma that relates γ ∗sp to the structural properties
of the given system.
Lemma VI.1 Consider a system as in (1) with F = 0. Let
the matrix pair (C, A) be detectable. Also, let J ∗sub(E¯si) be
as in (13). Then, the H2 OID filtering performance via linear
unbiased strictly proper filters, namely γ ∗sp, is given by
(γ ∗sp)2 =
q∑
i=1
J ∗sub(E¯si ) =
q∑
i=1
E¯ ′si Qs E¯si (15)
where q is the dimension of the output z in (1).
Let us develop a result similar to the above, however, for
γ ∗p . This can be done by slightly modifying the development
given above. The required modification is to be made in
equation (11) by replacing the matrix E by E∗ = E − P∗C
with P∗ being any solution of the equation F − P D = 0
for P . We have the following result.
Lemma VI.2 Consider a system as in (1). Let the matrix
pair (C, A) be detectable. Assume that ker D ⊆ ker F .
Moreover, in equation (11), let E be replaced by E∗ =
E − P∗C with P∗ being any solution of the equation F −
P D = 0 for P . Also, following the development subsequent
to the equation (11) and culminating in equation (13), obtain
J ∗sub(E¯∗si ) as in (13) (Note that in this case E¯∗si replaces E¯si ).
Then, the H2 OID filtering performance via linear unbiased
proper filters, namely γ ∗p , is given by
(γ ∗p )2 =
q∑
i=1
J ∗sub(E¯∗si ) =
q∑
i=1
(E¯∗si)′ Qs E¯∗si (16)
where q is the dimension of the output z in (1).
The above lemmas clearly show the roles played by ¯sub
and E¯s or E¯∗s in dictating the values of γ ∗sp and γ ∗p . The
subsystem ¯sub has two types of dynamics. The first type
of dynamics is represented by the state x¯+a which is often
called the unstable zero dynamics. It is present only when
the subsystem characterized by (A, B, C, D) (and hence the
dual subsystem characterized by ( A¯, B¯, C¯, D¯)) has invariant
zeros in the open right half plane. Such invariant zeros are
given by the eigenvalues of A¯+aa . The second type of dy-
namics is represented by the state x¯b, and it is present only
when the subsystem characterized by (A, B, C, D) is non-
left invertible, and hence the dual subsystem characterized
by ( A¯, B¯, C¯, D¯) is non-right invertible.
Let us first assume that the subsystem characterized by
(A, B, C, D) is left invertible. Consequently, x¯b does not
exist. In this case, the subsystem ¯sub of (12) simplifies to
¯sub :
{ ˙¯x+a = A¯+aa x¯+a + B¯s u¯s
z¯s = ¯ou¯s . (17)
Also, in this case, since z¯s = ¯ou¯s , the performance
measure Jsub has the interpretation of being the energy of
control input.
The above simplification, and the results of Lemmas VI.1
and VI.2 enable us to interpret γ ∗sp and γ ∗p as explained in
the following remark.
Remark VI.3 (Energy interpretation) Whenever the sub-
system characterized by (A, B, C, D) is left invertible,
(γ ∗sp)2 (or (γ ∗p )2) equals the sum of minimum energies
required to stabilize the unstable zero dynamics of the
subsystem characterized by ( A¯, B¯, C¯, D¯) for all initial
conditions x¯+a (0) = E¯si , i = 1 to q (or x¯+a (0) = E¯∗si ,
i = 1 to q).
The above remark considers the case when the subsystem
characterized by (A, B, C, D) is left invertible. In addition,
let us consider next the case of the same subsystem being
at most weakly non-minimum phase (i.e. it has no invariant
zeros in the open right-half plane C+), then the state x¯+a
is non-existent as well. As such both γ ∗sp and γ ∗p will then
equal zero.
The above study can be viewed from a different angle.
This time by looking at the roles played by the matrices E
and F which dictate E¯si and E¯∗si in equations (15) and (16).
We note that the matrices E and F are defined by the output
z that is to be estimated. When viewed from the view point
of E¯si and E¯∗si that appear in (15) and (16), the fundamental
limitations to the H2 OID filtering performance arise from
the inclusion of two types of dynamics in the output z that
is to be estimated, one is the unstable zero dynamics of the
subsystem characterized by (A, B, C, D) (as represented
here by the dynamics of the state x¯+a ), and the other is the
non-left invertible dynamics of the subsystem characterized
by (A, B, C, D) (as represented here by the dynamics of
the state x¯b). In the absence of both of these dynamics in
the output z, the H2 OID filtering performance γ ∗sp and γ ∗p
simply equal zero.
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