In this paper, we present an off-the-shelf UX evaluation tool which contextualizes users' physiological and behavioral signals while interacting with a system. The proposed tool triangulates users' gaze data with inferred users' cognitive and emotional states to produce user experience (UX) heatmaps, which show where users were looking when they experienced specific cognitive and emotional states. Results show that for a given cognitive state (i.e., cognitive load), the proposed UX heatmap was able to effectively highlight the areas where users experienced different levels of cognitive load on an interface. The proposed tool enables the visual analysis of users' various emotional and cognitive states for specific areas on a given interface, and also to compare users' states across multiple interfaces, which should be useful for both UX researchers and practitioners.
INTRODUCTION
High quality user experience (UX) has become a key competitive factor for product development [17] . User experience methods investigate how people feel about a system, game, or web interface, as opposed to how easily they managed to accomplish the task at hand, shifting the focus towards user affect. Assessing the range and quality of affects experienced while interacting with a system is now seen as critical for the development of products that satisfy both users' needs and expectations [14] . Measuring the emotional state of users during the interaction is therefore essential to the design of richer user experience. Traditional evaluation methods (e.g. questionnaires and interviews) rely on self-reported data in order to assess the affective and cognitive states of users, which are often exposed to different response effects, such as social desirability [18] . More so, these methods assess user perceptions either after or during the interaction, which induces retrospective biases or disrupts the user experience [9, 27] . Users' emotional and cognitive states can also be inferred using many different types of physiological and behavioral signals, such as electrodermal activity, heart rate, eyetracking, vocal and visual cues, body gestures, or facial expressions (see [37] and [6] for reviews). The dynamic nature of these signals offers a continuous window to the users' reactions, and can provide valuable insights as to what they are experiencing during the interaction. These signals can also be used to infer emotional and cognitive states, some of which the user himself is either unaware of or cannot recall when asked using traditional deferred methods [34] . Although physiological and behavioral measures are used in academia, and to a lesser extent in industrial contexts, many challenges remain [32] . These methods are often costly and require expert knowledge. However, the main obstacle to the use of physiological and behavioral signals remains their reduced informative value when they are not specifically associated with user behavior or interaction states [11, 25] .
To meet this challenge, most researchers have concentrated their efforts on finding ways to measure physiological signals and interaction states synchronously. For example, Kivikangas et al. [19] have developed a triangulation system to interpret physiological data from video game events. Dufresne et al. [10] have proposed an integrated approach to eyetracking-based task recognition as well as physiological measures in the context of user experience research. Other researchers have also developed tools that allow users' to manually assign subjective emotional ratings on visual interfaces [16] or to visualize emotional reactions in terms of GUI widgets [7] . While these research streams have produced interesting results, they are not easily transferable to new contexts of use, as they are based on internal information from the interactive system (e.g., video game logs, application events, or areas of interest). This paper presents a novel off-the-shelf and easy to interpret UX evaluation tool that aims to contextualize users' signals while interacting with a system interface. As illustrated in Figure 1 , different emotional (sadness, happiness, surprise, etc.) and cognitive (cognitive load, stress, etc.) states are first inferred from continuous physiological or behavioral signals. The states are then triangulated with gaze data and mapped onto the user interface in order to create heatmaps and highlight areas where they occur with a higher frequency. The tool operationalizes this method by implementing different types of heatmap visualizations and evaluation functionalities. In order to describe the proposed tool, this paper focuses on the visualization of users' psychological states using physiological signals. Cognitive load is used as the case example.
The remainder of the paper is organized as follow. First, a detailed account of the creation of physiological heatmaps is followed by an overview of the proposed tool. Experimental validation results are presented. Applications of the tool to UX evaluation is discussed in the form of a use case using experimental data. Finally, the genericity of the tool is illustrated with the use of emotional heatmaps based on facial expressions.
PHYSIOLOGICAL HEATMAPS
Traditional gaze heatmaps are used in eyetracking as intuitive representations of aggregated gaze data [22] . Their main use is to help researchers and HCI experts answer the question: "Where in the interface do people tend to look?" [35] . In the proposed visualization method, the users' gaze now serves as a mean of mapping physiological signals onto the user interface. The resulting heatmaps represent the physiological signals' distribution over the interface, and can help answer the following question: "Where in the interface do people tend to emotionally or cognitively react more strongly?" Below, we describe the four steps involved in the creation of physiological heatmaps: inference, normalization, accumulation, and colorization.
Inference
The regulation of emotional and cognitive states relies at once upon the sympathetic and parasympathetic activity of the autonomic nervous system, and thus requires physiological adjustments stemming from multiple response patterns [20] . As such, the relation between physiology and psychological states is more realistically described as a many-to-many relationship (i.e., multiple psychological states linked to multiple physiological variables) [5] . For example, when interacting with an interface, a single user's physiological signal (e.g., heart rate) can be associated with a change in cognitive load or emotional arousal. Therefore, the objective of the first step of the creation process is to disentangle this effect and ensure that the rendered heatmap truly represent the psychological construct of interest (i.e., cognitive load in the context of this paper). To do so, a machine learning classifier is used to estimate users' cognitive load. As illustrated in Figure 2 , all signals (Φ 1 , Φ 2, Φ 3 ) are segmented according to users' gazes and serve as features in the classifier. As each physiological system operates in collaboration with a variety of inputs and outputs from the rest of the organism, the measured signals present various durations and latencies for a given stimulus. For example, heart rate may have a shorter latency than electrodermal activity for a given stimulus. Therefore, each signal is segmented using a specific extraction window of different duration and latency starting at fixation onset. Latency is defined as the time elapsed between a fixation onset and the
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Normalization
As physiological signals are subject to significant interpersonal variations or instrumental inaccuracies, absolute values cannot be used to compare data from multiple users. Physiological signals need to be corrected to account for the user's baseline [31] . In the proposed approach, the results of the physiological inference (see inference section) are normalized using z-score with the following equation:
where µ and σ are respectively the mean and the standard deviation of the inferred values for all of a user's fixations. This step also helps distinguish the "physiologically significant" areas of an interface from neutral ones. In traditional gaze heatmaps, every fixation has a positive intensity value and increases the height map. In our approach, physiologically unimportant fixations (W' < 0) are not considered in the subsequent accumulation step; only important physiological activity makes a contribution.
Accumulation
For traditional gaze heatmaps, the accumulation step consists in the creation of a blank map with the same dimensions as the image stimulus (n x m pixels). For each eye fixation, all the pixels are attributed an intensity level corresponding to an eyetracking metric (fixation count, absolute fixation duration, relative fixation duration, or participant percentage) multiplied by a scaling function (e.g., Linear, Gaussian), taking into account the distance between the gaze and the pixel [15] . Intensity values from various users falling on the same pixel are then summed to produce a height map representing the gaze intensity distribution over the image stimulus ( Figure 3 ).
In the proposed method, the inference outcome (Ψ x ) is used to create the aforementioned height map, instead of an eyetracking metric. Therefore, the resulting height map represents the relative intensity of the physiologically inferred psychological state over the interface. Furthermore, as for standard gaze heatmaps, the height map is not rendered in its entirety. In order to outline the most prominent parts of an interface, a parameter t ɛ [0, 1] is defined to compute the threshold under which intensity values are neglected. For example, t = 0.2 implies that only pixels with an accumulated intensity superior to 20% of the maximum intensity will be rendered in the colorization step. The value of the t threshold can be seen as representing the water level in a flooded valley. In this study, heatmaps were generated using Gaussian scaling and an intensity threshold of 0.8. 
Colorization
The last step in creating a heatmap is colorization. The main idea is to overlay on the stimulus image a semi-transparent layer that reflects the height map's variations. Height variations can be mapped to different color properties using a colorization function, resulting in various types of visualizations. The most commonly used visualizations are rainbow heatmaps, luminance maps, and contrast maps [15] . Breslow et al. [4] have demonstrated that multicolored scales (e.g., rainbow) are best suited for identification tasks (i.e., determining absolute values using a legend) and single hue scales (e.g., luminance) are best suited to compare relative values. Therefore, in this work, the colorization step uses a luminance gradient (i.e., an increase in color brightness is associated with an increase in the height map). Furthermore, the use of single hue gradients allows the mapping of multiple constructs at the same time.
Cross-stimuli Colorization
The proposed tool also features a novel colorization function: cross-stimuli gradient. This colorization function displays a single gradient across multiple stimuli, in order to evaluate users' experience of one interface relative to others.
Eyetracking analysis software provide heatmap representations on a single image basis only. Heatmaps are generated one at a time and the full gradient (i.e., all possible color properties increments) is displayed on each image. The colorization function associates pixels under the maximum height with the maximum value of the color gradient, and pixels at the threshold height with the minimum value. For example, when generating a rainbow heatmap on a given interface, a gradient going from red to green, by way of yellow and orange, is mapped in its entirety onto the image. In a luminance gradient, the maximum value of the color gradient is the absence of hue, i.e. white. This Detecting User Emotion #chi4good, CHI 2016, San Jose, CA, USA implementation is relevant for gaze heatmaps as they are meant to represent how a specific amount of aggregated eye fixations is distributed within a single interface. However, it may be interesting to evaluate the user's experience of said interface relatively to different interfaces.
To do so, we propose a colorization function that uses a cross-stimuli gradient. First, the height maps of a specific set of image stimuli that are to be analyzed together are merged together. Second, the colorization function associate pixels' height of each rendered heatmap to a gradient level, relatively to its location in the common height map. Therefore, the full gradient representing the user experience construct spans across all images and, allows users to compare areas of different interfaces together. Unlike standard gaze heatmaps, heatmaps rendered using this crossstimuli gradient do not necessarily present hot spots (i.e., doesn't use the full gradient within the same interface). Hot spots are present only on interfaces that present the highest density of the visualized user's state compared to the others. For example, figure 5 illustrates three interfaces representing various levels of visual complexity (low, medium and high).
Instead of comparing three individually constructed heatmaps (i.e. one per image), a single cross-stimuli gradient is mapped across all three stimuli. The hot spot is located on the top left corner of the third stimulus, meaning that users experienced the highest level of cognitive load in this specific area, relative to the other versions of the interface.
UX HEATMAP TOOL DESCRIPTION
The evaluation tool enables the contextualization of various physiologically inferred affective and cognitive states, during users' interaction with an interface. Figure 4 illustrates the data processing sequence required to generate heatmaps. First, data files from various physiological and behavioral recording devices are imported and synchronized. Upon project creation, participant selection (e.g., women only) is required, followed by heatmap creation and rendering. Multiple heatmaps can be displayed simultaneously (e.g., negative valence and cognitive load, or negative and positive valence). The opacity and display color of each heatmap can be individually selected, before or after visualization, in order to enable the comparison of multiple emotional and cognitive constructs. The resulting heatmaps can then be exported in jpeg format.
Participant Selection
Participant data can be created and managed before or after the creation of a new project. This data consists of an identifier and variables, such as gender and age. These can be used to create participant groups; which users can subsequently use to filter the physiological data when producing heatmaps. These variables can be selected using a Detecting User Emotion #chi4good, CHI 2016, San Jose, CA, USA drop-down menu on the left hand panel. All participants are displayed in the participant list (see Figure 5 ).
Construct Manager
Three types of heatmaps can be generated in the current state of the tool: gaze heatmaps, physiological heatmaps (based on cognitive load), and facial expressions heatmaps (emotion). Emotion heatmaps are generated using the FaceReader 6 software (Noldus, Netherland), which infers the probability of seven discrete emotions (happy, sad, angry, surprised, scared, disgusted and neutral) and emotional valence (negative vs. positive), based on facial movements [36] . Given that FaceReader recordings are synchronized with eyetracking data, emotion prediction is introduced in the accumulation step of heatmap creation (see physiological heatmaps section). As seen in Figure 5 , up to three emotions can be mapped onto the interface at any given time during the analysis, to allow the simultaneous comparison of various emotional states. Heatmaps can all be displayed one by one or simultaneously based on user selection. Participant selection and group filters are applied to all visualizations.
Interface Selection
Images used during the analysis are displayed on the right side panel. Users can select as many stimuli as desired. Upon heatmap visualization, information relative to selected stimuli (e.g., number of gazes) will appear at the bottom of the prompted window.
EXPERIMENTAL VALIDATION
A lab experiment was conducted to develop and evaluate the proposed tool. In this validation study, cognitive load was used as the psychological construct of interest. The goal of the evaluation was twofold: 1) assess the ability of the physiological heatmaps method to effectively highlight the different levels of cognitive load experienced on an interface, and 2) present a use case in order to illustrate the usefulness of the proposed tool for user experience evaluation. Two separate tasks were designed to achieve these goals.
Participants
For this experiment, a total of 44 students between the ages of 18 and 35 were recruited through the student panel at HEC Montréal over a period of five weeks. Data from 18 participants were rejected due to equipment malfunction, data synchronization imprecision, or insufficient eyetracking calibration precision. Therefore, data from 26 participants were used in the analyses, from which 17 were female, for an average age of 24. Participants had normal or correctedto-normal vision and were pre-screened for glasses, laser eye surgery, astigmatism, epilepsy, and neurological and psychiatric diagnoses. The total experiment duration was of one hour, during which participants were asked to perform the two experimental tasks. Compensation in the form of a 20$ gift certificate was given to each participant upon completion of the experiment. 
Stimuli
In the experiment, the visual complexity of website homepages was manipulated in order to trigger different cognitive load levels. Visual complexity is closely related to the perceived cognitive load users think will be required to interact with an interface [13] and has also been shown to be correlated with cognitive load [33] . Multiple studies have aimed at understanding how the cognitive system interprets different levels of image complexity (see [37] , [6] and [26] ). Most studies consider that there are three types of cognitive load (CL): intrinsic load, extraneous load, and germane load. According to Sweller [30] , intrinsic cognitive load is linked to the material's content, extraneous cognitive load is based on the presentation forms, and germane cognitive load involves information consolidation. Website complexity relates to extraneous cognitive load [31] . Wang et al. [31] also found that extraneous CL can be decreased by adequate visual presentation and design of material.
These images were presented in an Internet browser, as to maintain the aspect and the original length of the homepage. Interaction with homepages was limited to scrolling. Websites were selected to reflect a wide range of tasks and sectors, such as business, academia, entertainment and leisure. In order to eliminate content-related affect, news websites were excluded. Local and national websites were also excluded in order to eliminate any bias based on familiarity.
Task 1
The goal of the first experimental task was to gather a physiological data set representative of different levels of experienced cognitive load, in order to assess the accuracy of the proposed method. The stimuli included nine homepages representing three levels of visual complexity: 3 low, 3 medium, and 3 high.
In order to select these nine homepages, twelve undergraduate students were instructed to rate the overall visual complexity of twenty-one website homepages, as defined as the degree of difficulty in understanding the information presented. The complexity scores' agreement was calculated using a two-by-two correlation procedure. Agreement between all 66 possible pairs of judges was averaged for each individual homepage. The resulting average correlation (for all homepages) was of r=0.601 (p=0.047). The stimuli were presented as illustrated in Figure  7 (Task 1).
At the beginning of each trial, participants were given a task to perform on the forthcoming homepage. They were instructed to look at the homepage having in mind how they would execute the task (e.g., search information about products and brands available in store). The website was then presented in a web browser for 30 seconds. Following the presentation, a printed version of the same interface was presented for an unlimited amount of time, featuring a red 15 box grid (see Figure 6 ). Participants were asked to assess the visual complexity of each of the 15 regions of the homepage using a 1 to 5 rating scale, 5 being very complex.
Task 2
The objective of the second task was to illustrate the usefulness of the proposed tool for webpage prototype comparison. Two series of three website homepages were doctored in order to reflect three different level of perceived visual complexity: low, medium, and high ( Figure 5 ). Starting from a single homepage, two duplicate versions of the images were created. The interface was thus simplified (low complexity), as well as rendered more complex (high complexity). According to Oliva et al. [23] , visual complexity is mainly represented by the perceived dimensions of quantity of objects, clutter, openness, symmetry, organization, and variety of colors. These elements were used to alter the complexity level of the images. The content was not altered. The images were evaluated by undergraduate students, in order to assess their visual complexity. They were modified and re-evaluated as need be. As illustrated in Figure 7 (Task 2), participants were first instructed on the task they would have to execute. The three versions of the website were then presented with a selfrating and rest period. The presentation order was randomized for each participant. The same procedure was repeated with another series of websites. Task 2 lasted twenty minutes on average.
Physiological Signals and Equipment
The signals used for physiological heatmaps should be selected according to the psychological construct of interest. Thus, signals known to be related to cognitive load were selected in this study.
A Biopac MP150 amplifier (Biopac MP) was used to record two peripheral physiological signals: electrocardiogram (ECG) and electrodermal activity (EDA). ECG-derived measures have been shown to correlate with affective and cognitive processes. For example, heart rate can be associated with shifts from low to high mental workload [12] . EDA measures the activity of the eccrine sweat glands and has been shown to be correlated to arousal. It can be used to measure emotions [3] and cognitive load [29] during system interactions. EDA was recorded using two electrodes placed on the palm of the non-dominant hand. Both physiological signals were recorded with a sampling rate of 500Hz.
Eye fixations, pupil diameter, and blink rates were recorded with a Tobii X-60 eyetracker (Tobii Technology AB).
Research shows that variations in pupil size respond significantly to cognitive and emotional stimuli [21] . Ambient illumination was controlled and kept constant during the experiment in order to minimize pupil size variations due to light reflex. Blink rate can be affected by external stimulus or by emotional and cognitive states such as fatigue, but has been shown to be a perceptual load indicator (where information can be noticed or unnoticed) in the context of cognitive load measurement [1] . A nine point calibration was performed for all participants, and was repeated until sufficient accuracy was achieved. Current video-based eye trackers have a spatial resolution of up to 0.01 o / 2 kHz [15] . However, such a high resolution level is experimentally hard to achieve due to subjects' variability. In this research, sufficient accuracy was defined as ~ 1 cm around the center of the calibration points, which led to participants' dismissal, if not obtained. Stimuli were Detecting User Emotion #chi4good, CHI 2016, San Jose, CA, USA presented on a 22 ' LG LED monitor with a resolution of 1680 x 1050 pixels and a refreshing rate of 60Hz.
Videos of the participants' face were recorded using a webcam and the Media Recorder 2 software (Noldus, Netherland). Videos were processed in FaceReader 6 (Noldus, Netherland) to produce emotional states inference.
RESULTS
The effectiveness of the proposed method to predict spatial locations of greater cognitive load has been tested using data from Task 1. Data from Task 2 is analyzed qualitatively in the Discussion section. Data was analyzed in order to evaluate the capacity of physiological heatmaps to capture experienced cognitive load variance over the different webpages. As a relative baseline, correlation with gaze heatmaps was also calculated. Although they are not meant to assess cognitive load, traditional gaze heatmaps represent the closest data visualization method to which we can compare physiological heatmaps. As illustrated in Figure 8 , data from Task 1 was analyzed by comparing the highest peaks of the intermediate height maps with the underlying user ratings. One height map was generated per participant for each homepage. This process expected a total of 3 510 data points (9 websites x 15 ratings x 26 subjects). However, 2 749 data points were obtained for physiological heatmaps and 2 147 data points for gaze heatmaps as only ratings over which the height map is not null were considered. Therefore, websites' areas that were not looked at during the 30s presentation (but rated afterwards) were not used in the analyses. As shown in Table  1 , physiological heatmaps were significantly related to users' ratings of visual complexity (R 2 =.291, p-value<.000). Using the distribution of the R 2 statistics [24] , we can also affirm that the R 2 obtained using the physiological heatmaps is significantly higher than the one obtained with gaze heatmaps (z=3.024; p-value=0.02).
Visualization R 2 (p-value)
Physiological heatmaps 0.291 (<0.000)
Gaze heatmaps 0.167 (<0.000) The p-values were corrected by assessing the effect of each measure on the ratings values by using linear regression model accounting for the potential correlation between each repeated measure coming from the same subject. These results show that cognitive load was successfully assessed by the proposed physiological heatmap, which can be complementary to traditional gaze heatmap. While gaze heatmaps can identify the "where", UX heamaps can be used to address the "why" of users' gaze behavior.
DISCUSSION
User experience evaluation needs differ between industry and academia. While the former's needs are to analyze and adequately communicate findings in order to improve UX, the latter's interest resides in the validation and understanding of phenomena, based on hypothesis [28] . This section illustrates two types of analysis that can be undertaken with the described tool: 1) a comparative analysis of various prototypes using a cross-stimuli gradient and, 2) an exploratory analysis using emotional and cognitive state heatmaps.
Cross-stimuli Analysis
First, two sets of three images, reflecting three different levels of perceived visual complexity were created. In the first of the two series, participants were asked to find information about upcoming events that would interest them for a visit to Luxembourg. These images, presented in figure  5 , were then analyzed using the cross-stimuli gradient.
When analyzing participants' cognitive load heatmaps, we can see which areas of each interface induced higher levels of cognitive load. More so, when compared to the other images, we can also ascertain which interface induced greater overall cognitive load. Of the three images, the area which inferred greater cognitive load is located at the top left corner of the most complex image ( Figure 5 -right-hand side). When comparing this area with the same areas within the other two images (i.e. located in the same spatial location), we can see that the information content has not changed. Yet, the experienced cognitive load in the most complex version of the interface differs from the others. This is in line with the manipulations performed on the Detecting User Emotion #chi4good, CHI 2016, San Jose, CA, USA aforementioned image. As mentioned in the Experimental Validation section, changes in color, including the hue, and number of colors, clutter and the quantity of objects were manipulated in order to render the image more complex. The cognitive load heatmaps indicate that these changes influenced participants' perceived visual complexity, therefore experiencing higher cognitive load. Simply put, the number of colors and elements surrounding the area made it more difficult for users to assimilate the information, requiring more cognitive resources.
Looking at Figure 5 , again using the cross-stimulus gradient, we can also see that changes in visual complexity also impacted users' behavior. Fixations on the third webpage (right-hand side of Figure 5 ) seemed to be aggregated in specific locations, in the top half of the interface, when compared to the less complex images where fixations were more widespread (left-hand side). Participants seemed to focus their attention and efforts towards specific areas, when faced with a more complex interface. One of the conclusion we can draw from this visualization is that users' seemed hesitant to explore websites deemed more complex. As stated by Harper et al. 2009 [13] , "Visual complexity seems to be an implicit key into the perceived cognitive load of the page and the interaction that the users think will be required to use the resource." This statement is in line with our analysis, as UX heatmaps show user's reluctance to explore the page, anticipating the required cognitive load needed to do so. Detecting User Emotion #chi4good, CHI 2016, San Jose, CA, USA
In the context of this task, the comparison of various images using a cross-stimuli gradient allowed us to see the effect of design changes on user experience, both in terms of behavior and experienced cognitive load. For practitioners, this visualization can help make a more informed decision in a prototype comparison or A/B testing context.
Analysis of Emotional and Cognitive States
The Circumplex model of affect describes emotions using the two dimensions of valence and arousal [35] . Valence is used to contrast states of pleasure (e.g., happy) and displeasure (e.g., angry), and arousal to contrast states of low arousal (e.g., calm) and high arousal (e.g., surprise). Using the second set of images, we compared regions of high cognitive load versus regions of negative emotional valence; as well as areas of negative and positive valence. Figure 9 shows the simplified version of a popular ecommerce website used during Task 2, in which participants were asked to look at the page and select an item they would like to purchase. When looking at the left-hand side of Figure  9 , we can see the mapping of a positive emotional valence heatmap (yellow) and a negative emotional valence heatmap (red). Higher intensity emotion areas, or hotspots, are not located on the same pictorial information when comparing the two visualizations. The negative valence heatmap indicates that users experienced displeasure with higher frequency on text and navigation areas, whereas the positive valence heatmap hotspots are located on the human faces at the top of the interface, as well as on the video game (bottom right corner).
The right-hand panel of Figure 9 represents the mapping of a cognitive load heatmap (green) and a negative emotional valence heatmap (red). As we can see, regions of high cognitive load and areas of negative valence overlap. Therefore, in the context of this task, we can observe that high cognitive load, induced by the visual complexity of the page, led users to experience negative emotions. Furthermore, these clustered fixations seem to be located predominantly on text heavy areas.
In this example, comparing regions of high cognitive load to regions of negative emotional valence can help UX practitioners to not only identify the problematic areas of an interface, for instance areas that can adversely affect the user in the completion of a task or that could serve as deterrent to the use of a system, but also contextualize these emotional states by highlighting the graphical elements behind such states.
From a research perspective, such a tool can be used to visualize the effects of high cognitive load on users' emotional state. For instance, the tool's triangulation of UX constructs makes it possible to test the proposed inverted Ushaped relationship between complexity and emotional valence, proposed by Berlyne (1974) [2] . Simply put, interfaces either deemed too simple or too complex, will result in lower affective valence. As shown in Figure 10 , results obtained in task 2 are in line with this finding as we can see that areas of high cognitive load overlap areas of negative valence. 
LIMITATIONS AND FUTURE WORKS
The proposed tool aims to support the work of experts (i.e., ergonomists, designers, researchers) from the HCI and UX communities. While UX heatmaps can communicate data, they cannot make a diagnosis. To maximize their usefulness, the tool should be integrated to the methods already available to experts (e.g. questionnaires, observations, interviews). Furthermore, as for most eyetracking software, the proposed tool can only be used to analyze interactive interfaces at different points in time, i.e. different stills of the interface, but not interfaces in motion (e.g. flash animations). This represents the main limitation of the tool.
The next step for future work is the inclusion of other cognitive and emotional states, such as emotional UX heatmaps based on physiological signals, as opposed to FaceReader data in the tool's current version. Moreover, we will be conducting interviews with researchers and practitioners in order to evaluate the UX heatmap tool, and to better understand the needs of the UX community for future iterations.
CONCLUSION
The objective of this paper was to present an off-the-shelf, easy to interpret UX evaluation tool which contextualizes users' signals while interacting with a system. Using these signals to infer users' emotional and cognitive states and mapping these states using UX heatmaps on the interface provides researchers and practitioners with a useful tool to contextualize users' reactions. This triangulated approach makes it possible to visually analyze users' various emotional and cognitive states for specific areas of a given interface (e.g., cognitive load combined with emotional valence). Moreover, the cross-stimuli color gradient makes it possible to compare users' gaze patterns and states across multiple interfaces (e.g., A/B testing).
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