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Clearly, the mathematical community has been reached--with the usual time- 
lag--by the announcement of this birth. The message must travel faster in the 
other direction. 
Book Review Editor 
st i r -Organiz ing Systems. Edited by M. YOVITS and S. CAMEnON. Pergamon 
Press, New York, 1960. 322 pp. $8.50 
As the subtitle indicates, this is the proceedings of an interdisciplinary con- 
ference held in Chicago, May 5 and 6, 1959. The 13 papers assume widely differing 
readership backgrounds and cover a diversity of topics. They might be classified 
according to reading prerequisites: engineering, mathematical, medical and bio- 
logical, and general, although they are not organized in any discernible way in 
the book. 
Starting with the mathematical papers, "Computation, Behavior and Structure 
in Fixed and Growing Automata," by A. W. Burks, presents ome formal models 
for self-reproducing automata nd raises some questions about minimum com- 
plexity and the amount of information that may be transmitted. In the "Reli- 
ability of Biological Systems,". W S. MeCulloch describes a new notational device 
for logical truth functions, and summarizes very briefly some of his work on net- 
works of idealized neurons which remain error-free ven though the elements 
of the network err. 
There are several general discussions of self-organizing systems. "The Natural 
History of Networks," by G. Pask, contains ome very general views on how to 
study self-organizing systems and a description of a simple chemical device which 
illustrates the author's views in a rather limited way. F. Rosenblatt, in "Per- 
ceptual Generalization over Transformation Groups" says nothing whatever 
about groups, but does describe his Perceptron, a device inspired by neural nets, 
and outlines how the machine should form abstractions. Two papers which dis- 
cuss generalization and learning in terms of practical algorithms on present 
digital computers are, "Self-Organizing Models for Learned Perception," by 
B. G. Farley, and, "A Variety of Intelligent Learning in a General Problem 
Solver," by A. Newell, J. Shaw and H. Simon. 
H. vonFoerster, in "On Self-Organizing Systems and Their Environments," 
uses the terminology and principles of thermodynamics to argue that the "self- 
organizing" ability of any system depends very much on the amount of order in 
the system's environment. A second, very interesting, application of engineering 
thinking to biological problems is described in, "Further Consideration of Cyber- 
netic Aspects of Homeostasis," by S. Goldman. Servomechanism theory is applied 
to several homeostatic problems, in particular the human glucose control system. 
The biological and social sciences are represented by five papers. "Feedback 
through the Environment as an Analog of Brain Functioning," by G. H. Bishop, 
contains a discussion of the evolution of mammalian brains and a discussion of 
the relation between brain complexity and behavioral flexibility. There is a 
description of some interesting experiments on organization i  cells and tissue in 
"The Organization and Reorganization of Embryonic Cells," by R. Auerbach. 
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The psychologists' approach to self-organizing systems is represented in three 
papers: "Statistical Models for Recall and Recognition of Stimulus Patterns by 
Human Observers," by W. K. Estes, "Blind Variation and Selective Survival as 
a General Strategy in Knowledge-Processes," by D. T. Campbell, and "Learning 
in Neural Systems," by P. M. Milner. In the last, a neural model for learning is 
proposed. 
There were discussions following each paper, and these have been recorded. 
They are full of references to "randomness," "probability," mathematical set 
theory,"--stylish topics which will probably play little part in an understanding 
of self-organizing systems. 
Although the editors of conference proceedings do not need additional work 
thrust upon them, it would be quite helpful if papers given at interdisciplinary 
conferences could be preceded by a one-page xplanation of professional topics, 
since the average reader is not likely to be familiar with all of the terms such as, 
"mesenchyme," "relative entropy," "asymptotic value," and much mathe- 
matical formalism. 
L. g.  HAIBT 
IBM Research Center 
Yorktown Heights, New York 
Sequential  Decoding. By T. M. WOZENCRAFT AND B. REIFrER. Wiley, New 
York, 1961.74 pp. 
The purpose of this monograph is "to formulate sequential decoding in the 
simplest terms that suffice to i]lustrate its major attributes." Sequential decoding 
is a method invented by Wozencraft for correcting errors in a data transmission 
system which uses a convolutional error-correcting code. The first two chapters in 
the book present background on noisy channels and error-correcting block codes. 
Chapter three gives the basic theory of binary sequential decoding, based on 
random-coding arguments. The fourth chapter discusses the encoding method and 
the Gilbert bound on the number of errors that can be corrected. Results of a com- 
puter simulation are presented in chapter 6, and some of the possible generaliza- 
tions are sketched in the seventh chapter. 
In spite of the authors' effort to achieve a simple presentation, this book is 
difficult to read. While at some points the discussion is very effective, at other 
points the authors have failed to appreciate the fact that most readers will not be 
familiar with the material. For example; it would seem difficult for the average 
reader to grasp the decoding procedure before he understands the type of encoding 
used. While the description of the decoding is nicely motivated, it is so intertwined 
with this motivation and the accompanying mathematical derivations that it is 
extremely difficult to follow how the decoding is supposed to be done. 
On the other hand, the research presented in this book is important. The theory 
shows that for sequential decoding, as the code constraint length "n" increases, 
the probability of error approaches zero roughly as fast as it does for block codes, 
and the number of decoding computations increases less than linearly with "n." 
Except for certain very special codes, the best known decoding methods in 
