Abstract. Using the implicit function theorem, we prove existence of solutions of the so-called conformally covariant split system on compact 3-dimensional Riemannian manifolds. They give rise to non-Constant Mean Curvature (non-CMC) vacuum initial data for the Einstein equations. We investigate the conformally covariant split system defined on compact manifolds with or without boundaries. In the former case, the boundary corresponds to an apparent horizon in the constructed initial data. The case with a cosmological constant is then considered separately. Finally, we provide numerical examples of solutions to the conformally covariant split system on manifolds S 1 × S 2 and S 1 × T 2 .
Introduction
Let (M, g) be a compact 3-dimensional Riemannian manifold. Let σ denote a symmetric traceand divergence-free (TT) tensor of type (0, 2), and let τ be a function on M . Lichnerowicz [19] and Choquet-Bruhat and York [8] developed the so-called conformal method to transform seed data (M, g, σ, τ ) into initial data satisfying Einstein constraint equations. Consider the following system of equations for a positive function φ and a one-form W :
Here ∆ = ∇ i ∇ i and R are the Laplacian and the scalar curvature computed with respect to metric g, and ∆ L W is defined as ∆ L W = div g (LW ), where L is the conformal Killing operator, div g K − dtr g K = 0, (1.3b) where R is the scalar curvature of M with respect to the metric g. Note that tr g K = τ . ChoquetBruhat and Geroch [7] showed that such initial data give rise to a unique development.
Here we briefly review the current status of the study of the existence of the solutions of the vacuum conformal constraints for closed manifolds (M, g). The case of constant τ is basically understood, cf. [16] . Of course, many important results can be still obtained assuming a constant τ . Examples include studies of multiplicity of solutions in the case with a positive cosmological constant [25, 5, 20] , or obtaining foliations of important spacetimes [21, 4] . In general, the case of non-constant τ remains still open. Some results are obtained when dτ /τ or σ are small, cf. [17, 18, 1, 23] . Results for rough initial data can be found in [15, 22] . Interested readers may refer to a survey paper, for instance [3] .
Recently, Dahl, Gicquaud, and Humbert proved the following criterion for the existence of solutions to Eqs. (1.1) [11] . Assume that (M, g) has no conformal Killing vector fields and that σ ≡ 0, if the Yamabe constant Y (g) ≥ 0. Then, if the limit equation
has no nonzero solutions for all α ∈ (0, 1], the vacuum conformal constraints (1.1) admit a solution (φ, W ) with φ > 0. Moreover, they provided an example on the sphere S 3 such that the limit equation (1.4) does have a nontrivial solution for some α 0 ∈ (0, 1] [11, Prop. 1.6]. Unfortunately, the result of Dahl, Gicquaud, and Humbert is not an alternative criterion. In fact, there also exists an example such that both the limit equation (1.4) and the vacuum conformal constraints (1.1) have nontrivial solutions [24, Prop. 3.10] .
There is another way to construct vacuum initial data. It is sometimes referred to as 'the conformally covariant split' or, historically, 'Method B.' In this case we are trying to find a positive function φ and a one-form W satisfying the so-called 'conformally covariant split system:'
Here σ ∈ W 1,p is a symmetric TT-tensor of type (0, 2), τ ∈ W 1,p is a function on M , and g ∈ W 2,p is a metric on M . We assume that p > 3. We devote this paper to the study of system (1.5). Letg = φ 4 g, and
and
On the other hand, by virtue of the fact that div g (φ −2 γ) = φ −6 div g (γ) for any trace-free symmetric (0, 2)-tensor γ ij , we have
2. An immediate observation concerning system (1.5) is that it admits the following scaling symmetry. Suppose that system (1.5) has a solution (φ, W ). Setφ = µ
2 W for some positive number µ ∈ R + . Then (φ,Ŵ ) satisfy system (1.5) with the dataσ andτ given
If τ is constant, Eqs. (1.1) split in a natural way. In this case, we have W ≡ 0, and we are only left with the well-studied Lichnerowicz equation. Much less is mathematically known about the conformally covariant split system, although it was applied in certain studies by numerical relativists [10] . The proof or disproof of the existence of solutions of system (1.5) is difficult. When τ is constant, LW ≡ 0 is of course a trivial solution of (1.5b), but even in this case the existence of solutions with non-zero LW is unclear.
Solutions of systems (1.1) (standard conformal method) and (1.5) (conformally covariant split system) are, of course, related. Suppose that system (1.1) has a solution (φ, W ) for the assumed data (M, g), σ, and τ . Suppose further thatŴ is a solution to the equation
It can be easily checked that the pair (φ,Ŵ ) solves system (1.5) with the same assumed data (M, g), σ, and τ . Moreover, both solutions lead to the same K, and hence to the same initial data (M,g, K). The subtlety of the relation between W andŴ , and hence between systems (1.1) and (1.5), is due to the fact that L is not, in general, invertible. Consequently, Eq. (1.6) does not provide a one-to-one relation between W andŴ . Suppose that we already have vacuum initial data (M, g, K) such thatτ = tr g K is constant. In this case the traceless part of K,σ ij = K ij − trgK 3 g ij is divergence free, and system (1.5) admits a particular solution (φ ≡ 1,W ≡ 0) for the data (σ, τ ) = (σ,τ ). This obvious solution can be understood as transforming the seed data (M, g, K) into itself. In subsequent sections, we use the implicit function theorem to deduce existence of other solutions of Eqs. (1.5) with τ = tr g K.
The order of this paper is as follows. In Section 2 we prove existence of solutions of system (1.5) on closed manifolds M , but admitting a non-constant τ . In Section 3 we obtain similar results for a compact manifold with a boundary. The assumed boundary conditions guarantee that this boundary constitutes an apparent horizon in the obtained initial data. In Section 4 we take into account a cosmological constant and reformulate main theorems obtained in Sec. 2. Finally, Sec. 5 provides simple numerical examples of solutions of system (1.5) on compact manifolds, assuming non-constant τ . In these examples, we assume the manifold
We use the standard geometric notation in this paper. The product of two symmetric tensors of type (0,2) with respect to metric g is expressed, in terms of their tensor components, as a, b g = g ij g kl a jl b ik . The square of the norm is denoted as |a| 2 g = a, a g . We omit the subscript referring to the metric, when the metric is obvious from the context. In most cases the metric is understood to be that of the seed data. This also applies to the standard notation of the trace, or the divergence of a tensor.
Conformally covariant split system on a closed manifold
In this section, we assume that (M, g) is a closed 3-dimensional Riemannian manifold. Making use of the implicit function theorem, we construct a family of solutions of the conformally covariant split system (1.5) on M . These solutions give rise to vacuum initial data.
Theorem 2.1. Suppose that we already have vacuum initial data (M, g, K). Assume thatτ = tr g K = const, and that K = 0 in some region of M . Assume further that (M, g) has no conformal Killing vector fields. Then there is a small neighborhood ofτ such that for any τ in this neighborhood, there exists (φ τ , W τ ) solving the system (1.5) for the dataσ ij = K ij −τ 3 g ij and τ .
Proof. The proof is based on the implicit function theorem and the ideas are borrowed from [6] and [14] . First, let us define the operator
It is easy to see that F is a C 1 -mapping and F(τ ,φ ≡ 1,W ≡ 0) = (0, 0). We prove that the partial derivative of F with respect to the variables (φ, W ) is an isomorphism at (τ ,φ ≡ 1,W ≡ 0). The differential at the point (τ ,φ ≡ 1,W ≡ 0) is given by
and it is triangular, meaning that the second row of the above 2 × 2 block matrix does not depend on δφ. Thus, the invertibility of DF| (τ ,1,0) follows from the fact that the diagonal terms are invertible. More specifically: Claim 1.
is invertible and Claim 2.
is also invertible. The proof of Claim 2 is a consequence of the assumption that (M, g) is closed and has no conformal Killing vector fields. The proof of Claim 1 is as follows. Note that H is a Fredholm operator of index 0. It suffices to show that H is injective. Since (φ ≡ 1,W ≡ 0) solves the system (1.5) with the dataτ andσ, one has
Hence,
Clearly, it is a negatively definite operator. Finally, the theorem follows from the implicit function theorem.
Remark 2.2. For K ≡ 0, one can set W ≡ 0, and the system (1.5) reduces the Yamabe problem [27, 2, 26] .
Note that the scaling symmetry discussed in Remark 1.2 can be used to produce new solutions from the already obtained ones. In particular, one can obtain solutions with τ deviating from the vicinity ofτ , at a cost of rescalingσ. When the seed solution (M, g, K) is a maximal slice, one can also produce new non-CMC initial data with the following scaling argument. Theorem 2.3. Suppose that we already have vacuum initial data (M, g, K) with tr g K = 0. Suppose K = 0 for some region. Assume further that (M, g) has no conformal Killing vector fields. Given any τ , there is a positive constant η > 0 such that for any µ ∈ (0, η), there exists at least one solution (φ, W ) of system (1.5) for the data (σ = µ 12 K,τ = µ −1 τ ).
Proof. Since (M, g, K) constitute vacuum initial data, system (1.5) admits a particular solution
Let us consider the following µ-deformed system corresponding to Eqs. (1.5):
It is easy to see that G is a C 1 -mapping. The condition that (M, g, K) constitute vacuum initial data with tr g K = 0 implies that G(0, 1, 0) = (0, 0). We now prove that the partial derivative of G with respect to the variables (φ, W ) is an isomorphism at (0,φ ≡ 1,W ≡ 0). The differential at the point (0,φ ≡ 1,W ≡ 0) is given by
where
The invertibility of the derivative DG| (0,1,0) follows from the arguments stated already in the proof of Theorem 2.1. By the implicit function theorem, for a sufficiently small parameter µ, there exists (
In order to convert the above theorems into existence results, one has to assert the existence of solutions with τ =τ = const. Fortunately, in this case W ≡ 0 is a solution of (1.5b). We only need to consider equation (1.5a) with W ≡ 0:
As a consequence of Theorem 4.10 in [6] , one has Theorem 2.4. Ifτ is a constant, there exists (φτ , Wτ ≡ 0) solving equation (2.1), provided that one of the following conditions holds:
Here the Yamabe constant is defined as
τσ ,τ can be regarded as the seed data in Theorem 2.1 and, ifτ ≡ 0, also in Theorem 2.3.
Conformally covariant split system on a compact manifold with boundary
We will now turn to a physically important case, where the manifold M is compact and has a black hole type boundary. Since we are working at the level of initial data, basically the only available concept of a black hole is that of a region enclosed within an apparent horizon. Consequently, the boundary conditions that we now adopt guarantee that the boundary of M is a marginally trapped surface (and that the manifold M constitutes the 'exterior' of the black hole). It is however not surprising that requiring the boundary of M to correspond to an apparent horizon is not sufficient as a prescription of boundary conditions for system (1.5). Consequently, a part of the boundary conditions have to be imposed in a more or less arbitrary manner. In this work we follow a recipe proposed in [14] .
Let (M, g) be a compact 3-dimensional manifold with the boundary ∂M , and let ν be the unit vector normal to ∂M . We assume that ν is pointing 'outwards' of M , and therefore to the 'inside' of the black hole. The two null expansions of ∂M are given by
where H g = ∇ i ν i . The condition that ∂M is a marginally trapped surface can be stated as Θ + = 0, Θ − ≤ 0. Let us further observe that
Consequently, the condition Θ + = 0 yields
If the metric g and the extrinsic curvature K are obtained as g = φ 4 g and K = τ 3 φ 4 g + φ −2 σ + φ 4 LW , the above conditions can be also expressed in terms of quantities related directly to (M, g). A vector ν, normal to ∂M , and normalized with respect to metric g, is related with ν by ν i = φ 2 ν i . Also
where H g = ∇ i ν i is the mean curvature of ∂M with respect to the metric g. Similarly,
Conditions (3.1) and (3.2) can be now rewritten as
Since Eq. (3.3) is not sufficient as a boundary condition for W , we will actually replace it with a stronger requirement. Let ξ denote a 1-form tangent to the boundary ∂M . We will require, as a boundary condition, that
where ν is the 1-form dual to the normal vector field ν. Clearly, Eq. (3.3) follows from Eq. (3.4), as ξ(ν) = 0.
In the remaining part of this section, we always assume that
on ∂M . It is, of course, a restriction on the allowed forms of σ. On the other hand, it facilitates the proofs of the theorems of this section. In addition, assuming (3.5) ensures the L 2 -orthogonality of LW and σ. This can be easily demonstrated by a direct computation
where the boundary term vanishes because of assumption (3.5) . Note that on compact manifolds without boundary, the L 2 -orthogonality of LW and σ is guaranteed without any additional conditions. In summary, we are now dealing with the following set of equations
where (3.6c) and (3.6d) are the boundary conditions on ∂M .
,p (∂M ) are the assumed data. In
Equations (3.6), and in the remaining part of this section, we drop, for convenience, the subscript g in the symbol denoting the mean curvature of ∂M ; we write simply H g ≡ H.
Suppose that we already have vacuum initial data (M, g, K), and denoteτ = tr g K. Assume further thatτ is a constant. In this case the traceless part of K,σ ij = K ij −τ 3 g ij is divergence free. Then the pair (φ ≡ 1,W ≡ 0) is a solution of Eqs. (3.6a) and (3.6b). We will now require (φ ≡ 1,W ≡ 0) to also solve Eqs. (3.6c) and (3.6d). This requirement is equivalent to a specification of particular Θ − and ξ, which can be computed for the given (M, g).
Using the implicit function theorem, we can now assert the existence of a family of solutions to Eqs. (3.6).
6).
Proof. First, let us define a mapping
It is easy to see that F is a C 1 -mapping and F(τ , 1, 0) = (0, 0, 0, 0). We prove that the partial derivative of F with respect to variables (φ, W ) is an isomorphism at (τ , 1, 0). The differential at the point (τ , 1, 0) is given by
and it is block triangular. Thus, the invertibility of DF| (τ ,1,0) follows from the fact that both diagonal block terms are invertible. More precisely: Claim 1. The map
is also invertible. Proof of Claim 1. Note that H is a Fredholm operator of index 0. It suffices to show that H is injective. Since the pair (φ ≡ 1,W ≡ 0) solves system (1.5) for the mean curvatureτ , one has
Note that for any δφ ∈ W 2,p we have
Since F(τ , 1, 0) = (0, 0, 0, 0), one has
, and thus
where the last inequality follows from the assumption that Θ − ≤ 0. The condition K = 0 implies that |K| 2 > 0, and hence δφ ≡ 0. Therefore H has a trivial kernel, and it is invertible. The proof of Claim 2 is a consequence of the assumption that (M, g) admits no conformal Killing vector fields. The existence of solutions (φ τ , W τ ) for τ in a neighborhood ofτ follows now from the implicit function theorem. Theorem 3.2. Suppose that (M, g, K) satisfy the vacuum Einstein's constraint equations, and M has a boundary ∂M such that H ≡ 0 on ∂M . Assume that tr g K = 0 and K = 0 in some region of M . Assume further that (M, g) has no conformal Killing vector fields. Given any data
, there is a positive constant η > 0 such that for any µ ∈ (0, η), there exists at least one solution (φ, W ) of the system (3.6) for the data (σ = µ 12 K,τ = µ −1 τ, Θ − , ξ).
Proof. Let us start with defining a map
It is easy to see that F is a C 1 -mapping and F(0, 1, 0) = (0, 0, 0, 0). We prove that the partial derivative of F with respect to the variables (φ, W ) is an isomorphism at (0, 1, 0). The differential at the point (0, 1, 0) is given by
Note that since F(0, 1, 0) = (0, 0, 0, 0), we have R = |K| 2 , and thus ∆ − The implicit function theorem ensures now that for a sufficiently small parameter µ there exists a pair (φ µ , W µ ) such that G(µ, φ µ , W µ ) = 0.
Defineφ µ = µ 3 φ µ andŴ µ = µ −2 W µ by rescaling. Direct calculations show that (φ µ ,Ŵ µ ) solves the system (3.6) for the data (σ = µ 12 K,τ = µ −1 τ, Θ − , ξ).
There exist initial data satisfying the assumptions of Theorem 3.2. From the work of Escobar [13] , we know that there exists a conformal factor ψ > 0 such that (M,ĝ = ψ 4 g) has a constant scalar curvature R(ĝ) and the mean curvature Hĝ of ∂M vanishes. Thus, we can further safely consider a seed manifold (M, g) with R(g) = const and H ≡ 0 on the boundary. Letσ be a symmetric TT-tensor of type (0, 2). We take particular dataτ ≡ 0,Θ − ≡ 0,ξ ≡ 0. It is clear that Wτ ≡ 0 solves (3.6b) and (3.6d) .
In the presence of a boundary, the Yamabe constant is defined as
.
If Y (g, ∂M ) > 0, |σ| 2 > 0, and (M, g) has no conformal Killing vectors, then an argument similar to that of Theorem 4.10 of [6] shows that there is a sub-solution and a super-solution of the equation
with the Neumann boundary condition ∂ ν φ = 0. Therefore there exists a pair (φτ , Wτ ≡ 0) solving system (3.6) with dataτ ≡ 0,Θ − ≡ 0,ξ ≡ 0 and the set (M, φ 4 τ g, φ −2 τσ ) can be regarded as the seed data in Theorem 3.2.
Conformally covariant split system with the cosmological constant
Many of the results of preceding sections can be easily generalized to the case with a non-zero cosmological constant Λ. In what follows we discuss these generalizations. In most cases we will omit the proofs, as they are analogous to those given in Sec. 2. We will, however, focus on the places, where taking into account a non-zero cosmological constant introduces a change with respect to Λ = 0 cases, and where some additional assumptions are required.
The Einstein vacuum constraint equations with a cosmological constant Λ read
Keeping standard definitions, i.e., LW defined by Eq. (1.2) and K = τ 3 φ 4 g + φ −2 σ + φ 4 LW , we get the system
Remark 4.1. Similarly to the scaling symmetry described in Remark 1.2, system (4.2) admits the following scaling. Suppose that system (4.2) has a solution (φ, W ). Setφ = µ Proof. The only difference with respect to the proof of Theorem 2.1 is that now the function
For φ ≡ 1, W ≡ 0, we have from Eq. (4.2a)
which is a negatively definite map, provided that
on M , and
in some region of M . Noting that −|σ| 2 − 1 3τ 2 = −|K| 2 , we conclude that H has a trivial kernel. Theorem 2.3 can be generalized in two ways. One can generate data corresponding to Λ = 0 from a seed-initial data with tr g K = 0 and Λ = 0, i.e., initial data satisfying Eqs. (1.3) . The other possibility is to start with seed-initial data that already satisfy constraints (4.1) with tr g K = 0 and some nonzero value of Λ. These data can be then used to generate another set of initial data corresponding to some mean curvatureτ = 0 and a different value of the cosmological constant Λ. We will discuss these two cases in what follows. Theorem 4.3. Suppose that (M, g, K) satisfy the constraint equations (1.3), and tr g K = 0. Let K = 0 in some region, and let (M, g) admit no conformal Killing vector fields. Given any τ and Λ, there is a positive constant η > 0 such that for any µ ∈ (0, η) there exists a solution (φ, W ) of system (4.2) for the dataσ = µ 12 K,τ = µ −1 τ , and the cosmological constantΛ = µ −2 Λ.
Proof. The function G appearing in the proof of Theorem 2.3 is now defined as
The assumptions of the theorem imply that G(0, 1, 0) = (0, 0). The differential of G with respect to (φ, W ) at the point (0,φ ≡ 1,W ≡ 0) reads
. There is no change with respect to the proof of Theorem 2.3 at this point. We conclude that for sufficiently small µ, there exist φ µ and W µ solving G(µ, φ µ , W µ ) = 0. The scaling argument works analogously to the one used in Theorem 2.3. We defineφ µ = µ 3 φ µ , W µ = µ −2 W µ . Then the pair (φ µ ,Ŵ µ ) solves system (4.2) for the data (σ = µ 12 K,τ = µ −1 τ ), and the cosmological constantΛ = µ −2 Λ. Proof. The proof is essentially a variant of the proof of Theorem 4.3. The map G is defined as
i.e., with no µ-dependent coefficient in front of the Λ term. Injectivity of DG (with respect to (φ, W )) at the point (µ = 0,φ ≡ 1,W ≡ 0) is ensured by requiring that −|K| 2 + Λ ≤ 0 on M , and −|K| 2 + Λ < 0 in some region of M , together with the condition that (M, g) admits no conformal Killing vector fields (cf. the proof of Theorem 4.2). The implicit function theorem then yields that for a sufficiently small µ, there exist φ µ and W µ solving G(µ, φ µ , W µ ) = 0. The scaling argument can be now used to infer the existence of solutions of system (4.2), but at a cost of rescaling both K and Λ. We defineφ µ = µ 3 φ µ ,Ŵ µ = µ −2 W µ . Thenφ µ andŴ µ solve system (4.2) for the dataσ = µ 12 K,τ = µ −1 τ and the cosmological constantΛ = µ −12 Λ.
In the same spirit it is possible to generalize the results of Sec. 3 referring to manifolds with black hole boundaries. We omit this discussion here; the corresponding theorems can be easily formulated and proved by combining the techniques used in this section and in Sec. 2.
Numerical examples
In this section we give simple numerical examples of solutions of system (1.5) with non-constant τ . Our examples are inspired by a recent numerical study of non-CMC solutions obtained in the framework of the standard conformal approach [12] . Numerical techniques used in this paper are essentially adapted from [20] . We should emphasize that the spectrum of solutions of systems introduced in this section could be complex and should probably be a subject of a separate investigation, similar to [12] or [20] . The main aim of providing our numerical examples in this work is to demonstrate the applicability of the conformally covariant split method in numerical studies.
We start by considering the manifold M = S 1 × S 2 endowed with the metric
Here α is the coordinate on S 1 , and (θ, ϕ) are coordinates on S 2 . The scalar curvature associated with metric g reads R = 2. We assume the tensor σ in the form
, where b is a constant. An elementary calculation shows that σ is both trace-less and divergence-free. We have |σ| 2 = 6b 2 . For the vector field W i we assume an ansatz W i = (f (α), 0, 0). It follows that
where the prime denotes the derivative with respect to α. It is easy to show that |LW | 2 = 8 3 (f ) 2 and σ, LW = −4bf . We also have ∇ i (LW ) i j = 4 3 f , 0, 0 . We will assume further that the conformal factor φ depends only on α. This gives
It follows from Eq. (1.5b) that the above choices are only consistent with ∂ θ τ = ∂ ϕ τ = 0. From now on we assume that the mean curvature τ depends only on α. Equation (1.5b) then yields
Equation (1.5a) can be written as
Note that the function f appears in Eqs. (5.1) and (5.2) only through its derivatives. Consequently, we will now define w = f , and write Eqs. (5.1) and (5.2) as
The above set of equations has to be solved assuming that φ and w are both functions on S 1 . The condition that w = f , where f is also a regular function on S 1 yields, in particular, that 
where x = φ 4 0 . Clearly, for x = 0 we have LHS = 3b 2 ≥ 0. For x → ∞ one gets LHS → −∞. Thus there exist a positive solution φ = φ 0 for all constants b = 0 and τ . It can be easily expressed by a Cardano formula. It can be also shown that a positive solution to Eq. (5.5) (not necessarily constant) is unique [16] . Thus the solution φ = φ 0 is the only positive one.
We now turn to the non-CMC case, and construct simple numerical solutions of system (5.3). We employ the following spectral numerical scheme. We express both functions φ and w truncating a Fourier series:
Note that there is no constant term in the expression for w, due to condition (5.4). These expansions are substituted into Eqs. are performed using standard formulas
whereÑ = 2N + 1, and α j = 2π(j − 1)/Ñ , j = 1, . . . ,Ñ . Our numerical calculations were performed using Wolfram Mathematica [28] .
In the following examples we assume τ = 1 + a cos(α). This choice allows one to search for solutions for φ and w, for which b k = d k = 0, k = 1, . . . , N . Note that in such a case Eq. (5.3b) has to be projected on the set of functions sin(kα), k = 1, . . . , N .
Sample solutions obtained for system (5.3) with τ = 1 + a cos(α) are shown in Figs. 1 and 2. Figure 1 shows a solution corresponding to a = 1/2 and b = 1. Note that in this case τ is strictly positive. Figure 2 depicts a solution obtained for a = 2, b = 3. This means that the mean curvature τ changes its sign.
As usual for spectral methods, the minimum acceptable value of N depends on the equation to be solved, and the desired accuracy. In the specific examples shown in Figs. 1 and 2 we chose N = 25 and N = 55, respectively. The quality of solutions can be assessed by computing the left-hand sides of Eqs. There is another example that can be obtained in the similar fashion, and it is again motivated by a system analyzed in [12] . We take M = S 1 × T 2 , where the torus T 2 = S 1 × S 1 . Let (α, β, γ) be the coordinates on M , each spanning the range [0, 2π). We assume the metric g to be flat, g ij = diag (1, 1, 1) , and σ ij = b diag(−2, 1, 1), where b is a constant. Clearly, σ is a TT tensor. As before, |σ| 2 = 6b 2 . Let us also assume that W i = (f (α), 0, 0). It follows that (LW ) ij = It turns out that systems (1.5) written for the two cases S 1 × S 2 and S 1 × T 2 differ only in the term proportional to the scalar curvature R. We have R = 0 for the S 1 × T 2 case. The analogue where x = φ 4 0 . If in turn 1 3 τ 2 − Λ < 0, solutions are no longer unique. This case was analyzed in detail in [9] , where a corresponding bifurcation structure of solutions was also described.
System ( 
