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ABSTRACT 

In recent years, a number of numerical models have been developed to simulate the reactive 
transport of contaminants in groundwater. These models are subject to uncertainty due to parameter 
measurement error and due to the spatial variability of properties in the subsurface environment. 
Parameter sensitivity coefficients, which are defined as the partial derivatives of the concentration 
with respect to the model parameters, provide a quantitative measure of the impact of these uncer- 
tainties. The focus of this dissertation is to develop efficient and accurate methods for calculation 
of reaction parameter sensitivity coefficients in a multicomponent subsurface transport model. The 
model simulates the coupled effects of two-dimensional steady-state groundwater flow, equilibrium 
aqueous speciation reactions, and kinetically-controlled interphase reactions, such as sorption and 
biodegradation. 
For reactive transport, the state equations consist of a nonlinear PDE for each aqueous compo- 
nent and a nonlinear ODE for each immobile component; these differential equations are coupled 
together through reaction sourcelsink terms. The corresponding sensitivity equations take the form 
of a system of linear PDEs and ODES. Codes are developed to compare the practice of solving the 
entire system of sensitivity equations to applying the operator splitting approach to solve the sensi- 
tivity equations. Codes are also developed to compare the direct and adjoint methods of calculating 
reaction parameter sensitivity coefficients in batch and transport problems. CPU time comparisons 
for example transport problems indicate that direct calculation of sensitivity coefficients is much 
more efficient than the calculation of sensitivity coefficients by direct perturbation. These compari- 
sons also demonstrate that operator splitting results in a significant reduction in simulation time. 
Reaction parameter sensitivity coefficients are calculated for a series of example transport prob- 
lems. These examples include a cobalt-NTA problem with kinetic sorption and biodegradation and 
a uranium-quartz system with mass transfer-limited surface complexation reactions. The computed 
sensitivity coefficients are used to gain insight into the relative significance of reaction processes 
and to rank individual reaction parameters in terms of importance. Sensitivity coefficients are also 
used to quantify the degree of coupling between components. 
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1. INTRODUCTION 

One of the most important environmental problems of today is the contamination of groundwa- 
ter resources, which make up about 95% of the earth's utilizable freshwater supplies (Freeze and 
Cherry, 1979, p. 8). Common sources of groundwater contamination include: interactions between 
groundwater and buried waste, downward migration of pollutants from chemical spills, infiltration 
of pesticides and fertilizers from agricultural lands, leaching of pollutants from landfills, and leaking 
underground storage tanks. Contaminant plumes migrate through the subsurface under the influ- 
ence of physical flow processes and reaction mechanisms, which may modify the form of the con- 
taminant species. As the groundwater migrates through the porous media, the composition may be 
altered due to interactions with the various mineral phases present in the naturally heterogeneous 
solid matrix. Additionally, subsurface bacteria may be able to degrade some of the organic species 
in solution. The transport of a given contaminant species may be significantly affected by interac- 
tions with other dissolved species, mineral surfaces, and microorganisms. 
In recent years, a number of numerical models have been developed to simulate the reactive 
transport of contaminants in groundwater (e.g. Yeh and Tripathi, 199 1;Engesgaard and Kipp, 1992; 
Miller and Rabideau, 1993; McNab and Narasimhan, 1994; Walter et al., 1994). These models are 
used to assess the risk of groundwater contamination and to predict the success of remediation alter- 
natives in the subsurface environment. A contaminant transport model must be able to simulate the 
important chemical and biological reaction processes, as well as the physical processes of advection 
and dispersion. Because of the inherent complexity of the subsurface environment, numerical mod- 
els must be capable of handling numerous interacting processes among multiple chemical species. 
Laboratory studies can be used to examine the mechanism and kinetics of the fundamental reac- 
tion processes affecting the transport of contaminant species through porous media; however, these 
investigations are typically designed to examine one particular type of reaction process under a spe- 
cific set of conditions. The laboratory results are generally used to derive an appropriate mathemati- 
cal expression and a set of parameters that represent the reactive process. A complex reactive system 
can then be examined with a numerical model that couples the mathematical expressions from a se- 
ries of separate laboratory studies on individual reactions. A numerical model provides a versatile, 
cost-effective tool to investigate the combined effects of a number of competing reaction processes. 
The application of a deterministic model to describe the reactive transport of contaminants in 
the subsurface relies on the assumption that all of the input parameters are correct. As noted above, 
the reaction parameters are usually measured under ideal conditions in a laboratory. If the state of 
the system is susceptible to uncertainty in a particular reaction model, it may be necessary to expend 
more time and effort to obtain a more accurate model of this reactive process. On the other hand, 
the system may be relatively unaffected by variations in a particular reaction parameter. In this case, 
it is not necessary to consume valuable resources to conduct experiments in order to determine the 
value of the reaction parameter; a best-estimate from the literature will suffice. The quantification 
of the effects of parameter uncertainty on the state of the system is the objective of a parameter sensi- 
tivity analysis. 
Brandstetter and Buxton (1989) define a sensitivity analysis as a study that "determines the ef-
fects of variation(s) in one or more parameters on the performance of a system or some part of it". 
In the case of reactive transport modeling, the state of the system is characterized by a set of con- 
centrations, and the set of system parameters include both flow parameters (e.g. velocity and disper- 
sion coefficients) and reaction parameters. In the groundwater modeling literature, sensitivity anal- 
yses have been performed to examine the influence of physical flow parameters and retardation 
coefficients (e.g., McElwee and Yukler, 1978; Dettinger and Wilson, 1981; Ahlfeld et al., 1988); 
however, the analysis has not yet been extended to general reaction parameters. In the chemical en- 
gineering literature, reaction parameter sensitivity has been examined in batch and one and twcj-di-
mensional plug flow systems in the context of chemical reactor design (e.g., Morbidelli and Varma, 
1989; Ungureanu et al., 1994; Heiszwolf and Fortuin, 1996). 
The numerous approaches to sensitivity analysis have been reviewed by Tilden et al. (1981), 
Rabitz et al. (1983), and Turinyi (1990). The methods can broadly be divided into two groups: local 
sensitivity methods and global sensitivity methods. The local sensitivity measure represents the sys- 
tem response to infinitesimal, independent variations of the system parameters. Global sensitivity 
methods measure the system response to finite, simultaneous changes in the system parameters. A 
brief summary of these calculation techniques is presented below. 
1.1 Methods of Calculating Sensitivity 
1.1.1 Local Sensitivity Methods 
The objective of a local sensitivity analysis is to calculate a set of coefficients that quantify the 
effects of independently perturbing each of the system parameters by an infinitesimal amount. The 
local sensitivity coefficient is defined as the partial derivative of a state variable (a)with respect to 
a given system parameter (a). Higher order sensitivity coefficients may also be computed; however, 
this analysis will be confined to first-order sensitivity coefficients. 
The most elementary direct sensitivity method is the direct perturbation method (a.k.a. the finite 
difference method or the brute-force method). In the direct perturbation method, the local sensitivity 
coefficients are estimated by a difference formula, for example: 
where @o is  the state variable evaluated using the original parameter value, a g ,  and @* is the state 
variable evaluated using the perturbed parameter value, a0+Aa. This method is computationally 
costly; specifically, for a system with Np reaction parameters, the direct perturbation method re- 
quires one solution of the governing equation to obtain the original state and an additional Np solu-
tions of the governing equations to determine the effects of perturbing each parameter. Another dis- 
advantage of the direct perturbation approach is that the size of the parameter perturbation (Aa) must 
be optimaiiy selected to minimize the truncation error of the calculated sensirivity coefficient and 
to simultaneously avoid excessive round-off error (Tortorelli and Michaleris, 1994). 
The sensitivity coefficients can be computed more efficiently and accurately using the direct 
method. In this method, the original governing equation is differentiated with respect to the parame- 
ter of interest. For example, the partial differential equation (PDE) describing the reactive-transport 
of a contaminant through saturated porous media can be written in the form: 
- -" - V - (DVC -g)f Rc (1-21 
at 
where C is the concentration of the contaminant, D is the dispersion tensor, is the velocity vector, 
and Rc is the sourcelsink due to kinetic reactions. A system containing N, species is governed by 
a set of Nc equations of the form (1-2). In general, Rc is a nonlinear function of the contaminant 
concentrations and a set of reaction parameters. Taking the derivative of equation (1-2) with respect 
to reaction parameter a results in the following equation: 
The PDE in (1-3) can be solved using the same numerical methods that are employed to solve the 
original governing equation (1-2). It should be noted that the computational demand of the calcula- 
tions can be greatly reduced by taking advantage of the similarity between equations (1-2) and 
(1-3); for example, if the finite element method was employed to solve (1-2) (Pinder and Gray, 
1977; Istok, 1989), the decomposed global coefficient matrix can be employed to solve (1-3) direct- 
ly without any further matrix decompositions. For a system with Npreaction parameters, the direct 
method requires the solution of Npequations in the form of (1-3). 
Other methods manipulate the direct sensitivity equations (1-3) to obtain a more efficient algo- 
rithm for the calculation of the local first-order sensitivity coefficients. The computational demand 
of these methods is greatly reduced by eliminating the need to solve a matrix equation for each pa- 
rameter of interest. This group of methods includes the adjoint method (Sykes et al., 1985; Tortorelli 
and Michaleris, 1994) and the Green's function method (Hwang et al., 1978; Rabitz et al., 1983). 
In chapters 3,4, and 6, the adjoint method is presented for the calculation of parameter sensitivity 
coefficients in systems of coupled reactions. The Green's function method is briefly discussed in 
chapter 4. 
1.1.2 	 Global Sensitivity Methods 
Global sensitivity methods require the assumption that parameter values are randomly distrib- 
uted according to a given probability density function (pdf). The objective of a global sensitivity 
analysis is to derive the pdf (or at least the mean and variance) of each of the state variables, assuming 
that the parameters are each distributed according to a specified pdf. 
The most straightforward approach to global sensitivity analysis is to use a Monte Carlo meth- 
od, in which the governing equations are repetitively solved with different sets of parameter values. 
For each realization (i.e. solution of the governing equation), the value of each parameter is selected 
by a random draw from the corresponding pdf. Turinyi (1990) points out that a more efficient algo- 
rithm is obtained by selecting the parameter sets according to a Latin hypercube sampling procedure, 
rather than using the random selection process of the Monte Carlo method. 
Another global sensitivity method that is commonly used in chemical engineering applications 
is the Fourier Amplitude Sensitivity Test (FAST) method (Tilden et al., 198 1 ;Rabitz et al., 1983; 
and TurBnyi, 1990). In the FAST method, the parameter space is sampled according to a pattern 
search procedure, thereby reducing the number of sampling points as compared to the Monte Carlo 
method. The pattern search curve is obtained by expressing the variations of the parameters as peri- 
odic functions of a scalar search variable. The concentrations obtained by the FAST method are 
themselves periodic functions of the search parameter. The variance of the concentration of a given 
species is calculated from the coefficients of the Fourier expansion of the periodic concentration 
function. 
The stochastic sensitivity analysis method is a global method which involves solving a partial 
differential equation to obtain the joint pdf for the parameters and the concentrations of each species. 
For a time-varying system with N, species and Np parameters, it is necessary to solve a PDE of di- 
mension (N, + Np + 1). The computational demand of the stochastic sensitivity analysis method 
is approximately the same as that of the FAST method (Turiinyi, 1990). 
In general, the computational demand of these global methods is much larger than that of the 
local methods described in the previous section. Furthermore, there is no physical basis on which 
to select an appropriate pdf for the reaction parameters. Tilden et al. (198 1) state that each parameter 
"is not generally a random variable; rather it is a deterministic quantity the precise value of which 
is not known". Because of the computational demand of the global methods and the difficulty in 
assigning a pdf to each parameter, local sensitivity methods are preferable for the sensitivity analysis 
of reaction parameters. 
1.2 Overview 
The objective of this dissertation is to develop an efficient and accurate algorithm to calculate 
the sensitivity of a reactive transport model to uncertainty in the reaction parameters. Possible ap- 
plications of a sensitivity analysis in reactive transport modeling include the simplification of the 
reaction model and the identification of the most sensitive parameters that should be measured with 
greater accuracy. If the species concentrations are found to be insensitive to the reaction parame- 
t e r (~ )of a particular reaction, it is not necessary to include this reaction in a numerical model of the 
system. i\.dditiofia!!y, results of a parmeter sensitivity ana]y sis provide insight. into the ~~,!ative 
importance of individual reactions within a suite of coupled reactive processes that govern the state 
of the system. Therefore, the results of the sensitivity calculations can be used to determine the most 
effective distribution of resources in laboratory and field studies. 
In this thesis, the calculation of sensitivity coefficients will be investigated in three systems of 
increasing complexity: equilibrium reactions in batch systems, kinetic reaction parameters in batch 
systems, and kinetic reaction parameters in transport systems. Chapter 3 presents the calculation 
of sensitivity coefficients for equilibrium reactions in batch systems. The equilibrium reactions are 
modeled with a system of nonlinear algebraic equations. The application of a sensitivity analysis 
is illustrated with two example systems governed by equilibrium speciation reactions. Chapter 4 
presents numerical methods for the solution of the state and sensitivity equations in batch systems 
with mixed kinetic and equilibrium reactions. Each kinetic reaction is represented by an appropriate 
rate expression. Methods of calculating the sensitivity coefficients for kinetic reaction parameters 
in transport systems are described in chapter 6. In chapters 5 and 7, several example sensitivity anal- 
yses are presented for batch and transport systems, respectively. Future work on the sensitivity anal- 
ysis of reaction parameters in batch and transport systems will be proposed in chapter 8. Chapter 
2 presents an overview of the important reactive processes that occur in the subsurface environment; 
this chapter may be skipped by readers who are familiar with this subject. 
2. TYPES OF REACTIONS IN THE SUBSURFACE ENVIRONMENT 
2.1 Kinetic vs. Equilibrium Approach 
Numerous chemical and rnicrobiological reaction processes can affect the mobility of contami- 
nants in the subsurface. These reaction processes can generally be classified as either homogeneous 
aqueous-phase reactions or heterogeneous interphase reactions involving mass transfer between the 
aqueous and immobile phases in the groundwater system (Rubin, 1983). Aqueous speciation reac- 
tions (including complexation and acid-base reactions) are characterized by rapid rates, especially 
in comparison to the relatively slow rate of groundwater flow. Therefore, in groundwater modeling, 
it is usually valid to treat aqueous speciation reactions as if they proceed instantaneously to thermo- 
dynamic equilibrium (Steefel and Lasaga, 1994). In addition to interacting with one another in ho- 
mogeneous reactions, the aqueous species may also take part in heterogeneous reaction processes 
such as adsorption, biodegradation, and precipitation/dissolution. Increasing evidence suggests that 
heterogeneous reaction processes may need to be described with a kinetic approach (Rifai and Bedi-
ent, 1990; Jardine et al., 1993a,b; Steefel and Lasaga 1994; Szecsody et al., 1994). 
Modeling the coupled effects of equilibrium and kinetic reactions is not a straightforward exer- 
cise, since the mathematical representation of an equilibrium reaction is quite different from that of 
a kinetic reaction. Sections 2.2 and 2.3 outline the mathematicai treatment of equiiibrium and kinet- 
ic reactions, respectively. The effects of equilibrium reactions are represented by a system of nonlin- 
ear algebraic equations. In contrast, kinetic reactions are represented by a rate term, which is incor- 
porated into a time-varying differential equation. In reactive transport modeling, the kinetic rate 
term(s) constitute sourcelsink terms in the governing partial differential equation (1-2). 
2.2 Equilibrium Speciation Reactions 
A speciation reaction may be defined as the formation of an aqueous product from two (or more) 
aqueous reactants. Since these reactions are confined to the aqueous phase, speciation can be consid- 
ered as an equilibrium-controlled process. The various species in a chemical system can be arbitrari- 
ly divided into a set of reactants and a set of complexes that forrn from the reactants. The set of reac- 
tant species, known as components, are the basic building blocks of the aqueous system. The 
components should be chosen so that every species can be represented as a combination of the com- 
ponents, and no component can be represented as a combination of the other components (Westall 
et al., 1976). 
Any chemical system can be completely described by the total aqueous concentrations of a set 
of components and the equilibrium constants of any complex formed from the set of components. 
As an example, consider a system containing components A and B and a complex A,Bb which forms 
according to the following chemical reaction: 
where a and b are the stoichiometric coefficients of A and B respectively. At equilibrium, the con- 
centrations of A, B, and A,Bb must satisfy the Law of Mass Action for this reaction: 
where K is the equilibrium constant for the reaction and [XI signifies the molar concentration of 
species X. The total aqueous concentrations of components A and B are given by: 
Using equation (2-2), equations (2-3) and ( 2 4 )  can be modified as follows: 
U, = [A] + ~K [A ] " [B ] ~  (2-5) 
UB = [B] + b K [A ]~ [B ] ~  (2-6) 
Equations (2-5) and (2-6) express the total aqueous concentrations- as functions of the concentra- 
tions of the uncomplexed components ([A] and [B]). 
A more general system containing Nc components and Nxcomplexes can be described by analo- 
gous equations to the two component/one complex system described above (in equation (2-1)). A 
chemical reaction describing aqueous complexation can be written in the following general form: 
A A 
where Ci is the chemical formula for component j, Xi is the chemical formula for aqueous complex 
i, a,, is a stoichiometric coefficient giving the number of moles of component j in complex i, and 
N, is the number of components. At equilibrium, reaction (2-7) satisfies the law of mass action, 
which relates the activities of the product and reactant species. Neglecting ionic strength correc- 
tions, the activity of an aqueous species is equal to its concentration, and the law of mass action can 
be written in the following form: 
where cj is the uncomplexed or "free-ion" concentration of component j, xi is the concentration of 
aqueous complex i, and Ki is the equilibrium constant for complex formation. Equation (2-8) shows 
that the concentration of any aqueous complex can be expressed as a function of the uncomplexed 
component concentrations. 
The total aqueous concentration of a component includes both the uncomplexed form of the 
component and the aqueous complexes that are produced when the component reacts with other 
components. The total aqueous concentration of some component j is defined as: 
where Nxis the number of complexes. Combining equations (2-8) and (2-9), the total aqueous con- 
centration of component j can be defined as a function of the uncomplexed component concentra- 
tions: 
Equation (2-1 0)defines a set of Nc nonlinear equations that can be solved for the uncomplexed com- 
ponent concentrations (cj) given the total aqueous concentrations (Cj). 
Acidlbase reactions are treated in an analogous manner to the aqueous complexation reactions. 
The pH-buffering effects provided by these acidhase reactions are essential in modeling the overall 
effects of kinetic reactions that produce or consume acidic hydrogen (e.g. biodegradation). Variable 
pH calculations are performed simply by selecting the proton (H+)as one of the chemical compo- 
nents. The essential difference between the proton and the other components in an aqueous system 
lies in the meaning of the total aqueous concentration. The "total aqueous concentration" of the pro- 
ton (UH+)actually represents the concentration of acidic hydrogen above or below a user-defined 
reference level. Since it is defined with respect to a reference level, the total aqueous concentration 
of the proton can be negative. The proton reference level of the system is defined by choosing the 
particular form of the components (other than H+). Any species that is selected as a component is 
defined to be at the reference level and is, therefore, not included in the total acidic hydrogen con- 
centration. The stoichiometric coefficient for H+will be positive for those complexes that contain 
more H+than the reference level and negative for those complexes that contain less H+than the refer- 
ence level. The traditional proton condition approach described by Rittmann and VanBriesen (1996) 
is obtained by selecting the reference level components so that the total acidic hydrogen concentra- 
tion is zero. 
2.3 Kinetic Reactions 
The equilibrium speciation reactions described in the previous section may alter the aqueous 
form of contaminant species in groundwater, however, they do not directly alter the transport behav- 
ior of the species. Groundwater remediation efforts are generally focused either on controlling the 
mobility of contaminant species (e.g. pump-and-treat methods or the use of physical barriers) or on 
converting the contaminant species to harmless forms (e-g. bioremediation). Heterogeneous reac- 
tions among the aqueous and immobile species in the subsurface play an important role in remedi- 
ation efforts, since they may alter the mobility of a contaminant species or transform the contaminant 
species to a different chemical forrn. For example, sorption and precipitation/disso1ution reactions 
may remove aqueous species from solution, thereby immobilizing, or at least slowing, the migration 
of a contaminant species. Additionally, subsurface microorganisms may degrade contaminant spe- 
cies to a more (or less) desirable form. 
Heterogeneous reactions are assumed to be kinetically-controlled and are therefore modeled us- 
ing a mathematical rate expression. The kinetic rate terms may be functions of the total aqueous 
component concentrations, the uncomplexed component concentrations, the aqueous complex con- 
centrations, and the immobile component concentrations. Each kinetic rate expression will also be 
dependent on a set of reaction parameters. These reaction parameters may be measured in laboratory 
experiments; however, there is a high degree of uncertainty associated with using these measured 
values in modeling field conditions due to the heterogeneous nature of the subsurface environment. 
2.3.1 Sorption 
Drever (1988, p. 339) defines adsorption as a process in which "a dissolved ion or molecule 
becomes attached to the surface of a pre-existing solid substrate". Sorbed species may be transferred 
back into solution in the process of desorption. The reversible process of adsorption/desorption may 
act to slow the migration of a contaminant species through the subsurface; this effect is commonly 
approximated by using a retardation coefficient to reduce the flow velocity. The use of a retardation 
coefficient to model the effects of sorption reactions is only valid if the sorption reactions are gov- 
erned by a linear equilibrium isotherm. In many cases, the sorption process is better represented by 
a nonlinear kinetic rate expression (Weber et al., 1995). 
There is no single reaction mechanism that represents the sorption of any arbitrary species. The 
term "sorption" refers to any reaction in which an aqueous molecule is transferred to a solid surface. 
Sorption behavior is highly dependent on the identity of the sorbing species and the characteristics 
of the solid surface, as well as temperature, pH, and the presence of other species in solution. Be- 
cause a wide variety of reaction mechanisms are classified as sorption reactions, numerous reaction 
niodejs have beeri prirposed descri'oe of sorption. 
The retardation of contaminants due to the process of adsorption/desorption can be modeled 
with a linear kinetic sorption expression. The rate of adsorptionldesorption of species j is given by: 
where cj denotes the aqueous concentration of species j in molesll, mj denotes the adsorbed con- 
,e., ,c c,,, . , ,  . , . .. ,,1,,1,,,
,Glrtiar;ull ,p5LlG3 in l l lulr;z ,gla m ,  km is the mass transfer in hrl, and Kdis the dis-
tribution coefficient for linear equilibrium adsorption in L/gram. The quantity (mj/Kd) is equal to 
the aqueous concentration of species j that would be in equilibrium with the sorbed concentration 
according to a linear equilibrium isotherm. Therefore, in equation (2-1 I), the expression within the 
parentheses represents the "thermodynamic distance" from equilibrium. The mass transfer coeffi- 
cient (k,) represents the rate limitations due to the transport of the adsorbing species between the 
bulk solution and the mineral surface. At equilibrium (Rj = 0), equation (2-1 1) simplifies to the 
classic linear equilibrium isotherm (mj =Kdcj). Empirical studies have shown that the linear eyi l ib-  
rium isotherm is an appropriate model for the adsorption of organic species onto soils that contain 
a significant amount of organic matter (Weber et al., 1995). 
In the linear model of sorption, it is assumed that an unlimited number of surface sites are avail- 
able for sorption. Experimental results indicate that the sorbed concentration of a given species often 
approaches a maximum value. The Langmuir model of adsorption limits the number of sorption 
sites available. Assuming the system is at equilibrium, the sorbed concentration of species j will be 
given by the Langmuir isotherm: 
where mjMAX is the maximum sorbed concentration for species j, and KL is a constant with units 
of (L/mole). The Langmuir isotherm was derived by assuming that the rate of adsorption onto unoc- 
cupied surface sites is equal to the rate of desorption off of occupied surface sites (Appelo and Post- 
ma, 1993). The constant KL is equal to the rate constant for adsorption divided by the rate constant 
for desorption. If a Langmuir kinetic sorption model is assumed, the rate of sorption of species j 
is given by: 
where k, is the rate constant for desorption, Q is the bulk density of the solid phase, and 8 is the 
porosity. The factor @/€Iis necessary to convert from solid concentration units (moles/gram solid) 
to aqueous concentration units (molesk water). At equilibrium (Rj=0), equation (2-1 3) simplifies 
to the Langmuir isotherm (2-12). 
The Langmuir isotherm assumes that the sorbing species has an equal affinity for all surface 
sites on the solid. In natural systems, the Langmuir model often does not accurately represent the 
sorption process, due to the heterogeneity of the mineral surface (Weber et al., 1995). The Freund- 
lich sorption isotherm is an empirically-derived model designed to match the nonlinear sorption be- 
havior observed on natural sediments. The Freundlich isotherm is given by: 
where KF and n are empirically-derived constants, and the constant KF has units of (Ln 
gram-'). For natural solids, the coefficient n generally ranges between 0.5 and 1 (Weber et al., 
1995). The Freundlich model can be derived mathematically by assuming that the mineral surface 
is made up of a spectrum of surface sites, each of which is represented by a separate Langmuir iso- 
therm (Appelo and Postma, 1993). Assuming mass transfer-limited kinetics, the Freundlich kinetic 
model is represented by the following rate expression: 
At equilibrium (Rj = 0), equation (2-15) reduces to the Freundlich isotherm (2-14). 
A number of additional models treat sorption as a reversible surface complexation reaction. 
These models include ion exchange reactions, which are described in Section 2.3.4. Three similar 
sorption models that include the electrostatic effects of charged surfaces are the constant capaci- 
tance, diffuse-layer, and triple-layer models (Drever, 198 8; Allison et al., 199 1 ;Appelo and Postma, 
1993). 
2.3-2 Biodegradation 
Biodegradation is an irreversible process in which bacteria oxidize an organic substrate to pro- 
duce energy and biomass. In addition to biomass, the biodegradation process requires the presence 
of an electron acceptor (e.g. oxygen, nitrate, or sulfate) and nutrients (e.g. nitrogen and phosphorus). 
The genera! f o m  of a biodegradation reaction is given by the following reaction. 
cellsSubstrate + Electron Acceptor + H+ + Nutrients + cells + C02  + H,O + NH, 
The overall biodegradation reaction given above is constructed by combining the three oxidation1 
reduction half reactions: one for cell synthesis, one for the reduction of the electron acceptor, and 
one for the oxidation of the substrate (McCarty, 1975). The objective of in situ bioremediation is 
to stimulate the biodegradation of contaminants by indigenous bacteria through the injection of elec- 
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ation technique, since it is cost effective and offers the possibility to permanently eliminate contami- 
nant species (Sturman et ai.,i 995). 
The rate of biodegradation of a substrate (S) is commonly modeled with a multiplicative-Mo- 
nod model (Rittmann and VanBriesen, 1996),which is given by: 
[SI [A1
R~ = - qm mb Ks + [S] KA + [A] 
where [S] is the aqueous concentration of substrate ( a k a .  the electron donor), [A] is the aqueous 
concentration of the electron acceptor, and mb is the concentration of immobile biomass (in grams 
cells per gram rock). The parameter q, is the maximum specific rate of substrate utilization (in 
moles/gram/day), which represents the maximum amount of substrate that can be consumed per unit 
mass of bacteria per unit time. The parameters Ks and KAare the Monod half-maximum-rate con- 
centrations (in molesk) for the electron donor and electron acceptor, respectively. If Ks << [S] and 
KA << [A], the rate of substrate biodegradation becomes first-order with respect to biomass con- 
centration. On the other hand, if Ks or KA is much larger than the corresponding species concentra- 
tion, the biodegradation rate may become first-order with respect to [S] or [A]. 
Additional terms may be added to the rate expression in (2-1 6) to create a more sophisticated 
model. For example, inhibition terms may be added to account for the apparent increase in the value 
of Ks due to the presence of other chemical species that interfere with the enzymatic degradation 
reactions (Bailey and Ollis, 1986). Inhibition factors can also be used to represent the effects of pH 
changes or high biomass concentration (Brun et al., 1995). 
The rate of microbial growth is given by the synthesis rate (which is proportional to the rate of 
substrate degradation) minus a first-order decay rate. 
where Y is the microbial yield coefficient (in grams cells per mole of substrate) and b is the first-or- 
der microbial decay coefficient (in daysq1). In equation (2-17), the assumption is made that the 
background conditions in the column are sufficient to sustain a microbial population of a given size; 
therefore, the biomass concentration is not allowed to fall below its initial background concentration 
(mb,init)-
Most of the bacteria in the subsurface are attached to the solid matrix (Harvey et  al.,1984; Ritt- 
mann, 1993); therefore, the biomass is considered to be an immobile component in this project. Nu- 
merous reactive transport codes that include biodegradation reactions make the assumption that bio- 
mass is confined to the immobile phase (Chiang et al., 1991 ;Lensing et al., 1994). Other reactive 
transport codes consider both attached and suspended biomass; with this approach, it is necessary 
to specify a reaction that describes the attachment and detachment of bacteria (Tan et al., 1994). 
2.3.3 Precipitation I Dissolution 
A general reaction describing the precipitation/dissolution of a mineral p can be written in the 
following form: 
where Ppj are stoichiometric coefficients. The equilibrium constant for reaction (2-1 8) is known 
2s the solubility product, KSp Since the activity of 2pure solid is equal to one, the reacf ofi yotiefit 
(Qp) is defined as follows: 
At equilibrium, Qp is equal to the solubility product, Ksp. 
The surface-controlled rate of precipitation/dissolution of the mineral p is given by the follow- 
ing rate law: 
R(mp) = sign(log- z ) A P k p  [Q<cjf ix :x]  P(2)- 1i = l  
where Ap is  the reactive surface area of the mineral (in m2 per m3 rock), kp is the precipitation rate 
constant (in moles/m2/sec.), and the parameters Vcj, Vxi, p, and y are empirically-determined 
constants (Steefel and Lasaga, 1994). The product term in square brackets represents the influence 
of inhibiting or catalyzing species; in general, most (or all) of the powers Vcj and Vxi are equal to zero. 
The term between the absolute value bars represents the "thermodynamic distance" from equilibri- 
um. The rate expression (2-20) is often simplified by assuming that Ap,p, and y are equal to one 
and that all of the powers v i  and Vxi are equal to zero, resulting in the following rate law: 
where k, = $. If the solution is undersaturated with respect to the mineral (i-e.Qp cKsp)and 
lisp 
the mineral is not present in the system, the rate calculated with (2-20) or (2-21) is physically mean- 
ingless, and it is necessary to set the rate of dissolution equal to zero. 
Any of the reaction parameters in (2-20) may be uncertain due to measurement error. The pa- 
rameter Apdeserves special mention, since it represents a property of the solid matrix. Because of 
the heterogeneous nature of the subsurface environment, Ap is subject to spatial uncertainty. All of 
the other parameters should remain constant in space. 
2.3.4 General Reversible Reaction / Ion Exchange Reaction 
Many reactions fall under the category of a general reversible reaction. A general reversible 
reaction is described by a forward rate constant (kf), a reverse rate constant (k,), and a set of stoichio-
metric coefficients. The form of a general reversible reaction is given by the following reaction: 
where q are reactant stoichiometric coefficients, qk' are product stoichiometric coefficients, and ii 
is the chemical formula for species i, which may be an uncomplexed aqueous component, aqueous 
complex, o r  immobile component. The rate law for a general reversible reaction is given by the fol- 
lowing expression: 
where zi is the concentration of species i. 
Ion exchange reactions are a special case of the general reversible reactions. An ion exchange 
reaction involves two species, j and k, each of which can exist in either an aqueous form or a form 
that is attached to the solid surface. The solid surface contains a limited number of exchange sites 
at which these species can attach; the total number of exchange sites is known as the cation exchange 
capacity of the solid. The ion exchange reaction is a displacement reaction, in which the attached 
concentration of.one of the species increases at the expense of the attached concentration of the other 
species. The form of an ion exchange reaction is given by the following reaction: 
where Giis the chemical formula for the attached form of species i, and ciis the chemical formula 
for the aqueous form of species i. The stoichiometric coefficients qcjand qmjare equal to the valence 
of Ck , and the stoichiometric coefficients qck and qmkare equal to the valence of Cj. The rate law 
for an ion exchange reaction is given by equation (2-23). If the ion exchange reaction is at equilibri- 
um, the following relation is satisfied: 
where Kkj is the exchange constant (a.k.a. selectivity coefficient) for reaction (2-24). 
3. SENSITIVITY ANALYSIS FOR SPECIATION REACTIONS 
IN BATCH SYSTEMS 
3.1 Governing Equations and Method of Solution 
Equilibrium-controlled speciation reactions govern the distribution of species in solution. 
These reactions are important in groundwater modeling, since aqueous species may undergo kineti- 
cally-controlled heterogeneous reactions that affect the total aqueous mass of a particular contami- 
nant species. For example, positively- and negatively-charged aqueous species generally adsorb at 
different sites on a mineral surface, causing both the rate and extent of adsorption of an aqueous spe- 
cies to be highly dependent on its charge. Therefore, the complexation reaction between a metal 
cation and a negatively-charged ligand may alter the overall mobility of the metal. 
The mathematical treatment of chemical equilibrium theory was presented in section 2.2 for an 
aqueous solution containing Nc components and Nx complexes. Given the total aqueous component 
concentrations (Cj) and a set of equilibrium constants (Ki),the uncomplexed component concentra- 
tions (cj) can be computed by solving the following system of Nc nonlinear equations: 
where (3-1) is identical to equation (2-10) of section 2.2. The Newton-Raphson solution method 
is similar to that implemented in several commonly used software packages for chemical speciation 
modeling in batch systems (e.g. MINTEQA2, Allison et al., 1991; PHREEQE, Parkhurst et al., 
1980; and The Geochemist's Workbench, Bethke, 1992). A residual vector (Y) is defined by rear- 
ranging equation (2- 10): 
The corresponding Jacobian matrix ([J]) is given by: 
where a,, is the Kronecker delta, defined as follows: 
The following system of equations must be solved during each Newton-Raphson iteration: 
where the superscript p refers to the iteration level, and &p  is the vector of changes in uncomplexed 
component concentrations. The new estimate for the component concentration is calculated by sub- 
tracting the change in concentration from the concentration at the previous iteration level 
(CP+ = -CP  - &P). This new estimate for the uncomplexed component concentration is then used 
to compute a new residual vector The solution has converged when each element of the 
normalized residual vector (Y/C) is smaller than a specified tolerance. The uncomplexed compo- 
nent concentrations can then be used to compute the complex concentrations (xi) using the law of 
mass action: 
where (3-6) is identical to equation (2-8) of section 2.2. 
The basic Newton-Raphson method can be modified in several ways to ensure that the algo- 
rithm converges to an appropriate solution. Since a negative concentration is physically meaning- 
less, the solution obtained from the Newton-Raphson method must be positive. Similarly, the un- 
complexed component concentration can not be larger than the total aqueous concentration of the 
component. At the end of each iteration, if the new estimate for the uncomplexed concentration of 
component j (cP+ ') is negative or larger than the total aqueous concentration (Cj), then cP+ ' is set 
J J 
equal to 0.1 * cP (Morel and Morgan, 1972). 
J 
The basic Newton-Raphson method can be further improved upon by scaling the system of 
equations given in equation (3-5). The purpose of scaling is to reduce the amount of round-off error 
due to the limited precision of a computer. The accuracy of the solution to a linear system of equa- 
tions can be improved by ensuring that the all of the elements in the matrix have approximately the 
same order of magnitude (Skeel, 1993). Meintjes and Morgan (1985) present a general algorithm 
to scale the chemical equilibrium problem by multiplying the residual for each component (Y,) and 
the uncomplexed concentration of each component (cj) by non-zero constants. 
3.2 	Calculation of Sensitivity Coefficients for Equilibrium constants 
3.2.1 	 Absolute vs. Relative Sensitivity 
In the chemical speciation problem, the dependent variables are the concentrations of the un- 
complexed components, and the system parameters are the total aqueous component concentrations 
and the equilibrium constants for each complex in the system. Therefore, the state vector (Q)and 
the vector of parameters (a)are defined as: 
In general, there is no explicit function that expresses the dependence of the uncomplexed concentra- 
tion of each component on the system parameters. Therefore, it is difficult to predict how uncertain- 
ty in any of the total aqueous component concentrations (Ck)or any of the equilibrium constants (Ki) 
may affect the calculated concentration values of the uncomplexed component species. The calcula- 
tion of sensitivity coefficients provides an indication of the system response to perturbations in each 
of the parameters. 
In this section (3.2), the sensitivity analysis will be confined to the equilibriumconstant parame- 
ters. The sensitivity of the uncomplexed concentration of component j (cj) with respect to the equi- 
librium constant of complex m (K,) is defined as: 
It should be noted that the units of K, (and, therefore, of Sj,) depend upon the stoichiometry of the 
formation reaction for complex m. In order to compare the sensitivity coefficients for a number of 
different equilibrium constants, it is convenient to define the relative sensitivity coefficient: 
where Zjm is dimensionless. For clarity, the sensitivity coefficient defined in equation (3-8) will 
be referred to as the absolute sensitivity. 
The sensitivity coefficients in (3-8) and (3-9) were defined for the component species; it is also 
interesting to examine the effects of varying the equilibrium constants on the concentration of the 
complex species. The chain rule can be used to define the sensitivity coefficients for the complexes 
in terms of of the sensitivity coefficients for the component species; for example, taking the deriva- 
tive of equation (2-8) with respect to K,: 
where S:m is the absolute sensitivity of the concentration of complex i with respect to equilibrium 
constant K,. The derivatives of xi with respect to Ki and cj can be evaluated from the mass action 
expression (equation (2-8)), producing the following relation: 
K mwhere tji, is the Kronecker delta defined in (3-4). Multiplying equation (3-1 1) across by -and 
'i 
using the definition of relative sensitivity gives: 
where Z;m is the relative sensitivity of the concentration of complex i with respect to equilibrium 
constant K,. 
3.2.1 Direct Method of Sensitivity Calculations 
The mass balance equation for the total aqueous concentration of component j (3-1) expresses 
the implicit functional relationship between the uncomplexed component concentrations and the pa- 
rameters in a.The sensitivity equation for a given parameter can be obtained by taking the derivative 
of this equation with respect to the parameter in question. For example, taking the derivative of 
equation (3-1) with respect to equilibrium constant Km, the following set of equations is obtained: 
Since Cj is a constant under the conditions of the problem, it is clear that: 
Equation (3-13) can be combined with (3-14) and manipulated to obtain a linear system of equa-
tions; the details of this derivation are provided in Appendix A. Using the absolute sensitivity coeffi-
cients defined by equation (3-8), the linear system of equations can be written in the following form: 
Nc Nx 
Xm[ l  i = l  a - a  xi] stm= - a -S jm  + 1 1, I[ j =  1, . . .  NC (3-1 5 )  mJ Km
e=1 
The matrix form of equation (3-15) is given by: 
T 
where S, = Xm 
-
(s1m7 S2m, - 7 sNcm) and b, = - -( aml,am2, . . . ,amNcKm 
equations (3-3) and (3-15), it is clear that the matrix [GI in equation (3-16) is equivalent to the 
speciation Jacobian matrix [a.Equation (3-1 6) can be solved using the decomposition of the Jaco-
bian matrix that is available after the solution of the state equations; however, it should be noted that 
this matrix was constructed using intermediate estimates for the uncomplexed concentration values. 
The calculation of the sensitivity coefficients may require an additional computation of the Jacobian 
matrix after the speciation calculations have converged. The sensitivity calculations are then per-
formed by solving equation (3-1 6) with a different right-hand-side vector (h)for each equilibrium 
constant for which sensitivity coefficients are required. 
As was stated in the previous section, it is often more useful to examine the relative sensitivity 
coefficients, rather than the absolute sensitivity coefficients. From the definitions (3-8) and (3-9), 
K mit is clear that Zjm= Sjm;therefore, equation (3-15) becomes: 
Equation (3-17) can be expressed in matrix form: 
i T where & = Zlm,Z2m7. . . ,ZNcm) and -bm = - x,(aml, am2, . . . ,ad, j'. In equation 
(3-la), the Nc x Nc matrix [GI is defined as follows: 
Again, the matrix [GI must be constructed after the speciation calculations have converged, and 
equation (3-1 8) is solved separately for each equilibrium constant of concern. 
3.2.2 	 Adjoint Method of Sensitivity Calculations 
In the direct method described in section 3.2.1, a system of linear equations (e-g., (3-15) or 
(3-17)) is solved to obtain the sensitivity of all of the uncomplexed component concentrations with 
respect to a single equilibrium constant. In a general speciation problem, the number of equilibrium 
constants (N,) is usually larger than the number of component species (N,).Furthermore, it is often 
sufficient te  examine the sensitivity to Km of a limited subset of the iincoiiiple~eo'component con-
centrations; however, the direct method requires the simultaneous calculation of the K, sensitivity 
for all components in the system. The adjoint method makes it possible to efficiently solve for the 
sensitivity of a few component species with respect to a large number of equilibrium constants. 
The adjoint method follows directly from the sensitivity equations derived for the direct meth- 
od. Equations (3-16) and (3-1 8) can be written in the following form: 
where the sensitivity vector is either S- or &. Let a be a unit vector of length N with the kth 
element equal to one and all other element equal to zero: 
kth position 
The sensitivity of a particular uncomplexed component concentration, ck, with respect to Ka--m can 
be found by premultiplying either side of equation (3-20) by aT. In order to calculate the sensitivity 
of N: component concentrations with respect to K,, it will be necessary to calculate the following 
quantities: 
where N; 5 Nc. A new vector & of length Nc is defined as follows: 
Using this definition, equation (3-22) can be written: 
T
nkT . &n = Vk bm
- -
-
k = 1, . . . ,N; (3-24) 
Equation (3-24) shows that, given &,the sensitivity of ckwith respect to each equilibrium constant 
can be calculated using a simple dot product. The primary computational burden of the adjoint meth-
od consists of calculating the N,' vectors & by solving the following matrix equation for each k: 
The sensitivity is then found by constructing the vector b- for each equilibrium constant (K,) of 
interest and computing the dot product of aTand b-, as in equation (3-24). The total number of 
dot product calculations is equal to N; times the number of complexes (N,). 
The advantage of using the adjoint method over the direct method is dependent on the relative 
values of N: and Nx for the particular system under consideration. The adjoint method requires N,' 
solutions of an Nc x Nc system of equations, plus N,'*N, dot product calculations. In comparison, 
the direct method requires Nx solutions of an Nc x Nc system of linear equations. Both methods 
require the construction of a matrix [GI and Nxvectorsb-. Table 3.1 gives the number of multiplica-
tions and divisions necessary for the forwardhackward substitutions and dot product calculations 
in the direct and adjoint methods. Division is a more computationally costly operation than multi-
plication; assuming that the execution time of division is three times that of multiplication (Anton, 
1987),the comparison in Table 3.1 indicates that the adjoint method will be more efficient than the 
direct method when the following condition is satisfied: 
Table 3.1: Comparison of the operation counts of direct and adjoint methods 
for the forwardlbackward substitutions and dot product calculations 
Divisions 
Nx* Nc 
N,' * NC 
Direct 
Adjoint 
Mu1tiplications 
Nx* (N?- NC)  
N,' * (N? - Nc + Nx * N,) 
3.3 Results of Example Problems 
3.3.1 Carbonate System 
The familiar carbonate system provides a simple example to verify that the results of the sensi-
tivity analysis are reasonable. The component species in this example are carbonate ( ~ 0 3 ~ 7and 
acidic hydrogen (H+). Three complexes form in this system: HC03-, H ~ c o ~ * ,and OH-; the ap-
propriate formation reactions are given by: 
CO:- + 2 ~ '  K ~ 2 ~ ~ 31016.6o~ $ 0 ;  -
H20 - H+  OH- K ~ ,= lo-14 
where KHCO,-,KH,CO,,and KOHare the equilibrium constants for HC03-, H ~ CO ~ * ,and OH-, re-
spectively. (It should be noted that H20  is not explicitly defined as a component in the input files. 
Since the concentration of H20is fixed at unity, the concentration of any complex that contains H20  
can be computed without including H20  as a component.) 
The distribution of species in solution are plotted as a function of pH in Figure 3.1 for a total 
aqueous carbonate concentration of molesk. The plot is separated into three sections by the 
vertical dotted lines. The lines are positioned at the pH value for which the concentrations of H2C03 
and HC03- are equal (pKal=10.3) and at the pH value for which the concentrations of HC03- and 
~ 0 3 ~ -are equal (pKa2=6.3). In each of the three sections, one of the carbonate species is dominant; 
for example, bicarbonate (HC03-) is the dominant species between pH values of 6.3 to 10.3. 
After the species concentrations have been calculated, the relative sensitivity coefficients are 
computed for the concentration of each species with respect to each equilibrium constant. Since the 
system contains five species (two components and three complexes) and there are three equilibrium 
constants, a total of fifteen sensitivity coefficients can be calculated. In this example, the concentra-
tions and sensitivity coefficients were calculated for a range of pH values between 2 and 12. Since 
the pH is fixed during the calculations, the sensitivity of the concentration of H+with respect to any 
equilibrium constant is equal to zero. The concentration of hydroxide ([OH-]) is equal to [H+]multi-
plied by KOH;therefore, the sensitivity of [OH-] with respect to KOHis equal to one for all pH values. 
The concentration of OH- is not sensitive to the equilibrium constants of the carbonate species, and 
the sensitivity of the carbonate species to KOHis equal to zero. The relative sensitivity coefficients 
for the concentration of the carbonate species with respect to the carbonate equilibrium constants 
vary between -1 and 1. 
The plots in Figure 3.2 show the relative sensitivity of the carbonate species to the equilibrium 
constants of the carbonate complexes as a function of pH. A comparison of Figures 3.1 and 3.2 re-
veals that the sensitivity of each of the three carbonate species becomes zero in the region of domi- 
nance for the carbonate species. This insensitivity in the region of dominance makes sense, since 
the concentration of the carbonate species is constant and approximately equal to the total aqueous 
concentration of carbonate within this region. 
FIGURE 3.1 : Distribution of species in the carbonate system with CT,c03 = 10" moles/L 
The sensitivity coefficients plotted in Figure 3.2 were further verified by perturbing the carbon- 
ate equilibrium constants and recomputing the species distribution; the results of this analysis are 
shown in Figure 3.3. The top half of Figure 3.3 illustrates the effects of increasing KHCOl by one 
log unit, while maintaining the value of KHZCO,at its original value; the bottom plot illustrates the 
effects of increasing KHZCO,by one log unit, while maintaining the value of KHCO,at its original 
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value. In both graphs, the original results are shown with a solid line, and the results with the per-
turbed equilibrium constants are plotted with a dashed line. The general effect of increasing KHCO,-
is to lower pKal by one log unit and to raise pKa2by one log unit, thereby enlarging the region of 
dominance for HC03-. The general effect of increasing KHZCO,is to raise pKal by one log unit, 
thereby expanding the region of dominance for H2C03. The displacement of the curves in Figure 
3.3 is in agreement with the sensitivity calculations shown in Figure 3.2. For example, the upper 
plot in Figure 3.3 shows that the concentration of H2CO3decreases by one log unit between pH val-
ues of about 7.3 and 9.3 in response to a log-unit increase in the value of KHCO, ; the corresponding 
sensitivity coefficient (in the upper left comer of Figure 3.2) is equal to -1 in this pH range. Similar-
ly, the lower plot in Figure 3.3 shows that the concentration of H2C03increases by one log unit 
above a pH value of about 8.3 in response to a log-unit increase in the value of KHZCO,; the corre-
sponding sensitivity coefficient(in the lower left comer of Figure 3.2) is equal to +1in this pH range. 
The results shown in Figure 3.3 can be used to calculate the sensitivity coefficients using the 
direct perturbation (a.k.a. finite difference) method. In this approach, the relative sensitivity coeffi- 
cients are estimated as follows: 
log cyew - logcong 
Equation (3-30) was used to compute the relative sensitivity coefficients of the carbonate species; 
the results are plotted as dashed lines in Figure 3.4. For comparison, the sensitivity coefficients cal- 
culated by solution of the sensitivity equations are plotted as solid lines; these solid lines correspond 
to the curves in Figure 3.2. In order to calculate the sensitivity coefficients by direct perturbation, 
the equilibrium constants KHzO, and KHZCO,were each perturbed by one log unit, which is a rela- 
tively large perturbation size. The discrepancy between the solid and dashed curves in Figure 3.4 
can be explained by the fact that the direct perturbation method is subject to numerical error when 
a large perturbation is used. When the direct perturbation calculations were repeated with a per- 
turbation of  0.1 log units (i.e.by multiplying the original equilibrium constant by a factor of 1oO-'), 
the direct perturbatiori results were indistinguishable from the sensitivity coefficients calculated by 
solution of the sensitivity equations. 
FIGURE 3.4: Comparison of relative sensitivity coefficients calculated by the direct 

perturbation method (plotted as dashed lines) with those calculated by 

solution of the sensitivity equations (plotted as solid lines) 
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It should be noted that the sensitivity calculations are dependent on the choice of component 
and complex species. For example, selecting carbonic acid ( H ~ C O ~ * )  as the carbonate component 
with HC03- and ~ 0 ~ ~ -as the complexes, reactions (3-27) and (3-28) are replaced by the following 
formation reactions: 
This alternate definition of the carbonate system produces the same speciation results given in Figure 
3.1. The relative sensitivity coefficients for the concentration of the carbonate species with respect 
to the carbonate equilibrium constants are plotted in Figure 3.5. The sensitivity coefficients with 
respect to K * (in the top row of Figure 3.5) are the same ~ as the results obtained for KHCO,~ ~
in the original system (in the top row of Figure 3.2). However, the sensitivity coefficients with re- 
spect to KC-2- (in the bottom row of Figure 3.5) are quite different than the sensitivity coefficients 
3 
with respect to KHZCO,in the original system. To summarize, the state of the system may be de- 
scribed by several different problem definitions; the sensitivity coefficients are unique for a particu- 
lar definition of the problem. 
FIGURE 3.5: Relative sensitivity in carbonate system with H ~ C O ~ *as a component 
3.3.2 Cobalt-Iron-EDTA System 
This application considers the equilibrium speciation reactions that occur in a system containing 
a radionuclide (cobalt, 60~02+) ,  and an organic ligand (ethylenediamine- a metal cation (iron, ~ e ~ + ) ,  
tetraacetate, EDTA~-).This type of mixed-waste contamination has been observed at numerous 
DOE and defense-related sites. Five aqueous components are considered in the analysis: cobalt 
(co2+), iron ( ~ e ~ + ) ,  Table 3.2 lists the aqueous complexes EDTA~ ,H+, and carbonate ( ~ 0 3 ~ 9 .  
that form as a result of reactions among these components. 
Table 3.2: Aqueous complexes and equilibrium constants in the 
cobalt-iron-EDTA system (Zachara et al., 1995) 
The system is representative of the conditions observed in a column study, in which a solution 
of cobalt and E D T A ~was injected through a column packed with an iron oxide-coated sand (Szec- 
sody et al., 1994). The total aqueous concentrations of cobalt, iron, and carbonate are 1 0 ~ 0 ~  
molesL, 10-5-18molesL, and molesll, respectively. The solution pH is fixed at 6.5, and the 
total aqueous concentration of EDTA is varied between and lo4 molesL. Figure 3.6 shows 
the calculated distribution of species in solution as a function of total EDTA concentration. The top 
and center plots give the concentration profiles for the predominant cobalt and iron species in solu- 
tion, respectively. The bottom plot shows the concentration profiles for the protonated EDTA spe- 
cies. Each of the three plots contains a y=x line showing the total aqueous concentration of EDTA 
(CTyDTA).Since carbonate only forms "complexes" with acidic hydrogen, the variation in the total 
EDTA concentration does not affect the concentrations of the carbonate species in solution 
([HC03-] = rnolesk and [H2C03]= 10-3-41rnolesL). 
FIGURE 3.6: Speciation in cobalt-iron-EDTA system at pH 6.5 
FeEDTA-
F~OHEDTA~-
Fe(0H ) ~ +  
Fe(OH)3 
Total aqueous concentration of EDTA (moles/L) 
The vertical dashed lines in Figure 3.6 divide each of the speciation plots into three regions. 
The first vertical line indicates the point at which CTYEDTA molesk), and is equal to CT,+ (=1o - ~ - ~  
the second vertical line is located at the point where CT,EDTA is equal to the sum of CT,Fe and CT,Co 
(= 104a4* molesll). Below a total aqueous EDTA concentration of about 10-5.18 molesL, most 
of the EDTA exists as FeEDTA-; therefore, EDTA preferentially complexes with iron, despite the 
fact that CT,Cois larger than CT,F~. This observation can be explained by noting that in Table 3.2, 
the equilibrium constant for FeEDTA- is much larger than that of COEDTA~-, indicating that the 
FeEDTA- complex is thermodynamically favored over the COEDTA~-complex. The concentration 
of FeEDTA- plateaus above a CT,EDT* of 10-5.18 moles/L, since there is no more iron available to 
form FeEDTA- (i.e. [FeEDTA-] = Between a C T , E ~ ~ ~  and 4 x 1o - ~C T , ~ ~ ) .  of about 1.3 x 1 o4 
moles/L, COEDTA~-is the dominant form of EDTA. Protonated EDTA species become evident 
above a total EDTA concentration of about 4 x loy5 molesL, since EDTA has complexed essentially 
all of the iron and cobalt in solution. 
For modeling purposes, it is desirable to determine which of the 21 complexation reactions in 
the cobalt-iron-EDTA system are the most important in terms of governing the state of the system. 
The relative sensitivity coefficients indicate the effects of each equilibrium constant on the con- 
centration of each species. If the system is insensitive to a particular equilibrium constant, the nu- 
merical model can be simplified by eliminating the reaction that corresponds to this equilibrium 
constant. 
In this problem, there are 26 species (five components and 21 complexes) and 21 equilibrium 
constants; therefore, a total of 546 sensitivity coefficients can be calculated. In an effort to reduce 
the computational burden of the sensitivity calculations, the adjoint method (of section 3.2.2) is 
employed, since the number of parameters (2 1) is much larger than the number of components for 
which sensitivity coefficients were needed (2). For this example, the direct method of sensitivity 
calculations requires one decomposition of a 5 x 5 matrix and 21 forwardlbackward substitutions. 
To calculate sensitivity coefficients of all five of the components, the adjoint method requires one 
decomposition of a 5 x 5 matrix, five forwardlbackward substitutions, and 105dot product calcula- 
ticns. Tc calculate cnly the sensitivity coefficients af cobalt and iron, the adjoint method requires 
one decomposition of a 5 x 5 matrix, two forwardhackward substitutions, and 42 dot product cal- 
culations. 
The calculated relative sensitivity coefficients for the uncornplexed cobalt concentration are 
only significant for five of the 21 equilibrium constants given in Table 3.2. (In this analysis, a sensi- 
- - 
- - 
- 
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tivity coefficient is considered significant if the absolute value of its largest maximum or minimum 
is greater than or equal to In Figure 3.7, the sensitivity coefficients of [co2+]with respect 
to these five equilibrium constants are plotted as a function of total EDTA concentration. The Figure 
is divided into two plots, each with a different scale on the sensitivity axis. The top plot in Figure 
3.7 reveals that the relative sensitivity of [co2+]reaches a maximum or minimum value at a CTpDTA 
of 1o - ~ - moles/L for the equilibrium constants of COEDTA~-,FeEDTA-, and Fe(OH)2+. The neg-
ative sensitivity of [co2+]with respect to KCoEDTAis in agreement with the speciation results in Fig-
ure 3.6; near a CT,ED~Aof 10-5.18moles/L, the concentration of co2+decreases as cobalt complexes 
with EDTA to form CoEDTA-. The observed increase in the concentration of CoEDTA- occurs 
because all of the iron has been complexed by EDTA above a CT,EDTAof l ~ - ~ . ~ ~moles/L, leaving 
FIGURE 3.7: Relative sensitivity of [co2+]with respect to selected equilibrium constants 
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more EDTA available to form COEDTA~-;therefore, it makes sense that [Co2+] is sensitive to 
ISFeEDTA and KKFe(OH)2 in this region. The bottom plot in Figure 3.7 indicates that [co2+] is very 
sensitive to the equilibrium constants of COEDTA'-, HEDTA~-, and H~EDTA~-above a CT,EDTA 
of about 3-5x 10" molesk. Again, the results of the sensitivity analysis are confirmed by the speci- 
ation results, which show that [co2+] decreases drastically at a CTYEDTA molesk.of about 4 x 
Above a CT,ED~A molesk, nearly all of the cobalt is in the form of COEDTA"; of about 4 x 
any excess EDTA that is not complexed by iron or cobalt exists primarily in the form of H~EDTA~-
or HEDTA~-. 
The curves in Figure 3.8 show the variation in the sensitivity coefficients of [ ~ e ~ + ]  with respect 
to significant equilibrium constants as a function of total EDTA concentration. Again, the Figure 
is divided into two plots, each with a different scale on the sensitivity axis. The Figure clearly shows 
FIGURE 3.8: Relative sensitivity of [ ~ e ~ + ]  with respect to selected equilibrium constants 
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that there are three regions of sensitivity, corresponding to the three regions delineated in Figure 3.6. 
At low CT,EDTA, uncomplexed iron is sensitive to the equilibrium constants of Fe(OH)2+ and 
Fe(OH)3 (,q). As the total concentration of EDTA approaches the total concentration of iron, [Fe3+] 
becomes more sensitive to the equilibrium constants of COEDTA~-,FeEDTA-, and F~OHEDTA~-. 
Finally, when the concentration of ~ o~DTA~ - p l a t e a u s  bove a CT,EDTA of about 4 x molesL, 
[Fe3+] becomes insensitive to the equilibrium constant of COEDTA~-; instead, [ ~ e ~ + ]  is quite sensi- 
tive to the equilibrium constants of H~EDTA~-and HEDTA~-in this region. 
To illustrate the usefulness of this sensitivity analysis, the distribution of species was recalcu- 
lated using a simplified system with only 10 complexes. The reduced set of complexes consisted 
of OH-, HC03-, H2C03, and the seven complexes that were found to be significant in the sensitivity 
analysis. The new speciation results plotted exactly on top of the original speciation results. The 
simplification of the chemical system reduced the CPU time for the speciation calculations by about 
one-third. 
4. BATCH SYSTEM WITH KINETIC REACTIONS: 
CALCULATION METHODS FOR SENSITIVITY COEFFICIENTS 
The sensitivity analysis in chapter 3 is confined to the parameters of equilibrium reactions that 
occur among dissolved species. In a system govemed by equilibrium reactions, the state of the sys- 
tem is described by a set of nonlinear algebraic equations (2-10) that can be solved using the New- 
ton-Raphson method. The sensitivity equations for equilibrium reaction parameters are presented 
in equation (3-1 3) in the form of a system of linear algebraic equations. In chapter 4, the sensitivity 
analysis is extended to the parameters of kinetic interphase reactions in a batch system. In this case, 
the state of the system is characterized by a set of nonlinear ordinary differential equations (ODEs), 
and the appropriate sensitivity equations are given by a set of linear ODEs. 
The first section of chapter 4 presents the nonlinear ODEs that describe the effects of kinetic 
reactions in a batch system. Several solution methods are proposed for these governing equations. 
The corresponding sensitivity equations for both kinetic and equilibrium reaction parameters are 
given in the second section of chapter 4. Both direct and adjoint methods of solution are presented 
for the sensitivity equations. Chapter 5 will present several example applications of parameter sensi- 
tivity analyses in batch systems with mixed kinetic and equilibrium reactions. 
4.1 Governing Equations and Method of Solution 
A general batch system can be divided into an aqueous phase and an immobile phase. (For the 
purposes of this analysis, any interactions between the aqueous or immobile phases and the vapor 
phase will be neglected.) Reactions may occur among species of the same phase or across phase 
boundaries. The reactive processes can be divided into two groups, based on whether they are gov- 
erned by thermodynamic equilibrium or kinetic rate limitations. The modeling approaches for equi- 
librium and kinetic reactions were outlined in chapter 2. Speciation reactions among the aqueous 
species are represented by a system of nonlinear algebraic equations, since they are assumed to be 
at equilibrium. All other reactions are assumed to be kinetically-controlled and are therefore repre- 
sented by a rate expression. A set of time-varying differential equations must be solved to calculate 
the effects of the kinetic reactions. For a batch system with both kinetic and equilibrium reactions, 
the state of the system will be govemed by a set of differential-algebraic equations (Caracotsios and 
Stewart, 1985; Brenan et al., 1996; Chilakapati et al., 1998). 
The mathematical description of a batch chemical system begins with the definition of a set of 
component species for each of the phases in the system. The set of aqueous species consists of all 
dissolved species. The selection of an appropriate set of aqueous components is discussed in section 
2.2. The total aqueous concentration of component j (Cj) must satisfy the following mass balance 
equation: 
ac, 
-at = Rj j = 1, . . . ,N, 
where Rj is  the rate of production of component j, and N, is the number of aqueous components. 
Any species that is not dissolved or suspended in solution is considered an immobile component; 
examples of immobile components include adsorbed species, precipitated minerals, and bacteria at- 
tached to the solid matrix. (The name "immobile phase" is somewhat unfortunate, since both phases 
are not mobile in the batch problem; however, the reason for this nomenclature will become clear 
in the discussion of transport systems in chapter 5.) The mass balance for the immobile components 
is given by: 
where mk is  the concentration of immobile component k, Rk is the rate of production of component 
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The rate terms in equations (4-1) and (4-2) are generally nonlinear functions of the uncom- 
plexed aqueous component concentrations (cj), the aqueous complex concentrations (xi), the immo- 
bile component concentrations (mk), and the reaction parameters (aq).Examples of rate expressions 
for common subsurface kinetic reactions are given in section 2.3. Since the rate terms (Re) are ex- 
pressed as functions of individual aqueous species (cj and xi) rather than the total aqueous concentra- 
tions (Cj), it is necessary to solve the equilibrium speciation problem in order to evaluate the kinetic 
rate terms. In a general batch system, a number of kinetic reactions occur simultaneously; therefore, 
the overall rate of production of component t is given by a summation of individual rate terms for 
each reaction r (fe, r): 
where t refers to either an aqueous or immobile component, and N, is the number of kinetic reac- 
tions. The rate terms couple the ODEs in equations (4-1) and (4-2) together, since the rate expres- 
sion for a given component may be a function of the other components. 
In general, it is not possible to find an exact solution to the set of coupled nonlinear ODEs in 
(4-1) and (4-2); therefore, a numerical method must be used. For convenience, the concentrations 
of all aqueous and immobile components are combined in a single vector Y of length Nc + N,. Dis-
cretizing the time domain into intervals of size At and replacing the time derivatives in equations 
(4-1) and (4-2) with a difference approximation, the following set of equations is obtained: 
where the superscript n refers to the time level. The rate term may be approximated with either an 
explicit or implicit approach by setting the superscript E to 0 or 1, respectively. If an explicit method 
is used, the rate term is evaluated using concentrations at times prior to the current time level, there- 
fore, (4-4)becomes a set of linear equations. In the implicit method, the rate term at the current time 
level (Ren+') must be estimated, since it is a nonlinear function of the component concentrations. 
The rate term can also be approximated by a weighted average of Ren and for example the 
Crank-Nicolson method, denoted by E = %, is obtained when the arithmetic mean of Renand Ren+' 
is used to estimate the rate term. The explicit and fully implicit methods are first-order accurate, 
while the Crank-Nicolson method is second-order accurate (Pinder and Gray, 1977). 
The governing equations for a reactive batch system consist of Nc + N, mass balance ODEs 
((4-1)and (4-2)) and Nc nonlinear algebraic equations in the form of (2-10). By approximating 
the time derivative with a difference formula as in ( 4 - 4 ,the ODEs are converted into a set of alge- 
braic equations. The resulting set of (2*Nc + N,) algebraic equations are coupled in a slightly differ- 
ent manner, depending on whether the rate term on the right hand side of equation (4-4)is approxi- 
mated with an explicit or implicit approach. In an explicit method, the system of algebraic equations 
can be solved using two separate steps during each time step. In the first step, the system of Nc alge- 
braic equations for equilibrium speciation are solved with a Newton-Raphson method, as described 
in section 3.1. The kinetic rate terms are then estimated using the results of the speciation calcula- 
tions. In the second step, the linearized form of equation (4-4) is solved to obtain the changes in 
component concentrations due to the kinetic reactions. Alternatively, if the implicit (or Crank-Ni- 
colson) method is used, the equilibrium speciation equations must be solved at the current time level 
in order to evaluate the kinetic rate terms at the current time level; this can be accomplished either 
by simultaneously solving the equations for equilibrium and kinetic reactions or by iterating be- 
tween the speciation and kinetic steps until the solution converges. The simultaneous solution meth- 
od often results in a highly stiff system of equations; therefore, this approach necessitates the use 
of a robust differential-algebraic equation solver, such as DASSL (Brenan et al., 1996). The use 
of the iterative approach often reduces the stiffness of the problem, since the governing equations 
are split into two smaller systems of equations. Adopting the iterative approach, it is possible to 
solve the system of algebraic equations for equilibrium speciation with the approach presented in 
section 3.1;the remainder of this section presents solution alternatives for the system of discretized 
ODEs in ( 4 4 ,  which represent the effects of kinetic reactions. 
The simplest method of solving the system of coupled nonlinear ODEs in equation (4-4)is the 
explicit Euler's method. Euler's method is obtained by making the assumption that the rate term 
on the right hand side of equation (4-4) can be estimated using the solution at the previous time step 
(i.e. E =0). This method is not a good alternative for the solution of ( 4 4 )  since it is inaccurate (with 
error of order O(At)) in comparison to other solution techniques, and it is unstable for stiff systems 
(Press et al., 1992). A number of different solution techniques are compared by de Blanc et al. 
(1996) for modeling biodegradation reactions in a batch system using a Monod rate expression (as 
in equation (2-16)). While the biodegradation reactions themselves did not result in a stiff system 
of equations, the inclusion of mass transfer between the biophase and the aqueous phase did produce 
a stiff system of equations. In order to model this stiff system of equations, de Blanc et al. (1996) 
report that it was necessary to use extremely small time steps when the explicit Euler's method was 
employed. Chiang et al. (1991) also report that many small time steps are needed when an explicit 
second-order Runge-Kutta method is used to solve the differential equations for biodegradation 
reactions. 
A general model of reactive processes must be able to efficiently solve a stiff system of equa- 
tions; therefore, it is necessary to use an implicit method. The implicit Euler (a.k.a. backward Euler) 
scheme, which is obtained by setting E equal to 1 in (4-4)'results in a set of nonlinear equations that 
must be solved with an iterative procedure. Letting the superscript p refer to the iteration level, we 
expand the rate tern R ~ ~ + ~in (4-4) in a Taylor's Series as follows: 
In order to evaluate the rate and derivative rate terms at each iteration level, it is necessary to solve 
the system of nonlinear algebraic equations in (2-1 0) for the uncomplexed component concentra- 
tions. If the rate term is approximated by truncating the Taylor Series to include all the first-order 
derivatives, Newton's method is obtained. In this case, equation (4-4)becomes a system of coupled 
linear algebraic equations that must be solved simultaneously; for fully implicit time weighting, the 
resulting system of equations can be written in matrix form as follows: 
([I] - At [Jl n + l , p  ) -U"+ l * p + l  = -Un + ~t ( I l n + 1 7 ~  - [ J I ~ +  l , p  -u n + l 7 p  (4-6) 
where R is a vector of production rates of length Nc + N,, and the Jacobian matrix [J]is defined 
as follows: 
Alternatively, the rate term can be approximated using only the derivative of the rate term for compo- 
nent twith respect to the concentration of component e itself; in this case, the rate term is estimated 
as follows: 
The approximation in (4-8) results in a set of linear algebraic equations that are decoupled from 
one another. The truncated first-order method obtained by using the approximation in (4-8) is 
equivalent to solving (4-6) with the off-diagonal elements in [J]set equal to zero. 
If the rate terms at the current time level are estimated using either the Newton's method in (4-5) 
or the approximation in (4-8), it will be necessary to calculate the derivative of the rate with respect 
to the component concentrations. Since the rate term itself is a summation of individual reaction 
rates (as indicated in (4-3)), the derivatives are constructed by summing derivatives for each of the 
individual reaction processes. 
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lated analytically from the rate expression for the rth reaction. However, the functional dependence 
of felr on the total concentration of aqueous component k (Ck) is not readily apparent, since the rate 
terms are usually expressed as a function of the individual species (cj and xi). Dropping the time 
and iteration level superscripts (n and p) for convenience, the chain rule is used to expand the deriva- 
tive of the rate of production with respect to the total aqueous concentration: 
Equations (4-9) and (4-10) are used to calculate the elements of the Jacobian matrix [J],defined 
in (4-7). The derivative of the rate tern with respect to the uncomplexed component concentrations 
(ck) or the complex concentrations (xi) can be evaluated analytically from the specified kinetic rate 
expression. In general, the derivative of the rate term with respect to ck or xi will only be non-zero 
for a few of the aqueous species in the system. The derivative of the concentration of complex i (xi) 
with respect to the concentration of component k (ck) is easily obtained from mass action (equation 
(2-8)). The calculation of the derivative of ck with respect to Cj is less straightforward; the details 
of the calculation are presented in Appendix B. It should be noted, however, that the necessary cal- 
culations are similar to those required to solve the chemical speciation problem. Hence, it is possible 
to obtain these derivatives by performing a few additional calculations in the speciation routine. 
The solution obtained by using Newton's method to solve the implicit Euler equations is only 
first-order accurate. Higher-order methods for stiff systems of differential equations include implic- 
it Runge-Kutta methods (a.k.a. Rosenbrock or Kaps-Rentrop methods), the Bulirsch-Stoer method 
(an implicit midpoint method), Gear's backward difference methods, and the Adams-Moulton tech- 
nique (an implicit multistep method) (Press et al., 1992; Brenan et al., 1996). A study by de Blanc 
et al. (1996) compares the performance of a fourth-order Runge-Kutta method, an Adams-Moulton 
method, and a Gear's method in modeling biodegradation with mass transfer between the biophase 
and the aqueous phase; Gear's method was found to be the most efficient algorithm. Gear's back- 
ward difference method is also commoniy used in chemicai engineering applications (Dunker, 1984; 
Leis and Kramer, 1985; Caracotsios and Stewart, 1985; Guay and McLean, 1995). 
4.2 Calculation of Sensitivity Coefficients for Reaction Parameters 
The state of a batch reactive system will be governed by a system of ODES and nonlinear alge- 
braic equations with a set of initial conditions, a set of Np kinetic reaction parameters (aq), a set of 
Nx equilibrium constants (K,), and a set of stoichiometric coefficients (amj) for each complex in 
the system. In chapter 3, sensitivity coefficients are defined to examine the effects of uncertainty 
in the equilibrium constants on the concentrations of the uncomplexed aqueous components and the 
aqueous complexes in a batch system governed by equilibrium reactions. This section extends the 
sensitivity analysis to consider the effects of uncertainty in any reaction parameter on the total 
aqueous component concentrations and the immobile component concentrations in a general reac- 
tive batch system. The first three subsections of 4.2 present methods of calculating the sensitivity 
coefficients for kinetic reaction parameters. The final subsection considers the sensitivity coeffi- 
cients for the reaction parameters of equilibrium speciation reactions (i.e. equilibrium constants). 
The sensitivity equations for equilibrium constants are shown to have an analogous form to the sensi- 
tivity equations for kinetic parameters. 
4.2.1 Direct Method of Sensitivity Calculations 
Sensitivity coefficients can be used to estimate how uncertainty in the kinetic reaction parame- 
ters will affect the solution at any given time. The sensitivity coefficients for kinetic reaction param- 
eter aqare defined as follows: 
acj am,
- aa, and Skq= -'js -
aaq 
It is also possible to define dimensionless relative sensitivity coefficients, as in equation (3-9). The 
relative sensitivity of the concentration of aqueous component j with respect to reaction parameter 
aqis defined as follows: 
A similar definition can be made for the immobile components. Equation (4-1 2) shows the relation 
between the relative and absolute sensitivity coefficients. The remainder of this section presents 
several methods of solving for the absolute sensitivity coefficients; these methods can also be ap- 
plied to evaluate the relative sensitivity coefficients. 
The sensitivity equations for kinetic reaction parameters are obtained by taking the derivative 
of the state equations ((4-1)and (4-2)) with respect to each parameter. For reaction parameter aq, 
the sensitivity equations are given by: 
Equations (4-13) and (4-14) can be rewritten using vector notation: 
where S+ is the vector of sensitivity coefficients for parameter aq,and the Jacobian matrix [J] is de- 
fined in (4-7). Using an implicit Euler method to solve (4-15) results in the following equation: 
Similarly, applying the Crank-Nicolson method to solve (4-15) results in the following equation: 
Since the solution (y)has already been calculated at the current time level (n+l), the Jacobian matrix 
([J])can be evaluated directly from analytical expressions. The sensitivity equations (4-16) and 
(4-17) are linear and thus solved without iteration. Equation (4-16) or (4-17) must be solved Np 
times; however, it is only necessary to perform the matrix decomposition once if a direct method 
is used to solve the system of equations. 
The decoupled direct method (DDM) described in the chemical engineering literature is based 
on the solution of the state equations with Gear's method (Dunker, 1984; Leis and Kramer, 1985; 
Guay and McLean, 1995). As was noted in section 4.1, Gear's backwards difference methods are 
particularly efficient higher-order methods for solving stiff ODES. In the DDM, the sensitivity equa- 
tions are also solved with Gear's method. 
Efficient algorithms for solving equation (4-16) or (4-17) can be developed by taking advan- 
tage of the similarity between the sensitivity equations and the state equations. For example, both 
(4-1 6) and (4-17) require the construction of a Jacobian matrix; this Jacobian matrix must also be 
computed if the state equations (44) are approximated with an implicit approach and Newton's 
method is used to solve the system of equations, as in (4-6). It should be noted, however, that the 
Jacobian matrix that is available after the solution of the state equations was computed analytically 
using intermediate estimates for the component concentrations. Calculation of the sensitivity coeffi- 
cients without reconstructing the Jacobian matrix will introduce some numerical error; therefore, 
it may be necessary to recompute the Jacobian matrix after the state equations have been solved. 
4.2.2 Adjoint Method of Sensitivity Calculations 
In the direct method, a system of Nc +N, linear ordinary differential equations is solved to ob- 
tain the sensitivity coefficients of all aqueous and immobile component concentrations with respect 
to a given parameter aq.Using the adjoint method, it is possible to selectively calculate the sensitiv- 
ity coefficients for a subset of the components. In the adjoint method, a set of equations is derived 
to calculate the sensitivity of a performance measure, F, that in some way describes the state of the 
system. The performance or response function may be a function of the state variables and the sys- 
tem parameters. As an example, the performance function can be defined as the total aqueous con- 
centration of the kth component: 
In equation (4-1 8), Q is a unit vector of length N,+ N, with the kth element equal to one and all 
other elements equal to zero; the general form of is illustrated in (3-21). If the sensitivities are 
to be computed for all of the component concentrations, it is necessary to define N,+ N, perfor-
mance functions of the form (4-1 8). 
The performance function can be calculated by solving the state equations and then using the 
solution to evaluate the performance function; however, it is not necessary to calculate the perfor- 
mance function in order to compute its sensitivity. Applying an implicit time-discretization to the 
h 
state equation (4-4), the augmented function, F, is defined as follows: 
---  
where is a vector of Lagrange multipliers (Tortorelli and Michaleris, 1994). In order to satisfy the 
A 
state equations, the term in brackets must be equal to zero; therefore, F = F. Taking the derivative 
of (4-1 9) with respect to the parameter a,, the sensitivity equation is obtained. 
D ; - J F  d~ n + l
--- + - .  
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Note that in equation (4-20), all of the terms are evaluated at the current time level (n+l) except for 
a single term, S$, which is evaluated at the previous time level; the superscript (n+l) has been 
dropped from all terms except the sensitivity coefficient vectors. 
Equation (4-20) defines the marginal sensitivity of the performance function in terms of the 
state sensitivity coefficients (Sykes et al., 1985). Rearranging (4-20) so that all of the terms multi- 
plying the state sensitivity vector v+'are grouped together, the following equation is obtained: 
T a~ T 1
---
- + A  ( % + l S ; )  (z[l]-[J])]S;''+ [ = &Da, aa, At - ac -
where [I] is the identity matrix. The objective of the adjoint method is to calculate the sensitivity 
of the performance function without having to calculate the sensitivity coefficients of all of the state 
variables (&) at the current time level. In order to eliminate the unknown sensitivity vector ( ~ + l )  
from equation (4-21), can be chosen so that the term in square brackets is equal to zero. Setting 
the term in square brackets equal to zero and taking the transpose, the following adjoint problem is 
obtained: 
If A satisfies (4-22), the term in square brackets in (4-21) is by definition equal to zero; therefore, 
(4-2 1) simplifies to the following equation: 
Da, aa, At -
Equation (4-23) shows that in order to calculate the sensitivity of the performance function at time 
level n+l ,  it is necessary to calculate the entire sensitivity coefficient vector S+ at the previous time 
level, n. As is noted above, a performance function must be defined for each of the components in 
order to calculate the sensitivity of all of the component concentrations with respect to uq.Assuming 
that performance functions have been defined for every component, all of the terms on the right hand 
side are known, and the solution of (4-23) is straightforward. 
From (4-22), it is clear that the adjoint state vector, A, is associated with a specified performance 
function, F. If the marginal sensitivity coefficients are to be evaluated for more than one perfor- 
mance function, equation (4-22) is solved repetitively with a different right-hand-side vector for 
each performance function. If the performance function is defined as in (4-1 8), the right-hand-side 
vector in (4-22) is simply equal to u.Afterh has been computed from equation (4-22), the marginal 
sensitivity coefficients are calculated from equation (4-23). If F is defined as in (4-1 8), the partial 
derivative of F with respect to aqis zero; therefore, equation (4-23) simplifies to the following equa- 
tion. 
Equation (4-24) is solved once for each performance function and each parameter of interest. 
In this section, the adjoint method is derived using an implicit time discretization for the state 
equations. For Crank-Nicolson time discretization, the adjoint method is defined by the following 
set of equations: 
-
n + l  
---- a' 2 + (2jn - At -Da, aa, +$I[('") da, +[Jlnsc]+lst] 
The adjoint method can also be derived for Gear's method; in this case, the bracketed term in (4-1 9) 
would be replaced with Gear's formula. 
Press et al. (1992) estimate that approximately $N3 operations are needed to compute the LU 
decomposition of a general N x N matrix, and an additional N2 operations are necessary for each 
forwardhackward substitution. In comparison, approximately N operations are required to evaluate 
the dot product of two vectors of length N. During each time step, the adjoint and direct method 
each require one LU decomposition of a square matrix of order Nc +N,; however, the methods dif- 
fer in the number of forwardlbackward substitutions and dot product calculations that are required. 
For the direct method, it is necessary to solve the sensitivity matrix equation (4-16) with a different 
right-hand-side for each of the Np parameters in the system. If performance functions are defined 
for each of the components, the adjoint method requires the solution of (4-22) for Nc + N, right-
hand-side vectors and the calculation of Np*(Nc + N,) vector dot products in the form of (4-24). 
In general, Np >Nc +N,; therefore, the adjoint method is expected to require fewer operations than 
the direct method for the solution of the matrix equation. This reduction in the number of operations 
for the solution of the matrix equation is offset by the fact that the adjoint method requires the cal- 
culation of a large number of dot products at every time step. Because it is necessary to perform 
these dot products, the adjoint method will be less efficient than the direct method when Np is 
approximately equal to Nc + N,. The adjoint method is expected to be a more efficient algorithm 
than the direct method when the number of parameters is significantly larger than the number of 
components. In order to determine the conditions under which the adjoint method is more efficient 
than the direct method, Table 4.1 gives the number of multiplications and divisions necessary for 
the forwardfbackward substitutions and dot product calculations in the direct and adjoint methods. 
Division is a more computationally costly operation than multiplication; assuming that the execution 
time of division is three times that of multiplication (Anton, 1987), the comparison in Table 4.1 indi- 
cates that the adjoint method will be more efficient than the direct method when the following condi- 
tion is satisfied: 
Table 4.1 : Comparison of the operation counts of direct and adjoint methods 
for the forwardhackward substitutions and dot product calculations 
Multiplications Divisions 
Direct Np* ((Nc + Nm12- (Nc + N,)) Np* (Nc + Nm) 
Adjoint (Nc + N ~ ) ~- (NC+ ~ m ) ~+ ( N ~  I )  * (Nc + N,)~  
L 

4.2.3 Use of the Adjoint Method to Skip Calculations at Intermediate Time Steps 
It is clear from equation (4-23) that the sensitivity vector at the previous time step (n) must be 
known in order to calculate the sensitivity vector at the current time step (n+l). In many problems, 
it  may be advaF,tageo-usto avoid ca]c-olating the at time step. 
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late the sensitivity coefficients at time (n+l), but it is not necessary to calculate the sensitivity coeffi- 
A 
cients at intermediate times. In this case, the augmented function, F, is defined as follows: 
where F"+I is the performance function (e.g., as defined in equation (4-1 8)) evaluated at time level 
n+l  . Equation (4-27) can be written in shorthand as follows: 
where t refers to the time level. Taking the derivative of (4-28) with respect to kinetic parameter 
aqresults in the following sensitivity equation: 
D + _ ~ F " + '  a ~ " + '  n + l
--- +-•s,Da, aa, dun+ 1 -
Rearranging (4-29) so that the terms involving &I'f l are grouped together gives: 
Further rearranging (4-30) so that the terms multiplying the sensitivity vector at any given time are 
grouped together results in the following equation: 
--- 
n + l  
---
a~~ 
Da, da ,  
t= 1 
The objective of the adjoint method is to calculate the sensitivity of the performance function 
without having to calculate the sensitivity coefficients of all of the state variables (S+) at the current 
time level or at intermediate time levels. In order to eliminate the unknown sensitivity vectors (Sqn+l 
and S+') from equation (4-3 I), An+' and AT can be chosen so that the terms enclosed in square brack- 
ets are equal to zero. Setting the terms in square brackets equal to zero and taking the transpose, the 
following adjoint problem is obtained: 
In equation (4-32), it is clear that the first step is to calculate An+', then An+' is used to calculate );", 
and so on; therefore, the adjoint problem is solved backward in time. If An+' and AT (1 5 z 5 n) 
satisfy (4-32), the terms in square brackets in (4-31) are, by definition, equal to zero; therefore, 
(4-3 1) simplifies to the following equation: 
DF - dl?"+* n + l  T / a~~ 
Da, d a q  
r =  1 
The solution of (4-33) is straightforward, since all of the terms on the right hand side are known. 
In order to solve the adjoint problem (4-32) at time level n+l, it is necessary to store the Jaco- 
bian matrix from the first time level (t = 1) up to the current time level. Alternatively, the solution 
of the state equations could be stored from the first time level up to the current time level, so that 
the Jacobian matrix can be recomputed for each time level in order to solve the equations in (4-32). 
In order to solve (4-33), it is necessary to either store the derivatives of the rate vector (l3)with re- 
spect to aqor to store the total component concentrations and reevaluate these derivatives at each 
time level. If the Jacobian matrix and the rate derivatives with respect to aqare stored, a total of 
(n+l)*((N, + N,)~ +Np*(Nc+ N,)) values must be stored. In comparison, if the Jacobian matrix 
and the rate derivatives with respect to aqare recalculated from the total component concentrations, 
only (n+ 1 )*(N, + N,) values are stored. 
From (4-32), it is clear that the adjoint state vectors, AT (1 5 2. 5 ni-l), are associated with a 
specified performance function, P+'.If the marginal sensitivity coefficients are to be evaluated for 
more than one performance function, equation (4-32) is solved repetitively with a different right- 
hand-side vector for each performance function. If the performance function is defined as in equa- 
tion (4-18), the first right-hand-side vector in (4-32) is simply equal to u.After An+' and &' (1 5 
t 5 n) have been computed from equation (4-32), the marginal sensitivity coefficients are calcu- 
lated from equation (4-33). If F is defined as in equation (4-18), the partial derivative of F with 
respect to aqis zero; therefore, equation (4-33) simplifies to the following equation. 
Equation (4-34) is solved once for every parameter of interest. 
4.2.4 Green's Function Method 
The Green's function method from the chemical engineering literature is presented here for 
completeness. As is the case for the adjoint method, the computational demand of the method is 
proportional to the number of components in the system, rather than the number of parameters. 
Dunker (1984) reports, however, that the method is less efficient and requires more storage than the 
decoupled direct method. The Green's function method has the advantage of being independent of 
the solution algorithm used to solve the state equations. If an implicit Euler method is used to per- 
form the temporal integrations, the Green's function method is essentially the same as the adjoint 
method described in section 4.2.3. 
The first step of the Green's function method consists of solving the homogeneous part of 
(4-15): 
where [K(t,t)] = [I]and t5 t. The columns of the kernel matrix [K] are the Nc linearly-independent 
solutions of the ODE in (4-35) (Rabitz et al., 1983). The kernel matrix is then used to find the partic- 
ular solution for each parameter a. If the sensitivity coefficients are required at time t,, the following 
integration must be performed: 
where t,-1 is  the last time at which sensitivity calculations were performed. Since [K(t,,t)] is need- 
ed as a function o f t  in (4-36), it is more efficient to solve (4-35) using the adjoint Green's function 
[ ~ ( z , t ) ] t ,  which is equal to [K(t,z)]. The adjoint Green's function is obtained by solving the follow- 
ing ODE: 
where t E [t,+t,] (Hwang et al., 1978). 
4.2.5 	 Sensitivity Calculations for Equilibrium Constants 
The sensitivity equations for equilibrium reaction parameters are obtained by taking the deriva- 
tive of the state equations ((4-1) and (4-2)) with respect to each equilibrium constant, Km. Since 
the rate terrns (Rj and Rk) are not explicit functions of the equilibrium constants, the sensitivity equa- 
tions are given by: 
where Up is the total concentration of component 4? (=I, ...,Nc + N,), which may be an aqueous or 
immobile component. While the immobile components are not involved in the speciation reactions, 
the rate of change in the concentration of an immobile component may be a function of the con- 
centration of an aqueous complex; therefore, the concentration of an immobile component may be 
sensitive to the equilibrium constants. Using the law of mass action (2-8), the derivative of xi with 
respect to K, can be expanded, producing the following result: 
au, Nc a~~ Nx JR, Nc axi dRt xm + dR t  [dmn) (&391A(-)dt a ~ ,  acj axi . a ~ ,  +--~x ,K,= Z-(3) acj 
dm, dKm
a ~ ,  + C-~-(?L) 
j=1 i = l  j = 1  n = l  
Equation (4-39) defines the sensitivity coefficients of the total aqueous and immobile component 
concentrations in terms of the uncomplexed aqueous component sensitivity coefficients and the im- 
mobile component sensitivity coefficients; therefore, equation (4-39) is a system of N, +N, equa-
tions involving 2*N, +N, unknowns. An additional N,sensitivity equations are required to evalu- 
ate the uncomplexed aqueous component sensitivity coefficients; these equations can be obtained 
by taking the derivative of the governing equations for speciation reactions (2-10) with respect to 
K,: 
Equation (4-40) can be written in compact form as follows: 
where -acj is the element in the kth row and jth column of the speciation Jacobian matrix defined 
in equation (3-3). 
It should be noted that equation (4-40) can not be solved simply by calculating the sensitivity 
coefficients of Cj and xi as described in chapter 3 for equilibrium reactions in a batch system. If all 
of the reactions are at equilibrium in a batch system, the total aqueous component concentrations 
are constant; therefore, the right hand side of (4-40) is assumed to be equal to zero in chapter 3. 
In a batch system with both kinetic and equilibrium reactions, it is incorrect to assume that the deriva- 
tive of Cj with respect to K, is equal to zero. 
- - 
Equation (4-41)can be manipulated to obtain an expression for for the sensitivity coefficients 
of c; this expression can then be substituted into (4-39). The details of this manipulation are pres- 
ented in Appendix C. Applying an implicit discretization to the time derivative in (4-39), the result- 
ing matrix equation is given by: 
where [J] i s  defined in (4-7), and bmand dmare defined as follows: 
Equation ( 4 42 )has the same form as the sensitivity equation for kinetic reaction parameters (4-1 6). 
The only difference between equations (4-1 6) and (4-42) is in the definition of the right-hand-side 
vector; therefore, the sensitivity of the component concentrations with respect to an equilibrium 
constant, K,, can be calculated in the same way as the sensitivity coefficients for kinetic reaction 
parameters. 
The adjoint method can also be used to calculate the sensitivity coefficients for the equilibrium 
constants. Taking the derivative of (4-28) with respect to equilibrium constant K, results in the 
following sensitivity equation: 
- -G-l)-I- [J]' -bmT--dmT- [J1'Sm')-t('r(&(~
-c= 1 
where -b, and -dmare defined in equations (4-43) and (4-44), respectively. Equation (4-45) is ma- 
nipu!&ed in the s2me mznner as outlined in the derivation for kinetic parameter aq=The final equa-
tion for the calculation of equilibrium constant sensitivity coefficients by the adjoint method is: 
If F is defined as in equation (4-18), the partial derivative of F with respect to K, is equal to zero. 
4.2.6 Sensitivity of Uncomplexed Component and Complex Concentrations 
After calculating the sensitivity coefficients for the total aqueous component concentrations 
(e.g., by solving equations (4-16) and (4-42)), it is also possible to calculate the sensitivity coeffi- 
cients for the uncomplexed aqueous component concentrations and the complex concentrations. The 
sensitivity of the uncomplexed concentration of component j with respect to each reaction parameter 
-
can be cal?lr,ulatedby taking !he deri l~~tive as fo!lows:af (2-10) vr.ith respect to aq=r K,, 
Nc N x  
Sjq 'ij ai t Xi] S tq  = Sjq j = 1 ,  . . . , N c  (4-47)+ 2[&1
t=1  i=l  
acj acj
where sjg = - and sjm = -. In (4-47) and (4-48), Sjqand Sjmare known quantities. For 
aa, aKm 
a given parameter aq,equation (4-47) forms a system of Nc linear algebraic equations that can be 
solved for sjq. Similarly, for a given parameter K,, equation (4-48) forms a system of Nc linear 
algebraic equations that can be solved for sjm. The sensitivity coefficients of the complexes can be 
calculated from sjq and sjm by taking the derivative of (2-8) with respect to aqor K, producing the 
following equations: 
axi axi 
where Sib = - and S:, = -. 
d a ,  aKm 
4.2.7 Implementation 
The direct and adjoint methods of sensitivity calculations have been implemented in the com- 
puter programs BATKINDS and BATKINAS, respectively. Each code is capable of solving the state 
and sensitivity equations for a batch system with mixed kinetic and equilibrium reactions. The user 
can select whether to solve the state equations with Newton's method or the truncated first-order 
method. The user can also adjust the time-weighting factor between 0 and 1. Reaction models are 
included for linear kinetic sorption, Langmuir kinetic sorption, biodegradation with Monod kinet- 
ics, and a general reversible reaction with forward and reverse rate constants. Absolute or relative 
sensitivity coefficients can be calculated for any of the kinetic reaction parameters or equilibrium 
constants. The user can also specify whether to recompute the Jacobian matrix for the sensitivity 
calculations or to use the Jacobian from the last iteration during the solution of the state equations. 
Finally, BATKINAS is capable of avoiding the solution of the sensitivity equations at every time 
step; for this option, the user must specify the number of time steps to be skipped between sensitivity 
calculations. 
5. BATCH SYSTEM WITH KINETIC REACTIONS: 
VERIFICATION OF SENSITIVITY CALCULATIONS AND 
EXAMPLES OF SENSITIVITY ANALYSIS IN COMPLEX SYSTEMS 
In this chapter, the sensitivity coefficient calculations are verified against analytical solutions 
for three types of kinetic reactions. Additionally, results are presented for reaction parameter sensi- 
tivity analyses of two batch problems with complex systems of mixed kinetic and equilibrium reac- 
tions. For these complex systems, the calculated sensitivity coefficients are verified against direct 
perturbation results. 
5.1 Verification of Sensitivity Calculations 
It is often possible to derive analytical solutions for the state and sensitivity equations for batch 
systems with a single reaction process. In the following subsections, the batch kinetic sensitivity 
codes BATKWDS and BATKINAS are verified against analytical solutions for linear kinetic sorp- 
tion, Langmuir kinetic sorption, and biodegradation. 
5.1.1 Linear Kinetic Sorption 
A sorption reaction will involve one immobile (or sorbed) species and one aqueous species, 
which may be in the form of rn uiicomplexed component or a complex. For iinear kinetic sorption, 
the rate of change in the aqueous concentration of the sorbing species is given by: 
The rate of change in concentration of the immobile species (Rmj)is related to the rate of change 
in concentration of the aqueous species (Rcj) as follows: 
In (5-2), the aqueous rate term is multiplied by a factor equal to the porosity (0) divided by the bulk 
density (Q), since the aqueous concentration is in units of moles per liter water and the immobile 
concentration is in units of moles per gram rock. 
For this simple problem, the state equations take the form of a linear system of equations. In 
general, a batch reactive system will be represented by a system of nonlinear ODES; therefore, 
BATKINDS and BATKINAS are set up to solve the state equations using either Newton's method 
or the truncated first-order method presented in section 4.1. If the state equations are solved with 
Newton's method, is is necessary to compute the derivative of Rcj with respect to the concentration 
of the aqueous species (cj) and the concentration of the immobile species (mj). If the state equations 
are solved with the truncated first-order method, only the derivative of kjwith respect to Cj and the 
derivative of Rmj with respect to mj are needed. The rate expressions (5-1) and (5-2) are linear in 
cj and mj; therefore, the derivative of each rate with respect to the concentration of Cj or mj is equal 
to a constant. 
For the truncated first-order method, better convergence behavior can be achieved by manipu- 
lating the linear kinetic sorption rate expression to eliminate the dependence on the immobile con- 
centration at  the current time level. This approach involves approximating the rate of change of the 
sorbed component by a finite difference, as follows: 
where the superscript n refers to the time level. Equation (5-3) is rearranged to express mjn+ as 
a function of mjn and cjn+' ;this expression is then substituted back into the original rate expression. 
After simplification, the rate of change in the aqueous species concentration is given by the follow- 
ing expression: 
The relation between Rcj and the rate of change in the immobile species concentration is given in 
(5-2). The derivative of Rcj with respect to the aqueous concentration at the current time level is 
given by: 
The derivative of Rmj with respect to the immobile concentration at the current time level is zero. 
In Appendix D, the rate expression for linear kinetic sorption (5-1) is integrated over time to 
obtain the analytical solution for the concentration variation in a batch system with a single linear 
kinetic reaction. If the initial sorbed concentration is zero, the aqueous concentration (cj) may be 
expressed as a function of time as follows: 
where CjYinit is the aqueous concentration at time zero. In Figure 5.1, the aqueous concentration is 
plotted versus time for a single sorbing species in a batch system with an initial aqueous concentra- 
tion of 3.16 x moles/L and an initial sorbed concentration of zero. For this example, the dis- 
tribution coefficient, Kd, was equal to 5.33 x lo4 L/g and the mass transfer coefficient, k,, was 
equal to 1.0 hr-I. For a time step of 0.01 hours, the numerical results computed with BATKINDS 
and BATKINAS were indistinguishable from the analytical solution. 
FIGURE 5.1: Concentration vs. time plot for linear kinetic sorption problem 
with k, = 1.0 h r l  and Kd = 5.33 x lo4 Llg 
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Analytical expressions can be derived for the sensitivity coefficients for k, and Kd by taking 
the derivative of (5-6) with respect to each reaction parameter. The full derivations are given in 
Appendix D. For a single reaction system with an initial sorbed concentration of zero, the sensitivity 
of the aqueous concentration with respect to k, is given by: 
Similarly, the sensitivity of the aqueous concentration with respect to Kd is given by: 
The corresponding immobile sensitivity coefficients can be obtained by multiplying the aqueous 
sensitivity coefficients by a factor equal to the negative of the porosity divided by the bulk density. 
For calculation of the sensitivity coefficients, it is necessary to compute the derivative of the 
rate expressions (5-1) and (5-2) with respect to the reaction parameters. The profiles in Figure 5.2 
show the temporal variation in the sensitivity coefficients calculated using BATKINDS for the batch 
kinetic simulation illustrated in Figure 5.1. The plotted numerical results were computed with im- 
plicit time weighting, and the time step varied from an initial value of 0.002 hours to a maximum 
value of 1.0hour. The calculated sensitivity coefficients were indistinguishable from the analytical 
solutions in equations (5-7) and (5-8). The plotted results also agreed with the sensitivity coeffi- 
cients computed by the direct perturbation approach with perturbations of 0.01 hr-I and 2 x 10" 
Llg for k, and Kd, respectively. The sensitivity with respect to k, is significant for approximately 
the first 5 hours of the simulation. By the sixth hour of the simulation, the k, sensitivity is approxi- 
mately zero and the Kd sensitivity plateaus at a value of about -0.67. 
In order to quantify the accuracy of the computed concentration and sensitivity coefficient val- 
ues, the average error per time step was calculated as the area between the plotted numerical results 
and the line showing the analytical solution divided by the total simulation time. The area between 
the two curves was calculated using the trapezoidal rule. Table 5.1 compares the error for four differ- 
ent time steps and three different solution methods. The same results are obtained whether the sensi- 
tivity coefficients are calculated with the direct approach (using BATKINDS) or the adjoint ap- 
proach (using BATKINAS). In Table 5.1, the concentration error is reported in units of molesll, 
and the error in the relative sensitivity is dimensionless. For implicit time weighting and the largest 
time step considered (0.1 hours), the average error in the calculated concentration is 5.14 x lo-* 
molesll, which corresponds to about 0.2% of the initial concentration of the sorbing species. 
The Crank-Nicolson scheme is often employed to solve the transport equation, since it is se- 
cond-order accurate in time and unconditionally stable (Pinder and Gray, 1977). The first twelve 
rows in Table 5.1 present results for implicit time weighting, and the last eight rows present results 
for Crank-Nicolson time weighting (i.e.E = 0.5 in equation (44)). For a batch system with a single 
- - 
linear kinetic sorption reaction, Crank-Nicolson time weighting reduced the error in solving the state 
and sensitivity equations by more than an order of magnitude for all time steps and solution methods 
considered. For implicit time weighting, the best performance was obtained when the time step was 
varied from an initial value of 0.002 hours up to a maximum value of 1.0hour. For Crank-Nicolson 
time weighting, the highest accuracy was obtained with a fixed time step of 0.01 hours. 
FIGURE 5.2: Relative sensitivity vs. time plots for linear kinetic sorption problem 
with k, = 1.0 h r l  and Kd = 5.33 x lo4 Llg 
0.1 
- Sensitivity with respect to k, -
- Sensitvity with respect to  K, -
-
-
-
-
-
-
-
I I I I I I I 
5 10 15 20 
Time (hours) 
Three different solution methods were considered for the error analysis in Table 5.1. For the 
first and second solution methods, the state equations were solved with the Newton-Raphson method 
and the truncated first-order method, respectively, and the standard direct or adjoint method was 
used to solve the sensitivity equations. In the third solution method, the state equations were solved 
with the Newton-Raphson method, and the sensitivity equations were solved by the direct method 
using the Jacobian from the last iteration of the state equation solution, as outlined at the end of sec-
I 
tion 4.2.1. The accuracy of the calculated concentrations and sensitivity coefficients was approxi- 
mately the same for all three solution methods. 
Table 5.1 : Error in calculation of concentration and sensitivity coefficients for 

a 20-hour simulation with a single linear kinetic sorption reaction. 

(k, = 5.0 hr-I and Kd = 5.33 x 1o4 Llg) 

At Solution E Error Ave. #of #of  
~ e t h o d *  Concentration k, sensitivity Kdsensitivity iterations time 
(mol L-l) steps 
0.1 1 N-R 
0.05 1 N-R 
0.01 1 N-R 

Variable I N-R 

Variable I Tr-1 
0.05 1I N-R ** 
Variable I N-R ** 
0.1 1 N-R 
-
Variable I N-R 
Variable I Tr-l 
* N-R =Newton-Raphson, Tr-1 = truncated first-order method 
** Newton-Raphson without recalculation of the Jacobian for the sensitivity calculations 
The seventh column in Table 5.1 shows the average number of iterations required to solve the 
state equation during each time step. The average number of iterations per time step is larger than 
one for all of the cases considered. Theoretically, the Newton-Raphson method should converge 
to the solution in one iteration for a linear problem. The numerical results reveal that both the New- 
ton-Raphson method and the truncated first order method converge during the first iteration of each 
time step; however, BATKINDS and BATKINAS perform more than one iteration per time step dur- 
ing the initial portion of the simulation because the convergence criteria is not based on the size of 
the residual. For both the Newton-Raphson method and the truncated first-order method, the solu- 
tion is assumed to have converged during an iteration when the change in the concentration of all 
components is small in both the absolute and relative sense. For this example, the absolute conver- 
gence tolerance was set to molesk, and the relative convergence tolerance was set equal to 
10". The numerical results show that the relative change in the concentration of the aqueous com- 
ponent remains larger than for at least the first five hours of the simulation. 
5.1.2 	 Langmuir Kinetic Sorption 
For Langmuir kinetic sorption, the rate of change in the aqueous concentration of the sorbing 
species is presented in equation (2-13). Using this rate expression, the time rate of change in the 
aqueous concentration for a batch system with a single Langmuir kinetic sorption reaction is given 
by the following ODE: 
The rate of change in concentration of the immobile species (Rmj) is related to the rate of change 
in concentration of the aqueous species (Rcj) by the expression in (5-2). 
If the state equations are solved with Newton's method, it is necessary to compute the derivative 
of Rcj with respect to the concentration of the aqueous species (cj) and the concentration of the immo- 
bile species (mj); for Langmuir sorption, these derivatives are calculated as follows: 
Equation (5-2) can be used to derive similar derivative expressions for the rate of change in the im-
mobile concentration (Rmj). If the state equations are solved with the truncated first-order method, 
only the derivative of Rcj with respect to cj and the derivative of Rmj with respect to mj are needed. 
The convergence behavior of the first-order truncated method can be improved by manipulating 
the Langmuir sorption rate expression to eliminate the dependence on the immobile concentration 
at the current time level. Following the same methodology that was used for linear kinetic sorption, 
the rate of change of the sorbed component is approximated by a finite difference, as follows: 
Equation (5-12) is rearranged to express mjnf as a function of mjn and cjn+';the result is substituted 
back into the original rate expression. After simplification, the rate of ch~nge  in the aqueous species 
concentration is given by the following expression: 
The relation between Rcj and the rate of change in the immobile species concentration is given in 
(5-2). The quotient rule can be used to differentiate Ri with respect to the aqueous concentration 
at the current time level; after simplification, the derivative is given by the following expression: 
The derivative of Rmj with respect to the immobile concentration at the current time level is zero. 
In Appendix D, the rate expression for Langmuir kinetic sorption (2-13) is integrated over time 
to obtain the analytical solution for the concentration variation in a batch system with a single Lang- 
muir kinetic reaction. If the initial sorbed concentration is zero, the aqueous concentration (c,) can 
be calculated from the following nonlinear equation: 
where Cj,initis the aqueous concentration at time zero, and q and b are defined as follows: 
- - 
Figure 5.3 shows the concentration versus time profiles for a batch system with a single sorbing spe- 
cies. The simulation begins with an initial aqueous concentration of 3.16 x molesL and an 
initial sorbed concentration of zero. Figure 5.3 shows that the system reaches an equilibrium state 
at about 0.3 hours. The plotted numerical results were computed using Newton's method with an 
implicit time weighting. The time step varied from an initial value of 0.002 hours to a maximum 
value of 0.2 hours, whkh was attained by a time of 0.6 hours. The numerically-calculated results 
were indistinguishable from the analytical solution. 
FIGURE 5.3: Concentration vs. time plot for Langmuir kinetic sorption problem 
with k, = 5.0 hr-l, KL = 2.5 x lo4L/mol, and mMAX= 3.82 x mol/g 
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Analytical solutions for the reaction parameter sensitivity coefficients can be obtained by apply- 
ing the chain rule to compute the derivative of equation (5-15) with respect to k,, KL,and mjMAX. 
The method is outlined in Appendix D. The necessary calculations include the computation of the 
partial derivatives of equation (5-15) with respect to cj, q, and b, as well as the evaluation of the 
partial derivatives of equations (5-15), and (5-16), and (5-17) with respect to each parameter. 
For the direct calculation of sensitivity coefficients, it is necessary to compute the derivative 
of the rate expression (2-13) with respect to the reaction parameters. The derivative of the rate of 
change in the aqueous concentration with respect to the mass transfer coefficient, k,, is given by: 
The derivative of the rate with respect to the Langmuir constant, KL, is given by: 
The derivative of the rate with respect to the maximum sorbed concentration, mjMAX,is given by: 
Again, the corresponding derivatives for the rate of change in the immobile concentration are ob- 
tained using the relation in (5-2). 
Figure 5.4 shows the calculated sensitivity coefficients for the batch kinetic simulation illus- 
trated in Figure 5.3. The calculated sensitivity results plot exactly on top of the analytical solution. 
The sensitivity with respect to k, is significant for approximately the first 0.4 hours of the simula- 
tion. After 0.5 hours, the k, sensitivity is approximately zero and the KL and mjMAXsensitivity 
coefficients plateau at values of about -0.71 and -0.86, respectively. 
Table 5.2 compares the accuracy of the calculated concentration and sensitivity coefficient val- 
ues for the same three solution methods that were considered for linear kinetic sorption. The error 
is once again defined as the area between the plotted numerical results and the line showing the ana- 
lytical solution divided by the total simulation time. Four different time steps were considered; the 
best results were obtained when the time step was varied from an initial value of 0.002 hours up to 
a maximum value of 0.2 hours. The least accurate results were obtained with a time step of 0.05 
hours; for implicit time weighting, this time step size resulted in a concentration error of 2.5 1 x 1o - ~  
molesk,  which corresponds to about 0.8% of the initial concentration of the sorbing species. The 
results of the error analysis are the same for the direct and the adjoint methods of sensitivity coeffi- 
cient calculations. For this example, the absolute convergence tolerance was set to lo6 molesL, 
and the relative convergence tolerance was set equal to 
FIGURE 5.4: Relative sensitivity vs. time plots for Langmuir kinetic sorption problem 
with k, = 5.0 hr-I, KL = 2.5 x lo4 L/mol, and mMAX= 3.82 x lo-* mollg 
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The first twelve rows in Table 5.2 present results for implicit time weighting, and the last eight 
rows present results for Crank-Nicolson time weighting. For all time steps and solution methods 
considered, the Crank-Nicolson scheme was more accurate than the implicit scheme. For time steps 
smaller than 0.05 hours, Crank-Nicolson time weighting reduced the error in solving the state and 
sensitivity equations by more than an order of magnitude. 
For a given time step size, the error values in Table 5.2 were approximately equal for each of 
the three implicit solution methods. For Crank-Nicolson time weighting, the use of the truncated 
first-order method caused a slight decrease in the accuracy of the state and sensitivity calculations. 
The discrepancy between the results of the truncated first-order method and Newton's method is due 
to the fact that the convergence criteria is based on the relative change in concentration during the 
last iteration, rather than the size of the residual. In general, the truncated first-order method re- 
quired a lower average number of iterations per time step than Newton's method; therefore, it seems 
to be a better solution alternative for this problem. 
5.1.3 Biodegradation 
The final verification example considers the biodegradation of an aqueous species in a batch 
system. From the biodegradation rate expression given in equation (2-1 6), the rate of change in the 
concentration of a biodegradable aqueous component is given by the following ODE: 
dCs - = - P I  [A1
--
R, 
dt qm mb Ks + [S] KA + [A] 
where Cs is the total aqueous concentration of the substrate, mb is the biomass concentration, [S] 
is the degradable concentration of the substrate, and [A] is the concentration of the electron acceptor. 
The rate of change in the concentration of cells is related to the rate of substrate degradation as fol- 
lows: 
The rate of change in the concentrations of the other component species involved in the biodegrada- 
tion reaction are related to the rate of substrate degradation osiiig the stoichiometry of the overall 
biodegradation reaction. 
In BATKINDS and BATKINAS, the user is able to specify which forrns of the substrate are de- 
gradable; the concentrations of each degradable form are added together to compute the degradable 
substrate concentration, [S], as follows: 
where S is the degradable component and is an array of ones and zeros. If F;i+l is equal to one, 
then complex i is degradable; if 5i+lis equal to zero, then complex i is not degradable. If is equal 
to one, then the uncomplexed form of component S is degradable. 
To solve the state equations, it is necessary to compute the derivative of Rs with respect to the 
total aqueous concentration of the substrate (Cs); however, the rate expression is written in terms 
of the degradable substrate concentration, [S]. From the chain rule, the derivative of Rs with respect 
to Cs can be calculated as follows: 
~ R s
---
a[sl
-
~ R s  

ac, a [ ~ ]ac, 

where the derivative of Rs with respect to [S] is given by: 
In the special case when all forms of the substrate are degradable, the derivative of [S] with respect 
to Cs is equal to one. If only certain forms of the substrate are degradable, the derivative of [S] with 
respect to Cs can be expanded using the chain rule, as follows: 
Appendix B presents a method of calculating the derivatives of ck with respect to the total aqueous 
concentration of an arbitrary component j; these terms are needed in order to solve the state equations 
for a general system of mixed kinetic and equilibrium reactions, as is noted in section 4.1. From 
the definition of [S] in (5-23) and the law of mass action (2-8), the derivative of [S] with respect 
to the uncomplexed concentration of an arbitrary aqueous component k is given by: 
--  
If the state equations are solved with Newton's method, it is also necessary to compute the derivative 
of Rs with respect to the cell concentration (mb) and the total aqueous concentration of the electron 
acceptor (CA), which is assumed to be equal to the available electron acceptor, [A]. 
~ R s- [SI cA 

dm, - q m  Ks + [S] KA + CA 

For the other component species involved in the biodegradation reaction, the derivatives of the rates 
of change in concentration with respect to Cs, CA, and mb are computed from (5-25), (5-28), and 
(5-29) using the stoichiometry of the biodegradation reaction. 
Yeh and Salvage (1996) derive an analytical solution for the change in the substrate, electron 
acceptor, and biomass concentrations for biodegradation according to dual Monod kinetics. The 
solution is valid for a batch system with a single biodegradation reaction, assuming there is no decay 
of biomass (i.e. b = 0). The nonlinear equation describing the substrate concentration variation is 
given by: 
where 9~is the number of moles of substrate degraded per mole of electron acceptor consumed in 
the biodegradation reaction, and [SIo, [A]07 and (mb)o are the initial concentrations of the substrate, 
electron acceptor, and biomass, respectively. The exponents cl,  c2, and c3are defined as follows: 
Figure 5.5 shows the concentration versus time profiles for a batch system with a single biodeg- 
radation reaction. In this example, the substrate is NTA, and the electron acceptor is oxygen. The 
overall biodegradation reaction was constructed according to the method described in McCarty 
(1 9 7 3 ,  producing the following result: 
where the forrnula C5H702N denotes cell biomass. For this example, the values of q,, Ks, and KA 
were taken from a study of NTA degradation in activated sludge systems (Siegrist et al., 1989), and 
Y was computed from the stoichiometry of (5-34). The simulation begins with an initial NTA con- 
centration of 5.23 x 10-6 molesll, an initial oxygen concentration of 1 mgLL (3.125 x 1ow5molesll), 
and an initial biomass concentration of 1.5 x 1o - ~gram&. After five hours of simulation time, NTA 
has been degraded to a concentration of approximately zero, and the oxygen and biomass concentra- 
tions level off at constant values. The plotted numerical results were computed using Newton's 
method with Crank-Nicolson time weighting; these results were indistinguishable from the analyti- 
cal solution. 
For direct calculation of the sensitivity coefficients, it is necessary to compute the derivative 
of the rate expression (5-21) with respect to the reaction parameters. The derivative of the rate of 
change in the substrate concentration with respect to the mass transfer coefficient, q,, is given by: 
--
rs1 

A n  mb Ks+ [S] KA + [A] 

dRs - - [A1 
" ~ m  
Similarly, the derivative of the rate of change in the substrate concentration with respect to the Mo- 
nod half-maximum-rate concentrations for the electron donor (Ks) and electron acceptor (KA) are 
given by the following expressions: 
For the other component species involved in the biodegradation reaction, the derivatives of the rates 
of change in concentration with respect to q,, Ks, and KA are computed from (5-33, (5-36), and 
(5-37) using the stoichiometry of the biodegradation reaction. In addition to the parameters q,, Ks, 
and KA, the rate of change in the cell concentration is also a function of the yield coefficient (Y) and 
- 
- 
- 
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FIGURE 5.5: Concentration vs. time plots for biodegradation problem 

with Y = 65.14 gramslmole, q, = 1.407 x 1o - ~moles/gram/day, 

Ks = 7.97 x molesk, and KA= 7.81 x lo4 molesL. 
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the decay coefficient (b). The derivatives of the rate of change in the cell concentration with respect 
t o y  and b are computed from equation (5-22) as follows: 
It is also possible to calculate the sensitivity coefficients for the stoichiometric coefficients of each 
species in the biodegradation reaction (e.g., (5-34)). The derivative of the rate of change in the con- 
centration of species j with respect to the stoichiometric coefficient for species j (Vj) is simply equal 
to the rate of substrate degradation: 
Analytical solutions for the reaction parameter sensitivity coefficients can be obtained by apply- 
ing the chain rule to compute the derivative of equation (5-30) with respect to q,, Ks, KA, Y and 
VA (= -).1 The method is outlined in Appendix D. The necessary calculations include the computa- VA 
tion of the partial derivative of equation (5-30) with respect to [S], as well as the evaluation of the 
partial derivatives of equations (5-3 I), (5-32), and (5-33) with respect to each parameter. 
Figures 5.6 and 5.7 show profiles of the calculated parameter sensitivity coefficients for the 
batch kinetic simulation illustrated in Figure 5.5. The calculated relative sensitivity results plot ex- 
actly on top of the analytical solution. The substrate concentration is most sensitive to q, and Ks, 
and the relative sensitivity coefficients become larger as the simulation progresses. The parameter 
sensitivity coefficients continue to increase in magnitude even after a time of five hours, at which 
point the substrate has been almost completely degraded, and the biodegradation rate has become 
extremely small. In contrast to the previous two sorption examples, this system never reaches an 
equilibrium state. The fact that the substrate concentration becomes increasingly sensitive to the 
biodegradation parameters is due to the fact that the concentration continues to decrease throughout 
the simulation. The relative sensitivity coefficients in Figures 5.6 and 5.7 indicate the fractional 
change in concentration that will result from a 100% change in the value of each parameter. There- 
f ox ,  the plotted results show th.' increasing the mine of any of the biodegradatior. pa-zmeters will 
result in a large percent change in the concentration of the substrate at later times in the simulation. 
Table 5.3 compares the accuracy of the calculated concentration and sensitivity coefficient val- 
ues for three different time steps and a number of different solution alternatives. The first nine rows 
- - 
- - 
- - 
present the results of the error analysis for implicit time weighting (E = 1) for the same three solution 
methods that were considered for linear and Langmuir kinetic sorption. For a given time step, the 
calculated error values were generally the same for each of the three solution methods; however, the 
FIGURE 5.6: Relative sensitivity vs. time plots for the batch 
problem in Figure 5.5, showing the sensitivity of the 
substrate concentration with respect to q,, Ks, and KA 
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FIGURE 5.7: Relative sensitivity vs. time plots for the batch 
problem in Figure 5.5, showing the sensitivity of the 
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error in calculating the Y and VA sensitivity coefficients was slightly smaller when the sensitivity 
equations were solved using the Jacobian from the last iteration of the state equation solution. The 
last six rows of the table present the results of the error analysis for Crank-Nicolson time weighting 
(E =0.5)for Newton's method and the truncated first-order method. For this example, the calculated 
error values for the Crank-Nicolson time weighting scheme were at least two orders of magnitude 
smaller than the corresponding values for the implicit scheme. Table 5.3 also reveals that the trun- 
cated first-order method required a higher average number of iterations per time step than Newton's 
method for a batch problem with a single biodegradation reaction. The same results are obtained 
whether the sensitivity coeff iciefits are calculated with the direct or the adjoint method of sensitivity 
coefficient calculations. 
Table 5.3: Error in calculation of concentration and sensitivity coefficients 

for a 10-hour simulation with a single biodegradation reaction. 

(q, = 1.407x loe3 moles/grarn/day, Ks = 7.97 x molesL, 

KA = 7.8 1 x 1o - ~molesL, Y = 65.14 gramslmole, and YA = 1.62) 

Sensitivity Coefficient Error Ave. # 	 # of 
ti me 
steps 
2.514 
2.403 
2.178 
3.320 
1-I 1.20x 10-I 
1-2 6.05 x 
-2 2 .44x10-~ 
1.20 x 10-I 
-
* N-R = Newton-Raphson, Tr-1 = truncated first-order methodl 
** 
4.28 x lo-2 
2.16 x 
8.70x10-~ 
4.28 x 
-
2.56 x 1.23 x 
1.29 x 6.20 x 
5 . 2 1 ~ 1 0 ~ ~2.50x10-~ 
2.56 x low2 1.23 x loA2 
Newton-Raphson without recalculation of the Jacobian for the sensitivity calculations 
5.2 Sensitivity Analysis of Complex Batch Reactive Systems 
5.2.1 Cobalt-Iron-EDTA Example with Linear Kinetic Sorption and Surface Dissolution 
This example considers the kinetic and equilibrium reactions that occur when an aqueous solu- 
tion containing a radionuclide (cobalt, 6 0~02+ )and an organic ligand (ethylenediaminetetraacetate, 
E DTA~ )  interacts with an iron oxide-coated sand. This type of mixed-waste contamination has 
been observed at numerous DOE and defense-related sites. In batch experiments conducted at Pacif- 
ic Northwest National Laboratory (PNNL), Szecsody et al. (1 994) observed that in addition to equi- 
librium aqueous speciation reactions, the processes of adsorption and surface dissolution will affect 
the distribution of the chemical species in the cobalt-iron-EDTA system. 
Five aqueous components are considered in the analysis: cobalt (co2+), iron ( ~ e ~ + ) ,  EDTA~ ,  
H+, and carbonate ( ~ 0 3 ~ 3 .  Twenty aqueous complexes form as a result of speciation reactions 
among these components. Table 5.4 gives the equilibrium constants for the formation reactions of 
these complexes. Section 3.3.2 presents a sensitivity analysis for the equilibrium speciation reac- 
tions in this system. 
Table 5.4: Equilibrium constants for complexes in the cobalt-iron-EDTA system 
(Zachara et al., 1995) 
Complex 1% Gq Complex 1% 
HEDTA~- 11.03 ~ 0 ~ "  -1 6.6 
H~EDTA~- 17.78 FeEDTA- 27.57 
H3EDTA- 20-89 FeHEDTA 29.08 
H4EDTA 23.10 F~OHEDTA~- 19.65 
COEDTA~- 17.97 F~(OH)~EDTA~- 9.6 
CoHEDTA- 21.4 F ~ O H ~ +  -2.19 
CoOH+ -9.67 Fe(0H)2+ -5.67 
Co(OH)2 -1 8.76 Fe(OHI3 -13.6 
Co(OH)3- -32.23 Fe(OH)4- -23 -0 
HC03- -6.3 F ~ ~ ( o H ) ~ ~ +  -2.95 
In this analysis, uncomplexed cobalt (co2+), COEDTA~-and FeEDTA- are retarded due to ad- 
sorption/desorption reactions. The three sorption reactions can be modeled as follows: 
FeEDTA - FeEDTA - Kd = 4.27 x L/g (5-43) 
where the overbar signifies an adsorbed species. The distribution coefficients in equations (5-41), 
(5-42) and (5-43) were chosen to match the results of a column study conducted at PNNL (Zachara 
et al., 1993). The distribution coefficients for the adsorption of COEDTA~-and FeEDTA- are about 
an order of magnitude smaller than that of uncomplexed cobalt, confirming the fact that cobalt ad- 
sorbs more strongly than either of the metal-EDTA complexes at a pH of 6.5. The approximate re- 
tardation factors for uncomplexed cobalt, COEDTA~-, and FeEDTA-are 20,3, and 2.6, respectively. 
In this application, the linear kinetic sorption model is used to calculate the rate of sorption of co2+, 
COEDTA~-,and FeEDTA-. The mass transfer coefficient (k,) from equation (5-1) is set equal to 
1 h r l  for each adsorption reaction in order to fit the PNNL column data 
The linear kinetic model of sorption given by (5-1) assumes that the rate of adsorption/desorp- 
tion is a function of the concentrations of the aqueous and sorbed forms of the sorbing species. This 
type of sorption model does not account for the effects of pH or the fact that only a limited number 
of surface sites may be available for sorption. Column studies presented by Brooks et al. (1996) and 
batch studies presented by Szecsody et al. (1994) report that the sorption behavior of co2+, 
coEDTA2-, and FeEDTA- on iron oxide-coated sand is dependent on the pH of the system. Szecso- 
dy et al. (1 994) also observed evidence of site saturation and competition for sorption sites among 
the sorbing species. In order to model the pH-dependence and the limited availability of surface 
sites, a surface complexation sorption model would be more appropriate than the linear kinetic mod- 
el used in this application. Recently, Chilakapati et al. (1 998) proposed a nonelectrostatic equilibri- 
um surface complexation model with two surface sites for the sorption of co2+, COEDTA~~,and 
FeEDTA-. 
In discussing the results of their batch experiments, Szecsody et al. (1994) report that a surface 
dissolution reaction occurs when a solution containing cobalt and E D T A ~comes into contact with 
an iron oxide-coated sand. This surface dissolution reaction converts sorbed CoEDTA to sorbed 
cobalt and extracts iron from the mineral surface to form FeEDTA-. In the present application, the 
surface dissolution process is modeled with the following irreversible reaction: 
Fe(OH), (,) + COEDTA~- ,FeEDTA - + co2+  + 3 OH -
The rate expression for the surface dissolution reaction is first-order: 
where the rate constant (kfo,) is equal to 0.0126 hours-' in order to fit the PNNL column data re- 
ported by Zachara el al. (1993). The rate of production of FeEDTA, =,and OH- are related to 
RCoEDTAby the stoichiometry of reaction (544 ) .  The surface dissolution model defined by (5-44) 
and ( 5 4 5 )  is rather simplistic. More experiments are needed to investigate the pH change associated 
with the surface dissolution reaction and to develop a better representation of the sorption sites on 
the iron oxide-coated surface. It is likely that the rate of reaction (5-44) will be affected by the dis- 
tribution of surface sites available for sorption. 
The sorbed FeEDTA that is produced in reaction ( 5 4 )  can desorb according to reaction 
(543) ,  releasing the aqueous complex FeEDTA- into solution. Therefore, in this system, iron is re- 
leased into solution due to the combined effects of the surface dissolution reaction and the FeEDTA- 
desorption reaction. In order to satisfy chemical equilibrium, some of the aqueous complex 
FeEDTA- must dissociate into uncomplexed iron ( ~ e ~ + )  The speciation reactions then and EDTA~ .  
distribute the iron in solution among the various iron-hydroxides and iron-EDTA complexes in 
Table 5.4. 
In this example, the initial total aqueous concentrations of cobalt and EDTA are both equal to 
10-4.5 molesk.  The initial solution has a pH of 6.5 and a total carbonate concentration of 
molesL. The concentrations of the sorbed species are equal to zero at the beginning of the simula- 
tion. The porous media in the batch reactor is assumed to have a bulk density of 1.5 x lo3 gramsk 
and a porosity of 0.4. Figure 5.8 shows the model results for the batch cobalt-iron-EDTA system. 
The state equations were solved with Newton's method using an implicit time weighting scheme. 
The time step varied from an initial value of 0.005 hours up to a final value of 1 hour. 
During the first 3 hours of the simulation, the total aqueous concentrations of cobalt and EDTA 
drop to about one-third of their initial values. This rapid drop in the total aqueous concentration of 
cobalt and EDTA is accompanied by an increase in the sorbed concentration of CoEDTA, which 
reaches a maximum value of 5.44 x moles/g at a time of 3.5 hours. These results indicate that 
thoLllb cnmt;nn IaulyLIVIl reaction for CoEDTA (5-42) is the dominant reaction during the first few hours of the 
simulation. 
FIGURE 5.8: Concentration vs. time plots for the cobalt-iron-EDTA batch 
problem with linear kinetic sorption and surface dissolution 
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After the first three hours, the simulation results show a more gradual variation in the concentra- 
tion of each species in the system. During this time period, Figure 5.8 shows a decrease in the total 
aqueous concentration of EDTA, the concentration of the aqueous complex COEDTA~-,and the con- 
centration of sorbed CoEDTA. At the same time, the aqueous and sorbed concentrations of co2+ 
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and FeEDTA- gradually increase. The formation of uncomplexed cobalt and FeEDTA- at the ex- 
pense of COEDTA~-can be attributed to the surface dissolution process ( 5 4 )  and the subsequent 
release of iron into solution due to desorption (5-43). 
In order to obtain a better understanding of the kinetic processes in the cobalt-iron-EDTA sys- 
tem, sensitivity coefficients were calculated for each of the aqueous and immobile components with 
respect to each of the kinetic reaction parameters. The sensitivity coefficients of the total aqueous 
concentration of cobalt, iron, and EDTA with respect to the first-order rate constant (kfo,) for the 
surface dissolution reaction (5-44) are plotted in Figure 5.9. The results show that cobalt and iron 
are sensitive to kf0, however, EDTA is relatively insensitive to the value of kfo, The sensitivity of 
the aqueous concentration of iron with respect to kfor is positive, since the combination of the surface 
dissolution reaction and the desorption of FeEDTA- causes iron to be released into solution. The 
sensitivity of the concentration of aqueous cobalt with respect to k, is negative, since the overall 
effect of the surface dissolution process is to increase the amount of cobalt sorbed to the mineral 
surface. 
FIGURE 5.9: Relative sensitivity vs. time plots for the surface dissolution 
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Figure 5.10 shows the relative sensitivity of the total aqueous concentrations of cobalt, iron and 
EDTA with respect to the sorption parameters. The top right plot in Figure 5.10 shows that the sensi- 
tivity coefficients for cobalt and EDTA with respect to kmYCoEDTA(the mass transfer coefficient for 
the COEDTA~-sorption reaction) reach minimum values at 0.98 hours. Similarly, the sensitivity 
coefficients for iron with respect to km,CoEDTA are at maximum values at about 0.06and km,FeEDTA 
hours. After the first 15 hours, the sensitivity coefficients for km,CoEDTA are small and km,FeEDTA 
(<0.05)for all aqueous and immobile components. This result makes sense since the sorption reac- 
tions are far from equilibrium at the beginning of the simulation. When the sorption reactions are 
far from equilibrium, the term in brackets in equation (2-1 1)  will be large; therefore, the derivative 
of the sorption reaction rate with respect to k, will be large. At later times, the sorbed species will 
be approximately in equilibrium with the corresponding aqueous species, and the bracketed term 
will be small. In contrast to the results for km,Co~DTA the aqueous components are and km,FeEDTA, 
relatively insensitive with respect to k,,~, at all times. This indicates that the solution is never far 
from equilibrium with the sorbed forrn of uncomplexed cobalt. 
Figure 5.10 also contains plots of the sensitivity of the total aqueous concentrations of cobalt, 
iron, and EDTA with respect to the distribution coefficients (Kd) for each of the three sorption reac- 
tions. Cobalt exhibits sensitivity to the values of Kd,CoEDTA and Kd,co, but not to the value of 
Kd,FeEDTA. The results show that iron and EDTA are relatively sensitive to KdYCoEDTA and 
and relatively insensitive to &,co. The sensitivity of the aqueous concentration of iron 
with respect to &,coEDTA will increase the is positive, since an increase in the value of 
sorbed concentration of COEDTA~-, thereby driving the surface dissolution reaction forward and 
releasing iron into solution. 
It is interesting to note the gradual change in the sensitivity of EDTA with respect to IQCoEDTA 
and K d , F e E ~ ~A  sensitivity coefficient for co- and the gradual increase in the magnitude of the KdYCo 
balt as the simulation proceeds. From the definition of the Kd, it is clear that as Kd increases, the 
aqueous concentration of a sorbing species should decrease if the total amount of the species is fixed. 
Therefore, if the sorption reactions are considered by themselves, it would be expected that the sensi- 
tivity of EDTA with respect to Kd,CoEDTA and Kd,FeEDTA would be negative and would reach 
constant values after the reactions reached equilibrium. This was confirmed in a simulation with 
only sorption reactions; the relative sensitivity of EDTA with respect to Kd,goEDTA remains constant 
at a value of -0.67 after about eight hours of the simulation. However, since the surface dissolution 
process converts sorbed COEDTA~-to sorbed FeEDTA-, EDTA becomes less sensitive to 
Kd,CoEDTA and more as time progresses. sensitive to Kd,Fe~DTA The conversion of sorbed 
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COEDTA~-to sorbed co2+ during surface dissolution also causes cobalt to become more sensitive 
to Kd,Coat later times. 
FIGURE 5.10: Relative sensitivity vs. time plots for the kinetic sorption 
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The sensitivity coefficients of the total aqueous concentration of cobalt, iron, and EDTA with 
respect to the equilibrium constants of COEDTA~-, FeEDTA-, and F~OHEDTA~-are plotted in Fig- 
ure 5.11. All three aqueous components are relatively insensitive to the equilibrium constant of 
COEDTA~-,indicating that a small change in the value of GqTCoEDTAwill not have much effect on 
the results of the simulation. The concentrations of iron and EDTA are relatively sensitive to the 
equilibrium constants of FeEDTA- and F~OHEDTA~-. The sensitivity of the concentrations of 
sorbed concentrations of co2+, COEDTA~-,and FeEDTA- are not shown; however, the results indi- 
cate that Co'+and CoEDTAL- are relatively insensitive to Keq,FeEDTA and Keq,FeOHEDTA, while the 
plotted sensitivity coefficients for FeEDTA-are similar in shape, but opposite in sign, to the sensitiv- 
ity piots in Figure 5.I1  for the total aqueous concentration of iron. These results can be explained 
by considering the effects of speciation on the FeEDTA- sorption reaction (5-43). Increasing the 
value of K e q , ~ e o H E ~ ~ ~  will shift the distribution of species (or decreasing the value of 
in solution so that F~OHEDTA~- Since the model assumes that forms at the expense of FeEDTA-. 
FeEDTAa sorbs to the iron oxide-coated sand while F ~ O H E D T A ~ - ~ O ~ Snot, this shift in the distribu- 
tion of species in solution will cause an increase in the total aqueous concentration of iron and EDTA. 
The results of the sensitivity analysis in Figures 5.9,5.10, and 5.11 were verified by direct per- 
turbation. The surface dissolution rate constant was perturbed by 3 x hours-', and the sorption 
mass transfer coefficients were perturbed by 0.02 hours-'. The size of the perturbations for Kd,co7 
Kd,CoEDTA,and Kd,FeEDTA were 2 x 2 x 1o -~ ,and 2 x lo4 L/g, respectively. The equilibrium 
constants were perturbed by multiplying the original value by a factor of (ie., adding 0.004 
to the logarithm of Keq) For each of the kinetic reaction parameters and equilibrium constants, the 
calculated sensitivity coefficients plotted on top of the direct perturbation results. 
5.2.2 	 Cobalt-Iron-EDTA Example with Linear Kinetic Sorption, Surface Dissolution, 
and Biodegradation 
The analysis of the batch cobalt-iron-EDTA problem in section 5.2.1 is limited to abiotic reac- 
tions. Under field conditions, EDTA in solution may be degraded by subsurface bacteria. In the 
following example, the potential combination of the sorption, surface dissolution and biodegrada- 
tion reaction processes are examined by performing a parameter sensitivity analysis for a batch reac- 
tive system containing a cobalt-EDTA solution, an iron oxide-coated sand, and a population of 
EDTA-degrading bacteria. 
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FIGURE 5.11: Relative sensitivity vs. time plots for the the equilibrium constants 
of COEDTA~-,FeEDTA-, and F~OHEDTA~-in the cobalt-iron-EDTA 
batch problem with linear kinetic sorption and surface dissolution 
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In this example, the system contains six aqueous components (Co2+, ~ e ~ + ,  H+,C O ~ ~ - ,E D TA ~ ,  
and 02)and four immobile components (biomass, CoEDTA, FeEDTA, and G).The aqueous com- 
ponents undergo equilibrium speciation reactions to form the complexes listed in Table 5.4. In addi- 
tion to the sorption and surface dissolution reactions described in section 5.2.1, this problem simu- 
lates the effects of a biodegradation reaction with EDTA as the substrate. 
The biodegradation of EDTA was modeled with Monod kinetics using the rate expression in 
(5-21). The Monod parameters q,, Ks, and KA were set equal to 4.28 x lo4 moles EDTA/g cells/ 
day, 7.98 x lo4 moles EDTAL, and 1.56 x lo4 moles 02/L, respectively; these parameters were 
taken from experimental results by Henneken et al. (1 995) with bacterium strain BNC 1. The cells 
were assumed to undergo first-order decay with a decay coefficient of 0.00208 hoursv1 (Metcalf and 
Eddy, 199 1 ). The overall biodegradation reaction for EDTA can be represented as follows: 
The stoichiometry of reaction (5-46) was derived using the experimentally-determined yield coeffi- 
cient of 70.04 g cells/mole EDTA, as measured by Henneken et al. (1995). The procedure for deter- 
mining the stoichiometry of the biodegradation reaction involves calculating the fraction of elec- 
trons going to cell synthesis from the yield coefficient (McCarty, 1975; Rittmann and VanBriesen, 
1996). 
In a set of experiments designed to determine the degradability of metal-EDTA complexes by 
bacterium strain BNC I ,  Bolton et al. (1995) found that Fe(III)-EDTA complexes were degraded, 
however, cobalt-EDTA complexes were not degraded. In this example, the biodegradable forms of 
EDTA are assumed to be FeEDTA-, F ~OHEDTA~~ ,  essentially all of HEDTA~-and H~EDTA~-;  
the EDTA that is not complexed by cobalt is in the form of these four complexes. The assumption 
is made that iron is not incorporated into the cell when iron-EDTA complexes are degraded; there- 
fore, the process of biodegradation will not directly affect the concentration of iron in solution. 
The simulation begins with an initial total aqueous concentration of 104q5 molesk for both co- 
balt and EDTA. The initial solution has a pH of 6.5, a total carbonate concentration of molesL, 
and an initial oxygen concentration of 8 mg/L (2.5 x 1 o4 molesL). The initial concentration of cells 
in the batch system is 0.003 grams per liter of water (8 x lo6 cells/g solid). Figure 5.12 illustrates 
the results of the simulation. The state equations were solved with Newton's method using an im- 
plicit time weighting scheme. The time step varied from an initial value of 0.01 hours up to a final 
value of 1 hour. 
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FIGURE 5.12: Concentration vs. time plots for the cobalt-iron-EDTA batch 
problem with linear kinetic sorption, surface dissolution and biodegradation 
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reaction for CoEDTA (5-42) is the dominant reaction during the first few hours of the simulation. 
After the first three hours, the aqueous and sorbed concentrations of the COEDTA~-complex drop 
steadily, becoming zero at about 65 hours. A comparison of Figures 5.8 and 5.12 reveals that the 
inclusion of EDTA biodegradation in the reaction model causes the concentration of COEDTA'- to 
decrease much more quickly. As the total aqueous concentration of EDTA is reduced due to biodeg- 
radation, the COEDTA~-complex is converted to the uncomplexed form of cobalt in order to satisfy 
chemical equilibrium. While the concentration of COEDTA~-decreases, Figure 5.12 shows that the 
aqueous and sorbed concentrations of co2+ and FeEDTA- gradually increase. The conversion of 
COEDTA~-to FeEDTA- can once again be explained by the surface dissolution process (5-44) and 
the subsequent release of iron into solution due to desorption (543) .  Comparing Figures 5.8 and 
5.12, it is clear that at 65 hours, the concentration of FeEDTA- is lower in the system with biodegra- 
dation. Biodegradation will affect the concentration of the FeEDTA- complex in two ways. Firstly, 
since FeEDTA- is one of the degradable forms of EDTA, biodegradation will directly reduce the 
concentration of the complex. Secondly, biodegradation will limit the formation of FeEDTA- by 
decreasing the concentration of COEDTA~-, thereby inhibiting the surface dissolution reaction. Af- 
ter 65 hours, the aqueous and sorbed concentrations of uncomplexed cobalt become constant. Be- 
tween 65 and 120hours, the concentration of FeEDTA- decreases steadily due to biodegradation. 
At the same time, the concentration of Fe(OH)2+ rises, becoming constant at a value of about 9.4 
x 1o - ~molesL by 140 hours. 
Figure 5.13 shows the sensitivity coefficients of the total aqueous concentration of cobalt, iron, 
and EDTA with respect to the first-order rate constant (kfor) for the surface dissolution reaction 
(5-443. initially, the results show the same general trends as in Figure 5.9; however the behavior 
of the system deviates at later times. The sensitivity of cobalt with respect to kfor decreases from 
zero at the beginning of the simulation to a minimum value of -2.06 at about 65 hours. After 54 
hours, the magnitude of the sensitivity of cobalt with respect to kfo, begins to decrease, becoming 
zero at about 80 hours. The aqueous concentration of cobalt becomes less sensitive with respect to 
kfor at later times because the biodegradation of EDTA has reduced the concentration of cobalt in 
the form of COEDTA~-,thereby repressing the surface dissolution process. 
In contrast to the results for the cobalt-iron-EDTA system without biodegradation, Figure 5.13 
shows that EDTA is quite sensitive to the value of kf,,, especially at later times in the simulation. 
Because of the coupled effects of the surface dissolution and sorption reactions, the net effect of an 
GnTA 1-

~ ~ G ~ G I I Lincrease in :he value of kforwi!! be to increase the a=~uii: of aqaeous .LU 1 111 the foim of 
FeEDTA-, at the expense of COEDTA'-. In this example, the assumption is made that iron-EDTA 
-- 
---------- 
complexes are biodegradable and cobalt-EDTA complexes are not degradable. Therefore, increas- 
ing the concentration of FeEDTA- relative to that of COEDTA~-will increase the overall amount 
of EDTA degradation, resulting in a lower total aqueous concentration of EDTA at later times in the 
simulation. This potential decrease in the aqueous concentration of EDTA is reflected in the fact 
that the sensitivity of EDTA to kf,, is negative. 
FIGURE 5.13: Relative sensitivity vs. time plots for the surface dissolution 

rate constant in the cobalt-iron-EDTA batch problem with 

linear kinetic sorption, surface dissolution, and biodegradation 
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Figure 5.14 shows the relative sensitivity of the total aqueous concentrations of cobalt, iron and 
EDTA with respect to the sorption parameters. As was the case for the cobalt-iron-EDTA problem 
without biodegradation, the total aqueous concentrations of cobalt and iron are only sensitive to 
km,CoEDTAduring the initial portion of the simulation. Similarly, the sensitivity of iron with respect 
to km,FeEDTA is only significant during the first few hours of the simulation. The total aqueous con- 
centration of EDTA exhibits sensitivity to km,CoEDTAfor the first few hours of the simulation and 
becomes increasingly sensitive to km,FeEDTA after 90 hours of simulation time. The total aqueous 
concentration of cobalt is most sensitive to kmYc, at a time of about 65 hours; this corresponds to 
the time when the concentration of COEDTA~-is approaching zero, and co2+ has become the domi- 
nant form of cobalt. 
The sensitivity of the total aqueous concentrations of cobalt, iron, and EDTA with respect to 
Kd are plotted on the left side of Figure 5.14 for each of the three sorption reactions. Cobalt exhibits 
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FIGURE 5.14: Relative sensitivity vs. time plots for the kinetic sorption 

parameters in the cobalt-iron-EDTA batch problem with 

linear kinetic sorption, surface dissolution, and biodegradation 

1 .o 
kw.r.t. 	,,K ,,,,, 
(\ 
I \  
I \ I 
---_
-
--
1 
I \
', -
I 
-
-----__
f 
\ 
, 
I 

I 

I 

II 
I 
II 
- /---\ 
----
- -
J 	
-
-
i/'
- - -_
- - -
--
- -	 I 
I 
I 
- - -
--. 1 
I l l I I I I I - I I I I I I I I I 
-
Sensitivity w.r.t. K,& 	 Sensitivity w.r.t. kmec0 
- - - -_ 	
--- ---
- -
- --
-_ 
# 
, 
-	 - - .
. 
I 
-I 
I 
\
-
. 
\ 	 - -
.
' I 
-
\ 
, 
-
\ 
, - -	 -
I 
II 
- I - -	 -I 

II 

.-------
-	 I - -
Sensitivity of q,, 
-
I  
I 
---- Sensitivity of q,, 
-	
I 
- - --I 	 Sensitivity of q,,,, -I 

I
I 
I 

I 

\ 
I I I I I t I I I . I I I I I I I I I 
Sensitivity w.r.t. Sensitivity
-
 -

0 30 60 90 120 1500 30 60 90 120 150 
Time (hours) Time (hours) 
sensitivity to all three Kd values, at least during some portion of the 150-hour simulation. At later 
times in the simulation, the concentration of cobalt is only sensitive to the value of Kd,Co, since bio-
degradation has reduced the total aqueous concentration of EDTA so that essentially all of the cobalt 
is in the uncomplexed form. The concentration of cobalt is sensitive to &jCoEDTA and Kd,FeEDTA 
during the first half of the simulation; however, after 65 hours, cobalt becomes insensitive to the 
values of K d , c o ~ ~ ~ A  In comparison, the profiles in Figure 5.10 for the simulation and K d , F e ~ ~ ~ ~ .  
without biodegradation show that the total aqueous concentration of cobalt is insensitive to 
Kd,FeEDTAand remains sensitive to Kd,CoEDTAthroughout the simulation. 
The sensitivity profiles in Figure 5.14 indicate that iron and EDTA are relatively sensitive to 
Kd,coEDTAand Kd ,Fe~~TAand relatively insensitive to Kd,co. Figure 5.10 shows that the sensitivity 
of EDTA with respect to Kd,FeEDTAis negative for the entire simulation without biodegradation. 
When the effects of biodegradation are included in the reaction model, the sensitivity of EDTA with 
respect to Kd,FeEDTAis negative initially; however, it becomes positive after about 47 hours of simu- 
lation time. The concentration of EDTA becomes especially sensitive to &,FeEDTA at later times 
in the simulation, indicating that an increase in the value of K d , ~ e ~ ~ ~ Awill result in a large increase 
in the total concentration of EDTA at the end of the simulation. Raising the value of Kd,FeEDTAwill 
cause an increase in the amount of FeEDTA- sorbed to the mineral surfaces and a corresponding 
decrease in the aqueous concentration of FeEDTA-. Since aqueous FeEDTA- is a biodegradable 
f o m  of EDTA, decreasing the aqueous concentration of FeEDTA- will slow the rate of biodegrada- 
tion. Near the end of the simulation, after a significant amount of the EDTA has been degraded, the 
overall effect of an increase in Kd,FeEDTAwill be to increase the concentration of EDTA still present 
in the system. 
The relative sensitivity of the total aqueous concentration of EDTA with respect to the biodegra- 
dation rate parameters is plotted in Figure 5.15. The concentration of EDTA is most sensitive to q, 
and least sensitive to the decay coefficient, b. The sensitivity coefficients for Ks and q, are approxi- 
mately equal in magnitude, but opposite in sign. The sensitivity of EDTA is positive with respect 
to Ks and negative with respect to q,, reflecting the fact that the rate of biodegradation of EDTA 
will decrease as Ks increases and will increase as q, increases. The results show that the total 
aqueous concentration of EDTA becomes more sensitive to the biodegradation parameters as the 
simulation proceeds. The relative sensitivity of EDTA increases because the concentration of EDTA 
becomes lower as time progresses. Near the end of the simulation, increasing the value of q, or 
decreasing the value of Ks will result in a large percent increase in the concentration of EDTA; how- 
ever, the absolute change in concentration will be quite small. 
-- 
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In Figure 5.16, the sensitivity coefficients of the total aqueous concentrations of cobalt and iron 
with respect to the biodegradation parameters q,, Ks and KAare plotted as a function of time. The 
sensitivity of cobalt reaches a minimum value for q, at about 65 hours and a maximum value for 
Ks at about 60 hours. After attaining these extreme values, the magnitude of the cobalt sensitivity 
coefficients for Ks and q, decrease, approaching zero at about 80 hours. 
For iron, the sensitivity with respect to q, is negative initially, becomes positive from 65 to 98 
hours, and then becomes negative for the remainder of the simulation. The time variation in the sen- 
sitivity coefficients of iron with respect to Ks and q, can be explained by the coupling between the 
biodegradation, surface dissolution, and sorption reactions. During the first 48 hours of the simula- 
tion, most of the EDTA is in the form of COEDTA*-. The COEDTA~-complex is not degradable; 
however, increasing the value of q, will cause a decrease in the total concentration of EDTA in solu- 
tion. The reduction in the total aqueous concentration of EDTA will cause COEDTA~-to dissociate 
in order to satisfy chemical equilibrium. Sorbed COEDTA~-will then desorb in response to the re- 
duction in the aqueous concentration of COEDTA~-. The decrease in the sorbed concentration of 
CGmTA r - 6 ~ ~ - reac;ioii,the rate cf the sudace diss~!uti~n ;hereby decie~ingthe rate of 
formation of FeEDTA-, as well as the amount of iron released into solution due to the desorption 
of FeEDTA-. To summarize, during the first portion of the simulation, increasing the value of q, 
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---- 
- - 
- - 
- - 
- - 
FIGURE 5.16: Relative sensitivity vs. time plots showing the sensitivity of aqueous 

cobalt and iron to q,, Ks, and KA in the cobalt-iron-EDTA batch problem 

with linear kinetic sorption, surface dissolution, and biodegradation 
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causes a decrease in the concentration of CoEDTA, which lowers the rate of release of iron into solu-
tion; therefore, the sensitivity of iron with respect to q, should be negative. However, this line of 
reasoning was based on the assumption that most of the EDTA is present as COEDTA~-.From Fig-
ure 5.12, it is clear that after 48 hours, the majority of the EDTA in solution is in the degradable form 
of FeEDTA-. By itself, the biodegradation reaction will not affect the total concentration of iron 
in solution, since the assumption is made that iron is not incorporated into the cell. However, biodeg- 
radation will reduce the amount of iron present as FeEDTA- by decreasing the total aqueous con- 
centration of EDTA in solution. The reduction in the aqueous concentration of FeEDTA- will cause 
sorbed FeEDTA- to be released into solution, resulting in a net increase in the total aqueous con- 
centration of iron. According to this second line of reasoning, which holds when a significant 
amount of the EDTA is present as FeEDTA-, the sensitivity of iron with respect to q, should be 
positive. After the EDTA in the system has been completely degraded, the sensitivity of iron with 
respect to q, becomes negative, indicating that the net effect of increasing the rate of biodegradation 
is to decrease the aqueous concentration of iron. Therefore, at the end of the simulation, the total 
aqueous concentration of iron is controlled by the total amount of iron released into solution by the 
surface dissolution process during the first 65 hours of the simulation. 
The results of the sensitivity analysis of the cobalt-iron-EDTA problem with biodegradation 
were verified by direct perturbation. The surface dissolution rate constant was perturbed by 3 x 1 o - ~  
hours-', and the sorption mass transfer coefficients were perturbed by 0.02 hours-'. The size of the 
perturbations for Kd,Co, Kd,CoEDTA, were 2 x and 2 x lo4 L/g, respec- and Kd,FeEDTA 5x 
tively. The Monod parameters q,, Ks, and KA were perturbed by 1 x moles/g/day, 2 x 
moies~L,and 2 x i0-? moies~L,respectively. The yield coefficient was perturbed by 0.2 gramslmole, 
and the decay coefficient was perturbed by 1 x lo4 hours-'. 
BATKINDS and BATKINAS were both used to calculate the sensitivity coefficients for this 
example problem. In each case, the sensitivity calculations accounted for approximately one-quar- 
ter of the CPU time. In this example, sensitivity calculations were performed for 18 reaction param- 
eters, and the number of components in the system is 11. For the direct method, the sensitivity cal- 
culations will involve one LU decomposition of an 11 x l l matrix with 18 backsubstitutions. For 
the adjoint method, the sensitivity calculations will involve one LU decomposition of an 11 x 11 
matrix with 11 backsubstitutions plus 198 dot products of vectors of length 11. A comparison of 
the CPU time profiles of BATKXNAS and BATKINDS reveals that the sensitivity calculations took 
. .  . 
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calculations were performed without recalculation of the Jacobian matrix, the CPU times for the sen- 
sitivity calculations were cut approximately in half. Plots of the results obtained without recalcula- 
tion of the Jacobian were indistinguishable from the original results; therefore, using the Jacobian 
from the last iteration during the solution of the state equations did not appear to affect the accuracy 
of the sensitivity calculations. 
In BATKINAS, the user has the option to avoid calculating the sensitivity calculations at every 
time step, as described in section 4.2.3. When the sensitivity coefficients were computed every ten 
time steps, the overall run time of the simulation was reduced by about 18%;however, the CPU time 
for the sensitivity calculations actually increased to about 9.8 seconds. The simulation time was re- 
duced primarily because it was not necessary to write the sensitivity coefficients to an output file 
at every time step. The increase in the CPU demand associated with the backward-in-time solution 
of sensitivity calculations is due to the fact that more CPU time was required to assemble the Jaco- 
bian and to calculate the derivatives of the reaction rates with respect to the parameters. Specifically, 
it is necessary to redo the equilibrium speciation calculations at every intermediate time step in order 
to calculate the derivative rate terms. When the sensitivity equations are solved forward in time, 
the speciation calculations converge relatively quickly, since the initial guess is taken from the last 
iteration of the state equations. When the sensitivity equations are solved backward in time, the CPU 
time for the speciation calculations increases, since the initial guess from the solution of the state 
equations is no longer available. 
6. TRANSPORT SYSTEM WITH KINETIC REACTIONS: 
CALCULATION METHODS FOR SENSITIVITY COEFFICIENTS 
In chapter 6, the parametric sensitivity analysis considered in chapter 4 is extended to transport 
systems. The first section will consist of a brief literature review of sensitivity analyses applied in 
groundwater modeling. The second section presents the governing equations for reactive transport 
in groundwater. This section also describes several methods of solving the governing equations. 
Section 6.3 presents several methods of solving the parametric sensitivity equations for kinetic reac- 
tion parameters in transport systems. These methods are compared in terms of the theoretical com- 
putational demand associated with each algorithm. 
6.1 Sensitivity Analysis of Physical Parameters in Groundwater Modeling 
In the groundwater modeling literature, most sensitivity analyses have considered only physical 
parameters (e.g., hydraulic conductivity, aquifer thickness, storage coefficient, recharge rate, pump- 
ing rates, and boundary conditions). The majority of these physical parameter sensitivity studies 
have been primarily concerned with the sensitivity of head values with respect to hydraulic conduc- 
tivity (McElwee and Yukler, 1978; Sykes et al., 1985; Townley and Wilson, 1985). Several authors 
have also examined the sensitivity of contaminant concentration with respect to physical parameters 
(Ahlfeld et al., 1988; Jang et al., 1994; Skaggs and Barry, 1996). 
Groundwater flow and transport equations are generally solved on a spatially-discretized prob- 
lem domain at numerous discrete time levels. Since the sensitivity coefficients can vary in both 
space and time, it is possible to calculate a sensitivity coefficient for each parameter at every time 
step and nodal location in the problem domain. The computational demand of applying the direct 
method to calculate the sensitivity coefficients can be excessive. Because sensitivity coefficients 
are generally not required at all locations in the problem domain, the preferred method of solution 
of the sensitivity equations for flow and/or transport problems is the adjoint method (Sykes and Wil- 
son, 1984; Sykes et al., 1985; Townley and Wilson, 1985; Ahlfeld et al., 1988). 
In groundwater modeling, the direct and adjoint sensitivity methods have not yet been applied 
to compute sensitivity coefficients for reaction parameters; however, a few authors have used the 
direct perturbation approach to calculate sensitivity coefficients for adsorption reaction parameters. 
In order to investigate the effects of linear equilibrium adsorption reactions on the transport of a ra- 
dionuclide in a double-porosity system, Tomasko et al. (1989) define a dimensionless storage en- 
m & m ~ r s .  
thors used the direct perturbation method to calculate the sensitivity of the contaminant travel time 
with respect to this storage enhancement parameter, as well as three other dimensionless characteris- 
tic parameters and a number of natural physical parameters. Chen and McTernan (1 992) also used 
the direct perturbation method to calculate the sensitivity coefficients for sorption parameters in a 
one-dimensional model of contaminant transport. Chen and McTeman modeled the sorption reac- 
tions with a linear kinetic model (as in equation (2-1 1)) and calculated sensitivity coefficients for 
both the distribution coefficient and mass transfer coefficient. Both Tomasko et al. (1 989) and Chen 
and McTeman (1992) considered only a single contaminant species in their sensitivity analysis. 
A - = i  from r~t-~ts . . in ihc f i e  TheaLi-
6.2 Governing Equations and Method of Solution 
6.2.1 Governing Equations 
In order to model the transport of Nc aqueous components, it is necessary to solve a set of N, 
reactive transport equations. Assuming that the porosity is constant, the governing equation for the 
transport of aqueous component j through saturated porous media is given by: 
acj 
-+ L(c,) = R, j =  I ,  . . . ,  Nc (6-1)
at 
where L(Cj) is the advection-dispersion operator, and Rj is the reaction source/sink term (Yeh and 
Tripathi, 1989; Engesgaard and Kipp, 1992). For two-dimensional saturated groundwater flow, the 
advection-dispersion operator is given by: 
ac, ac, 
L(c,) = & (IxCj - Dxxdx - DxyF + $ (vy  Cj - DYyF - D y x zd C ~ )  (6-2) 
where Vi is the steady-state average linear velocity in the ith direction and Dik are the coefficients 
of hydrodynamic dispersion. The advection-dispersion operator for aqueous compnent j is linear 
in Cj and independent of any of the other components; however, the set of N,partial differential 
equations (PDEs) in (6-1) are coupled to one another through the kinetic reaction sourcelsink terms. 
In addition to the aqueous components, it is necessary to include immobile components in a 
. . 
rnodei of the sii'i~iirfii-enviroiimeiii. The mass balance eqiiiitioii for these ioriipoiieiits is giveii by: 
where mk is the concentration of immobile component k, N, is the number of immobile compo- 
nents, and Rk equals the rate of accumulation of immobile component k due to kinetic reactions. 
Equation (6-3) has the same form as the mass balance equations for immobile components in batch 
systems (4-2), since immobile species are not affected by the processes of advection and dispersion. 
While there are no spatial derivatives in (6-3), the reaction rate term couples these ODEs to each 
other and to the spatially-varying PDEs in (6-1). If equation (6-3) is decoupled from (6-I), the 
ODEs can be solved as a batch problem at each spatial location. 
6.2.2 	 Coupling of Transport and Reaction Equations 
The reaction rate terms in equations (6-1) and (6-3) are complex nonlinear functions involving 
any of the aqueous or immobile species in the system. Therefore, equations (6-1) and (6-3) present 
a system of Nc +N, nonlinear coupled PDEs and ODEs. The solution of a linear PDE is relatively 
straightforward; there are a number of efficient numerical methods available to solve this type of 
equation. In order to avoid solving a nonlinear coupled system of PDEs, it is often advantageous 
to decouple the calculation of the nonlinear rate terms from the solution of the transport equation. 
The practice of separately solving the transport and reaction rate equations has been referred to as 
the two-step solution method in the literature (Kinzelbach et al., 1991 ;McNab and Narasimhan, 
1994; Walter et a[.,1994). The two-step solution method allows for the efficient incorporation of 
both equilibrium and kinetic reactions into the reactive transport equations. 
Numerous codes have been developed using some type of two-step solution approach to incor- 
porate the effects of chemical or microbiological reactions in the transport equations (e.g., Yeh and 
Tripathi, 1991;Miller and Rabideau, 1993; McNab and Narasimhan, 1994; Walter et al., 1994). The 
two-step solution algorithms can be divided into two groups, based on whether the reactive and 
transport steps are coupled sequentially or iteratively. The technique of sequentially solving the 
transport and reactive portions of the reactive-transport equation is known as operator splitting. Al- 
ternatively, iterative methods, such as the sequential iterative approach (SIA), involve repetitively 
solving the transport and reactive steps until convergence is attained. 
In operator splitting, the reactive-transport equation is integrated over an arbitrary time interval 
At in two stages. In the first stage, an intermediate solution is calculated from the nonreactive por- 
LL- &-e-q--J ----- T /fl
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is obtained by integrating the reaction operator (Rj) over the interval At, using the intermediate solu- 
tion as the initial condition. The operator splitting algorithm is represented by the following two 
steps: 
where c,*is an intermediate solution for the concentration of aqueous component j, EI is a time- 
weighting factor varying between n and *, and ~2 is a time-weighting factor varying between * and 
n+l. For aqueous components, ue*refers to the intermediate solution, ce*; for immobile compo- 
nents, ue*refers to the solution at the previous time level, men. The application of the operator split- 
ting approach to the reactive transport equations (6-1) and (6-3) leads to a spatial decoupling of the 
components. The N, equations in (6-4) are linear and decoupled from each other. After spatial 
discretization of the problem domain into Nn nodes, the first operator splitting step entails solving 
N, systems of N, equations in N, unknowns. Equation (6-5) contains no spatial derivatives; there- 
fore, after spatial discretization of the domain, the second operator splitting step requires the solution 
of Nn independent systems of Nc + N, coupled nonlinear equations. At each node, the integration 
of the reactive portion of the transport equation (6-5) can be performed with any of the nonlinear 
ODE solution techniques described in section 4.1. 
The operator splitting approach has been reported to be associated with mass-balance errors and 
numerical diffusion (Valocchi and Malmstead, 1992; Barry et al., 1996). In particular, Valocchi and 
Malmstead found the mass balance errors to increase as the reaction rate increased. These type of 
numerical enors can generally be reduced by using a smaller time-step; however, the computational 
burden of the problem increases as the time-step decreases. Steefel and MacQuarrie (1 996) note that 
the numerical error associated with the standard operator splitting method can also be reduced by 
using the Strang splitting technique, in which the reaction step (6-5) is centered between two trans- 
port steps of length AV2. Strang splitting also increases the computational demand of  the problem, 
since the transport step must be integrated twice during each time step. 
For problems with fast kinetic reactions, the sequential iterative approach often provides a more 
accurate and efficient solution method. The SIA has been described extensively in the literature by 
several authors, including Cederberg et al. (1985), Yeh and Tripathi (1989), Kinzelbach et al. 
(1991), Engesgaard and Kipp (1992) and Steefel and MacQuarrie (1996). Each SIA iteration con- 
sists of two parts: 1) estimation of the reaction sourcelsink terms from a trial solution, and 2) solution 
of the mass balance equations ((6-1) and (6-3)) with the constant reaction term estimated in the first 
step. In order to illustrate the SIA approach, a fully-implicit time discretization is applied to the reac- 
tive transport equation (6-1). The SIA scheme is given by: 
where the superscript n refers to the time level and the superscript p refers to the iteration level. Note 
that a similar time-discretized approximation is made for the immobile-phase mass balance equa- 
tions (6-3). During each SIA iteration, the reaction rate term in equation (6-6) is estimated based 
on the trial solution from the previous iteration. Since the rate term is no longer a function of the 
concentrations at the present iteration level, equation (6-6) becomes a linear PDE, and the equations 
for each component become decoupled from one another. 
The convergence behavior of the standard SIA can be improved by estimating the reaction rate 
with additional terms from the Taylor Series expansion of the rate term (given in equation (4-5) of 
section 4.1). In order to improve upon the computational performance of the standard SIA, while 
maintaining the decoupled nature of the equations, the rate term is approximated with the truncated 
first-order Taylor Series given in equation (4-8). The solution algorithm that arises from the approx- 
imation of the rate term with (4-8) is known as the first-order sequential iterative approach (SIA-1) 
(Tebes-Stevens et al., in press), while the standard SIA described in the literature is referred to as 
the zero-order approach (SIA-0). Applying a fully-implicit time discretization, the SIA-1 scheme 
is given by: 
In the SIA- 1 method, it is necessary to calculate new values of the reaction rate and derivative terms 
at each iteration. In (6-7) (and (4-8)), the rate term is approximated by considering only the func- 
tional dependence of Rj upon Cj. It is interesting to note that if all first-order terms (ie., including 
the dependence of Rjupon all the Ces and mks), then a complete Newton-Raphson iterative method 
would result, and all of the component equations would be coupled at each spatial grid point. In 
general, solution of such a large coupled system of equations is not feasible. 
Comparing SIA-0 and SIA- 1, it is clear that the primary additional computational burden of the 
latter is the computation of the reaction derivative terms. The SIA-0 and SIA-1 methods have been 
compared for several example problems, including a column study on the migration of cobalt and 
EDTA through iron oxide-coated sand. The cobalt-iron-EDTA system is affected by the equilibrium 
speciation reactions and the kinetic reaction processes described in sections 5.2.1 and 5.2.2. The 
timescales of the kinetic reactions vary over several orders of magnitude, resulting in a stiff system 
of governing equations. When the sorption reactions in the cobalt-iron-EDTA system were charac- 
terized by fast kinetics, the SIA-0 method required a time-step that was at least two orders of magni- 
tude smaller than the time-step used for the SIA- I method (Tebes-Stevens et al., in press). This re- 
duction in the time-step resulted in a sizabie increase in the CPU time of the simulation. In this 
example problem, the advantage of using SIA- 1 over SIA-0 is obvious. This result is typical of prob- 
lems involving reactions characterized by fast kinetics. In other example simulations, the same 
time-step could be used for both SIA-0 and SIA- 1;however, the average number of iterations per 
time-step was found to be smaller for SIA-I than for SIA-0. In general, the CPU time of each SIA-1 
simulation was found to be less than that of the corresponding SIA-0 simulation. However, the com- 
parisons of SIA-0 and SIA-1 demonstrated that the overall savings in CPU time is problem-depen- 
dent. In fact, for problems involving very slow kinetics, it may be more efficient to use SIA-0 (or 
operator splitting) than the SIA- 1 method. 
6.2.3 	 Solution of Reactive Transport Equations 
Regardless of the coupling method used (operator splitting, SIA-0 or SIA- I), the reactive trans- 
port equations must by solved on a spatially-discretized domain at each time step. After the reaction 
sourcehink terms are evaluated, the spatial derivatives arising from the advection and dispersion 
terms of the transport equation are approximated using standard finite element (FEM) techniques 
on regular rectangular elements. In this section, the solution procedure will be illustrated with a de- 
scription of the algorithm used in the reactive transport code SIAIDS, which is based on FEREACT 
(Tebes-Stevens et al., in press). 
SIA lDS employs the SIA- 1 coupling method to solve the system of governing equations given 
by (6- 1) and (6-3). The overall solution algorithm is outlined in Figure 6.1. The transport equation 
(6-7) is rearranged SO that Ac~P+' = -Cjn+"p)(i.e. the change in total aqueous concentra- (C~*+'T~+'  
tion of component j) is the dependent variable; therefore, equation (6-7) can be written: 
FIGURE 6.1: SIA-1 algorithm 
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Rearranging equation (6-8) so that the unknowns are on the left-hand-side of the equation gives: 
In order to approximate the spatial derivatives in the advection-dispersion operator, the problem do- 
main is discretized into N, nodes. After applying the standard FEM approach to the spatial deriva- 
tives, the following system of equations is obtained: 
where [MI is the banded mass matrix, [DR] is the diagonal matrix of rate derivatives, [A] is the 
banded advection-dispersion matrix, C i s  the nodal vector of concentration residuals, C is the nodal 
vector of concentrations, and 8 is the nodal vector of rate terms. For steady-state flow, the [MI and 
[A] matrices are constant in time; however, the [DR] matrix must be recalculated at every iteration. 
The entries of the [MI and [A] matrices are defined in standard references on finite element methods 
in groundwater modeling (e-g., Istok, 1989). Each of the vectors in (6-10) has length N,, and each 
of the matrices is a square matrix of order N,. An equation of the form (6-10) is obtained for each 
of the N, aqueous components. The system of algebraic equations defined in (6-10) is sparse and 
nonsymmetric. SIAlDS solves this system of equations using a very efficient iterative solver, the 
Generalized Minimum Residual Equation Solver (GMRES, see Saad and Schultz, 1986). Equation 
(6-10) was derived for fully-implicit time stepping; however, SIAlDS permits either fully implicit 
or Crank-Nicolson time discretization through the use of a time-weighting factor. 
During each SIA iteration, it is also necessary to solve for the change in the immobile-phase 
concentrations due to the heterogeneous kinetic reactions. For illustrative purposes, a fully-implicit 
time discretization is applied to the mass balance equation (5) for immobile components. (Again, 
it is possible to use either fully implicit or Crank-Nicolson time stepping in SIAlDS.) 
In accordance with the SIA-1 method, the reaction rate term at the (p+l)th iteration is estimated us- 
ing both a rate term and a derivative rate term computed at the previous iteration level: 
Rearranging equation (6-12) so that the unknowns are on the left-hand-side of the equation gives: 
Equation (6-1 3) is solved separately at every spatial node for each of the N, immobile components. 
It is clear that the immobile component concentrations at a given location are independent of the 
concentrations at other locations in the problem domain. In contrast, the advection-dispersion oper- 
ator (L(C)) in equation (6-1) necessitates the simultaneous solution of the equation at all elements 
for a given aqueous component, resulting in the matrix equation (6-10). 
During the pth SIA iteration, equations (6-10) and (6-13) are solved to obtain the change in 
the aqueous component concentrations (ACjP) and the new immobile component concentrations 
(mkn+'Q), respectively. The SIA method is said to have converged when ACjP is small for all 
aqueous components and AmkP (=mkn+l9p - mkn+l3p1) is small for all immobile components. 
SIAlDS employs both absolute and relative convergence checks for each aqueous and immobile 
component. The absolute convergence check ensures that the change in the concentration of each 
component is smaller than auser-specified tolerance during the last iteration of every time step. Sim- 
ilarly, the relative convergence check ensures that the relative change in the concentration of each 
component is smaller than a user-specified tolerance, where the relative change in concentration is 
defined as the change in the concentration of a given component divided by the concentration of the 
component at the previous iteration level. 
6.3 Calculation of Sensitivity Coefficients for Reaction Parameters 
6.3.1 Direct Method of Sensitivity Calculations 
The state equations ((6-1) and (6-3)) can be differentiated with respect to kinetic reaction pa- 
rameter ag to obtain a system of sensitivity equations. The sensitivity equations are given by the 
following system of coupled linear PDEs: 
ac, 
where Sjq = - and Skq = -. The quantities Rj, Cp, mk, and Rk are known at the current time 
aa, aa, 
level from the solution of the state equations. As was shown in section 4.2.5, the partial derivative 
of the rate with respect to the parameter value takes a slightly different form for calculation of the 
sensitivity coefficients for equilibrium constants in a problem with mixed kinetic and equilibrium 
reactions. For equilibrium constant K,, the sensitivity equations for aqueous and immobile compo- 
nents in a reactive transport problem are given by: 
ac, amk
where Sjm = - and Skm = -. 
JKm 
Equations (6-14), (6-15), (6-16) and (6-17) are written in terms of the absolute sensitivity co- 
efficients. The relative sensitivity coefficients can be calculated by multiplying by the parameter 
value and dividing by the component concentration, as in equation (4-12). For sensitivity calcula- 
tions in reactive transport problems, the computation of relative sensitivity coefficients often results 
in anomalous spikes in sensitivity in regions of extremely low concentration; therefore, it is conve- 
nient to define a third type of sensitivity coefficient as follows: 
where U, is the total concentration of component j, which may be aqueous or immobile. The hybrid 
sensitivity coefficient defined in (6-1 8) has units of concentration, allowing for comparison of sen- 
sitivity coefficients for parameters with different units. 
After calculating the sensitivity coefficients for the total aqueous component concentrations by 
solving equations (6-14) and (6-16), it is also possible to calculate the sensitivity coefficients for 
the uncomplexed aqueous component concentrations and the complex concentrations. In reactive 
transport problems, the method of calculating these sensitivity coefficients is the same as the method 
used in batch systems with mixed kinetic and equilibrium reactions, except for the fact that the cal- 
culations must be performed at each node. The calculation of the sensitivity coefficients of the un- 
complexed concentration of each aqueous component entails solving the system of linear algebraic 
equations defined in (4-47) for each kinetic parameter aq,and solving the system of equations de- 
fined in (4-48) for each equilibrium constant K,. Similarly, the sensitivity coefficients of the com- 
plexes are calculated by solving (4-49) and (4-50). 
In (6-14) and (6-1 6), the advection-dispersion operator, L, is applied to the sensitivity coeffi- 
cients of the aqueous component concentrations. Since the aqueous and immobile sensitivity equa- 
tions are coupled together, the full system of sensitivity equations must be solved simultaneously 
on a discretized spatial domain. For a domain with N,nodes, a linear system of N,*(N, +N,) alge-
braic equations must be solved for an equivalent number of unknowns at every time step for each 
parameter of concern. In comparison, the solution of the state equations using one of the two-step 
methods described in section 6.2.2 requires the solution of a linear system of N,algebraic equations 
for each of the Nc aqueous components at every time step (or iteration level). 
To illustrate the solution procedure for sensitivity coefficients in reactive transport problems, 
equations (6-14) and (6-1 5 )are discretized in time and space to form a sparse, nonsymmetric system 
of equations; for implicit time weighting, this system of equations is given by: 
where & is a vector containing the component sensitivity coefficients at each node. Assuming that 
the sensitivity coefficient array Sqis numbered so that the concentrations of a given component are 
A 
grouped together, the Jacobian matrix, [J],in (6-1 9) is defined as follows: 
where j = i * k  and m = i * e  
nodei 
The structure of [J] is given in the following illustration: 
where the combined matrix [j]contains (Nc + N,)~ submatrices. Each banded submatrix [JIkP is 
of order N, and contains the derivatives of the rate of production of component k with respect to 
A 
the concentration of component t. In (6-191, the combined mass matrix, [MI, is a block diagonal 
matrix of order Nn*(Nc + N,) with the following structure: 
where [MIj is the banded mass matrix from equation (6-1 0)for aqueous component j. The diagram 
A 
above shows that the submatrices of [MIthat correspond to immobile components are given by an 
Aidentity matrix of order N, x N,. In (6-19), the combined advection-dispersion matrix, [A], is a 
square matrix of order Nn*(Nc + N,) with the following structure: 
[A] = 
where [AIj i s  the banded advection-dispersion matrix defined for each aqueous component j in equa- 
tion (6-10). In the diagram above, the N, x N, matrix [AIj is shown to be a nine-diagonal matrix; 
this structure is consistent with a two-dimensional domain discretized into regular rectangular ele- 
A 
ments. The submatrices of [A] that correspond to immobile components are given by a matrix of 
order N, x N, with all entries equal to zero. Rearranging equation (6-19) so that the unknowns are 
on the left hand side gives the following matrix equation: 
d ~ ~ * +  

(&[M] + [A] - [ i l n + l ) s ; + l  = -da, At1 A
+ -[MIS; 
At every time step, equation (6-21) is solved once for each parameter, ag,of interest; however, it 
is only necessary to decompose the left-hand-side matrix once per time step. 
The system of equations defined in (6-21) has a band width of (N,*(N, +N,) +Ny + I), where 
Ny is the number of nodes in the y-direction and the assumption is made that the nodes are ordered 
sequentially by column (i-e. in the y-direction). The band width can be reduced by rearranging 
(6-21) so that the equations at a given node are grouped together. Grouping the equations by node 
number rather than component number reduces the band width to ((Ny + 2)*(Nc + N,) - 1). The 
new equation is expressed in matrix form as [GI&' =h, where the matrix [GI is constructed by per- 
forming row and column interchanges on the left-hand-side matrix in (6-21). The structure of [GI 
is shown in Figure 6.2 for a two-dimensional domain discretized ifit6 iegula- rectangular elements. 
Each submatrix in [GI is associated with a particular spatial node and is a square matrix of order 
(Nc +N,). Since the two-dimensional domain is discretized into rectangular elements, each node 
is coupled to  eight surrounding nodes, and the number of diagonals in [GI is equal to (9*(Nc+N,) 
+ 3*(Nc +Nm- 1)). 
FIGURE 6.2: Structure of [GI for consistent formulation 
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The band width and number of diagonals in [GI can be further reduced by lumping the deriva- 
tive rate terms,. Lumping refers to the technique of approximating a specific term in the PDE by 
averaging its value over the element, rather than computing the element matrix for the term after 
approximating the solution variable with the standard interpolation function (Istok, 1989). Using 
this technique, the off-diagonal elements in the off-diagonal submatrices in [GI are eliminated. Fig- 
ure 6.3 shows the structure of [G]for the lumped fom-ulation of the derivative rate terms. In this 
case, the band width is (Ny+ l)*(Nc +Nm),and the number of diagonals is (2*(N, +N,) +7). For 
the original formulation in which the the equations were grouped by component number, lumping 
of the derivative rate terms will reduce the band width to (Nn*(Nc +N,) - 1). In the lumped formula- 
A 
tion, [J] contains (2*(N, + N,) - 1) diagonals and the spacing between diagonals is N,. 
FIGURE 6.3: Structure of [GI for lumped formulation 
The excessive computational demand of the sensitivity calculations suggests that the system of 
equations should by solved with an approximate method. One possible approximate solution meth- 
od for the sensitivity equations is obtained by applying the operator splitting approach to the sensitiv- 
ity calculations. The left hand side of equation (6-14) is split into two parts, based on whether the 
terns represent advection-dispersion effects or kinetic reaction effects. In the first step, the advec- 
tion-dispersion operator in (6-14) is integrated over the time step using the finite element method. 
The first step is represented by the following matrix equation: 
where the superscript * refers to an intermediate solution, and Sjqis the nodal vector of sensitivity 
coefficients of the concentration of the jth aqueous component with respect to parameter aq .  The 
system of N, equations given in (6-22) is solved once for each aqueous component and each parame- 
ter, aq,of interest. In the second step of the operator splitting method, the reactive portion of the 
sensitivity equations is integrated over the time step, by solving the equations as a batch system at 
each node. Therefore, at each node i, it is necessary to solve the following matrix equation: 
where q , i  is a vector of of length Nc + N, containing the sensitivity coefficients for parameter aq 
at node i. For each aqueous component, the initial conditions in this second step (qyi*)are given 
by the intermediate solution (sjq*) calculated from (6-22). For each immobile component, the ini- 
tial conditions are given by the sensitivity coefficients at the previous time level. Any of the numeri- 
cal methods described in section 4.2 can be used to perform the calculations required in the second 
step. It should be noted that it is necessary to use a small time step in the operator splitting method, 
since the numerical error is proportional to At (Valocchi and Malmstead, 1992; Barry et al., 1996); 
however, if the operator splitting approach is used to solve the state equations, the time step will be 
already be limited to reduce the numerical error in solving for the concentrations at each time step. 
6.3.2 Adjoint Method of Sensitivity Calculations 
In section 4.2.2, the adjoint method was shown to be more efficient than the direct method for 
the computation of parameter sensitivity coefficients in most batch reactive systems. If the direct 
method is applied to calculate the sensitivity coefficients, a matrix equation is solved once for each 
of the Np parameters in the system. If the sensitivity coefficients are computed using the adjoint 
method, a matrix equation is solved once for each of the performance functions. For the calculation 
of all sensitivity coefficients in a batch reactive system, the number of performance functions is 
equal to the number of components (N, +N,), which is generally smaller than Np. In this section, 
the adjoint method is derived for the calculation of sensitivity coefficients in reactive transport prob- 
lems. 
The first step in the adjoint method is to define a performance measure, F, that in some way 
describes the state of the system. One particularly simple definition for the performance function 
(F) is given by: 
where U is a vector (of length Nn*(N, +N,)) containing the component concentrations at all nodes 
in the problem domain and w is a vector of weighting coefficients (typically equal to zero or one). 
The vector 51is defined as follows: 
To obtain the concentration of a particular component concentration at a particular node, the element 
of the vector w that corresponds to the specified component at the specified node is set equal to one, 
and the other elements in are set equal to zero (as in equation (4-1 8)). If the sensitivities are to 
be computed for all of the component concentrations at all of the nodes, it will be necessary to define 
Nn*(N, + N,) performance functions of the form (6-24). 
At a given time step (n+l), the sensitivity of the performance measure with respect to reaction 
parameter a4is obtained by taking the derivative of equation (6-24) with respect to aq: 
since w- as defined above, is not a function of aq. Equation (6-26) requires the evaluation of the 
state sensitivity coefficients. In order to eliminate the need to directly calculate the state sensitivity 
coefficients, the system of state sensitivity equations (6-19) is multiplied by an arbitrary vector, A, 
and subtracted from equation (6-26), resulting in the following equation: 
n + l  
+dF -

da4 -4 ) 1-9 1 ,a, 
--
A 
- sn + [A]sn+l - a~," - ' 
in section 4.2.2 (Townley and Wilson, 1985; Tortorelli and Michaleris, 1994). 
Rearranging (6-27) so that the terms involving the state sensitivity coefficients at the current 
level are grouped together gives the following equation: 
In order to avoid calculation of the state sensitivity coefficients, is chosen so that the term enclosed 
in square brackets in (6-28) is equal to zero. This is accomplished by solving the adjoint problem, 
which is derived by setting the term in square brackets equal to zero and taking the transpose of the 
result: 
Equation (6-29) is solved to obtain the vector associated with the performance function defined 
in (6-24). If more than one performance function is defined, equation (6-29) is solved with a differ- 
ent right-hand-side vector for each performance function. It is only necessary to perform one matrix 
decomposition, regardless of the number of performance functions. 
If is calculated by solving (6-29), the term in square brackets in equation (6-28) is by defini- 
tion equal to zero. The vector of sensitivity coefficients at the current time level ( h n+ l )  is, therefore, 
eliminated from equation (6-28). Combining equations (6-28) and (6-29), the sensitivity of the 
performance function is given by: 
For a given performance function, equation (6-30) is solved once for every reaction parameter of 
interest. The solution of (6-30) is straightforward, since all of the terns on the right hand side are 
known. If w is defined so that the element corresponding to component k and node i is set equal 
-n+l  
to one and all of the other elements are equal to zero, F is simply equal to Uki,and the derivative -
of gn+'with respect to aqis equal to (Sq)ki. If performance functions are defined for each of the 
components at each of the nodes, it will be necessary to solve equation (6-30) Np*Nn*(Nc +N,) 
times at every time step. 
The computational demand associated with using the adjoint method (given by (6-29) and 
(6-30)) to calculate all of the sensitivity coefficients for Np parameters can be compared to the com- 
putational demand of the direct method (given by (6-21)). The number of matrix operations re- 
quired for the adjoint method is equal to one decomposition of a square matrix of order Nn*(Nc + 
N,), Nn*(Nc + N,) forwardhackward substitutions (one for each performance function), and 
Np*Nn*(Nc+ N,) dot product calculations for vectors of length Nn*(Nc + N,). In comparison, the 
direct method requires one decomposition of a square matrix of order N,*(N, +N,) and Npforward/ 
backward substitutions. In general, N, >>Np>Nc+N,; therefore, the direct method requires fewer 
forwardhackward substitutions than the adjoint method. In reactive transport problems, the direct 
method is more efficient than the adjoint method for the calculation of reaction parameter sensitivity 
coefficients of all components at all nodes. 
6.3.3 Using the Adjoint Method to Avoid Calculating the Sensitivity Coefficients at all Nodes 
In the direct method, a large system of sensitivity equations is solved for each parameter at every 
time step to obtain the sensitivities of each component concentration at each node. However, it is 
often unnecessary to calculate the entire spatial distribution of sensitivity coefficients. For example, 
the goal of a subsurface contaminant transport modeling project might be to determine whether the 
concentration of a contaminant will exceed a specified limit along some boundary in the problem 
domain. In that case, sensitivity coefficients might only be needed for nodes that are located near 
or along the boundary. These sensitivity coefficients could be used to estimate the effects of parame- 
ter uncertainty on the calculated concentrations in the critical region. Additionally, at any given time 
during a simulation, the contaminant plume might only occupy a small region in the problem do- 
main. To reduce the computational demand of the sensitivity calculations, it might be advantageous 
to avoid calculating the sensitivity coefficients at locations where the concentration is insignificant. 
In the adjoint method, the performance functions can be defined in order to selectively calculate 
the sensitivity coefficients for specific components of concern at all nodes in the problem domain 
or only at critical locations in the problem domain. For each sensitivity coefficientthat is tobe celcu-
lated, the performance function is defined as in (6-24), with all elements in w set equal to zero except 
for the element referring to the component and nodal location in question. It is only necessary to 
define performance functions for those sensitivity coefficients that are to be computed. 
From equation (6-30), it is clear that the adjoint method, as derived in section 6.3.2, requires 
the computation of the sensitivity coefficients for all components at all nodes at the previous time 
level (n), in order to calculate a given sensitivity coefficient at the current time level (n+l). In order 
to avoid calculating all coefficients at the previous time level, the augmented performance function 
should be defined as follows: 
(Michaleris, 1994). The definition in (6-31) contains concentrations from the initial conditions 
(T=O) up to the current time level (t=n+l). 
Taking the derivative of (6-3 1) with respect to some parameter, aq,  the sensitivity of the perfor- 
mance function with respect to aqis given by: 
Following the same approach used in section 4.2.3, equation (6-32) is rearranged so that all terms 
that multiply the sensitivity vector from a particular time level are grouped together, as follows: 
where S+O is the sensitivity vector at time zero. The vectors AT (1 5 t 5 n+l) are arbitrary and can 
therefore be chosen so that the terms in square brackets in (6-33) are equal to zero. Setting the terms 
in square brackets equal to zero and taking the transpose, the adjoint problem is given by: 
The set of equations in (6-34) is solved once for each performance function; however, only one de- 
composition of each of the left-hand-side matrices is required. 
After solving for AT,equation (6-33) can be used to compute the sensitivity of the performance 
function with respect to aq.The simplified form of (6-33) is given by: 
since the definition of AT ensures that terms in square brackets are zero, and the initial sensitivity 
vector, sqO,is by definition equal to zero. This calculation is only performed for those components 
and nodal locations for which sensitivity coefficients are to be computed. 
The adjoint problem in (6-34) is evaluated by solving backwards in time, starting at the current 
time level (n+l) and ending at the first time step in the simulation. It is necessary to store the Jaco- 
A 
bian matrix [J](or the decomposition of the left-hand-side matrix in (6-34)) from the first time step 
up to the time level at which the sensitivity calculations are being performed. For the calculation 
in (6-35), it is also necessary to store the vector of the derivatives with respect to aqof the rate of 
the production of each component at each node. This vector of rate derivatives must be stored for 
each of the i\ip para=cters. The !eft-hmd-side r?lztrix in (6-34) is 2 squm rr?.trix cf ~rderNn*(NC 
+N,), and each derivative rate vector in (6-35) is of length Nn*(Nc +N,). It is clear that the neces- 
sary amount of storage becomes prohibitive when the adjoint method is formulated to avoid the cal- 
culation of the sensitivity coefficients of all components at all nodes. 
6.3.4 Comparison of Methods for Sensitivity Calculations 
The computational demand of the adjoint method, the standard direct method, and two operator 
splitting methods are compared below in Table 6.1. In the first operator splitting method, the direct 
method described in section 4.2.1 is used to solve the batch sensitivity equations at each node; in 
the second operator splitting method, the adjoint method described in section 4.2.2 is used to solve 
the batch sensitivity equations at each node. The first, third and fourth methods in Table 6.1 were 
implemented in the codes SIA IDS, OPSPLTDS and OPSPLTAS, respectively. For reference, the 
quantities used in Table 6.1 are defined as follows: 
Np = number of reaction parameters 
N,= number of nodes 
Nc = number of aqueous components 
N, = number of immobile components 
Table 6.1: Comparison of computational demand for calculation of all sensitivity 
coefficients at all nodes in a transport problem 
r 
Method # of matrix order of #ofr.h.s. numberofdotproducts 
decompositions matrix vectors {length of vector} 
Direct 	 1$ Nn*(Nc + Nm) N~ 
Adjoint 1$ Nn*(Nc+Nm) Nn*(Nc+Nm) Np*Nn*(Nc+Nrn) 

{Nn*(Nc + Nm)} 

Operator splitting* Nc or 0t Nn NP*Nc 

' *  - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
with direct batch Nn Nc + Nm Nn*N, 

Operator splitting* N or 07 N *Nc 

'. - - - -5- - - - - - - - .- - - - ? - - - - - - - - -YP - - - - - - - - - - - - - - - - - - - - - - - - -
with adjoint batch Nn Nc + Nm Nn*(Nc+ Nm) Nn*Np*(Nc+ Nm) 
{Nc+ Nml 
* The operations above the dotted line are for integration of the transport portion of the sensitivity equations, 

and the operations below the dotted line are for solution of the batch sensitivity problem at each node. 

3	 If the sensitivity equations are solved by decomposition of the left-hand-side matrix, it is only necessary 
to perform one decomposition. Since SIAlDS uses an iterative method (GMRES) to solve the state and 
sensitivity equations, the decomposition of the coefficient matrix will not be computed. 
7	 If the operator splitting approach is applied to the state equations and the decompositions of the Nc left-
hand-side matrices are stored, it will be unnecessary to perform any additional matrix decompositions. 
Note that if the dispersion parameters in [A] are the same for each aqueous component, it is only necessary 
to perform a decomposition for one left-hand-side matrix. Since OPSPLTDS and OPSPLTAS use an itera-
tive method (GMRES) to solve the state and sensitivity equations, the decomposition of the coefficient 
matrix will not be computed. 
The number of operations necessary for the LU decomposition of a general N x N matrix is 
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for LU decomposition and forwardhackward substitution will be reduced to approximately ~b~ and 
Nb, respectively, where b is the bandwidth.) In comparison, approximately N operations are re- 
quired to compute the dot product of two vectors of length N. The computational demand of each 
algorithm is, therefore, primarily dependent on the size of each matrix equation that must be solved. 
The standard direct and adjoint methods require one or more decompositions of a banded matrix of 
order Nn*(Nc + N,), while the operator splitting methods only require decompositions of matrices 
of order Nc + N, (and possibly matrices of order N,). Since N,>> Np> N, +N,, the operator split- 
ting methods are expected to be more efficient than the standard direct or adjoint method. However, 
as is noted in section 6.3.1, the operator splitting approach may require a smaller time step than the 
direct method. If it is necessary to reduce the time step by an excessive amount, the operator splitting 
method may be less efficient than the direct method. Table 6.2 compares the operation count of the 
operator splitting approach to the operation count for the solution of the full system of sensitivity 
equations. In Table 6.2, Ny is the number of nodes in the y-direction; the other quantities used in 
the table are defined above Table 6.1. Choosing fairly typical numbers for a reactive transport prob- 
lem (N, = 1000,Ny = 20, Nc = 5, N, = 5 , and Np = 20), the operation counts in Table 6.2 indicate 
that the operator splitting approach would be less efficient than the standard direct method if the time 
step had to be reduced by a factor of about 37. 
Table 6.2: Comparison of the operation counts for solution of the sensitivity equations 
by the direct method with and without operator splitting 
LU decomposition forwardhackward substitution 
Direct N,* (N,+ 1)2* (Nc + N,)~ 
Np* Nn* (N,+ I )  * (Nc + N,)~ 
Note that it will not be necessary to perform these operations if the operator splitting approach 
is applied to the state equations and the decompositions of the Nc left-hand-side matrices are 
stored. These operations are included in the example operation count for a typical reactive 
transport problem. 
Table 6.1 and the derivation in section 6.3.2 reveal that the adjoint method is less efficient than 
the direct method for the calculation of reaction parameter sensitivity coefficients at all nodes. How- 
ever, in section 6.l ,  it was noted that the adjoint method is the preferred method of solution of the 
sensitivity equations for physical parameters in flow and transport problems. The adjoint method 
performs better than the direct method for the calculation of physical parameter sensitivity coeffi- 
cients, because the parameter values (e.g., hydraulic conductivity) vary spatially. Making the pa- 
rameters spatially variable increases the total number of parameter values and therefore, the number 
of sensitivity coefficients, by a factor of N,. Instead of calculating the sensitivity of the concentra- 
tion of component j at node i with respect to parameter q, it is necessary to compute the sensitivity 
of the concentration of component j at node i with respect to parameter q at node k. As is the case 
for constant parameter values, the direct and adjoint methods each require one decomposition of a 
matrix of order Nn*(Nc +N,) for problems with spatially varying parameters. However, when the 
parameters vary spatially, the direct method requires Nn*Np forwardhackward substitutions, while 
the adjoint method requires Nn*(Nc + N,) forward/backward substitutions plus an additional 
Nn*Np*Nn*(Nc+ N,) dot product calculations for vectors of length Nn*(Nc + N,). Therefore, 
introducing spatial variability in the parameter values increases the number of forwardlbackward 
substitutions by a factor of N, for the direct method and increases the number of vector dot products 
by a factor of N, for the adjoint method. Since Nn*Np is usually larger than Nn*(Nc +N,), the ad- 
joint method generally requires fewer forwardhackward substitutions then the direct method when 
the parameters vary spatially. The number of operations for forwardhackward substitution is pro- 
portional to the square of the order of the matrix (or equivalently, the length of the right-hand-side 
vector), while the number of operations for the dot product of two vectors is proportional to the 
length of the vector; therefore, the computational demand of the adjoint method will be lower than 
that of the direct method if the parameter values vary spatially. 
6.3.5 Implementation 
The SIAlDS code uses the SIA- 1 method to solve the reactive transport equations and the direct 
method to solve the reaction parameter sensitivity equations. The operator splitting approach is ap- 
plied to solve the state and sensitivity equations in the codes OPSPLTDS and OPSPLTAS, which 
use the direct and adjoint methods, respectively, to solve the resulting batch system of sensitivity 
equations at each node. In each of the three codes, reaction models are included for equilibrium 
aqueous speciation, linear kinetic sorption, Langmuir kinetic sorption. biodegradation with Monod 
kinetics, and a general reversible reaction with forward and reverse rate constants. Absolute, relative 
or hybrid sensitivity coefficients can be calculated for any of the kinetic reaction parameters or equi- 
librium constants. 
An iterative GMRES solver is used to solve the state and sensitivity equations in SIAlDS and 
to integrate the transport portion of the state and sensitivity equations in OPSPLTDS and OP-
SPLTAS. All three codes require the user to define a steady-state velocity field, which may be input 
by specifying the velocity in a series of horizontal layers or by providing a data file that contains 
the nodal velocity values for a nonuniform velocity field. The top and bottom boundaries of the 
domain are no-flow boundaries. The user may specify whether the inlet and outlet boundaries are 
Dirichlet, Neuman, or third-type (specified total flux); the outlet boundary may also be a free-exit 
boundary. In SIAlDS, the user has the option of lumping the mass and derivative rate terms in solv- 
ing the state and sensitivity equations; in OPSPLTDS and OPSPLTAS, the lumping option applies 
only to the mass matrix. The user can also adjust the time-weighting factor between 0 and 1. 
For the operator splitting codes, the user can select whether to use Newton's method or the trun- 
cated first-order method to solve the system of equations that describe the batch reactive system at 
each node. The operator splitting codes also allow the user to specify whether to recompute the Jaco- 
bian matrix for the sensitivity calculations or to use the Jacobian from the last iteration during the 
solution of the state equations. Finally, the operator splitting approach gives the user the option of 
integrating the reactive portion of the state and sensitivity equations with a smaller time step than 
the one that is used to integrate the transport portion of the equations. 
7. TRANSPORT SYSTEM WITH KINETIC REACTIONS: 
EXAMPLES OF SENSITIVITY ANALYSIS IN COMPLEX SYSTEMS 
This chapter presents several examples of reaction parameter sensitivity analyses in transport 
problems with complex systems of mixed kinetic and equilibrium reactions. The examples include 
a one-dimensional cobalt-NTA transport problem with linear kinetic sorption and nonlinear biodeg- 
radation reactions. In this system, the results of the sensitivity analysis are used to examine how the 
migration of NTA is affected by the sorption of cobalt and how the migration of cobalt is affected 
by the biodegradation of NTA. Another set of example problems considers the sorption of ura- 
nium(V1) onto a quartz surface in both one and two-dimensional problem domains. The sorption 
of uranium(V1) is modeled with a nonelectrostatic surface complexation model. In the uranium ex- 
amples, sensitivity coefficients are used to characterize the effects of adding a third surface site to 
a two-site sorption model. Sensitivity coefficients are also used to investigate the transport of ura- 
nium through a domain with a spatially variable pattern of surface sites 
For each problem, the state and sensitivity equations are solved with SIAlDS, OPSPLTDS, and 
OPSPLTAS. As was noted in section 6.3.4, the number of operations per time step will be lower 
for the operator splitting codes; however, to reduce numerical error, it may be necessary to use a 
smaller time step in the operator splitting codes. In this chapter, the CPU times and numerical results 
of the three codes are compared to determine their relative efficiency and accuracy. In each example, 
the calculated sensitivity coefficients are verified against direct perturbation results. 
7.1 Sensitivity Analysis of Cobalt-NTA System 
In the first example problem, a reaction parameter sensitivity analysis is performed for a hypo- 
thetical experiment, in which cobalt (co2+) and nitrilotriacetate (NTA~-) are injected through a col- 
umn. The physical parameters used in the simulation are given in Table 7.1. A third-type (specified 
total flux) boundary condition is used at the entrance of the column, while the end of the column 
Table 7.1 : Physical parameters for the cobalt-NTA transport problem 
Length of column 10 m 
Grid spacing (Ax) 0.1 m 
Porosity 0.4 
Bulk density 1.5 x lo3 g/L 
Pore water velocity 1 m9hr 
Longitudinal dispersivity 0.05 m 
- -- - - -- -- 
- - - -  - -- - - -- 
is a free exit boundary. The duration of the simulation is 50 hours. For the first 20 hours of the simu- 
lation, a pulse containing cobalt and NTA is injected at the entrance of the column. After 20 hours, 
the fluid injected at the entrance has the same composition as the original background solution in 
the column. 
The chemical system consists of seven aqueous components and two immobile components. 
Table 7.2 lists the component species and provides the initial conditions and the total concentrations 
of each component in the injected fluid. The pH and the total concentrations of the aqueous and 
immobile component species are allowed to vary under the influence of linear kinetic sorption and 
biodegradation reactions. The aqueous components undergo equilibrium speciation reactions to 
form 14 complex species. Table 7.3 gives the formation constants for each complex in the system. 
Table 7.2: Total concentration of component species in the cobalt-NTA transport problem 
Component Type Pulse Concentration Background concentration 
H+ Aqueous pH= 6  p H = 6  
H ~ C O ~ *  Aqueous 4.9 x molesk 4.9 x 1 o - ~molesk 
NH4+ Aqueous 0.0 0.0 
0 2  Aqueous 3.125 x 1o - ~molesk 3.125 x 1o - ~molesk 
NTA~- Aaueous 5.23x 10-6 rnnles/i. nn 
Table 7.3: Formation constants for complex species in the cobalt-NTA transport problem 
I Complex I 1% % I Complex 1% Qq 
coeT~+ -9.67 
Co(OH)2 -18.76 * 
CO(OH)~- -32.23 
t Girvin et al., 1996 f Zachara et al., 1995 * Snoeyink and Jenkins, 1980 
I 
--- 
-- -- 
The total concentration of NTA will decrease over time due to the aerobic biodegradation of 
the complex HNTA~-. The biodegradation reaction can be represented as follows: 
H N T A ~ -+ 1.620 O2 + 1.272 H 2 0  + 2.424 H +  -
0.576 C,H702N + 3.120 H,CO; + 0.424 NH: 
The rate of substrate degradation ( R H ~ ~ ~ )  is modeled with multiplicative-Monod kinetics: 
where Xm is the biomass concentration, [HNTA~-] is the concentration of HNTA~-and [02] is the 
concentration of oxygen. The parameters used in equation (7-2) are defined in Table 7.4. The rates 
of change in the concentration of 02, H+, H~co~* ,and NH4+ are proportional to the rate of substrate 
degradation. Using the stoichiometry of reaction (5-34), the appropriate rate expressions are: 
Ro2 = 1.620 RHmA2- RH+= 2.424 RHmA2- 
R ~ 2 ~ ~ ;= - 3.120 RHNTA2- RNH: = - 0.424 RHwA2- 
The net rate of microbial growth (Rc-lls) is given by the synthesis rate (which is equal to the rate of 
degradation of the substrate multiplied by a yield coefficient) minus a first-order decay rate. 
R,,,,, -- - -ifRHN,2- - bX, 
where Y is the yield coefficient and b is the decay coefficient. 
Table 7.4: Biodegradation rate parameters for the cobalt-NTA transport problem 
Parameter Description I Value Source I 
half-maximum-rate 7.97 x 1o - ~molesn Siegrist et al. (1989) 1 
concentration for donor 
half-maximum-rate 17.81 x lo4 moles^ Siegrist et al. (1 989) 
concentration for acceptor 
maximum specific rate of 1.407 x 1o - ~  Siegrist et al. (1989) 
substrate utilization moles NTA/g cellshr. 
microbial yield coefficient 65.14 g cells/mole NTA 	 Stoichiometry of reaction 
(5-34) 
first-order microbial Metcalf and Eddy (1 99 1) 1 
decay coefficient I 
A set of experiments were conducted at PNNL to examine the degradation of NTA by Chelato- 
bacter heintzii in metal-NTA systems (Bolton et al., 1996). Researchers at Northwestern University 
used a batch reactive code, CCBATCH, to model the observed degradation of NTA in the PNNL 
experiments using the parameters in Table 7.4 (VanBriesen, 1998). Most of the biodegradation pa- 
rameters in Table 7.4 were taken from a separate study of NTA degradation in activated sludge sys- 
tems (Siegrist et al., 1989); however, the results of these batch modeling studies showed reasonable 
agreement with the experimental results. In each case, the assumption was made that HNTA~-was 
the only degradable NTA species. Specifically, the CCBATCH model produced very good agree- 
ment with the experimental results for metal-NTA systems with nickel, aluminum, cobalt, and cop- 
per. There was some discrepancy between the model and experimental results for a system in which 
there were no metals present to form complexes with NTA. Further modeling with CCBATCH re- 
vealed that the agreement could be significantly improved by modifying the model to account for 
the formation of intermediates during NTA degradation (VanBriesen, 1998). The possible forrna- 
tion of intermediates was not included in the reaction model for this sensitivity analysis. 
In this problem, uncomplexed cobalt (co2+) is retarded due to the process of adsorption. All 
other species are assumed to be unaffected by the process of sorption. The sorption reaction is repre- 
sented by a linear kinetic model, which is given by the following rate expression. 
- d[co2+] Co(ads)
RCo2+- dt = - k, ([C02+] -
-)Kd 
where [co2+] denotes the aqueous concentration of cobalt in molesll, Co(ads) denotes the adsorbed 
concentration of cobalt in moleslgram, k, is the mass transfer coefficient in hr-I, and Kd is the dis- 
tribution coefficient for linear equilibrium adsorption. Equation (7-4) is used to calculate the rate 
of change in the aqueous concentration of cobalt due to sorption. The corresponding rate expression 
for the change in the adsorbed concentration of cobalt is given by: 
The mass transfer coefficient is arbitrarily set equal to 1 hr-I and the distribution coefficient is equal 
to 5.07x 1o - ~L/g. This distribution coefficient was selected to give an approximate retardation fac- 
tor of 20 for uncomplexed cobalt. For this problem, equilibrium sorption is approximated when k, 
is at least two orders of magnitude larger than 1 hr-l; therefore, kinetic mass transfer effects will 
affect the sorption process in these simulations. 
The linear kinetic sorption model defined by (7-4) and (7-5) assumes that the rate of sorption 
is solely a function of the aqueous and sorbed concentrations of the sorbing species. Experimental 
evidence shows that the rate of sorption is often affected by the concentration of other species in 
solution (e.g., H+) or by the limited availability of surface sites (Szecsody et al., 1994; Kohler et al., 
1996). In order to model these effects, a surface complexation sorption model is more appropriate 
than the linear kinetic model. In this example, sorption is modeled with a linear kinetic model be- 
cause of the limited availability of experimental data on cobalt surface complexation reactions. 
The top half of Figure 7.1 shows the breakthrough of selected aqueous species at the end of the 
10 meter column. The results in Figure 7.1 were obtained with time step of 0.01 hours. This time 
step was selected based on a comparison of the results obtained with time steps of 0.005, 0.01,O. 1, 
and 0.5 hours. The results of simulations with time steps of 0.01 and 0.005 hours were indistinguish- 
able; however, the concentration profiles for simulations with time steps of 0.1 and 0.5 showed sig- 
nificant numerical dispersion. 
In Figure 7.1, essentially all of the NTA is present as either CoNTA- or HNTA~-, and cobalt 
exists primarily as CoNTA- or in the uncomplexed form. Throughout the simulation, the pH is 
approximately constant at a value of 6 because of the presence of the buffer in solution. Figure 7.1 
shows that most of the NTA elutes out of the 10-meter column between 10 and 30 hours. The ob- 
served breakthrough of the NTApulse can be explained by the fact that none of the NTA species 
are retarded; therefore, NTA would be expected to migrate with the pore water at a velocity of 1 mlhr. 
The uncomplexed cobalt cation (co2+, with a retardation factor of 20) continues to elute out of the 
column long after the NTA pulse has passed through the column. At the end of the 50-hour simula- 
tion, the trailing edge of the cobalt front has yet to emerge at the end of the column. 
Between 12 and 27 hours, the total NTA concentration decreases and the total aqueous con- 
centration of cobalt gradually increases. The consumption of duringbiodegradation causes 
the decrease in the amount of NTA in the system. The iiicieas~in the total aqueous concentration 
of cobalt can be attributed to the slow breakthrough of the uncomplexed form of cobalt. The shift 
in the total aqueous concentration of NTA relative to that of cobalt causes a shift in the distribution 
of species in solution. At a time of 10 hours, the numerical data show that approximately 68% of 
the NTA is in the form of CoNTA-, and another 32% is in the form of HNTA~-. By 30 hours, the 
NTA species distribution has shifted so that 83% of the NTA is in the form of CoNTA-, and the re- 
maining 17%is in the form of HNTA~-. 
FIGURE 7.1: Concentration vs. time plots at the end of the 10-meter column for the 
cobalt-NTA problem with linear kinetic sorption and biodegradation 
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Figures 7.2, 7.3, 7.4, and 7.5 show the results of the reaction parameter sensitivity analysis of 
this system. Each figure shows the time history of the parameter sensitivity coefficients for the total 
aqueous concentrations of cobalt and NTA at the end of the 10-meter column. A comparison of the 
vertical scales in each of the figures reveals that the magnitudes of the sensitivity coefficients vary 
considerably. For convenience, Tables 7.5 and 7.6 rank the peak magnitudes of the sensitivity coeffi- 
cients of the total aqueous concentrations of NTA and cobalt, respectively. The fourth column in 
each table lists the corresponding relative sensitivity coefficients, which were calculated by dividing 
the hybrid sensitivity by the appropriate total aqueous component concentration at the time at which 
the peak occurred. The relative sensitivity coefficient represents the fractional change in concentra- 
tion that would result from a fractional change in the parameter value. Similarly, the hybrid sensitiv- 
ity coefficient can be thought of as the absolute change in concentration that would result from a 
fractional change in the parameter value. Table 7.6 indicates that NTA is most sensitive to the maxi- 
mum specific rate of substrate utilization, q,. The value of the hybrid sensitivity of NTA with re- 
spect to q, implies that the total aqueous concentration of NTA would decrease by 1.36 x 
moles/L if the value of q, increased by 1%. The corresponding relative sensitivity coefficient is 
-0.34, indicating that this change in concentration corresponds to a decrease of about 0.34% in the 
total aqueous concentration of NTA. NTA is also relatively sensitive to the half-maximum-rate con- 
centration for the electron donor (Ks), the yield coefficient (Y), and the equilibrium constants 
Keq,rnTA and Keq,coNTA. The parameters to which cobalt is most sensitive are the mass transfer 
coefficient of the sorption reaction (k,), &q,CoNTA7 Keq,HNTA7and q,. Tables 7.5 and 7.6 show 
that cobalt and NTA are relatively insensitive to the equilibrium constant of H2NTA- and the stoi- 
chiometric coefficients of 02, H2C03 and H+ in the biodegradation reaction (7-1); therefore, the 
sensitivity coefficient plots in Figures 7.2 through 7.5 do not include profiles for these parameters. 
Figure 7.2 shows that the sensitivity of NTA is positive with respect to Ks and negative with 
respect to q,, reflecting the fact that the rate of biodegradation of NTA will decrease as Ks increases 
and will increase as q, increases. While NTA is present at the end of the column, the sensitivity 
of cobalt is also positive with respect to Ks and negative with respect to q,. This trend indicates 
that the total aqueous concentration of cobalt will decrease as the biodegradation rate of NTA in- 
creases. As HNTA~-is degraded, some of the complex CoNTA- will dissociate into uncomplexed 
cobalt (co2+) and NTA~-in order to satisfy chemical equilibrium. The speciation reactions then 
distribute the NTA in solution among the various protonated NTA species given in Table 7.3. This 
Table 7.5: Peak magnitudes of the sensitivity coefficients of the total aqueous 
concentration of NTA at the end of the column 
Table 7.6: Peak magnitudes of the sensitivity coefficients of the total aqueous 
concentration of cobalt at the end of the column 
- - 
- - 
--------  
--------  
- - 
- - 
FIGURE 7.2: Hybrid sensitivity vs. time plots at the end of the 10-meter column 
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redistribution of species in solution causes more of the cobalt to exist as co2+,which has a strong 
tendency to sorb to the mineral surfaces in the column. The sorption of co2+will result in a decrease 
in the total aqueous concentration of cobalt. 
In Figure 7.2, the total aqueous concentrations of cobalt and NTA first become sensitive to q, 
and Ks as the NTA pulse breaks through at the end of the column. The sensitivity coefficients for 
q, and Ks increase in magnitude up to a time of 27 hours. This corresponds to the period during 
which the cell mass at the end of the column increases linearly. As is clear from equation (7-3), the 
rate of cell growth is directly proportional the the rate of biodegradation, which is in turn proportion- 
al to the cell concentration. 
After the NTA pulse passes through the column, the sensitivity of NTA becomes zero and the 
sensitivity of cobalt plateaus at a small positive value for q, and a small negative value for ISs. This 
indicates that an increase in the rate of biodegradation causes a net increase in the total aqueous con- 
centration of cobalt near the end of the simulation. As explained in the previous paragraph, while 
the NTA pulse is passing through the column, an increase in the rate of biodegradation of NTA will 
cause an increase in the sorbed concentration of cobalt. This extra sorbed cobalt will remain in the 
column after the NTA pulse has passed through. As clean water is injected into the column, co2+ 
will desorb from the mineral surfaces; therefore, an increase in the amount of sorption while NTA 
is present will result in a small increase in the aqueous concentration of cobalt after the NTA has 
passed through the column. 
In Figure 7.3, the sensitivity coefficients of the total aqueous concentrations of cobalt and NTA 
are plotted versus time for the half-maximum-rate concentration for the electron acceptor (KA) the 
yield coefficient (Y), and the decay coefficient (b). The vertical scale of the sensitivity plots in this 
figure is about three times smaller than the vertical scale in Figure 7.2. The results indicate that the 
total aqueous component concentrations of cobalt and NTA are relatively insensitive to b; however 
the concentrations of cobalt and NTA are somewhat sensitive to KA and Y. At 28 hours, the total 
aqueous concentration of NTA is about 4 x lov6 molesL, and the sensitivity of NTA with respect 
to Ka is about 3 x loe7 molesk, indicating that an order of magnitude increase in the value of Ka 
will result in an increase of almost 8% in the total aqueous concentration of NTA. The sensitivity 
profiles for KA show similar behavior to the sensitivity profiles for Ks, which are plotted in Figure 
7.2. The sensitivity coefficients for Y increase from 10 hours to a time of about 28 hours, then de- 
crease to approximately zero by a time of about 33 hours. 
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FIGURE 7.3: Hybrid sensitivity vs. time plots at the end of the 10-meter column 

showing the sensitivity of the total aqueous concentrations of 

cobalt and NTA with respect to KA,Y, and b. 

- - - - - -
_ - - -
-. 
\
_ _ - - - -
_ - - -
\ 
-
- -_ - - - -
, 	
-
$ 
-	
Sensitivity with 
respect to  KA -
-	 G,co -
G , ~ A  
1 I I I I I 1 I I 
Sensitivity with 
-
respect to  Y -
- CT, -
.
.
. I 
' 
-------- C T , ~ AI 
I 1 I I I *- 8 I I I 
Sensitivity with 
- respect t o  b -
G.co 
- G,MA 
I I I I I I I I I 
10 20 30 40 50 
Time (hours) 
Large values for the k, sensitivity coefficient indicate the conditions under which kinetic ef- 
fects are important for the sorption reaction. When the sorption reaction is far from equilibrium, 
the term in brackets in equation ( 7 4 )  will be large; therefore, the derivative of the sorption reaction 
rate with respect to k, will be large in magnitude. In Figure 7.4, the k, sensitivity plots show that 
the cobalt sorption reaction is far from equilibrium while the NTA pulse is passing through the col- 
umn. 
FIGURE 7.4: Hybrid sensitivity vs. time plots at the end of the 10-meter column 

showing the sensitivity of the total aqueous concentrations of 

cobalt and NTA with respect to k, and Kd. 
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Figure 7.4 also contains plots of the sensitivity of the total aqueous concentrations of cobalt and 
NTA with respect to the distribution coefficient (Kd)for the cobalt sorption reaction. The sensitivity 
coefficients of cobalt and NTA are negative with respect to Kd,indicating that an increase in the val- 
ue of Kdwill cause a decrease in the total aqueous concentration of both components. It is clear from 
equation (7-4) that increasing the value of Kd will increase the relative amount of cobalt in the 
sorbed form. The fact that NTA is sensitive to the value of Kd demonstrates the coupling between 
the biodegradation and sorption processes in this system. An increase in the amount of cobalt sorp- 
tion, and therefore a decrease in the total aqueous concentration of cobalt, will decrease the relative 
amount of NTA present in the form of the CoNTA- complex. The resulting increase in the amount 
of NTApresent in the degradable form of HNTA~-will cause a net decrease in the total concentration 
of NTA in the column. 
Figure 7.5 contains plots of the sensitivity of the total aqueous concentrations of cobalt and NTA 
with respect to the equilibrium constants for HNTA~-and CoNTA-. While the NTA pulse is passing 
through the column, the sensitivity coefficients of cobalt and NTA are negative for and 
positive for Keq,ComA.This indicates that an increase in the value of Keq,HNTAor a decrease in the 
value of & q , ~ o ~ ~ Awill cause a decrease in the total aqueous concentration of both components. 
An increase in Keq,rnTAor a decrease in Keq,CoNTAwill shift the distribution of NTA species in solu- 
tion so that the concentration of HNTA~-will increase relative to that of CoNTA-. Since HNTA~-
is the biodegradable form of NTA, this redistribution of NTA in solution will enhance the degrada- 
tion of NTA in the column. Additionally, an increase in Keq,mTAor a decrease in I&q,CoNTAwill 
shift the distribution of species in solution so that more of the aqueous cobalt will be present as un- 
complexed cobalt, co2+, rather than the CoNTA- complex. Increasing the concentration of co2+ 
relative to that of CoNTA- causes an increase in the amount of cobalt sorbed to the mineral surfaces 
and therefore, a decrease in the total aqueous concentration of cobalt. 
The preceding analysis of the temporal variation in the sensitivity coefficients at the end of the 
column provides a great deal of insight into the coupling between the biodegradation, sorption, and 
speciation reactions in the cobalt-NTA system. Although HNTA~-is the only species that is biode- 
gradable, Table 7.6 and Figures 7.2 and 7.3 indicate that the total aqueous concentration of cobalt 
is quite sensitive to some of the biodegradation parameters. Similarly, although none of the NTA 
species sorb, the total aqueous concentration of NTA exhibits sensitivity to the values of k, and Kd 
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FIGURE 7.5: Hybrid sensitivity vs. time plots at the end of the 10-meter column 
showing the sensitivity of the total aqueous concentrations of 
cobalt and NTA with respect to and Keq,CoN~A. 
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for the cobalt sorption reaction, as is shown in Figure 7.4 and Table 7.5. Figure 7.6 shows a schemat- 
ic of the relationship between the biodegradation process (outlined in the dotted line) and the sorp- 
tion reaction (outlined in the dashed line). For each reversible reaction process in the figure, the 
larger arrow shows the direction in which the reaction will proceed in response to an increase in the 
rate of biodegradation or the rate of sorption. While cobalt and NTA do not react with each other 
in any kinetic process, they do interact through equilibrium speciation reactions. Both the biodegra- 
dation of NTA and the sorption of cobalt result in a redistribution of species in solution. It is this 
redistribution of species in solution that causes cobalt to be sensitive to the biodegradation parame- 
ters and NTA to be sensitive to the sorption parameters. The importance of the speciation reactions 
is also reflected in the relatively high sensitivity of the total aqueous concentrations of cobalt and 
NTA with respect to the equilibrium constants of CoNTA- and HNTA~-,as is shown in Figure 7.5 
and Tables 7.5 and 7.6. 
FIGURE 7.6: Schematic of the coupling between reaction processes in 
the cobalt-NTA example 
The calculated sensitivity coefficients in Figures 7.2 through 7.5 were verified by direct per- 
turbation. The distribution coefficient Kd,Cowas perturbed by 2 x Llg, and the sorption m a s  
transfer coefficient was perturbed by 0.01 hours-'. The Monod parameters q,, Ks, and Kawere 
perturbed by 1 x 1o - ~moles/g/day, 2 x molesL, and 2 x molesIL, respectively. The yield 
coefficient was perturbed by 0.2 gramslmole, and the decay coefficient was perturbed by 1 x 
hours-'. The equilibrium constants were perturbed by multiplying the original value by a factor of 
(i.e., adding 0.004 to the logarithm of Keq) For each of the kinetic reaction parameters and 
equilibrium constants, the sensitivity coefficients calculated using a time step of 0.01 hours were 
indistinguishable from the direct perturbation results. 
In this example, sensitivity coefficients were computed for ten kinetic parameters and three 
equilibrium constants. The system contains seven aqueous components and two immobile compo- 
nents, and the domain is discretized into 202 nodes. At each time step, SIAlDS solves 13 systems 
of 18 18 equations in 18 18 unknowns for the sensitivity coefficient calculations. To integrate the 
transport portion of the sensitivity equations at each time step, the operator splitting codes solve 1 17 
systems of 202 equations in 202 unknowns. To integrate the reactive portion of the sensitivity equa- 
tions at each time step, the operator splitting codes decompose 202 systems of 9 equations in 9 un-
knowns. After decomposing each matrix, OPSPLTDS performs 13 forwardhackward substitutions 
~t e ~ r hnf the 7 0 n n r l ~ c im i l n r l y ,  nP.<PTT A S  performs 9 f ~ r w a r ~ a c k w ~ r dsubstitutions 2nd 
calculates 117 dot products of vectors of length 9 at each of the 202 nodes. Table 7.7 compares the 
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CPU times of SIAIDS, OPSPLTDS, and OPSPLTAS. For this example, the operator splitting codes 
require less than half of the CPU time of SIAlDS, and the CPU time of OPSPLTDS is slightly small- 
er than that of OPSPLTAS. As is noted in section 4.2.2, the adjoint method implemented in 
OPSPLTAS should perform better than the direct method implemented in OPSPLTDS when the 
number of parameters is much larger than the number of components; however, in this problem the 
number of parameters (13) is not significantly larger than the number of components (9). In Table 
7.7, the simulations were performed with implicit time weighting, and the operator splitting codes 
used Newton's method to solve the state equations for the batch reaction problem at each node. 
Table 7.7: Cornparicon of the CPU timest of SIAIDS, OPSPLTDS, and OPSPLTAS 
for the cobalt-NTA transport problem with At = 0.01 hours. 
t Simulations were run on a Hewlett Packard workstation (model C160),and the CPU time was 
determined using the gprof profiling tool. Each program was compiled with HP Fortran 
10.20using level two optimization. 
Table 7.7 summarizes the CPU times required for the solution of both the state and sensitivity 
equations for the cobalt-NTA example. For solution of the state equations only, SIAlDS requires 
approximately 1223 CPU seconds, and the operator splitting codes require about 934 CPU seconds. 
In order to calculate the sensitivity coefficients by direct perturbation, it is necessary to solve the 
state equations a total of 14 times, since there are 13 parameters in this example. If SIA-1 is used 
to solve the state equations, the direct perturbation approach will require about 17 122 CPU seconds 
of simulation time, which is more than three times larger than the CPU time for the direct calculation 
of the sensitivity coefficients by SIA 1 DS. If the operator splitting approach is used to solve the state 
equations, the direct perturbation approach will require about 13076 CPU seconds of simulation 
time, which is more than six times larger than the CPU time for the calculation of the sensitivity 
coefficients by OPSPLTDS or OPSPLTAS. These CPU time comparisons clearly illustrate the fact 
that direct calculation of the sensitivity coefficients is considerably more efficient than the direct 
perturbation approach. 
. .  .For a time step of 0.01 hours, the cobalt-NTA concentration and s~nsitiviiyprofiles computed 
with OPSPLTDS and OPSPLTAS were indistinguishable from the results of SIAIDS. In order to 
- - 
test the performance of the operator splitting codes for faster kinetics, the results of OPSPLTDS were 
compared to  the results of SIAIDS for a series of additional simulations, in which the value of k, 
was increased up to three orders of magnitude and the value of q, was increased by one or two orders 
of magnitude. Increasing the value of k, for the cobalt sorption reaction causes the initial break- 
through of NTA to occur in the form of HNTA~-, instead of CoNTA-. For large values of k,, the 
predominant form of NTA shifts from HNTA~-to CoNTA- between 10and 20 hours; at later times, 
the breakthrough profiles become similar to those shown in Figure 7.1. Increasing the value of q, 
by a factor of 10 decreases the total concentration of NTA so that the peak concentration of CoNTA- 
at the end of the column is reduced by a factor of almost 5. When the value of q, is increased by 
two orders of magnitude, NTA is completely degraded before it reaches the end of the column. The 
results of the operator splitting codes coincided with the results of SIAIDS for all of the simulations 
in which the rates of cobalt sorption and NTA degradation were increased. The operator splitting 
codes perform very well for this cobalt-NTA system; however, the operator splitting method often 
requires a smaller time step than the direct method, as is the case for the uranium(V1)-quartz system 
described in the following section. 
7.2 Sensitivity Analysis of 1D Uranium(V1)-Quartz System 
This example problem considers the transport of uranium(V1) hydrolysis species through a col- 
umn packed with quartz grains. The simulation parameters were selected to match those used by 
Kohler et al. (1996) to model a series of column experiments they conducted. The results of these 
experiments suggest that the migration of uranium(V1) is retarded due to nonelectrostatic surface 
complexation reactions. The physical parameters for the simulation are provided in Table 7.8. 
Table 7.8: Physical parameters for 1D uranium(V1) transport problem 
Length of column 121 cm 
IGrid spacing (Ax) 1 0.05 cm I 
Porosity 0.42 
Bulk density 1521 g/L 
IPore water velocity 1 12.6 crnhr I 
! T A:--1 . * - & - -. 1 0.0075 cm I.---a:+== A:ILUll~lLUUlllill U1bpt;l bl VILY iIDiffusion coefficient 1 0.036 cm2/hr 
The numerical model for the uranium(V1)-quartz system contains three aqueous components: 
uranyl ion (uoZ2+), and nitrate (NO3-). These components react to form the acidic hydrogen (H'), 
11 complexes in Table 7.9. Initially, the column contains no uranium and has a background NO3- 
concentration of 1o - ~moles&, and a pH of 3.9. For the first two hours of the simulation, a solution 
at pH 3.9 containing lod moles&, of and moles&, of NO3- is injected at the entrance 
of the column. For the remainder of the simulation, the injected solution has the same chemical 
conditions as the background solution in the column. 
Table 7.9: Formation constants for complex species in uranium(V1)-quartz problem 
(Kohler et al., 1996) 
Kohler et al. (1996) propose seven different models for the surface complexation reactions in 
the uranium(V1)-quartz system. The authors first tried to model the experimental results using a 
single surface complexation model; however, it was impossible to find a formation constant for the 
single-reaction model that could adequately model the results of all of the experiments. The authors 
ihen prcjposed three two-site models, which provided a much better fit io the experimental results. 
Of the three two-site models, the best performance was obtained with model C4, which is defined 
by the following set of reactions: 
where S1 0H  represents a weak sorption site and S20H represents a strong sorption site. In model 
C4, the concentrations of weak and strong sites are 3.458 x 1o - ~and 4.2 x 1o - ~moleslg, respectively. 
Kohler et al. (1996) estimated the formation constants and fractional site densities from a nonlinear 
least squares fit to the experimental data. Model C4 provided a good fit to the breakthrough curves 
for most of the column experiments; however, the model did not demonstrate the tailing that was 
observed in some of the experiments. In order to capture this tailing, Kohler el al. (1996) postulated 
three additional surface complexation models with an additional strong sorption site. The best over- 
all fit to the experimental data was provided by the three-site model C5, which is defined by the fol- 
lowing reactions: 
S,OH + UO;' + H20  9 S20U020H + 2H' logKo-, = - 3.56 (7- 1 0) 
S20H  + UO ~ '  o s20U0: + H+  log Kc,-, = 0.642 (7-1 1) 
In model C5, the concentrations of the first, second, and third site types are 3.41 18 x 8.75 x 
1o -~ ,and 7 x lo-'' moleslg, respectively. 
Observations by Kohler et al. (1996) indicated that the sorption of ~ 0 ~ ~ +was not rate con- 
trolled in the column experiments; therefore, the authors used an equilibrium model to represent the 
surface complexation reactions. In order to treat the surface complexation reactions with an equilib- 
rium approach, it is necessary to define a total concentration of each surface site in the same way 
that the total aqueous component concentration is defined in (2-9). The total concentrations of each 
type of surface site are defined as follows: 
Since the concentrations of the surface complexes are initially equal to zero, the total concentration 
of type x surface sites is equal to the initial concentration of SxOH. 
Instead of using an equilibrium model, kinetic mass transfer limitations were introduced into 
the surface complexation model for the purposes of this analysis. The two-proton release surface 
complexation reactions (7-6), (7-7), (7-9), (7-lo), and (7-12) were represented by the following 
mass transfer limited rate expression: 
where x refers to the site type, k, is the mass transfer coefficient in hours-', and Kf  is the formation 
constant for the reaction in molesk. Similarly, the one-proton release surface complexation reac- 
tions (7-8) and (7-1 1) were represented as follows: 
where Kf is the dimensionless formation constant for the reaction. The rate expressions (7-1 6) and 
(7-17) will approximate equilibrium if k, is set to a sufficiently high value. 
The sorption models C4 and C5 are compared for a k, of 10 hours-' in Figure 7.7, which shows 
the computed breakthrough profiles for the total aqueous concentration of uoZ2+at the end of the 
column. In comparison to the model C4 results, the profile for model C5 has a sharper leading edge 
and slightly more tailing after the peak has passed thorough the column. For reference, the solid 
line in Figure 7.7 shows the breakthrough of a nonreactive tracer injected for the first two hours of 
the simulation at a concentration of molesk. The center of the tracer pulse reaches the end of 
the column at about 2.7 hours. In comparison the center of the ~ 0 ~ ~ +pulse arrives at the end of 
the column at about 6.5 hours. The figure also contains a curve showing the results of model C4 
with k, equal to 100 hours-'. Qualitatively, the plot for a k, value of 100 hours-' compares reason- 
ably well with the results in Figure 5a of Kohler et al. (1996), indicating that a k, of 100 hours-' 
approximates equilibrium sorption behavior for this simulation. It was necessary to use a time step 
of 0.001 hours to perform the simulation with k, equal to 100 hours-', as compared to 0.01 hours 
for the simulation with k, equal to 10 hours-'. For ease of computation, the rest of the simulations 
in this section will therefore use a k, of 10 hours-]. 
Kohler et al. (1996) report that over 98% of the uranium exists in the forms of ~ 0 ~ ~ +and 
U020H+ when the pH ranges from 4 to 5 in a 1 pM solution of uranium(V1). The numerical data 
for the plots in Figure 7.7 indicate that approximately 94% of the uranium is in the form of the un- 
complexed uranyl ion, U O ~ ~ + ,and almost 5% is in the form of the complex U020H+. Because H+ 
is released into solution in the surface complexation reactions (7-6) through (7-12), it might be ex- 
pected that the sorption of ~ 0 ~ ~ +would cause a decrease in the pH; however the numerical results 
show that the pH remains approximately constant at a value of 3.9during the simulations. This result 
can be explained by the fact that the concentration of ~ 0 ~ ~ +is more that two orders of magnitude 
- --------  
smaller than the concentration of H+;therefore, the formation of uranium(V1) surface complexes 
results in a very small relative change in the concentration of H+ in solution. 
FIGURE 7.7: Breakthrough profiles for the total aqueous concentration of 
at the end of the 2 1-centimeter column 
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Figures 7.8 and 7.9 show plots of the sorbed species concentrations at the end of the column 
for models C4 and C5, respectively. For both models, the species with the highest peak concentra- 
tion is S20U02+, followed in size by S 10U020H and S20U020H. The concentration profiles of 
S10U020H,  S20U020H,  and S20U02+ are similar in shape. For model C5, the surface complex 
concentration profiles are more skewed than the corresponding profiles for model C4. The profile 
for the surface complex with the third site type, S30U020H, is especially asymmetric. This addi- 
tional skewness is in agreement with the fact that Kohler et al. (1996) introduced the third surface 
site in order to simulate the tailing that was observed in some of their experiments. 
In calibrating each of the equilibrium surface complexation models to the data from the column 
experiments, Kohler et al. (1996) included both the formation constants and the total concentration 
of each surface site as parameters. Since there is a significant amount of uncertainty associated with 
these calibrated model parameters, it is interesting to calculate the sensitivity with respect to the total 
concentrations of each surface site in addition to the reaction parameter sensitivity coefficients. The 
rate expressions for the surface complexation reactions ((7-1 6) and (7-17)) do not depend explicitly 
FIGURE 7.8: Concentration vs. time plots at the end of the 21-centimeter column 
for the sorbed species in model C4 
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FIGURE 7.9: Concentration vs. time plots at the end of the 21-centimeter column 
for the sorbed species in model C5 
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to the initial surface site concentrations are equal to zero. For the sensitivity with respect to the initial 
16 
component concentrations, the reaction parameter sensitivity equations ((6-14) and (6-15)) simpli- 
fy to the following system of linear PDEs: 
au,
where Sjk = -,and k is equal to 1 or 2 for model C4 and 1,2, or 3 for model C5. For reaction 
amkini t  
parameters, the sensitivity coefficients are initially set equal to zero; however, for the sensitivity with 
respect to the surface site concentrations, the initial condition is defined as follows: 
s j k = { A  j = N c + k  

otherwise 

where k is equal to 1 or 2 for model C4 and 1,2, or 3 for model C5. 
In Figures 7.10 and 7.11, hybrid sensitivity coefficients are plotted versus time for the parame- 
ters of the surface complexation reactions in models C4 and C5, respectively. Profiles of the sensi- 
tivity of ~ 0 ~ ~ +with respect to the total concentrations of the surface sites are given in Figure 7.12 
for model C4 and Figure 7.13 for model C5. Figures 7.14 and 7.15 show plots of the hybrid sensitiv- 
ity versus time for the equilibrium constants of U020H+ and U02(OH)2. For model C4, the sensi- 
tivity profiles are approximately symmetric; however, the corresponding profiles for model C5 are 
markedly asymmetric. The shape of the model C5 sensitivity profiles reflects the fact that the con- 
centration versus time profiles are asymmetric for model C5. 
Tables 7.10 and 7.11 rank the peak magnitudes of the sensitivity of ~ 0 ~ ~ +with respect to the 
reaction parameters and total surface site concentrations of models C4 and C5, respectively. For 
both models, the peak sensitivity with respect to the total concentration of the second surface site 
is larger than the peak sensitivity coefficients for any of the reaction parameters. In terms of the 
reaction parameters, the total aqueous concentration of ~ 0 ~ ~ +is most sensitive to the formation 
constant of the surface complexation reaction for S20U02+, which is also the surface complex that 
is present at the highest concentration. The last column in each table provides relative sensitivity 
coefficients, which were calculated by dividing the peak hybrid sensitivity coefficients by the total 
aqueous concentration of ~ 0 ~ ~ +at the time listed in the second column of each table. The relative 
Table 7.10: Peak magnitudes of the sensitivity coefficients of at the end 
of the column for model C4 
Table 7.11: Peak magnitudes of the sensitivity coefficients of ~ 0 ~ ~ +at the end 
of the column for model C5 
Parameter Time of peak Relative sensitivity 
sensitivity values indicate that increasing the magnitude of Kf of S20U02+by 1% would cause the 
concentration of ~ 0 ~ ~ +to decrease by about 1.6% at 5.6 hours for model C4 and by about 2.1 % at 
5.5 hours formodel C5. Iii Table 7.1I ,  it is interesting to note that the ranking of the relative sensitiv- 
ity coefficients is different than that of the hybrid sensitivity coefficients. In particular, the relative 
sensitivity for the formation constant and mass transfer coefficient of the surface complex 
S30U020H rank seventh and ninth, respectively, as compared to ninth and twelfth in the hybrid 
sensitivity ranking. This result indicates that the total aqueous concentration of uo2'+is very small 
at the times when the concentration of ~ 0 is sensitive to the parameters of the S30U020H sur- ~2 ~ 
face complexation reaction. Table 7.1 1 indicates that increasing the magnitude of Kf of S30U020H 
by 1 % would cause the total aqueous concentration of ~ 0 ~ ~ +to decrease by about 8 x 10-lo molesL, 
or 0.62% of its value, at a time of 4.9 hours. 
In Figures 7.10 and 7.11, the profiles showing the sensitivity of ~ 0 2 ~ ' - forwith respect to k, 
S 10U020H,  S20U020H,  and S20U02+ exhibit a negative-positive-negative pattem. The sensi- 
tivity with respect to km is negative from the initial arrival of the pulse at the end of the column until 
the total aqueous concentration of ~ 0 ~ ~ +molesll, which is half of the injected is about 5 x 
concentration of uoZ2+.  While the peak of the ~ 0 ~ ~ +pulse is present at the end of the column, the 
sensitivity with respect to k, becomes positive. The peak k, sensitivity value coincides approxi- 
mately with the peak in the concentration of U O ~ ~ + .  returns to The sensitivity with respect to k, 
a negative value after the concentration of ~ 0 ~ ~ +  molesL again. The negative- falls below 5 x 
positive-negative pattem indicates that a decrease in the value of k, will cause an increase in con- 
centration at the edges of the pulse and a decrease in concentration near the center of the pulse. This 
trend is confirmed in Figure 7.7, which shows that the breakthrough profile for a k, of 10 hours-' 
is clearly more spread out than the profile for a k, of 100 hours-'. 
Figures 7.10 and 7.1 1 show that the sensitivity coefficients for Kf are approximately zero when 
the total aqueous concentration of ~ 0 2 ~ 'is at its peak value. The Kf sensitivity is negative before 
the ~ 0 ~ ~ +pulse has peaked and becomes positive shortly after the peak value has been attained. 
These results indicate that an increase in the value of Kffor one of the surface complexation reactions 
will cause a decrease in the concentration for the first half of the pulse and an increase in the con- 
centration for the second half of the pulse. Therefore, the net effect of increasing the value of Kf 
will be to shift the arrival of the pulse to a slightly later time, or equivalently, to slow the migration 
of the pulse through the column. Increasing the parameter Kf has a similar effect to increasing the 
value of Kd in the linear sorption model, in that an increase in the value of Kf will result in more 
retardation of the sorbing species. 
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FIGURE 7.10: Hybrid sensitivity vs. time plots at the end of the 21-centimeter column, 
showing the sensitivity of the total aqueous concentration of 
with respect to the surface complexation parameters in model C4 
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FIGURE 7.11 : Hybrid sensitivity vs. time plots at the end of the 21-centimeter column, 
showing the sensitivity of the total aqueous concentration of ~ 0 ~ ~ +  
with respect to the surface complexation parameters in model C5 
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In Figure 7.11, the curve showing the sensitivity of uoZ2+with respect to Kf for S30U020H 
has a different shape than the Kf sensitivity profiles for the other surface complexes. The total 
aqueous concentration of uoZ2+is relatively insensitive to Kf for S30U020Hfrom a time of about 
6 hours up to about 8 hours. The sensitivity profile has a small trough when the pulse initially arrives 
at the end of the column and a small peak as the trailing edge of the pulse leaves the column. There- 
fore, the concentration of uoZ2+is only sensitive to the value of Kf for S30U020Halong the edges 
of the pulse. The peak and trough values in the hybrid sensitivity profile for Kf of S30U020Hseem 
small in magnitude; however, the concentration of uoZ2+is very low when the peak and trough val- 
ues occur. Table 7.11 reveals that the magnitude of the trough value of the sensitivity of the total 
aqueous concentration of with respect to Kf for S30U020His large in the relative sense. 
The observation that the sensitivity with respect to Kf for S30U020H is relatively large at the 
leading and trailing edges of the uranium(V1) pulse corroborates the fact that a third surface site is 
needed to capture the tailing behavior that was evident in the column experiments by Kohler et al. 
(1996). A comparison of the formation constants for the two-proton release surface complexation 
reactions in model C5 (reactions (7-9, (7-10), and (7-12)) reveals that Kf is largest for the third 
surface site, indicating that the surface complex S30U020His thermodynamically favored over 
S10U020Hor S20U020H. The type three surface sites comprise only 0.02% of the total con- 
centration of surface sites; therefore, the concentration of S30U020His relatively low when the 
total concentration of uoZ2+is large in comparison to the total concentration of third type surface 
sites (7 x 10-I * moleslg, which corresponds to about 2.5 x molesL). When the total concentra- 
tion of uranium is low (e.g., at the leading and trailing edges of the pulse), the sorbed portion of 
IJoz2+will exist primarily in the form of S30U020H. 
Although uranium preferentially forms complexes with the surface sites of type three, the con- 
centration of S30U020His constrained by the availability of type three surface sites. As the pulse 
migrates through the column, ~ 0 ~ ~ +will first deplete the surface sites of type three, and then pro- 
ceed to form complexes with sites of types two and finally, with sites of type one. The fact that ura- 
. .  .
nium first comes to equilibrium with the sites of the third type is confinned by the sensitivity profile 
for k, of S30U020Hin Figure 7.11, which shows that the initial breakthrough of the k, sensitivity 
profile for S30U020Hoccurs slightly earlier than those of S1OUO20Hand S20U020H. The de- 
rivative of the rate expression (7-1 6) with respect to k, will be small when the surface complexation 
reactions are close to equilibrium; therefore, the size of the sensitivity with respect to k, provides 
a measure of the distance from thermodynamic equilibrium. Figure 7.1 1 shows that the surface com- 
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plexation reaction for S30U020His approximately in equilibrium most of the time during which 
the uranium pulse is present at the end of the column. 
Figures 7.12 and 7.13 show the hybrid sensitivity of the total aqueous concentration of ~ 0 ~ ~ +  
with respect to the total concentration of each of the surface sites for models C4 and C5, respectively. 
For both models, the total aqueous concentration of ~ 0 ~ ~ +is most sensitive to the total concentra-
tion of the second type of surface sites. The general shape of the profiles is similar to the shape of 
the Kf sensitivity profiles, indicating that an increase in the total concentration of one of the surface 
sites will delay the arrival of the uranium pulse at the end of the column. 
FIGURE 7.12: Hybrid sensitivity vs. time plots at the end of the 21-centimeter column, 

showing the sensitivity of the total aqueous concentration of ~ 0 ~ ~ + 
with 

respect to the initial concentrations of the surface sites in model C4 
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Figures 7.14 and 7.15 show the hybrid sensitivity of the total aqueous concentration of ~ 0 ~ ~ +  
with respect to the equilibrium constant of U020H+for models C4 and C5, respectively. Sensitivity 
coefficients were also computed for the equilibrium constant of U02(0H)2.The sensitivity profiles 
for &q,U02(OH)2 were similar in shape to the results for Keq,U020H;however, the coefficients were 
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FIGURE 7.13: Hybrid sensitivity vs. time plots at the end of the 21 -centimeter column, 

showing the sensitivity of the total aqueous concentration of ~ 0 ~ ~ + 
with 
respect to the initial concentrations of the surface sites in model C5 
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more than two orders of magnitude smaller. A comparison of the vertical scales in Figures 7.14 and 
7.15 with those in Figures 7.10 and 7.1 1 reveals that the sensitivity coefficients for K,q,uo20H are 
approximately an order of magnitude smaller than the sensitivity coefficients for the formation 
constants of the surface complexation reactions. The peak values in Tables 7.10 and 7.1 1 confirm 
this difference in the magnitudes of the sensitivity coefficients. 
The plots in Figures 7.14 and 7.15 show that the sensitivity of the total aqueous concentration 
of ~ 0 ~ ~ +with respect to Keq,U020~is positive before the ~ 0 2 ~ ~pulse has peaked and becomes 
negative after the concentration begins to decrease. This result indicates that an increase in the value 
of & q , U 0 2 0 ~  will cause an increase in the total aqueous concentration of ~ 0 ~ ~ +while the first half 
of the pulse is passing through the end of the column, and a decrease in the concentration of ~ 0 ~ ~ +  
- - 
- - 
- - 
- - 
-1 
FIGURE 7.14: Hybrid sensitivity vs. time plots at the end of the 21 -centimeter column, 
showing the sensitivity of the total aqueous concentration of ~ 0 ~ ~ +  
with respect to the equilibrium constant of U020H+ for model C4 
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FIGURE 7.15: Hybrid sensitivity vs. time plots at the end of the 21-centimeter column, 
showing the sensitivity of the total aqueous concentration of uoZ2+ 
with respect to the equilibrium constant of U020H+ for model C5 
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while the second half of the pulse is exiting the column. The net effect of increasing the value of 
Keq,U020H will be to shift the arrival of the pulse to a slightly earlier time. Therefore, an increase 
in the value of &q,uO2oHwill have the opposite effect to increasing the value of Kf for the surface 
complexation reactions. Conceptually, it is clear that an increase in the value of &q,U020H will 
cause more uranium to exist in the form of U020H+, rather than as U O ~ ~ + .  Since U022+ is assumed 
to be the only species that forms surface complexes with quartz, a decrease the concentration of 
will reduce the amount of sorption in the column, thereby speeding up the migration of the 
uranium(V1) pulse. 
In summary, the results of the sensitivity analysis indicate that the total aqueous concentration 
of U022+ is most sensitive to the total concentration of the second surface site and the formation 
constant of S20U02+. The concentration of ~ 0 ~ ~ +is also relatively sensitive to the total concentra- 
tions of the other surface sites and to the value of the forrnation constants for S IOU020H and 
S20U020H.  This result is important since there is a significant amount of uncertainty associated 
with the surface site concentrations and the formation constants for the surface complexation reac- 
tions. The shape of the sensitivity profiles indicates that uncertainty in the value of the surface com- 
plexation forrnation constants, the total surface site concentrations, or the equilibrium constant of 
U020H+ will result in error in the calculated travel time of the pulse through the column. Similarly, 
uncertainty in the mass transfer coefficients will affect the calculated peak concentration and the 
amount of spreading of the pulse. 
The sensitivity coefficients plotted in Figures 7.10 through 7.15 were verified by direct per- 
turbation. The mass transfer coefficients for the surface complexation reactions were perturbed by 
0.1 hours-'. For model C4, the size of the perturbations for the formation constants of S10U020H,  
S20U020H,  and S20U02+ were 1 x 2 x and 0.02, respectively. For model C5, the 
formation constants of S10U020H, S20U020H, S20U02+ and S30U020H were perturbed by 2 
x 2 x 1 04, 0.02, and 2 x 1 04. The equilibrium constants for U020Hf and U02(0H)2 were 
perturbed by multiplying the original value by a factor of 10°.004 (ie., adding 0.004 to the logarithm 
of Gq).The sensitivity coefficients with respect to the total surface site concentrations were also 
verified by direct perturbation. The initial concentrations of SIOH and S20H were perturbed by 
2 10-9 ,-.- moles/g, respectively, for model C4. For model C5, the initial concentrations alld 5 x 
of S lOH, S20H and S30H were perturbed by 2 x 2 x 10-11, and 2 x 10-l3 moles/g, respective- 
ly. For both model C4 and model C5, the sensitivity coefficients calculated by SIAlDS with a time 
step of 0.01 hours plotted on top of the direct perturbation results. 
Figures 7.16 and 7.17 compare the results of SIAlDS and OPSPLTDS for a time step of 0.01 
hours. The results of OPSPLTAS are not included, since they plot on top of the results for 
OPSPLTDS. Figure 7.16 shows breakthrough profiles of the total aqueous concentration of 
at the end of the column, and Figure 7.17 shows hybrid sensitivity versus time profiles for the sensi- 
tivity of the total aqueous concentration of ~ 0 ~ ~ +with respect to Kf for S20U02+ . In each figure, 
the top plot shows results for model C4, and the bottom plot show results for model C5. In compari- 
son to the SIAlDS profiles for the same time step, the OPSPLTDS breakthrough profiles for a time 
step of 0.01 hours clearly show excessive spreading due to numerical dispersion. This numerical 
error is also evident in the sensitivity coefficient profiles shown in Figure 7.17. In order to match 
the results of SIAlDS with a time step of 0.01 hours, it is necessary to use a time step of 0.002 hours 
in the operator splitting codes. The SIAlDS results for a time step of 0.01 hours and the OPSPLTDS 
results for a time step of 0.002 hours plot on top of the sensitivity coefficients calculated by direct 
perturbation of the value of Kf for S20U02+ . 
In this example, the domain is discretized into 842 nodes, and the system contains three aqueous 
components. The number of immobile components is five for model C4 and seven for model C5. 
For model C4, sensitivity coefficients were computed for six kinetic parameters and two equilibrium 
constants. For model C5, sensitivity coefficients were computed for an additional two kinetic pa- 
rameters. Since the number of parameters is equal to the number of components in this problem, 
the CPU time of OPSPLTDS is expected to be smaller than that of OPSPLTAS. This is confirmed 
in Table 7.12, which compares the CPU times of SIA IDS, OPSPLTDS, and OPSPLTAS for reaction 
parameter sensitivity calculations in the uranium-quartz column study. Sensitivity coeffiicients 
were also computed for the total concentrations of each surface site; however, these calculations 
were not included in the simulations in Table 7.12. For reference, Table 7.13 summarizes the corn- 
putationai demand of the parameier sensiiiviiy caiculaiions in S i k iDS, OPSPLTDS, and OF-
SPLTAS for the uranium-quartz problem. Table 7.12 compares the CPU times of SIAlDS, 
OPSPLTDS, and OPSPLTAS for different time steps, since it is necessary to run the operator split- 
ting codes with a time step of 0.002 hours to obtain roughly the same accuracy as SIAlDS with a 
time step of 0.01 hours. Although the OPSPLTDS and OPSPLTAS runs were performed with a time 
step almost an order of magnitude smaller than that of SIAlDS, the operator splitting codes require 
about 30% less CPU time than SIAlDS. The CPU times for model C5 are larger than those for model 
C4 because it is necessary to compute the rate terms and parameter sensitivity coefficients for an 
FIGURE 7.16: Comparison of the breakthrough curves of SIAlDS and OPSPLTDS 
for the uranium(V1) column transport problem using a time step of 0.01 hours 
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FIGURE 7.17: Comparison of the results of SIAlDS and OPSPLTDS for a time step 
of 0.01 hours, showing the sensitivity of the total aqueous 
concentration of with respect to Kf for S20U02+ 
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additional surface complexation reaction. For SIAIDS, the average number of SIA iterations per 
time step was 6.386 for model C5, as compared to 5.044 for model C4. The simulations in Table 
7.12 were performed with implicit time weighting, and the operator splitting codes used Newton's 
method to solve the state equations for the batch reaction problem at each node. 
Table 7.12: Comparison of the CPU timest of SIAlDS, OPSPLTDS, and OPSPLTAS 
for the uranium-quartz 1D transport problem 
t Simulations were run on a Hewlett Packard workstation (model C160), and 
the CPU time was determined using the gprof profiling tool. Each program 
was compiled with HP Fortran 10.20 using level two optimization. 
Table 7.13: Comparison of the computational demand of the sensitivity calculations in 

SIA IDS, OPSPLTDS, and OPSPLTAS for the uranium-quartz 1D transport problem 

Code Model Order # of iterative # of matrix # of r.h.s. # of dot 
of matrix solves decompositions vectors per products per 
matrix decomposition decomposition 
SIAlDS C4 6736 8 - - -
OPSPLTDS C4 842 64 - - -
Table 7.12 summarizes the CPU times required for the solution of both the state and sensitivity 
equations for the ID uranium-quartz example. For solution of the state equations only, SIAlDS re- 
quires approximately 125 1 CPU seconds for model C4 and 1753 CPU seconds for model C5. Sirni- 
larly, the operator splitting codes require about 2076 and 2402 CPU seconds for solution of the state 
equations for models C4 and C5, respectively. In this example, the operator splitting codes require 
more CPU time than SIAlDS for the solution of the state equations, since it is necessary to reduce 
the size of the time step by a factor of 5. Even with this reduction in the size of the time step, Table 
7.12 shows that operator splitting is more efficient for the solution of both the state and sensitivity 
equations; therefore, operator splitting has a greater impact on the computational demand for the 
sensitivity calculations than on the computational demand for the solution of the state equations. 
Operator splitting is a very efficient method for the calculation of sensitivity coefficients since the 
large system of sensitivity equations is divided into smaller systems of equations; however, operator 
splitting does not reduce the size of the system of state equations. 
In order to calculate the sensitivity coefficients by direct perturbation, it is necessary to solve 
the state equations a total of 9 times for model C4 and 11 times for model C5. In comparison to the 
simulation times for direct calculation of the sensitivity coefficients by SIA IDS, the direct perturba- 
tion approach will require about 38% more CPU time for model C4 and 55% more CPU time for 
model C5 if SIA-1 is used to solve the state equations. If the operator splitting approach is used to 
solve the state equations, the direct perturbation approach will require about 18684 CPU seconds 
of simulation time for model C4 and 26422 CPU seconds for model C5; therefore, the CPU time 
for direct perturbation approach is more than three times greater than the CPU time for the calcula- 
tion of the sensitivity coefficients by OPSPLTDS or OPSPLTAS. 
7.3 Sensitivity Analysis of 2D Uranium(V1)-Quartz System 
This example considers the transport of uraniurn(V1) through a two-dimensional domain in 
which the concentration of sorption sites is spatially variable. The reaction model is based on the 
uraniurn(V1)-quartz surface complexation reactions of model C4 from the column experiments by 
Kohler et al. (1996), as described in detail in section 7.2. However, the hydrologic transport parame- 
ters were selected to represent more realistic field values. Table 7.14 lists the physical parameters 
for the simulation. 
In this example, the chemical system contains three aqueous components: uranyl ion ( u o ~ ~ + ) ,  
acidic hydrogen (H+),and nitrate (NO3-). Speciation reactions among the aqueous components re- 
sult in the formation of the 11 complexes in Table 7.9. The chemical system also contains five immo- 
bile components: SI OH, S20H, S 0U020H,  S20U020H, and S20U02+. Initially, no uranium is 
present in the domain in either aqueous or sorbed forms. The background solution has a pH of 3.9 
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where except within a rectangular reactive zone. Figure 7.18 shows the position of the reactive zone 
- - 
Table 7.14: Physical parameters for 2D uranium(V1) transport problem 
within the problem domain. Within the reactive zone, the initial concentrations of S OH and S20H 
are 3.458x and 4.2 x moles/g, respectively. The reactive zone has the same permeability 
as the rest of the system. During the simulation, a solution at pH 3.9 containing lo4 moleslL of 
and 1 o - ~molesk of No3- is continuously injected along the left-hand-side boundary of the 
domain. 
FIGURE 7.18: Schematic of the 2D uranium(V1) transport problem 
with a block of reaction sites 
uranyi ion is assumed to forrn surface complexes with quartz surface sites within the reactive 
zone according to model C4, defined in (7-6), (7-7), and (7-8). The rates of formation of 
S10 U 0 2 0H  and S20U020H are given by equation (7-16), and the rate of formation of S20U02+ 
is given in (7-17). The mass transfer coefficient is arbitrarily set to 1 hour-' for all three surface 
complexation reactions. As is noted in section 7.2, it is necessary to increase the value of k, to at 
least 100 hours-' in order to approximate equilibrium in this system; however, an extremely small 
time step must be used when k, is equal to 100 hours-l. For ease of computation, the two-dimen- 
sional runs in this section were performed with k, set equal to a relatively small number, making 
it possible to use a time step of 0.05 hours. For this problem, SIAIDS, OPSPLTDS and OPSPLTAS 
performed equally well with a time step of 0.05 hours. 
Figures 7.19 and 7.20 shows concentration profiles along a horizontal line 1.6 meters above the 
bottom of the problem domain at simulation times of 200 and 400 hours, respectively. The reactive 
zone is located between the vertical dashed lines in each figure. At 200 hours, the total aqueous con- 
centration of uranium is equal to the inlet value at the upstream edge of the reactive zone; however, 
uranium has yet to reach the downstream edge of the reactive zone. The shape of the concentration 
profiles for the surface complexes are similar to the shape of the aqueous ~ 0 ~ ~ +profile. As was 
observed in the one-dimensional column simulations, the surface complex with the highest con- 
centration is S20U02+, followed in size by S10U020H and S20U020H. By 400 hours, the total 
aqueous concentration of ~ 0 ~ ~ +and the surface complexes have reached steady-state values in the 
first half of the reactive zone. Downstream of the reactive zone, the total aqueous concentration of 
~ 0 ~ ~ +decreases in an approximately linear fashion. 
The two-dimensional variation in the concentration of ~ 0 ~ ~ +is illustrated in Figure 7.21, 
which shows contour plots of the total aqueous concentration of in pmoles/L at 200 and 400 
hours. The location of the reactive zone is delineated by the dotted line. The contour plot for 200 
hours clearly shows that the uranium front travels slower within the reactive zone. The effects of 
transverse dispersion are evident in the fact that the migration of uranium is slowed in the regions 
above and below the reactive zone. If the concentration of surface sites was zero throughout the 
domain, the midpoint of the uranium front would have reached the downstream boundary of the do- 
main at a time of 200 hours, since the pore water velocity is 0.02 mlhr in this problem. Figure 7.21 
shows that even at the top and bottom boundaries of the domain, the midpoint of the front has not 
quite emerged at the downstream edge at a time of 200 hours. 
Figures 7.22 and 7.23 contain longitudinal hybrid sensitivity profiles at 200 and 400 hours, re- 
spectively, for the parameters of the surface complexation reactions. In both figures, the sensitivity 
of U O ~ ~ +with respect to the surface complexation parameters is zero upstream of the reactive zone. 
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FIGURE 7.19: Longitudinal concentration profiles along y = 1.6 m 
for the 2D uranium(V1) transport problem at 200 hours 
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FIGURE 7.20: Longitudinal concentration profiles along y = 1.6 m 
for the 2D uranium(V1) transport problem at 400 hours 
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FIGURE 7.21: Contour plots of the total aqueous concentration of ~ 0 ~ ~ +in pmolesk 
is positive between 0.5 and 1.5meters, which correspond to the upstream half of the reactive zone. 
In the downstream portion of the domain, the sensitivity of with respect to k, is negative at 
200 hours. The lower half of Figure 7.22 shows that the sensitivity of the total aqueous concentration 
of ~ 0 ~ ~ +with respect to the formation constants of each of the the three surface complexes is nega- 
tive within the reactive zone. The magnitude of the sensitivity of with respect to Kf is largest 
at the center of the reactive zone, which corresponds to the location of the midpoint of the reactive 
front at 200 hours. At the same location, the sensitivity of uo2'+with respect to k, is approximately 
zero for all three surface complexes. The sensitivity results in Figure 7.22 indicate that an increase 
in the value of k, would sharpen the ~ 0 2 ~ ~concentration front and an increase in the value of Kf 
would cause the position of the front to shift closer to the upstream boundary. Therefore, at 200 
hours, when the uranium front is completely contained within the reactive zone, the results of the 
sensitivity analysis are similar to the corresponding analysis in the one-dimensional simulations 
with uniform surface site concentrations described in section 7.2. 
It is interesting to note that in Figure 7.22, the region in which the concentration of is 
sensitive to the mass transfer coefficients extends beyond the reactive zone, to a distance of about 
3 meters. Figure 7.19 shows that the concentration of ~ 0 ~ ~ +is approximately zero downstream of 
the reactive zone at 200 hours; therefore, the relative sensitivity is large in the region just down- 
stream of the reactive zone. The fact that the sensitivity of ~ 0 2 ~ 'with respect to kmremains nega- 
tive for about 0.5 meters beyond the reactive zone indicates that a decrease in the value of k, for 
one of the surface complexation reactions will cause an increase in the concentration of ~ 0 ~ ~ +in 
this region. This result confirms that a decrease in the value of k, will enhance the spreading of the 
uranium front. At 200 hours, Figure 7.19 shows that the leading edge of the uranium front lies at 
the downstream boundary of the reactive zone; therefore, increased spreading will introduce ura- 
nium into the region downstream of the reactive zone. 
Figure 7.23 shows that the total aqueous concentration of ~ 0 ~ ~ +is relatively insensitive to the 
parameters of the surface complexation reactions within about the first 1.2meters of the domain at 
400 hours. This result is in agreement with the fact that the concentration of ~ 0 ~ ~ +has attained a 
steady-state value in this region at 400 hours, as is shown in Figure 7.20. If the injection of uranium 
continues, the concentration of ~ 0 ~ ~ +will eventually be equal to the injected value of 1 o4 molesk 
throughout the problem domain. When this occurs, the sensitivity of ~ 0 ~ ~ +with respect to the sur- 
face complexation reaction parameters will be zero everywhere, and the concentration of each sur- 
face complex will be in equilibrium with a total U O ~ ~ +concentration of lo4 moles/L throughout 
the reactive zone. 
FIGURE 7.22: Longitudinal hybrid sensitivity profiles along y = 1.6 m for the 
2D uranium(V1) transport problem at 200 hours 
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FIGURE 7.23: Longitudinal hybrid sensitivity profiles along y = 1.6 m for the 
2D uranium(V1) transport problem at 400 hours 
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At 400 hours, the total aqueous concentration of ~ 0 ~ ~ +is sensitive to the mass transfer coeffi- 
cients for the surface complexation reactions from a distance of about 1.25 meters to the downstream 
edge of the domain. Similarly, uo2'+is sensitive to the formation constants for the surface corn- 
plexes from a distance of 1.4meters to the right-hand-side boundary of the domain. Within the reac- 
tive zone, the shape of the profiles is similar to the shape of the corresponding profiles at 200 hours, 
except that the profiles have shifted downstream by about a meter. Downstream of the reactive zone, 
the sensitivity with respect to the mass transfer coefficients decreases approximately linearly. In this 
region, the sensitivity profiles for the formation constants are parabolic in shape, becoming smaller 
in magnitude near the end of the domain. In Figure 7.23, the shape of the sensitivity profiles down- 
stream of the reactive zone bears very little resemblance to the shape of the profiles in Figure 7.22. 
However, if the domain was extended further downstream, it would become clear that the sensitivity 
profiles have simply been stretched out in the region downstream of the reactive zone. The surface 
complexation reactions cease to occur outside of the reactive zone; however, the processes of advec- 
tion and dispersion continue to act on the uranium front, causing the spatial distortion of the sensitiv- 
ity profiles. The stretching of the sensitivity profiles downstream of the reactive zone is due to the 
fact that the front travels faster downstream of the reactive zone. Within the reactive zone, the migra- 
tion of the front is retarded due to the surface complexation reactions; however, the front travels at 
the pore water velocity downstream of the reactive zone. The increase in the velocity of the uranium 
front downstream of the reactive zone is illustrated in Figure 7.24,which compares the concentration 
and sensitivity breakthrough profiles at the center of the reactive zone (x = 1.5m), at the downstream 
edge of the reactive zone (x = 2.5 m) and at a distance of 1 meter downstream of the reactive zone 
(x = 3.5 m) along a horizontal line 1.6m above the bottom of the domain. The upper plot in Figure 
7.24 shows breakthrough profiles for the total aqueous concentration of U O ~ ~ + ,and the lower plot 
shows breakthrough profiles for the hybrid sensitivity of ~ 0 ~ ~ +with respect to Kf for S20U02+. 
Figure 7.24 indicates that the uranium front requires about 170 hours to travel one meter within the 
reactive zone; in comparison, the uranium front requires about 50 hours to travel the same distance 
downstream of the reactive zone. 
In the region downstream of the reactive zone, the surface complexation reactions do not occur, 
and the concentration of uranium is sensitive to the surface complexation parameters only because 
the uranium has passed through the reactive zone. In Figure 7.23, the sensitivity of ~ 0with re- ~2 ~ 
spect to the Kf parameters is negative downstream of the reactive zone, indicating that an increase 
in the value of Kf will cause a decrease in the concentration of ~ 0 ~ ~ +downstream of the reactive 
zone. This result can be explained by the fact that an increase in the value of Kf will slow the migra- 
tion of uoZ2+through the reactive zone. Because of this decrease in the rate of uranium migration, 
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FIGURE 7.24: Concentration and hybrid sensitivity breakthrough profiles for 
the total aqueous concentration of U O ~ ~ +along a horizontal line 
1.6 meters above the bottom of the domain 
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the uranium front will arrive at the downstream boundary of the reactive zone at a later time. After 
the uranium front passes beyond the reactive zone, it will travel at the same velocity, regardless of 
the value of Kf; however, at 400 hours, the horizontal position of the uranium front is highly depen- 
dent on the time at which the front reached the end of the reactive zone. At later times in the simula- 
tion, the net effect of an increase in the value of Kf will be to shift the position of the uranium front 
towards the upstream direction. 
Conceptually, the sensitivity coefficients are "transported" through the last 1.5 meters of the 
domain by the processes of advection and dispersion, even though the surface complexation reac- 
tions do not occur in this region. Mathematically, this is equivalent to eliminating the source/sink 
term on the right-hand-side of the sensitivity equation. The sensitivity equation (6-21) is repro- 
duced here, for convenience: 
Outside of the reactive zone, the sensitivity equation simplifies to the following expression: 
In (7-22), the sensitivity coefficients of a given component are coupled spatially; however, the cou- 
pling has been eliminated between sensitivity coefficients of different components at a given node. 
Figure 7.25 contains a contour plot of the sensitivity of the total aqueous concentration of 
with respect to the formation constant for S20U02+at 200 hours. The position of the sensitivity 
trough outlined by the contour for -0.4 pmoles/L coincides with the location of the midpoint of the 
uranium front within the reactive zone in Figure 7.2 1. The sensitivity contours for Kf,S20U02extend 
outside of the reactive zone because of transverse dispersion. The effects of transverse dispersion 
are also evident in the elongation of the sensitivity contours along the upper and lower edges of the 
reactive zone. In Figure 7.2 1, it is clear that there is a vertical concentration gradient along the upper 
and lower edges of the reactive zone at 200 hours. Because of this concentration gradient, transverse 
dispersion causes uranium to migrate into the reactive zone from the regions of higher concentration 
just above and below the reactive zone. An increase in the value of Kf for S20U02+will drive the 
surface complexation reaction (7-8) forward, resulting in a decrease in the aqueous concentration 
of within the reactive zone. A decrease in the aqueous concentration of ~ 0 ~ ~ +corresponds 
to an increase in the concentration gradient along the top and bottom boundaries of the reactive zone. 
This increase in the gradient will enhance the dispersion of ~ 0 ~ ~ +across the upper and lower edges 
of the reactive zone, thereby causing a decrease in the concentration of ~ 0 ~ ~ +above and below the 
reactive zone. 
FIGURE 7.25: Contour plot of the hybrid sensitivity in pmolesL of the total aqueous 
concentration of U022+with respect to Kf of S20U02+at 200 hours 
A contour plot of the sensitivity of the total aqueous concentration of ~ 0 ~ ~ +with respect to the 
Kf for S20U02+at 400 hours is shown in Figure 7.26. A comparison of this figure with the lower 
plot in Figure 7.2 1shows that the sensitivity of uranium is approximately zero at the locations where 
the concentration of uranium is equal to the injected concentration of 10" molesL. At a time of 
400 hours, the sensitivity trough outlined by the contour for -0.5 pmoles/L lies almost entirely out- 
side of the reactive zone. The sensitivity of the total aqueous concentration of ~ 0 ~ ~ +with respect 
to Kf is negative in the region downstream of the reactive zone, indicating that an increase in the 
value of Kf will result in a decrease in the concentration of ~ 0 ~ ~ +downstream of the reactive zone 
at a time of 400 hours. As is noted above, the uranium front will travel through the region down- 
stream of the reactive zone at the same velocity, regardless of the value of Kf. However, the position 
of the uranium front at 400 hours is largely controlled by the value of Kf within the reactive zone. 
An increase in the value of Kf will delay the arrival time of the uranium front at the downstream edge 
of the reactive zone; therefore, even in the region downstream of the reactive zone, an increase in 
the value of Kf will cause a shift in the position of the uranium front towards the upstream boundary 
of the domain. 
FIGURE 7.26: Contour plot of the hybrid sensitivity in pmoles5 of the total aqueous 
concentration of with respect to Kf of S20U02+ at 400 hours 
In this chapter, sensitivity coefficients are used to elucidate the behavior in several example 
transport problems with complex reaction systems. Sensitivity coefficients provide insight into the 
roles of the various reaction processes and the interactions between species in the system. The exam- 
ple problems clearly demonstrate the computational advantage of applying the operator splitting ap- 
proach to sensitivity coefficient calculations. Even when it is necessary to use a smaller time step 
for operator splitting, as is the case for the one-dimensional uranium-quartz problem in section 7.2, 
the CPU times for the operator splitting codes are significantly lower that the CPU times for the cal- 
culation of sensitivity coefficients by the direct method. 
8. CONCLUSIONS 

8.1 Summary 
The focus of this dissertation was to develop an efficient and accurate method for the calculation 
of reaction parameter sensitivity coefficients in a numerical model of subsurface contaminant trans- 
port. The numerical model was designed to simulate the coupled effects of two-dimensional steady- 
state groundwater flow, equilibrium aqueous speciation reactions, and lanetically-controlled inter- 
phase reactions. Kinetic reaction models were included for linear kinetic sorption, Langmuir kinetic 
sorption, biodegradation with Monod kinetics, and a general reversible reaction with forward and 
reverse rate constants. The problem of calculating parameter sensitivity coefficients was ap- 
proached in three steps of increasing complexity. 
In the first step, parameter sensitivity coefficients were calculated for a batch problem with 
equilibrium speciation reactions, which are described by a system of nonlinear algebraic equations. 
The Newton-Raphson method is applied to solve this system of nonlinear equations. In this type 
of problem, it is necessary to solve a system of linear algebraic equations to obtain the sensitivity 
coefficients of each of the equilibrium constants. Equilibrium constant sensitivity coefficients were 
computed for the carbonate system and an aqueous solution containing cobalt, iron and EDTA. The 
sensitivity analysis indicated that about half of the complexes could be eliminated from the second 
example system. 
The codes BATKINDS and BATKINAS were written to compare the performance of the direct 
and adjoint methods, respectively, for the calculation of sensitivity coefficients in batch systems 
with coupled kinetic and equilibrium reactions. In these systems, the state equations take the form 
of a system of nonlinear differential-algebraic equations, which must be solved with an iterative pro- 
cedure. In BATKINDS and BATKINAS, this system of equations is divided into a system of nonlin- 
ear algebraic equations and a system of nonlinear ordinary differential equations (ODEs); these two 
systems of equations are solved sequentially during each iteration. The codes can use either a full 
Newton-Raphson method or a truncated first-order method to solve the time-discretized system of 
nonlinear ODEs for the total concentrations of a set of components. The Newton-Raphson method 
is used to solve the system of nonlinear algebraic equations for the concentrations of individual spe- 
cies in the system. After solving the state equations, it is possible to solve a linear system of sensitiv- 
ity equations for each reaction parameter in the problem. For the total component concentrations, 
the sensitivity equations take the form of a linear system of ODES. After calculating the sensitivity 
coefficients of the total component concentrations, it is possible to calculate the sensitivity coeffi- 
cients of the individual species concentrations by solving a system of linear algebraic equations. 
The state and sensitivity equations were solved for a number of example problems to evaluate the 
accuracy of BATKINDS and BATKINAS. For the sensitivity coefficient calculations, the adjoint 
method was found to be slightly more efficient than the direct method for an example in which the 
number of parameters was much larger than the number of components. 
For reactive transport problems, the state equations take the form of a nonlinear partial differen- 
tial equation (PDE)for each of the aqueous components and a nonlinear ODE for each of the immo- 
bile components; these differential equations are coupled together through the reaction sourcelsink 
terns. The corresponding sensitivity equations take the form of a system of linear differential equa- 
tions, consisting of a PDE for each aqueous component and an ODE for each immobile component. 
Three codes were written to solve the state and sensitivity equations for reactive transport problems. 
The code SIAlDS applies the first-order sequential iterative approach (SIA- I )  to solve the state 
equations and uses the direct method to solve the entire system of sensitivity equations. OPSPLTDS 
and OPSPLTAS use the operator splitting approach to solve both the state and sensitivity equations. 
For the resulting batch reaction problem at each spatial node, the solution methods in OPSPLTDS 
and OPSPLTAS are based on those used in BATKINDS and BATKINAS, respectively. 
Reaction parameter sensitivity coefficients were calculated with SIAIDS, OPSPLTDS and 
OPSPLTAS for a series of example transport problems. These examples considered a cobalt-NTA 
problem with linear kinetic sorption and biodegradation and a uranium-quartz system with mass 
transfer-limited surface complexation reactions. The computed sensitivity coefficients were used 
to gain insight into the relative significance of the reaction processes and to rank the individual reac- 
tion parameters in terms of importance. 
For the cobalt-NTA problem, coefficients were calculated to quantify the sensitivity of the con- 
centrations of nine components with respect to 13 reaction parameters. This set of parameters in- 
cluded three equilibrium constants, two kinetic parameters for the cobalt sorption reaction, and eight 
kinetic parameters for the biodegradation of HNTA~-. Although cobalt was not directly involved 
in the NTA biodegradation reaction, the sensitivity coefficients of cobalt and NTA with respect to 
the biodegradation parameters were similar in magnitude. Similarly, although NTA was not in- 
volved in the sorption reaction, the sensitivity coefficients of cobalt and NTA with respect to the 
sorption parameters were similar in magnitude. Therefore, the sensitivity analysis demonstrated 
that although cobalt and NTA did not interact in any kinetic reaction process, there was a strong de- 
gree of coupling between the total aqueous concentrations of these two components. The quantifica- 
tion of the coupling between components is an especially useful application of reaction parameter 
sensitivity coefficients. 
For the uranium-quartz system, parameter sensitivity analyses were performed for two one-di- 
mensional problems based on column experiments by Kohler et al. (1996) and a two-dimensional 
problem with a spatially variable pattern of surface sites. The surface complexation model contained 
two surface sites for the first one-dimensional example and three surface sites for the second one-di- 
mensional example. Only the two-site surface complexation model was considered for the two-di- 
mensional problem. For the two-site uranium-quartz examples, sensitivity coefficients were calcu- 
lated for eight components and eight reaction parameters. For the three-site uranium-quartz 
example, sensitivity coefficients were calculated for ten components with respect to ten reaction pa- 
rameters. Additionally, for the one-dimensional problems, the sensitivity of the component con- 
centrations were computed with respect to the total surface site concentrations. The results of the 
sensitivity analysis demonstrated that the sensitivity of the total aqueous concentration of uranium 
was relatively high for the formation constants of the surface complexes and the total concentrations 
of the surface sites. The total aqueous concentration of uranium was less sensitive to the equilibrium 
constants of the aqueous complexes and the mass transfer coefficients of the surface complexes. 
CPU time comparisons for the sensitivity analysis of several example reactive transport prob- 
lems indicated that the direct calculation of sensitivity coefficients using SIAlDS, OPSPLTDS or 
OPSPLTAS is much more efficient than the calculation of sensitivity coefficients by direct perturba- 
tion. These CPU comparisons also demonstrated that the operator splitting approach resulted in a 
significant reduction in simulation time. In general, the concentrations and sensitivity coefficients 
calculated with the operator splitting codes were comparable to the results obtained with SIAlDS; 
however, for one of the example problems, it was necessary to reduce the size of the time step in 
OPSPLTDS and OPSPLTAS to obtain an accurate solution. The CPU time comparisons for this ex- 
ample problem indicated that the reduction in the size of the time step causes the operator splitting 
approach to be less efficient than SIA-1 for the solution of the state equations alone; however, the 
operator splitting codes were still more efficient than SIAlDS for the solution of both the state and 
sensitivity equations. 
8.2 Future Directions 
In this dissertation, reaction parameter sensitivity coefficients have primarily been used to inter- 
pret the complex interactions between species in systems with coupled reactive processes. In the 
context of equilibrium speciation reactions, sensitivity coefficients were also used to eliminate reac- 
tions from the model when the component concentrations were found to be relatively insensitive to 
the parameters of the reaction. Other applications for reaction parameter sensitivity coefficients in- 
clude inverse modeling and the estimation of uncertainty in the results of a numerical model. 
In reactive transport modeling, parameter estimation algorithms can make use of sensitivity co- 
efficients to find the set of parameter values that will minimize the difference between measured and 
computed concentration values. To perform this minimization, most of the algorithms use either 
the Gauss Newton method or a gradient search method, both of which require the computation of 
sensitivity coefficients (Carrera, 1987; Townley and Wilson, 1985; Medina and Carrera, 1996). 
Since the minimization procedure is inherently iterative, it is important to select an efficient method 
for the calculation of the sensitivity coefficients. 
Parameter sensitivity coefficients can be used in a first-order stochastic analysis to quantify the 
impact of parameter variability on the solution of a reactive transport model. In this type of analysis, 
the mean and covariance of the component concentrations are estimated using a first-order Taylor 
series expansion about the mean values of the model parameters (Dettinger and Wilson, 1981). In 
order to perform a first-order stochastic analysis, it is necessary to estimate both the mean and the 
variance for each of the uncertain reaction parameters. 
In examining the potential effects of uncertainty on the results of a numerical model, it is impor- 
tant to consider the amount of uncertainty associated with the parameter, in addition to the magnitude 
of the sensitivity coefficient. If the value of a parameter is well-known, the fact that the model is 
quite sensitive to the parameter may not be relevant. For this reason, it is useful to introduce the 
concept of importance, which is defined as the absolute value of the product of a parameter sensitiv- 
ity coefficient and a range of possible values of the parameter (Tomasko et al., 1989). The parameter 
importance will be large when both the sensitivity with respect to the parameter and the uncertainty 
in the value of the parameter are significant. 
Finally, in a reactive transport problem, the set of parameters include both reaction parameters 
and physical parameters, such as hydraulic conductivity and dispersivity. Only reaction parameter 
sensitivity coefficients have been considered in this dissertation. Because of the spatial variability 
of the subsurface environment, there will be a significant amount of uncertainty in the values of the 
physical parameters, as well as the reaction parameters. One important issue that has not yet been 
examined is how the effects of reaction parameter uncertainty compare to the effects of physical pa- 
rameter uncertainty in a reactive transport model. This question can be addressed by comparing the 
magnitudes of the reaction parameter sensitivity coefficients and the physical para'meter sensitivity 
coefficients. 
REFERENCES 

Ahlfeld, D.P., J.M. Mulvey, G.F. Pinder, and E.F. Wood, Contaminated groundwater remediation 
design using simulation, optimization, and sensitivity theory: 1. Model development, Water Re-
sources Research, 24(3), 43 1-44 1, 1988. 
Allison, J.D., D.S. Brown, and K.J. Novo-Gradac, MINTEQA2PRODEFA2, A geochemical as- 
sessment model for environmental systems: Version 3.0 user's manual, EPA/600/3-9 1/02 1, 
U.S. Environmental Protection Agency, Athens, GA, 199 1. 
Anton, H., Elementary Linear Algebra, John Wiley & Sons, New York, 1987. 
Appelo, C.A.J. and D. Postma, Geochemistly, Groundwater and Pollution, A.A. Balkema, Rotter- 
dam, 1993. 
Bailey, J.E. and D.F. Ollis, Biochemical Engineering Fundamentals, 2nd ed., McGraw-Hill, New 
York, 1986. 
B a y ,  D.A., C.T. Miller, and P.J. Culligan-Hensley, Temporal discretization errors in non-iterative 
split-operator approaches to solving chemical reaction / groundwater transport models, Journal 
of Contaminant Hydrology, 22, 1-17, 1996. 
Bethke, C.M., The Geochemist SWorkbench, A User SGuide to Run, Act2, Tact, React, and Gtplot, 
Hydrogeology Program, University of Illinois, 1992. 
Bolton, H., A.E. Plymale, and D.C. Girvin, Influence of aqueous speciation of the biodegradation of 
EDTA by bacterium strain BNC 1,Abstracts of the 95th General Meeting of the American Soci- 
ety for Microbiology, May 2 1-25, 1995, p. 420, American Society for Microbiology, Washing- 
ton, D.C., 1995. 
Bolton, H., D.C. Girvin, A.E. Plymale, S.D. Harvey, and D.J. Workman, Degradation of metal-ni- 
trilotriacetate complexes by Chelatobacter heintzii, Environmental Science and Technology, 
30,931-938, 1996. 
Brandstetter, A. and B.E. Buxton, The role of geostatistical, sensitivity, and uncertainty analysis in 
performance assessment, in Geostatistical, sensitivity, and uncertainty methods for ground- 
waterflow and radionuclide transport modeling, edited by B.E. Buxton, pp. 89-1 10, Battelle 
Press, Columbus, OH, 1989. 
Brenan, K.E., S.L. Campbell, and L.R. Petzold, Numerical Solution of Initial-Value Problems in 
Differential-Algebraic Equations, Classics in Applied Mathematics, Vol. 14, Society for Indus- 
trial and Applied Mathematics, Philadelphia, 1996. 
Brooks, S.C., D.L. Taylor, and P.M. Jardine, Reactive transport of EDTA-complexed cobalt in the 
presence of ferrihydrite, Geochimica et Cosmochimica Acta, 60(11): 1899-1 908, 1996. 
Brun, A., P. Engesgaard, and T.H. Christensen, Application of a microbiology-geochemistry trans- 
pert m~de lfer s ~ u r ~ t e d  landfill plume (Vejen Landfill, Deii-groundwzer flow to a m~~ i c i p a !  
mark), in Models for assessing and monitoring groundwater quality. Proceedings of a Boulder 
Symposium, July 1995, IAHS publ. no. 227, pp. 109-116, 1995. 
Caracotsios, M. and W.E. Stewart, Sensitivity analysis of initial value problems with mixed ODES 
and algebraic equations, Computers and Chemical Engineering, 9(4), 359-365, 1985. 
Carrera, J., State of the art of the inverse problem applied to the flow and solute transport equations, 
in Analytical and Numerical Groundwater Flow and Quality Modelling, NATO-ARW Sel: C: 
Mathematical and Physical Sciences, vol. 224, edited by E. Custodio et al., pp. 549-583, D. 
Reidel, Norwell, MA, 1 987. 
Cederberg, G. A., R.L. Street, and J.O. Leckie, A groundwater mass transport and equilibrium 
chemistry model for multicomponent systems, Water Resources Research, 2 1(8), 1095-1 104, 
1985. 
Chen, Z., and W.F. McTernan, Model uncertainty and parameter sensitivity in linear retardance for- 
mulations, Journal of Environmental Systems, 2 1 (2), 10 1-1 20, 1992. 
Chiang, C.Y., C.N. Dawson, and M.F. Wheeler, Modeling of in-situ biorestoration of organic com- 
pounds in groundwater, Transport in Porous Media, 6, 667-702, 199 1. 
Chilakapati, A., T. Ginn, and J. Szecsody, An analysis of complex reaction networks in groundwater 
modeling, Water Resources Research, 34(7), 1767-1 780, 1998. 
de Blanc, P.C., K. Sepehmoori, G.E. Speitel Jr., and D.C. McKinney, Investigation of numerical 
solution techniques for biodegradation equations in a groundwater flow model, Proceedings of 
the XIInternational Conference on Computational Methods in Water Resources, Cancun, Mex- 
ico, July 22-26, 1996. 
Dettinger, M.D. and J.L. Wilson, First order analysis of uncertainty in numerical models of ground- 
water flow: Part 1. Mathematical development, Water Resources Research, 17( 1 ), 149- 16 1, 
1981. 
Drever, J.I., The Geochemist~ of Natural Waters, Prentice Hall, New Jersey, 1988. 
Dunker, A.M., The decoupled direct method for calculating sensitivity coefficients in chemical ki- 
netics, Journal of Chemical Physics, 8 1(5), 2385-2393, 1984. 
Engesgaard, P. and K.L. Kipp, A geochemical transport model for redox-controlled movement of 
mineral fronts in groundwater flow systems: A case of nitrate removal by oxidation of pyrite, 
Water Resources Research, 28(1 O), 2829-2844, 1992. 
Freeze, R.A., and J.A. Cherry, Groundwater, Prentice-Hall, New Jersey, 1979. 
Gear, C.W., Numerical Initial Value Problems in Ordinary Diflerential Equations, Prentice-Hall, 
New Jersey, 197 1. 
Girvin, D.C., P.L. Gassman, and H. Bolton, Adsorption of nitrilotriacetate (NTA), Co, and CoNTA 
by gibbsite, Clays and Clay Minerals, 44(6), 757-768, 1996. 
Greenspan, H.P., D.J. Benney, and J.E. Turner, Calculus: An Introduction to Applied Mathematics, 
2nd ed., McGraw-Hill Ryerson, Toronto, Canada, 1986. 
Guay, M., and D.D. McLean, Optimization and sensitivity analysis for multiresponse parameter es- 
timation in systems of ordinary differential equations, Computers and Chemical Engineering, 
19(12), 1271-1285, 1995. 
Harvey, R.W., R.L. Smith, and L. George, Effect of organic contamination upon microbial distribu- 
tions and heterotrophic uptake in a Cape Cod, Mass., aquifer, Applied and Environmental Mi-
crobiology, 48(6), l 197-1202, 1984. 
Heiszwolf, J.J. and J.M.H.Fortuin, Runaway behavior and parametric sensitivity of a batch reactor- 
an experimental study, Chemical Engineering Science, 5 l(1 I), 3095-3 100, 1996. 
Henneken, L., B. Nortemann, and D.C. Hempel, Influence of physiological conditions on EDTA 
degradation. Applied Microbiology and Biotechnology, 44, 190-1 97, 1995. 
Hwang, J.T., E.P. Dougherty, S. Rabitz, and H. Rabitz, The Green's function method of sensitivity 
analysis in chemical kinetics, Journal of Chemical Physics, 69(1l), 5 180-5 19 1, 1978. 
Istok, J., Groundwater Modeling by the Finite Element Method. Water Resources Monograph 13, 
American Geophysical Union, Washington, D.C., 1989. 
Jang, Y.S., N. Sitar, and A. Der Kiureghian, Reliability analysis of contaminant transport in saturated 
porous media, Water Resources Research, 30(8), 2435-2448, 1994. 
Jardine, P.M.,G.K. Jacobs, and G.V. Wilson, Unsaturated transport processes in undisturbed hetero- 
geneous porous media: I. Inorganic contaminants, Soil Science Society of America Journal, 
57(4), 945-953, 1993a. 
Jardine, P.M.,G.K. Jacobs, and G.V. Wilson, Unsaturated transport processes in undisturbed hetero- 
geneous porous media: 11. Co-contaminants, Soil Science Society of America Journal, 57(4), 
954-962, 1993b. 
Kinzelbach, W., W. Schaefer, and J. Herzer, Numerical modeling of natural and enhanced denitri- 
fication processes in aquifers, Water Resources Research, 27(6), 1 123-1 135, 199 1. 
Kohler, M., G.P. Curtis, D.B. Kent, and J.A. Davis, Experimental investigation and modeling nf ura-
nium(V1) transport under variable chemical conditions, Water Resources Research, 32(12), 
3539-355 1, 1996. 
Leis, J.R., and M.A. Kramer, Sensitivity analysis of systems of differential and algebraic equations, 
Computers and Chemical Engineering, 9(1), 93-96, 1985. 
Lensing, H.J., M. Vogt, and B. Herrling, Modeling of biologically mediated redox processes in the 
subsurface, Journal of Hydrology, 159, 125-143, 1994. 
McCarty, P.L., Stoichiometry of biological reactions, Progress in Water Technology, 7(1), 157-172, 
1975. 
McElwee, C.D. and M.A. Yukler, Sensitivity of groundwater~models with respect to variations in 
transmissivity and storage, Water Resources Research, 14(3), 45 1-459, 1978. 
McNab, W.W. and T.N. Narasimhan, Modeling reactive transport of organic compounds in ground- 
water using a partial redox disequilibrium approach, Water Resources Research, 30(9), 261 9- 
2635, 1994. 
Medina, A. and J. Carrera, Coupled estimation of flow and solute transport parameters, Water Re- 
sources Research, 32(10)?3063-3076, 1996. 
Meintjes, K. and A. Morgan, A methodology for solving chemical equilibrium systems, General 
Motors Research Laboratories Research Publication No. GMR-497 1, 1985. 
Metcalf and Eddy, Inc., Wastewater Engineering: Treatment, Disposal, and Reuse, 3rd. ed., 
McGraw-Hill, New York, 199 1. 
Michaleris, P., Design and analysis of transient nonlinear coupled systems, Ph.D. dissertation, De- 
partment of Theoretical and Applied Mechanics, University of Illinois at Urbana-Champaign, 
Urbana, IL, 1994. 
Miller, C.T., and A.J. Rabideau, Development of split-operator, Petrov-Galerkin methods to simu- 
late transport and diffusion problems, Water Resources Research, 29(7), 2227-2240, 1993. 
Morbidelli, M. and A. Varma, A generalized criterion for parametric sensitivity: Application to a 
pseudohomogeneous tubular reactor with consecutive or parallel reactions, Chemical Engi- 
neering Science, 44(8), 1675-1 696, 1989. 
Morel, F.M.M. and J. Morgan, A numerical method for computing equilibria in aqueous chemical 
systems, Environmental Science and Technology, 6(1), 58-67, 1972. 
Parkhurst, D.L., D.C. Thorstenson, and L.N. Plummer, PHREEQE-A computer program for 
geochemical calculations: U.S. Geological Survey Water-Resources Investigations 80-96, Na- 
tional Technical Information Services Report PB8 1-1 6780 1, Springfield, VA, 1980. 
Pinder, G.F., and W.G. Gray, Finite Element Simulation in Surface and Subsurface Hydrology, Aca- 
demic Press, San Diego, 1977. 
Press, W.H., S .A. Teukolsky, W.T. Vetterling, and B .P. Flannery, Numerical Recipes in FORTRAN, 
2nd. ed., pp. 701-744, Cambridge University Press, NewYork, 1992. 
Rabitz, H., M. Kramer, and D. Dacol, Sensitivity analysis in chemical kinetics, Annual Review of 
Physical Chemistq, 34 ,4  1 9 4 6  1, 1983. 
Rifai, H.S. and P.B. Bedient, Comparison of biodegradation kinetics with an instantaneous reaction 
model for groundwater, Water Resources Research, 26(4), 637-645, 1990. 
Rittmann, B.E., The significance of biofilms in porous media, Water Resources Research, 29(7), 
2195-2202, 1993. 
Rittmann, B.E., and J.M. VanBriesen, Microbiological processes in reactive modeling, in Reactive 
Transport in Porous Media, Reviews in mineralogy, vol. 34, edited by P.C. Lichtner, C.I. Steef- 
el, and E.H. Oelkers, 3 1 1-334, 1996. 
Rubin, J., Transport of reacting solutes in porous media: Relation between mathematical nature of 
problem formulation and chemical nature of reactions, Water Resources Research, 19(5), 
1231-1252, 1983. 
Saad, Y. and M.H. Schultz, GMRES: A generalized minimum residual algorithm for solving non- 
symmetric linear systems, SIAM Journal on Scientific and Statistical Computing, 7(3), 
856-869, 1986. 
Siegrist, H., A.C. Adler, W. Gujer, and G. Giger, Behavior and modelling of NTA degradation in 
activated sludge systems. Water Science and Technology, 21, 3 15-324, 1989. 
Skaggs, T.H, and D.A. Barry, Sensitivity methods for time-continuous, spatially discrete groundwa- 
ter contaminant transport models, Water Resources Research, 32(8), 2409-2420, 1996. 
Skeel, R., CS 350 Lecture Notes, University of Illinois at Urbana-Champaign, 1993. 
Snoeyink, V.L. and D. Jenkins, Water Chemistry, John Wiley & Sons, New York, 1980. 
Steefel, C.I. and A.C. Lasaga, A coupled model for transport of multiple chemical species and kinet- 
ic precipitation/dissolution reactions with application to reactive flow in single phase hydro- 
thermal systems, American Journal of Science, 294, 529-592, 1994. 
S teefel, C.I. and K.T.B. MacQuarrie, Approaches to modeling of reactive transport in porous media, 
in Reactive Transport in Porous Media, Reviews in mineralogy, vol. 34, edited by P.C. Lichtner, 
C.I. Steefel, and E.H. Oelkers, 83-129, 1996. 
Sturman, P.J., P.S. Stewart, A.B. Cunningham, E.J. Bouwer, and J.H. Wolfram, Engineering scale- 
up of in situ bioremediation processes: A review, Journal of Contaminant Hydrology 19, 
171-203, 1995. 
Sykes, J.F., and J.L. Wilson, Adjoint sensitivity theory for the finite element method, in Proceedings 
of the 5th International Conference on Finite Elements in Water Resources, pp.3-12, Springer- 
Verlag, New York, 1984. 
Sykes, J.F., J.L. Wilson, and R.W. Andrews, Sensitivity analysis for steady state groundwater flow 
using adjoint operators, Water Resources Research, 2 1 (3), 359-37 1, 1985. 
Szecsody, J.E., J.M. Zachara, and P.L. Bruckhart, Adsorption-dissolution reactions affecting the dis- 
tribution and stability of Co(1I)EDTA in iron oxide-coated sand, Environmental Science and 
Technology, 28, 1706-17 16, 1994. 
Tan, Y., J.T. Gannon, P. Baveye, and M. Alexander, Transport of bacteria in an aquifer sand: Experi- 
ments and model simulations, Water Resources Research, 30(12), 3243-3252, 1994. 
Tebes-Stevens, C.L., A.J. Valocchi, J.M. VanBriesen, and B.E. Rittmann, Multicomponent transport 
with coupled geochemical and microbiological reactions: Model description and example sim- 
ulations, submitted to Journal of Hydrology. 
Tilden, J.W., V. Constanza, G.J. McRae, and J.H. Seinfeld, Sensitivity analysis of chemically react- 
ing systems, in Modeling of chemical reaction systems, edited by K.H. Ebert, P. Deuflhard, and 
W. Jager, pp. 69-9 1, Springer, New York, 198 1. 
Tomasko, D., M. Reeves, V.A. Kelley, and J.F. Pickens, Parametric sensitivity and importance for 
radionuclide transport in double-porosity systems, in Geostatistical, sensitivity, and uncertainty 
methods for ground-water flow and radionuclide transport modeling, edited by B.E. Buxton, 
pp. 89-1 10, Battelle Press, Columbus, OH, 1989. 
Tortorelli, D.A., and P. Michaleris, Design sensitivity analysis: Overview and review, Inverse Prob- 
lems in Engineering, 1, 7 1-105, 1994. 
Townley, L.R., and J.L. Wilson, Computationally efficient algorithms for parameter estimation and 
uncertainty propagation in numerical models of groundwater flow, Water Resources Research, 
21(12), 1851-1860, 1985. 
Turanyi, T., Sensitivity analysis of complex kinetic systems: Tools and applications, Journal of 
Mathematical Chemistry, 5,203-248, 1990. 
Ungureanu, S .,C. Petrila, A. Mares, and H. Rabitz, Elementary sensitivity of a chemical reactor de- 
scribed by a quasihomogeneous bidimensional model, Chemical Engineering Science, 49(7), 
1015-1024, 1994. 
Valocchi, A.J. and M. Malmstead, A note on the accuracy of operator splitting for advection-disper- 
sion-reaction problems, Water Resources Research, 28(5), 147 1-1476, 1992. 
VanBriesen, J.M., Modeling coupled biogeochemical processes in mixed waste systems, Ph.D. dis- 
sertation, Department of Civil Engineering, Northwestern University, Evanston, IL, 1998. 
Walter, A.L., E.O. Frind, D.W. Blowes, C.J. Ptacek, and J.W. Molson, 1994. Modeling of multicom- 
ponent reactive transport in groundwater, 1. Model development and evaluation, Water Re- 
sources Research, 30(11): 3 137-3 148, 1994. 
Weber Jr., W.J.,P.M. McGinley, andL.E. Katz, Distributed reactivity in the sorption of hydrophobic 
organic contaminants in natural aquatic systems, in Aquatic Chemistry: Inte$acial and Inter- 
species Processes, Advances in chemistry series, vol. 244, edited by C.P. Huang, C.R. O'Melia, 
and J.J. Morgan, pp. 363-382, American Chemical Society, Washington, D.C., 1995. 
Westall, J.C., J.L. Zachary, and F.M.M. Morel, MINEQL: A computer program for the calculation of 
chemical equilibrium composition of aqueous systems, Tech. Note 18, Dept. of Civil Eng., 
Massachusetts Institute of Technology, Cambridge, MA, 1976. 
Yeh, G.T. and V.S. Tripathi, A critical evaluation of recent developments in hydrogeochemical 
transport models of reactive multichemical components, Water Resources Research, 25(1), 
93-108, 1989. 
Yeh, G.T. and V.S. Tripathi, A model for simulating transport of reactive multispecies components: 
Model development and demonstration, Water Resources Research, 27(12), 3075-3094, 199 1. 
Yeh, G.T. and K.M. Salvage, BIOKEMOD: A model of microbiological and chemical kinetic and 
equilibrium reactions, Technical Report, Department of Civil Engineering, Pennsylvania State 
University, University Park, PA, 1996 
Zachara, J.M., J.P. McKinley, J.E. Szecsody, C.C. Ainsworth, and J.C. Westall, Subsurface chemis- 
try of organic ligand-radionuclide mixtures. Pacific Northwest Laboratory Annual Report for 
1992 to  the DOE Office of Energy Research, Part 2: Environmental Sciences, Pacific Northwest 
Laboratory, Richland, WA, 1993. 
Zachara, J.M., S.C. Smith, and L.S. Kuzel, Adsorption and dissociation of Co-EDTA complexes in 
iron oxide-containing subsurface sands. Geochimica et Cosmochimica Acta, 59(23), 
48254844,  1995. 
-- 
APPENDICES 

Appendix A: Derivation of Equilibrium Constant Sensitivity Equations for Batch Systems 
with Equilibrium Speciation Reactions 
As was noted in section 3.2.1, the total aqueous component concentrations are constant for a 
batch system in which only equilibrium speciation reactions occur; therefore, the derivative of the 
total aqueous concentration of component j with respect to equilibrium constant K, is equal to zero. 
acj 
- 0 (A-1)
dKrn 
Combining equation (A-1) with the sensitivity equation given in (3-1 3) produces the following sys- 
tem of equations: 
Using the product rule on the second term of equation (A-2): 
Note that: 
Therefore, equation (A-3) can be rewritten: 
From the law of mass action (2-8), it is clear that: 
N ,. 
Substituting (A-6) into (A-5) and using the chain rule on the third term of equation (A-5) results in 
the following equation: 
Taking the derivative (ce with respect to c,: 
Equation (A-8)can be simplified as follows: 
From mass action (2-8), (A-9) becomes: 
(A-10) 
Appendix B: Derivative Calculations for Kinetic Rate Terms of Aqueous Components 
In order to linearize the mass balance equations, certain derivative terms must be calculated 
along with the reaction sourcelsink terms at each mass balance iteration. Specifically, it is necessary 
to calculate the derivative of the rate of production of each aqueous component j with respect to the 
total aqueous concentration of component j. For each kinetic process r, the rate of production of 
aqueous component j is given by an analytical expression fjYF The rate expression fj,, is generally 
a function of the uncomplexed aqueous component concentrations (cj, j= 1,...,Nc), the aqueous com- 
plex concentrations (xi, i= 1,...,Nx), and the immobile component concentrations (mk,k= 1,...,N,). 
Therefore, it is usually not possible to evaluate the derivative of fj,, with respect to the total aqueous 
concentration of component j (Cj) analytically. Instead, the chain rule must be used to expand the 
derivative of fj,, with respect to Cj in terms of available information. 
The chain rule can be used again to expand the derivative of complex concentration with respect to 
the total aqueous concentration of a component (dxi/aCj) in terms of the uncomplexed component 
concentrations. 
From mass action (equation (2-8)), the derivative of the concentration of complex i with respect to 
the concentration of component k is given by: 
Nc 
-
axi 
-
-
aik -- l-r = aikK~11 cj"ij -

ack C k  j = 1  
Ck X i  

If complex i does not contain component k, then aik is equal to zero, and the derivative in equation 
(B-3) will be zero. Substituting the results of (B-2) and (B-3) into equation (B-l), the derivative 
of f,,, with respect to Cj can be expressed as follows: 
- -- 
- - 
( ) "'("j:)[ 2 'ik(%)]) = -ac, - + xi C, ac, 
k=l i = l  k=l 
Equation (B-4) requires the computation of three derivative arrays: (dfJ7r/d~k), and(dfj7r/d~i), 
dck/dCj. The derivative of the rate term with respect to either the uncomplexed com~onent con-
I 

centrations (dfj7--/dck) or the complex concentration (~3f,~,/dx~) can be evaluated analytically from the 
kinetic rate expression. However, an indirect method must be used to determine the derivative of 
the uncomplexed component concentration with respect to the total aqueous concentration of a com- 
ponent (dck/aCj) for a general system of Nc components and Nx complexes. One method for the 
calculation of these derivative terms is outlined below. 
In a general chemical system, it is not possible to derive an analytical formula for the derivative 
of the uncomplexed concentration of some component k with respect to the total aqueous concentra- 
tion of component j (dck/aCj), however, it is possible to compute these derivative terms using linear 
algebra. From the chain law: 
where: 
for k = 1 

for ,+
19 [i= 
During the equilibrium speciation calculations, it is necessary to define an Nc x Nc Jacobian matrix: 
ac; 
Using the mathematical definition of C, (i .e.equation (2-1 O)) ,  the terms of the Jacobian matrix are: 
Therefore, equation (B-5) becomes: 
Taking the transpose of equation (B-9) and expressing the result in matrix form: 
L -
-
ac, 
dC1 
I 
I 
I 
I 
I 
I 
I 
I 
I ac, -aCNc-As was noted previously, the Nc by Nc matrix above is the transpose of the Jacobian matrix used for speciation. From equation (B-6), the following system can be solved to find the derivatives of the uncomplexed concentration of component k with respect to the total aqueous concentrations of each of the components: -ac2 
kth row 
I 

I 

ac, 

~ C N ,  
Thp
..-
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that this system must be solved only for those components that are transformed by a kinetic process 
(e.g. adsorption or biodegradation) or that form complexes that are transformed by a kinetic process. 
If kinetic process q is independent of the concentration of component k, the rate term (fk,,) and the 
derivative rate term (afk,,/dCk) will be zero. 
Appendix C: Derivation of Equilibrium Constant Sensitivity Equations for Batch Systems 
with Mixed Equilibrium and Kinetic Reactions 
As is noted in Appendix A, for a system which contains only equilibrium speciation reactions, 
the sensitivity of the total aqueous component concentrations with respect to an equilibrium 
ccjiistani, K,, is equal to zero. However, for sjisiems with mixed kinetic and equilibrium reactions, 
the sensitivity of the total concentration of an aqueous or immobile component with respect to K, 
is generally non-zero. The equilibrium constant sensitivity equations are derived by taking the de- 
rivative of the state equations ((4-1)and (4-2)) with respect to K,, producing the following result: 
where (C-1) is the same as equation (4-39). Equation (C- 1) involves sensitivity coefficients for both 
the total concentration and the uncomplexed concentration of the aqueous components. The relation 
between the K, sensitivity coefficients for the total aqueous component concentrations and the un- 
complexed aqueous component concentrations is expressed in equation (4-4 I), which is reproduced 
here for convenience: 
Equation (C-2) is obtained by taking the derivative of (3-1) with respect to Km. In this appendix, 
equations (C-1) and (C-2) will be combined to derive a system of Nc + Nm linear equations that can 
be solved for the K, sensitivity coefficients of the total concentrations of both the aqueous and im- 
mobile components in a system with mixed kinetic and equilibrium reactions. 
Equation (C-2) can be manipulated to obtain an explicit expression for for the sensitivity coeffi- 
cients of c; this expression can then be substituted into (C-1). The first step in this manipulation is 
to multiply the equation for each component k in (C-2) by 3, refers to an arbitrary +! where
a c k  
aqueous component; the resulting equations are then added together: 
Interchanging the order of summation, the following equation is obtained: 
As is shown in Appendix B, the bracketed term in (C-4) simplifies as follows: 
for e = j 
for +? # jk = l  
Using the result in (C-5) to evaluate the first tern of equation (C-4), the only non-zero term in the 
summation over j is the j=e term; therefore, equation (C-4) becomes: 
Substituting (C-6) into (C- 1) produces the following equation: 
' R t  xm + 2 'Rt ( hn)+ --
ax, Km 
n=l am, a ~ ,  
- - 
Exchanging the order of summation and grouping terms, the following expression is obtained: 
+ 5 "t ["n) 
dm, dKm 
i = l  n=l 
In (C-8), the terms enclosed in square brackets are equal to the expansion of the derivative of R with 
respect to C given by (4-9) and (4-10); therefore, (C-8) can be expressed in the following forrn: 
Equation (C-9)defines a system of N, +N, equations in an equivalent number of unknowns. For 
1 5 l' 5 Nc, Up refers to a total aqueous component concentration (Cp); for Nc < l' 5 N,, Up refers 
to an immobile component concentration (mp). 
Applying an implicit discretization to the time derivative, equation (C-9) can be written in ma-
trix form as follows: 
n+lau
- - A ~ J ~ + ( - )~m = ( ~ ) n - ~ t [ ~ l n + l b m n + l + ~ t d m- - (c- 10)~ r n  n + l  
where [J] is defined in (4-7), and b, and dmare defined as follows: 
(C-1 1) 
(C-12) 
Appendix D: Derivation of Analytical Solutions for State and Sensitivity Equations 
in Simple Batch Kinetic Systems 
D1. Linear Kinetic Sorption 
For a system with a single sorbing species, all of the component will be present in either an 
aqueous form or a sorbed form; therefore: 
Using the relation in (D-l), the rate expression for linear kinetic sorption (2-1 1) can be expressed 
as a function of the aqueous concentration, cj, as follows: 
dc 
-
km 8 
R~ =z--Kd [ j - n i t  - ( c j , i n i t  - c,)] 
Grouping the terms that multiply cj results in the following expression: 
Further rearrangement results in the following equation. 
Moving all terms involving cj to the left hand side of the equations and taking the integral of both 
sides produces the following result: 
I dc, = -2 (K, + :)\dl -
where K is a constant. Taking the exponential of both sides of (D-6), the following expression is 
obtained: 
At time zero (t =O),  Cj is equal to Cj,init; substitution of these values into (D-7) produces the following 
result: 
Therefore, the value of K9is given by: 
Equations (D-7) and (D-9) are combined as follows: 
Canceling terms produces the following result: 
Sensitivity with respect to k, 
Taking the derivative of both sides of equation (D-1 1) with respect to k, results in the following 
expression: 
acj :F'~~~'J-= - ~ i n i ~ [ (& (Kd + i)t ) exp( -2 ( K ~+ -$t) ] (D- 12) 
Canceling terms produces the following result: 
(D- 13) 
Sensitivitv with respect to Kd 
For convenience, equation (D-1 1) is rearranged as follows: 
- 8 ( ) - + init it + 'dcj,inil] [ [K;: ] t]
cj - Cj,initQ K + Kd + $ exp - k, (D- 14) 
Taking the derivative of both sides of equation (D-14) with respect to Kd results in the following 
expression: 
(D- 1 5) 
[ /";T("d + ) j , i n i t  - ( j i n i  + j i n i exp - k, 7 t] 
Canceling terms produces the following result: 
(D- 16) 
exp[ - k, " 
-
+ lc:,init miinit-J exp[ - k, r;: g] t] 
!) +Kd 
Grouping the terms that multiply CjYinit and mj,init, the following result is obtained: 
D2. Langmuir Kinetic Sorption 
Following the same approach that was used for linear kinetic sorption, the relation in (D-1) can 
be used to express the rate expression for Langmuir kinetic sorption (2-13) as a function of the 
aqueous concentration, cj. For a system with a single sorbing species, the time rate of change in the 
concentration of the aqueous species is given by: 
dc 
- = - km MAX 8 8( ~ , c , (m~  -
- ( c , i n i  - ) - j - ( - c ) )  (D-18)dt 
Grouping the terms that multiply cj and cj2 results in the following expression: 
For convenience, the following terms are defined: 
f = - K L  
Using these definitions, equation (D-19) can be rewritten as follows: 
dcj [ I- -- km  a + bc j+  fcf dt 
Rearranging equation (D-23) and integrating produce the following result: 
An integral table (e.g., Greenspan et al., 1986,pp. 748-752) can be used to integrate the left-hand- 
side of equation (D-24). It is necessary to calculate a new term, q =4af -b2, to determine the solution 
to (D-24). 
2 
MAX -
- [K?(~j,init-:(mj mj,in,t)) 
@ MAX -
= - + ii(mj,init+ rnwx))- K? (cjYinit$(mj2ICL(cjyinit J -
From equation (D-25), it is clear that q < 0; for this case, the left-hand-side of (D-24) is given by: 
Using the result in (D-26) and integrating the right-hand-side of (D-24), the following result is ob- 
tained: 
where K is a constant. Multiplying across by 4 7 and taking the exponential of both sides pro- 
duces the following result: 
The constant K7 in (D-28) is calculated using the initial condition Cj = CjYinitat a time of zero. 
Combining the results in (D-28) and (D-29), the function G is defined as follows: 
The nonlinear equation (D-30) can be solved with an iterative method, such as Newton's method. 
The sensitivity coefficient for some parameter a can be calculated by using the chain rule to take 
the derivative of G with respect to a, as follows: 
Taking the derivative of G with respect to the concentration of the aqueous species, cj, the following 
result is obtained: 
The derivative of the residual, G, with respect to q is given by: 
The derivative of the residual, G, with respect to b is given by: 
------ 
-- 
The derivative of the residual, G, with respect to f is given by: 
Sensitivity with respect to k, 
To calculate the sensitivity of cj with respect to k,, it is necessary to evaluate the partial deriva- 
tives of q, f, b, and G with respect to k,. From equations (D-21), (D-22), and (D-25), it is clear 
that: 
aq - ilb - af - 0  

ilk, dk, ilkm 

From (D-30), the partial derivative of G with respect to k, is given by: 
dG - -

ilk, 

The derivatives calculated in (D-32), (D-36), and (D-37) are substituted into equation (D-3 1) to 
calculate the sensitivity coefficient for k,. 
Sensitivity with respect to KT 
To calculate the sensitivity of Cj with respect to KL,it is necessary to evaluate the partial deriva- 
tives of b, f ,  q and G with respect to KL. Taking the derivatives of (D-21), (D-22), and (D-25) with 
respect to KLproduces the following results: 
2 
c.. 
J,lrIlt 
. + -
@0 (m. .  ~ , l r l l t  . + r n M A xJ - 9 MAX -)) - 8 J i n ) )  ( D 4 0 )  
From the definition of G in (D-30), the partial derivative of G with respect to k, is equal to zero. 
Sensitivity with respect to miMAX 
To calculate the sensitivity of cj with respect to mjMAX, it is necessary to evaluate the partial 
derivatives of b, f, q and G with respect to mjMAX. Taking the derivatives of (D-21), (D-22), and 
(D-25) with respect to mjMAX produces the following results: 
= ~J:K~)[K~(C,,~, ,~,- (mjMAX -dmMAx j i n ) )  I ]j -
From the definition of G in (D-30), the partial derivative of G with respect to mjMAX is equal to zero. 
D3. Biodegradation 
Yeh and Salvage (1996) derive an analytical solution for batch system with a single biodegrada- 
tion reaction governed by Monod kinetics with no decay of biomass (i-e.b =0).  The equation de- 
scribing the substrate concentration variation is given in equation (5-30) of section 5.1.3. Moving 
all terms in the equation to one side, the residual function G is defined as follows: 
where the exponents c2,and c3are defined in section 5.1.3. The nonlinear equation (D44 )  can 
be solved with an iterative method, such as Newton's method. After obtaining the solution for the 
substrate concentration at time t, the biomass and electron acceptor concentrations can be computed 
as follows: 
where YA is the stoichiometric coefficient for the electron acceptor in the biodegradation reaction 
(e.g., reaction (5-34)). 
The sensitivity coefficient for some parameter a can be calculated by using the chain rule to take 
the derivative of G with respect to a, as follows: 
Taking the partial derivative of G with respect to the substrate concentration, [S], the following result 
is obtained: 
Since G is by definition equal to zero, (D-48) can be simplified as follows: 
dG 5 2  - (D-49)
[sl - [s10 + WA[~ ]O  (mb)O+ Y([s ]~- [s])Y'3 e-tI 
To compute the derivative of G with respect to the exponents L1, c2,and &, a useful result is: 
where b is a constant (Greenspan et al., 1986, p. 174). Using the relation in (D-50), the derivative 
of the residual, G, with respect to is given by: 
Similarly, the derivative of the residual, G, with respect to L2 is given by: 
L t 
The derivative of the residual, G, with respect to 53 is given by: 
J 
Sensitivity with respect to a, 
To calculate the sensitivity of [S] with respect to q,, it is necessary to evaluate the partial deriva- 
tives of G, 51,52, and 53 with respect to q,. From equations (5-3 I) ,  (5-32), and (5-33) in section 
5.1.3, it is clear that: 
From the definition of G in (D-44), the partial derivative of G with respect to q, is equal to zero. 
Sensitivity with respect to ISs 
To calculate the sensitivity of [S] with respect to Ks, it is necessary to evaluate the partial deriva- 
tives of G, GI,c2,and c3with respect to Ks. From equations (5-31), (5-32), and (5-33) in section 
5.1.3, it is clear that: 
From the definition of G in (D44) ,  the partial derivative of G with respect to Ks is equal to zero. 
Sensitivity with respect to KA 
To calculate the sensitivity of [S] with respect to KA, it is necessary to evaluate the partial deriv- 
atives of G, tl,c2,and 53 with respect to KA. From equations (5-3 I) ,  (5-32), and (5-33) in section 
5.1.3, it is clear that: 
--
-
~ A ( K S+ ['lo - ~ A L A I O )  - -5 2

a K ~~ ~ ( [ S I O - V A [ A I ~ ) ( ( ~ ~ ) ~ + Y ) ~ [ A ] ~ Y ) 
K~ 
aL YY)A ((mb)O + Y(KS + ['lo)) 
From the definition of G in (D-44), the partial derivative of G with respect to KA is equal to zero. 
Sensitivitv with respect to Y 
To calculate the sensitivity of [S] with respect to Y, it is necessary to evaluate the partial deriva- 
tives of G, G I ,  t2,and 53 with respect to Y. From equation (5-3 1) in section 5.1.3, it is clear that: 
From equation (5-32) in section 5.1.3, the derivative of L2 with respect to Y is given by: 
P -
The definition of 53 from equation (5-33) in section 5.1.3 can be rewritten as follows: 
where f =-(mb)o.Then the derivative of L3 with respect to Y is computed as follows: Y 
Taking the derivative of (D-65) with respect to f, the following result is obtained: 
Equation (D-67) is expanded as follows: 
Canceling terms in the first and third lines of (D-68), the equation is simplified as follows: 
The equation can be further simplified by canceling terms in the first and third lines of (D-69), pro-
ducing the following result: 
Cancelling terms in the numerator and denominator of each term in (D-70) gives the following ex- 
pression: 
Taking the partial derivative of (D-65) with respect to Y, the following result is obtained: 
Combining the results in (D-66), (D-71), and (D-72) the derivative of 53, as defined in equation 
(5-33) of section 5.1.3, with respect to Y is given by: 
From the definition of G in (D-44), the partial derivative of G with respect to Y is given by: 
Since G is by definition equal to zero, (D-74) can be simplified as follows: 
Sensitivity with res~ect  o Y-4 
To calculate the sensitivity of [S] with respect to YA, it is necessary to evaluate the partial deriva- 
tives of G, L1, L2, and L3 with respect to YA; however, these variables are expressed in terms of VA, 
which is defined as the reciprocal of YA. The derivative of I#A with respect to YA is equal to: 
Using this result, the chain rule can be used to calculate the derivative of each variable with respect 
to YA from the derivative with respect to VA. From equation (5-3 1) in section 5.1.3, the derivative 
of Ll with respect to VA is given by: 
Combining equations (D-76) and (D-77), the derivative of c1with respect to VA is given by: 
From equation (5-32)
-
in section 5.1.3, the derivative of c2with respect to qa is given by: 
+ (['lo - + wA[AIOY)(-VA [A ]O ) ( ( ~ ~ ) O  [ A I ~ ) ( W A K ~ )  
(['lo - ~VA [A IO ) ~ ( ( ~ , ) O+ w ~ [ A ] ~ Y ) ~  
- ( ~ s  - - V J ~ ~ A I ~ ) [ A I ~ Y+ [ S I o  QA[AIO)(WAKA)([SIO 
(['lo - +~ A [ ~ l o ) ~ ( ( ~ b ) o  
- (KS + ['lo - ~A[']O)(WAKA)(- [ A I O ) ( ( ~ ~ ) O  + qAIAIOy) 
(['lo - + v ~ [ A I ~ Y ) ~W ~ [ A I ~ ) ~ ( ( ~ , ) ~  I 

Canceling terms in the first and third lines of (D-79), the equation is simplified as follows: 
-
+ (['lo - wA [ A ] O ) ( ( ~ ~ ) O  + ~ A [ A I ~ Y ) ( - [AIO)(WAKA) 
(['I, - V A [ A I O ) ~ ( ( ~ ~ ) O+ ~ A [ A I O Y ) ~  
- (KS + ['lo - ~A[AIO)(WA"A)(- [A~O)((mb)O + WA[AIOY) 
(['lo - WA[A IO ) ~ ( ( ~ , ) O  + ~ , [ A I O Y ) ~  I 

Further simplification of (D-80) by canceling terms in the second and third rows of the equation 
produces the following result: 
Cancelling terms in the numerator and denominator of each term in (D-8 1) gives the following ex- 
pression: 
+ 	 KsqAKA[A]0 
( [ S I ~- + WA[AI~Y)WA[AIO)~((~,)O 1 

Combining equations (D-76) and (D-82), the derivative of c2with respect to VA is given by: 
From equation (5-33) in section 5.1.3, the derivative of 53 with respect to is given by: 
Combining equations (D-76) and (D-84), the derivative of 53 with respect to VA is given by: 
--  
((mb)O + Y ( K ~+ [ s I O ) ) ( ~ ~ )O ~A
----- (D-85) 
From the definition of G in ( D a ) ,  the partial derivative of G with respect to is given by: 
Since G is by definition equal to zero, (D-86) can be simplified as follows: 
Combining equations (D-76) and (D-87), the derivative of G with respect to VA is given by: 
ac - [ L([s] - [sIO) 
a " ~  [vA ([SI - LSIO + WA[AI~)](a)e-t  
