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Abstract
We prove the existence of topological vortices in a relativistic self-dual Abelian Chern–Simons theory
with two Higgs particles and two gauge fields through a study of a coupled system of two nonlinear elliptic
equations over R2. We present two approaches to prove existence of solutions on bounded domains: via
minimization of an indefinite functional and via a fixed point argument. We then show that we may pass to
the full R2 limit from the bounded-domain solutions to obtain a topological solution in R2.
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1. Introduction
In this paper, we study the nonlinear elliptic system{−u+ λev(eu − 1)= μ in R2,
−v + λeu(ev − 1)= ν in R2, (1.1)
where λ > 0 is a given real number and μ,ν are finite measures on R2. System (1.1) arises
in a relativistic Abelian Chern–Simons model involving two Higgs scalar fields and two gauge
fields, in which case μ and ν are measures of the form −4π∑s δps . An interesting feature of
this problem is that, although (1.1) comprises as two special limiting cases the well-understood
Abelian Higgs vortex equation [44] and the Abelian Chern–Simons vortex equation [20–22,57,
58,60], it cannot be directly solved using the same methods. We establish in the existence of
topological solutions for an arbitrarily prescribed distribution of point vortices.
In fact, one of our main results is the following.
Theorem 1.1. Given points p′1, . . . , p′N ′ ,p
′′
1 , . . . , p
′′
N ′′ ∈ R2 (not necessarily distinct), then for
every λ > 0 the system
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u = λev(eu − 1)+ 4π N
′∑
s=1
δp′s in R
2
,
v = λeu(ev − 1)+ 4π N
′′∑
s=1
δp′′s in R
2
,
(1.2)
has a solution (u, v) ∈ L1(R2)×L1(R2) decaying exponentially fast at infinity. Moreover,
‖u‖L1 + ‖v‖L1 
C
λ
(N ′ +N ′′)3, (1.3)
∥∥eu − 1∥∥
L1 +
∥∥ev − 1∥∥
L1 
C
λ
(N ′ +N ′′)2. (1.4)
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3 below. The counterpart of Theorem 1.1 for (1.1), concerning general finite measures μ and ν,
is presented in Section 7.
There has been recently a great amount of activity in the study of field theory models governed
by Chern–Simons type dynamics. For example, in particle physics, Chern–Simons terms allow
one to generate dually (electrically and magnetically) charged vortex-like solitons [48,55,62]
known as dyons [56,68,69]; in condensed matter physics, Chern–Simons terms are necessary
ingredients in various anyon models [49,64] describing many-fermion systems such as electron-
pairing in high-temperature superconductors and the integral and fractional quantum Hall effect
[45,67].
Mathematically, the equations of motion of various Chern–Simons models are hard to ap-
proach even in the radially symmetric static cases [48,55,62]. However, since the discovery of
the self-dual structure in the Abelian Chern–Simons model [41,43] in 1990, there came a burst
of fruitful works on self-dual Chern–Simons equations, nonrelativistic and relativistic, Abelian
and non-Abelian [27,28]. It is now well understood that nonrelativistic self-dual Chern–Simons
equations (Chern–Simons electromagnetism or its generalized forms coupled with a scalar par-
ticle governed by a gauged Schrödinger equation) are often related to integrable systems such
as the Liouville equation [42], sinh-Gordon equation and Toda systems [29]. On the other hand,
relativistic self-dual Chern–Simons equations usually are not integrable, and an understanding
of any of these equations often presents new challenges. For example, for the relativistic Abelian
self-dual Chern–Simons vortex equation, solutions are richly classified into topological solutions
[58,63] giving rise to integer values of charges and energy, nontopological solutions [21,22,57]
giving rise to continuous ranges of charges and energy [23], and lattice condensate solutions
characterized as spatially doubly periodic solutions [20,60].
Various tools including absolute, min-max, and constrained variational methods, dynamic
shooting methods, perturbation and weighted function space methods, etc., have been devel-
oped to study these different types of solutions. For the general relativistic non-Abelian self-dual
Chern–Simons vortex equations of the form of a perturbed Toda system assuming a nonintegrable
structure, the existence of topological solutions is established based on variational methods and
a Cholesky decomposition technique [65].
In short, the study of self-dual Chern–Simons equations of various physical models brings
into light a great wealth of interesting nonlinear elliptic equations, in particular, coupled systems
of nonlinear elliptic equations. However, as in the case of relativistic non-Abelian Chern–Simons
equations [65], the issues of existence and complete characterization of nontopological solutions
and spatially periodic solutions of system (1.2) (or (2.9)) have not been understood yet.
The paper is organized as follows. In Section 2, we introduce the relativistic two-Higgs Chern–
Simons model, the associated equations of motion, and the self-dual equations to be studied. We
then state our main result about the existence of multivortex solutions induced by the two Higgs
scalar fields; see Theorem 2.1. In Section 3, we transform the renormalized self-dual Chern–
Simons equations into (1.2) and state our existence theorems for bounded-domain solutions and
for solutions over the full plane, respectively; we explain how to use a full-space solution to ob-
tain a multivortex solution of the self-dual Chern–Simons equations. In Section 4, we provide
the existence of bounded-domain solutions via constrained minimization of an indefinite action
functional. In Section 5, we study the domain expansion process of the single Chern–Simons
equation and we describe some important properties of its solutions. As a result, we prove the
convergence of the domain expansion process for the single equation case. In Section 6, we show
that the domain expansion process can be carried over to the case of system (1.2). In Section 7,
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Theorem 7.1. The counterpart of Theorem 7.1 on bounded domains is presented in Section 13;
the proof is based on Schauder’s fixed point theorem. In order to apply Schauder’s fixed point
theorem, we need some “stability” results spanning over Sections 8–11. In Section 12, we prove
some a priori estimates which imply in particular (1.3), (1.4). Theorem 7.1 is established in Sec-
tion 14. In Section 15, we discuss assumptions (i)–(iii) of Theorem 7.1. In Section 16, we show
that if both measures μ and ν have compact supports in R2, then the solution (u, v) provided by
Theorem 7.1 has exponential decay. In Appendix A, we present some known existence, unique-
ness and compactness results which are used in some of our proofs. Finally, in Appendix B we
give a short proof of existence of solutions of the scalar Chern–Simons equation.
2. The self-dual Chern–Simons equations with two Higgs particles
Let φ and χ be two complex scalar fields in R2 representing two Higgs particles of charges
q1 and q2, and let A(1)r and A(2)r be two associated gauge fields with the induced electromagnetic
fields F (I)rs = ∂rA(I)s − ∂sA(I)r on the (2+ 1)-dimensional Minkowski space R2,1 of metric tensor
(grs) = diag(1,−1,−1), where r, s = 0,1,2 and I = 1,2. The Chern–Simons action density
(Lagrangian) L studied in [31,47] takes the form
L= −1
4
κεrstA(1)r F
(2)
st −
1
4
κεrstA(2)r F
(1)
st +DrφDrφ +DrχDrχ − V (φ,χ), (2.1)
where κ > 0 is a coupling parameter,
Drφ = ∂rφ − iq1A(1)r φ, Drχ = ∂rχ − iq2A(2)r χ (2.2)
are the covariant derivatives, and V (φ,χ) is the Higgs potential density defined by
V (φ,χ) = q
2
1q
2
2
κ2
(|φ|2(|χ |2 − c22)2 + |χ |2(|φ|2 − c21)2). (2.3)
Note that the special numerical factor in front of the expression of V ensures that self-duality
can be achieved for static field configurations and the positive vacuum states 〈φ〉 = c1 > 0 and
〈χ〉 = c2 > 0 lead to spontaneously broken symmetries.
The equations of motion of the action density (2.1) are the Chern–Simons equations
1
2
κεrsαF (2)sα = −q1i
(
φDrφ − φDrφ),
1
2
κεrsαF (1)sα = −q2i
(
χDrχ − χDrχ),
DrD
rφ = −q
2
1q
2
2
κ2
(
2|χ |2(|φ|2 − c21)+ (|χ |2 − c22)2)φ,
DrD
rχ = −q
2
1q
2
2
2
(
2|φ|2(|χ |2 − c22)+ (|φ|2 − c21)2)χ. (2.4)κ
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χDrχ) are the conserved matter current densities. The r = 0 components of the first two equa-
tions in (2.4) in the static case are
κF
(2)
12 = ρ(1) = 2q21A(1)0 |φ|2,
κF
(1)
12 = ρ(2) = 2q22A(2)0 |χ |2, (2.5)
which are simply the Chern–Simons versions of the Gauss laws and give us the mixed flux-charge
relations as follows:
κΦ(2) = κ
∫
R2
F
(2)
12 dx =
∫
R2
ρ(1) dx = Q(1),
κΦ(1) = κ
∫
R2
F
(1)
12 dx =
∫
R2
ρ(2) dx = Q(2). (2.6)
For static field configurations, it is standard that the Hamiltonian (energy) density H is given
by
H= −L (up to a total divergence)
= κA(1)0 F (2)12 + κA(2)0 F (1)12 − q21
(
A
(1)
0
)2|φ|2 − q22(A(2)0 )2|χ |2 + |Djφ|2 + |Djχ |2 + V
= κ
2(F (2)12 )
2
4q21 |φ|2
+ κ
2(F (1)12 )
2
4q22 |χ |2
+ |Djφ|2 + |Djχ |2 + V (φ,χ), (2.7)
where we have used the Gauss laws (2.5). Besides, applying the identities
|Djφ|2 = |D1φ ± iD2φ|2 ± i
(
∂1[φD2φ] − ∂2[φD1φ]
)± q1F (1)12 |φ|2,
|Djχ |2 = |D1χ ± iD2χ |2 ± i
(
∂1[χD2χ] − ∂2[χD1χ ]
)± q2F (2)12 |χ |2,
we have, legitimately neglecting boundary terms after integration, the energy lower bound
E =
∫
R2
Hdx
=
∫
R2
dx
{(
κF
(1)
12
2q2|χ | ±
q1q2
κ
|χ |(|φ|2 − c21)
)2
+
(
κF
(2)
12
2q1|φ| ±
q1q2
κ
|φ|(|χ |2 − c22)
)2
+ |D1φ ± iD2φ|2 + |D1χ ± iD2χ |2 ± c21q1F (1)12 ± c22q2F (2)12
}
±c21q1Φ(1) ± c22q2Φ(2) = c21q1
∣∣Φ(1)∣∣+ c22q2∣∣Φ(2)∣∣. (2.8)
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lower bound stated in (2.8) is attained if and only if the field configuration (φ,χ,A(1)r ,A(2)r )
satisfies the following elegant equations:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
D1φ ± iD2φ = 0,
D1χ ± iD2χ = 0,
F
(1)
12 ±
2q1q22
κ2
|χ |2(|φ|2 − c21)= 0,
F
(2)
12 ±
2q21q2
κ2
|φ|2(|χ |2 − c22)= 0.
(2.9)
The first two equations of (2.9) indicate that the complex fields φ and χ are holomorphic
or antiholomorphic with respect to the gauge-covariant derivatives. Hence, these fields may be
viewed as “extended” harmonic maps [4], whereas the last two equations are “vortex” equations,
relating “curvatures” to the “strength” of scalar particles. Equations of such characteristics are
sometimes called Hitchin’s equations [40]. The four equations in (2.9), supplemented with the
Gauss law equations (2.5), are the self-dual Chern–Simons equations involving two Higgs parti-
cles and two Abelian (electromagnetic) gauge fields. It can be readily checked that a solution of
these equations is automatically a solution of the full Chern–Simons equations of motion (2.4).
Therefore, the self-dual Chern–Simons equations, which will be our focus of this paper, are a
reduction of the full Chern–Simons equations of motion. In what follows, we will only consider
the case of (2.9) with the (upper) plus sign because the case with the (lower) minus sign may
then be recovered by a simple transformation (e.g. A(1)j 	→ −A(1)j and φ 	→ φ).
From the form of the potential energy density (2.3), we see that the finite-energy condition
imposes the following boundary conditions at infinity:
∣∣φ(x)∣∣→ c1, ∣∣χ(x)∣∣→ c2 as |x| → ∞, (2.10)
or
∣∣φ(x)∣∣→ 0, ∣∣χ(x)∣∣→ 0 as |x| → ∞. (2.11)
Solutions satisfying (2.10) are called topological; solutions satisfying (2.11) are called nontopo-
logical.
In this paper, we are interested in the existence of topological solutions of (2.9) realizing a
prescribed distribution of point vortices, characterized as the zeroes of the Higgs fields φ and χ .
We establish the main theorem:
Theorem 2.1. For any prescribed points p′1, . . . , p′k′ ,p
′′
1 , . . . , p
′′
k′′ in R
2 and nonnegative integers
n′1, . . . , n′k′ , n
′′
1, . . . , n
′′
k′′ , the self-dual Chern–Simons equations (2.9) have a topological multivor-
tex solution (φ,χ,A(1)j ,A
(2)
j ) satisfying the boundary condition (2.10) exponentially fast so that
p′
s′ and p
′′
s′′ are the zeroes of the fields φ and χ with corresponding algebraic multiplicities n′s′
and n′′
s′′ , respectively. Moreover,∫
2
∣∣∣∣ |φ|2c21 − 1
∣∣∣∣dx +
∫
2
∣∣∣∣ |χ |2c22 − 1
∣∣∣∣dx  Cκ2c21c22q21q22 (N
′ +N ′′)2, (2.12)
R R
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N ′ =
k′∑
s=1
n′s , N ′′ =
k′′∑
s=1
n′′s . (2.13)
Both Djφ and Djχ (j = 1,2) vanish at infinity exponentially fast; the magnetic fluxes, electric
charges, and energy are all quantized and assume the values
Φ(1) = 2πN ′, Φ(2) = 2πN ′′, Q(1) = 2πκN ′′, Q(2) = 2πκN ′,
E = 2π(c21q1N ′ + c22q2N ′′). (2.14)
Using the change of variables qIA(I)j 	→ A(I)j (I = 1,2), φ 	→ c1φ, χ 	→ c2χ , and the sup-
pressed parameter λ = 4c21c22q21q22/κ2, we can simplify (2.9) (with the upper sign) as⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
D1φ + iD2φ = 0,
D1χ + iD2χ = 0,
F
(1)
12 +
λ
2
|χ |2(|φ|2 − 1)= 0,
F
(2)
12 + λ2 |φ|2
(|χ |2 − 1)= 0,
(2.15)
where now Djφ = ∂jφ− iA(1)j φ and Djχ = ∂jχ − iA(2)j χ (j = 1,2). We note that system (2.15)
has two interesting limiting cases:
(i) when N ′′ = 0, we may choose A(2)j = 0 and |χ | = 1, which renders (2.15) into
D1φ + iD2φ = 0, F12 + λ2
(|φ|2 − 1)= 0; (2.16)
(ii) when p′s = p′′s and n′s = n′′s for s = 1,2, . . . , k′, with k′ = k′′, we may take φ = χ and
A
(1)
j = A(2)j (j = 1,2) which renders (2.15) into
D1φ + iD2φ = 0, F12 + λ2 |φ|
2(|φ|2 − 1)= 0. (2.17)
System (2.16) is the familiar self-dual Ginzburg–Landau equations [11,12,44,52,54], while sys-
tem (2.17) is the well-studied single-particle self-dual Abelian Chern–Simons equations [20,21,
27,41,43,57,58,60]; see also Appendix B below. In the general situation, no such reduction can
be made and the full system (2.15) has to be solved, which is the goal of this paper.
3. Equivalence between (1.2) and the self-dual Chern–Simons equations
Let φ and χ be two complex functions with the prescribed zeroes stated in Theorem 2.1. Then,
with the substitutions u = ln|φ|2 and v = ln|χ |2, we can transform (2.15) into the equivalent
form:
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⎪⎪⎪⎪⎪⎩
u = λev(eu − 1)+ 4π N
′∑
s=1
δp′s ,
v = λeu(ev − 1)+ 4π N
′′∑
s=1
δp′′s
(3.1)
over R2, where we have incorporated multiplicities in order to save notation. The topological
boundary condition, translated in terms of u and v, reads:
lim|x|→∞u(x) = 0, lim|x|→∞v(x) = 0. (3.2)
Due to some technical issues, it is hard to pursue a solution of (3.1) over the full space R2 subject
to (3.2). Instead, we will first consider (3.1) over a bounded domain Ω containing all points p′s
(s = 1,2, . . . ,N ′) and p′′s (s = 1,2, . . . ,N ′′), subject to the homogeneous boundary condition
u|∂Ω = 0, v|∂Ω = 0. (3.3)
Concerning (3.1), the following result is of independent interest.
Theorem 3.1. Let Ω be a bounded domain containing p′1, . . . , p′N ′ ,p
′′
1 , . . . , p
′′
N ′′ . Then, sys-
tem (3.1) over Ω subject to the homogeneous boundary condition (3.3) has a solution (u, v) ∈
L1(Ω)×L1(Ω). Moreover,
‖u‖L1 + ‖v‖L1 
C
λ
(N ′ +N ′′)3, (3.4)
∥∥eu − 1∥∥
L1 +
∥∥ev − 1∥∥
L1 
C
λ
(N ′ +N ′′)2. (3.5)
Remark 3.1. In view of standard comparison results (see Proposition A.1 in Appendix A), we
know that every solution of (3.1) under (3.3) satisfies
u,v  0 a.e.
We will show that we can use the bounded-domain solutions constructed in Theorem 3.1 and
take the limit as Ω tends to R2 to get a solution of (3.1) over the full space R2 subject to the
topological boundary condition (3.2).
Theorem 3.2. On the full plane R2, system (3.1) has a solution pair (u, v) ∈ L1(R2) × L1(R2)
satisfying the boundary condition (3.2) and estimates (3.4), (3.5). Moreover, this boundary con-
dition is achieved exponentially fast at infinity; more precisely,
∣∣u(x)∣∣+ ∣∣v(x)∣∣ C e−
√
λ|x|
|x|1/2 , (3.6)∣∣∇u(x)∣∣+ ∣∣∇v(x)∣∣C e−
√
λ|x|
|x|1/2 , (3.7)
for every |x| sufficiently large.
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the proofs for the decay estimates. Indeed, near infinity the linearized equations of (3.1) are
u = λu and v = λv. Hence, u and v decay exponentially fast at infinity and (3.6) holds.
Furthermore, using Lp-estimates in (3.1) in a neighborhood of infinity we deduce that u and
v belong to W 2,p (again in a neighborhood of infinity) for any p > 2. Hence, |∇u| → 0 and
|∇v| → 0 as |x| → ∞. Differentiating (3.1), we see that the components of ∇u and ∇v satisfy
the same linearized equation. Therefore, the estimate for |∇u|+ |∇v| stated in (3.7) is valid. The
detailed proof is presented in Section 16 below.
Using the solution pair (u, v) over R2, we can follow a standard path to construct a solution
(φ,χ,A
(1)
j ,A
(2)
j ) of system (2.9). For example, using the complex variable z = x1 + ix2 and
setting ∂ = (∂1 − i∂2)/2, we get
θ(z) = −
N ′∑
s=1
arg
(
z− p′s
)
,
φ(z) = exp
(
1
2
u(z)+ iθ(z)
)
,
A
(1)
1 (z) = −Re
{
2i∂ lnφ(z)
}
, A
(1)
2 (z) = −Im
{
2i∂ lnφ(z)
}
. (3.8)
These relations allow us to calculate the gauge-covariant derivatives explicitly:
D1φ = (∂ + ∂)φ −
(
∂φ
φ
− ∂φ
φ
)
φ = φ∂u,
D2φ = i(∂ − ∂)φ + i
(
∂φ
φ
+ ∂φ
φ
)
φ = iφ∂u. (3.9)
Consequently, we obtain
|D1φ|2 + |D2φ|2 = 12e
u|∇u|2. (3.10)
Identities (3.8) and (3.10), and Theorem 3.2 imply that both 1−|φ|2 and |Djφ| (j = 1,2) vanish
at infinity exponentially fast as stated in Theorem 2.1. Similarly, we can derive the decay esti-
mates for 1 − |χ |2 and |Djχ | (j = 1,2). With such decay estimates, the quantum numbers for
the fluxes, charges, and energy stated in Theorem 2.1 can be easily computed. Estimate (2.12)
follows from (3.5).
4. Variational solutions of system (1.2) on bounded domains
In this section, we prove Theorem 3.1 by a variational method. Our strategy is as follows. First,
in order to overcome the difficulty associated with the vortex points p′1, . . . , p′N ′ ,p
′′
1 , . . . , p
′′
N ′′ ,
we consider a regularized version of the equations so that the Dirac masses δps are replaced by
smooth functions labeled by a small positive parameter ε. We then introduce another change of
dependent variables so that the regularized equations have a variational principle. The solutions
of the new system are critical points of an indefinite action functional. We shall formulate a
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show that the solution we obtain for the constrained variational problem is in fact a critical
point of the indefinite action functional, hence a classical solution of the original system of the
ε-regularized nonlinear equations. As ε → 0, we recover a solution of the two-Higgs Chern–
Simons multivortex equations over a bounded domain, which establishes the theorem.
Proof of Theorem 3.1. Given ε > 0, let us replace (3.1) by a regularized form
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u = λev(eu − 1)+ N
′∑
s=1
4ε
(ε + |x − p′s |2)2
in Ω ,
v = λeu(ev − 1)+ N
′′∑
s=1
4ε
(ε + |x − p′′s |2)2
in Ω ,
(4.1)
subject to the boundary condition (3.3). It is clear that
4ε
(ε + |x − p|2)2
∗
⇀ 4πδp as ε → 0.
Introduce the background functions
uε0(x) =
N ′∑
s=1
ln
(
ε + |x − p′s |2
1 + |x − p′s |2
)
, vε0(x) =
N ′′∑
s=1
ln
(
ε + |x − p′′s |2
1 + |x − p′′s |2
)
. (4.2)
Then,
uε0 = −h1 +
N ′∑
s=1
4ε
(ε + |x − p′s |2)2
, vε0 = −h2 +
N ′′∑
s=1
4ε
(ε + |x − p′′s |2)2
,
where h1, h2 ∈ W 1,2(Ω) do not depend on ε > 0. Set u = uε0 + f and v = vε0 + g in (4.1). We
get
{
f = λevε0+g(euε0+f − 1)+ h1 in Ω ,
g = λeuε0+f (evε0+g − 1)+ h2 in Ω . (4.3)
In order to fulfill the homogeneous boundary condition, we write f = Uε0 + f ′ and g = V ε0 + g′
where Uε0 and V
ε
0 are harmonic functions on Ω satisfying
Uε0 = −uε0, V ε0 = −vε0 on ∂Ω. (4.4)
In view of these modifications, system (4.3) becomes
⎧⎪⎨
⎪⎩
f ′ = λevε0+V ε0 +g′(euε0+Uε0 +f ′ − 1)+ h1 in Ω,
g′ = λeuε0+Uε0 +f ′(evε0+V ε0 +g′ − 1)+ h2 in Ω,
′ ′
(4.5)f = 0, g = 0 on ∂Ω.
C.-S. Lin et al. / Journal of Functional Analysis 247 (2007) 289–350 299Set
f ε0 = uε0 +Uε0 , gε0 = vε0 + V ε0 , f ′ + g′ = F, f ′ − g′ = G.
Then, (4.5) becomes
⎧⎪⎨
⎪⎩
F = 2λef ε0 +gε0+F − λef ε0 + 12 (F+G) − λegε0+ 12 (F−G) + (h1 + h2) in Ω,
G = λef ε0 + 12 (F+G) − λegε0+ 12 (F−G) + (h1 − h2) in Ω,
F = 0, G = 0 on ∂Ω.
(4.6)
It is clear that the equations in (4.6) are the Euler–Lagrange equations of the action functional
I (F,G) =
∫
Ω
dx
{
1
2
|∇F |2 − 1
2
|∇G|2 + 2λef ε0 +gε0+F − 2λef ε0 + 12 (F+G)
− 2λegε0+ 12 (F−G) + (h1 + h2)F − (h1 − h2)G
}
(4.7)
which is indefinite. The study of critical points of such indefinite functionals was initiated by
Benci and Rabinowitz [6]; see also [33].
We consider the following constrained minimization problem:
min
{
I (F,G); (F,G) ∈ C}; (4.8)
the admissible class C is defined by
C = {(F,G); F,G ∈ W 1,20 (Ω), F and G satisfy (E)}, (4.9)
where
(E)
∫
Ω
{∇G · ∇H + λ[ef ε0 + 12 (F+G) − egε0+ 12 (F−G)]H + (h1 − h2)H}dx = 0,
∀H ∈ W 1,20 (Ω).
Lemma 4.1. Definition (E) is well-posed. More precisely, for any F ∈ W 1,20 (Ω), there is a unique
G ∈ W 1,20 (Ω) satisfying (E); G is the global minimizer of the functional
JF (G) =
∫
Ω
{
1
2
|∇G|2 + 2λef ε0 + 12 (F+G) + 2λegε0+ 12 (F−G) + (h1 − h2)G
}
dx (4.10)
in W 1,20 (Ω).
Proof. Using the Trudinger–Moser inequality [2], we know that JF (·) is weakly lower semicon-
tinuous over W 1,2(Ω). Next, since the Poincaré inequality implies the coerciveness0
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1
4
‖∇G‖2
L2 −C1, (4.11)
where C1 > 0 depends only on h1 and h2, we see that (4.10) has a global minimizer. The exis-
tence of a critical point follows. Since the functional (4.10) is convex, its critical point must be
unique. 
Note that I (F,G) defined in (4.7) can be rewritten as
I (F,G) = 1
2
‖∇F‖2
L2 + 2λ
∫
Ω
ef
ε
0 +gε0+F dx +
∫
Ω
(h1 + h2)F dx − JF (G). (4.12)
For any (F,G) ∈ C, since G minimizes JF , we have, in particular, JF (G) JF (0). Hence,
I (F,G) 1
2
‖∇F‖2
L2 + 2λ
∫
Ω
ef
ε
0 +gε0+F dx +
∫
Ω
(h1 + h2)F dx − JF (0)
= 1
2
‖∇F‖2
L2 +
∫
Ω
(h1 + h2)F dx + 2λ
∫
Ω
(
ef
ε
0 +gε0+F − ef ε0 + 12F − egε0+ 12F )dx. (4.13)
Consider the function σ(t) = abt2 −at−bt . It is seen that the global minimum of σ(·) is attained
at t0 = (a + b)/2ab. Hence, σ(t) σ(t0) = −(a + b)2/4ab. As a consequence, we have
ef
ε
0 +gε0+F − ef ε0 + 12F − egε0+ 12F −1
4
e−f ε0 −gε0
(
ef
ε
0 + egε0)2. (4.14)
Inserting (4.14) into (4.13), we see that there holds a partial coerciveness inequality:
I (F,G) 1
4
‖∇F‖2
L2 −C(ε), (4.15)
where C(ε) > 0 is a constant depending on the parameter ε. In particular, I (F,G) is bounded
from below.
Let ((Fn,Gn))n1 be a minimizing sequence of (4.8). We may assume that
I (F1,G1) I (F2,G2) · · · I (Fn,Gn) · · · .
Denote by
η0 := inf
{
I (F,G); (F,G) ∈ C}= lim
n→∞ I (Fn,Gn).
By (4.15), (Fn) is bounded in W 1,20 (Ω). On the other hand, using (4.11) we get
1
4
‖∇Gn‖2L2  C1 + JFn(Gn)
 C1 + JFn(0) = C1 + 2λ
∫ (
ef
ε
0 + egε0)e 12Fn dx. (4.16)Ω
C.-S. Lin et al. / Journal of Functional Analysis 247 (2007) 289–350 301The boundedness of the integral on the right-hand side of (4.16) is a consequence of the
Trudinger–Moser inequality and the boundedness of (‖Fn‖W 1,20 ). Hence, (Gn) is also bounded
in W 1,20 (Ω). Without loss of generality, we may then assume that
Fn ⇀F, Gn ⇀G weakly in W 1,20 (Ω). (4.17)
In order to show that the weak limit (F,G) is a solution to (4.8), we need to strengthen (4.17).
Lemma 4.2. The functions F and G defined in (4.17) satisfy (F,G) ∈ C and Gn → G strongly
in W 1,20 (Ω) as n → ∞.
Proof. The pair (Fn,Gn) satisfies∫
Ω
{∇Gn · ∇H + λ[ef ε0 + 12 (Fn+Gn) − egε0+ 12 (Fn−Gn)]H + (h1 − h2)H}dx = 0,
∀H ∈ W 1,20 (Ω). (4.18)
We may assume that Fn → F and Gn → G strongly in L2(Ω). Hence, the Trudinger–Moser
inequality implies that eFn → eF and eGn → eG strongly in L2(Ω). Taking n → ∞ in (4.18),
we get (E). In other words, (F,G) ∈ C.
Choose H = Gn −G in (E) and (4.18). Subtracting the resulting relations we obtain∫
Ω
|∇Gn − ∇G|2 dx
= λ
∫
Ω
{
ef
ε
0
[
e
1
2 (F+G) − e 12 (Fn+Gn)](Gn −G)+ egε0 [e 12 (Fn−Gn) − e 12 (F−G)](Gn −G)}dx
→ 0 as n → ∞.
Hence, Gn → G strongly in W 1,20 (Ω) as claimed.
Lemma 4.3. The pair (F,G) defined in (4.17) is a solution of the minimization problem (4.8).
Proof. Since Fn ⇀F weakly and Gn → G strongly in W 1,20 (Ω), we have
lim
n→∞JFn(Gn) = JF (G). (4.19)
Hence, using (4.12) and (4.19) we arrive at
η0 = lim
n→∞ I (Fn,Gn)
 1
2
‖∇F‖2
L2 + 2λ
∫
Ω
ef
ε
0 +gε0+F dx +
∫
Ω
(h1 + h2)F dx − JF (G) = I (F,G).
Since (F,G) ∈ C, we see that (F,G) solves (4.8). 
302 C.-S. Lin et al. / Journal of Functional Analysis 247 (2007) 289–350Lemma 4.4. The pair (F,G) defined in (4.17) is a solution of the system (4.6).
Proof. The second equation (for G) in (4.6) is already valid because its weak form is the con-
straint defined in (E). In what follows, we only need to verify the first equation in (4.6).
Let F˜ ∈ W 1,20 (Ω) be any test function and set Ft = F + t F˜ . The unique minimizer of JFt (·)
is denoted by Gt . Then, Gt depends on t smoothly. Set
G˜ =
(
d
dt
Gt
)
t=0
.
Since I (Ft ,Gt ) attains its minimum at t = 0, we have
(
d
dt
I (Ft ,Gt )
)
t=0
= 0. (4.20)
In view of (4.7), the expression (4.20) can be rewritten as
∫
Ω
{∇F · ∇F˜ + λ[2ef ε0 +gε0+F − ef ε0 + 12 (F+G) − egε0+ 12 (F−G)]F˜ + (h1 + h2)F˜}dx
=
∫
Ω
{∇G · ∇G˜+ λ[ef ε0 + 12 (F+G) − egε0+ 12 (F−G)]G˜+ (h1 − h2)G˜}dx. (4.21)
However, in view of (E), the right-hand side of (4.21) vanishes. Since F˜ ∈ W 1,20 (Ω) is arbitrary,
we obtain the weak form of the first equation in (4.6). So the system (4.6) is fully verified. 
We next go back to the original variables. We see that we have obtained a solution pair, say
(uε, vε), of the system (4.1). Using the maximum principle, it is seen that uε and vε are negative:
uε < 0, vε < 0 in Ω. (4.22)
In order to take the ε → 0 limit, we also need to bound uε and vε from below. For this purpose,
we add the two equations in (4.1). Using the convexity of et , we get
(uε + vε) = 2λeuε+vε − λ
(
euε + evε)+ N
′∑
s=1
4ε
(ε + |x − p′s |2)2
+
N ′′∑
s=1
4ε
(ε + |x − p′′s |2)2
 2λ
(
euε+vε − e 12 (uε+vε))+ N
′∑
s=1
4ε
(ε + |x − p′s |2)2
+
N ′′∑
s=1
4ε
(ε + |x − p′′s |2)2
.
In particular, the “average” 12 (uε + vε) is a supersolution of the (regularized) classical Chern–
Simons equation:
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⎪⎩
wε = λewε
(
ewε − 1)+ N
′∑
s=1
4ε
(ε + |x − p′s |2)2
+
N ′′∑
s=1
4ε
(ε + |x − p′′s |2)2
in Ω,
wε = 0 on ∂Ω.
(4.23)
It is standard (see [58]) that one can start a monotone decreasing iterative scheme from 12 (uε+vε)
to get a solution of (4.23). In particular,
wε 
1
2
(uε + vε) in Ω. (4.24)
Let
wε0 = uε0 + vε0 +Wε0 , (4.25)
where uε0, v
ε
0 are given by (4.2) and Wε0 is a harmonic function chosen so that wε0 = 0 on ∂Ω .
Note that Wε0 is uniformly bounded with respect to ε > 0.
In order to get suitable estimates for wε , we rewrite (4.23) as
{
w˜ε = λewε0+w˜ε
(
ew
ε
0+w˜ε − 1)+ h1 + h2 in Ω,
w˜ε = 0 on ∂Ω.
(4.26)
Using wε0 + w˜ε  0, we can multiply (4.26) by w˜ε and integrate to get
‖∇w˜ε‖2L2  C1, (4.27)
where C1 > 0 is a constant independent of ε > 0.
Combining (4.22), (4.24), (4.25), and (4.27), we see that (uε) and (vε) are uniformly bounded
in L2(Ω). Using this fact with interior elliptic estimates (see [37]), we may assume (passing to a
subsequence if necessary) that there are functions
u,v ∈ C0(Ω \ {p′1, . . . , p′N ′ ,p′′1 , . . . , p′′N ′′})∩L2(Ω)
such that
(uε, vε) → (u, v) in C0(K) as ε → 0 (4.28)
for any compact subset K ⊂ Ω \ {p′1, . . . , p′N ′ ,p′′1 , . . . , p′′N ′′ } and
(uε, vε)⇀ (u,v) weakly in L2(Ω). (4.29)
Using the Green function to represent the two equations in (4.1) (with u = uε and v = vε) in
potential integral forms and applying (4.28), (4.29), we see that, as ε → 0, (u, v) satisfies the
original equations (3.1).
Estimates (3.4), (3.5) follow from Theorem 12.1 and Proposition 12.2 below. We refer the
reader to Section 13 for the details. The proof of Theorem 3.1 is complete. 
304 C.-S. Lin et al. / Journal of Functional Analysis 247 (2007) 289–3505. The limit Ω→R2: the single equation case
Consider the single Higgs particle Chern–Simons vortex equation subject to homogeneous
boundary condition:
⎧⎪⎨
⎪⎩
u = λeu(eu − 1)+ 4π N∑
j=1
δpj in BR,
u = 0 on ∂BR,
(5.1)
where
BR =
{
x ∈R2; |x| <R} and R >R0 := max
1jN
{|pj |}.
It is known that (5.1) always has a solution (see Appendix B below). The main goal of this
section is to prove the natural result that, as R → ∞, the solutions of (5.1) approach a topological
solution of the single Higgs particle Chern–Simons vortex equation on R2 so that it vanishes at
infinity. This result is a preliminary step as we take the large domain limit with the bounded
domain solutions obtained in Theorem 3.1. For this purpose, we need to derive some important
properties of solutions of the equation in (5.1) over a bounded domain or R2.
The proof of the next result is based on the method of moving planes of Aleksandrov and
Gidas, Ni, Nirenberg [36].
Lemma 5.1. Every solution of (5.1) increases along any radial direction on R2 \BR0 .
Proof. We denote by u a solution of (5.1). It suffices to prove the lemma when the point x =
(x1, x2) changes its position along the x1-axis. Given R >R0, let AR = {x; R0  |x| R}. For
R0 < σ <R, define the set
Σσ = {x ∈ BR; x1 > σ } (5.2)
and uσ (x) = u(xσ ) for x ∈ Σσ where xσ is the reflection of x with respect to the line x1 = σ .
That is, xσ = (2σ − x1, x2). Since u < 0 in BR (by the maximum principle) and u = λc(x)u
in AR , where c(x) = eu(x)+ξ(x) and u  ξ  0, we can use the well-known Hopf Boundary
Lemma to deduce that
∂u
∂n
(x) > 0 if |x| = R, (5.3)
where n is the outnormal of BR at x. In particular,
u(x) > u
(
xσ
)= uσ (x) for x ∈ Σσ (5.4)
if σ is sufficiently close to R. We need to prove (5.4) for all σ ∈ (R0,R).
Set wσ (x) = u(x)− uσ (x) for x ∈ Σσ . By (5.1), the function wσ satisfies
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⎧⎨
⎩
wσ + λcσ (x)wσ = −4π
∑
j
δpσj  0 in Σσ ,
wσ  0 on ∂Σσ ,
(5.5)
where the sum
∑
j δpσj is computed over all points pj such that p
σ
j ∈ Σσ . Note that cσ is a
bounded in Σσ . Indeed, we can write cσ (x) = f ′(ξ˜ (x)) with f (t) = et (1 − et ) and ξ˜ (x) lying
between u(x) and uσ (x).
Define
S = {ρ ∈ (R0,R); wσ (x) > 0 in Σσ for σ ∈ (ρ,R)},
ρ0 = inf
ρ∈S{ρ}. (5.6)
It is clear that S = ∅. If ρ0 = R0, then the lemma is established.
Suppose by contradiction that ρ0 >R0. Then, by continuity we have wρ0(x) 0 in Σρ0 .
Note that if pρ0j ∈ Σρ0 for some j , then wρ0(x) = u(x) − u(xρ0) > 0 in a neighborhood
of pρ0j . Thus, if wρ0(x0) = 0 for some x0 ∈ Σρ0 , then x0 is not near pρ0j for any j = 1,2, . . . ,N ,
and by (5.5) and the strong maximum principle, we have wρ0 ≡ 0. This contradicts the fact that
wρ0(x) = u(x)− u(xρ0) = −u(xρ0) > 0 for every x ∈ ∂Σρ0 \ {x1 = ρ0}. Therefore,
wρ0(x) > 0 ∀x ∈ Σρ0 .
On the other hand, by a maximum principle of Varadhan (see [39, Theorem 2.32]), there exists
δ > 0 depending only on λ and ‖cσ‖L∞ such that if ω is a subdomain of Σσ , with |ω| δ, and
U satisfies
{
U + λcσ (x)U  0 in ω,
U  0 on ∂ω,
(5.7)
then U(x) 0 for all x ∈ ω.
We now choose a compact set K ⊂ Σρ0 such that |Σρ0 \K| δ/2. Since wρ0 > 0 in K , there
exists ε0 ∈ (0, ρ0 −R0) sufficiently small so that
wσ > 0 in K and |Σσ \K| δ ∀σ ∈ (ρ0 − ε0, ρ0). (5.8)
In particular,
wσ  0 on ∂(Σσ \K) ∀σ ∈ (ρ0 − ε0, ρ0).
Thus, by (5.8) and the maximum principle of Varadhan (applied to ω = Σσ \K),
wσ  0 in Σσ ∀σ ∈ (ρ0 − ε0, ρ0). (5.9)
As before, we can strengthen (5.9) by the strong maximum principle to conclude that wσ (x) > 0
for every x ∈ Σσ whenever σ ∈ (ρ0 − ε0, ρ0), which contradicts the definition of ρ0. Thus,
ρ0 = R0 and the proof is complete. 
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Namely,
u+ λeu(1 − eu)= 4π N∑
j=1
δpj in R
2. (5.10)
Lemma 5.2. Let u be a solution of (5.10) satisfying
u(x) < 0 in R2 and
∫
R2
eu
(
1 − eu)dx < ∞. (5.11)
Then, we have the asymptotic estimate
u(x) = −α ln|x| + O(1) (5.12)
as |x| → ∞, where
α = λ
2π
∫
R2
eu
(
1 − eu)dx − 2N. (5.13)
In the case α = 0, the function u vanishes exponentially fast at infinity. In fact, u is a topological
solution (i.e. u = 0 at infinity) if and only if
λ
∫
R2
eu
(
1 − eu)dx = 4πN. (5.14)
On R2 \BR0+1, Eq. (5.10) is of the form
u+K(x)eu = 0, (5.15)
where K(x) = λ(1 − eu(x)). Lemma 5.2 is essentially [24, Theorem 1.1] when K(x) satisfies
C1e
−|x|β K(x) C2|x|m (5.16)
for |x| large, where β ∈ (0,1) and m> 0 are two constants. In our case, K(x) needs not satisfy
the lower bound in (5.16); we have to modify the argument in the proof of [24, Theorem 2.1].
Proof of Lemma 5.2. Let u be a solution of (5.15) with K(x) = λ(1 − eu(x)) for |x| R0 + 1.
We extend u in R2 as a smooth negative function; we still denote this extended function by u. It
is seen that u satisfies
u+K(x)eu = 0 in R2, (5.17)
where we set K(x) = −e−u(x)u(x) for |x|R0 + 1. Define the potential
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2π
∫
R2
ln
( |x − y|
|y|
)
K(y)eu(y) dy. (5.18)
As in [24, Theorem 2.1], we can show that u + v is in fact a constant. For this purpose, let
ψ(x) = K(x)eu(x) and write
2πv(x) =
( ∫
|y|R0+1
+
∫
T1
+
∫
T2
)
ln
( |x − y|
|y|
)
ψ(y)dy
=: I0 + I1 + I2, (5.19)
where
T1 =
{
y; |y − x| |x|/2 and |y| >R0 + 1
}
,
T2 =
{
y; |y − x| > |x|/2 and |y| >R0 + 1}.
We assume that |x| 1. If y ∈ T1, then we have |x − y| |y| and ψ(y) 0. Thus,
I1  0. (5.20)
It is also clear that there is a constant C > 0 such that
I0  ln|x|
∫
|y|R0+1
∣∣ψ(y)∣∣dy +C. (5.21)
Finally, since |x − y| |x| + |y| 2|x||y| for |x|, |y| 1, we have
I2  ln 2|x|
∫
T2
ψ(y)dy. (5.22)
Inserting (5.20)–(5.22) into (5.19) we get
2πv(x) ln|x|
{ ∫
|y|R0+1
∣∣ψ(y)∣∣dy + ∫
T2
ψ(y)dy
}
+C  C0 ln|x| +C, (5.23)
for |x| 1. Since u+ v is a harmonic function and u < 0 in R2, we see from (5.23) that
u(x)+ v(x) C0 ln|x| +C ∀x ∈R2 \B1. (5.24)
Therefore, by the Liouville Theorem (see [66, Lemma 4.6.1]), we conclude that u+ v must be a
constant as claimed.
The rest of the proof of Lemma 5.2 follows that of [24, Theorem 1.1]. The details are omitted
here. 
We now consider a sequence (un) where un satisfies
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⎪⎩
un = λeun
(
eun − 1)+ 4π N∑
j=1
δpj in Ωn,
un = 0 on ∂Ωn,
(5.25)
where Ωn = BRn and Rn → ∞. We want to prove that (un) converges to a solution of (5.10)
satisfying the topological boundary condition
lim|x|→∞u(x) = 0. (5.26)
Lemma 5.3. Let (un) be a sequence of solutions of Eq. (5.25), where Ωn = BRn (n = 1,2, . . .).
Then, there is a subsequence (unk ) which converges pointwise to a topological solution u of
(5.10) satisfying (5.26).
Proof. Write un = w0 + vn where
w0(x) =
N∑
j=1
ln
( |x − pj |2
1 + |x − pj |2
)
. (5.27)
We shall prove that (vn) is uniformly bounded. This immediately implies that some subsequence
(unk ) converges to a solution u of (5.10); moreover, by Lemma 5.2, u must satisfy (5.25).
Suppose by contradiction that (vn) is not bounded. Hence, there is a sequence (xn) in R2 so
that vn(xn) tends to −∞ as n → ∞. From this we can infer that vn → −∞ uniformly on any
compact subset of R2.
We claim that there is a sequence (xn) such that
un(xn) = −12 and dist(xn, ∂BRn) → ∞. (5.28)
Suppose this is not true. Then, there is a constant K > 0 such that if un(x)  −1/2, then
dist(x, ∂BRn)K . Taking n 1 sufficiently large, we may assume that Rn R0 +K . Let
un(r) = 12π
2π∫
0
un
(
reiθ
)
dθ. (5.29)
Since
un(Rn −K)−12 and un(Rn) = 0,
there is some rn ∈ (Rn −K,Rn) such that u′n(rn) 1/2K . Recall the identity
u′n(r) =
1
2πr
∫
un ∀r > R0.Br
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rn
2K
 rnu′n(rn) =
λ
2π
∫
Brn
eun
(
eun − 1)dx + 2N  2N,
which yields a contradiction as we take n → ∞.
Since un → −∞ uniformly on any compact subset of R2 as n → ∞, the sequence (xn)
defined in (5.28) satisfies |xn| → ∞ as n → ∞. Set
Un(x) = un(x + xn). (5.30)
Then, Un(0) = −1/2. Clearly, Un is well defined in a ball Bρn with ρn → ∞ as n → ∞ and Bρn
does not contain any of the points p1, . . . , pN .
Using Lemma 5.1, we may assume without loss of generality that Un(x) increases along the
positive x2-axis. For any 0 < r < ρn, we have by integrating the Chern–Simons equation that
rU ′n(r) =
λ
2π
∫
Br
eUn
(
eUn − 1)dx. (5.31)
Since Un  0, this implies that |U ′n(r)| λr/2. Consequently,
∣∣Un(r)∣∣ 12 + λr
2
4
. (5.32)
Using (5.32) and
∣∣Un(r)∣∣= 12π
2π∫
0
∣∣Un(reiθ )∣∣dθ (5.33)
(recall that Un does not change sign), we see that the sequence (Un) has a uniform L1 bound on
∂Br . By elliptic estimates, we conclude that (Un) is uniformly bounded over any compact subset
of R2. From this fact we see that, by extracting a subsequence if necessary, we may assume
that (Un) converges (in any good local topology) to a solution U of the “bare” Chern–Simons
equation so that
⎧⎨
⎩
U = λeU (eU − 1) in R2,
U  0 and U(0) = −1
2
.
(5.34)
Recall that un satisfies (5.25) with Ωn = BRn and
∂un
> 0 on ∂BRn .∂n
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pj (j = 1, . . . ,N ), and v0 is smooth away from p1, . . . , pN . Set un = v0 +Vn. Then, Vn satisfies⎧⎨
⎩
Vn = λev0+Vn
(
ev0+Vn − 1)+ g(x) in BRn,
Vn = 0 and ∂Vn
∂n
> 0 on ∂BRn,
(5.35)
for some fixed function g. Integrating (5.35), we obtain
λ
∫
BRn
ev0+Vn
(
ev0+Vn − 1)dx + ∫
BRn
g(x)dx =
∫
∂BRn
∂Vn
∂n
d > 0. (5.36)
An immediate consequence of (5.36) is the uniform bound
λ
∫
BRn
eun
(
1 − eun)dx  ∫
R2
∣∣g(x)∣∣dx. (5.37)
(Alternatively, one could apply Lemma A.1 to un; proceeding as in the proof of Proposition A.3,
one gets
λ
∫
BRn
eun
(
1 − eun)dx  4πN ∀n 1.)
Clearly, (5.37) still holds when un is replaced by Un. In particular, we have
λ
∫
R2
eU
(
1 − eU )dx < ∞. (5.38)
In view of (5.38) and Lemma 5.2, we have
lim|x|→∞
U(x)
ln|x| = −α, α =
λ
2π
∫
R2
eU
(
1 − eU )dx > 0; (5.39)
the latter follows from U(0) = −1/2. However, since Un is nondecreasing along the positive x2-
axis, the same property holds for U . This contradicts the established nontopological boundary
condition
lim|x|→∞U(x) = −∞ (5.40)
stated in Lemma 5.2. Therefore Lemma 5.3 is proved. 
We remark that in the proof of Lemma 5.3, we only use a very special part of Lemma 5.2,
namely the asymptotic characterization of the “bare” Chern–Simons equation (i.e., the differen-
tial equation in (5.34)). In fact, this bare case may be seen more transparently by an earlier result
obtained in [57].
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either U ≡ 0 or U < 0 everywhere. If U is a solution so that U ≡ 0 and satisfies the finite-energy
condition (5.38), then
lim|x|→∞
U(x)
ln|x| = −α, α =
λ
2π
∫
R2
eU
(
1 − eU )dx, (5.41)
and rUr ≡ xj ∂jU → −α, uniformly as r = |x| → ∞. Moreover, U must be radially symmetric
about some point in R2 and U is decreasing along all radial directions about this point.
With this lemma, the proof of Lemma 5.3 may be carried out in a similar way (with Lemma
5.4 replacing Lemma 5.2). In particular, we can arrive at the contradiction (5.40) as before.
6. The limit Ω→R2: the full system case
In this section, we prove the existence of a solution stated in Theorems 1.1 and 3.2 by taking
the large domain limit of the solutions obtained in Theorem 3.1. We apply the preliminary results
obtained in the previous section for a single Higgs particle Chern–Simons vortex equation.
Proof of Theorems 1.1 and 3.2. Let (Rn) be a sequence such that
Rn > max
{∣∣p′s∣∣, ∣∣p′′s ∣∣} and Rn → ∞.
Consider the equation
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = λev(eu − 1)+ 4π N
′∑
s=1
δp′s (x) in BRn,
v = λeu(ev − 1)+ 4π N
′′∑
s=1
δp′′s (x) in BRn,
u = v = 0 on ∂BRn.
(6.1)
By Theorem 3.1, (6.1) has a solution (un, vn). Proceeding as in Section 4, we deduce that 12 (un +
vn) is a nonpositive supersolution of the single Higgs particle Chern–Simons equation
⎧⎪⎪⎨
⎪⎪⎩
w = λew(ew − 1)+ 4π N
′∑
s=1
δp′s (x)+ 4π
N ′′∑
s=1
δp′′s (x) in BRn,
w = 0 on ∂BRn.
(6.2)
In view of the construction in [58], we can use 12 (un + vn) as an initial function to iterate
monotonically to obtain a solution wn of (6.2). In particular,
wn 
1
(un + vn) in BRn. (6.3)2
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converges pointwise to a solution of the problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w = λew(ew − 1)+ 4π N
′∑
s=1
δp′s (x)+ 4π
N ′′∑
s=1
δp′′s (x) in R
2,
lim|x|→∞w(x) = 0, w < 0 a.e.
(6.4)
Taking a further subsequence, (un) and (vn) converge pointwise to u and v on R2, respectively.
It is clear that u and v are both negative and satisfy the two-Higgs particle system (3.1). Since
(6.3) implies
2w(x) u(x) < 0 and 2w(x) v(x) < 0 for all x ∈R2, (6.5)
we see that the desired topological boundary condition (3.2) is achieved. Estimates (1.3), (1.4)
follow from (3.4), (3.5). Using a well-known ODE-result (see Proposition 16.1 below), one de-
duces the decay estimates (3.6), (3.7). The complete argument is carried out in Section 16 for
Eq. (1.1) in the case of measures μ and ν with compact supports. The proof of Theorem 3.2 is
complete. 
Following the procedure described in Section 3, all the statements made in Theorem 2.1 are
established.
7. Existence of solutions of system (1.1)
Let M(ω) denote the space of (finite) Radon measures μ on an open set ω ⊂ R2. We equip
M(ω) with the standard norm
‖μ‖M = |μ|(ω) =
∫
ω
d|μ|.
We now consider Eq. (1.1) for finite measures μ,ν on R2. Our goal is to prove the following.
Theorem 7.1. Let μ,ν ∈M(R2) be such that:
(i) μ+({x})+ ν+({x}) 4π , ∀x ∈R2;
(ii) ν({x}) = 0 whenever μ({x}) = 4π ;
(iii) μ({x}) = 0 whenever ν({x}) = 4π .
Then, for every λ > 0 the system
{−u+ λev(eu − 1)= μ in R2,
−v + λeu(ev − 1)= ν in R2, (7.1)
has a solution (u, v) ∈ L1(R2)×L1(R2) in the sense of distributions such that
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C
λ
(
1 + ‖μ‖2M + ‖ν‖2M
)(‖μ‖M + ‖ν‖M), (7.2)
∥∥eu − 1∥∥
L1 +
∥∥ev − 1∥∥
L1 
C
λ
(
1 + ‖μ‖M + ‖ν‖M
)(‖μ‖M + ‖ν‖M). (7.3)
Note that if μ and ν are nonpositive measures, then assumptions (i)–(iii) are always satisfied.
Taking in particular μ = −4π∑N ′s=1 δp′s and ν = −4π∑N ′′s=1 δp′′s , one deduces Theorem 1.1 as
a corollary; the exponential decay of the solutions is provided by Theorem 16.1 below. The
requirement of (i)–(iii) will be discussed in Section 15.
The strategy to prove Theorem 7.1 is the following. We first study the existence of solutions
of the scalar equation
{−u+ λev(eu − 1)= μ in Ω ,
u = 0 on ∂Ω , (7.4)
where v is a given function and Ω ⊂R2 is any smooth bounded domain. We show that solutions
of (7.4) are “stable” with respect to suitable perturbations of the data v and μ (see Proposi-
tion 8.1). A useful tool is the notion of reduced measure μ∗, recently introduced in [14].
Applying Schauder’s fixed point theorem, we are then able to prove existence of solutions for
the counterpart of (7.1) on bounded domains, namely
⎧⎨
⎩
−u+ λev(eu − 1)= μ in Ω ,
−v + λeu(ev − 1)= ν in Ω ,
u = v = 0 on ∂Ω .
(7.5)
We also show that every solution of (7.5) satisfies (7.2), (7.3). The main ingredient in the proof
of (7.2) is the following inequality (see Proposition 12.1)
∫
[|ϕ|3]
|ϕ|dx  C‖ϕ‖2
L1
∣∣[1 < |ϕ| < 2]∣∣ ∀ϕ ∈ C∞0 (R2), (7.6)
where |A| denotes the Lebesgue measure of a set A ⊂R2.
Remark 7.1. A more elementary estimate of the L1-norm of solutions (u, v) of (7.5) is
‖u‖L1 + ‖v‖L1  CΩ
(‖μ‖M + ‖ν‖M). (7.7)
This follows from (see Proposition A.3 below)
‖u‖M  2‖μ‖M and ‖v‖M  2‖ν‖M, (7.8)
combined with the well-known elliptic estimate (see [59] and also [14, Theorem B.1])
‖w‖L1 CΩ‖μ‖M, (7.9)
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{−w = μ in Ω ,
w = 0 on ∂Ω .
Note however that estimates (7.7) and (7.9) depend on Ω , while (7.2) is true for any solution of
(7.5), regardless of the domain Ω .
In order to obtain a solution of (7.1), let (Ωn) denote an increasing sequence of smooth
bounded domains such that
⋃
n Ωn = R2. Denote by (un, vn) a solution of (7.5) on Ωn. By
(7.2) and elliptic estimates, one deduces that (un) and (vn) are relatively compact in L1loc(R2)
and
(unk , vnk ) → (u, v) in L1loc
(
R
2)×L1loc(R2),
for some (u, v) ∈ L1(R2)×L1(R2). By the stability of (7.4), (u, v) satisfies (7.1).
Remark 7.2. Our strategy to prove Theorem 7.1 can presumably be adapted to study system (7.1)
in RN for N  3. A useful tool should be some estimates recently proved by Bartolucci et al. [3],
which are the counterpart in dimension N  3 of a result of Brezis and Merle [15]. In view of the
results in [3], one expects to have assumptions (i)–(iii) stated in terms of the (N −2)-dimensional
Hausdorff measure HN−2.
8. Study of the scalar problem (7.4)
We shall assume that Ω ⊂ R2 is a smooth bounded domain. Let μ,ν ∈M(Ω) be two mea-
sures such that:
(a1) ν({x}) 4π , ∀x ∈ Ω ;
(a2) μ({x}) 4π − ν({x}), ∀x ∈ Ω ;
(a3) μ({x}) = 0 whenever ν({x}) = 4π .
We then prove the following.
Theorem 8.1. Suppose that μ and ν satisfy (a1)–(a3) above. Then, for every λ > 0 the equation
{−u+ λev(eu − 1)= μ in Ω ,
u = 0 on ∂Ω , (8.1)
has a unique solution for every v ∈ L1(Ω) such that v  V a.e., where V ∈ L1(Ω) satisfies
−V = ν in D′(Ω).
We say that u is a solution of (8.1) if u ∈ L1(Ω), ev(eu − 1)ρ0 ∈ L1(Ω) and
−
∫
uζ dx + λ
∫
ev
(
eu − 1)ζ dx = ∫ ζ dμ ∀ζ ∈ C20(Ω),Ω Ω Ω
C.-S. Lin et al. / Journal of Functional Analysis 247 (2007) 289–350 315where ρ0(x) = dist (x, ∂Ω), ∀x ∈ Ω , and
C20(Ω) =
{
ζ ∈ C2(Ω); ζ = 0 on ∂Ω}.
Our proof of Theorem 8.1 is based on a “stability” property satisfied by Eq. (8.1) under as-
sumptions (a1)–(a3); see Proposition 8.1 below.
In order to state our next result, let un, vn ∈ L1(Ω) and μn ∈M(Ω) be such that
−un + λevn
(
eun − 1)= μn in D′(Ω), (8.2)
where:
(b1) un → u in L1(Ω);
(b2) vn → v in L1(Ω) and vn  Vn a.e., where (Vn) is a bounded sequence in L1(Ω) such that
−Vn = νn in D′(Ω) and the sequence (νn) ⊂M(Ω) satisfies νn ∗⇀ν weak∗ inM(Ω);
(b3) μ+n
∗
⇀μ+ and μ−n
∗
⇀μ− weak∗ inM(Ω);
(b4) (θμ+n + νn)+
∗
⇀(θμ+ + ν)+ weak∗ inM(Ω), ∀θ ∈ [0,1].
We then have the following proposition.
Proposition 8.1. Let λ > 0 and μ,ν ∈M(Ω) be such that (a1)–(a3) hold. Assume that
−un + λevn
(
eun − 1)= μn in D′(Ω),
where un, vn,μn satisfy (b1)–(b4). Then,
evn
(
eun − 1)→ ev(eu − 1) in L1(ω), (8.3)
for every ω ⊂⊂Ω . In particular,
−u+ λev(eu − 1)= μ in D′(Ω). (8.4)
Examples of sequences of measures (μn) and (νn) satisfying (b3), (b4) are:
(1) μn = μ and νn = ν, ∀n 1;
(2) μn = ρn ∗ μ and νn = ρn ∗ ν, where (ρn) is a sequence of nonnegative mollifiers; μ and ν
are extended to R2 as identically zero outside Ω .
Let us prove that (b3), (b4) hold in case (2). We recall the easy inequality
ρn ∗μ (ρn ∗μ)+  ρn ∗μ+. (8.5)
A standard argument then implies
μ+n = (ρn ∗μ)+
∗
⇀μ+ weak∗ inM(Ω).
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the estimate
θμ+n + νn 
(
θμ+n + νn
)+  ρn ∗ (θμ+ + ν)+ ∀θ ∈ [0,1].
An important ingredient to establish Proposition 8.1 is the next.
Lemma 8.1. Let v ∈ L1(Ω) be such that v  V a.e. for some V ∈ L1(Ω) with V ∈M(Ω).
Given λ > 0, assume that
{−u+ λev(eu − 1)= μ in Ω ,
u = f on ∂Ω , (8.6)
has a solution for some μ ∈M(Ω) and f ∈ L1(∂Ω). Then, (8.6) also has a solution with data
(μ+, f+) and (−μ−,−f−).
Given u ∈ L1(Ω), we say that u ∈M(Ω) if∣∣∣∣
∫
Ω
uϕ dx
∣∣∣∣ C‖ϕ‖L∞ ∀ϕ ∈ C∞0 (Ω); (8.7)
we denote by ‖u‖M the smallest constant C  0 for which (8.7) holds. By the Riesz Rep-
resentation Theorem (see e.g. [34]), u ∈M(Ω) if and only if there exists σ ∈M(Ω) such
that ∫
Ω
uϕ dx =
∫
Ω
ϕ dσ ∀ϕ ∈ C∞0 (Ω),
in which case ‖u‖M = ‖σ‖M. Note that σ , whenever exists, is uniquely determined; we sys-
tematically identify the distribution u with σ .
Lemma 8.1 is established in Section 10 below. The proof relies on the existence of the reduced
measure; see Section 9. Theorem 8.1 and Proposition 8.1 are proved in Section 11.
9. Existence of the reduced measure μ∗
Let us consider the following equation:
{−u+ g(x,u) = μ in Ω ,
u = h on ∂Ω , (9.1)
where μ ∈M(Ω), h ∈ L1(∂Ω), and g :Ω ×R→ R is a Carathéodory function. We say that u
is a solution of (9.1) if u ∈ L1(Ω), g(·, u)ρ0 ∈ L1(Ω) and
−
∫
Ω
uζ dx +
∫
Ω
g(x,u)ζ dx =
∫
Ω
ζ dμ−
∫
∂Ω
h
∂ζ
∂n
d ∀ζ ∈ C20(Ω),
where n denotes the outward normal on ∂Ω .
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Theorem 9.1. Assume g :Ω ×R→R is a Carathéodory function satisfying:
(A1) g(x, ·) is nondecreasing for a.e. x ∈ Ω ;
(A2) g(x, t) = 0 for a.e. x ∈ Ω , ∀t  0;
(A3) g(·, t) is quasifinite ∀t ∈R.
Then, for every μ ∈M(Ω) there exists μ∗ ∈M(Ω), with μ∗  μ, such that the following holds:
(I) (9.1) has a solution with data (μ∗, h) for every h ∈ L1(∂Ω);
(II) If (9.1) has a solution with data (μ˜, h˜) for some μ˜ μ and h˜ ∈ L1(∂Ω), then μ˜ μ∗.
Theorem 9.1 will be proved in the next section. The notion of reduced measure μ∗ was in-
troduced by Brezis et al. [14] in the case where g(x, t) = g(t) has no dependence with respect
to x.
A measurable function G :Ω →R is quasifinite if for every ε > 0 and K ⊂ Ω compact there
exist M > 0 and an open set ω ⊂ Ω such that cap (ω) < ε and |G|M a.e. on K \ω. We say that
G is quasicontinuous if for every ε > 0 there exists an open set ω ⊂ Ω such that cap (ω) < ε and
G is continuous on Ω \ω. In particular, every quasicontinuous function is quasifinite. Through-
out the paper, we denote by cap (E) the Newtonian (H 1) capacity of a Borel set E ⊂ Ω , with
respect to some large ball BR ⊃⊃ Ω ; although the capacity “cap” depends on R, the notions of
quasifiniteness and quasicontinuity do not.
If u ∈ L1(Ω) and u ∈M(Ω), then one shows (see e.g. [1,16]) that there exists a quasicon-
tinuous function u˜ : Ω →R such that u˜ = u a.e. We shall systematically identify such functions
u with their quasicontinuous representative u˜ and simply say that u is quasicontinuous, mean-
ing u˜.
We conclude this section with some tools which will be used in the proof of Theorem 9.1.
We recall that any Radon measure μ in RN can be decomposed as a sum μ = μa +μs, where
μa and μs are the absolutely continuous and the singular parts of μ with respect to the Lebesgue
measure. There are several other possible decompositions of μ however. For instance (see [10]
and also [35]),
μ = μd +μc,
where
μd(E) = 0 for any Borel set E ⊂ Ω such that cap (E) = 0,
|μc|(Ω \E0) = 0 for some Borel set E0 ⊂ Ω such that cap (E0) = 0.
In particular, the Radon measures μd and μc are mutually singular.
Using the above notation, one proves the
Theorem 9.2. (Inverse Maximum Principle [30].) Assume u ∈ L1(Ω) is such that u ∈M(Ω).
If u 0 a.e. in Ω , then
(−u)c  0. (9.2)
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Lemma 9.1. Let (gk) be a bounded sequence in L1(Ω) such that
gk
∗
⇀σ weak∗ inM(Ω).
Assume that:
(B1) gk → g a.e.;
(B2) There exists a quasifinite function G :Ω →R such that |gk|G a.e.;
(B3) For every ε > 0, there exist δ > 0 and an open set ω0 ⊂ Ω , with cap (ω0) < ε, such that∫
A\ω0
|gk|dx < ε ∀k  1,
for every open set A ⊂ Ω such that cap (A) < δ.
Then,
σ = g + γ in Ω, (9.3)
for some measure γ concentrated on a set of zero capacity; in other words, σd = g.
Proof of Lemma 9.1. Given ε > 0, take δ > 0 and ω0 ⊂ Ω as in assumption (B3). Since G is
quasifinite, for every open set A ⊂⊂ Ω , there exist M > 0 and an open set ω1 ⊂ Ω such that
cap (ω1) < δ and |G(x)|M , ∀x ∈ A \ω1. Thus, by (B1), (B2), and dominated convergence,
gkχA\ω1 → gχA\ω1 in L1(Ω),
where χA\ω1 denotes the characteristic function of A \ω1. Moreover, since we have cap (ω1) < δ,∫
ω1\ω0
|gk|dx < ε ∀k  1.
Thus,
lim sup
k→∞
∫
A\ω0
|gk − g|dx  ε +
∫
ω1\ω0
|g|dx.
We then deduce that (see e.g. [32, Theorem 1, p. 54])
∫
|g − σ | ε +
∫
|g|dx.
A\ω0 ω1\ω0
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∫
Ω\ω0
|g − σ | ε +
∫
ω1\ω0
|g|dx.
Recall that σd and σc are singular with respect to each other; hence,
|g − σd| |g − σd| + |σc| = |g − σ |.
Therefore,
∫
Ω
|g − σd| =
∫
Ω\ω0
|g − σd| +
∫
ω0
|g − σd|
 ε +
∫
ω0∪ω1
|g|dx +
∫
ω0
|σd|. (9.4)
As ε → 0, we have |ω0 ∪ω1| → 0 and cap (ω0) → 0. Thus, the right-hand side of (9.4) converges
to 0. We then conclude that g = σd. In other words, γ := σ − g = σc is concentrated on a set of
zero capacity. 
10. Proofs of Theorem 9.1 and Lemma 8.1
Proof of Theorem 9.1. Given k  1, let Tk :R→ R be the truncation operator at k; more pre-
cisely,
Tk(t) =
{
t if t  k,
k if t > k.
(10.1)
We then let gk :Ω ×R→R be the Carathéodory function given by
gk(x, t) = Tk
(
g(x, t)
)
.
In particular, gk is bounded. For every k  1, let uk ∈ L1(Ω) be the solution of
{−uk + gk(x,uk) = μ in Ω ,
uk = h on ∂Ω . (10.2)
The existence of uk was originally proved by Bénilan, Brezis [7] (see also [61]); alternatively,
one can apply Theorem A.1 in Appendix A below.
By Proposition A.1, the sequence (uk) is non-increasing and bounded from below by Uˆ ,
where Uˆ is the solution of {−Uˆ = −μ− in Ω ,Uˆ = h on ∂Ω .
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uk → u∗ in L1(Ω).
By Proposition A.2, ∫
Ω
gk(x,uk)ζ0 dx 
∫
Ω
ζ0 d|μ| −
∫
∂Ω
|h|∂ζ0
∂n
d, (10.3)
where ζ0 ∈ C20(Ω) denotes the solution of{−ζ0 = 1 in Ω ,
ζ0 = 0 on ∂Ω .
Thus, (gk(·, uk)ζ0) is bounded in L1(Ω). Passing to a subsequence, one finds nonnegative mea-
sures σ ∈M(Ω) and τ ∈M(∂Ω) such that∫
Ω
gkj (x,ukj )ζ dx =
∫
Ω
gkj (x,ukj )ζ0
ζ
ζ0
dx j→∞−−−→
∫
Ω
ζ
dσ
ζ0
−
∫
∂Ω
∂ζ
∂n
dτ, (10.4)
for every ζ ∈ C20(Ω). On the other hand, by Fatou’s lemma,∫
Ω
g(x,u∗)ϕ dx  lim inf
j→∞
∫
Ω
g(x,ukj )ϕ dx ∀ϕ ∈ C∞0 (Ω), ϕ  0 in Ω. (10.5)
Comparison between (10.4) and (10.5) implies
g(x,u∗) σ
ζ0
in Ω. (10.6)
Let
μ∗ = μ−
(
σ
ζ0
− g(x,u∗)
)
and h∗ = h− τ.
Then, μ∗  μ and h∗  h. Moreover, u∗ satisfies{−u∗ + g(x,u∗) = μ∗ in Ω ,
u∗ = h∗ on ∂Ω . (10.7)
In particular, μ∗ and h∗ are well defined, independently of the subsequence (ukj ). Thus, (10.4)
holds for the entire sequence (uk). We claim that:
(a) if w is a subsolution of (9.1), then w  u∗ a.e.;
(b) h∗ ∈ L1(∂Ω) and h∗ = h a.e. on ∂Ω ;
(c) (μ∗)d = μd;
(d) 0 μc − (μ∗)c  (μ+)c.
Assertion (a) is proved as in [14, Proposition 1]. We now split the proof into 3 steps.
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respectively. The existence of v1 is trivial since g(x, t) = 0 if t  0; the existence of v2 is estab-
lished as in [38, Proposition 6.6]. By Proposition A.1, we have v1  v2 a.e. Applying the method
of sub- and supersolutions (see Theorem A.1), we conclude that there exists a solution v of (9.1)
with data (−μ−, h). Since v is a subsolution of (9.1), it follows from (a) above that v  u∗ a.e.
Thus, by [18, Lemma 1],
h h∗ on ∂Ω.
Since h∗  h, we conclude that h∗ ∈ L1(∂Ω) and h∗ = h a.e.
Step 2. Proof of (c). We show that the sequence (gk(·, uk)) satisfies the assumptions of
Lemma 9.1 on every subdomain Ω˜ ⊂⊂Ω . We first note that
gk(x,uk) → g(x,u∗) a.e.
Let U˜ be the solution of {−U˜ = μ+ in Ω ,
U˜ = h on ∂Ω .
Then, by Proposition A.1 we have
uk  U˜ a.e., ∀k  1.
Thus,
0 g(x,uk) g(x, U˜) a.e., ∀k  1.
Since U˜ is quasicontinuous and g(·, t) is quasifinite for all t , one easily checks that g(·, U˜ ) is
quasifinite. Hence, (B2) holds.
It remains to prove (B3). Given ε > 0, let F ⊂ Ω˜ be a compact set such that cap (F ) = 0 and
|μc|(Ω˜ \ F) < ε. Let ω0 ⊂ Ω˜ be an open set containing F such that cap (ω0) < ε. Applying
[17, Lemma 3] (although Lemma 3 in [17] deals with homogeneous boundary condition, the
conclusion for Eq. (9.1) remains unchanged on every subdomain Ω˜ ⊂⊂Ω), it follows that there
exist δ > 0 and k0  1 such that
∫
A\ω0
gk(x,uk)dx < 2ε ∀k  k0, (10.8)
for every open set A ⊂ Ω˜ such that cap (A) < δ. Taking δ > 0 smaller if necessary, we can
assume that (10.8) is true for every k  1. Thus, (B3) holds.
Applying Lemma 9.1, we conclude that
gk(x,uk)
∗
⇀g(x,u∗)+ γ weak∗ inM(Ω˜)
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μ∗ = −u∗ + g(x,u∗) = μ− γ.
Comparing the diffuse parts from both sides, we deduce that
(μ∗)d = μd.
This concludes the proof of (c).
Step 3. Proof of (d). It suffices to show that
0 (μ∗)+c  μ+c and (μ∗)−c = μ−c . (10.9)
The estimates for (μ∗)+c just follows from 0 (μ∗)+c and μ∗  μ. Similarly, we also have
(μ∗)−c  μ−c .
In order to prove the reverse inequality, let v be the solution of (9.1) with data (−μ−, h) (the
existence of v is established in Step 1 above). Since v is a subsolution of (8.6), we get v  u∗. It
then follows from the Inverse Maximum Principle (see Theorem 9.2) that
μ−c = (v)c  (u∗)c = −(μ∗)c.
Comparing the positive parts from both sides,
μ−c 
[−(μ∗)c]+ = (μ∗)−c .
This establishes the reverse inequality. Therefore, (10.9) holds.
We have proved that (a)–(d) are satisfied. In particular, (c), (d) imply that μ∗ ∈M(Ω). In
addition, by (b) we conclude that u∗ solves (9.1) with data (μ∗, h). This shows that (I) holds.
It remains to prove (II). Let us first show a special case of (II).
Claim 1. If (9.1) has a solution with data (μ˜, h˜) for some μ˜ μ and h˜ h, then μ˜ μ∗.
Assume (9.1) has a solution u˜ with data (μ˜, h˜), where μ˜ μ and h˜ h. In particular, by (c)
we have
(μ˜)d  μd = (μ∗)d. (10.10)
Since u˜ is a subsolution of (9.1), it follows from (a) that u˜ u∗. Thus, by the Inverse Maximum
Principle,
(μ˜)c = (−u˜)c  (−u∗)c = (μ∗)c. (10.11)
Combining (10.10), (10.11) we deduce that
μ˜ μ∗.
This establishes Claim 1.
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uk depends on μ but also on h. As we shall see, the reduced measure μ∗ itself does not depend
on h:
Claim 2. Given h0 ∈ L1(∂Ω), let μ∗0 be the reduced measure associated to (μ,h0). Then,
μ∗0 = μ∗.
It suffices to prove Claim 2 for h0 = 0. Let u0 and v be the solutions of (9.1) with data (μ∗0,0)
and (−μ−,−h−), respectively. In particular, u0  v a.e. (note that by (c) and (d) the reduced
measure is always  −μ−). By the method of sub- and supersolutions, there exists a solution
of (9.1) with data (μ∗0,−h−). By Claim 1 above, μ∗0  μ∗. A similar argument shows that (9.1)
also has a solution corresponding to (μ∗,−h−); hence, μ∗  μ∗0. We conclude that μ∗0 = μ∗.
Assertion (II) now follows from (I) and Claims 1 and 2 above. Indeed, assume (9.1) has
a solution associated to (μ˜, h˜), where μ˜  μ and h˜ ∈ L1(∂Ω). By (I) and Claim 2, (9.1) has a
solution with data (μ∗, h˜). Thus, by Claim 1, μ˜ μ∗. The proof of Theorem 9.1 is complete. 
Proof of Lemma 8.1. Let g :Ω ×R→R be given by
g(x, t) = λev(x)(et − 1)+. (10.12)
Since v  V a.e. and V is quasicontinuous, g satisfies the assumptions of Theorem 9.1. Applying
Theorem 9.1 with data (μ+, f+), we obtain a measure (μ+)∗  μ+ such that (9.1) has a solution
with ((μ+)∗, f+). Note that (μ+)∗  0. Indeed, it suffices to observe that (9.1) has a solution
for (0,0); thus, by (II), (μ+)∗  0.
We now show that μ (μ+)∗. We claim that (9.1) has a solution v with data (μ,f ). Indeed,
let u0 be the solution of (9.1) with data (−μ−,−f−); u0 is a subsolution of (9.1). Denote by u
the solution of (8.6). Since u u0 is a supersolution of (9.1), it follows from the method of sub-
and supersolutions (see Theorem A.1) that (9.1) has a solution v with data (μ,f ). By (II), we
conclude that μ (μ+)∗. Therefore,
μ+ = sup{0,μ} (μ+)∗  μ+.
In other words, (μ+)∗ = μ+ and (9.1) has a solution u∗ associated to (μ+, f+). Since u∗  0
a.e., we deduce that u∗ solves the corresponding problem (8.6) for (μ+, f+). Similarly, one
shows that (8.6) has a solution with data (−μ−,−f−). 
11. Proofs of Proposition 8.1 and Theorem 8.1
Proof of Proposition 8.1. Let ϕ ∈ C∞0 (Ω), ϕ  0 in Ω , and ω⊂⊂Ω be a smooth domain such
that suppϕ ⊂ ω. By (b1) and Fubini’s theorem, we can choose ω so that
un → u in L1(∂ω).
It then follows from Proposition A.2 that (evn(eun − 1)ζ ) is bounded in L1(ω) for every ζ ∈
C2(ω). Thus, (evn(eun − 1)ϕ) is bounded in L1(Ω). Passing to a subsequence, we have0
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evnk
(
eunk − 1)ϕ → ev(eu − 1)ϕ a.e., (11.2)
evnk
(
eunk − 1)ϕ ∗⇀σ weak∗ inM(Ω), (11.3)
for some σ ∈M(Ω). We claim that
σ = ev(eu − 1)ϕ in Ω (11.4)
equi-integrable in L1(Ω) and
evn
(
eun − 1)ϕ → ev(eu − 1)ϕ in L1(Ω). (11.5)
In order to prove (11.4), (11.5), we split the proof of Proposition 8.1 into three main steps:
Step 1. Proof of (11.4), (11.5) if un  0 a.e. and μn  0, ∀n 1. We first establish Step 1 under
a stronger assumption on μ.
Step 1A. Proof of Step 1 assuming in addition that
(a4) μ({x}) = 0 whenever μ({x}) = 4π − ν({x}).
Since un  0 a.e. and μn  0, we have u 0 a.e., μ 0, and σ  0. In order to prove (11.4),
(11.5), we first show that
σ = ev(eu − 1)ϕ + γ in Ω, (11.6)
where γ is a nonnegative measure supported on the set
A = {x ∈ Ω; μ({x})+ ν({x}) 4π}. (11.7)
Since μ+ ν is a bounded measure, A has at most finitely many points. In particular, A is closed.
Now let x0 ∈ Ω \A; thus,
μ
({x0})+ ν({x0})< 4π.
By outer regularity of Radon measures, there exist r0, ε > 0 sufficiently small so that B3r0(x0) ⊂
Ω \A and
∫
B3r0 (x0)
d(μ+ ν)+  4π − ε.
Since (μn + νn)+ ∗⇀ (μ + ν)+ weak∗ in M(Ω) (this is (b4) with θ = 1), one can find n0  1
such that
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∫
B2r0 (x0)
d(μn + νn)+  4π − ε2 for every n n0. (11.8)
Recall that un  0 a.e.; thus, evn(eun − 1) 0 a.e., from which we deduce that
−(un + Vn) μn + νn in D′(Ω).
By (b1), (b2), the sequence (un + Vn) is bounded in L1(Ω). A result of Brezis and Merle [15]
(see Theorem 15.2 below) implies that (eun+Vn) is bounded in Lp(Br0(x0)) for some p > 1.
Since
0 evn
(
eun − 1) eun+Vn a.e.,
it follows that (evnk (eunk −1)ϕ) is an equi-integrable sequence in L1(Br0(x0)) that converges a.e.
to ev(eu − 1)ϕ. By Egorov’s theorem, we deduce that
evnk
(
eunk − 1)ϕ → ev(eu − 1)ϕ in L1(Br0(x0)).
Therefore, γ = σ − ev(eu − 1)ϕ is a nonnegative measure supported on A. It remains to show
that γ = 0. Note that u satisfies
−u+ ev(eu − 1)= μ− γ in D′(Ω).
In particular, u is a measure in Ω . Denoting by “c” the concentrated part of the measure with
respect to (Newtonian) capacity (see Section 9 above), we get
(−u)c = μc − γc.
Since u 0 a.e., it follows from the Inverse Maximum Principle (see Theorem 9.2) that
0 (−u)c = μc − γc.
On the other hand, since A is finite, it has zero capacity; thus, γc = γ . By (a2) and (a4), μ = 0
on A we deduce that
γ = 0.
Therefore, σ satisfies (11.4). In particular,∫
Ω
evnk
(
eunk − 1)ϕ → ∫
Ω
ev
(
eu − 1)ϕ. (11.9)
We apply the Brezis–Lieb Lemma (see [13]) to the sequence (evnk (eunk − 1)ϕ). In view of (11.2)
and (11.9), we deduce that
evn
(
eun − 1)ϕ → ev(eu − 1)ϕ in L1(Ω).
Since the limit does not depend on the subsequences (unk ) and (vnk ), (11.5) follows.
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θ ∈ (0,1) we denote by un,θ the solution of
{−un,θ + λevn(eun,θ − 1)= θμn in ω,
un,θ = un on ∂ω,
(11.10)
where ω ⊂⊂ Ω is chosen as in the beginning of the proof of the lemma. The existence of un,θ
follows from the method of sub- and supersolutions (see Theorem A.1) applied with 0 and un;
recall that un  0 a.e. by hypothesis.
We next observe that assumptions (a1)–(a3) are satisfied by (θμ, ν) for every θ ∈ (0,1).
Assumptions (b1)–(b4) also hold. Let us check (a4). Recall that
μ
({x}) 4π − ν({x}) ∀x ∈ Ω.
If
θμ
({x0})= 4π − ν({x0}) for some x0 ∈ Ω,
then since μ 0 it follows that μ({x0}) = 0. Thus, (a4) holds for (θμ, ν).
Since (θμn) is bounded in M(ω) and (un) is bounded in L1(∂ω), the sequence (un,θ ) is
relatively compact in L1(ω). Passing to a subsequence if necessary, we may assume that
un,θ → uθ in L1(ω).
By Step 1A, we have
evn
(
eun,θ − 1)ϕ → ev(euθ − 1)ϕ in L1(ω).
On the other hand, by Proposition A.2,
λ
∫
ω
∣∣evn(eun,θ − 1)− evn(eun − 1)∣∣ϕ dx  C(1 − θ)∫
ω
d|μn| C˜(1 − θ).
A standard argument implies that (evn(eun − 1)ϕ) is a Cauchy sequence in L1(Ω). In view of
(11.2), we deduce that (11.4), (11.5) hold. The proof of Step 1 is complete.
Step 2. Proof of (11.4), (11.5) if un  0 a.e. and μn  0, ∀n 1. In this case, u 0 a.e., μ 0,
and σ  0. As in Step 1A, we first show that
σ = ev(eu − 1)+ γ in Ω, (11.11)
where γ is a nonpositive measure supported on
A˜ = {x ∈ Ω; ν({x}) 4π}. (11.12)
Let x0 ∈ Ω \ A˜. By assumption, we have
ν
({x0})< 4π.
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B3r0 (x0)
dν+  4π − ε.
For n0  1 sufficiently large, it follows from (b4) with θ = 0 that ν+n
∗
⇀ ν+ weak∗ in M(Ω);
hence,
∫
B2r0 (x0)
dν+n  4π −
ε
2
∀n n0.
Thus, by Theorem 15.2, (eVn) is bounded in Lp(Br0(x0)) for some p > 1. Since
0 evn
(
1 − eun) eVn a.e.,
it follows that (evnk (eunk − 1)) is an equi-integrable sequence in L1(Br0(x0)) that converges a.e.
to ev(eu − 1). By Egorov’s theorem, we deduce that
evnk
(
eunk − 1)ϕ → ev(eu − 1)ϕ in L1(Br0(x0)).
We then conclude that γ = σ − ev(eu − 1)ϕ is a nonpositive measure supported on A˜. Proceed-
ing as in Step 1A (where (a4) is replaced by (a3)), we deduce that γ = 0. Thus, (11.4) holds.
Applying the Brezis–Lieb Lemma as in Step 1A, we obtain (11.5). This concludes the proof of
Step 2.
Step 3. Proof of (11.4), (11.5) completed. By Lemma 8.1, both problems
{−un + λevn(eun − 1)= μ+n in ω,
un = u+n on ∂ω,
and
{−un + λevn(eun − 1)= −μ−n in ω,
un = −u−n on ∂ω,
have a solution for every n 1. In addition, by Proposition A.1, un and un satisfy
un  un  un a.e. in ω;
thus,
evn
(
eun − 1) evn(eun − 1) evn(eun − 1) a.e. in ω. (11.13)
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from Steps 1 and 2 above that both sequences
(
evn
(
eun − 1)ϕ) and (evn(eun − 1)ϕ)
are also relatively compact in L1(ω). In view of (11.13), it follows from dominated convergence
that for some subsequence we have
e
vnkj
(
e
unkj − 1)ϕ → ev(eu − 1)ϕ in L1(Ω).
Since the limit does not depend on the subsequence, (11.4), (11.5) hold.
We have thus proved (11.5) for every ϕ ∈ C∞0 (Ω), ϕ  0 in Ω , from which assertions (8.3),
(8.4) follow. The proof of Proposition 8.1 is complete. 
Proof of Theorem 8.1. Let (ρn) be a sequence of nonnegative mollifiers such that suppρn ⊂ B 1
n
,
∀n 1. We take μn = ρn ∗μ, νn = ρn ∗ ν, and vn = ρn ∗ v. For each n 1, the equation{−un + λevn(eun − 1)= μn in Ω ,
un = 0 on ∂Ω ,
has a (unique) solution un ∈ W 1,20 (Ω) (the existence of un can be obtained for instance via
standard minimization). Applying Proposition A.3, we have
‖un‖M  2‖μn‖M  2‖μ‖M.
Thus, by standard elliptic estimates (see [59]), (un) is bounded in W 1,p0 (Ω) for every 1 p < 2.
Passing to a subsequence if necessary, we may assume that
un → u in L1(Ω), (11.14)
for some u ∈ W 1,10 (Ω).
Take ω ⊂⊂Ω . Assumptions (a1)–(a3), (b1), and (b3), (b4) are all satisfied in Ω ; hence in ω
as well. Note that for n 1 sufficiently large, we have −Vn = νn inD′(ω), where Vn = ρn ∗V .
Thus, (b2) holds in ω. By Proposition 8.1, u satisfies
−u+ λev(eu − 1)= μ in D′(ω),
for every ω ⊂⊂Ω . Therefore,
−u+ λev(eu − 1)= μ in D′(Ω).
Since u ∈ W 1,10 (Ω), we apply [14, Proposition B.1] to deduce that
−u+ λev(eu − 1)= μ in [C20(Ω)]∗.
In other words, u is a solution of (8.1). The uniqueness follows from Proposition A.1. 
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In this section we present some tools in order to establish estimates (1.3), (1.4) and, more
generally, (7.2), (7.3). Our main goal is the next.
Theorem 12.1. Let u,v ∈ L1(R2) be such that
ev
(
eu − 1), eu(ev − 1) ∈ L1(R2).
If u ∈M(R2), then
‖u‖L1 C
(
1 + ‖u‖2M
){∥∥ev(eu − 1)∥∥
L1 +
∥∥eu(ev − 1)∥∥
L1
}
, (12.1)∥∥eu − 1∥∥
L1  C
(
1 + ‖u‖M
) {∥∥ev(eu − 1)∥∥
L1 +
∥∥eu(ev − 1)∥∥
L1
}
. (12.2)
Theorem 12.1 bears some similarity with some global L1-estimates of Bénilan et al. [8] (see
e.g. Lemma 12.2 below). Our case is slightly different in view of the degeneracy of the nonlinear
terms at −∞:
lim
s,t→−∞
(
es
∣∣et − 1∣∣+et ∣∣es − 1∣∣)= 0.
The main ingredient in the proof of Theorem 12.1 is the next.
Proposition 12.1. Let u ∈ L1(R2) be such that u ∈M(R2). Then,
∣∣[|u| 2]∣∣ C‖u‖M∣∣[1 < |u| < 2]∣∣ (12.3)
and ∫
[|u|3]
|u|dx  C‖u‖2M
∣∣[1 < |u| < 2]∣∣. (12.4)
Before establishing Proposition 12.1, we first present some preliminary estimates.
Lemma 12.1. For every u ∈ W 1,2(R2), we have
∣∣[|u| 2]∣∣ C‖∇u‖2
L2
∣∣[1 < |u| < 2]∣∣. (12.5)
Proof. Let S :R→R be given by
S(t) =
⎧⎨
⎩
0 if |t | 1,
|t | − 1 if 1 < |t | < 2,
1 if |t | 2.
Then, S(u) ∈ W 1,2(R2). Moreover,
∣∣∇S(u)∣∣= { |∇u| a.e. on [1 < |u| < 2],0 otherwise.
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∇S(u) ∈ L1(R2) and
∥∥∇S(u)∥∥
L1 =
∫
[1<|u|<2]
|∇u|dx  ‖∇u‖L2
∣∣[1 < |u| < 2]∣∣1/2. (12.6)
On the other hand, by the Gagliardo–Nirenberg inequality (see [53]), we have
∥∥S(u)∥∥
L2  C
∥∥∇S(u)∥∥
L1 . (12.7)
Also, by the Tchebychev inequality,
∣∣[|u| 2]∣∣1/2 = ∣∣[S(u) 1]∣∣1/2  ∥∥S(u)∥∥
L2 . (12.8)
Combining (12.6)–(12.8), we deduce (12.5). 
We also recall the following (see [8]).
Lemma 12.2. Let u ∈ L1(R2) be such that u ∈M(R2). Then,
∫
[|u|3]
|u|dx C‖u‖M
∣∣[|u| 2]∣∣. (12.9)
Proof of Proposition 12.1. We split the proof into two steps.
Step 1. Proof of (12.3). Let T˜2 :R→R be the truncation operator at levels ±2; more precisely,
T˜2(t) =
⎧⎨
⎩
−2 if t −2,
t if |t | < 2,
2 if t  2.
(12.10)
We then write v = T˜2(u). We claim that ∇v ∈ L2(R2) and
‖∇v‖2
L2 =
∫
R2
|∇v|2 dx  2‖u‖M. (12.11)
(This inequality amounts to a formal integration by parts using the identity |∇v|2 = ∇v ·∇u a.e.)
Indeed, given ϕ ∈ C∞0 (R2) such that 0  ϕ  1 in R2, ϕ = 1 on B1, and suppϕ ⊂ B2, let
ϕn(x) = ϕ(xn ). By [16, Lemma 1], we know that v ∈ W 1,2loc (R2) and∫
2
|∇v|2ϕn dx  2
(‖u‖M + ‖ϕn‖L∞‖u‖L1).R
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Since [|v| 2]= [|u| 2] and [1 < |v| < 2]= [1 < |u| < 2],
we obtain (12.3) by applying Lemma 12.1 to v and using (12.11) to estimate ‖∇v‖L2 .
Step 2. Proof of (12.4). It suffices to combine estimates (12.3) and (12.9). The proof of the
proposition is complete. 
In the proof of Theorem 12.1, we also need the following elementary lemma.
Lemma 12.3. There exists C > 0 such that if s > −3, then
∣∣es − 1∣∣ C(et ∣∣es − 1∣∣+ es∣∣et − 1∣∣) ∀t ∈R. (12.12)
Proof. Let s > −3. Note that for every t ∈R, we have
et
∣∣es − 1∣∣ e−3∣∣es − 1∣∣ if t > −3,
es
∣∣et − 1∣∣ (1 − e−3)es  e−3∣∣es − 1∣∣ if t −3.
Thus, for any such s, t ∈R,
∣∣es − 1∣∣ e3(et ∣∣es − 1∣∣+ es∣∣et − 1∣∣).
We then obtain (12.12) with C = e3. 
Corollary 12.1. There exists C > 0 such that
es + es+t  C(et ∣∣es − 1∣∣+ es∣∣et − 1∣∣+ 1) ∀s, t ∈R. (12.13)
Proof. The estimate for es easily follows from (12.12). In order to deduce (12.13), it remains to
observe that
es+t  es
∣∣et − 1∣∣+ es ∀s, t ∈R. 
We now present the
Proof of Theorem 12.1. We split the proof into two steps.
Step 1. (eu − 1) ∈ L1(R2) and (12.2) holds. By Lemma 12.3, we have
∫
[u>−3]
∣∣eu − 1∣∣dx  C( ∫
R2
ev
∣∣eu − 1∣∣dx + ∫
R2
eu
∣∣ev − 1∣∣dx). (12.14)
On the other hand, applying (12.3),
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∫
[u−3]
∣∣eu − 1∣∣dx  ∣∣[u−3]∣∣C‖u‖2M∣∣[1 < |u| < 2]∣∣. (12.15)
By the Tchebychev inequality and (12.14), we also have
∣∣[1 < |u| < 2]∣∣ 1
1 − e−1
∫
[1<|u|<2]
∣∣eu − 1∣∣dx
 C
( ∫
R2
ev
∣∣eu − 1∣∣dx + ∫
R2
eu
∣∣ev − 1∣∣dx). (12.16)
Combining (12.14)–(12.16), we deduce (12.2). In particular, (eu − 1) ∈ L1(R2).
Step 2. Proof of (12.1). Since |et − 1| C|t | for every t > −3, we deduce from (12.14) that
∫
[u>−3]
|u|dx  C
( ∫
R2
ev
∣∣eu − 1∣∣dx + ∫
R2
eu
∣∣ev − 1∣∣dx). (12.17)
On the other hand, by (12.4),
∫
[u−3]
|u|dx 
∫
[|u|3]
|u|dx  C‖u‖2M
∣∣[1 < |u| < 2]∣∣. (12.18)
Estimate (12.1) then follows from (12.16) and (12.17), (12.18). The proof is complete. 
In order to apply Theorem 12.1 in the sequel, we shall need the following extension result.
Proposition 12.2. Let u ∈ L1(Ω) and μ ∈M(Ω) be such that
{−u = μ in Ω ,
u = 0 on ∂Ω . (12.19)
Let u¯ :R2 →R be given by
u¯(x) =
{
u(x) if x ∈ Ω ,
0 otherwise.
(12.20)
Then, u¯ ∈M(R2) and
‖u¯‖M(R2)  2‖μ‖M(Ω). (12.21)
We refer the reader to [19] for a proof of Proposition 12.2.
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In this section, we consider the counterpart of (1.1) on bounded domains:
⎧⎨
⎩
−u+ λev(eu − 1)= μ in Ω ,
−v + λeu(ev − 1)= ν in Ω ,
u = v = 0 on ∂Ω .
(13.1)
We prove the following.
Theorem 13.1. Assume μ,ν ∈M(Ω) satisfy (i)–(iii). Then, for every λ > 0 (13.1) has a solution
(u, v) ∈ L1(Ω)×L1(Ω). Moreover, every solution of (13.1) satisfies (7.2), (7.3).
Proof. Let U and V be given by{−U = μ+ in Ω ,
U = 0 on ∂Ω , and
{−V = ν+ in Ω ,
V = 0 on ∂Ω .
To each (u, v) ∈ L1(Ω)×L1(Ω) we associate a pair (u˜, v˜), where u˜ solves
{−u˜+ λemin {v,V }(eu˜ − 1)= μ in Ω ,
u˜ = 0 on ∂Ω , (13.2)
and v˜ solves {−v˜ + λemin {u,U}(ev˜ − 1)= ν in Ω ,
v˜ = 0 on ∂Ω .
(13.3)
Note that problems (13.2) and (13.3) fulfill the assumptions of Theorem 8.1. Thus, u˜ and v˜ both
exist and are uniquely determined. We can now consider the mapping K from L1(Ω) × L1(Ω)
into itself, given by
K(u, v) := (u˜, v˜).
Claim 1. K(L1 ×L1) is a bounded subset of W 1,p0 ×W 1,p0 for every 1 p < 2.
It suffices to observe that for every (u, v) ∈ L1 × L1 the corresponding pair (u˜, v˜) satisfies
(see Proposition A.3) ∫
Ω
|u˜| 2‖μ‖M and
∫
Ω
|v˜| 2‖ν‖M.
It then follows from standard elliptic estimates that K(L1 ×L1) is contained in a bounded set of
W
1,p
0 ×W 1,p0 for every 1 p < 2, i.e. there exists Cp > 0 such that∥∥K(u, v)∥∥
W
1,p
0 ×W 1,p0
Cp ∀(u, v) ∈ L1 ×L1.
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In fact, assume (un, vn) → (u, v) in L1 ×L1. Let us prove for instance that
u˜n → u˜ in L1(Ω). (13.4)
By the previous claim, the sequence (u˜n) is bounded in W 1,p0 (Ω). Passing to a subsequence, we
have
u˜nk → uˆ in L1(Ω),
for some uˆ ∈ W 1,10 (Ω). We apply Proposition 8.1 with Vn = V , μn = μ and νn = ν+, ∀n  1.
We deduce that
−uˆ+ λemin {v,V }(euˆ − 1)= μ in D′(Ω).
Since uˆ ∈ W 1,10 (Ω), then by [14, Proposition B.1] we conclude that uˆ is a solution of (13.2). By
uniqueness, we must have uˆ = u˜ a.e. Since the limit does not depend on the subsequence (u˜nk ),
(13.4) holds. Reverting the roles of (un) and (vn), we obtain the counterpart of (13.4) for (v˜n).
Therefore, K is continuous.
Applying Schauder’s fixed point theorem, we deduce that K has a fixed point (u0, v0). Note
that U  0 a.e. Thus, by Proposition A.1 we have u0  U a.e. Similarly, v0  V a.e. We then
conclude that (u0, v0) is a solution of (13.1).
It remains to show that (7.2), (7.3) hold for every solution (u, v) of (13.1). In fact, let u¯, v¯
denote the extensions of u,v as 0 outside Ω , respectively. By Proposition 12.2, we know that
u¯ ∈M(R2) and
‖u¯‖M  2‖u‖M.
Applying Theorem 12.1 to u¯ and v¯, we conclude that (12.1), (12.2) hold. On the other hand, by
Proposition A.3,
‖u‖M  2‖μ‖M,∫
R2
ev¯
∣∣eu¯ − 1∣∣dx = ∫
Ω
ev
∣∣eu − 1∣∣dx  ‖μ‖M
λ
,
∫
R2
eu¯
∣∣ev¯ − 1∣∣dx = ∫
Ω
eu
∣∣ev − 1∣∣dx  ‖ν‖M
λ
.
Therefore,
‖u‖L1 =
∫
R2
|u¯|dx  C(1 + ‖μ‖2M) (‖μ‖M + ‖ν‖M)λ , (13.5)
∥∥eu − 1∥∥
L1 =
∫
2
∣∣eu¯ − 1∣∣dx  C(1 + ‖μ‖M) (‖μ‖M + ‖ν‖M)
λ
. (13.6)
R
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(7.2), (7.3). 
Remark 13.1. The proof of Theorem 13.1 is based on a standard fixed point argument. However,
the continuity of K relies on Proposition 8.1, whose proof is rather technical. If one assumes
μ,ν  0 (this is precisely the setting of Theorem 1.1), then the continuity of K becomes much
easier. Indeed, in this case U = V = 0. Assume
(un, vn) → (u, v) in L1 ×L1.
Note that by Proposition A.1 we have u˜n, v˜n  0 a.e. If u˜nk → uˆ in L1(Ω) for some uˆ ∈
W
1,1
0 (Ω), then by dominated convergence we get
emin {vnk ,0}
(
eu˜nk − 1)→ emin {v,0}(euˆ − 1) in Lp(Ω),
for every 1 p < ∞. Hence, uˆ and u˜ are solutions of the same equation. By uniqueness, uˆ = u˜
a.e. and
u˜n → u˜ in L1(Ω).
A similar argument holds for (v˜n). Therefore, K is continuous.
14. Proof of Theorem 7.1
Let (Ωn) denote an increasing sequence of smooth bounded domains such that
⋃
n Ωn =R2.
Since μ and ν satisfy (i)–(iii), it follows from Theorem 13.1 that for every n 1 there exists a
pair (un, vn) ∈ L1(Ωn)×L1(Ωn) satisfying (7.2), (7.3) such that
⎧⎪⎨
⎪⎩
−un + λevn
(
eun − 1)= μ in Ωn,
−vn + λeun
(
evn − 1)= ν in Ωn,
u = v = 0 on ∂Ωn.
(14.1)
Claim 1. The sequence (un, vn) is bounded in W 1,ploc ×W 1,ploc for every 1 p < 2 and there exists
a subsequence (unk , vnk ) such that
(unk , vnk ) → (u, v) in L1loc ×L1loc (14.2)
for some (u, v) ∈ L1(R2)×L1(R2).
We recall that un and vn satisfy (see Proposition A.3)
∫
Ωn
|un| 2‖μ‖M and
∫
Ωn
|vn| 2‖ν‖M. (14.3)
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Ωn
|un|dx +
∫
Ωn
|vn|dx  C
λ
(
1 + ‖μ‖2M + ‖ν‖2M
)(‖μ‖M + ‖ν‖M). (14.4)
We deduce from (14.3), (14.4) that (un) and (vn) are relatively compact in L1loc(R2) (see Propo-
sition A.4). Passing to a subsequence, we get (14.2) for some (u, v) ∈ L1loc ×L1loc. By (14.4) and
Fatou’s lemma, we actually have (u, v) ∈ L1(R2) × L1(R2) and (7.2) holds; similarly, (7.3) is
also true. This concludes the proof of Claim 1.
Claim 2. The pair (u, v) given by (14.2) satisfies (7.1).
It suffices to show that (u, v) satisfies (7.1) on Br , for every r > 0. We shall prove that
−u+ λev(eu − 1)= μ in D′(Br). (14.5)
Let n0  1 be such that Br ⊂ Ωn0 . Clearly, for every n n0 we have
−un + λevn
(
eun − 1)= μ in D′(Br).
Without loss of generality, we may assume that the convergence (14.2) holds for the entire se-
quence ((un, vn))n1. Since (vn) is bounded in W 1,p(Br) for every 1  p < 2, we have from
Trace Theory that
vn → v in L1(∂Br).
Passing to a further sequence if necessary, we may assume there exists h ∈ L1(∂Br) such that
|vn| h a.e. on ∂Br ∀n n0.
By Proposition A.1, vn  V˜ a.e., ∀n n0, where V˜  0 is the solution of{−V˜ = ν+ in Br ,
V˜ = h on ∂Br .
Applying Proposition 8.1 on Br with μn = μ, νn = ν+, and Vn = V˜ , ∀n n0, we conclude that
u satisfies (14.5). The counterpart for v follows by interchanging the roles of u and v. The proof
of Theorem 7.1 is complete. 
15. Study of assumptions (i)–(iii) of Theorem 7.1
In this section, we use the following results.
Theorem 15.1. (Vázquez [61].) Let w ∈ L1(Ω) and μ ∈M(Ω) be such that
−w = μ in D′(Ω).
If ew ∈ L1(Ω), then
μ
({x}) 4π ∀x ∈ Ω.
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−w = μ in D′(Ω).
Assume there exist r > 0 and ε > 0 such that
|μ|(Br(x)∩Ω) 4π − ε ∀x ∈ Ω.
Then, for every ω ⊂⊂Ω there exists p > 1 such that
ew ∈ Lp(ω) and ∥∥ew∥∥
Lp(ω)
C,
for some constant C > 0 depending on ‖w‖L1 , ε, r , ω, and Ω .
Theorem 15.2 is stated in [15] for functions w satisfying, in addition, “w = 0 on ∂Ω .” The
general case above can be easily recovered from [15, Theorem 1].
We then establish the following proposition.
Proposition 15.1. Given μ,ν ∈M(R2), assume there exists (u, v) ∈ L1loc(R2) × L1loc(R2) such
that {−u+ λev(eu − 1)= μ in R2,
−v + λeu(ev − 1)= ν in R2. (15.1)
Then,
μ+
({x})+ ν+({x}) 4π ∀x ∈R2. (15.2)
Proof. Since (u, v) satisfies (15.1), we have
ev
(
eu − 1), eu(ev − 1) ∈ L1loc(R2).
Thus, by Corollary 12.1, eu+v, eu, ev ∈ L1loc(R2). Applying Theorem 15.1 with w = u+ v,u, v,
we get
(i′) μ({x})+ ν({x}) 4π , ∀x ∈R2;
(ii′) μ({x}) 4π , ∀x ∈R2;
(iii′) ν({x}) 4π , ∀x ∈R2.
The conclusion then follows from the identity
a+ + b+ = max{0, a, b, a + b} ∀a, b ∈R. 
It follows from Proposition 15.1 that assumption (i) in Theorem 7.1 is necessary. We now
study assumptions (ii), (iii).
Proposition 15.2. If (7.1) has a solution with μ = 4πδ0 and ν = aδ0 for some a ∈R, then a = 0.
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has a solution (u, v) with μ = 4πδ0 and ν = aδ0, for some a < 0. Since μ({0}) + ν({0}) < 4π ,
then by Theorem 15.2 we have eu+v ∈ Lp(B1) for some p > 1. Let z be the solution of
{
z = λeu+v in B1,
z = 0 on ∂B1.
Then, by standard elliptic estimates, z ∈ C0(B1). On the other hand, we have
−u 4πδ0 − λeu+v = −
(
2 log
1
|x| + z
)
in D′(B1).
Let h be the harmonic function such that h = u on ∂B1. By the maximum principle,
u(x) 2 log 1|x| + z(x)+ h(x) ∀x ∈ B1.
Thus,
eu  e
z+h
|x|2 in B1.
Since z + h is continuous on B1, we deduce that eu /∈ L1(B1). This is a contradiction since
eu ∈ L1loc(R2) by Corollary 12.1. We then must have a = 0. 
In view of Proposition 15.2, assumptions (ii), (iii) are also necessary in the case of isolated
Dirac masses. But as we will see below, Eq. (7.1) can have solutions for measures μ and ν which
do not satisfy (ii), (iii). Indeed, we have
Proposition 15.3. For every a < 0, there exists fa ∈ L1(R2) such that (7.1) has a solution for
μ = 4πδ0 + fa and ν = aδ0.
Proof. Assume for simplicity that λ = 1. Given a < 0, let uw be the solutions of (see [61])
−u+ (eu − 1)= 4πδ0 in R2, (15.3)
−w + (ew − 1)= (4π + a)δ0 in R2, (15.4)
such that (eu − 1), (ew − 1) ∈ L1(R2). Set v = w − u and fa = (ev − 1)(eu − 1). Since v  0,
we have
|fa|
∣∣eu − 1∣∣.
Thus, fa ∈ L1(R2) and (u, v) is a solution of (7.1) with data μ = 4πδ0 + fa and ν = aδ0. 
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We now study the behavior of solutions of (7.1) when both measures μ and ν have compact
supports in R2. Our main result in this section is the following.
Theorem 16.1. Let μ,ν ∈M(R2) and λ > 0 be such that
{−u+ λev(eu − 1)= μ in R2,
−v + λeu(ev − 1)= ν in R2, (16.1)
has a solution (u, v) ∈ L1(R2)×L1(R2). If μ and ν have compact supports in R2, then
∣∣u(x)∣∣+ ∣∣v(x)∣∣ C e−
√
λ|x|
|x|1/2 , (16.2)
∣∣∇u(x)∣∣+ ∣∣∇v(x)∣∣ C e−
√
λ|x|
|x|1/2 , (16.3)
for every |x|R, where R > 0 is such that suppμ∪ suppν ⊂ BR .
We first recall the following well-known proposition (see e.g. [5]).
Proposition 16.1. Let α,λ, t0 > 0 and let Φ : [t0,∞) → R be a continuous function such that
limt→∞ Φ(t) = 0. Then, the equation⎧⎨
⎩w
′′ + 1
t
w′ − (λ+Φ(t))w = 0 in (t0,∞),
w(t0) = α and lim
t→∞w(t) = 0,
(16.4)
has a unique solution w0. If, in addition,
∫∞
t0
|Φ(t)|dt < ∞, then there exist constants C0,C1 > 0
such that
C0 
w0(t)
W0(t)
 C1 ∀t  t0, (16.5)
where
W0(t) = e
−√λ t
t1/2
. (16.6)
Proof. The substitution z(t) = t1/2w(t) transforms Eq. (16.4) into
z′′ −
(
λ+Φ(t)− 1
4t2
)
z = 0 in (t0,∞), (16.7)
with initial data z(t0) = αt1/20 . By [5, pp. 125, 126], this equation has a unique bounded solu-
tion z0; every other solution of (16.5) grows exponentially fast as t → ∞. Thus, the solution of
(16.4) exists and is unique. In addition, if ∫∞ |Φ(t)|dt < ∞, then z0 satisfiest0
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z0(t)
e−
√
λ t
 C1 ∀t  t0.
This implies (16.5). 
Proof of Theorem 16.1. We split the proof into four steps.
Step 1. There exists C > 0 such that
∣∣u(x)∣∣+ ∣∣v(x)∣∣ C|x|2 ∀x ∈R2 \BR. (16.8)
Let ε > 0 be sufficiently small so that suppμ ∪ suppν ⊂ BR−ε . By Kato’s inequality (see
[46]), we have
−|u| + λev∣∣eu − 1∣∣ 0 in D′(AR), (16.9)
where AR =R2 \BR−ε . Thus, |u| is subharmonic in AR and given x ∈R2 \BR we have
∣∣u(x)∣∣ 1
πr2
∫
Br(x)
|u|dy for every 0 < r  |x| −R + ε.
In particular, taking r = |x| −R + ε we deduce that
∣∣u(x)∣∣ 1
π(|x| −R + ε)2
∫
R2
|u|dy  C|x|2 ∀x ∈R
2 \BR.
A similar estimate holds for v.
Step 2. For every r R, let
Φ(r) = λ min|x|=r
{
ev
|eu − 1|
|u| − 1
}
. (16.10)
(We use the convention that et−1
t
= 1 if t = 0.)
Then, Φ : [R,∞) →R is continuous, limr→∞ Φ(r) = 0 and
∞∫
R
∣∣Φ(r)∣∣dr < ∞. (16.11)
Since u and v are uniformly bounded on R2 \BR , it follows from elliptic estimates that u and
v are continuous; thus, Φ is continuous. Moreover, since∣∣∣∣es |et − 1| − 1
∣∣∣∣ C(|s| + |t |) ∀s, t ∈ [−M,M],|t |
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∣∣Φ(r)∣∣ C max|x|=r
{∣∣u(x)∣∣+ ∣∣v(x)∣∣} C
r2
∀r R.
Thus, Φ(r) → 0 as r → ∞ and (16.11) holds.
Step 3. Let w0 be the (unique) radial solution of
⎧⎪⎪⎨
⎪⎪⎩
−w0 +
(
λ+Φ(x))w0 = 0 in R2 \BR ,
w0 = M on ∂BR ,
lim|x|→∞w0(x) = 0,
(16.12)
where M := maxx∈R2\BR |u(x)| and Φ(x) := Φ(|x|) is given by (16.10). Then,
|u|w0 in R2 \BR . (16.13)
The existence and uniqueness of w0 follows from Proposition 16.1. Given ε > 0, take R′ >R
sufficiently large so that
∣∣u(x)∣∣ ε ∀x ∈R2 \BR′ .
Thus, by (16.9) the function Z = |u| −w0 − ε satisfies
{−Z + λev∣∣eu − 1∣∣− (λ+Φ(x))w0  0 in BR′ \BR ,
Z  0 on ∂BR ∪ ∂BR′ .
(16.14)
More precisely,
−
∫
BR′ \BR
Zζ dx 
∫
BR′ \BR
{(
λ+Φ(x))w0 − λev∣∣eu − 1∣∣}ζ dx
for every ζ ∈ C20(BR′ \BR), with ζ  0 in BR′ \BR . Thus, by [14, Proposition B.5],
−
∫
BR′ \BR
Z+ζ dx 
∫
[|u|w0+ε]
{(
λ+Φ(x))w0 − λev∣∣eu − 1∣∣}ζ dx

∫
[|u|w0+ε]
{(
λ+Φ(x))− λev |eu − 1||u|
}
w0ζ dx  0,
since the term in brackets is nonnegative and w0, ζ  0. Therefore, Z+  0; hence,
|u|w0 + ε in BR′ \BR .
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|u|w0 + ε in R2 \BR .
Since ε > 0 is arbitrary, we conclude that (16.13) holds.
Step 4. Proof of Theorem 16.1 completed. By (16.5) and (16.13), u satisfies
∣∣u(x)∣∣ C e−
√
λ |x|
|x|1/2 ∀x ∈R
2 \BR.
A similar estimate holds for v. This implies (16.2). It then follows from (16.2) that
ev
∣∣eu − 1∣∣+ ev∣∣eu − 1∣∣C(∣∣u(x)∣∣+ ∣∣v(x)∣∣) C e−
√
λ |x|
|x|1/2 ∀x ∈R
2 \BR. (16.15)
We now recall the following (see e.g. [9, Lemma A.1]).
Lemma 16.1. Let u,f ∈ L∞(B1) be such that
−u = f in D′(B1).
Then,
‖∇u‖2L∞(B1/2) C
(‖u‖L∞(B1) + ‖f ‖L∞(B1))‖u‖L∞(B1). (16.16)
Applying Lemma 16.1 to u and v on balls B1(x) for |x|R + 1, we get
∣∣∇u(x)∣∣+ ∣∣∇v(x)∣∣ C e−
√
λ (|x|−1)
(|x| − 1)1/2  C
e−
√
λ |x|
|x|1/2 .
The proof of Theorem 16.1 is complete. 
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Appendix A. Standard existence, comparison and compactness results
In this appendix we gather some known results related to the equation
{−u+ g(x,u) = μ in Ω , (A.1)
u = h on ∂Ω ,
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R → R is a Carathéodory function. The statements presented here complement Appendix B
in [14].
We begin with the following generalization of the classical method of sub- and supersolutions.
This theorem extends previous results of Clémentand Sweers [25] and Dancer and Sweers [26].
Theorem A.1. (Montenegro and Ponce [51].) Let u1, u2 ∈ L1(Ω) be a sub- and a supersolution
of (A.1), respectively, such that
u1  u2 a.e. (A.2)
and
g(·, v)ρ0 ∈ L1(Ω) for every v ∈ L1(Ω) such that u1  v  u2 a.e. (A.3)
Then, (A.1) has a solution u such that
u1  u u2 a.e.
Here, ρ0(x) = dist (x, ∂Ω), ∀x ∈ Ω . We recall that v ∈ L1(Ω) is a subsolution of (A.1) if
g(·, v)ρ0 ∈ L1(Ω) and
−
∫
Ω
vζ dx +
∫
Ω
g(x, v)ζ dx 
∫
Ω
ζ dμ−
∫
∂Ω
h
∂ζ
∂n
d ∀ζ ∈ C20(Ω), ζ  0 in Ω.
The notion of supersolution is defined accordingly.
We next present the following lemma.
Lemma A.1. Let v ∈ L1(Ω), f ∈ L1(Ω;ρ0 dx), μ ∈M(Ω), and h ∈ L1(∂Ω) be such that
−
∫
Ω
vζ dx +
∫
Ω
f ζ dx =
∫
Ω
ζ dμ−
∫
∂Ω
h
∂ζ
∂n
d ∀ζ ∈ C20(Ω). (A.4)
Then, for every ζ ∈ C20(Ω), ζ  0 in Ω , we have
−
∫
Ω
v+ζ dx +
∫
[v0]
f ζ dx 
∫
Ω
ζ dμ+ −
∫
∂Ω
h+ ∂ζ
∂n
d (A.5)
and thus
−
∫
Ω
|v|ζ dx +
∫
Ω
f sgn(v)ζ dx 
∫
Ω
ζ d|μ| −
∫
∂Ω
|h|∂ζ
∂n
d. (A.6)
Proof. Estimate (A.5) is established in [50, Lemma 1.5] when μ = 0. The same strategy can also
be used to prove (A.5) for any μ ∈M(Ω). Applying (A.5) to v and −v, one obtains (A.6). 
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(A1) g(x, ·) is nondecreasing for a.e. x ∈ Ω ;
(A′2) g(x,0) = 0 for a.e. x ∈ Ω .
Let ui be a solution of (A.1) associated to gi and (μi, hi), i = 1,2. If
g1  g2, μ1  μ2, and h1  h2,
then
u1  u2 a.e. (A.7)
In particular, if g satisfies (A1) and (A′2), then (A.1) has at most one solution.
Proof. Apply Lemma A.1 to v = u1 − u2. By (A.5) and (A1), (A′2), we have
−
∫
Ω
(u1 − u2)+ζ dx  0 ∀ζ ∈ C20(Ω), ζ  0 in Ω.
Thus, (u1 − u2)+  0 a.e.; in other words, u1  u2 a.e. 
Proposition A.2. Let g :Ω ×R→R be a Carathéodory function satisfying (A1) and (A′2). If u
solves (A.1), then
−
∫
Ω
|u|ζ dx +
∫
Ω
∣∣g(x,u)∣∣ζ dx  ∫
Ω
ζ d|μ| −
∫
∂Ω
|h|∂ζ
∂n
d, (A.8)
for every ζ ∈ C20(Ω), ζ  0 in Ω . Let ui be the solution of (A.1) associated to (μi, hi), i = 1,2.
Then,
‖u1 − u2‖L1 +
∥∥g(·, u1)− g(·, u2)∥∥L1ρ0  C
(‖μ1 −μ2‖M(Ω) + ‖h1 − h2‖L1(∂Ω)). (A.9)
Proof. Estimate (A.8) follows from (A.6) applied to v = u and f = g(·, u). The proof of (A.9)
follows along the same lines by taking ζ = ζ0, where ζ0 satisfies{−ζ0 = 1 in Ω ,
ζ0 = 0 on ∂Ω . 
Proposition A.3. Suppose that g satisfies (A1) and (A′2). Let u be the solution of (A.1) with
h = 0. Then, ∫
Ω
∣∣g(x,u)∣∣dx  ‖μ‖M and
∫
Ω
|u| 2‖μ‖M. (A.10)
In particular, g(·, u) ∈ L1(Ω) and u ∈M(Ω).
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Ω
∣∣g(x,u)∣∣ζ dx  ∫
Ω
ζ d|μ|. (A.11)
Apply (A.11) to a sequence of superharmonic functions (ζn) in C20(Ω) such that 0 ζn  1 and
ζn → 1 in L∞loc(Ω). As n → ∞, we obtain∫
Ω
∣∣g(x,u)∣∣dx  ∫
Ω
d|μ| = ‖μ‖M.
Since
−u = μ− g(x,u) in Ω,
we deduce that u ∈M(Ω) and (A.10) holds. 
We recall the following compactness result.
Proposition A.4. Let u ∈ L1(Ω) be such that u ∈M(Ω). Then, for every ω ⊂⊂ Ω and 1 
p < N
N−1 ,
‖u‖W 1,p(ω)  C
(‖u‖L1(Ω) + ‖u‖M(Ω)), (A.12)
for some constant C > 0 depending on ω and p. In particular, if (un) is a bounded sequence in
L1(Ω) such that (un) is bounded inM(Ω), then (un) is relatively compact in Lq(ω) for every
1 q < N
N−2 .
Proof. Clearly, it suffices to establish (A.12). Let v ∈ L1(Ω) be the solution of
{
v = u in Ω ,
v = 0 on ∂Ω .
By standard elliptic estimates (see [59]),
‖v‖W 1,p(Ω) Cp‖u‖M(Ω), (A.13)
for every 1 p < N
N−1 . On the other hand, since u− v is harmonic in Ω , we have
‖u− v‖C1(ω)  Cω‖u− v‖L1(Ω)  Cω
(‖u‖L1(Ω) + ‖v‖L1(Ω)), (A.14)
for every ω ⊂⊂Ω . Combining (A.13), (A.14), we obtain (A.12). 
We conclude this section with the following “global” companion of Proposition A.4.
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∣∣∣∣
∫
Ω
unζ dx
∣∣∣∣K‖ζ/ρ0‖L∞ ∀ζ ∈ C20(Ω), (A.15)
for every n 1. Then, (un) is relatively compact in Lp(Ω) for every 1 p < NN−1 .
Proof. We split the proof into two steps.
Step 1. For every 1 <p < N
N−1 , (un) ⊂ Lp(Ω) and there exists Cp > 0 such that
‖un‖Lp  CpK. (A.16)
By duality it suffices to show that, for every w ∈ C∞(Ω),
∣∣∣∣
∫
Ω
unw dx
∣∣∣∣ CpK‖w‖Lp′ ∀n 1. (A.17)
For this purpose, let ζ ∈ C20(Ω) be the solution of
{−ζ = w in Ω ,
ζ = 0 on ∂Ω .
By standard Calderón–Zygmund estimates (see [37]),
‖ζ‖
W 2,p′  Cp‖w‖Lp′ . (A.18)
Since p′ >N , it follows from Morrey’s imbedding that
‖ζ/ρ0‖L∞  C
(‖ζ‖L∞ + ‖∇ζ‖L∞) Cp‖ζ‖W 2,p′ . (A.19)
Combining (A.18), (A.19), one deduces (A.17) for functions w ∈ C∞(Ω). A standard argument
implies that un ∈ Lp(Ω), ∀n  1, and (A.17) holds for every w ∈ Lp′(Ω). By duality, (A.16)
follows.
Step 2. Proof of the proposition completed. By Step 1, (un) is bounded in Lp(Ω) for every
1 < p < N
N−1 . In particular, (un) is equi-integrable in L
1(Ω). On the other hand, by (A.15),
(un) is a bounded sequence inMloc(Ω). We deduce from Proposition A.4 that (un) is relatively
compact in L1(ω) for every ω ⊂⊂ Ω . Passing to a subsequence, we have unk → u a.e. in Ω . It
then follows from Egorov’s theorem that unk → u in L1(Ω). Since (unk ) is bounded in Lp(Ω)
for every 1 <p < N
N−1 , the conclusion follows by interpolation. 
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In this appendix, we present a short proof of existence of solutions of the equation
−u+ λeu(eu − 1)= μ in R2, (B.1)
where λ > 0 and μ is a given finite measure in R2. Although (B.1) is a special case of sys-
tem (1.1), we cannot directly apply Theorem 7.1 here. Indeed, since the proof of Theorem 7.1 is
based on a fixed point argument, it is not clear that the solution of (1.1) provided by that theorem
satisfies u = v when μ = ν. In any case, as we shall see below existence of solutions of (B.1) can
be established in a much simpler way.
The main result in this section is the next.
Theorem B.1. Let λ > 0 and μ ∈M(R2). Then, (B.1) has a solution u ∈ L1(R2) in the sense of
distributions if and only if
μ
({x}) 2π ∀x ∈R2. (B.2)
In addition, u satisfies
‖u‖L1 
C
λ
(
1 + ‖μ‖2M
)‖μ‖M and ∥∥e2u − 1∥∥L1  Cλ ‖μ‖M. (B.3)
We first consider the counterpart of Theorem B.1 on smooth bounded domains Ω ⊂R2.
Proposition B.1. Given λ > 0 and μ ∈M(Ω), then
{−u+ λeu(eu − 1)= μ in Ω ,
u = 0 on ∂Ω , (B.4)
has a solution u ∈ L1(Ω) if and only if
μ
({x}) 2π ∀x ∈ Ω. (B.5)
Moreover,
(B1) Every solution of (B.4) satisfies (B.3);
(B2) There exists U ∈ L1(R2) with eU(eU −1) ∈ L1(R2) such that uU a.e. for every solution
u of (B.4).
Proof. Extend the measure μ to R2 as identically zero outside Ω . Since the function t 	→
et (et − 1) is increasing for t  0, we can apply [61, Theorem 2 and Proposition A.1] to de-
duce that under assumption (B.2) Eq. (B.1) with data μ+ has a solution U ∈ L1(R2) such that
U  0 a.e. and eU(eU − 1) ∈ L1(R2). Let v ∈ L1(Ω) be the solution of
{−v = −μ− in Ω ,
v = 0 on ∂Ω .
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Theorem A.1 above, (B.4) has a solution u ∈ L1(Ω).
We next note that by Proposition A.3 every solution of (B.4) satisfies
λ
∫
Ω
eu
∣∣eu − 1∣∣dx  ‖μ‖M and
∫
Ω
|u| 2‖μ‖M.
The second estimate in (B.3) then easily follows. In order to obtain the first one it suffices to
apply Theorem 12.1 (with u = v) and Proposition 12.2. We conclude that (B1) holds. By Propo-
sition A.1, the supersolution U in the beginning of the proof satisfies (B2).
It remains to show that if (B.4) has a solution, then μ satisfies (B.5). For this purpose, notice
that e2u ∈ L1(Ω) and then apply Theorem 15.1. This concludes the proof of the proposition. 
Proof of Theorem B.1. Let (Ωn) ⊂R2 be an increasing sequence of smooth bounded domains
such that R2 =⋃n Ωn. For each n  1, let un be a solution of (B.4) in Ωn. Note that, by (B1)
and Proposition A.3,
‖un‖L1(Ωn) + ‖un‖M(Ωn) C ∀n 1.
Applying Proposition A.4, one can extract a subsequence (unk ) such that
unk → u in L1loc
(
R
2).
By Fatou’s lemma, u satisfies (B.3). Finally, since unk  U a.e., ∀k  1, where eU(eU − 1) ∈
L1(R2), it follows from dominated convergence that u is a solution of (B.1).
Conversely, proceeding as in the proof of Proposition B.1, one shows that if (B.1) has a solu-
tion, then (B.2) holds. The proof of the theorem is complete. 
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