This paper considers the impact of ordinary least squares (OLS) detrending and the first difference (FD) detrending on autocorrelation estimation in the presence of long memory and deterministic trends. We show that the FD detrending results in inconsistent autocorrelation estimates when the error term is stationary. Thus, the FD detrending should not be employed for autocorrelation estimation of the detrended series when constructing e.g. portmanteau-type tests. In an empirical application of volume in Dow Jones stocks, we show that for some stocks, OLS and FD detrending result in substantial differences in ACF estimates.
Introduction
This paper considers the problem of autocorrelation estimation in the linear trend model,
(1) y t = α + β t + v t , t = 1, . . ., T where v t follows a stationary ARFIMA (p, d, q) process with d ∈ (−0.5, 0.5). This model has been considered widely in the econometrics literature since many economic time series exhibit clear trends and long memory. For example , Yajima (1988 , Yajima ( , 1991 studies the efficiency of the OLS estimator under stationarity of v t . Lee and Phillips (1994) show that in the nonstationary case, efficiency gains can be obtained by generalized least squares. Canjels and Watson (1997) compare OLS with a simple first difference (FD) estimator and generalized least squares for the I(0) and I(1) cases. Tsay (2000) recommends the FD estimator under stationary or non-stationary long memory as its convergence rate is T −1 , faster than the usual T −1/2 . In the presence of additional stochastic regressors and non-stationarity, the FD estimator has a faster convergence rate than OLS for the coefficients of the stochastic regressors. It is also easier to obtain than the OLS estimator. This may explain the popularity of the FD estimator in econometric practice.
In the case of stationary errors the OLS estimator is known to have a faster convergence rate than the FD estimator. In practice, however, the researcher does not know whether the true error process is stationary or non-stationary, because standard tests such as Durbin-Watson may give inconclusive results. Furthermore, existing estimators such as MLE cannot discriminate very well between the behaviour of short and long range components in data having both components (see Crato and Ray, 1996) , in case of a true fractional difference parameter d close to 1/2 and insufficient sample size. Thus, even if the true process is stationary long memory, standard tests often indicate nonstationarity and researchers will use FD detrending for its simplicity and faster convergence rate under nonstationarity. We argue in this paper that this choice of detrending is not innocuous for the subsequent analysis of the properties of v t .
The focus of previous research, however, has mainly been on finding efficient estimators of β . In this paper, we turn our attention to the autocorrelations of v t , defined as:
. .. These autocorrelations are useful in applications because they can be used as visual diagnostics of the characteristics of the observed time series. These can be used e.g. for model building, e.g. to determine the order (p, d, q) 2 , then the information contained in ρ y ( j) will not be the one we need. In fact, we can prove that ρ y ( j) p −→ 1 for any j and j = o(T ), because the deterministic trend dominates the asymptotic behavior of y t .
To eliminate the influence of the deterministic trend on the autocorrelation estimation, two detrending methods are popularly used in the literature. The first method is the ordinary least squares (OLS) detrending, i.e., estimate (1) by OLS and obtain OLS residuals, the second one is the first difference (FD) detrending, where β is estimated by the sample mean of Δy t = y t − y t−1 . Both detrending methods do not depend on the magnitude of the differencing parameter d.
The FD estimator was proposed by Grenander and Rosenblatt (1957) in estimating the deterministic trending coefficient. It can be used as an approximation to the generalized least squares (GLS) estimator when high positive correlation of the error term is suspected, see e.g. Maeshiro (1976) , Chipman (1979 ), Krämer (1982 and references therein. Furthermore, Tsay (2000) investigated the asymptotic properties of the FD estimator in the fractional cointegration model introduced by Granger (1986) and later investigated by Cheung and Lai (1993) . Tsay (2000) showed that the FD estimator of the slope can result in faster convergence rates when the error term is nonstationary. The remainder of the paper is organized as follows. Section 2 gives the main thoeretical results, which are confirmed by the simulation study in Section 3. Section 4 provides an empirical application to the volume of Dow Jones stock trades.
Finally, Section 5 concludes.
Main results
In this section we consider the impact of OLS detrending and FD detrending on the autocorrelation estimation of v t in equation (1). The asymptotic properties of ρ OLS ( j) and ρ FD ( j) will be investigated when v t is a stationary I(d) or ARFIMA process. Let us first introduce some notation and define the relevant statistics. OLS detrending uses the OLS estimators α OLS and β OLS to obtain OLS residuals e t,OLS = y t − α OLS − β OLS t. FD detrending uses the estimator
Δy t to obtain residuals e t,FD = y t − β FD t. From these residuals, we construct two autocorrelation functions,
where e FD is the sample mean of e t,FD , noting that the sample mean of e t,OLS is zero.
Properties of the estimators ρ OLS ( j) and ρ FD ( j) will depend on the assumptions on the process v t in model (1). In this paper, we only require v t to be stationary. This assumption allows us to assume v t to be a long memory I(d) or ARFIMA (p, d, q) process. Before presenting our main results, we first review some basic properties of the I(d) process. A process Y t is said to be autoregressive fractionally integrated moving average process of order p, d, q, denoted as ARFIMA (p, d, q) 
where μ is the population mean, L is the lag operator, φ (L) is a lag polynomial of degreee p, d is the differencing parameter which can be a fractional number and θ (L) is a lag polynomial of degree q. The innovation sequences a t is independent white noise with zero mean and variance σ 2 a .
Assumption 2.1
The zeroes of φ (z) and θ (z) lie outside the unit circle and φ (z) and θ (z) have no common roots. Furthermore, d ∈ (−0.5, 0.5).
The fractional differencing operator (1 − L) d has the following binomial expan-
, and Γ(·) is the gamma function. The fractional white noise process is defined as
which is the simplest case of the ARFIMA model (p = q = 0). This process was first introduced by Granger (1980 Granger ( , 1981 , Joyeux (1980), and Hosking (1981) . We also refer to Baillie (1996) for a review on long memory and fractionally integrated processes.
To derive the asymptotic behaviors of ρ OLS ( j) and ρ FD ( j), we make the innovation sequences a t satisfy the following assumption throughout this paper. This assumption was first used by Davydov (1970) .
Assumption 2.2 The white noise a t is independently and identically distributed with zero mean, and its moments satisfy the following condition: E|a
Without loss of generality, we also assume the initial value of the fractionally integrated processes, v 0 , is zero. The independent and identical distribution assumption for a t is made to simplify our analysis and could be relaxed. In fact, given the preceding conditions on the stationary ARFIMA(p, d, q) process, Hosking (1996, Theorem 8) showed that the exact order of magnitude of Var(∑ T t=1 ε t ) is equal to O(T 1+2d ). This asymptotic result is crucial to the derivation of the following theorem and it was established by Hosking (1996) assuming finite second moments of a t .
Theorem 1 Under Assumptions 2.1 and 2.2 and E(a 4 t ) < ∞, as T → ∞, we have the following results:
,
Theorem 1 clearly indicates that ρ FD ( j) is not a consistent estimator for its population counterpart ρ v ( j). In particular, it is upward biased, since Z T > 0 a.s., and hence, ρ FD ( j) − ρ( j) > 0 a.s. for sufficiently large sample size. Thus, it is not recommended to use ρ FD ( j) as a measure of autocorrelations for stationary detrended time series. Moreover, Theorem 1 shows that ρ OLS ( j) is a consistent estimator for ρ v ( j), which justifies the use of OLS detrending in empirical applications.
Monte Carlo Experiment
We now conduct a Monte Carlo experiment to compare the finite sample performance of ρ OLS ( j) with that of ρ FD ( j) when three lag orders ( j = 3, 6, 9) are used. We use a typical design of the Monte Carlo study. The experiment for each model is based on 1,000 replications with different sample sizes (T ). We restrict the study to process is defined by v = Ca. This algorithm was suggested by McLeod and Hipel (1978) and Hosking (1984) . Furthermore, 50 additional values are generated in order to obtain random starting values. Finally, we choose α = 1 and β = 0.03 to generate the series y t using model (1). Tables 1 and 2 contain the simulation results for the root mean squared error (RMSE) of ρ FD ( j) and ρ OLS ( j). We can draw some conclusions from them. First, the RMSE of ρ OLS ( j) decreases monotonically with the increase of the sample size. This phenomenon coincides with the result in Theorem 1 that ρ OLS ( j) is a consistent estimator of γ v ( j). Second, no matter which lag number j and differencing parameter d is used in the experiment, the RMSE of ρ FD ( j) does not diminish monotonically. We should emphasize that this holds also for the short memory case, I(0).
These results confirm the theoretical result of Theorem 1.
To illustrate our simulation results graphically, Figure 1 and Figure 2 show the results in Tables 1 and 2 for the case d = 0.3. Five additional sample sizes are added in the simulations, i.e., T = 600, 700, 800, 900, 1000. Again, the performance of the estimators for finite samples corresponds to the asymptotic result. From Tables 1 and 2 , and Figures 1 and 2 , it is clear that the FD residuals should not be used to construct autocorrelation functions. In other words, OLS detrending is the only consistent estimator to be considered. Therefore, we now analyze more in detail the finite sample performance of ρ OLS ( j). Theorem 1 shows that the bias of ρ OLS ( j) depends on the magnitude of d. However, we do not know the actual size of the bias. To clarify the usefulness of OLS residuals in calculating autocorrelation functions, we compare the RMSE of ρ OLS ( j) with ρ v ( j) which is constructed by using the true error term v t . The experiment is performed with a sample size of T = 200 and the results are shown in Figures 3 and 4 for lags three and nine, respectively. These figures clearly indicate that ρ v ( j) and ρ OLS ( j) are close to each other independent of the lag order. Therefore, the use of OLS detrending in empirical analysis is justified both by asymptotic theory and by our simulation results. We further investigate whether or not the choice of estimator would influence the results of tests of the fractional integration parameter d. Table 3 
Empirical Example
We analyze daily observations of volume in Dow Jones stocks from January 2, 1973 to May 13, 2003, a total of 7665 observations. We consider dollar volume, defined by the stock price multiplied by the number of stocks traded. Prediction of volume is important for liquidity assessments and optimal trading strategies. Model-based predictions will mainly use the autocorrelation structure of the data, so that it is important to have reliable estimates of the ACF of volume. Moreover, volume is 11 closely linked to volatility, often explained by a common subordinated information arrival process, as suggested e.g. by Tauchen and Pitts (1983) . Thus, understanding the dynamics of volume, which is observed, may help to better understand the dynamics of unobserved volatility. See e.g. Gallant, Rossi an Tauchen (1992) for a broad overview of the importance of volume for the dynamics of stock prices.
To pick two typical examples, the logarithm of volume is plotted in Figures 5 and 7 for McDonald's and Philip Morris, respectively. Clearly, there is an upward trend in both series and it may be approximated by a linear trend. These are typical examples in the sense that the difference of the estimates of β using the two methods, reported in Table 3 , corresponds roughly to the average difference over the series. Figures 6 and 8 depict the ACF of residuals for both OLS and FD detrending. We see a clear difference between both ACF, where the ACF of OLS residuals decays faster than that of FD residuals. That is, the persistence is overestimated using the FD method. In general, we can identify differences of both ACF whenever there are differences in the estimates of β . For the case of IBM with only small differences in estimated β coefficients, also the differences of ACF is small. On the other extreme is Homedepot with a huge difference in β estimates that translates into a very slow decay of the ACF using FD but a fast one using OLS.
We also report the estimates of the ARFIMA(p , d
, q) models in Table 3 , where the order of p and q was either one or zero and chosen by the AIC criterion. In all cases, the estimate of d is significantly larger zero, in all cases between 0.34 and 0.49, indicating a strong degree of long memory but stationarity. The conclusion is that one should be careful in using the FD detrending method when using it for prediction of volume in financial markets, because autocorrelation estimates may not be accurate.
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Appendix
Proof of Theorem 1
by using items 4 and 10 of Lemma 1 of Tsay and Chung (2000) . We can rewrite ρ OLS ( j) as: 
by Lemma 1, item 6 of Tsay and Chung (2000) and the preceding results.
For the numerator of ρ OLS ( j), we have (t − t) (t − j − t)
For the term A, we note that
by Theorem 3 of Hosking (1996) .
For the term B, first we have 
