1. Introduction {#s1}
===============

As an unconventional communication pathway, brain computer interface (BCI) enables us to communicate with a computer or with other external devices without any muscular stimulation. Although the primitive goal of developing BCI was to assist physically disabled people experiencing motor function abnormalities, recent technological advancements augment BCI in many other applications, including lie detection \[[@C1]\], brain fingerprinting \[[@C2]\], mood assessment \[[@C3]\] and gaming \[[@C4]\]. Most of the proposed BCIs are subject-specific and require time-consuming, sometimes frustrating calibration sessions. Thus, inter-subject BCIs are desired; yet development of such BCIs come across challenges including the inherent variabilities in brain dynamics across subjects due to the diversity in individual brain growth \[[@C5]\]. Moreover, multichannel electroencephalogram (EEG) that captures the electrical activity of the brain, suffers from the effect of outliers due to excessive channels, causing, at the same time, high computational burden to the BCI system. However, developing an inter-subject BCI with subjects who share associative neural oscillations for particular cognitive task, seems more feasible. Previous studies addressed inter-subject association of neural dynamics during natural vision \[[@C6]\] and natural music listening \[[@C7]\]. During motor imagery (MI)-based inter-subject BCI, it is important to measure sensorimotor synchronisation across subjects. MI is the kinesthetic imagination of a motor task, which shares equivalent sensorimotor oscillations corresponding to actual motor execution \[[@C8]\]. Movement-related cortical potential-based BCI without subject-specific training has been proposed in \[[@C9]\]. In \[[@C10]\], an inter-subject BCI has been developed for modifying mental states that can be used for treating major depressive disorder. Rana *et al.* \[[@C11]\] have developed a real-time toolbox for implementing inter- and intra-subject BCI using functional magnetic resonance imaging. An online inter-subject BCI with P300 speller paradigm has shown the deviation of inter-subject evoked potentials \[[@C12]\]. Learning from subspaces that have been estimated via common spatial pattern (CSP) applied on inter-subject/session data of similar characteristics, i.e. non-stationarities, can enhance the performance of BCI \[[@C13], [@C14]\]. In these experiments, selecting suitable subjects is critical due to the fact that the brain dynamics significantly vary across subjects. However, these methods perform well, specifically in the context of small training trials available from the target subject \[[@C15], [@C16]\]. Another study has proposed ensemble of classifiers, which can be used for single-trial classification without explicitly being trained \[[@C17]\]. In \[[@C18]\], sparse common spatial pattern is proposed as a novel method for optimal channel selection technique within a constraint of optimal classification accuracy. In this Letter, a coherence analysis in time--frequency (T--F) space is proposed to select the set of EEG channels, who have relatively high normalised coherence power. The underlying hypothesis is that highly coherent and common inter-subject EEG channels can improve BCI performances, by reducing the effect of outliers from undesired channels. To achieve this, the wavelet coherence (WC) has been adopted as a means to measure coherence between two time series in T--F domain, since it has successfully being used as a tool of measuring couplings between brain regions using sensory-evoked potentials \[[@C19]\] and to the associativity assessment of inter-personal brain activity \[[@C20]\].

2. Methods {#s2}
==========

At first, the available multichannel EEG data (Section 2.1) were preprocessed using CSP \[[@C21]\]. Then, wavelet decomposition (up to the third level) was applied, using the Daubechies three-sample filter (db3). At each decomposition level, subband energy and subband entropy were used as features for the classification of the MI types, which was realised via a two-layer feed-forward neural network \[[@C22]\] and used to classify MIs.

WC was estimated to discern if the coherent power reveals common inter-subject regions, where the sensorimotor oscillations from two subjects co-vary. Based on the WC power (WCP), some channels were selected assuming that those channels will enhance the T--F synchronisation of two subjects. Then, a novel inter-subject BCI framework was proposed with a view to validate whether selected channels can improve the classification performances. The motivation behind was to eliminate undesired channels which introduce outliers. On the contrary, selected channels enhance sensorimotor coherence; thus, the pairwise inter-subject BCI performances.

2.1. Dataset and experimental settings {#s2a}
--------------------------------------

The multichannel EEG raw signals used for the validation of the proposed hypothesis are those included in the dataset IVa from BCI Competition III (<http://www.bbci.de/competition/iii/desc_IVa.html>). One hundred and eighteen channels in total (extended 10/20 system) were employed to capture the multichannel EEG signals (Fig. [1](#F1){ref-type="fig"}). During the recording session, the sampling rate was set at 1kHz, which was later downsampled to 100 Hz. While sitting on a comfortable chair with arms resting on armrests, subjects were asked to perform each one of the three MIs, i.e. left hand, right hand (RH) and right foot (RF); the publicly provided data, however, refer to two MI classes only, i.e. RH and RF. Single-trial EEG data were captured from five healthy individuals, by providing them class-specific visual cues before the kinesthetic imagination of the motor tasks. The data consist of 280 trials (140 trials for each MI class) for each subject and each trial has 3.5 s of EEG recordings for any of the two MIs. It should be noted that 2.5 s of data for each trial after 1 s of the corresponding visual cues were chosen for analysis. Fig. 1Electrode montages (extended 10/20 system) and selected inter-subject associative channels for subject air al-aw

The proposed BCI framework is studied in pairwise manner, i.e. signals from one subject are used to train and validate the algorithm whereas signals from another subject are used to test the algorithm. Thus, there are total of 560 trials for experimenting inter-subject BCI. The first 180 trials are used to train the classifier, whereas the consecutive 100 trials are used to validate it, so to avoid over-fitting. Finally, the rest 280 trials from another subject are used to test the classifier.

2.2. Common spatial pattern {#s2b}
---------------------------

In 2000, Ramoser *et al.* proposed CSP, as a spatial filtering method, for classifying two classes of single-trial MIs for the first instance \[[@C21]\]. Usually, CSP estimates projection of multichannel EEG signal, so that the difference between two classes is maximised. Suppose $\documentclass[12pt]{minimal}
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2.3. Wavelet coherence and channel selection {#s2c}
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WC reveals associativity of two time-domain signals in T--F spaces. This similarity measure finds the T--F locations where the signals significantly co-vary, but does not necessarily have high power. The WC is defined as follows \[[@C24]\] $$\documentclass[12pt]{minimal}
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The single-trial EEG signals from two subjects have been considered as two sets. From each set, the trials are further categorised according to classes, i.e. RH or RF. Consider *S*1 and *S*2 as two individuals, each having total *M* trials and *M*/2 trials for each class. The WC has been applied to measure similarities of *M*/2 trials from *S*1 with *M*/2 trials from *S*2 one by one. The WCP is normalised to 1 and thus the average WCP ranges from 0 to 1. The accumulated WCP over trials are averaged and denoted as $\documentclass[12pt]{minimal}
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Many time variant psychophysiological factors including attention, memory load, spontaneous cognitive processes etc. \[[@C27]\] and user\'s basic characteristics, such as lifestyle, gender, age etc. influence the individual brain dynamics over time \[[@C28]\], thus affect BCI performance. This inherent fluctuation of individual brain dynamics causes inter-subject variability that poses difficulties while developing BCI without subject-specific calibration. In EEG-based BCI, undesired channels additionally degrade performances by producing outliers \[[@C18]\]. Fig. [2](#F2){ref-type="fig"} shows both highly associative and dissociative inter-subject sensorimotor oscillations and their corresponding WC. In this Letter, a novel T--F approach has been proposed to sort out associative sensorimotor inter-subject channels while most of the literatures have addressed the adaptation of machine learning algorithms for compensating variabilities \[[@C13]--[@C17]\]. Results show that selecting inter-subject coherent channels can significantly increase performances, thus implicating future development of efficient inter-subject BCI paradigm. An interesting aspect that arises from the proposed approach is the possibility to generalise it towards finding common spatial components (i.e. a subspace of the data) instead of selecting individual electrodes; yet, this is left as a future endeavour.

4. Conclusions {#s4}
==============

Inter-subject BCI, without time-consuming, sometimes frustrating calibration session, seems more convenient to users. Nevertheless, inherent instantaneous variability in EEG signals poses significant challenges. Outliers that have been generated within insignificant channels may be due to diversity in psychophysiological or other factors, limit the development of BCI in subject independent context. Interestingly, the only channels which share similar sensorimotor dynamics can be employed for improving BCI performance. This study delineates a novel method for selecting inter-subject associative channels based on WC and show how BCI performances can be improved in subject independent settings.
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