Abstract. An Ad K invariant inner product on the Lie algebra of a compact connected Lie group K extends to a Hermitian inner product on the Lie algebra of the complexified Lie group Kc. The Laplace-Beltrami operator, ∆, on Kc induced by the Hermitian inner product determines, for each number a > 0, a Green's function ra by means of the identity (a 2 − ∆/4) −1 = ra * . The Hilbert space of holomorphic functions on Kc which are square integrable with respect to ra(x)dx is shown to be finite dimensional. It is spanned by the holomorphic extensions of the matrix elements of those irreducible representations of K whose Casimir operator is appropriately related to a.
Introduction
Denote by G a connected, simply connected complex Lie group. On its Lie algebra g := T e (G) assume given a Hermitian inner product (·, ·). Choose an orthonormal basis e 1 , . . . , e 2d of g, regarded as a real vector space with inner product Re(·, ·). Denoting byξ the left invariant vector field on G which extends the element ξ ∈ g, define the Laplacian on G associated to the given inner product as the second order differential operator ∆ = 2d j=1 (ẽ j )
2 . This is in fact independent of the choice of orthonormal basis. The Laplacian has a self-adjoint version in L 2 (G, dx) , wherein dx denotes a right invariant Haar measure on G. There are two families of strictly positive functions on G determined by the Laplacian: first there is the family of heat kernels, µ t , determined by the identity e t∆/4 = µ t * ; second there is the family of Green's functions, r a , a > 0, determined by the identity (a 2 − ∆/4) −1 = r a * . Write H (G) for the space of holomorphic functions on G. In [DG] the Hilbert space H(G) ∩ L 2 (G, µ t (x)dx) was analyzed with respect to the following question: since a holomorphic function f is determined on all of G by its family of Taylor "coefficients", i.e., derivatives, {D k f (e)} ∞ k=0 , at the identity, how can the L 2 (G, µ t (x)dx) norm of f be expressed in terms of these derivatives? In case G = C n one has the classical result of Bargmann [B] which establishes a unitary map between the preceding Hilbert space, H(C n )∩L 2 (C n , Gauss measure), and a Hilbert space of Taylor expansion coefficients. This isomorphism has been extended by Krée [K1] , [K2] , [K3] and Segal [S1] , [S2] , [S3] to infinite dimensions. In case G is a general complex Lie group the analogous theorem was established in [DG] . The space of Taylor coefficients of functions in H(G) ∩ L 2 (G, µ t (x)dx) forms a Hilbert space which is more or less dual to the universal enveloping algebra of g. The main result of [DG] will be reviewed in Section 2.
In this paper the heat kernels µ t will be replaced by the Green's functions r a . The Hilbert space H a := H(G) ∩ L 2 (G, r a (x)dx) will be shown to be isometrically isomorphic to a specific Hilbert space of Taylor coefficients. There is a surprising difference, however, from the heat kernel case: if G is the complexification of a compact connected Lie group K, and the given inner product on g restricts to an Ad K invariant inner product on LieK, then each Hilbert space H a is finite dimensional. The dimension of H a increases with a and the jumps in the dimension are related to the dimensions of the irreducible unitary representations of K. In fact H a is spanned by the matrix elements of those irreducible unitary representations whose Casimir operators are less than a 2 . One obtains a kind of local Peter-Weyl theorem. A precise statement is given in Theorem 4.7.
Notation and background
G will denote a connected, complex Lie group (not necessarily simply connected). Its Lie algebra g will be identified with T e (G) . For any element ξ in g the left invariant extension of ξ will be denoted by ξ. Let ( , ) be a Hermitian inner product on g. If e 1 , . . . , e 2d is an orthonormal basis of g as a real vector space and with respect to the real inner product Re( , ), then the second order differential operator ∆ defined by
, where dx denotes a right invariant Haar measure on G. The semigroup generated by ∆/4 is given by convolution with a probability density µ t (x). That is,
See [DG, Proposition 3 .1] for further discussion of elementary properties of µ t . Denoting by H(G) the space of all holomorphic functions on G, define
where , denotes the complex bilinear pairing between (g * ) ⊗k and g ⊗k . Write
g ⊗k (weak direct sum) the tensor algebra over g and let
always exists as an element of T (g). In the algebra T (g) let J be the 2-sided ideal generated by {ξ ⊗ η − η ⊗ ξ − [ξ, η] : ξ, η ∈ g} and denote by J 0 its annihilator in T (g). It is an immediate consequence of the identity [ξ, η] 
(See e.g. [DG, Sec. 2] .) Moreover if, for ξ ∈ g, one writes R ξ β = β ⊗ ξ for β ∈ T (g), then the right multiplication operator R ξ leaves the ideal J invariant. The transpose A ξ := R transpose ξ : T (g) → T (g) therefore carries J 0 into itself. The definitions (2.3) and (2.7) yield immediately the intertwining relation
For each t > 0 and each element α in T (g) write
Here |α k | refers to the cross norm associated to the Hermitian inner product on (g * ) ⊗k induced by the given inner product on g.
t is a complex Hilbert space. The main result in [DG] is summarized in the following theorem.
Theorem 2.1. [DG] The Taylor coefficient map
Convolution by r a is therefore a bounded operator in L 2 (G, dx) . Multiplying Equation (2.2) by e −ta 2 and integrating over (0, ∞) yields, informally,
This equation is easily justified by verifying it first for nonnegative functions f in C c (G) and interpreting the integral over t on the left as a weak integral. However Equation (3.3) will not be used in any technical way itself. The Green's function norms will be denoted by (3.4) and the Green's function Hilbert spaces are
−1 e u. Multiply Equation (2.10) by e −ta 2 and integrate with respect to t over (0, ∞). One finds, using Fubini's theorem on both sides,
With this computation as motivation define now
The Taylor coefficient space associated to this norm is
Proof. Equation (3.6) shows that (1 − D)
as k → ∞ the containments (3.9) follow from (3.7) and (2.9). The containments (3.10) now follow from (3.6) and (2.10). If G is simply connected and α ∈ J 0 ,a , then by (3.9) α is in J 0 t for some (actually all) t > 0. By Theorem 2.1 there exists a function u in H (G) 
The procedure used in deriving Equation (3.6) from Equation (2.10) can be used to derive other identities which also express some L 2 norm of a holomorphic function u in terms of its derivatives at the identity element. Suppose that h is a nonneg-
−ts dt. Then the operator ψ(−∆/4) is given by convolution by a positive finite measure τ . Multiplying Equation (2.10) by h(t) and integrating over [0, ∞) as above gives an identity similar to (3.6), with the measure r a (x)dx on the right replaced by τ and the coefficient of |α k | 2 on the left replaced by a kth moment of h. We will not have occasion to use these more general identities here.
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The real inner product Re(·, ·) on g extends by left invariance to a Riemannian metric on G. Denote the associated (left invariant) distance function on G by d(x, y) and write |x| = d(e, x) for x in G.
Proposition 3.3 (Pointwise bounds
Proof. The same method used in [DG, Proposition 3.9 ] to bound derivatives of u when u ∈ HL 2 (G, µ t ) applies in the present context with some slight modifications.
be the left translate of the tangent vector σ (s) back to the identity. Define
The global recovery formula for u from its Taylor coefficients is given by the generalized power series
See Proposition 5.1 of [D] for an efficient derivation of this identity. The norm on T (g) dual to that given in (3.7) is
We will see immediately that ψ(σ) is in the completion of T (g) in this norm so that the series on the right of (3.13) converges. We have
where ψ(σ) ,a is given by (3.14).
2 . We will show in the next lemma that v(s) ≤ e 2s for s ≥ 0. Using this inequality in combination with (3.15) and (3.17) one finds |u(x)| ≤ a u ,a e aρ . Since, by definition, |x| = inf{ρ : σ(1) = x} the inequality (3.11) follows. Q.E.D.
Lemma 3.4. Let v(s)
Proof. A proof of this lemma for the modified Bessel function v could be deduced from known integral formulas for v. But here is an elementary proof. For s ≥ 0 we have Since α 0 = u(e) the next to the last line in (3.21) yields the first equality in (3.20). But since D(u − u(e)) = Du, the first equality in (3.20), applied to u − u(e), yields the second equality. Q.E.D.
Remark 3.6. It is illuminating to see how a derivation of the identity (3.20) looks on the function side rather than on the Taylor expansion side. Since we already have a precise proof, let us proceed informally using integration by parts without justification. The Green's kernel r a is the fundamental solution to the equation
(See e.g. [DG, Remark 3.7] .) Hence
which is (3.20).
The following theorem summarizes the principle properties of the Green's function Hilbert spaces that have been proven above. Example 3.8. Let G = C n . In this case
The asymptotic behavior of r a (z) as |z| → ∞ can be obtained from (3.1). Insert 
in the sense that the ratio approaches one as x → +∞. In combination with (3.23) this yields
as |z| → ∞ (3.24) in the sense that the ratio approaches one as |z| → ∞. Notice that the pointwise growth bound given in (3.11), |u(z)| 2 ≤ const.e 2a|z| , is consistent with (3.24) in the sense that (3.11) describes the largest exponential growth rate consistent with square integrability of u. There are two interesting conclusions to be observed in this example. First, each space H a (C n ) is infinite dimensional because it contains all polynomials (as well as the exponentials u(z) = e γ·z with γ ∈ C n and |γ| < a). Second, for 0 < a < b, H b (C) is strictly larger than H a (C). (Consider the exponentials e γz with a < γ < b.) In Section 5 it will be shown that both of these conclusions fail in case G = SL(2, C) .
The singularity at z = 0 which one sees in (3.23) is typical of Green's functions. It will be convenient for application in the next section to replace the singular density r a on G by a smooth density. Of course the full L 2 spaces for two such different densities cannot be the same. But the following proposition shows that on H(G) one can have equivalence of norms. 
, T ) (plus a constant which is zero because both sides
→ 0 as T → ∞). Multiply Equation (2.10) by e −a 2 t and integrate from t = T to infinity to find
Combining (3.6), (3.28) and (3.27) (with c = a 2 ) yields (3.26). Q.E.D.
The Green's function Hilbert spaces for the complexification of a compact group
Let K be a compact connected Lie group. In this section G will be taken to be the complexification of K. See [H] for a discussion of complexification of a compact Lie group. Several results and techniques from [H] will be used in this section. We assume given on the Lie algebra k, which we will identify with T e (K), an Ad K invariant inner product , . Since g = k ⊗ C the inner product , has a unique extension ( , ) to a Hermitian inner product on g. In this section this inner product will be used to construct the Hilbert spaces H a and J 0 ,a discussed in Section 3.
A LOCAL PETER-WEYL THEOREM 421
Theorem 4.1. Let a > 0. There exists a constant C depending on a such that
and all k 1 and k 2 in K.
(4.1)
We will need the following lemma of Hall [H] .
Lemma 4.2 (Hall's averaging lemma). Let T > 0 and write dk for normalized
Haar measure on K. Define
Then there are strictly positive constants C 1 and C 2 such that
Proof. This differs from the statement of Lemma 11 in [H] only in the assertion that the constants C 1 and C 2 can be taken to be independent of t in the interval [T, ∞). 
Then by the definition (3.25) and the inequalities (4.3) we have
Since the Laplacian, ∆, on G is invariant under the adjoint action of K, the heat kernel density µ t is invariant under K in the sense that µ t (k
Therefore (4.4) shows that r T a (g) is also left and right K invariant. Suppose, then, that u ∈ H (G) . Using both inequalities in (3.26) and both inequalities in (4.5) we find, for any elements k 1 and k 2 in K,
Denote now by K the set of isomorphism classes of irreducible unitary representations of K. If u ∈ H (G) , then the restriction of u to K is a smooth function on K and is therefore given by its Fourier series
where A π ∈ End(V π ) and V π denotes the finite dimensional inner product space on which π(k) acts. Each representation π in K extends holomorphically to a homomorphism π : G → End(V π ). It is shown in [H, Lemma 9 ] that if u is given on K by (4.6), then u is given on G by the series
and that this series converges uniformly on compact subsets of G.
Corollary 4.3. Let a > 0. Suppose that u ∈ H a (G) and that u is given by the series (4.7). Then each term, tr(π(·)A π ), is also in H a (G).
Proof. By Theorem 4.1 there is a constant C, independent of k, such that
We may integrate both sides over K and use the Peter-Weyl theorem to find
Since each summand in this inequality is non-negative, each integral is finite. Hence each term tr(π(g)A π ) in (4.7) is in H a . Q.E.D.
Corollary 4.4. Let a > 0 and suppose that π is an irreducible unitary representation of K. If tr(π(·)A) ∈ H a (G) for some nonzero operator
A in End(V π ), then tr(π(·)A) is in H a for all A in End(V π ).
Proof. Write u(g) = tr(π(g)A)
. By assumption u ∈ H a . By Theorem 4.1 u(k 
Then the function u(g) = tr(π(g)) is in H a if and only if
In particular, for k = e, we find
Thus by Schwarz' inequality for the trace we have, for n ≥ 1,
This also holds for n = 0 because α 0 = u(e) = tr(I π ). Hence
n which is finite if λ π < a 2 . This proves the sufficiency of (4.9).
To prove the necessity of (4.9) let C be the constant in Equation (4.1). Then, using (4.10) and Theorem 3.7 a), twice, we find
Thus integrating (4.11) over K we find
This proves the necessity of (4.9). Our proof also yields the estimates
The following theorem is a kind of "local" Peter-Weyl theorem in that, as a increases through any bounded interval, H a enlarges by "adding on" the matrix elements of a finite number of irreducible unitary representations of K.
Theorem 4.7. A function u is in H a if and only if its Fourier series has the form
which is finite. Proof. If u ∈ H a , then Corollaries 4.3, 4.4 and Theorem 4.6 show that the only possible nonzero terms in its Fourier series (4.6) are those that appear in (4.13). Conversely, each term on the right in (4.13) is in H a by Corollary 4.4 and Theorem 4.6. But the number of terms in (4.13) is finite. (See for example the discussion in Section 4 of [H] . The argument given in the proof of Lemma 6 (i) in [H] applies to any AdK invariant inner product on k.) Therefore the sum is in H a . Q.E.D. Then λ j < b for j = 2, . . . , m. For any k 1 and k 2 in K we may write
2 )).
Since A = 0 and π is irreducible, {π(k 1 )Aπ(k
2 ) : k 1 , k 2 ∈ K} is fundamental in End(V π ) (as already noted in the proof of Corollary 4.4). Therefore there exists k 1 and k 2 in K such that tr(
2 )) = 0. For such a choice of k 1 and k 2 we have
Since λ j − b < 0 for j = 2, . . . , m there is real number R such that the absolute value on the right of (4.10) is at least |C 1 |/2 when s + c ≥ R. Writing r = s + c we therefore have sup |g|≤r |u(g)| ≥ e rb e −cb |C 1 |/2 when r ≥ R. This proves the first inequality in (4.16).
To prove the other half of (4.16) observe first that if ζ = ξ + iη with ξ and η in k, and if X = dπ(ξ) and Y = dπ(η) then, since X and Y are skew Hermitian, we have e |c(s)|ds = exp{b · length of σ}. Taking the inf over all such curves joining e to g we find π(g) ≤ e b|g| . Hence |u(g)| ≤ e b|g| tr{(
Remark 4.9. Theorem 4.7 carries some interesting implications for norms on the universal enveloping algebra of k. Denote by T r the tensor algebra over k and by J r the 2-sided ideal in T r generated by {ξ ⊗ η − η ⊗ ξ − [ξ, η] : ξ, η ∈ k}. The spaces denoted by T (g) and J in Sections 2 and 3 are the respective complexifications of T r and J r . Any norm, , on T r induces a seminorm on the universal enveloping algebra U := T r /J r by the usual defintion: β + J r * = inf { β + j : j ∈ J r }. Write T r for the completion of T r in the given norm, , and J r for the closure of J r in T r . The map β + J r → β + J r from U into T r /J r is clearly injective if and only if (4.18) Moreover the kernel of this map is also the kernel of the seminorm * . Thus the seminorm * is a norm if and only if (4.18) holds. The family of norms (3.14) for a > 0 and the family of norms dual to (2.9) for t > 0 are of particular interest because of their role in heat kernel analysis on Lie groups. For the latter family of norms the identity (4.18) was conjectured in [G] and proven by O. Hijab [Hi] when k is the Lie algebra of a compact group. However for the former family of norms Theorem 4.7 implies that (4.18) must fail. Indeed Theorem 4.7 shows that J 0 ,a is finite dimensional over C. Its "real" subspace J 0 ,a ∩T r is therefore finite dimensional over R. But the natural Hilbert space isomorphism of T r onto its dual space {α ∈ T r : α ,a < ∞}, in the pairing (2.4), clearly carries T r J r onto J 0 ,a ∩ T r . Hence T r J r is finite dimensional. Therefore the map β+J r → β+J r from the infinite dimensional space T r /J r into the finite dimensional space T r /J r cannot be injective. Thus (4.18) fails in a strong way for the norms (3.14).
Example: G = SL(2, C)
With this choice of G we may take K = SU (2). Then G is the complexification of K. It will be shown that H a (G) is finite dimensional and its dimension will be computed. As usual one can identify k with su(2). Define ξ, η = 2 trace(η * ξ), ξ,η ∈ su(2). (5.1) This inner product is Ad K invariant. So we can apply the results of the preceding two sections. Let σ 3 = (i/2)diag(1, −1). Then σ 3 is in su(2) and is a unit vector with respect to the inner product (5.1). As is well known, the irreducible unitary representations of SU (2) are parametrized by their spin s ∈ {n/2 : n = 0, 1, 2, . . . }. The representation π s of spin s is of dimension (2s+1) and λ πs = s(s+ 1). Furthermore idπ s (σ 3 ) can be diagonalized with diagonal entries (s, s − 1, . . . , −s). In fact this holds for idπ s (ξ) for any unit vector ξ. Thus the constant b in Equation (4.15) is s. Therefore, if 0 = A ∈ End(V πs ), then by Proposition 4.8 there are nonzero constants C 3 and C 4 such that 
