Introduction
We will investigate the relations between radiated energy and the predominant period, and the seismic moment (M0) and the corner frequency of the P wave spectrum (fo) by analyzing seismograms. The seismograms used in this paper were obtained in the observations of several earthquake sequences that occurred in and near Japan in recent years. Seismic moments of the earthquakes studied in this paper range widely from 1010 to 1025 dyne• cm. Furthermore, we will investigate the relation between M0 and the fault length (L); we will make clear scaling relations between earthquake source parameters. On the basis of these relations, we will discuss the problem of what determines earthquake size.
Since AKI (1967) had proposed a scaling law of seismic spectrum, many investigators dealt with scalings of seismic spectrum and source time function or source parameters (e.g., AKI, 1972; KANAMORI and ANDERSON, 1975; GELLER, 1976) . They reached the following conclusions for large shallow earthquakes (M0> 1025 dyne • cm): The similarity law (W_??_L; D_??_L) is recognized between the static source parameters of the fault length (L), the fault width (W), and the average dislocation (D); The dynamic source parameters of the average rupture velocity (Vr) and the average slip velocity (D) have a constant value independent of earthquake size. Furthermore, the following was derived from the above conclusions: The stress drop (_??__??_) has a constant value independent of earthquake size; Seismic moment is inversely proportional to the cube of corner frequency of the seismic spectrum (from now on, we will call this relation "the cube law").
On the other hand, for earthquakes of which M0<1025 dyne . cm, the scaling of seismic spectrum was investigated mainly by teleseismic determinations of body wave spectra interpreted by the method of BRUNE (1970 BRUNE ( , 1971 ) (e.g., THATCHER, 1972; TUCKER and BRUNE, 1973; THATCHER and HANKS, 1973; MALIGN and LONG, 1980; FLETCHER, 1980; ARCHULETA et al., 1982; HAAR et al., 1984) or the coda method developed by AKI and CHOUET (1975) (e.g., CHOUET et al., 1978; RAUTIAN et al., 1978) . By combining the results of several studies for mainly small to moderate shallow earthquakes in the Southern California Region (1018<M0 < 1027 dyne • cm), HANKS (1977) indicated that _??__??_ ranges from about 1 to 100 bars independent of earthquake size. Since the _??__??_ of large earthquakes ranges from 10 to 100 bars (KANAMORI and ANDERSON, 1975) , we have inferred from the data compiled by HANKS (1977) that the average stress drop of small to moderate earthquakes is smaller than that of large earthquakes. CHOUET et al. (1978) showed that below a certain seismic moment, the corner frequency is lower than that indicated by the cube law, for earthquakes in various regions (1017 <M0 <1026 dyne • cm). RAUTIAN et al. (1978) showed that the stress drop decreases with the decreasing seismic moment for earthquakes in the Pamir and South Tien Shan region (1017 < M0 < 1025 dyne• cm). Several studies also obtained similar results (e.g., FLETCHER (1980) for the Oroville California aftershocks (1016 < M0 < 1019 dyne• cm); FRANKEL (1981) for the swarm earthquakes in the northeastern Caribbean
The above studies for earthquakes of which 1013 <M0 < 1025 dyne• cm showed _??__??_ has a tendency to decrease with the decreasing seismic moment. Since the method by BRUNE (1970 BRUNE ( , 1971 calculated the fault radius (r) from f0 by using the relation r_??_ 1/f0, under the assumption of constant rupture velocity (see Appendix 3), the above studies showed that corner frequencies of earthquakes (M0 < 1025 dyne• cm) are lower than those indicated by the cube law and that the deviations from the cube law have a tendency to increase with the decreasing seismic moment. However, the magnitude range in seismic moment of each analysis is narrow. Consequently, the scaling law of earthquakes of which M0 < 1025 dyne• cm is not completely established.
In this paper, the seismograms of earthquakes of which seismic moments range very widely from 1010 to 1025 dyne• cm were analyzed by one and the same method. Therefore, the scaling relation between earthquake size and duration of faulting for earthquakes of which M0 < 1025 dyne• cm was made clear.
The reason the seismic events analyzed in this paper cover the remarkably wide range in seismic moment by a factor of fifteen orders is that the microfractures in the Nakatatsu mine of which 1010 < M0 < 1012 dyne• cm (IIO, 1984 a, b) are used in the analysis. Since these microfractures are regarded as induced earthquakes , they are treated in the same manner as earthquakes.
By the way, in recent years, since telemetered array systems for microearthquake observation began operation, precise hypocentral distributions of aftershocks of small earthquakes were able to be made. Furthermore, the aftershock distribution of the microfracture accompanied with aftershocks in the Nakatatsu mine was investigated (ho, 1984 b) . The fault length of earthquakes from which M0 < 1025 dyne¥cm was determined without assuming rupture velocity. We will discuss the scaling relation between various kinds of source parameters of earthquakes from which M0 < 1025 dyne• cm.
Data
Outlines of the earthquake sequences used in this analysis and the observation systems are shown in Tables 1 and 2 , respectively. Details of some sequences are described in the references.
From Table 1 , we find that smaller earthquakes were observed at shorter focal distances than larger ones. All the seismograms analyzed were scarcely distorted by anelastic attenuation through the paths between the sources to the receivers as described in a later section. In particular, these seismograms were not distorted in alluvial layers near the ground surface, because microearthquakes to small earthquakes were observed in tunnels excavated in rocks except for the aftershocks of the 1984 Western Nagano Prefecture earthquake (from now on, we will abbreviate these to "the Nagano aftershocks"). The Nagano aftershocks were observed at the bed rock of a large road cut.
The observation systems used will be introduced simply as follows. These Table 1 . Outlines of earthquake sequences.
Nihonkai-chubu, the aftershocks of the 1983 Nihonkai-Chubu earthquake; E off Izu Pen., the 1983 Izu Toho-oki swarm earthquakes; Near Abuyama, the earthquakes near Abuyama; West Nagano, the aftershocks of the 1984 Western Nagano Prefecture earthquake; Nakatatsu (earthquake), the earthquakes near the Nakatatsu mine; Nakatatsu (microfracture), the microfractures induced by an explosion in the Nakatatsu mine. * Microfracture induced by an explosion. 1) SATO (1984) , 2) J.M.A., 3) routine processing of the telemetered array system for microearthquake observation at Abuyama Seismological Observatory. Frequency range indicates the range of flat response (-3 dB) to ground velocity. * Accelerometer (V/g) , ** microfracture induced by an explosion.
systems have the nearly same construction. The seismometers are of the velocity type. Microearthquakes were observed mainly with a seismometer (L-22D) in which the characteristic frequency is 2.2 Hz. This seismometer has a wide frequency range of flat response to ground velocity ranging from about 2 to 1 ,000 Hz. Only the mine were recorded continuously on an analog data recorder, because the frequencies of their signals were too high to delay with memory devices. Since the sensitivities to ground velocity had some different values for an individual system as listed in Table 2 , earthquakes over the wide range of magnitude were recorded with a large signal-noise ratio without clipping. The frequency ranges of flat responses of the systems are also listed in Table 2 . The frequency range of each system is much wider than that of seismic ground motions from each earthquake sequence. Furthermore, 50 or 60 Hz contamination was scarcely detected. Examples of velocity seismograms in the vertical component are shown in Fig.  1 . These P waveforms are remarkable in their simplicity and relative lack of coda, except for Fig. 1 a, the largest aftershock of the 1983 Nihonkai-chubu earthquake M=7.1 (from now on, we will abbreviate this to "the Nihonkai-chubu largest aftershock"). Almost all the seismograms analyzed in this paper have such a simple waveform as shown in Fig. 1 and their first or second half cycle gives the maximum amplitude of P waves, while the velocity seismograms of large earthquakes in which M0> 1025 dyne• cm have a complex waveform. The simplicity of the P waveforms proves that the seismograms analyzed have not been seriously contaminated by near-site scattering and are suitable for waveform analysis..
The seismograms analyzed represent seismic ground motions exactly, because the frequency ranges of flat responses from the observation systems are sufficiently wider than those of seismic ground motions. Except for the 1983 East off Izu Peninsula swarm earthquakes, the characteristic frequency of the seismometer (1 Hz) is not sufficiently lower than the predominant frequencies of seismic ground motions (about 5 Hz). For this reason, the ground motions were calculated from the original seismogram by the deconvolution of the instrument response and com-pared with the original seismogram as shown in Fig. 2 . The double amplitude of the first cycle of the original seismogram is only about 15% smaller than that of the calculated ground motion. We disregarded the difference between the original seismogram and the ground motion. In Fig. 1 , the time scale drawn under each trace varies widely from 4 s to 2 ms by a factor of 2,000. This clearly shows that the scaling relation investigated in this paper covers a surprisingly wide range.
3. Relation between Radiated Energy or Seismic Moment and Duration of Faulting 3.1 Relation between radiated energy and predominant period 3.1.1 Relation between radiated energy and the predominant period of the P wave We will now investigate the relation between radiated energy and the predominant period of the P wave. Radiated energy of the P waves was obtained by the following method. The double amplitude Ap and the period tp of the first cycle of a velocity seismogram of P waves in the vertical component were measured as shown in Fig. 3a . Ap was corrected for the effect of anelastic attenuation. The corrected double amplitude Ap* was calculated by using the equation (1) where R is the focal distance, Vp is the average P wave velocity between source and receiver and Qp is the Q for the P wave. Vp was set to be 6 km/s, except for the Vp in the Nakatatsu mine, which at 6.3 km/s was measured in the observation of an explosion in the mine . Qp was taken to be 500. However, with the microfractures induced by an explosion, the effect of anelastic attenuation was disregarded because their focal distances were very short, about four times as long as their wave lengths. Finally, the radiated energy of P wave (Ep) was estimated by using the equation (2) where p is the density (2.7 g/cm3), vp is the near-site P wave velocity (4 km/s) and F is the free-surface correction (a factor of 2). The vp in the Nakatatsu mine was determined to be 6.3 km/s. The correction for radiation pattern Rog, was assumed to be 0.4 following MALIGN and LONG (1980) . The microearthquakes observed in the Nakatatsu mine were not corrected for the effect of free surface because the depth of the observation site (700 m) was much larger than the wave lengths of these microearthquakes. The microfracture accompanied with aftershocks was also not corrected because its wave length was longer than the diameter of tunnels where the seismometers were settled, while the microfractures induced by an explosion were corrected because their wave lengths were shorter than the diameters of the tunnels.
We deduced from Fig. 3 that tp is equal to the duration of faulting which is calculated by L/2Vr for the circular fault. Figure 3 shows the initial part of the displacement seismogram is a pulse with a simple shape and that the tp is nearly equal to this pulse width. SATO and HIRASAWA (1973) pointed out that the width of the displacement P pulse is nearly equal to the duration of faulting calculated by L/2Vr for the circular fault. Following BOATWRIGHT (1980) , although the duration of faulting is calculated by L/Vr because of the consideration of the healing stage, the relation between tp and the duration of faulting is the same. Since the duration of faulting is equal to tp, radiated energy of the P wave should be calculated by using part of a seismogram only for the period tp after the onset of P waves. The seismic energy E0 for the period t after the onset of the P wave is calculated by using the equation (3) where v is the ground velocity. Therefore, when t = tp, the seismic energy E0 is equal to the radiated energy of the P wave if the effect of anelastic attenuation can be disregarded. Figure 3 c shows the change in E0 against t for the seismogram of Fig.  3 a. The arrow indicates the time which is the P-arrival time plus the period tr. The E0 at this time is 4.6 x 1018 erg. On the other hand, the radiated energy (Er) estimated by using Eq. (2) is the seismic energy calculated for the approximate sine wave with the same Ar and tp as the first cycle of the P wave velocity seismogram. That for the seismogram in Fig. 3 a is 6.7 x 1018 erg. We find that this almost agrees with the Eo at the time which is the P-arrival time plus the period tr (4.6 x 1018 erg), taking into account the correction for anelastic attenuation (a factor of (1.3)2). Therefore, we estimated the radiated energy of the P wave by using Eq. (2). As mentioned in section 2, the velocity seismogram of which MD > 1025 dyne¥cm has a complex waveform. As an example, the seismograms of the aftershock of the 1983 Nihonkai-chubu earthquake on June 9 M= 6.1 (from now on, we will call this "the second largest Nihonkai-chubu aftershock") are shown in Fig. 4 . This velocity waveform is too complex to measure 4 and tr directly on the seismogram. However, the displacement P pulse has a simple shape. As shown in Fig. 4 , the pulse width of the integrated displacement seismogram was regarded as tr and the radiated energy was calculated by Eq. (3) setting t to be tp. For the largest Nihonkai-chubu aftershock, Ep and tp were also obtained in the same manner.
In the case of the microfracture accompanied by aftershocks, since its 136 Y. IIO Table 3 . Earthquake source data. The results are listed in Table 3 . The EP-tp relation is shown in Fig. 5 . Earthquake sequences are distinguished by symbols. The largest earthquake plotted is the largest Nihonkai-chubu aftershock and the second largest one is the second largest Nihonkai-chubu aftershock. Ep and tp of the earthquakes plotted in this figure approximately range over twenty orders and five orders, respectively.
The straight line which represents the relation Ep_??_tp5 fits almost all the data. If the cube law holds true, we will see that the relationship of Ep is proportional to tp3 (see Appendix 2). The straight line which represents the relation Ep_??_tp3 is drawn to fit the data of the largest and second largest Nihonkai-chubu aftershock because the cube law holds for large earthquakes (M0>1025 dyne¥cm). However, the data of smaller earthquakes do not fitted to this line at all and deviate widely downward from it. We have concluded that the cube law does not hold for these data but that the relation Ep_??_tp5 holds. Whereas, the datum of the largest Nihonkai-chubu aftershock deviates from the line which represents the relation Ep_??_tp5. The relation Ep_??_tp5 does not likely hold true for large earthquakes (M0>1025 dyne• cm).
3.1.2 Relation between radiated energy and predominant period of S wave The relationship between radiated energy and the predominant period of the S wave was also investigated. The radiated energy of the S wave was calculated in nearly the same way as with the P wave. We measured the double amplitude As and the period is of the cycle which gave the maximum seismic energy of S waves in one cycle in the three components of the velocity seismogram. For the earthquake sequence near Abuyama, the Nagano aftershocks and the microfractures in the Nakatatsu mine, As and is were measured in the vertical component, because only seismograms of the vertical component were obtained. As was corrected for the effect of anelastic attenuation. The corrected double amplitude As* was calculated by using the equation (4) where Vs is the average S wave velocity between source and receiver and Qs is the Q for the S wave. Vs was set to be 3.5 km/s. For the microfractures in the Nakatatsu mine, Vs was set to be 3.64 km/s. This value was obtained by dividing the Vp in the Nakatatsu mine 6.3 km/s by _??_3¥Qs was taken to be 250, or the half of the value of Qp as mentioned by SAVAGE (1966) and WALSH (1966) . The radiated energy of S wave Es was calculated by the equation (5) where vs is the near-site S wave velocity (2.3 km/s). The vs in the Nakatatsu mine is 3.64 km/s. The correction for the radiation pattern Roo, was assumed to be 0.6 following MALION and LONG (1980) . The Es and is of the microfracture accompanied with aftershocks were estimated by analyzing the coda wave (see Appendix 1).
The Es-ts relation is shown in Fig. 6 . The largest earthquakes plotted is the second largest Nihonkai-chubu aftershock because the seismogram of the largest Nihonkai-chubu aftershock was clipped. The two straight lines were drawn in Fig.  6 . We find that the data are accurately represented by the line showing the relations Es cc ts5, although the data vary widely. We have concluded that for both the P and S wave, radiated energy is proportional to the fifth power of the predominant period.
By the way, larger earthquakes of the East off Izu Peninsula swarm earthquakes group (V) have a fixed value of is (about 0.4 s): This value seems to indicate the resonance frequency of the local foundation beneath the observation site. Since the is of smaller earthquakes was shorter than the value of 0.4 s and varied, this fixed value of is is not due to anelastic attenuation. is is not the period of the first cycle of S waves but the cycle which gives the maximum seismic energy of each S wave in one cycle. We possibly measured the period of the cycle amplified by the local foundation. The resonance of the local foundation seems to occur if the frequency of an incident wave is nearly equal to the resonance frequency of the local foundation.
In this way, we should take a lot of care in analyzing S waves. In this paper, however, since radiated energies from the earthquakes used have a wide range, we are sure that the results were not seriously affected by the resonance of the local foundation.
3.1.3 Effect of anelastic attenuation In the above investigation of the relationship between radiated energy and the predominant period, Qp and Qs were taken to be 500 and 250, respectively, for the Fig. 7 . Change of the deconvolved P waveform against the different values of Qp, which are 500, 400, and 300. The seismogram was observed in the Nakatatsu mine. Only initial parts of P waves are shown. tp is almost constant and independent of Qp.
correction of anelastic attenuation. These values of Qp and Qs are equal to those used in the studies mentioned above which investigated the relationship between Mo and the source radius (r) by using body wave spectra (e.g., THATCHER and HANKS, 1973; MALION and LONG, 1980) . In this section, we will show that even if Qp is set to 300, it is not necessary to change the results in the previous sections. We are sure that the most appropriate procedure of the correction for the effect of anelastic attenuation is the deconvolution of its effect. Here, by using Azimi's attenuation law (AZIMI et al., 1968) ,. we will investigate the change of the P waveform against the different values of Qp, which are 500, 400, and 300. Figure 7 demonstrates the change in the initial part of the velocity waveform with an earthquake observed at the Nakatatsu mine. The tp of this earthquake is 0.012 s. This earthquake needs the largest correction for the effect of anelastic attenuation by using Eq. (1) (a factor of about 2.5) of all earthquakes analyzed in this paper. We find that the period of the first cycle corrected by Qp = 300 is about 30% shorter than that corrected by Qp = 500 and that the double amplitude of the first cycle corrected by Qp = 300 is only about five times as large as that corrected by Qp = 500. These results are illustrated in Fig. 8 by Ep-tp representation. The two straight lines in this figure represents the same relation as in Fig. 5 . We find that even if Qp is assumed to be 300, the corrected datum deviates widely downward from the straight line which represents the relation Ep_??_tp3 but it is fitted well by the straight line which represents the relation Ep_??_tp5. The changes in P waveforms of other earthquakes are much smaller than that shown in Fig. 8 because the correction using Eq. (1) for other earthquakes is much smaller than that for the earthquake shown in Fig. 8 . Therefore, we conclude that the relation Ep_??_tp5 need not be changed even if Qp is set to 300. This clearly shows that the earthquakes observed at relatively short focal distances are scarcely affected by the effect of anelastic attenuation.
In the above sections, tp and t5 were not corrected for the effect of anelastic attenuation, while Ap and As were corrected by using Eqs. (1) and (4), respectively. Since the period of the first cycle scarcely changes in the deconvolution of the effect of anelastic attenuation as shown in Figs. 7 and 8, tp has no need for correcting it. The same thing is mentioned for ts.
3.2 Relation between seismic moment and corner frequency 3.2.1 Relation between seismic moment and corner frequency of P wave We will investigate the relation between seismic moment and corner frequency to verify the results in the previous sections. The method of the data analysis is almost the same as other studies that have investigated body wave spectra (e.g., HANKS and WYss, 1972; THATCHER and HANKS, 1973) . P wave velocity seismograms in the vertical component were used in this analysis. The Fourier transform of the waveform of the first five cycles was computed by using a Fast Fourier transform 145 algorithm. The reason the waveform of the first five cycles was analyzed is that the analysis of only the first cycle cannot give a good resolution of corner frequency. However, since the P wave velocity seismograms used in this analysis are dominated in amplitude by the first cycle, the error in spectral amplitude resulting from the sample length of the first five cycles is negligible. The waveforms between the onsets of P and S waves were analyzed for the largest and second largest Nihonkai-chubu aftershocks and the microfractures induced by an explosion because their S-P times are not five times as long as their periods.
The spectrum was corrected for the effects of instrumental response and anelastic attenuation. The effect of anelastic attenuation was removed by using the usual exponential attenuation law with a Qp of 500. For the microfractures induced by an explosion, this effect was disregarded as mentioned in the above section. Examples of the resulting displacement spectra of P waves normalized to the focal distance of 1 km are shown in Figs. 9 (a)-9 (d).
The spectrum was approximated with a constant long-period level _??_0, corner frequency f0 and a high frequency asymptote f-x. However, the f0 of the largest Nihonkai-chubu aftershock was not determined because its S-P time is as long as its tp. The determined corner frequency f0 is in strong agreement with the 1/tp obtained in section 3.1.1. In the case of the microfracture accompanied with aftershocks, _??_0 was determined from the analytical Fourier transform of the estimated waveform (see Appendix 1) and f0 was calculated by 1/tp.
Finally, the seismic moment M0 was calculated by the formula (KEILZS-BOROK, 1960),
The relationship between M0 and f0 is shown in Fig. 10 . The largest earthquake plotted is the second largest Nihonkai-chubu aftershock. We find the straight line that represents the relation M0_??_f0-2 fits almost all the data. The straight line which represents the relation M0_??_f0-3 is also drawn to fit the datum of the second largest Nihonkai-chubu aftershock. However, the data of smaller earthquakes are not adequately measured by this line at all. We have concluded that the cube law does not hold true for earthquakes of which 1010 <M0 <1025 dyne• cm.
Effect of depth
We will investigate the effect of depth on a waveform and estimate the correction for this effect. In the investigation of the scaling relations, it is desirable that every earthquake analyzed occur at an almost equal depth. However, as shown in Table 1 , the depths of the earthquakes analyzed in this paper distribute from about 0.7 to 20 km.
The effects of depth have been studied in several papers. WYSS and BRUNE (1971) found an increase in apparent stress (_??_A) with depth for small earthquakes in the Borrego Mountain region. MIKUMO (1971) indicated an increase in stress drop with depth for deep and intermediate earthquakes. HARTZELL and BRUNE (1977) showed an increase in stress drop with depth for crustal earthquakes. In this way, depth seems to affect stress drop. Here, following MIKUMO (1971), we represent stress drop by the equation (7) where an is normal stress, _??__??_0 is the difference between the initial and final frictional stresses of zero normal stress, _??__??_ is the difference between the initial and final coefficient of friction across the fault plane and 2 is the pore pressure divided by _??_n. the stress drop was determined without assuming the rupture velocity, because its aftershock distribution was determined by IIO (1984b) . The stress drop was calculated to be between 250 to 2,000 bars, as shown in Appendix 1. This value of stress drop is larger than that of large earthquakes (M0 > 1025 dyne • cm) or about 10 to 100 bars (KANAMORI and ANDERSON, 1975) . The microfracture accompanied with aftershocks was induced by the stress concentration resulting from the excavation of tunnels (IIO, 1984 b) . Consequently, this large value of the stress drop is likely because the normal stress across the fault plane was almost as large as that at a depth of 10 km because of the stress concentration. The microfractures induced by an explosion were also caused by the stress concentration on a small region (IIO, 1984 a). Therefore, we have concluded that the correction for the effect of depth is not necessary for the microfractures in the Nakatatsu mine. For other earthquake sequences, since almost all the depth of hypocenters are concentrated from 5 to 15 km, we have concluded that the correction for the effect of depth is small enough so as to be negligible. For example, Fig. 12 shows the M0-f0 plots for the earthquakes near Abuyama which are divided into three depth ranges. The hypocentral data were obtained by the routine processing of the telemetered array system for microearthquake observation at Abuyama Seismological Observatory (KuRoiso and WATANABE, 1977) . The difference in the M0-f0 plots between these three data sets cannot be detected from Fig. 12 . The correction for the effect of depth is not given for the earthquakes near Abuyama, the aftershocks of the 1984 Nihonkai-chubu earthquake and the East off Izu Peninsula swarm earthquakes. From the above investigation, we have concluded that the correction for the effect of depth is small enough to disregard for all the earthquakes analyzed in this paper.
Scaling of pulse shape
Analyzing the waveforms of earthquakes of which 1010 < M° < 1025 dyne• cm, we found the following: 1) radiated energy is proportional to the fifth power of the predominant period; 2) the seismic moment is inversely proportional to the fourth power of corner frequency. In this section, we will show that these two results are consistent with each other and that the scaling law of far field P pulse shape is derived from these results.
The schematic velocity and displacement pulse shapes of a far field P wave are shown in Fig. 13 . We find from Fig. 1 that the first cycle of P wave velocity seismograms used in this study is modeled as Fig. 13 . The displacement pulse was obtained by the integral calculus of the velocity pulse. Now, at one and the same focal distance, the relation Ep_??_A,2 holds true from Eq. (2). Combining this with the relation Ep_??_tp5, we obtain (12) Here, we find from the scaling law of the velocity pulse of the far field P wave that the amplitude of velocity pulse is proportional to the square of its period. Since the displacement pulse is obtained by the integral calculus of the velocity pulse, the amplitude of the displacement pulse (A) is represented as A=(1/ 4)Avtp. From (12), the relation (13) is obtained. We find from the scaling law of the displacement pulse of far field P wave that the amplitude of displacement P pulse is proportional to the cube of its pulse width.
From Eq. (6), the seismic moment is proportional to the area under the displacement pulse (SD) and SD, and is represented as SID= (1/2)Atp. Using Eq. (13), we obtain (14) With f0 replacing tp by using the equation f0=
Eq. (14) becomes M0 _??_f0-4. In this way, the relation M0_??_f0-4 is derived from the relation Ep_??_tp5. This indicates that the two relations are consistent with each other.
Fault Parameters

Relation between seismic moment and fault length
We concluded in the previous sections that the cube law (M0_??_f0 -3) which is generally accepted for large earthquakes (M0> 1025 dyne• cm) does not hold true for earthquakes of which 1010 <M0 <1025 dyne.cm. We found that the corner frequencies of microearthquakes are lower than those derived from the cube law. This result agrees with the studies that achieved a waveform analysis for microearthquakes (e.g., CHOUET et al., 1978; MALI0N and LONG, 1980) . However, these studies have assumed that the constant rupture velocity was almost equal to that of large earthquakes and have attributed lower corner frequencies to smaller stress drops.
We will investigate the relation between M0 and fault length L and settle whether stress drops of microearthquakes and small earthquakes are smaller than those of large earthquakes or not. Here, we assume the relation W_??_L. If rupture velocity is assumed to be constant independent of earthquake size, the relation f0_??_1/L remains true (see Appendix 3) . By combining this with the relation M0_??_f0-4, we obtain the relation M0_??_L4. In this case, stress drop is proportional to L and decreases with the decreasing seismic moment. On the other hand, if the similarity law remains true between the static fault parameters of the fault length L, the fault width W and the average dislocation D, the relation Mo_??_L3 must remain true and the stress drop must have a constant value independent of earthquake size.
We are sure that the most suitable method to determine L is to use aftershock distributions. In recent years, the telemetered array systems for microearthquake observation has begun to be used and hypocentral determination has come to be extremely precise. Since the error in relative hypocentral determination is about 100 m at most, the precise hypocentral distribution of aftershocks of small earthquakes with a magnitude of about 4 was able to be determined (IIO and KUROISO, 1979) .
First, we will investigate the relationship between the magnitude determined by J.M.A. (M) and L by using the aftershock distributions of small to moderate earthquakes. The earthquakes used here are listed in Table 4 . These earthquakes occurred within the networks of microearthquake observation and their aftershock distributions were published. Their magnitudes are limited to about 6 because the relation M0_??_f0-4 holds for earthquakes with a magnitude smaller than about 6.
The epicentral distributions of these earthquakes was surrounded by an ellipse. The major axis of this ellipse was regarded as the fault length. For example, the aftershock distribution of the earthquake occurring at Oyamazaki-cho in Kyoto Fig. 14. Example of aftershock distribution: the earthquake at Oyamazaki-cho in Kyoto Prefecture. M=4.6 (after KUROSSO et al., 1984) . The major axis of the ellipse is regarded as the fault length of the main shock. Table 4. Prefecture on May 5, 1984 is shown in Fig. 14 . The relation between M and L is shown in Fig. 15 . The relation (15) was computed using a least square program, where L is the fault length (km) and M is the magnitude by J.M.A.
Furthermore, as mentioned in Appendix 1, the fault length of the microfracture accompanied with aftershocks was estimated to be 1 to 2 m. For the microfractures induced by an explosion, the upper limit of the fault length is given by their hypocentral distribution. The relation between Mo and L is shown in Fig. 16 . Since the seismic moments of almost all the earthquakes listed in Table 4 had not been determined, Mo was calculated from M by using the equation (16) which is described in Appendix 4. The datum with error bars is the microfracture accompanied with aftershocks. The arrow shows the upper limit of the fault length (2.5 m) for the microfracture induced by an explosion of the maximum seismic moment calculated above. The straight line which represents the equation (17) is drawn in Fig. 16 . This equation was derived from Eqs. (15) and (16). The datum of the microfracture accompanied with aftershocks deviates slightly from this line. The other straight line is drawn visually to fit the data of both the microfractures and the small to moderate earthquakes. This line represents the relation M0_??_L2-5.
As shown in Fig. 16 , the scaling relation between Ma and L is not complete because of the lack of data for earthquakes of which M<3. However, we have concluded that at least the value of the coefficient k in the relation Mo_??_Lk is approximately between 2.5 to 3.2. Even if k takes the maximum value, it is much smaller than the value of 4 which is derived from the assumption of a constant rupture velocity. Consequently, the relation Mo_??_fo-4 cannot be explained by the assumption that rupture velocity is constant, independent of earthquake size. This shows rupture velocity changes with earthquake size. On the contrary, the value of k indicates _??__??_ is almost constant and is independent of earthquake size. we have concluded that corner frequencies of small earthquakes are lower than those derived from the cube law and that the deviations from the cube law increase with decreasing earthquake size. Furthermore, it was shown that this result cannot be explained by the difference in stress drop between large and small earthquakes but by the difference in rupture velocity.
In this section, we will discuss why average rupture velocity decreases with decreasing earthquake size. The conclusion is mentioned in advance, in that small rupture velocity prevents an earthquake from growing to be larger.
The discussion was begun by the investigation of the difference in stress condition between larger and smaller earthquakes used in this paper. As mentioned above, the stress drop of earthquakes analyzed in this paper is almost constant and is independent of earthquake size. We will investigate the apparent stress of earthquakes analyzed in this paper. Apparent stress is defined as (25) (AKI, 1966) , where E is the total radiated energy and it is the shear modulus. As shown in Appendix 2, we assume that Et = E+ Ef, where Et is the total released strain energy and Ef is the work dissipated in friction. Then, apparent stress is given by (26) where _??_0, _??_l, and _??_f is the initial, final and frictional stress, respectively. Moreover, if we assume that _??_l=_??_f following OROWAN (1960), Eq. (26) becomes (27) This equation implies that apparent stress is constant and independent of earthquake size when stress drop is also constant and independent of earthquake size and that both apparent stress and stress drop have the same order of magnitude.
However, we find that the apparent stresses of earthquakes analyzed in this paper decrease with decreasing earthquake size. The total radiated energy E is defined as E= EP + Es, where Ep_??_tp5 and Es_??_ts5 as shown in the above sections. Since the relation tP_??_ts is is generally accepted, Es is written by E5_??_tp5 Consequently, we obtain the relation (28) By using Eqs. (14), (25), and (28), _??_A is related to tp as (29) This relation indicates that apparent stress decreases with decreasing earthquake size.
The apparent stresses of earthquakes analyzed in this paper calculated by Eq.
(25) are listed in Table 3 . The apparent stresses of the aftershocks of the Nihonkaichubu earthquake range mainly from about 5 to 50 bars, while those of the microfractures induced by an explosion range mainly from 0.01 to 0.1 bar. For the small aftershocks of the Nihonkai-chubu earthquake, IWATA (1984) showed that the apparent stresses have a tendency to decrease with decreasing earthquake size. Furthermore, the apparent stresses of the aftershocks of the Nihonkai-chubu earthquake are half of the stress drops of large earthquakes of 10 to 100 bars (KANAMORI and ANDERSON, 1975) , while the apparent stresses of the microfractures induced by an explosion are smaller than their stress drops by a few orders.
Frictional stress
If frictional stress holds constant during almost all the time of faulting and apparent stress is much smaller than stress drop and is almost zero, frictional stress is given by However, it cannot be accepted that final stress is much smaller than frictional stress. We infer from the above that for smaller earthquakes, frictional stress does not remain constant during almost all of the time of faulting but its value changes with the progress of faulting.
Figure 17 a demonstrates the probable change of frictional stress against dislocation. That can explain small apparent stress. _??_f decreases almost linearly from a0 to of with advancing dislocation. In this dependence of _??_f on D, the frictional energy is calculated as Ef_??_(1/2)(_??_0 + _??_1)DS by using the equation that relates stress to work Ef = _??_D _??_f(D)S dD, where S is the fault area. Since Ef is nearly as large as Et, the radiated energy is very small. Consequently, the apparent stress is much smaller than the stress drop in the dependence of _??_f on D shown in Fig. 17 a. On the other hand, for larger earthquakes, _??_A is nearly as large as _??__??_. This is explained by constant frictional stress during almost all the time of faulting as mentioned above. Figure 17 b demonstrates the dependence of _??_f on D for larger earthquakes. _??_f decreases rapidly right after the beginning of faulting and becomes constant.
By the way, _??_f is defined as _??_f = _??_k_??_n where _??_k is the coefficient of kinetic friction. Since _??_n is constant during the faulting, the dependence of _??_f on D is attributed to _??_k. Therefore, we find that for smaller earthquakes, _??_k decreases gradually during the faulting, while, for larger ones, _??_k decreases rapidly right after the beginning of faulting and becomes constant. On the other hand, in the frictional experiment on silicate rocks, SCHOLZ and ENGELDER (1976) and DIETRICH (1978) showed that _??_k decreases with increasing slip velocity. We infer from the results of these frictional experiments that the changes of _??_f as described above are due to the dependence of _??_k on slip velocity. Furthermore, we consider that the difference in the changes of _??_f between larger and smaller earthquakes results from the difference of the slip velocities between larger and smaller ones. By the way, we believe that the rupture initiates at the weakest point on the fault. Consequently , at the starting 
Faulting mechanism
As a result of the above discussion, the two extreme cases of faulting mechanisms are described as follows.
First, we discuss the faulting mechanism in which the rupture velocity right after the beginning of the dislocation is small. From the approximate representation of the average slip velocity by KANAMORI (1972) where _??_e is the effective stress defined as _??_e = _??_o -_??_f, we infer that the small rupture velocity causes the small slip velocity. Since the slip velocity right after the beginning of the dislocation is small, _??_k scarcely decreases from the value of _??_o/_??_n-_??_e remains small right after the beginning of dislocation. Consequently, the dislocation cannot be accelerated rapidly and the slip velocity only gradually increases. _??_k decreases gradually during the faulting. The rupture velocity also cannot be accelerated. In this case, since the dislocation progresses slowly near the rupture front, the stress concentration on the rupture front is very likely small. Consequently, when the rupture front reaches the region of high strength, the probability that the rupture propagation will be stopped is very high. It is difficult that the fracture grows to be larger. When the rupture velocity right after the beginning of the dislocation is small, the fracture results in a small earthquake.
Second, we discussed the other faulting mechanism in which the rupture velocity right after the beginning of dislocation is large. The slip velocity is large and _??_ k decreases rapidly, right after the beginning of dislocation. The effective stress is also large and the dislocation accelerates smoothly. 
Conclusion
By analyzing the seismograms of earthquakes of which 1010 <M0 <1025 dyne• cm, the following conclusions are reached.
1) Radiated energy of the P and S wave are proportional to the fifth power of the period of P and S wave velocity seismograms.
2) Seismic moment is inversely proportional to the fourth power of the corner frequency of the P wave.
3) Seismic moment is proportional to the 2.5th to 3.2th power of fault length. 4) Average rupture velocity and slip velocity decrease with decreasing earthquake size.
By unifying these result, the scaling model of the earthquakes of which 1010 <M0 < 1025 dyne • cm is constructed is as follows. The similarity law holds true between static fault parameters. Dynamic fault parameters decrease with decreasing earthquake size. Therefore, the waveform of small earthquakes is characterized by lower frequency than that derived from the cube law Mo_??_fo-3. We will calculate the Ep, Es, and Mc, of the microfracture accompanied by aftershocks. The seismograms of all the observation points were clipped (no, 1984 b) . However, the pulse widths of the first half cycle of P wave seismograms of all the observation points are nearly equal. Furthermore, they are almost half of the period of the coda wave. Thus, the pulse width of the first half cycle of P waves is shown to be identical to that of ground motion. Moreover, the recorded waveforms exactly show part of the ground motion. Therefore, the ground motion of the first half cycle of P wave was inferred from extrapolating the recorded waveform as shown in Fig. Al. By measuring Ap and tp on this waveform, EP was calculated by Eq. (2). This estimate of Ap is accurate to a factor of 2. When the same method was applied to the Nagano aftershocks which were almost as large as the microfracture accompanied with aftershocks, errors in the estimate of Ap were less than plus or minus 50%. Moreover, as shown in Fig. 13 , the first cycle of P wave velocity seismograms used in this study is well modeled as the extrapolating waveform in Fig. Al . Mo was calculated by Eq. (6) using the long period flat level of the analytical Fourier transform of this waveform. The results for all the observation points are listed in Table 5 .
Es was obtained by analyzing the coda wave. Figure A2 shows the attenuation of the coda wave with the microfracture accompanied with aftershocks. The attenuation curve was computed using a least square program. The double amplitude at the lapse time of S-arrival indicated by an arrow was regarded as As. In comparison, the attenuation of the coda wave of the largest aftershock is also drawn in Fig. A2 ; We find the double amplitude at the S arrival for the largest aftershock is smaller than the maximum one by about 30%. The estimate of As of the main shock is likely accurate to plus or minus 30% also. is was also estimated from the coda wave. Figure A3 shows the relationship between the period of coda wave and lapse time. We find that the period of coda wave has a constant value independent of lapse time. is was set to this value. Es was calculated by Eq. (5) using these value. Next, we will investigate the fault length and stress drop of the microfracture accompanied with aftershocks. The aftershock distribution of this microfracture determined by ho (1984 b) is shown in Fig. A4 . IIO (1984b) considered the error in hypocentral determination by the use of error bars illustrated in this figure. ho (1984 b) mentioned that only the distribution along the NE-SW direction in the plane view indicates the exact distribution and that the linear dimension of the aftershock area is about 1 m. By the way, it is inferred from the generating mechanism of the microfractures in the Nakatatsu mine (Ito, 1984 a, b) that the dip angle of the fault of microfractures is near 90_??_. Furthermore, in the vertical section of the aftershock distribution, the hypocenters, except for the main shock, are concentrated in the small region. The error in hypocentral determination is possibly smaller than what the error bars show in Fig. A4 . The region surrounded by an ellipse in the vertical section possibly indicates the fault plane of the microfracture accompanied with aftershocks. In this case, the rupture seems to begin at the hypocenter of the main shock and to propagate upward. Thus, the fault length is regarded as about 1 to 2 m. The stress drop calculated by Eq. (10) is 250 to 2,000 bars for the fault length of 1 to 2 m, respectively. These values of the stress drop are larger than that known for large earthquakes.
2. Relation between E, Mo, _??__??_, and _??_A During earthquake faulting, the total released strain energy Et is partitioned in the manner (SIBSON, 1977) , (A.1) where E is the total radiated energy, Ec is the fracture energy and Eg is the work done against gravity. First, we disregard Ec and Eg following SIBSON (1977) Ec is disregarded in the above. Here, we will investigate the effect of Ec on earthquake faulting. However, estimates of Ec are uncertain. HUSSEINI et al. (1975) evaluated the fracture energy as (A.2) where _??_0 is the fracture energy per unit length along the fault edge per unit extension of rupture and r is the fault radius. Ec is calculated by the integral calculus of Eq. (A.2) over the fault surface as follows (A.3) Dividing by Ma/ using Eqs. (10) From this equation, we find that 6A is slightly lowered by the effect of Ec. When (TA is nearly equal to _??__??_, the effect of Ec can be disregarded. Even if _??_A is nearly zero, we have disregarded this effect in the discussion of this paper. The reason is as follows. We discuss the dependence of _??_A on earthquake size in this paper. Whereas, the effect of Ec is the same independent of earthquake size because _??__??_ is constant independent of earthquake size for the earthquakes analyzed in this paper. Consequently, Ec has no effect with the dependence of _??_A on earthquake size. Therefore, in this paper, we disregard Ec and regard Eq. (26) as the estimate of _??_A.
Relation between Corner Frequency and Fault Radius
Almost all the studies that investigated the relation Mo and fo from spectral analyses of seismograms are based on BRUNE (1970 BRUNE ( , 1971 . BRUNE (1970 BRUNE ( , 1971 related corner frequency to fault radius as follows (A.6) On the other hand, SATO and HIRASAWA (1973) showed the relation (A.7)
Here, C(Vr) depends on rupture velocity and increases with increasing rupture velocity. Equation (A.6) is the same as Eq. (A.7) when C(Vr) is set to 2.34. Equation (A.6) by BRUNE (1970 BRUNE ( , 1971 remains true only when Vr takes the fixed value for which C(Vr) = 2.34. Therefore, we cannot use Eq. (A.6) when Vr takes another value and Vr changes with earthquake size.
Relation between Seismic Moment and Magnitude
We will investigate the relation between Mo and the magnitude M. The magnitude determined by J.M.A. is used in this paper. For earthquakes of which M weren't determined by J.M.A., M was calculated from Watanabe's formula (WATANABE, 1971) . M° was determined in section 3.2.1. The relation between Mo and M is shown in Fig. A5 . The data plotted range very widely in M from -3 to 6 and in M° from 1010 to 1025 dyne • cm. The data of the Nagano aftershocks are indicated by open triangles. These data slightly deviate from the trend of the other data. This may be because of the error in the determination of M. The straight line which represents the relation log M0 =1.37M+ 16.2 is computed using the least square program from the data except for the Nagano aftershocks. Several equations had been reported for the Ma-M relation (e.g., WYSS and BRUNE, 1968; THATCHER and HANKS, 1973) . The coefficients of M in these equations range from 1.4 to 1.5 and are slightly larger than that obtained here. By the way, since magnitude is defined as the logarithm of the maximum amplitude of displacement seismogram at a certain focal distance, M is proportional to log A. From Eq. (13) 
