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Temas selectos en f́ısica cuántica de muchos cuerpos:
sistemas cuánticos integrables y abiertos, el método variacional de
la matriz densidad reducida y aislantes topológicos
Resumen
El problema de muchos cuerpos es un tema central y omnipresente en
la f́ısica cuántica con aplicaciones muy variadas, desde el diseño de nuevos
fármacos hasta la investigación en nanotecnoloǵıas o la construcción de los
ordenadores cuánticos. En esta tesis hemos estudiado tres temas relevantes
en f́ısica cuántica de muchos cuerpos: la descripción de nuevos modelos exac-
tamente solubles que describen la interacción de un sistema con su entorno, el
avance en el método variacional de la matriz densidad reducida para calcular
estados fundamentales de sistemas cuánticos cerrados y la caracterización de
las fases y corrientes topológicas en aislantes topológicos.
Nuestra primera ĺınea de trabajo ha consistido en encontrar soluciones
exactas a sistemas cuánticos abiertos de muchos cuerpos. Cualquier sistema
cuántico está conectado con su entorno y, aunque la interacción entre ambos
frecuentemente es indeseada, muchas veces otorga al sistema un conjunto
de propiedades que son fundamentales para el desarrollo de campos como la
óptica cuántica, la información cuántica, la resonancia magnética nuclear, la
nanotecnoloǵıa u otras aplicaciones generales de la mecánica cuántica. Es
por ello que el progreso en el estudio de las propiedades dinámicas de los
sistemas cuánticos abiertos tiene gran importancia. Esta ĺınea de trabajo se
ha centrado, por una parte, en encontrar soluciones exactas a la evolución
temporal de sistemas cuánticos de muchos cuerpos abiertos en el régimen de
Lindblad-Gorini-Kossakowski-Sudarshan y, por otra, en la caracterización de
las propiedades dinámicas de dichos sistemas.
La evolución temporal de un sistema cuántico abierto es descrita por
el operador Liouvilliano, cuyos autovalores definen los posibles tiempos de
decaimiento del sistema. En nuestro primer trabajo hemos propuesto un
nuevo Liouvilliano basado en los sistemas de Richardson-Gaudin en el álgebra
SU(N), cuyos autoestados y autovalores se pueden resolver exactamente a
través de un sistema de ecuaciones no lineales. Hemos conseguido demostrar
que este Liouvilliano es una generalización de modelos anteriores exactamente
solubles y hemos analizado las propiedades de los autoestados exactos y el
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espectro completo del Liouvilliano. Además, hemos derivado un modelo de
estado cuántico coherente capaz de describir el estado estable y los estados
con el decaimiento más lento del Liouvilliano en el ĺımite termodinámico.
En nuestro segundo estudio hemos propuesto una nueva familia de Liou-
villianos exactamente solubles que interpola entre dos modelos de Richard-
son-Gaudin. Introduciendo a la vez saltos aleatorios entre el sistema y el
entorno, hemos construido por primera vez un Liouvilliano que tiene una
transición continua entre los reǵımenes integrable y caótico en función de
un único parámetro. Hemos caracterizado dicha transición usando tanto la
distribución de las distancias a primeros vecinos de los autovalores del Li-
ouvilliano como los ratios complejos entre las distancias entre autovalores,
encontrando una concordancia excelente entre ambos métodos y destacando
la ventaja de usar los ratios complejos de los autovalores a la hora de carac-
terizar la transición al caos en sistemas cuánticos abiertos dada su sencillez.
Nuestra segunda ĺınea de trabajo se ha centrado en el método variacional
de la matriz densidad reducida (vRDM en inglés). Encontrar la solución de
un problema cuántico de muchos cuerpos cuando no hay solución exacta es
extremadamente complicado dado el crecimiento exponencial del espacio de
Hilbert con el número de grados de libertad del sistema. El método vRDM
propone evitar este problema centrándose en la matriz densidad reducida del
sistema, que solo crece polinomialmente, en lugar de estudiar la función de
onda. El método vRDM consiste en minimizar la enerǵıa del sistema a la
vez que impone condiciones a la matriz densidad reducida para que sea f́ısica
en todo momento. Estas condiciones son las llamadas condiciones de N-
representabilidad y anteriormente a nuestro trabajo solo unas pocas hab́ıan
sido descritas e impuestas en el método vRDM. En esta ĺınea nos hemos
centrado en encontrar más condiciones de N-representabilidad en el espacio
de señoridad cero, o espacio DOCI, en el cual los niveles de enerǵıa están
doblemente degenerados y las part́ıculas se agrupan por pares.
En nuestros tres primeros trabajos hemos presentado nuevas condiciones
de N-representabilidad que usamos para estudiar diversos sistemas de mod-
elos de pares, f́ısica molecular y sistemas de magnetismo cuántico. Nuestros
resultados muestran una gran mejora en la estimación de la enerǵıa del estado
fundamental del sistema y su matriz densidad reducida cuando incrementa-
mos el número de condiciones de N-representabilidad impuestas, con preci-
siones relativas del orden de 10−4−10−7 en la enerǵıa del estado fundamental.
También hemos medido las escalas de tiempo asintóticas necesarias para en-
contrar el estado fundamental y hemos implementado un novedoso diseño de
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las condiciones de N-representabilidad que tiene en cuenta las simetŕıas del
sistema para reducir su coste computacional. Esta implementación nos ha
permitido estudiar el modelo de Heisenberg en 1 y 2 dimensiones alcanzando
256 sitios con una precisión relativa en la enerǵıa del estado fundamental del
orden de 10−4.
Nuestra tercera ĺınea de trabajo se ha centrado en los aislantes topológicos.
La clasificación de fases topológicas de la materia es un tema fascinante en
la f́ısica cuántica de muchos cuerpos con multitud de aplicaciones en sis-
temas de información cuántica y en el diseño de nuevas tecnoloǵıas cuánticas.
Las propiedades topológicas muestran una gran resiliencia ante pequeñas
deformaciones del sistema y subyacen en los efectos Hall cuánticos entero
y fraccional. Una clase particular de fases topológicas son los aislantes
topológicos, sistemas de fermiones libres caracterizados por un invariante
topológico. Este número cuántico relaciona la topoloǵıa del núcleo del sis-
tema, intŕınsecamente aislante y protegido por un gap de enerǵıa, con la
aparición de corrientes en la frontera del material.
En un primer estudio investigamos cómo afecta la presencia de interac-
ciones al diagrama de fases topológico del modelo de Haldane, el primer mod-
elo descubierto de aislantes topológicos. Considerando dos copias del modelo
con esṕın y la acción de interacciones esṕın-esṕın en el sitio, aproximamos el
estado fundamental del sistema combinando nuevas técnicas de campo medio
y estados de producto de matrices, demostrando la supervivencia de las fases
topológicas del modelo de Haldane hasta interacciones relativamente fuertes.
Nuestro siguiente trabajo se centró en el estudio de aislantes topológicos
en presencia de potenciales inhomogéneos. Este trabajo revela la existen-
cia de estados localizados y corrientes localizadas en el núcleo del sistema
inducidos por los gradientes de potencial. Hemos sido capaces de explicar
dichas corrientes usando teoŕıa de perturbaciones sobre los autoestados del
modelo de Haldane en un cilindro y, además, hemos mostrado las corrientes
que aparecen considerando el sistema completo en el cilindro.
Finalmente, hemos realizado dos propuestas experimentales en sistemas
de átomos fŕıos para implementar ambos trabajos, el modelo de Haldane con
interacciones y el modelo de corrientes topológicas en el núcleo del aislante
topológico. Ambos propuestas pueden ser implementadas experimentalmente
con la tecnoloǵıa disponible actual, incluyendo una novedosa técnica para
observar y medir las corrientes de borde y de núcleo en un aislante topológico.
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Selected topics in quantum many-body physics:
integrable and open quantum systems, the variational reduced
density matrix method and topological insulators
Abstract
The many-body problem is central and ubiquitous in quantum physics.
Its applications are far reaching, varying from the design of new drugs to
the research on novel nanotechnologies or building quantum computers. In
this thesis we have studied three relevant topics of quantum many-body
physics: the description of new exactly solvable models that describe the
evolution of quantum systems in contact with the environment, the advance
in the variational reduced density matrix method to compute ground states
of closed quantum systems and the characterization of the topological phases
and currents in topological insulators.
Our first line of work dealt with finding exact solutions of open quantum
many-body systems. Every quantum system is connected to its environment
and, while the interaction between them is often undesired, it also provides
the system with a set of rich properties that are very important in the de-
velopment of quantum optics, quantum information, nuclear magnetic reso-
nance, nanotechnology and other applications of quantum physics. It is then
of great importance to advance in the study of the dynamics of open quantum
systems. This line of work has focused, on one part, on finding exact solu-
tions to the time evolution of open quantum many-body systems under the
Lindblad-Gorini-Kossakowski-Sudarshan approximation and, on the other,
on the characterization of the dynamical properties of such systems.
The temporal evolution of an open quantum system is described by the
Liouvillian operator, whose eigenvalues define the decay timescales of the
system. In our first work we have proposed a new Liouvillian based on the
SU(N) Richardson-Gaudin models, whose exact eigenstates and eigenvalues
we can find by solving a system of non linear equations. We found that
this Liouvillian is a generalization of previous exactly solvable models and
analysed the complete Liouvillian spectrum and the structure of the exact
eigenstates. We also derived a coherent state ansatz capable of describing the
steady state and slowest decaying eigenstates in the thermodynamic limit.
In our second work we proposed a new family of integrable Liouvil-
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lians that can interpolate between two kinds of Richardson-Gaudin models.
By introducing random interactions with the environment we constructed
a novel Liouvillian that has a continuous transition between the integrable
and chaotic regimes in terms of a single parameter. We characterized the
transition using both the level spacing distribution of the eigenvalues and
the complex spacing ratios, finding an excellent agreement between both ap-
proaches and affirming the advantages of using the complex spacing ratios
to characterize chaos in open quantum systems.
Our second line of work dealt with the variational reduced density matrix
(vRDM) method. Solving the quantum many-body problem when there is no
exact solution is a hard problem due to the exponential growth of the Hilbert
space with the number of degrees of freedom of the system. The vRDM
method proposes to circumvent this problem by focusing on the reduced
density matrix of the system, which only grows polynomially, instead of
focusing on the wave function. The vRDM method minimizes the energy of
the system while imposing constraints on the reduced density matrix to keep
it physical. These constraints are called the N-representability conditions
and, previous to our work, only a very limited set of conditions had been
described and imposed. In our work we have focused on expanding these
conditions in the seniority zero space, or DOCI space, where there is a double
degeneracy of all single particle levels and all particles are paired.
In our first three works we presented new sets of N-representability con-
ditions and we used them in the study of several pairing, molecular and
quantum magnetism models. Our results show a good improvement in the
estimation of the ground state energy and the computed reduced density ma-
trices as more N-representability conditions are imposed, with approximate
relative accuracies of order 10−4− 10−7 in the ground state energy. We have
also measured the asymptotical time scaling of vRDM and implemented a
novel scheme to take advantage of the underlying symmetries of the system
to reduce the computational cost. This implementation allowed us to study
the 1D and 2D Heisenberg models with up to 256 lattice sites with a relative
precision in the ground state energy of order 10−4.
The third branch of our work studied topological insulators. The clas-
sification of topological phases of matter is a fascinating topic of quantum
many-body physics with many applications in quantum information systems
and in the design of new quantum technological devices. The topological
properties are intrinsically resilient to smooth deformations of the Hamil-
tonian and underlie the Integer and Fractional Quantum Hall effects. Our
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study was centred on a particular class of topological phases, the topological
insulators (TI), free fermionic systems characterized by a quantum topolog-
ical invariant. This quantum number relates the topology of the bulk of the
system, intrinsically insulating and protected by an energy gap, with the
appearance of net currents along the boundaries of the material.
In a first study we have addressed how much does the presence of interac-
tions affect the quantum topological phase diagram of the Haldane model, the
first discovered example of a TI. Considering two spinful copies of the Hal-
dane model and spin-spin on-site interactions we approximated the ground
state of the model by combining novel techniques of mean-field and matrix
product states, proving the survival of the topological phases of the Haldane
model until relatively large interaction strengths.
Our next work focused on the study of TIs in the presence of inhomoge-
neous potentials. This work revealed the emergence of novel localized states
and associated currents in the bulk of the system induced by the potential
gradients. We were able to explain the origin of these bulk currents using
perturbation theory on the Haldane eigenstates in a cylinder and we also
analysed the bulk currents with the complete Hamiltonian in the cylinder.
Finally, we proposed two experimental implementations in ultracold atom
experiments of both works, the interacting Haldane model and bulk currents
in TI. The two proposals can be implemented using state-of-the-art methods
and we designed a novel technique to observe and measure the topological
edge and bulk currents in a topological insulator.
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Garćıa, RA Molina, J Dukelsky, arXiv preprint arXiv:2102.13452
(2021)
• The variational reduced density matrix method:
– Benchmarking the Variational Reduced Density Matrix Theory in
the Doubly Occupied Configuration Interaction Space with Inte-
grable Pairing Models, A Rubio-Garćıa, DR Alcoba, P Capuzzi,
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Open quantum systems are ubiquitous in nature, as it is often impossible to
completely decouple a system under study from its environment. While the
effects of this coupling are, in many cases, undesired, they have a big impact
on the evolution of the system and they enrich it with novel properties that
spread into many relevant fields of study, such as quantum optics [1, 2],
quantum information [3, 4], nanotechnology [5], nuclear magnetic resonance
[6] or general applications of quantum physics [7]. It is, therefore, of vital
interest to advance in the understanding of the fundaments of open quantum
systems.
In general, the interactions with the environment are extremely complex
and the understanding of the dynamics can be very difficult, specially if
the system retains memory about the quantum state of the system. There-
fore, in the majority of works the dynamics of open quantum systems are
treated in the Lindblad-Gorini-Kossakowski-Sudarshan (LGKS) regime [8,
9], which assumes that the environment is big enough that its quantum state
is not affected by the system, that the interactions remain weak and that
the environment is Markovian, i.e. that it does not retain memory about the
quantum state of the system. These approximations enable us to study the
system as a quantum density matrix whose time evolution is governed by
the Lindblad master equation, which, in turn, is described by the Liouvillian
superoperator [8, 9].
Solving the Lindblad master equation is as hard as solving its counterpart
for closed systems, the Schrödinger equation, and so far only a few models are
known that have an exact solution. These are classified into: linear fermionic
and bosonic systems for which an analytical solution exists [10, 11], systems
with pure particle gain or loss [12] and collective spin models that fall into
the class of exactly solvable Richardson-Gaudin (RG) models [13, 14], which
we will introduce later.
Aside from the exact solution, much knowledge would be gained by a
better understanding of the dynamical properties of open quantum systems.
In this area some work has been done on the static spectral properties of
random Liouvillians [15, 16] and on the universal classification of the spectral
properties according to the symmetries of the Liouvillian [17, 18], for which
a near universal cubic repulsion of the Liouvillian eigenvalues has been found
like the Ginibre ensemble of random non hermitian matrices [19]. However,
still much work remains to be done into the classification of integrable and
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chaotic Liouvillians and the transition between the two regimes [20].
This Chapter is organized as follows. Section 1.2 introduces the general
concept of integrable or exactly solvable quantum many-body systems and fo-
cusses on the special class of integrable RG models. It reports on the different
classes of RG models, the Bethe ansatz eigenstates and how exact solutions
with algebraic complexity can be found. Two particular examples of RG
models are presented in Section 1.3: the reduced BCS model or constant pair-
ing model and the topological Richardson-Gaudin-Kitaev Hamiltonian. In
Section 1.4 the general theory of open quantum systems is introduced among
a detailed analysis of the Liouvillian superoperator and its properties. The
following sections are dedicated to the results of our work using Richardson-
Gaudin models to study new families of exactly solvable Liouvillians. Section
1.5 is based on our article Trigonometric SU(N) Richardson–Gaudin mod-
els and dissipative multi-level atomic systems [21] and introduces a general
SU(N) atomic system with collective interactions with the environment that
is derived from the trigonometric SU(N) RG model. The characteristics of
the exact solution, the form of the spectrum and the thermodynamic limit
are discussed. Section 1.6, based on our article From integrability to chaos
in quantum Liouvillians [22], reports a novel Liouvillian that interpolates
between a line of integrability and chaos. The spectral properties of this
model are analysed using the level spacing distribution and complex spacing
ratios and a complete characterization of the integrable to chaotic transition
in open systems is found. Finally, conclusions are drawn in Section 1.7.
1.2 Richardson-Gaudin models
Solving the quantum many-body problem is hard. The dimension of the
Hilbert space grows exponentially with the number of degrees of freedom and
exact solutions are thus limited to small systems. While some state-of-the-art
numerical methods are so sophisticated that the solution of medium and large
size systems is within an acceptable accuracy range, the problem of finding
the exact solution still persists. Fortunately, for some particular systems
their exact solution can be found with algebraic complexity. Among these
are systems that are solved using the Bethe ansatz, such as the 1D Heisenberg
chain [23], the 1D Hubbard model [24] and Richardson-Gaudin (RG) models
[25–29], to which the celebrated reduced BCS model of superconductivity
[30] belongs.
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While there is not yet a precise definition of what is an integrable quantum
system [31–33], some authors define it as one for which there is a set of
independent operators, called the integrals of motion (IOM), that commute
among themselves and with the Hamiltonian and there are as many IOM as
degrees of freedom in the system. An additional definition is that a system
is exactly solvable if every one of its eigenstates can be found with algebraic
complexity [33], e.g. if the exact solutions are found by solving a system of
coupled non linear equations. These two definitions of quantum integrability
are derived from classical integrability and, although they are commonly
employed in the literature, are still under debate.
The first integrable system found was the Heisenberg XXX chain [23] of
quantum magnetism. In his article, Bethe found that the exact eigenstates of
the model are a product of one-body terms whose exact expression he could
find by solving a system of non linear equations. These kind of eigenstates
are called the Bethe ansatz. Nevertheless, while the eigenstates where early
found, the exact IOM for the XXX chain proved to be a much more difficult
task that could only be solved several decades later [34].
A case for which the IOM are restricted to simpler two-particle operators
are the Richardson-Gaudin (RG) models. The first steps to their discovery
were given when Richardson [35–38] found the exact solution of the reduced
BCS model [30], which had offered the first description of superconductivity
in terms of the pairing of fermionic particles. Unfortunately, his solution
passed unnoticed for several decades. Later, Gaudin found similar expres-
sions for the integrability of the Gaudin magnet spin model [39, 40]. Then,
in the mid-90s, the research on ultra small metallic grains [41–43] attracted a
renewed interest to the constant pairing model, for which, at the same time,
Cambiaggio, Rivas and Saraceno [44] were the first to describe its IOM.
Finally, at the beginning of the century, it all came together when Richard-
son’s exact solution was rediscovered [45, 46]. These studies, together with
the previous work in the Gaudin magnet, whose IOM are the large interac-
tion strength limit of the RG IOM, served as the basis of a much broader set
of integrable Hamiltonians, the Richardson-Gaudin models.
While RG models cannot serve as a basis of universal two-body Hamiltoni-
ans, they have allowed to study a rich variety of physically relevant quantum
many-body systems: the reduced BCS model [28, 30, 47, 48], superconductiv-
ity in small metallic grains [27, 41, 46, 49, 50], bosonic systems [25], confined
bosons systems [26], the quantum phases of px + ipy superconductors [51–
53], the Richardson-Gaudin-Kitaev [54] model of topological superconductiv-
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ity based on the topological Kitaev wire [55], central spin systems [39, 40, 56]
and even matter-radiation models of quantum optics and cold atom physics
[13, 14, 21].
1.2.1 Richardson-Gaudin models
Richardson-Gaudin models are defined by the particular form of its integrals






















j , i = 1, . . . , L, (1.1)
with Sαi the SU(2) spin operator at site i of arbitrary magnitude si. In order
to be integrable, the IOM have to commute among themselves [Ri, Rj] = 0,
which is satisfied when [25, 27]
Xij = −Xji, Zij = −Zji
XijXjk −Xik (Zij + Zjk) = 0.
(1.2)
The solutions of this set of equations are classified into three models defined
by the sign of the constant Γ = X2ij − Z2ij [25, 27]:
• The rational or XXX model, Γ = 0:




with ηi a set of arbitrary parameters.
• The hyperbolic or XXZ model, Γ = −γ2 < 0:
Xij = γ
1
sinh (ηi − ηj)
, Zij = γ coth (ηi − ηj) . (1.4)










• The trigonometric model, Γ = γ2 > 0:
Xij = γ
1
sin (ηi − ηj)
, Zij = γ cot (ηi − ηj) . (1.6)
This and the hyperbolic models are interchangeable by the mapping
ηj → i ηj.
In the following, we set γ = 1 without loss of generality. Note that also the




i , which is
then an additional constant of motion of RG models.
In general, the Hamiltonian of a Richardson-Gaudin model is an arbitrary





where εi are arbitrary parameters. This Hamiltonian commutes with the
IOM and, therefore, there is a basis of eigenstates that simultaneously di-
agonalizes the Hamiltonian and all IOM, defining a set of L + 1 constants
of motion given by the expectation values of the IOM and the total magne-












with |0〉 a vacuum state and M the number of excitations corresponding to
the eigenstate. The matrix Xiα corresponds to the Xij matrix of the IOM
(1.1) with ηj → Eα. These last parameters, Eα, are a set of M complex spec-
tral parameters, usually called the rapidities or pair energies. This product
state ansatz is an eigenstate of the magnetization operator with eigenvalue
M − L/2.
For the Bethe ansatz eigenstate to be a simultaneous eigenstate of the
IOM and the Hamiltonian, the pair energies Eα must satisfy a set of condi-
tions given by the RG equations. These are found by acting with a generic
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with Ziα also formed by replacing the corresponding j variable by Eα. In
order for |Ψ〉 to be an eigenstate of Ri the second line must be zero, which
can only happen when the pair energies satisfy the following system of non







Zαβ = 0, α = 1, . . . ,M. (1.10)
In principle there are many solutions to this equation, each one corresponding
to a particular Hamiltonian eigenstate. Once a particular solution has been
found, the eigenvalues ri of the IOM for that eigenstate are
Ri|Ψ〉 = ri|Ψ〉 = si







Because the RG Hamiltonian is written as a linear combination of the IOM,















Solving the RG equations for si = 1/2
The exact eigenstates and eigenvalues of the RG Hamiltonian can be com-
puted exactly with algebraic complexity by solving the RG equations (1.10),
which can present a lot of singularities. Specifically, this is the case when
two pair energies become degenerate, Eα ≡ Eβ, or when a pair energy crosses
one of the parameters of the IOM, Eα ≡ ηi. Fortunately, for systems of spin
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si = 1/2, the pair energies can be mapped to other variables Λi in order to





where the specific form of Ziα depends on whether the integrable model is
rational, trigonometric or hyperbolic. In terms of these parameters the RG








Zij (Λi − Λj) , i = 1, . . . , L, (1.14)
with Γ ∈ {0,±1} a constant depending on the integrability class (1.3). Once




























The particular form of the RG integrals of motion makes it easy to extract
the expectation values of Szi from the eigenvalues of the IOM. This is done
by expressing the local z spin operators as




Using the Hellmann-Feynman theorem, the expectation value 〈Szi 〉 is written
in terms of derivatives of the expectation value of Ri (1.15)











which can often be computed exactly from the exact solution of Λi.
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Pairing models
Richardson-Gaudin models often correspond to pairing models, which are
models that conserve the number of broken pairs in the system. One example




















with εi the single particle levels and g the interaction strength. The interac-




it does not act on broken pairs c†i or c
†
ī
. Therefore, the number of broken









These models can be written in a simpler form by mapping the explicit pair




































1.3 Examples of RG models
In this section we introduce the reduced BCS or constant pairing and the
Richardson-Gaudin-Kitaev Hamiltonians.
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1.3.1 The reduced BCS model
The celebrated BCS paper [30] gave the first description of superconductivity.
In their work, Bardeen Cooper and Schrieffer approximated the electron-
phonon interaction as an effective s-wave pairing model and showed that its
ground state consists of a condensate of Cooper pairs, which is able to carry
electricity with infinite conductivity. While the mean field BCS solution
is correct in the thermodynamic limit [47], it presents limitations for small
and medium system sizes because the state ansatz does not conserve the
particle number. Fortunately, the reduced BCS model is a RG model and
its exact eigenstates can be found by solving the RG equations. Using this
exact solution it has been found that the phase diagram describes a smooth
crossover from a BCS superconductor to a BEC condensate [58].


















which can be derived from the linear combination of the rational IOM H =∑



















One observable of interest of this model is the canonical gap ∆c, which





〈c†kc†−kc−kck〉 − 〈c†kck〉〈c†−kc−k〉. (1.27)
This observable coincides in the thermodynamic limit of the mean field BCS
solution with that from the exact solution. Additionally, for the mean field
solution in finite systems, the critical interaction strength gc at which the
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ground state transitions from a metallic gapless phase to a superconducting








with µ the chemical potential, approximated by µ = (εF + εF+1)/2, with εF
the Fermi level.
1.3.2 The Richardson-Gaudin-Kitaev model
The Richardson-Gaudin-Kitaev (RGK) model [54] is variation of the 1D topo-
logical Kitaev wire [55]. In a similar way, it has topologically non-trivial
phases, but the model is extended to include interactions and it is number
conserving. The RGK Hamiltonian belongs to the hyperbolic integrability
class [51–53] and its exact eigenstates can be calculated for either periodic
or antiperiodic boundary conditions. As such, it is an excellent platform to
study many-body interacting topological superconductors.















with g the interaction strength, Sφ the set of allowed momenta, which de-
pends on the boundary conditions, Sφ+ the subset of momenta with k > 0
and
εk = −2t1 cos k − 2t2 cos k, ηk = sin (k/2)
√
t1 + 4t2 cos2 (k/2), (1.30)
where the ηk parameters are antisymmetric ηk = −η−k, corresponding to a
model of p-wave superconductivity. For t1 = 0 and t2 6= 0 there is only
nearest neighbour pairing in real space, while for t1 6= 0 and t2 = 0 there is
long range pairing that slowly decays with the distance between the lattice
points 1/|i− j|. With respect to the boundary conditions, for periodic ones
the particles with momenta k = {0, π} become decoupled from the chain and
behave as Majorana fermions.




























where the Sαk operators correspond to the spin representation of the pair






















with M the number of pairs in the system, related to the total eigenstate
magnetization by 〈Sz〉 = M − L/2.
The RGK ground state has two points of interest: the Moore-Read (MR)
[51, 59–61] and Read-Green [62] points. At the Read-Green point, gRG =
1/(L−2M+2), the model undergoes a third order quantum phase transition
from a weakly coupled topologically non trivial phase to a trivial strongly
coupled one where all Cooper pairs are bounded. In the thermodynamic limit
gRG → 1/(L− 2M) and, thus, there is no phase transition above half filling,
M/L ≥ 1/2.
At the Moore-Read point gMR = 1/(L−M + 1) all pair energies collapse
to zero in the ground state Eα = 0, independent on the value of η. Thus, the










which is also know as antisymmetric geminal power (AGP) in quantum chem-
istry and number projected BCS (PBCS) in nuclear physics.
Similar to the reduced BCS model, one observable of interest of the RGK


















(ηk − µ)2 + ηk∆2
, (1.35)
with µ the chemical potential. For finite sizes, the system will be in a super-
conducting phase when there is a finite gap and it will have a phase transition
26








1.4 Open quantum many-body systems
The understanding of open quantum many-body systems is of paramount
importance for the study of many relevant physical systems of quantum op-
tics, quantum information, nanotechnology and for general applications of
quantum physics. Essentially, all physical systems are in contact with their
environment and, while the evolution of a closed quantum system is well de-
scribed by the Schrödinger equation, open quantum systems are much more
convoluted. A complete description would involve treating the system and
its environment as a whole and their joint evolution, but this approach is in
many cases impracticable, as it involves knowing the exact quantum state of
the environment, which is in almost all cases unknown or impossible to com-
pute. Therefore, the usual approach is to work on the LGKS approximation
[8, 9] and exclusively focus on the quantum state of the system while also
taking into account its interactions with the environment.





where the conditions that it must satisfy to be a physical density matrix
are: it must have trace one, tr(ρ) =
∑
i pi = 1; the coefficients must be non
negative, pi ≥ 0; and the density matrix must be hermitian, ρ = ρ†. Once the
initial density matrix of the system is known, the description of the system in
contact with its environment can be done done through the Lindblad master
equation [8, 9]
ρ̇ = L(ρ), (1.38)
with L the Liouvillian superoperator acting on the space of density matrices.
This description assumes that the system is in contact with an environment
with an infinite number of degrees of freedom and that the interaction be-
tween the system and its environment is weak, which leads to Markovian
dynamics, i.e. the environment retains no memory of previous quantum
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states of the system [9, 63]. A non Markovian description of the quantum
system is usually much harder to solve than the Lindblad master equation.
As we have seen, the density matrix must satisfy several conditions to
be a physical density matrix. Thus, the Lindblad description of the time
evolution of the system must preserve these conditions over time, i.e. it has
to be trace preserving and a completely positive map, meaning that it maps
positive coefficients pi into positive numbers. Gorini-Kossakowski-Sudarshan
[8] on one hand and Lindblad [9] on the other found that the most general
form of the master equation that satisfies these conditions is




with H the Hamiltonian of the system and Dj a set of dissipation operators
acting on the density matrix







with Lj the Lindblad jump operators that describe the interaction of the sys-
tem with its environment. The Hamiltonian commutator −i[H, ρ] describes
the unitary evolution of a closed system, while the dissipative part is non
unitary. In general, Lj can be any operator describing the interaction with
the system. For example, it could describe the absorption of pairs of photons
inside a cavity with rate γ, L =
√
γa†a†, or the spontaneous collective spin







1.4.1 The Liouvillian superoperator
The evolution of the density matrix of an open quantum many-body system
is given by the Lindblad master equation, which is completely described by
the Liouvillian superoperator L. This is a linear map acting on the space of
density matrices and its spectrum is given by [63, 64]
L (ρi) = λiρi. (1.41)





and the evolution of a general density matrix is given by its decomposition









It can be shown [63, 65] that all Liouvillian eigenvalues have a non positive
real part Re(λi) ≤ 0. Thus, in the large time limit, the evolution of a general
density matrix will converge into eigenstates whose eigenvalues have a zero
real part, Re(λi) = 0.
Every Liouvillian has at least one eigenstate with zero eigenvalue, the
steady state ρSS, to which the system decays in the infinite time limit
lim
t→∞
eLtρ = ρSS, (1.44)
with ρ a general density matrix at some initial time. If the eigenvalue λi = 0
is degenerate, then there are multiple steady states into which the system
will evolve in time depending on its initial configuration. For particular
open quantum systems there can also be eigenvalues with zero real part but
an imaginary value, so that the system describes oscillations between several
eigenstates in the infinite time limit, although these cases are unusual. Apart
from the steady state, another state of physical relevance is the one whose
eigenvalue has highest non zero real part. This real part, called the dissipative
gap, sets the timescale of the slowest relaxation dynamics of the quantum




Because the trace of the density matrix for long time evolutions must be
equal to the trace of the initial density matrix, the trace of the Liouvillian
eigenstates ρi will depend on the real part of its eigenvalues λi
tr(ρi) =
{
1, if Re(λi) = 0
0, otherwise.
(1.46)
Thus, the eigenstates with Re(λi) 6= 0 have zero trace and do not belong to
physical density matrices.
With respect to the full spectrum of the Liouvillian, all eigenstates come




i ). This is shown by complex con-
jugating the action of the Liouvillian upon the density matrix (1.39)
(λiρi)








From here it can be derived that every eigenstate with real eigenvalue must
be hermitian.
While the Liouvillian is a linear operator and has an eigenvalue spectrum,
this is not easy to compute in the form of Equation (1.39). In practice, it
is easier to map the density matrix space into a vectorial space, so that
the action of the Liouvillian operator on the density matrix is written as a





cij|i〉〈j| → |ρ〉 =
∑
ij
cij|i〉 ⊗ |j〉. (1.48)
Thus, the vectorized space of density matrices has a Hilbert space dimension
of H×H, with H the dimension of the original space. In the same way, one
can map the operators acting on the left or on the right of the density matrix
to operators in the original and a dual spaces, respectively
O ρ→ O ⊗ I |ρ〉
ρO → I⊗OT |ρ〉. (1.49)



















and standard numerical methods can be used to compute its spectrum.
Liouvillian symmetries
There are two kinds of Liouvillian symmetries: strong and weak symmetries,
which will determine its spectral properties [66, 67]. For closed systems, a
symmetry operator is usually defined as an operator that commutes with the
Hamiltonian [H,O] = 0. This symmetry divides the Hilbert space into blocks
characterized by the eigenvalues of O. In a similar way, for an open quantum
system a strong symmetry is defined by an operator that commutes with
both the Hamiltonian and the jump operators [H,O] = [H,Lj] = 0,∀j. This
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symmetry is a symmetry of the Liouvillian and also divides the vectorized
space H × H into blocks. Interestingly, it can be shown that each of these
blocks must contain a steady state.
A relaxed condition is that the symmetry operator in the vectorized space
commutes with the Liouvillian [L,O] = 0 but, as O is a superoperator in
the vectorized space, it does not commute with neither the Hamiltonian nor
the Lindblad jump operators. This operator defines a weak symmetry of
the Liouvillian and, while it also divides the space into different blocks, in
general only one of such blocks contains a steady state.
Integrable open quantum systems
An interesting question is whether the exact time evolution of an open quan-
tum system in the LGKS regime can be found exactly. Indeed, some exactly
solvable models have been found based on the Bethe ansatz [12] or RG mod-
els [13, 14], although its number is very low. However, the full potential
of RG models for open quantum systems has not yet been explored. While
such models are, in general, hermitian, contrary to the non hermiticity of the
Liouvillian superoperator, their integrability properties are kept intact when
the parameters of the IOM (1.1), such as the interaction strength g, become
complex. This leaves the door open to the study of open quantum systems
based on RG models, two examples of which will be studied in the following
sections.
1.5 Trigonometric SU(N) RG models and di-
ssipative multilevel atomic systems
The results from this section are reported in our article: Trigonometric SU(N)
Richardson-Gaudin models and dissipative multi-level atomic systems [21].
In this section we introduce a RG model to study the dynamics of a system
of N -level atoms with collective dissipation using the SU(N) RG integrals of
motion. We derive the Liouvillian superoperator from a generic set of jumps
and analyze in what cases it can be brought to a SU(N) Richardson-Gaudin
integrable model. Our results show that this model is a generalization of a
previous integrable Liouvillian model [14] for 2-level systems. We also analyze
the exact solution of a more complex system of 3-level atoms that has a more
interesting spectrum. We show the form of the spectral parameters of the RG
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equations and study the full spectrum of the model. Finally, we introduce
a condensate state ansatz that allows us to study the dissipation gap and
lowest decaying modes in the thermodynamic limit.










|i, α〉〈i, β|, [Kαβ, Kγδ] = δβγKαδ − δαδKγβ. (1.52)
where α = 1, . . . , N are the atom levels and i the index of each of the L
atoms so that the Kαβ operators represent collective motions of the atomic
levels. The linear Casimir C1 =
∑N
α=1 Kαα = L is a conserved quantity of
the system and reduces the number of Kαβ operators from N
2 to N2 − 1, so






2 + (N − 1)L. (1.53)
As an example, for a system of N = 2 level atoms, the algebra is SU(2)
and its corresponding operators are




with Sα the collective operators of the spin chain. The Hamiltonian in this
case would correspond to an homogeneous magnetic field
H = ε1K11 + ε2K22 =
L
2
(ε1 + ε2) + (ε2 − ε1)Sz. (1.55)
We assume that the system is weakly coupled to its environment, satisfy-
ing Markovian conditions. Its evolution is thus given by the Lindblad master
equation
















with the collective jump operators Wαβ =
√
xαβKαβ. In the vectorized space





















with Jαβ = I⊗Kαβ the operators in the dual space. In order to translate the
Liouvillian into a RG model it is helpful to perform the canonical mapping
















This Liouvillian has a set of N conserved quantities that define N weak
symmetries of the system, [L, Sα] = 0, given by the operators
Sα = Kαα − Jαα = Kαα + Jαα, α = 1, . . . , N. (1.59)
Their eigenvalues sα are bounded by the constraints −L ≤ sα ≤ L and∑
α sα = 0 and label the different subspaces in which the density matrix
subspace is divided.
The Liouvillian (1.56) is, in general, non integrable. However, for a spe-




Γ0 for α = β
Γ (1− p) for α > β,
Γ (1 + p) for α < β
(1.60)
with Γ and Γ0 real positive numbers that define the dissipation rate and
p ∈ [−1, 1] represents an imbalance in the raising and lowering operators.
This set of jumps leaves the Liouvillian as a sum of a conserved part and a
RG term























− Γ (1− p)
∑
α>β





The former term is a conserved quantity that depends on the values of the
operators Sα and the quadratic Casimir C
2, while the latter, as we will see
in the next section, can be written as a linear combination of the IOM of the
trigonometric SU(N) RG models.
1.5.1 Trigonometric SU(N) RG models





















with χα a set of N free parameters, Kαβm the generators Kαβ of the m-th
copy and the matrices X,Z
Xmn =
ei(zn−zm)
sin (zn − zm)
, Zmn = cot (zn − zm) , (1.65)
where zm is a set of M free parameters. These IOM commute with each






In the case of M = 2, for which one copy can be made to belong to the
original space and the other to the dual space, these operators correspond to
the conserved quantities Sα =
∑
αKαα + Jαα (1.59).
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The different Liouvillian eigenstates can be found after defining the irre-
ducible representation of the SU(N) group (a vector space where each ele-
ment represents an element of the group). For a single copy of SU(N) the ba-
sis space vectors are |k1, k2, . . . , kN〉, with ki the number of atoms in the level
i. These states can be derived from a reference state |Λm〉 = |L, 0, . . . , 0〉
with all atoms in the lowest level





31 · · ·KkNN1 |L, 0, . . . , 0〉 (1.67)
with the constraints 0 ≤ ∑Nα=2 kα ≤ L and kα ≥ 0 and Nk1...kN a normal-
ization constant. For each copy m of the SU(N) algebra, its reference state
satisfies
Kαβm|Λm〉 = 0, ∀α < β. (1.68)
It is helpful to analyze the action of the Cartan operator Kααm on the ref-
erence state. It is intermediately seen that |Λm〉 is an eigenstate of that
operator Kααm|Λm〉 = λαm|Λm〉 and, for the particular reference state that
we have chosen, λαm = δα,1.
The Liouvillian eigenvalues using the above representation for the M

















cot (zm − Eai ) , (1.69)
with Eai the pair energies or rapidities of the eigenstates. These are found













(λam − λa+1,m) cot (zm − Eai )
= χa − χa+1, a = 1, . . . , N − 1, (1.70)
with Aab = 2δab−δa+1,b−δa−1,b and where the primed sum excludes the terms











with sα the expectation values of the conserved quantity Sα (1.66).
Deriving the SU(N) Liouvillian from the integrals of motion
If there are two copies of the SU(N) algebra, M = 2, the SU(N) Liouvillian
(1.56) can be written as a linear combination of the IOM with one copy
belonging to the original space and the other to the dual space. Because the
zm are a set of free parameters of the IOM (1.64), we choose (z1, z2) = (0, z)


































with the correspondence to the vectorized space Kαβ1 = Kαβ, Kαβ2 = Jαβ.
The RG Liouvillian (1.56) is then the following linear combination










, χα = i (2α−N − 1) . (1.74)
The eigenvalues of the RG terms of the Liouvillian (1.56) are















which, together with the constant terms, define the complete eigenvalue spec-
trum of the Liouvillian in terms of the rapidities Eai
l = lC + lRG = −i
∑
α





s2α + lRG. (1.76)
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1.5.2 SU(2) Richardson-Gaudin models
For N = 2 level atom systems the Liouvillian is related to the integrable
model derived by Ribeiro and Prosen [14] for a SU(2) collective spin under
a local magnetic field
H = −hSz (1.77)





Γ (1∓ p)S±. (1.78)
The Ribeiro-Prosen Liouvillian in the vector representation is




























with the spin operators related to the SU(2) generators by




This Liouvillian is equivalent to the SU(2) Liouvillian (1.61) for (ε1, ε2) =
(−h/2, h/2) and a constant energy shift of the symmetry sectors sα
LRP = LSU(2) + Γ0s1s2. (1.80)
Thus, the Liouvillian derived in this work is the generalization of the Ribeiro-
Prosen model for higher SU(N) algebras.
1.5.3 SU(3) Richardson-Gaudin models
For N = 3 there are two sets of rapidities E1i and E
2
i , which are the solution








































with M1 = L − s1 and M2 = L + s3. By mapping ei = cotE1i , ωi = cotE2i ,





































where the effective charges Q are














These equations can be interpreted in terms of an electrostatic-like problem
in the complex plane, where the sets of parameters ei and ωi would represent
two sets of particles with opposite charge. These particles are either repelled
from or attracted to the quasi-charges Qe,ω± depending on the sign of the
charge, which are located at the points (0, ±1) in the plane. In addition,
the ωi particles are attracted to another charge of magnitude L at position
(0, 1/p). It is interesting to note that p is the only Liouvillian parameter
that appears in the RG equations.
Steady state of the SU(3) RG model
As we have seen, the steady state of a Liouvillian belongs to a physical
density matrix and is thus hermitian. The only subspace defined by the
weak Liouvillian symmetries (s1, s2, s3) that has hermitian density matrices
is the one with every sα = 0, so the steady state must belong to the (0, 0, 0)
sector. For the spectral parameters of the RG equations, this implies that,
for a system of size L, the number of parameters ei, ωi is M1 = M2 = L and
the effective charges are Qe+ = Q
ω





Figure 1.1 shows the spectral parameters ei, ωi of the steady state for a
system of size L = 40 with respect to different values of p = (0.1, 0.2, 0.25).
The spectral parameters are distributed around a circle with center at the
charge of magnitude +L located at (0, 1/p). The radius r of this circle is
given by the distance between its center and the charges Qe,ω+ , r = |1− 1/p|.
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Figure 1.1: Spectral parameters ei (blue dots) and ωi (red squares) of the
steady state of the SU(3) Liouvillian with respect to p = (0.1, 0.2, 0.25).
The circle around which the spectral parameters are positioned is illustrated
by the dashed line and its center is positioned at (0, 1/p), marked by the red
hollow squares. The charges Qe,ω+ = +2 are shown as blue and red diamonds,
while the charges Qe,ω− = 0 are not shown.
At the base of the circle the parameters are repelled by these charges, with
magnitude Qe,ω+ = +2, although this is a small repulsion compared with the
central charge +L and, thus, all parameters are positioned almost uniformly
around the circle.
We note that the distribution of the spectral parameters is universal in the
sense that it only depends on the Liouvillian parameter p, which determines
the radius and center of the circle. In the limit p → 1, this circle shrinks
to the point (0, 1) and all parameters collapse to ei = ωi = 1, while, in the
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Figure 1.2: Full Liouvillian spectrum with respect to different values of p.
(Inset of b) Eigenvalues near the line Re {l} = 0. The red crosses mark the
analysed eigenstates shown in Figure 1.3.
Full Liouvillian spectrum
The Liouvillian eigenvalues of each symmetry sector (s1, s2, s3) are deter-
mined by the eigenvalues of the two Liouvillian terms L = LC +LRG (1.61).
The second term is a real non symmetric operator, so its eigenvalues are
either real or complex conjugate pairs, while the first term is a constant
term and displaces the eigenvalues by a constant imaginary term Im {LC} =
−i∑α εαsα. Therefore, the eigenvalues of each symmetry sector are located
around horizontal lines in the complex plane with a mean imaginary part
given by Im {LC}.
The complete spectrum consists of complex conjugate pairs of eigenvalues,
where the eigenvalues of the sector (s1 s2, s3) correspond to the conjugate
eigenvalues of the sector (−s1, −s2, −s3). This reinforces the argument that
the steady state is in the sector (0, 0, 0). In addition, our computations show
that the dissipative gap or the slowest decaying eigenstate is always in the
sector with max {sα} = 1.
We show in Figure 1.2 the full Liouvillian spectrum with L = 10, Γ =
Γ0 = 1, (ε1, ε2, ε3) = (−1, 0, 1) and with respect to different values of the
parameter p. At p = 0 there is an additional symmetry given by the quadratic
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Casimir operator C2 =
∑













For Γ = Γ0, the real part of the eigenvalues is defined only by the total
Casimir and, as can be seen in Figure 1.2(a), it divides the spectrum into
vertical columns whose real value is given by the Casimir eigenvalues c2 =
2 (λ2 + 2λ) , λ = 0, 1, . . . , L. As the value of p is increased, these columns
are no longer defined by a symmetry operator and their eigenvalues start to
break apart.
The Liouvillian spectrum can also be understood with the spectral pa-
rameters e, ω that define its eigenstates. We show in Figure 1.3 the spectral
parameters corresponding to each of the eigenstates indicated in the Inset of
Figure 1.2(b) for a system of size L = 10 with Γ = Γ0 = 1, εα = (−1, 0, 1)
and p = 0.5. These eigenstates are slow decaying modes and their spectral
parameters are close to the ones of the steady state, shown in Figure 1.3(a).
As the sectors sα start to diverge from zero, the effective charges Q
e,ω
− ac-
quire a non zero magnitude, which either attracts the spectral parameters,
as in Figures 1.3(b,f,h), or repels them, as in Figures 1.3(b,c,f,h). As the
absolute value of sα becomes larger, some parameters can even collapse in
the neighbourhood of an effective charge, like in Figure 1.3(h).
Thermodynamic limit of N-level atom systems
We can compute the steady state and dissipative gap of the Liouvillian for a
system of N -level atoms in the thermodynamic limit by mapping the SU(N)
generators to Schwinger bosons [68, 69]
Kαβ = a
†
αaβ, Jαβ = b
†
αbβ, (1.85)
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Figure 1.3: Spectral parameters ei (blue dots) and ωi (red squares) of the slow
decaying eigenstates shown in the Inset of Figure 1.2(b). The effective charges
are illustrated by hollow squares (attractive) and diamonds (repulsive). The
effective charges seen by the ei parameters are blue, while the charges seen
by ωi are red. (Inset of h) Zoom around the neighbourhood of a charge at
(0,−1).




























































where γ = ΓL and γ0 = Γ0L are the rescaled dissipation strengths and the
chemical potential µa,b preserves the total number of particles for each copy
of SU(N).



























with |Ψ〉 and 〈Ψ| the right and left Liouvillian eigenstates, respectively. The
parameters Aα, Aα, Bα, Bα are a set of variational parameters that are cho-
sen so that the eigenvalue of the steady state is zero in the thermodynamic
limit, limL→∞〈Ψ|L|Ψ〉 = 0. These two coherent states are the vacuum of the
shifted boson operators





















Note that the hatted creation operators are not the hermitian conjugate of
the annihilation operators because the Liouvillian is not hermitian.
The Liouvillian (1.87) written in terms of the shifted boson operators can
be expanded in orders of L
L = LL1 +
√





It is easy to show that the choice Aα, Aα, Bα, Bα = δα,η with η = 1, . . . , N
an arbitrary atomic level and µa = γ − iεη, µb = γ + iεη makes the first two
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(iεα − iεη − γ) dαdα −
∑
α(6=η)
(iεα − iεη + γ) cαcα − γ (N − 1)
+ γp (N + 1− 2η) + γ (1− p)
∑
α(>η)




+ γ (1− p)
∑
α(<η)





which has only quadratic operators and, therefore, can be diagonalized with
a non unitary Bogoliubov transformation
eα = uαcα − vαdα, fα = uαdα − vαcα
eα = uαcα − vαdα, fα = uαdα − vαcα,
(1.93)
with uαuα − vαvα = 1. These operators define the quasiparticle excitations
on top of the coherent state. The diagonalized Liouvillian is









i (εα − εη)−|p|γ
]
, (1.94)
with Cη = 0 if p > 0 and η = 1 or if p < 0 and η = N . For the coherent
state ansatz
〈Ψ|L0|Ψ〉 = Cη. (1.95)
Therefore, if the conditions for Cη ≡ 0 are met, the coherent state (1.88) is
the steady state and its eigenvalue is zero in the thermodynamic limit. The
slowest decaying eigenstates are built by adding one eα or fα quasiparticle
to the coherent state, and their energy is −|p|γ ± i (εα − εη). Thus, the
dissipative gap ∆ of the SU(N) model in the thermodynamic limit is |p|γ.
Interestingly, all quasiparticle excitations have the same real gap, so there
are 2(N − 1) slowest eigenstates that decay at the same rate.
We show in Figure 1.4 the extrapolation to the thermodynamic limit of
the rescaled dissipative gap ∆/L for finite system sizes L with N = 3 com-
puted with exact diagonalization. The computations are done with Γ = Γ0 =
1, p = {0.25, 0.5, 0.75} and in two symmetry sectors (1,−1, 0), (1, 0,−1).




m. The fitted polynomial for the two analysed
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Figure 1.4: Rescaled dissipative gap with respect to the inverse system size
1/L. The gaps are shown for p = {0.25, 0.5, 0.75} and inside different sym-
metry sectors sα = (1,−1, 0) (blue) and (1, 0,−1) (orange). The dashed lines
illustrate the fitting polynomial.
symmetry sectors are
































This confirms our derivation of ∆ = |p|γ in the thermodynamic limit using
coherent states.
1.5.4 Conclusions
Using the SU(N) Richardson-Gaudin integrals of motion we derived an novel
integrable Liouvillian for collective systems of N -level atoms. Interestingly,
this Liouvillian represents the generalization to SU(N) of the previously de-
rived Ribeiro-Prosen [14] Liouvillian. We analysed the more complex case of
SU(3) systems and showed the electrostatic interpretation of the RG equa-
tions and the spectral parameters of the exact eigenstates. We studied the
general form of the complete spectrum and were able to derive a coherent
state ansatz that lets us study the thermodynamic limit behaviour of the
model.
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1.6 From integrability to chaos in quantum
Liouvillians
The results from this section are reported in our article: From integrability
to chaos in quantum Liouvillians [22].
The topic of quantum chaos is of great relevance for its connections with
quantum thermalization, quantum information and non equilibrium dynam-
ics [70–74]. For closed quantum systems, described by hermitian Hamil-
tonians, the dynamics of the system can be classified through its spectral
statistics [75]. The eigenvalues of integrable closed systems are dispersed in-
dependent of each other and their spacing distribution, or the distribution of
the first neighbour distances between eigenvalues, is a 1D Poisson distribu-
tion P (s) = e−s. On the other hand, chaotic systems have spectral statistics
characterized by level repulsion and the spacing distribution is close to the
Wigner surmise of Random Matrix Theory, although their distribution also
depends on the symmetry class of the system, with P (s) ∼ sβ and β = 1, 2, 4
for orthogonal, unitary and symplectic matrices [76]. This conjecture, the
Bohigas-Gianoni-Schmit (BGS) conjecture, has been extensively tested for
closed quantum systems [77–79] and is well founded in semiclassical theory
[74, 80, 81]. With respect to the transition from integrable to chaotic dy-
namics, it depends on the characteristics of the system and is non universal.
While in open quantum systems the first studies of the spectral statis-
tics [82] came shortly after the BGS conjecture, the theory is not so well
developed. In their early work, Grobe et al. [82] studied a system where
the Hamiltonian transitioned from integrability to chaos, while the jumps
remained independent. They found that the spacing distribution in the in-
tegrable regime was close to a 2D Poisson distribution, while the chaotic
regime presented cubic repulsion of the eigenvalues P (s) ∼ s3. Similar level
repulsions are also found in the Ginibre ensemble of non hermitian random
matrices [19], although their details depend on the symmetry class of the
matrices [17, 18]. Recently, this transition has been studied on an open spin
chain that is Bethe ansatz integrable in one of its limits [20] and the other
limits belonged to the Ginibre class of non hermitian matrices. The spectral
statistics were fitted by a static 2D Coulomb gas with harmonic confinement,
whose level repulsion is given by the inverse temperature, showing fractional
level repulsion inside the transition.
The discovery of new integrable Liouvillians [13, 14] paves the way to
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the study of the dynamics in open quantum systems. While the spectral
statistics of random Liouvillians has been studied in several works [15, 16], the
transition from integrable systems has not yet been extensively studied. The
inclusion of new classes of integrable Liouvillians and transition Liouvillians
can help bridge this knowledge.
In this section we will introduce a Richardson-Gaudin Liouvillian that
can transition between two classes of integrability. We will also interpolate
this with a Liouvillian with random Lindblad jumps that presents chaotic
level statistics. The interpolation between both regimes in terms of only one
parameter allows us to study the complete transition between integrable and
chaotic statistics, which is characterized using the level spacing distribution
of the Liouvillian eigenvalues and the average values of the complex spacing
ratios [83]. Our results show a good agreement of the integrable spacing
distribution with the 2D Poisson distribution and also a good agreement of
the chaotic spectra with the distribution of the AI† universality class of non
hermitian random matrices [17, 18], which is the one to which our Liouvillians
belong. These results are corroborated by the spacing distribution and the
complex spacing ratios measurements. Finally, using these measurements we
are also able to characterize the complete transition between the two dynamic
regimes.
1.6.1 Family of integrable and chaotic Liouvillians

























where there are several dephasing jumps Sz labelled by the index a. The
dissipation strengths of the gain and loss operators L± must be equivalent
Γ+ = Γ− = Γ in order to result in an integrable Liouvillian, although this
condition can be relaxed for a single collective spin [14]. With this choice, the
jumps are hermitian (Laz)
† = Laz and (L+)
† = L−, which results in a trivial
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steady state ρSS = I. The Liouvillian in the vector representation after a












































where the symmetry of the original S and dual J space spin operators is due
to the equivalence of the gain and loss dissipation strengths Γ+ ≡ Γ−. This
symmetry allows us to define a composite spin operator K = S + J , with
















































Because the dual operators J are a copy of S, their magnitudes at each site
are equivalent ji = si and, therefore, the magnitude of K at site i can take
the values ki = 0, 1, . . . , 2si.
The Liouvillian has a set of L + 1 weak symmetries [67] defined by the





















= ki (ki + 1) . (1.101)
The symmetry operators commute among themselves [K2i , Kz] = 0 and, thus,
the Liouvillian space is divided into diagonal blocks labelled by the magne-
tization kz and the L quantum numbers ki. In addition, the symmetry of
the Liouvillian terms make that its action on a singlet state ki = 0 annihi-
lates that state. Thus, singlets are effectively removed from the system, from
which it is derived that the steady state is the one with all singlet spins.
This Liouvillian has an additional symmetry F = CeiπKx , such that
[L, F ] = 0, which is possible due to the Hamiltonian being a magnetic field
aligned in the z direction. The eiπK
x
term rotates the spin along x by an
angle π and changes the spin sign along the y and z directions, while C is
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the complex conjugation operator C i C−1 = −i. The symmetry operator F ,
however, does not commute with the Kz operator and, thus, cannot be used
to divide the Liouvillian space into further symmetry sectors.
The operator F can be used to understand the form of the Liouvillian
spectrum. This operator acting on a Liouvillian eigenstate |ψ〉 results in
another Liouvillian eigenstate |Fψ〉 with conjugate eigenvalue
L|Fψ〉 = LF |ψ〉 = FL|ψ〉 = Fλi|ψ〉 = λ∗i |Fψ〉. (1.102)
For eigenstates with real eigenvalue, λi ∈ R, the operator F maps the eigen-
state onto itself |Fψ〉 = |ψ〉. On the other hand, the eigenstate |Fψ〉 has
opposite angular momentum with respect to |ψ〉
〈Fψ|Kz|Fψ〉 = 〈ψ|F †KzF |ψ〉 = 〈ψ|(−Kz)|ψ〉. (1.103)
Thus, the complete Liouvillian spectrum is characterized by pairs of complex
conjugate eigenvalues (λi, λ
∗
i ) that correspond to subspaces with opposite
angular momentum (kz,i, −kz,i). The subspaces with kz = 0 are already
composed of complex pair conjugates.
Integrable and chaotic Liouvillians



























(1− α) + α η2i
√
(1− α) + α η2j
ηi − ηj
Zij =




where α ∈ [0, 1] is an interpolation variable that ranges from the constant
pairing Hamiltonian solved by Richardson [36], α = 0, to the separable pair-
ing Hamiltonian [56], α = 1. Thus, for α = {0, 1} the model belongs to the
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rational or XXX RG family and, between both limits, the Liouvillian belongs
to the hyperbolic or XXZ RG family. The Liouvillian is, therefore, integrable
for the whole range of α. On the other hand, the L + 1 parameters (G, ηi)
of the IOM can be chosen arbitrarily and we set G = ig with g ∈ R as pure
imaginary, so that it results in the unitary evolution part of the Liouvillian
−iKz. This choice of G makes the IOM and the Liouvillian non hermitian,
but this does not affect its integrability properties and the exact eigenstates
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This Liouvillian can be derived from a spin chain inside an inhomogeneous
































where two dephasing jumps are needed in order to construct the Liouvillian.
We can study the spectral properties of the integrable to chaotic transi-









i , a = 1, . . . , nj, (1.109)
where wa are a set of nj random orthonormal vectors that are also orthonor-
mal to the gain and loss jumps of the integrable Liouvillian, leading to a
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Our results show that, in general, a very high or low number of jumps nj
leads to intermediate behaviour in the spectral statistics, while nj shows the
most chaotic statistics.
With the integrable and chaotic limits of the Liouvillian in hand, we
can now define the transition Liouvillian using two interpolation parameters
(α, β)
L(α, β) = (1− β)LRG(α) + β Lchaotic, (1.111)
where α ∈ [0, 1] interpolates between the different integrable RG models and
β ∈ [0, 1] interpolates between the integrable β = 0 and chaotic β = 1 limits.
1.6.2 Spectral statistics of the Liouvillian transition
As we have seen, the Liouvillian space is divided into the symmetry sectors
determined by its L+ 1 weak symmetries. To study the spectral statistics in
the integrable and chaotic regimes we have chosen to focus on the subspace
with kz = 1, ki = 1, which is the one with maximal number of eigenvalues. In
the particular case of the total angular momentum symmetry, the subspace
with kz = 0 has the additional symmetry F and is divided into two smaller
diagonal subspaces. Therefore, the subspaces with kz = ±1, have a bigger
number of eigenvalues than kz = 0. Aside from selecting these subspaces, we
have focused on studying spin 1/2 chains.
We show in Figure 1.5(a-c) the spectrum of the constant pairing Liouvil-
lian limit (α, β) = (0, 0) (a), the rational separable limit (1, 0) (b) and the
chaotic limit (0, 1) (c) for a chain of L = 6 spins with Γ = Γ0 = 1/L = 1/6
and, in the case of the chaotic Liouvillian, nj = 3 random jumps. The single
particle levels ηi are chosen as ηi = 1/2 + i/L + ωi, with ωi drawn from
the uniform distribution ωi ∈ [−1/L, 1/L]. This distribution of the single
particle levels has mean value around 1 and, thus, its relative strength can
be kept comparable to the dissipation strength for any given size. The two
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Figure 1.5: (a-c) Eigenvalue spectrum of the transition Liouvillian (1.111)
in the constant pairing (a), rational separable (b) and chaotic (c) limit for
a system size L = 6. (d-f) Level spacing distribution of a sample of several
Liouvillians with the same parametrizations as (a-c) but different sizes L =
7, 9, 11. The dashed and dot-dashed lines represent the fitting distribution
(1.113) for γ = 0 and γ = 1, respectively. The dotted line illustrates the
level spacing distribution of the AI† class of non hermitian matrices.
spectra of the integrable limits present level clustering, as we will see below,
while the chaotic spectrum presents cubic level repulsion.
We characterize the integrable to chaos transition using the nearest neigh-
bour distribution of the Liouvillian eigenvalues. To do it, we must previously
apply an unfolding method to the eigenvalues in order to rescale the local den-
sity to an uniform value. This unfolding maps the first neighbour distances
to adimensional values that can be compared to Random Matrix Theory re-
sults [75]. The method we use works by rescaling each distance by its local







with di,m the distance of the i-th level to its m-th nearest neighbour. After all
52
levels have been rescaled, the vector S is rescaled by its mean, which results
in the unfolded spacings si. The number of neighbours n must be high
enough so that it avoids local fluctuations, while low enough so that it can
capture the local spectral properties of the spectrum. We have found n = 20
as a good compromise that satisfies both requirements and the distribution
results are stable around that number.
The nearest neighbour level statistics of integrable Liouvillians follows
the Poisson distribution in the plane (also called 2D Poisson distribution)





s2 . On the contrary, the chaotic Liouvillian limit (1.110) is
symmetric and non hermitian and, thus, its level statistics belong to that of
the AI† universality class of non hermitian matrices [18] that has been shown
by Reference [17] to present P (s) ∼ s3 log s level repulsion. In a similar way
as the Brody distribution [84] maps the transition from integrable to chaotic
dynamics in closed hermitian systems, we fit the level spacing distribution
to one given by the parameter γ
P (s; γ) = A(γ) s2γ+1 e−B(γ)s
2
, γ ∈ [0, 1] , (1.113)





s P (s)ds = 1 (1.114)
For γ = 0 this distribution reproduces the 2D Poisson and for γ = 1, while
the distribution is not exactly the same as that of the AI† for large matrices,
we will see below that both distributions are sufficiently close that γ = 1 can
be considered a good indicator of a chaotic Liouvillian.
We show the level spacing distribution of the two integrable and chaotic
limits of the transition Liouvillian (1.111) in Figures 1.5(d-f). The Liou-
villians have different sizes L = 7, 9, 11 and their respective Hilbert space
dimensions are dH = 357, 2907, 24068, all of them with a dissipation strength
of Γ = Γ0 = 1/L. To compute a good approximation to the exact level
statistics, we calculate for each system size L a sample of several Liouvil-
lians so that there are more than 700.000 eigenvalues to compute the level
spacing distribution. These distributions are compared to the fitting distri-
bution P (s; γ) with γ = 0 (dashed line), γ = 1 (dash dotted line) and to the
distribution of the AI† universality class (dotted line). As we can see in the
Figure, the distributions AI† and γ = 1 are very similar and, at the same,
time, different from γ = 0, so we consider P (s; 1) a good characterization
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Figure 1.6: Characterization of the integrable to chaotic transition in Liou-
villians with the γ fitting parameters (a) and the averages 〈r〉 (b), −〈cos θ〉
(c) of the complex spacing ratios.
of the chaotic Liouvillian limit. We find that the integrable Liouvillians of
Figures 1.2(d,e) have distributions very close to the 2D Poisson, while the
chaotic limit of (c) is similar to the distribution of the AI† universality class
(dotted line). We also find a convergence towards a better fit of the Poisson
and AI† distributions for systems with growing size L.
The fitted interpolation parameter γ is shown in Figure 1.6(a) for inter-
mediate values of (α, β) (1.111). Each point in the Figure results from fitting
the level spacing distribution of a sample of 20 Liouvillians with size L = 10
and Γ = Γ0 = 1/10, which have 8350 eigenvalues each. For Liouvillians with
β > 0, the number of random jumps is half of the system’s size nj = 5. The
Figure shows that the level spacing distribution of Liouvillians in the integra-
bility line β = 0 are close to the 2D Poisson γ = 0, while the distribution of
pure chaotic Liouvillians, β = 1, follow the statistics of the AI† universality
class γ ≈ 1. The transition between both regimes is smooth and integrability
is lost at low values of β.
Aside from studying the transition using the level spacings of the eigen-
value spectrum, we have also measured the average absolute and phase values






where rk and θk are the absolute and phase values of the ratios, λk is the k-th
Liouvillian eigenvalue and λNNk , λ
NNN
k its nearest and next to nearest neigh-
bours, respectively. Contrary to the level spacings di,m, the complex ratios
54
zk are adimensional quantities where an unfolding procedure is not needed.
These ratios represent a generalization for complex spectra of the equivalent
quantity introduced in Reference [85], which is extensively used as no un-
folding is needed. They have only been computed for a few examples [16, 83,
86] in open quantum systems and it is important to compare their results to
those of more standard methods, such as the level spacing distribution.
Figures 1.6(b,c) show the average absolute and phase values of the com-
plex spacing ratios. These have been shown in Reference [83] to be good
indicators of the spectral statistics regime and also show a dependence on
the symmetries of the model. The authors find in the case of integrable Li-
ouvillians the average values (〈r〉, −〈cos θ〉) = (2/3, 0) in the large size limit
L → ∞ and ≈ (0.72, 0.2) for the AI† universality class of non hermitian
matrices. Our results quantitatively coincide with the previous values, al-
though the average phase −〈cos θ〉 has lower results than those indicated,
which is due to the finite size effect present in systems of the size studied in
this work, although for 〈r〉 these finite size effects are no longer appreciable.
Aside from this, the average values of the complex spacing ratios show an
excellent agreement with the measurements of the P (s; γ) distribution.
1.6.3 Conclusions
We have introduced a novel family of integrable Liouvillians based on RG
models that interpolates between the rational and hyperbolic integrable mod-
els. This family has a physical interpretation in terms of a system with com-
plex gain, loss and dephasing interactions with its surrounding environment
and represents a new direction in the study of the dynamical properties of
open quantum systems, of which only a few specific integrable models are
yet known.
Using the integrable Liouvillian we have defined an interpolation model
that can transition from the integrable limit to a chaotic one that arises from
the system having several random gain and loss jump operators. We have
studied the transition from integrability to chaos using the spectral statistics
of the Liouvillian’s eigenvalues and the complex spacing ratios. This last
method has an advantage over the spacing distribution in that it does not
require a previous unfolding of the eigenvalues, which can, sometimes, modify
the level spacing distribution.
In the integrable line we have found a good agreement between the spacing
distribution of the eigenvalues and the 2D Poisson distribution, while in the
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chaotic regime we found a good agreement with the spacing distribution of
the AI† universal class of non hermitian matrices. Using this, we were able
to derive a very simple interpolation formula that can classify between the
integrable and chaotic regimes. While it is not able to distinguish between
the different symmetry classes of Liouvillians, it is a very simple indicator
of integrability. On the other hand, the characterization of the chaos with
the complex spacing ratios shows an excellent agreement with that of the
interpolation function, while it is also able to classify the AI† symmetry
class of the chaotic Liouvillian. This indicates the major advantage of the
complex spacing ratios as a tool for the identification of integrability and
chaos in open quantum systems, as its implementation is simpler than the
level spacing distribution.
1.7 Conclusions
Richardson-Gaudin models represent a rich class of integrable systems with
many applications in superconductivity, topological systems and spin models.
While these were initially applied to closed quantum systems, we have shown
its versatility in the modelling of open quantum systems under the LGKS
formalism. Our main lines of work have been the derivation of two novel
families of Liouvillians that belong to integrable Richardson-Gaudin models.
The first line of work is the description of a Liouvillian applicable to
the collective behaviour of atom systems with a general number of levels.
We have found that this Liouvillian generalizes a previous existing model
in the literature and we analysed the Liouvillian spectral properties in a
more complex model with 3-level atoms. By solving the RG equations as
an electrostatic problem we were able to study the exact solutions of the
system. Furthermore, we have studied its complete spectrum and proposed
a coherent state ansatz capable of reproducing the steady state and slowest
decaying modes in the thermodynamic limit.
The second line of work focused on a new family of spin-1/2 integrable
Liouvillians that can be written as long ranged rational or hyperbolic inter-
acting models. By defining a chaotic Liouvillian with random jumps we were
able to derive a Liouvillian that smoothly transitions from the integrable to
the chaotic regime with a single parameter. We studied the transition with
the level spacing distribution and the average values of the complex spac-
ing ratios and our results show an excellent agreement with the results of
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Random Matrix Theory for non hermitian matrices.
Our work opens up a new line of investigation on the properties of open
quantum many-body systems, as it introduces two new families of integrable
Liouvillians with a direct physical interpretation in terms of the LGKS ap-
proximation. New directions could focus on the several possibilities that
Richardson-Gaudin models lay out for novel Liouvillians, such as central
spin models or open versions of the interacting Kitaev wire. On the other
hand, our work represents a new impulse in the employment of the com-







As we have seen in the previous Chapter, some particular models have an
exact solution for its eigenstates with algebraic complexity. However, these
are, in general, restricted to a rich but narrow class of Hamiltonians and,
in the majority of cases, slightly deforming the Hamiltonian outside of the
region of integrability quickly renders the exact solution useless. In these
cases, the exact solution, computed with exact diagonalization of the Hamil-
tonian matrix, is only available for systems with a maximum Hilbert space
dimension of around tens of thousands of states and studying larger systems
immediately faces the so called exponential wall problem. Namely, the di-
mension of the Hilbert space grows exponentially with the number of degrees
of freedom of the system and, therefore, computing the wave function of a
large system quickly becomes intractable.
There are several ways to overcome the exponential wall problem. One
of these families of numerical methods starts with a simple mean field ap-
proximation to the wave function and then tries to improve it by adding
small perturbations. To this family belong Coupled Cluster Methods [87,
88], Many-Body Perturbation Theory [89] and Random Phase Approxima-
tion [90]. These methods, however, start to break up when the system corre-
lation becomes large. Another family are variational theories, in which one
proposes a complex wave function that depends on a series of parameters and
then looks for the specific set of parameters that minimize the energy of the
system. Examples of such methods are the Density Matrix Renormalization
Group [91] and the related Tensor Network methods [92], and Variational
quantum Monte Carlo [93]. One last family of methods is related to the
embedding of some small fragment of the system treated with high precision
into a system environment treated with low precision, such as Dynamical
Mean Field theory [94, 95] or Density Matrix Embedding Theory [96]. All
these families work with a clever form of the wave function that tries to cap-
ture as much information about the system as possible and many of them
can produce very accurate results for some particular medium to large quan-
tum many-body systems. Nevertheless, being able to compute any result
within the desired precision in a reasonable amount of time is still a very
hard ongoing problem.
A very different approach to study quantum many-body systems that does
not rely on computing the wave function is the variational reduced density
matrix (vRDM) method [97–100]. This method focusses on the p-particle
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reduced density matrix (p-RDM) [101, 102] of the quantum state instead of
on the full wave function. Its advantage is that the p-RDM is a very compact
object with a polynomial number of elements that contains all relevant in-
formation about most relevant physical observables of interest. The method
works by choosing a set of p-RDMs, generally the 1-RDM, 2-RDM, ..., and so
on, and expressing the energy of the system in terms of the 1- and 2-RDMs.
It then tries to minimize the system’s energy while also enforcing constraints
on the p-RDMs, called the N-representability conditions [103–105], so that
the p-RDMs belong to a physical quantum state (either pure or not). Ex-
amples of some simple N-representability conditions are: enforcing the Pauli
exclusion principle or enforcing the system to have a non negative particle
number at some position. While imposing all N-representability conditions
to all p-RDMs ensures the complete physicality of the solution, this is in gen-
eral a very hard computational problem and one usually imposes a truncated
set of the most relevant conditions. However, this truncation automatically
lets some degree of non physicality in the p-RDMs and the computed ground
state energy will always lie below the exact one. As such, the vRDM method
outputs a lower bound to the ground state energy.
For some systems with exact or approximate pair symmetry 1.2.1, e.g.
systems with spin degeneracy, we can greatly improve the vRDM method effi-
ciency by working in the Doubly Occupied Configuration Interaction (DOCI)
space, where all particles are coupled in degenerate pairs. In these systems it
has been shown that the greatest contribution to the static correlation of the
ground state usually comes from the DOCI space [106–109]. Other spaces
with a low number of unpaired particles can also have an important, although
not the greatest, contribution to the static correlation. It is thus a great ad-
vantage that the p-RDMs become highly sparse in the DOCI space, which
can then be used to lower the computational cost of the vRDM method and
increase the number of enforced N-representability conditions. This use of
the symmetries of the DOCI space is referred to as the vRDM-DOCI method.
This Chapter is structured as follows. In Section 2.2 the vRDM method
will be introduced. The N-representability conditions, central to the vRDM
method, are analysed in Section 2.3 and their particular form in the seniority
zero subspace, or DOCI space, is described in Section 2.4. There, the differ-
ent conditions are classified according to the particle number of the operators
that make them, generating the so called p-particle N-representability con-
ditions, which we abbreviate to p-POS conditions. In the following sections
the vRDM method is applied to different integrable pairing and molecular
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models using different p-POS conditions in the DOCI space. Section 2.5,
based on our article Benchmarking the Variational Reduced Density Matrix
Theory in the Doubly Occupied Configuration Interaction Space with Inte-
grable Pairing Models [110], studies several integrable pairing models using
the 2-POS conditions, which are able to return the exact ground state en-
ergies for several, although not all, configurations of the integrable Hamil-
tonians. In Section 2.6, based on our article Variational reduced density
matrix method in the doubly occupied configuration interaction space using
three-particle N-representability conditions [111], the 3-POS conditions are
applied for the first time to a set of small molecular Hamiltonians and inte-
grable pairing models with repulsive interactions. The results of this section
show a clear improvement over the 2-POS conditions for all models. More-
over, it demonstrates that the integrability of the model does not guarantee
that vRDM will find the exact ground state energy. Section 2.7, based on
our article Variational reduced density matrix method in the doubly-occupied
configuration interaction space using four-particle N-representability condi-
tions: Application to the XXZ model of quantum magnetism [112], applies
a new set of conditions, the 4-POS ones, to the integrable 1D Heisenberg
XXZ chain and shows a new improvement of the ground state energy re-
sults over using only the 2- and 3-POS conditions. The vRDM computed
p-RDM is also compared with the exact one, demonstrating that the pre-
cision with which the p-RDM is computed is comparable to the precision
achieved in the ground state energy. To further test the vRDM method
in integrable models, Section 2.8 studies the Inozemtsev model, which is a
continuous integrable parametrization between the Haldane-Shastry model
and the Heisenberg chain. While all of these sections show results computed
with the 2-, 3- and 4-POS conditions, they become very computationally
expensive as the number of particles of the conditions is increased. This is
analysed using the Heisenberg XXZ chain in Section 2.9. To accelerate the
computations, Section 2.10 shows how the different Hamiltonian symmetries
can be incorporated in the vRDM method to reduce the number of inde-
pendent matrix elements it has to compute and Section 2.11, based on our
article Variational determination of the two-particle reduced density matrix
within the doubly occupied configuration interaction space: exploiting trans-
lational and reflection invariance [113], studies the 1D and 2D Heisenberg
XXZ chains applying these symmetries. The results show the great increase
in computational power allowed by making use of the symmetries, enabling
us to study bigger lattice systems. Finally, conclusions are drawn in Section
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2.12.
2.2 The variational Reduced Density Matrix
method.
We start with the most general fermionic two-body Hamiltonian in the second














with a†α, aα the fermionic creation and annihilation operators at lattice site
α, the matrix T describes the hoppings between two sites of the system and V
the two-body interactions. To study the physical properties of this system,
e.g. its ground state, the standard approach is to first compute the wave
function of that state
H|Ψ0〉 = E0|Ψ0〉 (2.2)
Once this is done, a possible approach to extract information from it is to
compute its p-RDM, which is defined as the expectation values of all p-
particle operators
pΓ~α,~β = 〈Ψ0|a†α1a†α2 . . . a†αpaβpaβp−1 . . . aβ1|Ψ0〉. (2.3)
However, in many cases one is only interested in computing the one-particle
reduced density matrix (1-RDM)
1Γα,β = 〈Ψ0|a†αaβ|Ψ0〉 (2.4)
and the two-particle reduced density matrix (2-RDM)
2Γαβ,δγ = 〈Ψ0|a†αa†βaγaδ|Ψ0〉. (2.5)
from which the majority of observables of interest can be computed.
The variational reduced density matrix (vRDM) method represents a dif-
ferent approach to the quantum many-body problem by computing first the
p-RDM without computing the wave function. It treats all p-RDM elements
as variational parameters and aims to minimize the energy of the system
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while also imposing constraints that ensure the physicality of the density
matrix, i.e. that it can be decomposed into a positive linear combination
of physical wave functions like Equation (1.37). These constraints are the
N-representability conditions:




• Symmetry (antisymmetry) with respect to particle interchange for bo-
sonic (fermionic) systems. As an example, for the 2-RDM of a fermionic
system
2Γαβ,δγ = −2Γβα,δγ = 2Γβα,γδ = −2Γαβ,γδ. (2.7)
• The trace of the full density matrix is equal to one, so the trace of the
different p-RDMs must be a finite number.
• Semipositivity of the p-RDM against every N-particle operator Ô
〈Ô〉 = tr(pΓ · Ô) ≥ EO0 , ∀Ô, (2.8)
with EO0 the ground state energy of the operator Ô. We refer to these
conditions as the semipositivity conditions. As an example, for the










2Γαβγδ ≥ EH0 , ∀H (2.9)
Note that in this condition it is not imposed that the expectation value
of H is smaller than its largest eigenvalue, as this condition is equivalent
to imposing the semipositivity of −H.
The first three conditions: hermiticity, antisymmetry and finite trace
are easy to impose on the density matrix. The semipositivity conditions,
however, are not and usually one can only impose semipositivity with respect
to a finite subset of q-particle operators, which can let some degree of non
physicality in the p-RDM. For example, the Pauli exclusion principle for
fermions is usually imposed as a semipositivity condition on the elements of
the 1-RDM
tr(1Γ · a†iai) = 〈a†iai〉 ≤ 1.
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Not imposing this condition to the 1-RDM elements means that, when the
vRDM algorithm tries to minimize the energy of an arbitrary Hamiltonian,
it will probably output a lower energy than the exact one and a non physical
1-RDM that violates the Pauli exclusion principle. We will later see a full
example of this non physicality. Of course, as more semipositivity conditions
are imposed on the p-RDMs, the vRDM results will improve. In principle,
by imposing all conditions one is guaranteed to get the exact p-RDMs of the
ground state and its energy.
2.3 The semipositivity conditions
We begin this section by defining the semipositivity of a general matrix. A
n × n hermitian matrix A is said to be positive semidefinite, A  0, if, for
every vector x ∈ Cn,
x†Ax ≥ 0. (2.10)
We use the symbol  0 to denote a positive semidefinite matrix. Its proper-
ties are:
• Its eigenvalues are non negative
λi(A) ≥ 0, ∀i. (2.11)
• Its diagonal elements are non negative
Aii ≥ 0, ∀i. (2.12)
• It can be decomposed as the product of two matrices
A = B†B. (2.13)
From this property the semipositivity condition can be proven
x†Ax = x†B†Bx = |Bx |2 ≥ 0. (2.14)
Interestingly, the semipositivity conditions (2.8) of the p-RDM can be
reformulated as a group of matrices taken from the p-RDM being positive








≥ 0, ∀Ô. (2.15)
64
Thus, imposing semipositivity with respect to an operator Ô, whose ground
state energy is zero, is equivalent to imposing semipositivity with respect
to every operator Ô + αI, with α any real number. To build the entire set
of positive semidefinite operators with zero ground state energy we use the
decomposition property of positive semidefinite matrices and define a positive
semidefinite operator as
Ô = B†B (2.16)


















αj ≥ 0. (2.18)
This condition is very similar to the condition of a matrix being positive








αiMij αj ≥ 0 implies M  0. (2.20)
Thus, by defining all operators B of the form of (2.17) one can impose the
complete set of semipositivity conditions on the p-RDM. It also becomes clear
that the parameters αi can be chosen at will, because, if M is semidefinite
positive, then, for every set of αi the condition (2.20) holds. Therefore,
without loss of generality we will set αi = ±1.
Before dwelling into the details of the semipositivity conditions, we note
that the set of all possible p-particle B operators is a very large set and,
thus, finding all semipositivity conditions is a challenging task. To classify
them one usually labels them depending on the number of particles of the Oi
string operators and calls them, e.g. the p-particle N-representability con-
ditions if Oi are p-particle operators. This defines a hierarchy of conditions
given by their particle number. In general, one starts imposing the 1-particle
conditions and then goes up the ladder with the 2- and 3-particle ones.
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2.3.1 The 1-particle N-representability conditions
Let us focus on a chain of L spinless fermions with particle number symmetry.





a†i + ai. (2.21)
with a†i , ai the fermion creation and annihilation operators at site i. The
element operators inside B†B that break the particle number symmetry must
be zero, which separates the 1-particle B operators into two terms that will





which results in the following positive semidefinite L× L matrix
Pij = 〈(B†PBP )ij〉 = 〈a†iaj〉 = 1Γij, P  0, (2.23)





which results in another L× L matrix of the form
Qij = 〈(B†QBQ)ij〉 = 〈aia†j〉 = δij − 〈a†jai〉 = δij − 1Γij, Q  0. (2.25)
2.3.2 A very simple example of the vRDM method
We have explained above the complete toolset of the vRDM method. Let us
see how does it work in a very simple example: a chain of spinful fermions
with L = 3 sites. We will use the 1-RDM as the variational parameters and
impose the 1-particle N-representability conditions described in the section












with ni = a
†
iai, ωi and t are real numbers and where h.c. stands for hermitian
conjugate. For this example the elements of the 1-RDM are used as the
variational parameters
1Γ =
〈a†1a1〉 〈a†1a2〉 〈a†1a3〉〈a†2a1〉 〈a†2a2〉 〈a†2a3〉
〈a†3a1〉 〈a†3a2〉 〈a†3a3〉
→
ρ11 ρ12 ρ13ρ21 ρ22 ρ23
ρ31 ρ32 ρ33
 . (2.27)
Note the change in notation 1Γij → ρij. In the next section we will redefine
all p-RDM terms into simpler notations.
We start by imposing the first three N-representability conditions de-
scribed in Section 2.2, namely: antisymmetry of the wave function, finite
trace and hermiticity of the p-RDM. For the 1-RDM given above, the her-
miticity condition requires ρij = ρji and the finite trace condition can be
related to the U(1) particle conservation symmetry of the Hamiltonian
3∑
i=1
ρii = M, (2.28)
with M the number of particles. The antisymmetry conditions do not play
a role in the 1-RDM, although they are important for p-RDMs with p ≥ 2.
With these conditions set, the vRDM method consists of finding the set of
parameters
{ρ11, ρ22, ρ33, ρ12, ρ13, ρ23, }
such that they minimize the expectation value of the Hamiltonian
E = tr (Hρ) =
3∑
i=1




and the following constraints are met
ρ11 + ρ22 + ρ33 = M
P =




1− ρ11 −ρ12 −ρ13−ρ12 1− ρ22 −ρ23




The solution of this system of equations will always return a lower bound
for the exact ground state energy. Moreover, according to the properties of
positive semidefinite matrices, the diagonal values of P, Q must be non neg-
ative. Therefore, the most basic assumptions: the Pauli exclusion principle
and non negative particle number are met
0 ≤ ρii ≤ 1. (2.31)
Note that, if the semipositivity of P would not have been imposed, then
for any ωi > 0 the method would return a lower bound for the energy of
E → −∞ at the cost of having a negative occupation number ρii < 0. Thus,
the most basic principle of the vRDM method can be observed here: imposing
more N-representability conditions will always return a more accurate result.
2.3.3 The 2-particle N-representability conditions
















and the positive semidefinite operators that they give rise to are
Pijkl = 〈a†ia†jalak〉, P  0
Qijkl = 〈aiaja†la†k〉, Q  0
Gijkl = 〈a†iaja†lak〉, G  0.
(2.33)
These N-representability conditions and the T1 and T2 conditions, which will
be presented later, have enjoyed great success [97, 99, 100, 114–116] in find-
ing accurate descriptions of the ground state of a wide variety of systems.
However, the sizes of these semipositivity matrices are of order L2 × L2,
which sets a fundamental limit in what sizes the vRDM method can com-
pute. For systems with more than ∼ 20 sites, the present computational
capacity cannot cope with the huge matrix sizes that these semipositivity
conditions require. Therefore, N-representability conditions of more than 2-
particles are intractable for systems with medium to large sizes, except in
the case where we can reduce the size of the p-RDMs, as we will see later.
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2.3.4 The vRDM method as a semidefinite program
Semidefinite programming (SDP) is a field of convex optimization that has
attracted a lot of interest due to its connections with combinatorial opti-
mization, automatic control theory and operations research. This method
tries to minimize a linear function over a set of parameters while maintain-
ing positive semidefinite constraints on them. It is formally written as a pair






subject to X =
∑n
i=1 Fixi − F0  0
dual:
{
maximize F0 · Y
subject to Fi · Y = ci, Y  0,
(2.34)
with xi the set of m variables to minimize, ci a set of constant parameters,
F0, Fi a set of symmetric constraint matrices related to the semipositivity
conditions and X, Y a pair of symmetric positive semidefinite matrices. The
notation A ·B denotes the inner product A ·B = ∑ij AijBij. Under the weak
duality theorem, the primal value
∑
i cixi is always larger than the dual one
F0 · Y , so solving both problems at once returns an estimation of the primal
value and a lower bound for it (the dual value).
SDP problems are usually solved with interior-point methods. Basically,
they start in a region (x, X, Y ) where all constraints are satisfied, the so
called feasibility region. Then it moves ~x in the direction −~c and makes minor
corrections in the displacement so that the solution remains in the feasibility
region. The algorithm then tries to keep moving in the same direction until
the gap between the primal and dual values is closed as much as possible.
It can be shown [117] that both the objective function of the primal SDP
system
∑
i cixi and the constraint X are convex functions. Therefore, it is
guaranteed that the feasibility region of the SDP problem is convex and there
are no local minima other than the global one.
In a crucial observation, Nakata et al. [98] showed that the problem of
finding the p-RDM that minimizes the energy with a set of N-representability
conditions can be written as a SDP problem. To do so, they pointed out
that the expectation value of any operator is a linear function of the p-RDM
terms, e.g. as in Equation (2.29). This allowed them to formulate the vRDM
method as a dual SDP problem (2.34) where the matrix Y is a block-diagonal
matrix containing all semidefinite conditions on the p-RDMs. In the example
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with 1Γ the 1-RDM. Note that a block-diagonal matrix is positive semidefinite
if its block matrices are all positive semidefinite. It suffices now to identify







and Fi with the different system constraints. In this simple example, the
only equality constraint is the conservation of particle number
∑
i ρii = N .






, c1 = N. (2.37)
With this choice of matrices solving the p-RDMs that minimizes the energy
is formulated as a SDP problem.
2.3.5 Software
Due to the broad interest on SDP problems there are several numerical solvers
available for public use based on primal-dual interior-point methods, such as
SeDuMi, MOSEK, SDPT3 and the Semidefinite Programming Algorithm
(SDPA) [118, 119]. There are two main families of algorithms for solving the
SDP problem: primal-dual interior-point methods and interior-point meth-
ods. The former are considered to be the most robust, but for many appli-
cations the algorithm has a bottleneck in that it has to solve a very large
linear system of equations, which limits the size of the problems they are
able to solve. On the other hand, interior-point methods have gained a lot of
attention, since they tend to be 10-20 faster than their counterpart [120], but
they usually suffer from numerical instabilities. Therefore, we have chosen
to perform all computations using the more numerically stable primal-dual
interior-point SDPA solver [119].
While the method to write the vRDM algorithm into a SDP problem
has been described before, we note that the SDPA solver does not allow for
the introduction of equality constraints on the p-RDMs. However, we can
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introduce these constraints by relaxing them into semipositivity conditions.
As an example, for the conservation of particle number in the example of
Section 2.3.2, we choose a sufficiently small δ so that∣∣∣ 3∑
i=1
ρii −N
∣∣∣ ≤ δ. (2.38)









ρii +N ≥ 0.
(2.39)
In general, we choose δ = 10−7 for our computations. This means that, if
we were able to impose all semipositivity conditions needed to compute the
exact p-RDMs of the system, the maximum level of precision of any p-RDM
would be of order δ = 10−7.
2.4 N-representability in the DOCI subspace
Many systems in nuclear [121, 122], molecular [106–108] and condensed mat-
ter physics [30] present an approximate or exact double degeneracy in the
single particle levels in the Hamiltonian, e.g. opposite spin particles (i ↑, i ↓)
or opposite momenta (+k,−k) [See Section 1.2.1]. The Hamiltonians of these
systems commute with the seniority operator Ω [107, 123], which counts the








with (i, ī) a generic pair of degenerate levels. This symmetry operator, thus,
divides the Hilbert space into sectors with different seniority numbers.
For systems where such symmetry is exact, for example in SU(2) spin
chains [23] or in pairing systems [30], one is usually interested in the subspace
where all particles are paired, Ω = 0. This subspace is usually referred to as
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the Doubly Occupied Configuration Interaction (DOCI) space. For systems
where seniority symmetry is approximate, as is often the case in nuclear and
molecular physics, it has been show [106–109] that splitting the Hilbert space
into different seniority subspaces and constraining the ground state to lie in
the lowest seniority sectors Ω = 0, 2, 4 can, in most cases, restore the most
significant part of the correlation energy within an acceptable precision. It
would then be an interesting path to constrain the vRDM method to compute
the p-RDMs in the subspaces in the lowest seniority sectors and tossing out
the others. However, while non zero seniority sectors can be taken into
consideration, the size of the p-RDM still grows very fast for Ω > 0 and we
have chosen to focus exclusively on the DOCI space, Ω = 0. Keeping only
this subspace makes sense, as it has the greatest contribution to the exact
ground state in systems with approximate seniority symmetry and it is the
most physically relevant space when the symmetry is fully conserved.
















a pair creation operator in
the SU(2) hard-core boson representation (1.22). In the DOCI space any
observable that changes the seniority number, i.e. breaks one pair, has zero
expectation value. Thus, the p-RDMs in the complete Hilbert space basis are
highly sparse and one can define more compact p-RDMs in the DOCI space.
Moreover, this sparsity will help to reach new p-particle N-representability
conditions beyond 2-particle ones. In the following sections we will explore
the new set of smaller N-representability conditions introduced by the DOCI
method.
Notation: we refer to the number of pairs in the DOCI space with M ,
which corresponds to 2N single fermionic particles.
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2.4.1 The DOCI 1-particle N-representability condi-
tions
We start by rewriting the 1-particle B operator for a system with pairwise













The conditions arising from these operators will impose restrictions on the
1-RDM in the DOCI space, whose elements we define as
ρi := 〈ni〉 = 〈a†iai〉 = 〈a†īaī〉. (2.43)
There are no off diagonal elements, as they would imply a change in the
seniority number, so their expectation value is zero. The 1BP ,
1BQ operators




















From them, the resulting DOCI 1-particle N-representability conditions ex-
pressed in terms of the 1-RDM are
1Pij = δij ρi ≥ 0
1Qij = δij (1− ρi) ≥ 0,
(2.45)
which can be summed up as
0 ≤ 〈ni〉 ≤ 1, ∀i. (2.46)
In addition, if the system conserves the particle number, another condi-
tion can be imposed onto the DOCI 1-RDM, related to the diagonal of the
matrix P ∑
i
ρi = M. (2.47)
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2.4.2 The DOCI 2-particle N-representability condi-
tions







































This set of operators will impose conditions on the form of the DOCI 2-RDM,




The 2-RDM elements are related to the 1-RDM by
ρi ≡ Dii = Πii (2.50)
L∑
j=1
Dij = Mρi, (2.51)
with M the number of pairs.
The conditions created by the different 2Bx operators are:





i<j aīaj̄. They result in the following
condition
Dij = 〈ninj〉 ≥ 0, ∀ i < j. (2.52)
– Block:
∑
i aiaī. This is called the P condition:
Pij = 〈a†ia†īaj̄aj〉 = 〈b
†

























. This is called the Q condition:
Qij = 〈aiaīa†j̄a
†











aj. The positive semidefinite matrix
created by these operators is highly sparse and its elements are
〈a†iaj̄a†l̄ak〉 = δjlδik (ρi −Dij)− δilδjkΠij, ∀ i 6= j, (2.56)
The order of the elements can be rearranged so that the semi-
positivity condition is mapped to the semipositivity of a set of














aī. For i = j this gives the semipositivity of
the D matrix
Dij = 〈ninj〉, D  0. (2.58)
Other blocks not listed above are either zero in the DOCI space or result in
the same conditions.
Note that the diagonal elements of any positive semidefinite matrix are
always non negative. Therefore, the semipositivity of the P and Q matrices
necessarily means that Pii = ρi ≥ 0 and Qii = 1− ρi ≥ 0, which correspond
to the DOCI 1-particle conditions.
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2.4.3 The DOCI 3-particle N-representability condi-
tions































































































Note that there are several single particle terms in these operators, which
help to impose constraints on the elements of the 3-RDM that will result
in a better lower bound of the ground state energy. Before computing the
N-representability conditions, we define the DOCI 3-RDM elements as
3Dijk = 〈ninjnk〉, ∀ i 6= j 6= k (2.60)
3Πijk = 〈b†jnibk〉, ∀ i 6= j, k. (2.61)
The relations of the 3-RDM elements with the 2-RDM are:
Dij ≡ Diij = Πijj = Πjii∑
k(6=ij)
Πkij = (M − 1)Πij, ∀ i < j∑
k(6=ij)
Dijk = (M − 2)Dij, ∀ i < j.
(2.62)
A full account of the DOCI 3-particle conditions is given in Appendix
A.1.
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2.4.4 The lifting conditions
In principle, all p-particle conditions can be derived from the (p+1)-particle
conditions through the lifting conditions. They are made up by adding the di-
agonal elements of the positive semidefinite matrices of the (p+1) conditions
so that they result in a number operator. If the system preserves particle
number, this number operator can be extracted out of the representability
condition and computed as a C number. This effectively lowers the order of
the operator to p-particles. As an example, consider the following addition






〈b†inabj〉 = (M − 1)〈b†ibj〉 = (M − 1)Pij. (2.63)
Because the sum of a set of positive semidefinite matrices, in this case Πa  0
from the 3-particle conditions, is a positive semidefinite matrix, then, P  0,
which is a 2-particle condition. Another example of a lifting condition that
is a bit more convoluted is the G condition∑
c(6=ab)
3Eabc = (M − 1)Gab, (2.64)
which imposes the semipositivity of the 2-particle G conditions based solely
on the semipositivity of the 3-particle G conditions.
2.4.5 The DOCI (2, 3) conditions
It is very interesting to note that, due to the fermionic anticommutation
relations, several matrices of the 3-particle conditions can be added up that
result in conditions without any 3-RDM elements. These new conditions are
called the DOCI (2, 3) N-representability conditions or, more often, the T1
and T2 conditions. They offer an enormous computational advantage, as they
can improve the accuracy of the 2-RDM of a ground state by several orders
of magnitude with respect to the 2-particle conditions [110] and they work
only with the 2-RDM, which reduces the computational effort of the vRDM
method with respect to taking into account the 3-RDM.
The (2, 3) N-representability conditions are:
• The two T 1 conditions. Adding the 3-particle diagonal conditions (A.4)
and (A.5) results in
1− ρi − ρj − ρk +Dij +Djk +Dki ≥ 0, ∀ i < j < k. (2.65)
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= Πji + δij (1− 2ρi − ρa + 2Dia)  0, ∀ a, ij 6= a. (2.66)
• The two T 2 conditions. Adding the 3Eabc and 3Fabc conditions (A.9)
and (A.10) results in
T 2abc =
t(a) Πac ΠabΠac t(b) Πbc
Πab Πbc t(c)
  0∀ a < b < c. (2.67)
with t(x) = ρx −Dxy −Dxz +Dyz, x ∈ {a, b, c}.
The other T 2 matrix is
T 2a =

δijρi +Dij −δijΠia Dia ρi −Dia
−δijΠia δij (ρa − 2Dia) + Πij Πia −Πia
Dia Πia ρa 0
ρi −Dia −Πia 0 1− ρa
  0,
∀ a, ij 6= a.
(2.68)
2.4.6 The DOCI 4-particle N-representability condi-
tions
The B operator for these conditions is much more complex and we will omit
writing it down. It includes all possible 4-particle operators with all possible
spin combinations. Before computing the N-representability conditions, we
define the elements of the 4-RDM as
Πijkl = 〈b†ib†jblbk〉, ∀ i 6= j 6= k 6= l
Πklij = 〈b†ibjnknl〉, ∀ i 6= j 6= k 6= l
Dijkl = 〈ninjnknl〉, ∀i 6= j 6= k 6= l.
(2.69)
The relations of the 4-RDM with the 3-RDM are∑
j 6=l
Πijkl = (M − 2)Πikl∑
i 6=jkl
Dijkl = (M − 3)Djkl
Πikkj = Π
k
ij , Πijij = Dij
Πijkk = Dijk , Dijkk = Dijk.
(2.70)
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For the sake of simplicity we report the expression of the DOCI 4-particle
conditions to Appendix A.2.
Notation: We will usually denote the DOCI p-particle conditions as p-
POS. When we want to distinguish between the 2-POS and (2, 3)-particle
conditions, we will also denote them as PQG and PQGT conditions, respec-
tively.
2.5 Benchmarking the vRDM in the DOCI
space with integrable pairing models
The results from this section are reported in our article: Benchmarking the
Variational Reduced Density Matrix Theory in the Doubly Occupied Config-
uration Interaction Space with Integrable Pairing Models [110].
As we have seen in Chapter 1, for integrable pairing models we can com-
pute their exact ground state wave function, its energy and occupation num-
bers. Therefore, these models serve as an excellent platform to benchmark
the vRDM-DOCI method with large systems where exact diagonalization
becomes no longer possible. In this section, we will study the ground state
of the RGK (1.29) and reduced BCS (1.24) Hamiltonians using the vRDM-
DOCI method with the PQG and PQGT conditions. As a benchmark we
will employ the ground state energy and the canonical gap (1.34) of the mod-
els. Our results show that the PQGT conditions offer a great improvement
in the accuracy of the method over the PQG conditions. Moreover, we find
several configurations of integrable Hamiltonians in the attractive interaction
regime for which the method becomes exact.
2.5.1 The Richardson-Gaudin-Kitaev Hamiltonian
We start with the Richardson-Gaudin-Kitaev Hamiltonian of a chain of L =















The chain is half filled, so there are M = 25 pairs. The dimension of the
Hilbert space for this configuration is of order ∼ 1014 states and an exact
diagonalization approach to the ground state is computationally unfeasible,
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so the ground state must be computed using the RG equations as explained
in Section 1.2. The ground state of the RGK Hamiltonian has two critical
points: Moore-Read gMR = 1/(L −M + 1) = 1/26 and Read-Green gRG =
1/(L − 2M + 2) = 1/2. The Read-Green point is at a very large value of
the interaction, so we will focus instead on benchmarking the vRDM-DOCI
method in the attractive region around the Moore-Read point.
At the Moore-Read point the ground state becomes a PBCS state (1.33).
These states have the property that they are annihilated by a set of L2 two-









−k′c−k, Bkk′ |ψMR〉 = 0, ∀ kk′. (2.72)
Interestingly, at the Moore-Read point the RGK Hamiltonian can be written
as a positive linear combination of projectors onto the killers, which individ-






















Thus, the ground state energy at Moore-Read is H|ψMR〉 = 0. Because the
Hamiltonian is written as a sum of two-body semidefinite positive operators,
imposing the 2-POS conditions guarantees that the vRDM-DOCI method
will find the exact ground state energy at the MR point.
We show in Figure 2.1(a) the absolute difference of the exact ground state
energy with respect to the energy of the vRDM-DOCI method with both the











with ~α a set of variational parameters. Because the vRDM-DOCI method
provides a lower energy bound, while the variational PBCS ansatz returns an
upper bound, we show the absolute energy differences with respect to the ex-
act ground state energy. As we have seen above, the PQG N-representability
conditions and the PBCS ansatz correctly capture the ground state energy
at the Moore-Read point, as the exact ground state becomes a PBCS state
at that point. However, outside that region the PQG conditions achieve an
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Figure 2.1: (a) Absolute energy difference of the exact ground state energy
of the RGK Hamiltonian with L = 50, M = 25 with respect to the vRDM-
DOCI computed with the PQG and PQGT conditions and a variational
PBCS ansatz. (Inset of a) Exact correlation energy. (b) Absolute difference
with respect to the exact canonical gap. (Inset of b) Exact canonical gap.
accuracy around two orders of magnitude lower than PBCS. Both methods
achieve great accuracy in the weak coupling region g < gc below the critical
interaction gc [See Section 1.3.2]. In contrast, imposing the PQGT condi-
tions returns the exact energy within the numerical error δ = 10−7 of the
method for all values of the interaction. In the Inset of Figure 2.1(a) we
show the correlation energy
Ec = 〈ψ|H|ψ〉 − 〈φ0|H|φ0〉 (2.75)
with |φ0〉 the ground state of the non interacting Hamiltonian H(g = 0).
In Figure 2.1(b) we show the absolute difference of the canonical gap
(1.34) computed with the vRDM-DOCI method and the PBCS ansatz with







Pkk (1− Pkk). (2.76)
As in the case of the energy, both the PQG conditions and the PBCS ansatz
perform poorly in the strong coupling regime g > gc, while the PQGT con-
ditions are able to capture the exact value of the gap within vRDM-DOCI
precision. The Inset of Figure 2.1(b) shows the exact canonical gap, which is
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Figure 2.2: (a) Absolute energy difference of the exact ground state energy
of the reduced BCS Hamiltonian with L = 50, M = 25 with respect to
the vRDM-DOCI computed with the PQG and PQGT conditions and a
variational PBCS ansatz. (Inset of a) Exact correlation energy. (b) Absolute
difference of the exact canonical gap. (Inset of b) Exact canonical gap.
zero in the weak coupling regime and becomes finite in the superconducting
phase g > gc.
2.5.2 The reduced BCS Hamiltonian
We can also benchmark the vRDM-DOCI method by studying the ground
state energy and canonical gap of the reduced BCS Hamiltonian or constant
pairing model (1.24). We focus on a variation of this Hamiltonian used to














with (i, ī) a set of degenerate levels and εi = i/L a set of equidistant single
particle levels. The chain has L = 50 sites and we study its ground state at
half filling M = 25.
We show in Figure 2.2(a) the absolute energy difference with respect to
the pairing strength around the critical point gc of the reduced BCS model in
the attractive regime. The computations are done with the PQG and PQGT
conditions and a variational PBCS ansatz. As in the case of the RGK model,
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Figure 2.3: Absolute energy difference of the ground state of the reduced BCS
model with respect to the pairing interaction for equidistant single particle
levels (crosses) and random levels (dots). Results are computed with the
PQGT conditions for a system with L = 50 sites and M = 25 pairs.
both the PQG and variational PBCS perform badly in the strong attractive
regime, while achieving a high precision in the weak interaction regime. On
the other hand, the PQGT conditions are able to capture the exact energy
within the method’s precision. We show in the Inset of Figure 2.2(a) the
exact correlation energy (2.75). It shows a change of curvature around the
critical BCS point that signals the transition from a phase dominated by
pairing fluctuations to a superconducting one with condensed Cooper pairs.
Figure 2.2(b) shows the absolute difference of the exact canonical gap
computed with respect to the vRDM-DOCI method and the PBCS ansatz.
As in the RGK model, the PQG and PBCS ansatz results are far from the
exact canonical gap, while the PQGT conditions are able to compute it
exactly. The Inset of Figure 2.2(b) shows the canonical gap for the reduced
BCS model, which opens in the superconducting phase g > gc.
While the previous results achieve a very good precision using the PQGT
conditions, the ability of vRDM-DOCI to provide exact results breaks down
when the single particle levels εi are not equidistant. This is shown in Figure
2.3, where each sample (dots) represents a Hamiltonian where the single par-
ticle levels are drawn from a Gaussian normal ensemble distribution, in com-
parison with the results for a Hamiltonian with equidistant levels (crosses).
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Figure 2.4: Absolute energy difference of the RGK model computed with the
PQGT conditions for different system sizes L = 10, 20, . . . , 100 at half filling.
The results of the PQGT conditions are exact in the weak coupling regime,
g < gc, for all Hamiltonians, while the error becomes larger in the strong at-
tractive regime for random level Hamiltonians. Nevertheless, errors of order
∼ 10−4 are acceptable for many standards. This breakdown of the vRDM-
DOCI method cannot be attributed to a loss of integrability, since the re-
duced BCS Hamiltonian is still integrable. It could instead be attributed to
the complexity of wave functions for non equidistant single particle levels.
2.5.3 Size extensibility of the vRDM-DOCI method
An interesting question is whether vRDM-DOCI is size extensible, i.e. whe-
ther or not its accuracy breaks down for large system sizes. To this effect,
we benchmark the ground state energy of the RGK and reduced BCS models
computed with the PQGT conditions against the exact energy for differ-
ent system sizes L = 10, 20, . . . , 100 at half filling. To study systems with
L = 100 levels using vRDM-DOCI we had to increase the summation error
(2.38) to δ = 3 · 10−7, which we set to tha value for all other sizes L. Figure
2.4 shows the energy comparison for different sizes for the RGK Hamiltonian
(a) and reduced BCS model with equidistant single particle levels (b). The
PQGT conditions are shown to return the exact energy within the method
precision for all sizes, showing that the vRDM-DOCI method is extensible
to arbitrary system sizes.
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2.5.4 Conclusions
To summarize this section, we have found that imposing the PQGT con-
ditions leads to an improvement of the vRDM-DOCI method’s precision
compared to the simpler PQG conditions. Moreover, we have found sev-
eral examples for which this method is able to reach the exact ground state
of pairing models. We were also able to conclude that this method does not
suffer from system’s size considerations and its precision holds for many dif-
ferent sizes. However, as we have also seen, the degree of exactness that the
PQGT conditions are able to achieve is highly dependent on the complexity
of the wave function.
2.6 The vRDM method using 3-POS condi-
tions
The results from this section are reported in our article: Variational reduced
density matrix method in the doubly occupied configuration interaction space
using three-particle N-representability conditions [111].
In this section we will benchmark the inclusion of the 3-POS conditions
of Section 2.4.3 in the computation of ground state properties of molecu-
lar systems and repulsive pairing models. Our results show an improvement
between one and two orders of magnitude in the ground state energy of molec-
ular systems and half an order of magnitude in the energy of the XXZ chain
using the 3-POS conditions with respect to the 2- and (2,3)-POS conditions.
2.6.1 Molecular systems
In general, molecular systems are very different from condensed matter ones.
Usually there is no translational symmetry, hoppings and interactions are
inhomogeneous and there is often rotational or specular symmetry. As in the
general case, the problem of finding the exact solution of the Hamiltonian
eigenstates still remains. One method to find approximate solutions to the
eigenstates that has enjoyed widespread success in molecular physics is the
Configuration Interaction (CI) method [124, 125]. This method considers
the basis of the Hilbert space to be made of Slater determinants, which are
product states of single particle orbitals, equivalent to single particle wave
functions. Because the size of the basis is exponentially large, CI truncates
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the space of states according to some criteria, e.g. the expectation energy of
each basis state. It then proposes a variational wave function ansatz |ψ(~α)〉




〈ψ(~α)|ψ(~α)〉 ≥ E0, (2.78)
with E0 the exact ground state energy. Because of the Ritz variational prin-
ciple, this energy is an upper bound to the exact one. For small systems,
where it is possible to keep the complete Hilbert space without truncation,
this method is called Full CI (FCI) and is equivalent to exact diagonalization.
It becomes evident that the criteria used to truncate the Hilbert space
is of huge importance, as it will determine how close the computed ground
state can be to the exact one. One of the most used truncation methods
builds the state space by taking a set of reference states, for example states
computed with Hartree-Fock, and then adding single and double excitations
onto those states [124, 125]. Recently [107, 109, 123], there has been some
interest in truncating the Hilbert space according to the seniority number
(2.40). It has been shown that, generally, the spaces with lowest seniority
are able to capture almost all of the correlation energy of the ground state,
with the greatest contribution coming from the DOCI zero space. Thus, a
good approximation to the ground state can be expected by mapping the
molecular Hamiltonian into a pairing Hamiltonian 1.2.1 and then truncating
the basis of states into those with a low seniority number.
We have employed several orthonormal basis sets to map the molecular
Hamiltonian to a pairing one: natural orbitals (NO), canonical molecular
orbitals (CMO), orbitals that minimize the seniority number of the exact
wave function (Mmin) [109] and orbitals that minimize the DOCI energy
(OPTE) [126]. Figures 2.5(a-d) show the exact ground state energy after
the mapping to a pairing Hamiltonian using CMO orbitals compared with
the results using 2-, (2, 3)- and 3-POS conditions for a set of molecules:
CO, N2, CN
− and NO+. For the NO+ we also show the computations for a
mapping to OPTE orbitals. The energy computed with the 3-POS conditions
is, in general, between one or two orders of magnitude closer to the exact
DOCI energy for all molecules than when it is only computed with the 2-
and (2, 3)-POS conditions. In the case of the NO+ molecule shown in Figure
2.5(d), while the vRDM-DOCI results for the mapping with OPTE orbitals
are similar to the computations with CMO orbitals in the weak interaction
regime, the former are two orders of magnitude closer to the exact DOCI
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Figure 2.5: Ground state potential energy of the CO (a), N2 (b), CN
− (c)
and NO+ (d) molecules computed with the Full CI, DOCI and vRDM-DOCI
methods. For (a,c) the mapping to the pairing Hamiltonian is done us-
ing CMO orbitals and for (d) it is done with CMO and OPTE orbitals.
The vRDM-DOCI energies have been computed with the 2-, (2, 3)- and 3-
POS conditions. (Bottom panels) Absolute energy error of the vRDM-DOCI
method compared to the DOCI energy for each choice of the orbitals.
energy after the potential well. A full comparison between NO, CMO, Mmin
and OPTE orbitals is shown in Table I of Reference [111], which indicates
that, in general, the OPTE orbitals are the ones that better approximate the
vRDM-DOCI energy to the exact one.
An interesting benchmark of the vRDM-DOCI method is to compare
the resulting p-RDM matrices with respect to the exact ones. This is done
by measuring the Frobenius norm of the difference of the exact DOCI and
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vRDM-DOCI results for the Π and D matrices (2.49) of the 2-RDM









The distances for the studied molecules are shown in Table III of Reference
[111]. In every case the Frobenius distance with respect to the exact DOCI
matrices using the 3-POS conditions is of order 10−5 − 10−6 for OPTE and
Mmin orbital basis.
2.6.2 Repulsive pairing systems
In the previous section we observed that the (2, 3)-POS, or PQGT , condi-
tions are able to compute the exact ground state energy of the attractive
RGK (1.29) and reduced BCS Hamiltonians (1.24) with equidistant single
particle levels. However, we noticed that the vRDM-DOCI method can-
not compute exact results for attractive constant pairing Hamiltonians with
random single particle levels, which were attributed to an increase in the
complexity of the wave function. Here we will study a pairing Hamiltonian













with L the number of levels, εi = i/L a set of equidistant single particle levels
and g the repulsive pairing strength, g > 0. This Hamiltonian belongs to the
hyperbolic integrability class (1.5).
Figure 2.6 shows the absolute energy error of the exact ground state
energy of the repulsive pairing Hamiltonian with respect to the vRDM-DOCI
energy. Computations are done for a system with L = 40 levels at half filling.
In this case, the 3-POS conditions are shown to offer an improvement in the




Figure 2.6: Absolute energy error of the ground state energy with respect to
the interaction g of the repulsive pairing Hamiltonian computed with the 2-,
(2, 3)- and 3-POS conditions. (Left inset) Exact ground state energy. (Right
inset) Occupation numbers of the exact ground state at g = 0 (solid) and
g = 2 (dots).
to the (2, 3)-POS conditions. The Insets of Figure 2.6 show the exact ground
state energy of the Hamiltonian and the occupation numbers ρi = 〈ni〉 in a
metallic phase, g = 0, and a strongly correlated Fermi liquid, g = 2.
2.7 vRDM method in the DOCI space using
4-particle N-representability conditions
The results from this section are reported in our article: Variational reduced
density matrix method in the doubly-occupied configuration interaction space
using four-particle N-representability conditions: Application to the XXZ
model of quantum magnetism [112].
In this section we benchmark the 4-POS conditions in the integrable
1D Heisenberg XXZ chain. We compare the ground state energy computed
with vRDM-DOCI and the computed 2-RDM elements. Our results show
an improvement of around one order of magnitude in the precision of the
computed observables with respect to the 3-POS conditions. However, the
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great computational cost of these conditions limits us to studying small size
models.
The Heisenberg XXZ Hamiltonian is one of the most studied systems in


















with L the number of spins, S±i and S
z
i the spin SU(2) operators and ∆ an
anisotropy factor. In the hard-core boson representation (1.22) this Hamil-





















with M the number of hard-core bosons (or fermionic pairs) in the system.
This model has a rich phase diagram with a ferromagnetic phase for ∆ < −1,
an antiferromagnetic phase for ∆ > 1 and a gapless critical antiferromagnet
in between these phases, −1 < ∆ < 1. The XXZ model is an integrable
model whose exact solutions can be computed with Bethe ansatz [127].
At ∆ = −1 the Hamiltonian can be written as a positive linear combi-









B†iBi, Bi = a
†
i+1
ai − a†iai+1, (2.83)
with a†i , ai the fermionic creation and annihilation operators and (i, i) a set of
pairwise degenerate levels. The fermionic operators are related to the hard-








|0〉, Bi|ψ−1〉 = 0, ∀i, (2.84)
which is annihilated by the killers of the Hamiltonian. Therefore, the vRDM-
DOCI method can compute the exact ground state energy at ∆ = −1.
Figure 2.7 shows the absolute energy error per particle pair of the XXZ
model with respect to the anisotropy factor ∆ for a system of L = 12 sites at
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Figure 2.7: Absolute energy error per particle pair of the exact ground state
energy of the XXZ Hamiltonian with respect the energy computed with the
2-, 3- and 4-POS conditions. (Inset) Exact energy with respect to ∆.
half filling. The energy is computed using the 2-, 3-, and 4-POS conditions
and exact diagonalization. In this case, the 4-POS conditions represent an
improvement with respect to the 3-POS ones in the precision of the computed
energy of about one order of magnitude in the ferromagnetic ∆ < −1 and
critical antiferromagnetic −1 < ∆ < 1 phases, while the improvement is of a
factor ∼ 5 in the antiferromagnetic phase ∆ > 1. The Inset shows the exact
ground state energy of the Hamiltonian.
Figure 2.8 shows the Frobenius distance (2.79) between the 2-RDM com-
puted with the vRDM-DOCI method and the 2-RDM computed with exact
diagonalization. The matrices Π and D computed with 4-POS conditions
show and improvement over the 3-POS conditions of between one and two
orders of magnitude in most of the spectrum. However, for the D matrix,
there is almost no improvement around ∆ = 1/2 and for ∆ > 1, which can
be attributed to the complexity of the wave function in these regions.
To summarize, we have shown that the 4-POS conditions follow the same
trend of improving the precision of the computed ground state energy and 2-
RDM elements by an order of magnitude or two with respect to the previous
3-POS conditions. In general, this shows a behaviour in which imposing
further p-POS conditions keeps improving the vRDM-DOCI results by one
or two orders of magnitude at each step.
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a) b)
Figure 2.8: Frobenius distance between the exact Π (a) and D (b) 2-RDM
matrices of the XXZ model and those computed with the 2-, 3- and 4-POS
conditions.
2.8 The Inozemtsev model
In the previous sections we studied examples of integrable models like the
RGK or the reduced BCS models. For these systems we found that the
vRDM method can compute the exact ground state energy in some spe-
cial cases and a very good approximation in the general case. Here we will
study the Inozemtsev model [129], which is a parametrization between two
integrable models, the Haldane-Shastry model [130, 131] and the isotropic
XXX Heisenberg chain (∆ = 1). Between these extrema the model is also
integrable [132], although no solutions have been found yet.
The Inozemtsev Hamiltonian for a circular chain of L sites as the one










)2 ~Si · ~Sj, m ∈ [0, 1] (2.85)
with K(·) the complete elliptic integral of the first kind and sn(·, ·) the Ja-
cobian elliptic sine function. The limit m = 0 corresponds to the Haldane-
Shastry model and the denominator becomes proportional to the squared
distance dij between sites i, j. On the other hand, the limit m = 1 corre-
sponds to the Heisenberg XXX chain and the Hamiltonian has only nearest
neighbour terms ~Si · ~Si+1.
Figure 2.9(b) shows the absolute energy difference of the Inozemtsev
ground state energy of a chain of L = 10 sites with zero net magnetization
Sz = 0 with respect to the energy computed with the (2,3)-, 3- and 4-POS
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Figure 2.9: (a) Sketch of the circular chain of the Inozemtsev model. dij is
the distance between two points of the chain. (b) Absolute energy difference
of the ground state of the Inozemtsev model with respect to the energy
computed with the (2,3)-, 3- and 4-POS conditions. (Inset) Exact ground
state energy with respect to m.
conditions. The ground state of the Haldane-Shastry model is annihilated
by a set of two-body killers, with which the Hamiltonian can be written as a
sum of semidefinite positive operators [133]. Therefore, the vRDM method
returns the exact energy in the limit m = 0 already with the (2, 3)-POS
conditions. For m > 0, the computed energy is exact until m ∼ 0.5. At
m = 1 the vRDM-DOCI method results coincide with those computed for
the Heisenberg XXZ chain with ∆ = 1 in Section 2.7. The Inset of Figure
2.9 shows the exact ground state energy of the model. Our results for the
integrable Inozemtsev model support the hypothesis that the integrability of
a system does not make it exactly solvable by the vRDM-DOCI method.
2.9 Computational cost of the vRDM-DOCI
method
As we have seen in the previous sections, imposing successively the 2-, 3- and
4-POS conditions allow us to compute the ground states of relevant physi-
cal systems at a precision comparable to other standard numerical methods.
However, we must take into account that the number of p-POS conditions
imposed into the vRDM-DOCI algorithm can greatly increase its computa-
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N-rep conditions 2-POS 3-POS 4-POS
Number of RDM elements O (L2) O (L3) O (L4)
Computational scaling L2.01 L5.00 L7.43
Maximum reachable size 100 50 20
Table 2.1: Order of the number of elements in each of the p-RDM, fitted
asymptotical time scaling of the vRDM-DOCI method with different p-POS
conditions and maximum system size L that one can study with each p-POS
condition.
tional cost. In this section we study how does the computational time of the
vRDM-DOCI method depend on the number of p-POS conditions and what
is the maximum size of the systems that it can compute. In general, we find
that the algorithm is usually constrained by its time requirements and the
maximum reachable system sizes are L = 50 when the 3-POS conditions are
imposed and L = 20 for 4-POS conditions.
We have focused on the ground state properties of molecular systems,
models of quantum magnetism and RG integrable pairing models. To solve
the semidefinite programming problem we employed the SemiDefinite Pro-
gramming Algorithm (SDPA) script [118, 119], which is a highly optimized
C++ program that relies on the sparsity pattern of the semipositivity condi-
tions and multithreading to lower the computational time required to solve
the semidefinite problem. In general, the SDPA bottleneck lies on solving a
linear system whose dimensions are the same as the number of variational
parameters we are taking into account [119]. Therefore, the performance
of our numerical computations is limited by the number of elements of the
p-RDMs for which we are imposing semipositivity conditions.
To study the computational cost of the vRDM-DOCI method we compute
the ground state energy of the XXZ Hamiltonian at half filling for different
sizes L = 12, 14, 16, 18 and with respect to different p-POS conditions. For
every set of p-POS conditions we measure the time that our computers re-
quire to finish one iteration of the SDPA algorithm and perform a linear fit
with an exponential reference function t(L) = exp (α + βL) to observe the
scaling with the system size L.
Table 2.1 shows the number of elements in each of the p-RDM matrices,
the fitted time scaling of the p-POS conditions and the maximum system size
L that one can reach with each of the conditions. This computations were
run single threaded on an Intel Xeon E5-2650v2 computer. We conclude that
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the scaling of the computational time is highly correlated with the number
of elements of the p-RDM. Unfortunately, when using the 4-POS conditions,
L ∼ 20 sites is something that can be easily achieved by exact diagonaliza-
tion, forcing us to find new strategies to reduce the computational time for
these conditions.
2.10 Symmetries in the DOCI subspace
The computational cost of the vRDM-DOCI method is related to the num-
ber of p-RDM matrix elements of the conditions that are imposed, setting
a fundamental limit in the sizes that can be studied. Fortunately, many
condensed matter models have a two underlying symmetries that can help
reduce the time scaling of vRDM-DOCI: translational invariance and reflec-
tion symmetry.
The most usual symmetry that appears in the 1D models that we have
studied is translational symmetry. For the p-RDM this means that elements
whose indices are shifted by a constant amount with respect to other in-
dex have an equal observable. As an example, the occupation numbers and
correlation expectation values satisfy the following relations
〈ni〉 = ρi = ρ1, i = 1, . . . , L
〈b†ibj〉 = Πij = Π1,1+j−i, i, j = 1, . . . , L.
(2.86)
In general, for 1D systems of size L, translational invariance lets us to reduce
the number of p-RDM elements by a factor of L.
Another symmetry of relevance is reflection symmetry, by which the
Hamiltonian remains invariant if the site indices are reflected with respect
to a fixed one. For the same observables as before, the symmetry relations
between different elements of the p-RDM are
〈ni〉 = ρi = ρa−i, i = 1, . . . , L
〈b†ibj〉 = Πij = Πa−i,a−j, i, j = 1, . . . , L,
(2.87)
with a a site index with respect to which all other indices are reflected.
The reflection symmetry together with translational symmetry have im-
portant consequences for the scaling of the vRDM-DOCI computations. For
1D systems with both symmetries the number of independent terms in the
2-, 3- and 4-RDMs is reduced by a factor of 2L and for 2D square lattices
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this reduction is of order 4L2. Furthermore, these symmetries imply that
many DOCI semipositivity conditions are equivalent. As an example, this is






= G1,1+b−a  0, ∀ a < b. (2.88)
While not all semipositivity conditions have a similar reduction in number,
we find that the overall number of conditions is reduced by an order of ∼ L
for 1D systems and ∼ L2 for square 2D ones. These reductions, of both
the number of terms and semipositivity conditions, allow us to study 1D
systems with 2- and 3-POS conditions up to L = 256 sites (compared with
a maximum of L = 50 for the 3-POS conditions without symmetries) and
systems with 4-POS conditions up to L = 30 sites (compared to L ∼ 20).
For 2D square lattices we are able to compute L = 16 × 16 lattices with
3-POS conditions and L = 6× 6 lattices with 4-POS conditions.
2.11 Exploiting translational and reflection
invariance with the 4-POS conditions
The results from this section are reported in our article: Variational determi-
nation of the two-particle reduced density matrix within the doubly occupied
configuration interaction space: exploiting translational and reflection invari-
ance [113].
In this section we analyze how including the symmetries of the model
in the p-POS conditions can decrease the computational cos of the vRDM-
DOCI method. The method is applied to the 1D and 2D Heisenberg XXZ
chain, which has translation and reflection invariance. Our results show that
incorporating the symmetries into the N-representability conditions has the
same precision in computing the ground state properties as without sym-
metries but with the additional advantage that we can study systems with
medium and large sizes.
We start with a modification of the Heisenberg XXZ Hamiltonian in the
hard-core boson representation valid for any number of dimensions
















Figure 2.10: (a) Ground state energy per site of the 1D XXZ Hamiltonian
with respect to ∆ computed with the 2-, 3- and 4-POS conditions and QMC.
(Inset of a) Relative energy error with respect to the QMC energy. (b)
Relative energy error with respect to the QMC energy for different 1D lattice
sizes L and for different ∆ values for the 2-POS (dashed) and 3-POS (solid)
conditions.
with 〈ij〉 a summation over first neighbour sites and z the number of first
neighbours in the lattice. For the 1D case, there is a ferromagnetic phase at
∆ < −1, an antiferromagnetic phase at ∆ > 1 and a critical antiferromagnet
with gapless excitations at −1 < ∆ < 1. In 2D there is a similar phase
diagram with the ∆ = −1,+1 points separating the ferromagnetic, critical
gapless ferromagnet and antiferromagnetic phases [134]. Importantly, the
XXZ Hamiltonian preserves both translational and reflection symmetry for
1D and 2D lattices.
Figure 2.10(a) shows the ground state energy of the 1D XXZ Hamiltonian
of a chain of L = 30 sites at half filling with respect to ∆ computed with the
2-, 3- and 4-POS conditions using symmetry reductions. We also compute
the ground state with the Quantum MonteCarlo (QMC) method, which we
consider as a quasi exact energy. The relative energy of the vRDM-DOCI
method with respect to the QMC energy is shown in the Inset of Figure
2.10(a), indicating that the energy computed with the 3- and 4-POS con-
ditions has a relative accuracy below 1% in the critical antiferromagnetic
phase −1 < ∆ < 1 and a relative accuracy of order of 1% in the antifer-
romagnetic phase ∆ > 1. In Figure 2.10(b) we show the energy computed
with vRDM-DOCI with respect to different system sizes L and for different
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Figure 2.11: (a) Ground state energy per site of the square 2D XXZ Hamilto-
nian with respect to ∆. Results are shown for the 2-, 3- and 4-POS conditions
and QMC. (Inset of a) Relative energy error with respect to the QMC en-
ergy. (b) Relative energy error with respect to the QMC energy for different
2D square lattice sizes and for different ∆ values computed with the 2-POS
(dashed) and 3-POS (solid) conditions.
∆. This energy converges in the large size limit, further demonstrating the
size extensibility of the vRDM-DOCI method with 3- and 4-POS conditions
and symmetry reduction.
Figure 2.11(a) shows the ground state energy of the 2D square XXZ
Hamiltonian with L = 6× 6 sites at half filling computed with the 2-, 3- and
4-POS conditions and QMC. Our results show a relative accuracy below 1%
for the 3- and 4-POS conditions when the anisotropy term is negative and a
sudden loss of precision around the critical point ∆ = 1. We show in Figure
2.11(a) the stability of the vRDM-DOCI energy results for large 2D square
lattice sizes computed with the 2- and 3-POS conditions, which converge in
the large size limit.
In order to assess the validity of the vRDM-DOCI method for studying
ground state properties we also compute the spin correlation functions of the
XXZ model. In terms of the hard-core boson representation they read






















Figure 2.12: Spin 〈Sz0Szi 〉 correlations of the 1D XXZ Hamiltonian for differ-
ent values of the anisotropy parameter ∆. Results are computed with the 2-,
3- and 4-POS conditions and QMC.
the ferromagnetic or antiferromagnetic character of the individual phases.
These are computed with the 2-, 3- and 4-POS conditions and QMC at
four different values of the anisotropy ∆. The chain has L = 30 sites and
we consider a half filled ground state. Because the model has translational
and reflection invariance, the 〈Sz0Szi 〉 observables represent all possible ZZ
correlations. All p-POS conditions are able to infer the antiferromagnetic
character 〈Szi Szi+1〉 < 0 for their respective ∆ parameters. However, only the
3- and 4-POS conditions are able to capture the exact quantitative form of
the quasi exact ZZ correlations computed with the QMC method. For strong
antiferromagnetic interactions, ∆ = 1.5, only the 4-POS conditions are able
to capture the long range behaviour of the correlations.
Figure 2.13 shows the first and second neighbour correlations 〈Sz0Sz1,2〉,
〈Sx0Sx1,2〉 for different values of the anisotropy ∆ of the 2D square XXZ Hamil-




Figure 2.13: First and second neighbour correlations 〈Sk0Sk1 〉 and 〈Sk0Sk2 〉 of
the 2D square XXZ Hamiltonian with L = 6× 6 (a,c) and 16× 16 (b,d) sites
with respect to ∆. The solid lines represent k = z correlations and dashed
lines the k = x correlations.
correlations were computed using the 2-, 3- and 4-POS conditions, QMC and
for the XX correlations also a Matrix Product State (MPS) ansatz. We con-
sider these two methods to be quasi exact for 6× 6 spin lattices and QMC a
good solution for a 16× 16 lattice. Our results show that the 3- and 4-POS
conditions can reproduce the first and second neighbour correlations with a
high degree of accuracy.
To summarize, we have been able to overcome the size limit of the vRDM-
DOCI method for the 3- and 4-POS conditions with the help of translation
and reflection symmetries. We were able to extend our computations with the
3-RDM method from systems of L = 50 sites to L = 256 (or L = 16×16 for
2D lattices). Similarly, we increased the size limit for the 4-POS conditions
from L = 20 to L = 36 or L = 6 × 6 sites. Our results suggest that
a more careful study of the underlying symmetries of the studied system
can greatly increase the level of precision with which we can study their
properties. As the one of the most promising candidates for future studies




The exponential growth of the dimension of the Hilbert space with the length
of a physical system imposes a fundamental limit into what extent a system
can be studied with arbitrary precision. Contrary to many other numerical
methods, the vRDM method avoids this problem altogether by focusing on
the p-RDM rather than on the wave function of the system. The polyno-
mial scaling of the number of elements of the p-RDM guarantees that there
will be no exponential explosion. While this argument attracted a lot of
attention into the vRDM method at the advent of quantum mechanics, it
was slowly forgotten due to the computational hardship of imposing the N-
representability conditions. However, since the works of Nakata et al. in the
2000s, vRDM has enjoyed a rebirth due to its reformulation as a semidef-
inite problem that can be solved with our current computational capacity.
Apart from that, the reformulation of the N-representability conditions in
the DOCI subspace has also represented a new era for vRDM in which much
larger systems can be studied with an improved precision.
Travelling on this wave of success, we were first able to correctly bench-
mark the well known DOCI 2-POS and (2, 3)-POS conditions using inte-
grable pairing Hamiltonians based on Richardson-Gaudin models, such as the
Richardson-Gaudin-Kitaev or the reduced BCS Hamiltonian. In our work we
were able to identify the great improvement in accuracy that the DOCI (2,
3)-POS conditions represented over the simpler 2-POS. The precision of the
method was even found to be exact for several particular systems, which we
hypothesize might be due to the form of the underlying wave function.
In subsequent works we were able to include the 3- and 4-POS conditions
to the method. We showed the improved precision that the new conditions
could achieve by analysing systems of great interest, such as molecular struc-
ture problems, pairing Hamiltonians and models of quantum magnetism.
The achieved relative precision is between 1−0.1% of the exact ground state
energy for the Heisenberg chain and around 10−5% for molecular systems,
which make the vRDM-DOCI method competitive with other state-of-the-art
numerical methods. Furthermore, we also demonstrated that the elements of
the 2-RDM computed with vRDM-DOCI, on which many relevant physical
observables depend, can also reach similar levels of precision.
The vRDM-DOCI method, however, has a big obstacle when computing
large systems with many N-representability conditions due to the big compu-
tation times the algorithm requires. As we have seen, adding successive layers
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of p-RDMs and N-representability conditions quickly increases the number
of parameters the algorithm has to deal with. Thus, we are forbidden from
studying systems with more that L = 20 sites with the DOCI 4-POS condi-
tions. Fortunately, we are able to overcome this problem by implementing
different symmetries into the N-representability conditions, which drastically
reduces the number of independent p-RDM elements to be computed. Using
these symmetry reductions, we were able to study the 1D and 2D Heisenberg
XXZ chains with L = 256 sites for the 3-POS and with L = 36 for the 4-POS
conditions.
The vRDM-DOCI method has been shown to be a competitive method
that can reach high levels of precision for very large systems at a polynomial
cost. However, the rapid evolution of the number of elements of the p-
particle DOCI N-representability conditions hinders its ability to escalate the
number of particles in the conditions. Our works open the door to improving
the method, which might come from the inclusion of new symmetries into
the conditions or the discovery of new ones. Among these, similar sets of
conditions to the (2, 3)-POS conditions, such as the hypothetical (4, 5)-POS,






The discovery of the integer [135, 136] and fractional [137, 138] quantum
Hall effects attracted a big interest as they pointed to new quantum phases
of matter. These phases, among other properties, could not be understood
within the traditional framework of Landau’s phase transitions, displayed
novel long range correlation patterns in the structure of their ground states
[139] and proved to be resilient against smooth perturbations. Such proper-
ties, together with the dependence of the ground state degeneracies on the
topology of the embedding space, led to the notion of topological order [140,
141] and to the introduction of a new set of quantum numbers, the topolog-
ical invariants, to classify these novel phases [139]. The topological nature
of these invariants is manifested as they can only take discrete values, much
similar to, e.g. the genus number of a surface counting the number of holes,
which is restricted to the set of natural numbers. Aside from its classification,
it was soon realized that topological systems also give rise to interesting edge
effects [142, 143], such as gapless edge excitations or protected edge states.
One relevant class of these new quantum phases of matter are topological
insulators (TI) [144–146], which are gapped phases of non interacting fermio-
nic models with topologically protected boundary states [147–149]. There is
a rich variety of TIs, all of them classified by their symmetries [150–153] and
by a topological invariant. Interestingly, this invariant is associated to the
bulk-boundary correspondence, which states that the net number of localized
boundary modes of a TI is directly related to the topology of its bulk. In
general, this bulk is band insulating, although localized currents can be in-
duced with a non zero local potential gradient, as we will see in this chapter.
On the other hand, the topological nature of TIs implies that one cannot
smoothly connect one TI phase with another without closing the gap in the
spectrum first, in what is known as a topological quantum phase transition.
Historically, the integer quantum Hall effect was the first class of TI that
was discovered. In 1980 von Klitzing reported that immersing a 2D quantum
gas of fermions in a large magnetic field B resulted in quantized values of
the transverse Hall conductance σxy [135]. It was soon suggested that this
transverse conductance was proportional to a topological invariant, the Chern
number ν [154, 155]. For 2D systems, this number is defined as the winding
of the Berry phase [156] around the Brillouin Zone (BZ) and is equal to the
Thouless-Kohmoto-Nightingale-den Nijs integer [154]. Surprisingly, although
the Chern number is defined for infinite systems, non zero Chern numbers are
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also related to the appearance of boundary modes in finite systems with open
boundaries [147, 148, 157]. Precisely, these boundary modes are the ones
responsible for the quantized transverse conductance σxy ∝ ν of the integer
quantum Hall effect. Moreover, these modes are exponentially localized at
the boundaries of the material.
Later, the discovery of the Quantum Spin Hall insulator [158, 159] and
several real world candidates for TIs [160–164] drew a lot of interest into this
field, which resulted in the classification of TIs according to their symme-
try classes [150–153]. Among well known classes of TIs and their respective
symmetries are: Chern insulators (CI), to which the integer quantum Hall
state belongs and which break time reversal and charge conjugation symme-
try (crucial, as the transverse conductance σxy is antisymmetric with respect
to time reversal); Quantum Spin Hall insulators [158, 159], which must ex-
plicitly maintain time reversal invariance; or px + ipy superconductors [62],
which are charge conjugation invariant.
Inspired by the novel properties of TIs, there has been a growing interest
in simulating them in physical platforms, where ultracold atoms trapped
in optical lattices [165–167] have taken the lead due to the high degree of
experimental purity that they can offer. In such experiments, a sample of
ultracold neutral atoms is loaded inside a laser field that traps the atom
cloud inside it and, at the same time, creates an effective Hamiltonian of our
choosing for the atoms that can simulate a rich variety of physically relevant
models. Using the electronic transitions of the atoms or Floquet engineering,
it is possible to simulate artificial gauge fields for the neutral atom cloud
[168–170], reaching regimes that are comparable to von Klitzing’s original
experiments. It is now feasible to simulate topological systems in ultracold
atoms, such as the Hofstadter Hamiltonian [171], the SSH chain [172], the
Haldane model [170] or the Creutz ladder model [173].
In Section 3.2 we introduce the Haldane model [174], one of the first dis-
covered examples of a CI, and study its ground state and topological classi-
fication. Section 3.3, based on our article Topological phases in the Haldane
model with spin-spin on-site interactions [175], examines what happens to
the topological quantum phases of two spinful copies of the Haldane model
in the presence of spin-spin on-site interactions [175], the so called Haldane-
Hubbard model, where our results indicate a survival of the topologically
non trivial phase until relatively large values of the interactions. In Section
3.4 we tackle the emergence of localized states and currents at the edges of
TI with open boundary conditions, while Section 3.5 deals with inhomoge-
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neous potentials in TIs and the emergence of localized states and currents in
the bulk of the system. This is studied using a simple perturbation theory
analysis of the mode p = π of the Haldane model on a cylinder and with
exact diagonalization of all Hamiltonian modes on the cylinder. The results
of this Section are reported on our article Topological bulk states and their
currents [176]. Section 3.6 covers the implementation of TI models in ultra-
cold atoms setups and proposes two experimental implementations that can
be done with state-of-the-art techniques. The first one of these is the imple-
mentation and measurement of the Chern number in the Haldane-Hubbard
model and the second one is the measurement with time of flight images
of the localized bulk and edge currents in the Haldane model subject to an
harmonic potential trap. For the latter we show numerical simulations sup-
porting the observation of currents in our proposal, which are reported in
our article Seeing topological edge and bulk currents in time-of-flight images
[177]. Finally, Section 3.7 is reserved for conclusions.
3.2 The Haldane model
The Haldane model [174] is one of the first discovered examples of a TI.
In his work, Haldane presented a realization of the integer quantum Hall
effect that has a non zero Hall conductance σxy by breaking time reversal
symmetry but, contrary to expected, without any net magnetic field. In
the literature, this way of realizing the integer quantum Hall effect without
magnetic field is usually called anomalous quantum Hall effect. This model
has a topologically trivial phase with ν = 0, which we will refer to as the
trivial or trivial insulator phase, and two topologically non trivial phases
with ν = ±1, which we call the topological or the CI phases. In general, a
CI phase is one with ν 6= 0. These phases have a quantized non zero Hall
conductance related to the value of the Chern number σxy = νe
2/h and,
if the model is placed in a finite system with open boundaries, it displays
gapless boundary modes localized along them.
The Haldane model is related to the much simpler graphene Hamilto-
nian, which is embedded in an hexagonal lattice composed of two triangular
sublattices A and B. This lattice is shown as a sketch in Figure 3.1. The



















Figure 3.1: Sketch of the hexagonal lattice of the Haldane model. Blue and
white points correspond to the A and B sublattices, respectively. Green
arrows illustrate the translation vectors between unit cells and red arrows
the translations between sublattices. The dashed arrows correspond to the
direction of the positive phase t2e
iφ hoppings.
with a the lattice separation between nearest neighbour sites. The translation




















(−1, 0) . (3.2)
The BZ corresponding to this lattice is formed by a parallelogram defined by


















which satisfy ai · bj = 2πδij. In the following we set a = 1 without loss of
generality.
The Haldane Hamiltonian extends this model by adding a time-reversal
breaking next-nearest neighbour hopping t2 and an inversion symmetry break-




















Here, a†i , b
†
i are the fermion creation operators in the A and B triangular
sublattices, 〈ij〉, 〈〈ij〉〉 are pairs of nearest and next-nearest neighbour sites
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and t1 is the nearest neighbour hopping. Time reversal is broken by the
complex phase φ whose sign νij = ±1 can be interpreted as the direction
of the hopping [See Figure 3.1] and inversion symmetry is broken by the
sublattice imbalance term ε. In momentum space, the Haldane Hamiltonian
reads




























with v2i = −a1, a2, a1 − a2 translations inside sublattices. Introducing the








kak− ia†kbk, σzk = a†kak− b†kbk
and Ik = a†kak + b
†
kbk the Hamiltonian takes a much simpler form










B(k) · σk, (3.6)
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The ground state of this Hamiltonian at half filling is a product state of single




c†k|0〉, c†k = αka†k + βkb†k, (3.8)







One crucial aspect of the Haldane model is the breaking of time reversal
and inversion symmetry. Time reversal symmetry T reverses the arrow of
time t→ −t and its action on the Hamiltonian is










B∗(k) · (σ−k)∗ (3.10)
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Thus, the Haldane Hamiltonian is time reversal invariant whenever
B(−k) =
(
B∗x(−k), −B∗y(−k), B∗z (−k)
)
. (3.11)
On the other hand, inversion symmetry reflects site positions with respect
to a central fixed point x0 + x → x0 − x, where x0 can be e.g. the central
site of an hexagon. The action of this symmetry is thus to interchange the






While Bx and By are invariant under both symmetries, the z component








is not and time reversal symmetry is broken whenever the complex phase
sinφ 6= 0 and inversion symmetry is broken by the sublattice imbalance term
ε 6= 0.
An important property of the graphene Hamiltonian (t2 = ε = 0) is that


















, and their positions are fixed when the Hamiltonian has rotational
symmetry C3, which is not broken in the Haldane model [178, 179]. Because
the spectrum becomes gapless at the Dirac points, Haldane showed [174]
that his model for the integer quantum Hall effect can be described as a
relativistic model in the vicinity of these points. From there, he was able to
show that the Hall conductance σxy = νe
2/h can be derived from the sign of














This number is clearly a topological invariant as it can only take integer values
ν = {0,±1} and, to change the phase of the ground state, one must close















t2 ν = 1 ν = −1
ν = 0
Figure 3.2: Topological phases of the Haldane model with respect to the
complex phase φ and the rescaled sublattice imbalance ε/t2. Each phase is
defined by the value of the Chern number ν. The dashed lines show the
points at which the spectrum becomes gapless.
to zero. The Chern number is also proportional to the total Berry flux [156]











with Ŝ = S/|S| the normalized orientation of the pseudospin. The wind-
ing number maps the points in the BZ to a 3D unit sphere k → Ŝ(k) and
measures the total solid angle subtended by the normalized pseudospin, with




d2k the differential solid angle of the pseu-
dospin at k.
The three possible values of the Chern number define the topological
phase diagram of the Haldane model, shown in Figure 3.2. There are two CI
phases with ν = ±1 and a trivial insulating phase with ν = 0. As we have




D) = ε± 3
√
3t2 sinφ ≡ 0. (3.17)
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3.3 Topological phases in the Haldane model
with interactions
The results from this section are reported in our article: Topological phases
in the Haldane model with spin-spin on-site interactions [175].
A topological insulator is a quantum phase of matter that can be un-
derstood in the single particle picture. An interesting question is whether
the notion of TI phases is still valid in the presence of interactions, which
break the single particle picture, or whether the interactions can give rise
to other non trivial phases. Many studies have addressed this question for
general interacting TI models [181], including the Haldane model with near-
est neighbour interactions [182], the Haldane-Hubbard model [183–192], the
Quantum Spin Hall model [193, 194] or general TIs with fractional filling
[195]. In the particular case of the Haldane-Hubbard model, while there is
an agreement in the existence of a CI phase, ν 6= 0, in the weak interacting
regime and an antiferromagnetic trivial Mott insulator in the strong repulsive
limit, there is not yet a clear consensus of whether there is an intermediate
phase between these two limits with either trivial topology [192], with a non
trivial topology and the same Chern number as the non interacting CI phase
[184, 186, 191] or with a different Chern number [185, 188–190].
In this section we study the topological quantum phase diagram of the
Haldane-Hubbard model using a mean field ansatz in momentum space and
matrix product states (MPS) [92, 196]. This model consists of two spinful
copies of the Haldane model with spin-spin on-site interactions. These two
copies are needed as only one of them would not allow the introduction of on-
site correlations in the model. Our study suggests that the CI phases of the
Haldane model survive in the presence of interactions and extend until the
value of the Hubbard interactions is similar to the fermions’ kinetic energy. In
this range of interactions our mean field ansatz is very well suited to capture
the long range correlations of the model. For strong repulsive interactions
the system becomes a trivial Mott insulator, ν = 0, and we find traces of an
intermediate phase with magnetic order and the same Chern number as in
the non interacting regime.
We start with a variation of the Haldane Hamiltonian presented in Ref-
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with t the first neighbour hopping between sublattices, φij = p(xi − xj) a
complex phase between sublattices that depends on an external phase vector
p, ta,b the second neighbour hoppings inside the A and B sublattices and ε
the sublattice imbalance term. Contrary to the original Haldane model, this
variation breaks time reversal symmetry by introducing a complex phase in
the next-nearest neighbour hoppings instead of in the nearest ones. These
complex hoppings have the advantage that they can be induced in an ul-
tracold atom experiment by means of Raman lasers [168, 197], which is an
alternative way of introducing artificial gauge fields in optical lattice rather
than periodically shaking the lattice. As in the original version of the model,
some non-zero configurations of the vector p preserve time reversal symme-
try and the model becomes topologically trivial [198]. Interestingly, in this
variation of the Haldane Hamiltonian the second neighbour hoppings ta,b can
be different, which has been shown to lead to novel topological semi-metallic
phases not present in the original Haldane model when |ta| 6= |tb| [198].
However, for |ta| = |tb| both models are topologically equivalent and one
can smoothly deform the Haldane Hamiltonian into this variation without
breaking the topological phase. This is the parametrization we are going to
use and, for the rest of this work, we set t = 1, ta = −tb = 0.1, ε = 0 and




φ), with φ a
tunable parameter.
In momentum space the Haldane Hamiltonian for one spin population s




B(k) · σks, (3.19)
with σks the set of Pauli matrices for each spin similar to those defined for
the original Haldane model (3.6) and B(k) an effective magnetic field in
momentum space
















Interestingly, the complex hopping phase φij breaks the rotational C3 sym-













However, this symmetry breaking is not able to merge the Dirac cones and
annihilate the CI phases [178, 179].
Without any chemical potential, the ground state of this Hamiltonian for






k↓|0〉, c†ks = αka†ks + βkb†ks, (3.23)







For Hamiltonians with two or more fermionic species, such as the two spin-
1/2 copies in this case, the Chern number can be decomposed as the sum of
the individual Chern numbers of each type of particles [180]. The topological
phases of the modified Haldane model are shown in Figure 3.3. Note that
ν = ±2 due to the two spinful copies of the model, for which each contributes
with ν = ±1.
An important question is how does adding interactions affect the topo-
logical characteristics of the model. To answer that question we study the
Haldane-Hubbard model with spin-spin on-site interactions













In the following subsections we analyze the interacting model using both a
mean field ansatz and a MPS state to characterize the quantum phases of
the model.
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t ν = 2 ν = −2
ν = 0
Figure 3.3: Topological phases of the modified Haldane model with respect
to the complex phase φ, the site imbalance ε and first neighbour hoppings t.
Each phase is labelled by the value of the Chern number ν. The dashed lines
show the points at which the spectrum becomes gapless.
3.3.1 Mean field
The ground state of the Haldane model without chemical potential at half
filling is completely defined by the pseudospin field Ss(k) for each spin fam-







k↓ [S↑] |0〉, (3.26)
with c†ks[Ss] = αks[Ss] a
†
ks + βks[Ss] b
†








|0〉 = Ss(k) (3.27)
Thus, all information about the mean field state is contained in the two











































Figure 3.4: Quantum phase diagram of the Haldane-Hubbard model with
respect to the complex phase φ and interaction U/t. The phases are charac-
terized by the winding number (a) and double occupancy (b). The dashed
lines in (b) mark the lines where the winding number changes.





the absence of interactions U = 0, this functional returns the energy of two
spinful copies of the Haldane model, for which the mean field ansatz is exact.
From the form of the energy functional we can determine that for weak
interactions |U |  |B| the pseudospin field will be almost proportional to
B(k) and thus the CI phase remains unaffected. As the interaction increases
into the strong repulsive limit U  |B| the pseudospins will point in the
z direction but with an antiferromagnetic ordering 〈Sz↑〉 = −〈Sz↓〉. This












〈a†isais〉 − 〈b†isbis〉 (3.29)
so that in the strong repulsive limit all particles with spin up are located on
one sublattice and all particles with spin down in the other sublattice. In
the strong attractive regime U  −|B| the pseudospin has a ferromagnetic
order 〈Sz↑〉 = 〈Sz↓〉 and all particles sit on the same sublattice.
We show in Figure 3.4(a) the mean field topological phase diagram of the
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Haldane-Hubbard model for a lattice of 20× 20 unit cells. At each point the
computation of the Chern number is done by discretizing the integral of the
winding number (3.16) as a sum of momentum points inside the BZ. In the
following we will use sometimes the notation winding number for the Chern
number. The CI phase of the Haldane model, ν = 2, survives in the presence
of interactions and extends until the interaction is around three times the
kinetic energy of the system |U | ∼ 3t. At that transition there is also a
region with winding number ν = 1, which could indicate the existence of a
different topological phase.
Aside from the winding number we can also characterize the quantum








The double occupancy is related to the mean field energy functional (3.28)
and is zero when, in average, the two particles per unit cell (one per spin)
are evenly distributed over both sites. The double occupancy is shown in
Figure 3.4(b). It is zero in the CI phase and non zero in the strong repulsive
and attractive limits, showing an antiferromagnetic or ferromagnetic order,
respectively. However, in the small region between the CI and antiferromag-
netic phases, the double occupancy is non zero and the winding number is
ν = 1, suggesting the existence of an intermediate topological phase with
magnetic ordering. On the other hand, in the topologically trivial region
ν = 0 at weak coupling there is a smooth crossover from negative to positive
values of the double occupancy.
3.3.2 MPS ansatz
In addition to the mean field ansatz to study the Haldane-Hubbard model,
we have employed a MPS ansatz [92, 196]. This method relies on the low
scaling of the entanglement entropy of the ground states of 1D and 2D models
and has been successfully applied to the study of many relevant condensed
matter models. An advantage of this model is that it is better suited than
the mean field ansatz to capture the correlations of the strong interaction
regimes |U |  |B|.
The MPS ansatz is a description of a general quantum many body state
as a product of tensors associated to each degree of freedom of the system,
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Figure 3.5: Hexagonal lattice and 1D path followed by the ’snake’ MPS
ansatz (green line).




Ai1Ai2 · · ·Aj1Aj2 · · · |i1 ↑, i2 ↑, · · · , j1 ↓, j2 ↓, · · · 〉, (3.31)
with e.g. Ai2 a three dimensional tensor associated to site 2 and spin ↑. The
dimension of Aij corresponding to the index ij is called the physical dimension
and runs over all degrees of freedom present at site j, while the other two
dimensions depend on the amount of entanglement present in the MPS. In
principle, when the latter dimensions are unbounded the MPS reproduces the
exact ground state, although, in practice, this is infeasible and one usually
allows a maximal dimension, called the bond dimension χ.
For the 2D lattice of the Haldane model we designed a ’snake’ MPS ansatz
[92] that covers every site of the two hexagonal lattices, one per spin, in a 1D
path, as shown in Figure 3.5. Each lattice has N ×N unit cells and the total
number of sites in the MPS is 2× 2×N ×N . For our computations we have
chosen N = 4 and a maximal bond dimension of χ = 180. Smaller lattices
than 4×4 are not able to infer correctly the winding number, even in the exact
non interacting regime, while bigger lattices demand more computational
power than our available resources.
We show in Figure 3.6 the main results of the MPS computations. Be-
cause of the big computational cost of the MPS simulations we only study
a series of points along two representative lines in parameter space, as il-
lustrated in Figure 3.6(a). The winding number at these points is shown









































Figure 3.6: Numerical results of the MPS (dots) and mean field computations
(lines). (a) On top of the mean field phase diagram, points in parameter space
analysed with MPS. (b) Winding number for φ = π/2. The grey shaded areas
illustrate where the winding number of MPS did not converge. (c) Double
occupancy for φ = π/2. The critical interaction Uc (red dotted lines) marks
where the mean field winding number changes. (d) Winding number in the
line U/t = 1.
lattice correlations 〈c†icj〉 into bigger lattices in momentum space with 8× 8,
12 × 12 or 16 × 16 unit cells and then calculating the discretized winding
number (3.16). We only keep the winding numbers that converge for the
three lattice sizes in momentum space. We find, in general, a good agree-
ment between the mean field computations for a lattice with 20 × 20 unit
cells and the MPS ansatz. Near the phase transitions, however, the winding
number has difficulties to converge, probably due to the closing of the gap.
This lack of convergence is also true even for the mean state ansatz with 4×4
lattices (orange dashed lines). These regions are illustrated by a grey shaded
area. Figure 3.6(c) shows the double occupancy of the MPS ground state in
the line φ = π/2. The results of the MPS computations qualitatively agree
with the mean field ansatz, in special in the CI phase, where D ∼ 0.
To analyze the magnetic ordering of the topologically trivial phases we
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Figure 3.7: Staggered magnetization (a) and quasiparticle gap (b) with re-
spect to the interaction U/t in the line φ = π/2 of the MPS (dots) and mean
field (lines) computations.











which we show in Figure 3.7(a). The magnetization is zero in the CI phase,
where both pseudospin fields are aligned, and in the attractive interaction
region. On the other hand, in the strong repulsive regime there is an anti-
ferromagnetic ordering m 6= 0, as was shown also by the double occupancy
D. The numerical MPS and mean field results are in good agreement with
each other, although MPS presents a non zero staggered magnetization just
before the critical interaction Uc. This can be attributed either to a finite
size effect or to the emergence of an intermediate CI phase with magnetic
order, as has been reported in References [184, 186, 191]. If this were a true
phase of the model, it could happen that it exists when there is a non zero
sublattice imbalance ε 6= 0 and we are observing its boundary as a single
point in parameter space with ε = 0, although the evidences for this are
small. Beyond that point, at Uc the results show a second order topological
phase transition.
Figure 3.7(b) shows the quasiparticle gap, which measures the minimum
change in energy when one adds or removes a particle to the ground state
∆ = min {E (Np+1)− E (Np) , E (Np−1)− E (Np)} . (3.33)
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At half filling ∆ must become zero in the strong repulsive limit, where the
state becomes a trivial Mott insulator and all particles are localized in dif-
ferent sublattices. For the interaction regimes shown in the figure it is seen
that both the MPS and mean field results qualitatively agree in the sign of
∆ for a 4× 4 lattice. However, the mean field computations for this gap are
strongly size dependent, which we show in the figure by plotting the mean
field quasiparticle gap for a lattice of 70 × 70 unit cells. We note that ∆
is defined using systems with a different particle number and, thus, it does
not correspond to the gap closing of the topological phase transition, which
happens in the subspace with the same particle number.
The analysis of the convergence of the MPS results is shown in Figure
3.8(a). We performed a series of computations for different maximum bond
dimensions up to χ = 180 in the CI (red triangles) and trivial (blue circles)
phases and fit the ground state energies to E(χ) = ae−bχ + c. The interpola-
tion suggests that calculations with χ = 180 are very near to full convergence.
However, while the interpolation can measure the required bond dimension
for the MPS ground state to converge, it does not capture the quality of our





which is is zero for exact Hamiltonian eigenstates. The fidelity is shown in
Figure 3.8(b) and it indicates that the best approximation to an eigenstate is
reached at the non interacting point U = 0, while it peaks at the topological
phase transitions, indicating the appearance of stronger correlations that
require a larger bond dimension χ to be better captured.
Finally, we have also benchmarked the performance of the MPS ground
state energy extrapolation E∞ := limχ→∞E(χ) against the mean field energy
for very large lattices of size 70× 70 unit cells, which we consider to be close






which is negative whenever the mean field energy is a better description of
the ground state energy than the extrapolated from the MPS simulations.
This difference is shown in Figure 3.8(c) and indicates that the mean field






























Figure 3.8: (a) Energy convergence of the MPS ground states with different
maximum bond dimensions χ in a CI phase U/t = 1 (red triangles) and a
trivial phase U/t = 3.5 (blue dots). The dashed lines illustrate the conver-
gence fit of the energy. (b) Eigenstate fidelity of the MPS ground states at
different values of the interaction U/t in the line φ = π/2. Uc marks the criti-
cal energy of the topological phase transitions. (c) Relative energy difference
∆E between the mean field and extrapolated MPS ground state energies.
The dash dotted line at ∆E = 0 is a guide for the eye.
establishes that the mean field ansatz can capture the long range correlations
of the CI phase. However, when correlations become large near the phase
transitions, the MPS simulations become a better description of the ground
state.
3.3.3 Discussion
We have studied the topological phase diagram of the Haldane-Hubbard
model using a mean field ansatz in momentum space and MPS simulations.
Our main results show that the CI phase of the Haldane model survives in
the presence of interactions and extends well inside the attractive and repul-
sive interactions regime until the interaction strength is about three times
the kinetic energy |U | ∼ 3|B|. These results are supported by the mean field
and MPS simulations, which show a good qualitative agreement. In addition
to computing the winding numbers, we are also able to study the magnetic
ordering of the topological phase diagram using the double occupancy and
staggered magnetization, which show the existence of a topological second
order phase transition near the critical interaction where the winding number
changes. With respect to the existence of an intermediate phase between the
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CI and trivial Mott insulator phases, reported by several works, we observe
both in the mean field and MPS results traces of this intermediate phase
with magnetic ordering and a winding number equal to that of the CI phase.
However, the signatures of this intermediate phase are not very strong and
could have been originated by finite size effects. Finally, we want to remark
the accuracy of the mean field ansatz in momentum space in capturing the
long range correlations present in the CI phase.
3.4 Edge currents in topological insulators
The bulk-boundary correspondence is one of the most fascinating proper-
ties of topological insulators. For systems with open boundaries it states
that, whenever the bulk of the system has a non trivial topological order,
e.g. ν 6= 0, it will always have a non zero net number of localized gap-
less modes along its boundaries. These boundary modes have a topological
origin [147–149] and are responsible for the quantized Hall conductivity of
Chern insulators σxy ∝ ν. The particle currents generated by these modes are
topologically protected and have a definite direction of movement along the
boundaries, making them resilient against inhomogeneities and backscatter-
ing. These characteristics of TI suggest their potential for new technological
applications, such as frictionless transport of currents, amplifiers, detectors
and transistors [199–203].
We can model the edge states of a Chern insulator embedded in a 2D semi




ε(p) a†pap dp, (3.36)
with ν the Chern number, a†p the creation operator of a fermionic mode
localized at the boundary of the system and ε(p) the energy of these modes,
which obeys a linear dispersion relation ε(p) = p. The occupation of the edge





The total particle density current travelling along the edge of the system








sgn (ε)n(ε− µ)dε. (3.38)
Note how the particles with negative momentum p = ε < 0 decrease the cur-
rent and particles with positive momentum increase it. The current equation






[1− n(ε+ µ) + n(ε− µ)] dε, (3.39)
where the first two terms are a positive current contribution created by
adding holes a†−p → b−p to the negative part of the spectrum ε < 0. Remov-
ing the constant term, related to the total current at zero chemical potential,






[n(ε− µ))− n(ε+ µ)] dε. (3.40)
For a constant uniform potential along the edge V (r) = µ and zero temper-





3.4.1 Edge modes in the Haldane model
Consider now a general non interacting fermionic Hamiltonian embedded in







with c†i the fermion creation operator at a generic site of the lattice and A the
Hamiltonian’s matrix elements. The system is put on a cylinder with Lx×Ly
unit cells and we consider the Hamiltonian to be translationally invariant







e−ipxic†jx, j = 1, . . . , Ly (3.43)
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where j runs along the y direction and xi denotes the lattice site positions
along x. The Fourier Hamiltonian is now a sum of block diagonal Hamilto-



























provides the eigenstates d†mp and eigenvalues εm(p) of the Hamiltonian on the
cylinder H(p).
If the system is in thermal equilibrium, the mode correlations on the






e−ip(x−r)U∗ym(p)Usm(p)n(εm(p); T, µ) (3.46)
with the density following Fermi-Dirac statistics




We now apply the above diagonalization method to study the Haldane
































with Va,b(y) a non uniform local potential that preserves the translational
invariance. The Fourier Hamiltonian at momentum p (3.44) reads
H(p) = ψ†jpK1(p)ψjp + ψ
†






4t2 cos (φ+ p) + Va(j) t1 (e
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Figure 3.9: Spectrum of the Haldane model on a cylinder in a CI phase (a)







a spinor over both sites of the unit cell.
Figure 3.9 shows the spectrum of the Haldane Hamiltonian on a cylinder
of Lx × Ly = 100 × 50 unit cells in a CI phase (a) with φ = π/2, ε = 0
and in a trivial phase (b) with φ = π/4, ε = 0.5. The other Hamiltonian
parameters are t1 = 1, t2 = 0.1, ε = 0, which are fixed for the rest of this
work. In the CI phase the spectrum has two bands that cross from the valence
to the conductance bands with an approximately linear dispersion relation
εm(p) ∼ p around p = π. These modes are located one at each boundary and,
as we will see later, they both conduct a current along their corresponding
edges with opposite group velocity. On the contrary, in the trivial insulator
phase these modes are absent and there is an energy gap separating the two
bands.
3.4.2 Particle density currents
The two-point particle density current Jij flowing from site j to i is derived












Figure 3.10: (a) Sketch of the Haldane Hamiltonian on a cylinder and the
boundary l used to define the edge currents. (b) Variation of the edge current
with respect to the constant chemical potential for different temperatures,
one smaller than the energy gap kbT = 0.1t1 and one larger kbT = 10t1.
(c) Edge currents with respect to the temperature at two different chemi-
cal potentials, one inside the energy gap µ = 0.2t1 and one well inside the
conductance band µ = 3.2t1.
with
∑
j Jij the total incoming particle density flux into the lattice site i.






























and the average current between two points is





To observe the edge currents produced by the edge modes of the Haldane
model it is useful to define a boundary l crossing one edge of the cylinder, as
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illustrated by the orange line in Figure 3.10(a). One then defines the average
particle density current at the edge as the sum of all two-point currents Jij






For the ground state of the Haldane Hamiltonian in a CI phase on a cylin-
der (3.49) with a constant chemical potential Va,b = µ, Figure 3.10(b) shows
the evolution of the edge particle current Iedge with respect to the chemical
potential µ. These results are computed for a cylinder with 300 × 30 unit
cells at temperatures kBT/t1 = 0.1, 10. As was shown by the continuum
edge model (3.36), the edge currents at low temperatures are proportional to
the chemical potential µ at the edge whenever it lays inside the energy gap.
This behaviour is illustrated by the dashed line around µ = 0. However,
larger chemical potentials or temperatures open holes and create particles
in the valence and conductance bands, causing the edge currents to vanish.
The effect of high temperatures is shown in Figure 3.10(c) for two constant
chemical potentials µ = 0.2t1, 3.2t1. In there, when the chemical potential
is inside the energy gap, µ = 0.2t1, the edge currents persist until the tem-
perature is of the order of the gap kBT/t1 ∼ 1. On the other hand, for the
chemical potential outside the energy gap, µ = 3.2t1, the edge current is
always zero.
3.5 Bulk currents in Chern insulators
The results from this section are reported in our article: Topological bulk
states and their currents [176].
The definition of topological insulators frequently includes that they are
band insulating materials in their bulk, while, at the same time, conduct
currents along its boundaries. These edge currents, as we have seen in the
previous section, are gapless, localized and protected against small inhomo-
geneities. However, our analysis only took into account Hamiltonians with
a constant chemical potential. We will see in this section that having inho-
mogeneous potentials in Chern insulators can lead to topologically protected
localized states and currents in the bulk of the topological insulator.
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3.5.1 Emergence of localized bulk states and currents
in the SSH chain
As we have seen, the Haldane Hamiltonian embedded on a cylinder can be
Fourier transformed into a sum of Hamiltonians for each momentum p (3.49).
A simple example of a system that has localized bulk states and gives rise to

























where j runs along the y axis of a large 1D unit cell. This Fourier mode is
described by a dimerized version of the Su-Schrieffer-Heeger (SSH) 1D chain
with additional complex second neighbour hoppings t2 and an inhomogeneous
local potential Va,b(j). This potential is taken to be a step at the middle of
the cylinder
Va(j) = Vb(j) =
{
−w, j ≤ Ly/2
+w, j > Ly/2
. (3.58)
Localized bulk modes for p = π
We begin by studying the simpler case of the SSH chain without second
neighbour couplings t2 = 0. In this limit the lattice splits into independent
pairs of sites (bi−1, aj+1), called dimers, coupled by the first neighbour hop-
ping t1, as illustrated by the dashed circle in Figure 3.11(a). However, the
two boundary sites of the chain are left decoupled from the rest of the system.
This produces two localized edge modes that have zero energy in the absence
of any potential. The populations at the boundary sites at half filling are
related by n1 + nLy = 1.
The dimer modes in the bulk of the chain are degenerate and the pop-
ulation density is evenly distributed between the two dimer sites, as seen
in Figure 3.11(b) for a lattice with Ly = 6 unit cells at half filling and for
different potential steps w = 0.2, 0.4, 0.8 with zero temperature. This degen-
eracy can lead to the bulk modes being delocalized over one of the potential




Figure 3.11: (a) Sketch of the fully dimerized SSH chain inside a step poten-
tial. (b) Population density at each site of the chain for different potential
steps w. (c) Dimer energies with respect to w. The thick solid lines represent
the degenerate energies of the bulk modes, the blue dashed the edge modes
and the red dash-dotted are the step modes.
potential step y = Ly/2, which we refer to as the step mode, has a different
local potential energy at each site, making it to have a different energy than
the rest of the bulk modes. This prevents it from delocalizing over the chain
and localizes this mode at the step of the potential. This decoupling of the
step mode energies with w 6= 0 is shown in Figure 3.11(c) for the 1D SSH
chain with Ly = 6 unit cells and t1 = 1, t2 = 0. The bulk dimer energies
(thick solid lines) split into four degenerate groups as w increases, while the
the step dimer energies (red dash-dotted lines) are different than that of the
bulk modes for w > 0.
Bulk currents on the cylinder from the p = π mode
The introduction of small complex second neighbour hoppings t2  t1 in the
SSH chain causes the emergence of localized bulk currents on the cylinder
stemming from the localized step modes. We can prove it with first order
perturbation theory in the next-nearest neighbour hoppings t2  t1 and
in the step of the potential w  t1. The full mathematical derivation is
done in Appendix. A.3. We find that each dimer mode gives rise to two
counter propagating currents localized at each dimer site. The magnitude
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of these currents for each dimer depends on the balances of population and
energies of this dimer and its nearest neighbouring dimers. In the bulk of
the system, where all dimers have equal characteristics, these currents have
equal magnitude and the current of one dimer is canceled by the current
of its neighbouring one. However, the potential gradient induces a change
in the population balance of the step dimer and its energy. Therefore, the
magnitude of the currents of the step dimer is different from the currents of
its neighbouring bulk dimer modes, generating a localized net current around
the step. A similar behaviour is observed at the boundary modes.
As detailed in Appendix A.3, to first order in t2/t1 and w/t1, the net
currents localized in the bulk and on the edge of the cylinder for the mode
p = π are






While these currents are derived for the 1D SSH chain, it can be shown that
they also give rise to currents between adjacent 1D unit cells on the cylinder.
Figure 3.12(a) shows a sketch of this 1D lattice on the cylinder, together with
the direction of the purely imaginary second neighbour hoppings i t2 (black
arrows) and the first neighbour hoppings t1 (solid lines). The bulk and edge
currents originated from the p = π mode are shown in Figure 3.12(b) for a
cylinder with Lx × Ly = 100 × 6 unit cells inside a step potential of height
w = 0.1 at zero temperature. There are two bulk currents, one on each side
of the potential step. Together, they form a net bulk current localized around
the potential step, flowing along the opposite direction as the edge currents.
Note that the homogeneous potential case with only localized edge currents
is recovered for w = 0, which is often the analysed situation in topological
insulator theory.
Dispersion relation
The analysis of the SSH chain with complex second neighbour hoppings (3.57)
partially explains the emergence of localized bulk states in the system and
the localized currents in the bulk that they produce. However, as seen in
the continuum edge model (3.36), a non zero dispersion relation dE(p)/dp is
needed in order for the 2D model to have a net edge current. We study the
dispersion relation of the Haldane model by analysing modes near p = π with
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Figure 3.12: (a) Sketch of the 1D SSH chain on the cylinder (inside the
dashed rectangle). Arrows indicate the direction where the complex sec-
ond neighbour hoppings are +it2 and solid lines indicate the first neighbour
hoppings t1. (b) Localized bulk and edge currents on the cylinder.
perturbation theory [See Appendix. A.3]. Introducing a small momentum
offset p = π + δp that adds a perturbation potential Vp to the complex SSH
chain, the dispersion relation of a particular mode |ψj〉 is
dEj
dp








For small couplings and potential steps w, t2  t1, the dispersion relations










where the sign of the edge mode depends on which boundary it is located and
the sign of the bulk mode depends on whether the mode is in the valence or
conductance band. The dispersion relation of the step modes again indicates
that a completely homogeneous potential w = 0 annihilates any localized
bulk current.
Thus, as we have seen, the perturbation theory analysis of the Haldane
Hamiltonian modes with p = π can explain the emergence of localized states
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in the bulk where the potential changes, the emergence of localized currents
in the bulk and the non zero dispersion relation of the bulk modes, which
indicates that these have a similar band pattern as the edge modes that give
rise to edge currents.
3.5.2 Localized bulk currents in the Haldane model
from all modes
Guided by the above results it is then interesting to ask whether localized
bulk states and localized bulk currents can emerge in the full Haldane model
on a cylinder. In this section we analyze this model inside different inhomo-
geneous potentials and study the associated states and currents. Our results
strongly support that the changes in the local potential give rise to localized
states in the bulk of the cylinder and that these states, in turn, give rise to
localized bulk currents. Moreover, these currents are topologically protected
against temperature and local disorder in the same form as edge currents.
We begin our study by analysing different inhomogeneous potentials on
the cylinder. The bandwidth of such potentials is always smaller than the
energy gap, so that they are not able to induce any topological phase tran-
sition. Additionally, we set the potential at the boundaries of the cylinder
to zero V (1) = V (Ly) = 0, which, according to Equation (3.41), removes the
edge currents and the focus remains only on bulk currents.
The first example is a double step potential of the form
V (y) =
{
+w, Ly/4 < y < 3Ly/4
0, otherwise.
(3.62)
The shape of this potential is similar to the one previously studied in the
SSH chain, but it has two steps instead of one. It is sketched as white dots in
Figure 3.13(a). We compute every particle density current I(y) going from
’left’ to ’right’ at different heights y for a cylinder with Lx ×Ly = 1000× 30
unit cells with x the periodic axis and at thermal equilibrium with T = 0
and no chemical potential. These currents are shown as blue bars in Figure
3.13(a) and are zero for all y except at the points were the potential changes,
where they are highly localized. Moreover, the total current in the top of the
cylinder (orange diamond) is of the same magnitude as the current in the
bottom of the cylinder (green circle) but has opposite direction, so the net
current on the cylinder is zero.
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Figure 3.13: Profiles of local two-point currents 2πI(y) (blue bars) with
respect to their height on the cylinder y. The systems are inside a two
step potential (a) and a triangular potential (b) (white dots). The orange
diamonds represent the net current on the top of the cylinder y > Ly/2 and
the green dots the net current on the bottom y < Ly/2.
Motivated by the above results we postulate a different potential in the
form of a triangle, sketched in Figure 3.13(b). The gradient of this potential
is continuous inside the triangle and zero near the boundaries of the cylinder.
The current profile of this cylinder is shown as blue bars in the Figure. These
currents are proportional to the gradient of the potential and the net top
(orange diamond) and bottom (green circle) currents have equal magnitude
and different direction, yielding a total zero current along the cylinder.
Guided by the results from the two potentials above we propose the fol-





with a the length constant of the lattice and ∇V (r) the local potential gra-
dient. These currents run perpendicular to the potential gradient and their
direction is given by the sign of the gradient. This expression qualitatively
explains the emergence of currents localized at the regions where the poten-
tial gradient is non zero.
We confirm in Figure 3.14 that the above expression for the currents is
correct by measuring the net density currents on the top (T) and bottom (B)
halves of a cylinder with Lx × Ly = 1000× 30 unit cells when the system is
either in a topological or in a trivial phase and against temperature and local
random disorder. The system is subject to a two step potential (3.62) whose
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Figure 3.14: (a-c) Behaviour of the net top (T) and bottom (B) bulk currents
2πI with respect to the height w of a two step potential in a topological (a)
and a trivial (b) phase. (c) Magnitude of the currents in a topological phase
for very small potentials w. The dashed lines in (a,c) illustrate the linear
behaviour of the currents inside the energy gap.
Figure 3.15: Resilience of the net top (T) and bottom (B) bulk currents with
respect to the temperature (a) and local random disorder (b).
height w we can control and is proportional to the local potential gradient
|∇V (r)| ∝ w δr,rstep at the two steps of the potential. Figs 3.14(a,b) show
the behaviour of the top and bottom currents in a topological phase with
φ = π/2, ε = 0 (a) and in a topologically trivial phase with φ = π/2, ε = 0.2t1
(b) against the height of the potential step w. When w is below the energy
gap, the bulk currents are proportional to it and to the Chern number of the
system, indicating that they have a topological origin. Figure 3.14(c) shows
the currents in the same topological phase as (a) against very small potential
steps w, where it is seen that the currents are proportional to w and, thus,
to the local gradient of the potential |∇V (r)|.
Because the density currents depend on the topology of the system, they
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must be resilient against thermal excitations and local random disorder.
First, Figure 3.15(a) shows the temperature dependency of the density cu-
rrents, which is similar to the one we found for edge currents [See Figure
3.10(c)]. Second, Figure 3.15(e) shows the average density currents when a
local random potential V (r) = δ(r) is introduced, with values drawn from a
uniform distribution in [−wdis, wdis]. To respect the translational symmetry
of the cylinder, the local disorder only depends on the height on the cylinder
δ(r) = δ(y). In both cases, if the temperature is of the order of the energy
gap kBT/t1 ∼ 1 or if the disorder strength is similar to the gap wdis/t1 ∼ 1,
the system develops particle and hole excitations in the valence and conduc-
tance bands that annihilate the density currents. However, both figures also
show that the bulk currents are resilient against small thermal excitations
and local disorder.
3.5.3 Localized bulk states in the Haldane model
Edge states in conventional Chern insulators arise from modes that are ex-
ponentially localized at the boundaries. It is then natural to ask whether
bulk currents arise from localized states in the bulk. This can be studied by
measuring the degree of locality of the eigenstates in the valence and con-
ductance bands. A possible characterization of this localization can be done
with the Inverse Participation Ratio (IPR), which quantifies the localization





An IPR near to one reveals a highly localized state, while a low IPR is an
indication of high delocalization. More information about the localization of










which is positive for states that are mostly localized at the bottom half of
the system y < Ly/2, negative if they are localized at the top half and zero
if they are evenly delocalized.
We computed both observables for the Haldane model on a cylinder with
Lx×Ly = 100×150 unit cells subject to a two step potential (3.62) of height
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Figure 3.16: (a) IPR of the Haldane model inside a two step potential on a
cylinder. The dashed lines mark the regions where we measure the asym-
metrical IPR. (b, c) Zoom of the asymmetrical IPR of the edge (b) and bulk
(c) modes.
w = 0.4. This potential is smaller than the energy gap and cannot induce
a topological phase transition on the cylinder. From the IPR results, shown
in Figure 3.16(a), we conclude that there are two distinct sets of localized
states in this model. The first set is composed of two localized bands crossing
from the valence to the conductance bands that correspond to the localized
edge states at the boundaries of the cylinder. As expected, the asymmetrical
IPR, Figure 3.16(b), indicates that each of these bands corresponds to one
boundary.
The second set of localized states is, however, not found in Chern in-
sulators with homogeneous potentials. When the potential step is present,
w 6= 0, two small gaps of size proportional to w open inside the valence and
conductance bands around momentum p = π, as shown in Figure 3.16(a).
Inside each gap there are two localized bands that correspond to localized
states at the step of the potential in the bulk of the cylinder. Furthermore,
the asymmetrical IPR, Figure 3.16(c), shows that each band is localized in
a different half of the cylinder. These states, as the edge states, have a non
zero dispersion relation dE/dp, which will give rise to currents in the sys-
tem. However, contrary to the edge states, the localized bulk modes are well
inside the valence and conductance bands, meaning that these modes are, in
general, either always occupied or unoccupied.
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3.5.4 Topological bulk and edge currents in harmonic
potentials
The results from this section are reported in our article: Seeing topological
edge and bulk currents in time-of-flight images [177].
Translational invariant systems on cylinders such as the ones studied in
the previous section are not found in any real material. To find any model
that hosts localized bulk and edge currents, while at the same time is able to
be experimentally recreated, we must look into ultracold atom experiments.
These experiments [166] trap a neutral atom cloud into a laser field that
is composed of two parts: one that creates an effective Hamiltonian for the
atoms, such as the Haldane model [170], and an harmonic potential that traps
the atoms inside the optical lattice. Interestingly, this harmonic trap has a
non zero potential gradient that can cause localized bulk and edge currents to
appear when the effective Hamiltonian has a non trivial topology. Motivated
by this possibility we study in this section the currents that appear when
the Haldane model is placed inside an harmonic potential. We conclude
that the harmonic potential divides the system into three separate regions
with different topological quantum phases: a CI and two topologically trivial
phases. Moreover, the slowly changing potential of the harmonic trap creates
edge currents at the boundaries of the CI phase and a counter propagating
bulk current inside it.




















where V0 is a constant chemical potential, k a positive constant that defines
the width of the trap and the strength of the potential gradient and rmax is
the maximum distance between any lattice site and the trap center. When
the harmonic trap is wide enough that the potential gradient is very small
in comparison with the energy scale of the Haldane Hamiltonian, the local
density approximation (LDA) states that the physics in the neighbourhood
of a point r is determined by the local value of the harmonic potential V (r) at
that site. Therefore, the potential can split the lattice into separate regions
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Figure 3.17: Site occupations of the Haldane model inside an harmonic po-
tential. The lattice is divided into three regions with densities n = 0 (blue),
n = 1/2 (white), n = 1 (red). We measure the density currents travelling
through the dashed line. (Upper inset) Sketch of the Haldane Hamiltonian
hoppings. (Lower inset) Two-point currents Jij between neighbouring sites
of the lattice.
with different local properties. In particular, when V (r) is inside the energy
gap of the Haldane Hamiltonian, the LDA states that this region is in a CI
phase ν = ±1.
We have analysed the ground state of the Haldane model in a large lat-
tice with 1200 sites inside an harmonic trap with parameters V0 = −2.1, k =
5.6, rmax = 13
√
3. The trap parameters are chosen such that its spectral
bandwidth is similar to that of the Haldane model, while simultaneously the
trap is wide enough for the LDA to hold. The site occupations of the ground
state 〈ni〉, shown in Figure 3.9, separate the sample into three separate re-
gions [197]: an inner layer that is almost fully occupied, with local density
n = 1, an external layer that is almost depleted, n = 0, and an intermediate
layer between these two regions at approximate half filling, n = 1/2. The
boundaries of these regions are located at the points where the harmonic po-
tential V (r) is equal to the beginning or the end of the band gap. Due to the
LDA, the intermediate phase at half filling is a CI with local Chern number
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Figure 3.18: Local current profile (bars) of the Haldane model inside an
harmonic trap. The net inner edge (green triangle), outer edge (purple cross)
and bulk (orange circle) currents are shown as wide bars. The local site
occupation 〈ni〉 is illustrated by the white dots. (Inset) Width of the CI phase
with respect to the potential difference ∆V between its two boundaries.
ν = 1, while the inner and outer regions are topologically trivial ν = 0.
The CI phase inside the harmonic trap is in contact with two trivial phases
and, therefore, edge currents should naturally emerge at the boundaries of
the CI. In addition, due to the non zero potential gradient of the harmonic
trap, localized bulk currents should also emerge in this phase. We test this
hypothesis by measuring the particle density currents Jij travelling across
a radial line in the lattice as illustrated by the dashed line in Figure 3.17.
The lattice has 28000 sites and the harmonic potential parameters are V0 =
−3, k = 9, rmax = 60
√
3. The current profile of the harmonic potential is
shown as an histogram in Figure 3.18, where 2πId(r) measures the density
current at a distance r from the center of the trap. The shape of the currents
clearly displays two sets of edge currents at the boundaries of the CI, n = 1/2,
and an extended bulk current inside that phase. The net bulk current is
proportional to the potential difference between the two boundaries of the
CI ∑
i: 〈ni〉=1/2
a|∇V (ri)| ∼ |V (router)− V (rinner)|, (3.68)
which further confirms the previous law for the bulk currents (3.63). On the
other hand, the combined net edge currents have the same magnitude but
opposite direction as the bulk currents, leading to a zero net current along
the harmonic trap.
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We have also quantified the width of the CI phase, defined as the num-
ber of lattice sites N between the boundaries with the trivial phases. This
width is shown in the Inset of Figure 3.18. It grows linearly with the inverse
potential difference between the two phase boundaries N ∝ 1/∆V ∝ 1/k, so
that macroscopic observables of the currents could, in principle, be observed
in an ultracold atom experiment by tuning the potential trap strength k.
3.6 Observation of topological phases and cu-
rrents in ultracold atom experiments
Ultracold atom experiments are an excellent platform to study the topological
properties of topological insulators, as they offer a rich degree of controlla-
bility that can simulate many physically interesting materials with different
kinds of geometries and hoppings. Moreover, new techniques, such as period-
ically shaking the lattice [204, 205] or laser assisted hopping [168, 171, 206],
have lead to the implementation of artificial gauge fields in ultracold atoms.
These advances have culminated in the full implementation of the Haldane
model in an optical lattice and the measurement of its topological properties
[170]. In this section we will explore how to implement the Haldane-Hubbard
model studied in Section 3.3 and how to measure the topological bulk and
edge currents that appear in the optical lattice implementation of the Hal-
dane model inside an harmonic trap.
3.6.1 Topological phases in the Haldane model with
on-site interactions
The results from this section are reported in our article: Topological phases
in the Haldane model with spin-spin on-site interactions [175].
In Section 3.3 we studied the Haldane-Hubbard model with a mean field
ansatz and MPS simulations. We concluded that the CI phase of the Haldane
model is extended in the presence of interactions until they become of order of
the electron’s kinetic energy |U | ∼ |B|. We also analysed other observables,
such as the double occupancy or the staggered magnetization, that classify
the topological phase diagram of the model and found traces of a possible
intermediate phase between the CI and trivial Mott insulator phases.
Interestingly, the Haldane-Hubbard Hamiltonian can be realized in ultra-
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cold atom experiments using state-of-the-art techniques. In Reference [170],
where the Haldane model is implemented in an optical lattice, the authors re-
port that the ultracold atom cloud consists of a population of neutral atoms
of one species and that the two hyperfine levels of this species with low-
est energy are trapped inside the optical lattice. These two hyperfine level
populations spontaneously interact between them when they are on the same
lattice site, much like a Hubbard interaction, and the authors, therefore, have
to suppress this interaction using Feshbach resonances to arrive at the non
interacting Haldane model. It is, thus, evident that the Haldane-Hubbard
model can be implemented in optical lattices using techniques that have al-
ready been applied. To explore the whole interaction parameter space it is
only necessary to adiabatically tune these Feshbach resonances.
With respect to the hopping parameters studied in Section 3.3, they are
similar to those realized in the optical lattice implementation of the Hal-
dane model [170]. The authors report the first neighbour hoppings to be
t1/h = [−746(81), −527(17), −527(17)] Hz and the second neighbour hop-
pings t2/h = [14, 14, 61] Hz, with h the Planck’s constant. The ratio of the
hoppings t2/t1 ∼ 0.05 is thus very similar to the one studied in our model.
Supposing the heating issues with having two atomic levels in the lattice
reported in Reference [170] can be overcome for laser assisted hopping, our
model could easily be reproduced in state-of-the-art experiments. In addi-
tion, time of flight images, which we discuss later, can reveal the winding
number of the system and characterize the complete topological phase dia-
gram of the Haldane-Hubbard model [197].
3.6.2 Seeing topological edge and bulk currents in time
of flight images
The results from this section are reported in our article: Seeing topological
edge and bulk currents in time-of-flight images [177].
The bulk and edge particle density currents of the Haldane Hamiltonian
inside the harmonic trap, discussed in Section 3.5.4, can be measured with
time of flight (TOF) images in ultracold atoms experiments. This is a state-
of-the-art method that allows to measure the density or velocity profiles of
selected regions inside the lattice [167]. It works by swapping the internal
state of the atoms of a selected region that one wants to observe. This other




Figure 3.19: (a) Rectangular patch used to sample very short time TOF
images. Only sites inside the patch are coloured, which show the initial site
occupations n(x, y; 0). (b) Relative population difference ∆y(x, y; t) after
letting the sample atoms expand for a short time t = ~/t1. The dash dotted
line shows the TOF measurement region.
harmonic trap and, thus, the atoms in this state are free to expand. One
then lets this atom cloud expand for a certain amount of time and then takes
a picture of this atom cloud after that time has passed. For very short times
this amounts to almost not letting the atom cloud expand and the result
is a density profile of the particles inside the selected region. For relatively
long times one considers that the atom cloud is initially confined in a very
small region in space ∼ x(t0) and that the final density distribution of the
atom cloud is almost exclusively determined by their velocity distribution
x(t) = x(t0) +v · (t− t0) ∼ v · (t− t0), so the TOF picture displays a velocity
profile. This selective imaging with varying times has already been used in
ultracold atom experiments, see for example References [170, 207].
In the particular case of the Haldane model inside the harmonic potential
of the optical lattice, releasing small samples of atoms inside the CI phase
and at its boundaries can give information about the bulk and edge currents.
This can be achieved both by employing long and short expansion times. For
short times we select a rectangular sample as illustrated in Figure 3.19(a). By
swapping the internal state of the atoms inside the selected region these atoms
are left free to expand. After a very short expansion time t, proportional to
the inverse tunneling of the Hamiltonian ∆t = ~/t1, an image is taken of the
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Figure 3.20: Relative velocity differences ∆x,y(kx, ky) of samples taken from
the topological (b,e) or from one of the trivial phases (a,c,d,f), as shown in
the Insets. The exterior and interior annuli of the Inset represent the trivial
regions, while the middle annulus represents the topological one.
expanded atom cloud and their density distribution is recorded. If there is
a particle density current inside this region then, after the expansion, there
should be a small population imbalance in the direction of the current. For
an horizontal rectangular sample that stretches over the y = 0 line, as the one
shown in Figure 3.19(a), the density imbalance can be measured by defining
the relative population difference
∆y(x, y; t) = [n(x, y; t)− n(x,−y; t)]/n(x, y; t). (3.69)
To avoid singularities where the final density vanishes, we only measure with
TOF images a smaller region than the starting one, as illustrated in Figure
3.19(b). The relative population difference is shown in Figure 3.19(b) for a
lattice with 9800 sites and an harmonic potential V0 = −2.1, k = 5.8, rmax =
43
√
3. The pattern of the population difference clearly shows a displacement
of particles towards y > 0 inside the CI phase and a displacement in the
opposite direction, y < 0, at both edges of the CI. This pattern reveals the
existence of a particle density current in the bulk of the CI and two edge
currents counter propagating to it.
The density currents can also be extracted from long time TOF images.
In this case, the procedure is to select smaller samples that only cover either
the CI or one of the two trivial insulator phases, as sketched in the Insets
of Figures 3.20(a-f). Then, one lets the sampled particles expand for longer
times than the tunneling constant t ~/t1 and takes a picture of the result-
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ing atom cloud, which outputs its velocity distribution n(kx, kx). Similar to
the shorter TOF images, we define the relative velocity differences
∆x(kx, ky) = [n(kx, ky)− n(−kx, ky)] /n(kx, ky)
∆y(kx, ky) = [n(kx, ky)− n(kx,−ky)] /n(kx, ky).
(3.70)
These differences are shown as a colormap in Figures 3.20(a-f) for different
starting samples in the lattice. When these samples are taken from the
y = 0 axis (a-c), the trivial phases (a,c) show a positive ∆y for particles going
downwards, ky < 0, while the CI phase (b) has more particles going upwards,
ky > 0. From here we infer the existence of currents moving upwards in the
bulk of the CI phase and two currents going downwards at its two boundaries.
Similarly, if the initial samples were taken in the axis x = 0, the bulk produces
a leftwards moving density current that counter propagates to the two edge
currents at the boundaries of the trivial phases, as shown in Figures 3.20(d-f).
The bulk and edge currents arise from the topological properties of the
Haldane model and are proportional to the Chern number ν. Therefore,
these currents must be resilient against thermal excitations and small in-
homogeneities that do not change the topological phase. To evaluate its
topological character we analyze the behaviour of the particle density cu-
rrents measured from long time TOF images against temperature, random
coupling disorder and random local disorder. Also, because the width k of
the harmonic trap in optical lattices is an experimental parameter that can
be tuned, we study the behaviour of the density currents against this width.






which is non zero if there is an imbalance of particles with opposite momen-
tum in the BZ and outputs the direction and magnitude of the net density
current. The velocity distribution n(k) can be taken from initial samples of
either the topological or the trivial regions to distinguish between bulk and
edge currents.
The behaviour of the TOF currents with respect to the temperature T
is shown in Figure 3.21(a), indicating that they are stable against small
thermal excitations. Ultracold atom experiments with the Haldane model
usually reach temperatures around ∼ 0.2TF [170, 208] with TF the Fermi
temperature, which is inside the region where TOF currents are stable. In
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Figure 3.21: (a) Behaviour of the TOF current against temperature. (b)
Stability of the TOF current with respect to different widths of the harmonic
trap. (c,d) TOF currents against random local disorder (c) and random
disorder in the lattice couplings (d).
Figure 3.21(b) we display the bulk and edge currents against the width of the
harmonic trap k/t1, showing that TOF currents are stable for a wide range
of trap widths. In general, only temperature and the width of the harmonic
trap are relevant parameters in an optical lattice. Therefore, our results
show that bulk and edge currents can be observed in ultracold atoms. The
lattices employed in these simulations have 9800 sites and, whenever these
parameters are not varied, the system is at T = 0 and the trap parameters
are V0 = −2, k = 5.5, rmax = 38
√
3.
To conclude with the topological characterization of the TOF currents we
show in Figure 3.21(c) the average current when a local disorder potential
is added at every site of the lattice with strengths drawn from the uniform
distribution (−wlocal/2t1, wlocal/2t1). Similarly, in Figure 3.21(d) the lattice
couplings are multiplied by a factor drawn from the uniform distribution
(1 − wJ/2t1, 1 + wJ/2t1). In both cases the TOF currents are shown to
be resilient against local and coupling inhomogeneities until they start to
be comparable with the energy gap of the Haldane model. Nevertheless, in
ultracold atom setups the level of disorder is usually very low, so the stability
of TOF currents only depends on whether the temperature is lower than the
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energy of the gap.
3.7 Conclusions
In this Chapter we have studied three relevant topics in the field of topo-
logical insulators. We analysed the topological quantum phase diagram of
the Haldane-Hubbard model and the emergence of bulk currents in the Hal-
dane model when it is subject to an inhomogeneous potential. In addition,
we made two proposals for the observation of the topological phases of the
Haldane-Hubbard model and the bulk and edge currents in the Haldane
model in optical lattices.
First, we have found that the CI phases of the Haldane model are able
to survive in the presence of on-site interactions and extend until values
of the interaction strength comparable to the kinetic energy of the system
|U | ∼ t. We were able to describe the quantum phase diagram by measuring
the Chern number of the ground state, the double occupancy and staggered
magnetization, which are related to magnetic ordering imposed by the Hub-
bard interactions. Above the CI phase of the Haldane model, in the strong
repulsive regime the system becomes a Mott insulator that is topologically
trivial and, between this region and the CI phase, we found traces of an
intermediate CI phase with magnetic ordering. This phase has been found
in the literature but there is yet no clear consensus on what its topological
order is and whether it displays magnetic ordering or not. An interesting
direction of research for the future could involve exploring this intermediate
phase by allowing a non zero sublattice imbalance in the lattice, which is
also non zero in the works that have found this phase. This would be of wide
interest as it would point to a topological phase that might not be realized
without interactions.
Second, the usual notion of TIs is that they have currents localized at
their boundaries, while the bulk remains an insulator. We have challenged
this notion by subjecting the Haldane model to a series of inhomogeneous
potentials. Our results show that the inhomogeneities of the potential create
localized states in the bulk of the system and that these localized states also
give rise to currents localized in the bulk. These results were shown for a
wide variety of potentials and were also derived from a perturbation theory
analysis in the Haldane model on a cylinder. Contrary to the edge currents,
the bulk currents do not have a predetermined form and can be controlled
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at will by reshaping the form of the potential. Furthermore, these localized
currents are topological and are, thus, resilient against thermal excitations
and random disorder in the lattice. These properties, along with the great
versatility in controlling their shape, make the localized bulk currents great
candidates for new technological applications.
Finally, we have shown how our models can be implemented in ultracold
atom experiments. They all rely on the recent implementation of the Hal-
dane model [170] and the possibility of measuring the Chern number using
TOF images [197]. For the Haldane-Hubbard model the implementation can
be done with state-of-the-art techniques, as the on-site interactions sponta-
neously arise in the ultracold atom implementation of the Haldane model
and they are subsequently suppressed using Feshbach resonances. Exploring
the whole interaction spectrum simply requires to adiabatically tune the Fes-
hbach resonances, which can reach the whole attractive and negative interac-
tion spectrum. On the other hand, for the observation of localized currents in
the bulk of topological insulators we proposed to remake the Haldane model
implementation of Reference [170]. The optical lattice in this experiment has
two parts: one that simulates the Haldane Hamiltonian and another one that
keeps the atoms trapped inside the lattice. We have shown that the latter,
the trapping potential, is an inhomogeneous harmonic potential and, thus,
has the ability to create bulk and edge currents in the Haldane model. We
have proposed two different TOF measurements that can show the existence
of particle density currents. Such experiments would be the first observation








A.1 The DOCI 3-particle N-representability
conditions































































































We remember the DOCI 3-RDM elements
3Dijk = 〈ninjnk〉, ∀ i 6= j 6= k (A.2)
3Πijk = 〈b†jnibk〉, ∀ i 6= j, k. (A.3)
For the sake of simplicity we will not go through every block of the 3B· op-
erators. Instead, we will make a listing of the full 3-particle N-representability
conditions:
• Diagonal conditions
Dijk ≥ 0, ∀ i < j < k (A.4)
1− ρi − ρj − ρk +Dij +Djk +Dki − 3Dijk ≥ 0, ∀ i < j < k. (A.5)
• The 3-P and 3-Q conditions
Πa  0, ∀ a (A.6)
150
and
Qa  0, ∀ a, (A.7)
with
Qaij = −Πaij + Πji + δij (1− 2ρi − ρa + 2Dia) , ∀ ij 6= a. (A.8)
• The two 3-E conditions:
3Eabc =
Dab − 3Dabc Πabc ΠbacΠabc Dac − 3Dabc Πcab
Πbac Π
c
ab Dbc − 3Dabc




3Daij + δijDai Πiaj DiaΠjai Πij − Πaij Πia
Dai Πai ρa
  0, ∀ a, ij 6= a. (A.10)
• The two 3-F conditions:
3Fabc =
ρa −Dab −Dac + 3Dabc Πac − Πbac Πab − ΠcabΠac − Πbac ρc −Dbc −Dac + 3Dabc Πbc − Πabc
Πab − Πcab Πbc − Πabc ρb −Dab −Dbc + 3Dabc





−3Daij + δij (ρi −Dai) +Dij −Πiaj − δijΠia ρi −Dia−Πiaj − δijΠia Πaij + δij (ρa − 2Dia) −Πia
ρi −Dai −Πai 1− ρa

3Fa = 0, ∀ a, ij 6= a.
(A.12)
A.2 The DOCI 4-particle N-representability
conditions
Due to its complexity, we will omit writing down the B operator, which
includes all possible 4-particle operators with all possible spin combinations.
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We remember the DOCI 4-RDM elements
Πijkl = 〈b†ib†jblbk〉, ∀ i 6= j 6= k 6= l
Πklij = 〈b†ibjnknl〉, ∀ i 6= j 6= k 6= l
Dijkl = 〈ninjnknl〉, ∀i 6= j 6= k 6= l.
(A.13)
The 4-particle N-representability conditions, summarized by their number
and size, are
• The diagonal conditions. Size: 1×1, number: L(L−1)(L−2)(L−3)/24
Dijkl ≥ 0, ∀ i < j < k < l. (A.14)
1− ρi − ρj − ρk − ρl +Dij +Dik +Dil +Djk +Djl +Dkl
−Djkl −Dikl −Dijl −Dijk +Dijkl ≥ 0, ∀ i < j < k < l.
(A.15)
• Size: L× L, number: L(L− 1)/2
Aabij = Πabij . (A.16)
Cabij = Πij − Πaij − Πbij + Πabij
+ δij (1− ρa − ρb − 2ρi +Dab + 2Dia + 2Dib − 2Diab)
(A.17)
• Size: L2 × L2, number: 1
Bij,kl = Πijkl. (A.18)
















+ δikδjl (1− 2ρi − 2ρj + 4Dij) .
(A.19)
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• Size: 4× 4, number: L(L− 1)(L− 2)/6
3Dabc − 4Dabcd Πbcad Πacbd Πabcd
Πbcad












∀ a < b < c, d 6= abc.
(A.20)

(a) Πab − Πcab − Πdab + Πcdab Πac − Πbac − Πdac + Πbdac Πad − Πbad − Πcad + Πbcad
(b) Πbc − Πabc − Πdbc + Πadbc Πbd − Πabd − Πcbd + Πacbd




where the matrix is symmetric (not enough space). The () notation
means
(a) = ρa −Dab −Dac −Dad +Dabc +Dabd +Dacd −Dabcd. (A.22)




 , ∀ ij 6= ab. (A.23)









Πaij − Πabij + δij (ρa −Dab − 2Dia + 2Diab) a2










jb − Πiajb + δij (Πib − Πaib)






ij − Πabij + δij (ρb −Dab − 2Dib + 2Diab)
(A.25)
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• Size: 6× 6, number: L(L− 1)(L− 2)(L− 3)/24
(ab) Πabd − Πacbd Πbad − Πbcad Πabc − Πadbc Πbac − Πbdac Πabcd
Πabd − Πacbd (ad) Πdab − Πcdab Πacd − Πabcd Πadbc Πdac − Πbdac
Πbad − Πbcad Πdab − Πcdab (bd) Πbdac Πbcd − Πabcd Πdbc − Πadbc
Πabc − Πadbc Πacd − Πabcd Πacbd (ac) Πcab − Πcdab Πcad − Πbcad
Πbac − Πbdac Πbcad Πbcd − Πabcd Πcab − Πcdab (bc) Πcbd − Πacbd
Πcdab Π
d




(ab) = Dab −Dabc −Dabd +Dabcd
(bc) = Dbc −Dabc −Dbcd +Dabcd.
(A.27)
• Size: 4L× 4L, number: L(L− 1)/2
Dijb −Dijab Πijab Πibja + δijΠbaj Πijb − Πiajb









ij + δij (Dab − 2Diab) Πabij
Πjib − Πjaib Πjia − Πjbia Πijba Πij − Πaij − Πbij + Πabij
 .
(A.28)
• Size: (3L2 − 2L)/2× (3L2 − 2L)/2, number: 1
Rij,kl =
Πiljk + δjl (Πik − 2Πjik) Πklij + δjkΠlij + δjlΠkij Πkij + δjkΠijΠijkl + δilΠjkl + δjlΠikl Dijkl Dijk
Πikl + δilΠkl Dikl Dik
  0
(A.29)
A.3 Perturbation theory analysis of the p =
π modes of the Haldane model inside a
cylinder
As has been noted in the main text, the Haldane mode in the cylinder with
momentum p = π (3.57) is equivalent to a SSH model with complex second
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neighbour hoppings t2

























where the second neighbour hoppings can be considered to be sufficiently
small t2  t1 so that we can do a perturbation theory analysis of the p = π
mode. The potential Va,b(j) is taken to be a simple potential step (3.58) of
height 2w. This step is located between sites b†s−1 and a
†
s.
A.3.1 SSH chain modes
The eigenstates of the unperturbed Hamiltonian H0 can be written as prod-
















where αj, βj > 0 and |j,−〉 is the lowest energy mode. Because the boundary
sites j = {1, L} are decoupled from the rest of the chain, there are two
localized edge modes
|L〉0 = a†1|0〉, |R〉0 = b†Ly |0〉. (A.32)
For all bulk dimers that are not in the edge [See Figure 3.11], the mode
parameters are αj = βj−1 = 1/
√







































2. The energy of these modes is summarized in Table A.1.
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First order perturbation expansion
At first order in t2/t1 the energy of the modes of the SSH chain is not per-
turbed
ε1j,φ = 〈j, φ|0Vt|j, φ〉0 = 0, ∀ j ∈ [1, Ly] , φ ∈ {+,−} . (A.34)
However, the modes are affected by the perturbation potential Vt ∝ t2 (A.33)









Due to the particular form of Vt, the perturbed modes result in a combination
of the nearest neighbours
|j, φ〉1 = |j, φ〉0 + t2 cj+1|j + 1, φ〉0 + t2 cj−1|j − 1, φ〉0, (A.36)
with cj±1 determined from the previous equation.
Correlations inside the chain
With the dimers to first order in t2/t1 we can compute the correlations be-
tween neighbouring dimers that emerge from each single mode
θjφ = 〈j, φ|1 a†jbj |j, φ〉1
ϕjφ = 〈j, φ|1 a†j−1bj−1 |j, φ〉1.
(A.37)
These values are summarized in Table A.1 for the lowest energy modes of
the SSH chain with the step potential. At zero temperature and no chemical
potential, the correlations between neighbouring dimers are given by the
contributions of both dimers
〈a†jbj〉 = θj− + ϕj+1,−









The correlations can be interpreted as two contributions from each dimer with
different sign each. If the two dimers have equal energies ε0j+1,± = ε
0
j± and
their population density distribution is balanced in the form βj−1βj = αjαj+1,
the magnitudes of their contributions to the correlations are equal and they
cancel out. This is the case of the bulk modes. However, this balance does
not exist for the step and edge modes and, therefore, there are correlations
between them and their respectively nearest neighbouring modes.
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Two-point currents in the cylinder
Using the formulas of the two-point currents Jij (3.55) and of the two-point
correlations (A.38), we can see that the latter give rise to localized currents
at the edges of the cylinder
Ja1,b1 = 2 t2, JaLy ,bLy = 2 t2. (A.39)





















These currents come from the imbalance between the edge modes and the
dimer modes with respect to the other bulk modes. It can be interpreted
as each mode producing two counter propagating currents at its sites and, if
two nearest neighbouring modes have the same characteristics, their currents
cancel out, as is the case of the bulk dimers. Otherwise, the magnitudes of
the currents are different and produce a net current.
A.3.2 Dispersion relation at p = π
The continuum model of edge currents (3.36) tells us that there needs to be
a non zero dispersion relation of the boundary modes in order to be an edge
current. This dispersion relation can be computed in perturbation theory by
considering an offset in the potential p = π + δp as a perturbation potential
Vp of the SSH Hamiltonian for the modes p = π
dεj
dp
(p = π) = lim
δp→0
εj (π + δp)− εj (π)
δp
= 〈j,−|1|j,−〉1, (A.41)
with εj(q) the dimer mode energies of the SSH chain at first order in t2/t1
and at momentum p = q and the offset perturbation potential





















For each mode |j,±〉1 we define the following expectation values





σaj = 〈j, φ|1a†jaj+1|j, φ〉1, σbj = 〈j, φ|1b†j−1bj|j, φ〉1
τaj = 〈j, φ|1a†j−1aj|j, φ〉1, τ bj = 〈j, φ|1b†j−2bj−1|j, φ〉1.
(A.43)
from which the expression of the dispersion relation for a mode |j, φ〉 with
p = π is
dεjφ
dp
= 2t1 Im {θjφ + ϕjφ}+ 2t2χjφ
+ 2t2 Re
{




The elements θ, ϕ, σ, τ are imaginary at first order in t2/t1 and the dispersion
relation is written in a simpler form
dεjφ
dp
= 2t1 Im {θjφ + ϕjφ}+ 2t2χjφ. (A.45)
We present the relevant values of χjφ in Table A.1 for the modes with negative




















With respect to the bulk modes, their dispersion relation is zero except for













j ϕj− θj− χj− ε
0
j±







0 ±t1 − w




0 ±t1 − w



















0 ±t1 + w
s+ 1 < j < Ly −i t22t1 i
t2
2t1
0 ±t1 + w
Ly −i t22t1 i
t2
t1




Table A.1: Values of θ, ϕ, χ, ε to first order in w, t2 for the edge, bulk and
potential step modes with lowest energy. L (j = 1) and R (j = Ly) corre-
spond to the left and right boundary modes, respectively, while the potential
step mode is at j = s.
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[112] A. Rubio-Garćıa, J. Dukelsky, D. R. Alcoba, P. Capuzzi, O. B. Oña,
E. Rı́os, A. Torre, and L. Lain, “Variational reduced density matrix
method in the doubly-occupied configuration interaction space using
four-particle n-representability conditions: application to the xxz model
of quantum magnetism”, The Journal of Chemical Physics 151, 154104
(2019).
[113] G. E. Massaccesi, A. Rubio-Garćıa, P. Capuzzi, E. Rı́os, O. B. Oña,
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