Abstract. We study locally constant coefficients. We first study the theory of homotopy Kan extensions with locally constant coefficients in model categories, and explain how it characterizes the homotopy theory of small categories. We explain how to interpret this in terms of left Bousfield localization of categories of diagrams with values in a combinatorial model category. At last, we explain how the theory of homotopy Kan extensions in derivators can be used to understand locally constant functors.
1 V with small colimits, and a small category A, we will write [A, V ] for the category of functors from A to V . Weak equivalences in [A, V ] are the termwise weak equivalences. We denote by Ho([A, V ]) the localization of [A, V ] by the class of weak equivalences. 
We denote by LC(A,
is a weak equivalence in V , or equivalently, an isomorphism in Ho(V ) (where F a is the evaluation of F at the object a).
Note that for any functor u : A / / B, the inverse image functor ( The functor u * obviously preserves locally constant functors, so that it induces a functor It is a fact that left homotopy Kan extensions can be computed pointwise (like in ordinary category theory), which can be formulated like this: is an isomorphism if and only for any object i of I, the map F i / / G i is an isomorphism in Ho(V ). 
Proof. Given a small category I and an object X, denote by X I the constant functor from I to V with value X. Let F : B / / V be a locally constant functor. Using the fact that (1.2.3) is fully faithful, we see that
is bijective. As u * (X B ) = X A , the identifications
and the Yoneda Lemma applied to Ho(V ) ends the proof.
Corollary 1.11. Let I be an aspherical category, and F : I / / V be a locally constant functor. Then for any object i of I, the map
Proof. Apply Proposition 1.10 to the functor from the terminal category to I defined by i.
Proposition 1.12. Any small category which has a terminal object is aspherical.
Proof. Let I be a small category with a terminal object ω. This means that the functor p from I to the terminal category has a right adjoint (which is has to be fully faithful). But A
obviously defines a 2-functor, which implies that the functor
is fully faithful and that the evaluation functor at ω is a left adjoint to p * . In particular, for any functor F from I to V , we have
If moreover F is locally constant, then it follows from Proposition 1.9 that the co-unit map
is an isomorphism. This shows that p * is also essentially surjective and ends the proof. Corollary 1.13. A functor u : A / / B is aspherical if and only if for any object b of B, the category A/b is aspherical.
Proof. As the class of weak equivalences satifies the two out of three property, this follows from the fact that the category B/b has a terminal object (namely (b, 1 b )).
A functor
′ is a weak equivalence. For example, any aspherical functor is locally constant. Proposition 1.15 (Formal Serre spectral sequence). If u : A / / B is locally constant, then the functor (1.6.2) preserves locally constant functors. In particular, it induces a functor
which is a left adjoint to the functor (1.2.3).
Proof. Let F be a locally constant functor, and β : b / / b ′ be a map in B, We have to show that the induced map
is an isomorphism in Ho(V ). Denote by j β : A/b / / A/b ′ the functor induced by β (which is a weak equivalence by assumption on u). With the notations (1.7.2), we have
This corollary thus follows immediately from Proposition 1.8 and from Proposition 1.10.
Proposition 1.16 (Formal Quillen Theorem A). Any aspherical functor is a weak equivalence.
Proof. Let u : A / / B be an aspherical functor. Let F : B / / V be a locally constant functor. We will prove that the co-unit map
is an isomorphism. According to Proposition 1.9, it is sufficient to prove that for any object b of B, the map
is an isomorphism in Ho(V ). This follows immediately from the computations below.
Consider now a locally constant functor F : A / / V . We will show that the unit
is an isomorphism. By virtue of Proposition 1.9, we are reduced to prove that, for any object a of A, the map
is an isomorphism. We compute again
F/u(a) (Corollary 1.11 for I = A/u(a) and i = (a, 1 u(a) ))
and this ends the proof.
Proof of Theorem 1.3. It is sufficient to check that the class of weak equivalences satisfy the properties listed in Theorem 1.5. The class of weak equivalences obviously satifies property La. Property Lb follows from Proposition 1.12, and property Lc from Proposition 1.16. 
is an equivalence of categories.
Proof. Theorem 1.3 asserts this is a necessary condition. It is very easy to check that this is also sufficient: we can either use Proposition 1.10 and [Cis06, 6.5.11], or we can use the fact that, for a given small category A, the homotopy colimit of the constant functor indexed by A whose value is the terminal simplicial set is precisely the nerve of A (which is completely obvious if we consider for example the Bousfield-Kan construction of homotopy colimits). One can check that the identity functor is a left Quillen equivalence from the projective model structure to the injective model structure (this is just an abstract way to say that all the cofibrations of the projective model structure are termwise cofibrations, which is easy to check; see for example [Cis06, Lemma 3.1.12]). These two model structures are left proper.
2.2.
We fix a (regular) cardinal α with the following properties (see [Dug01] ).
(a) Any object of V is a α-filtered colimit of α-small objects.
(b) The class of weak equivalences of V is stable by α-filtered colimits.
(c) There exists a cofibrant resolution functor Q which preserves α-filtered colimits. Given an object a of A, we denote by
the left adjoint to the evaluation functor at a. We define S as the (essentially small) set of maps of shape
/ / a ′ in A and each α-accessible object X (and Q is some fixed cofibrant resolution functor satisfying the condition (c) above). Proof. It is sufficient to prove this for the projective local model structure. Note first that, thanks to condition (b), for any α-filtered category I and any functor F from I to [A, V ], the natural map
Hence it remains an isomorphism in the homotopy category of the projective local model structure. This implies that local weak equivalences are stable by α-filtered colimits. Conditions (a) and (b) thus imply that for any object X of V , and any arrow a
is a local weak equivalence. If a is an object of A, X is an object of V , and F a functor from A to V , then
It is now easy to see that, if moreover F is fibrant for the projective model structure, then it is fibrant for the projective local model structure if and only if it is locally constant. Proof. The left adjoint u ! of u * preserves cofibrations: this is obviously a left Quillen functor for the projective model structures. It is thus sufficient to check that u * preserves fibrations between fibrant objects; see [JT07, Proposition 7.15]. It follows from Proposition 2.3 that fibrations between fibrant objects are just fibrations of the projective model structure between fibrant objects of the projective model structure which are locally constant. It is clear that u * preserves this property. This proves that u * is a right Quillen functor. The last assertion follows from Theorem 1.3.
Remark 2.7. According to the preceding proposition, the functor u ! has a total left derived functor
It also has a total left derived functor
but, in general, the diagram (in which i A and i B denote the inclusion functors)
does not (even essentially) commute. There is only a natural map
However, Proposition 1.15 asserts that this natural map is an isomorphism whenever u is locally constant. 
is an equivalence of categories. 
Proof. This is a translation of [Cis02, Corollary 3.26] using (3.2.1).
3.4. We denote by H om S (A, ) the full subcategory of morphisms A / / such that the induced functor A / / (e) sends the maps of S to isomorphims (where e denotes the terminal category). A formal consequence of Theorem 3.3 is:
Theorem 3.5. For any derivator , the composition by the Yoneda morphism
Proof. This follows immediately from Theorem 3.3 and from the universal property of left Bousfield localization for derivators; see [Tab07, Theorem 5.4].
3.6. Given a small category A and a derivator , we define is an equivalence of categories.
Proof. As any model category gives rise to a derivator, this is certainly a sufficient condition, by virtue of Corollary 1.17. It thus remains to prove that this is a necessary condition. The nerve of the functor u is a simplicial weak equivalence if and only if the nerve of u op : A op / / B op is so. This result is thus a consequence of Proposition 2.6, of Theorem 3.5, and of the fact that any Quillen equivalence induces an equivalence of derivators. Proof. It is sufficient to check that it preserves homotopy colimits; see [Cis02, Proposition 2.6]. This reduces to check that locally constant functors are stable by homotopy colimits in the model category of simplicial presheaves on a small category, which is obvious. Proposition 3.9. For any derivator and any small category A, the inclusion functor
has a left adjoint and a right adjoint.
Proof. We have a localization morphism
which has a right adjoint in the 2-category of prederivators
We know that γ is cocontinuous (as it comes from a left Quillen functor; see [Cis03, Proposition 6.2]). The previous lemma asserts that i is cocontinuous as well. It thus follows from the fact H om ! (−, ) is 2-functor and from Theorem 3.5 that the inclusion functor
(which is induced by γ) has a left adjoint (which is induced by i). Applying this to the opposite derivator op (and replacing A by A op ) also gives a right adjoint.
Corollary 3.10. Let u : A / / B be a functor between small categories. For any derivator , the inverse image functor
3.11. It is possible to construct a prederivator Ä (A, ) such that (3.11.1)
(where e still denotes the terminal category). If is a derivator, and A is a small category, then we define a derivator A by the formula
It is easy to see that A is again a derivator. Moreover, the homotopy colimits in A can be computed termwise; see [Cis02, Proposition 2.8]. In the case where = ÀÓ(V ) for a model category V , we get the formula (3.11.3)
ÀÓ(V )
A (I) = Ho([A × I op , V ]) .
The prederivator Ä (A, ) is the full subprederivator of
A defined by the formula (3.11.4)
In other words, Ä (A, )(I) is the full subcategory of (A op × I) whose objects are the objects F of (A op × I) such that the induced functor
sends any morphism of A to isomorphisms.
Theorem 3.12. For any small category A, and any derivator , the prederivator Ä (A, ) is a derivator, and the full inclusion
has a left adjoint and a right adjoint. 
Similarly, Theorem 3.5 implies that the Yoneda map
. Thanks to Lemma 3.8 and to the fact that ÀÓÑ ! (−, ) is a 2-functor, the adjunc-
thus induces an adjunction
In particular, we see that Ä (A, ) is a derivator (as it is equivalent to the derivator
, sSet]), )), and we get an adjunction of derivators
Applying this to the opposite derivator op gives the other adjoint. This means that the left Bousfield localizations discussed in 2.1 for combinatorial model categories always exist in the setting of derivators. Theorem 3.12 implies that such Bousfield localizations actually exist in the setting of ABC cofibration categories developped in [RB06] .
4. Galois correspondence and homotopy distributors 4.1. Let A and B be small categories. We get from Theorem 3.5 the following canonical equivalence of categories
/ / C (where X × h B C denotes the homotopy fiber product of X and C over B). These descriptions show immediately that the condition (c) implies (g). This ends the proof.
4.3.
We refer to [Mal05a, Mal05b, Cis06] for the notion of smooth functor and of proper functor (with respect to the minimal basic localizer). The first reason we are interested by this notion is that these functors have very good properties with respect to homotopy Kan extensions; see [Mal05a, Section 3.2]. The second reason of our interest for this class of functors is the following statement.
Proposition 4.4. The category of small categories is endowed with a structure of category of fibrant objects in the sense of Brown [Bro73] , for which the weak equivalences are the functors whose nerve is a simplicial weak equivalence, and the fibrations are the smooth and proper functors. Moreover, the factorizations into a weak equivalence followed by a fibration can be made functorially.
Proof. Any functor to the terminal category is smooth and proper (so that any small category will be fibrant). .14], the pullback of a weak equivalence by a smooth and proper functor is a weak equivalence. To finish the proof, it is sufficient to prove that any functor can factor (functorially) through a weak equivalence followed by a smooth and proper functor, which is a consequence of [Cis06, Theorem 5.3.14].
Proof. Consider a commutative diagram
in which the square is a pullback, and all the maps are smooth and proper. These isomorphisms, together with the functors (4.1.4) define a bifunctor: to check the coherences, we are reduce to check that commutative squares with the BeckChevalley property are stable by compositions, which is well known to hold.
4.11.
We define now a bicategory Ho(SP ) as follows. The objects are the small categories, and given two objects A and B, the category of morphisms from A to B is Ho (SP(A, B) ), that is the localisation of SP(A, B) by the class of weak equivalences. We have a localization bifunctor (4.11.1) γ : SP / / Ho(SP) . We deduce from this and from the biequivalence (4.11.2) that there is a unique way to define a bifunctor S from Ho(D ist ) op to D er ! from the equivalences of categories 
