Bayesian analysis is a flexible method that can yield insight into occupational exposures as the methods quantify plausible values for exposure parameters of interest, such as the mean, variance, and specific percentiles of the exposure distribution. We describe three Bayesian analysis methods for the analysis of normally distributed data (e.g. the logarithm of measurements of chemical hazards) that use conjugate prior distributions (normal for the mean, and inverse-χ 2 , inverse-Γ, or vague for the variance) to provide analytical expressions for the posterior distributions of the sufficient statistics of the normal distribution (e.g. the mean and variance). From these posterior distributions, the posterior distribution of any parameter of interest about the exposure distribution can be tabulated. The methods are illustrated using lead exposure data collected by the Occupational Safety and Health Administration at a copper foundry on multiple occasions. A unique feature of the normal-inverse-Γ method is that dependence of the mean and variance prior distributions is integrated out of the posterior distributions expressions, suggesting that a 'default' prior distribution on variance may be used: candidate default distributions are proposed based on the literature. Relative to other Bayesian analysis methods used in industrial hygiene, the methods described are flexible, and can be implemented without specialized software.
Introduction
Bayesian analysis methods are increasingly popular in many fields of scientific inquiry. For industrial hygiene applications, Bayesian analysis is conceptually appealing because a wealth of information about levels and variability of exposure exists before any new measurements are made, and it is good industrial hygiene practice to consider this information in exposure assessment planning and exposure evaluation (Jahn et al., 2005) . The existing (prior) information may constitute, for example, monitoring data, professional judgment, or result of mathematical/stochastic modeling. In the Bayesian framework, this existing information is updated with new knowledge to define the posterior probability distribution of the feature of exposure of interest (e.g. mean or 95 th percentile of the exposure distribution). The most common application of Bayesian analysis in industrial hygiene currently is Bayesian decision analysis (BDA; Hewett et al., 2006) , which calculates the probability that the true 95 th percentile of an exposure distribution, X 0.95 , falls at some fraction of the occupational exposure limit (OEL), such as in Table 1 . In BDA, the prior knowledge about the exposure profile-that is, the distribution of X 0.95 among the exposure categories, is represented by a multinomial probability distribution. New exposure monitoring data is used to define a likelihood distribution, and these two distributions are integrated to define the posterior distribution. Like the prior distribution, the posterior distribution of X 0.95 among the exposure categories is a multinomial probability distribution. Importantly, while many hygienists consider that the event that X 0.95 ≤OEL is consistent with compliance, the value of a probability that X 0.95 exceeds the OEL does not have a clear interpretation with respect to compliance, in part because such probability is never exactly zero. It is certainly true, however, that if the probability that X 0.95 >OEL is 'low' in some sense, it increases confidence that anticipated exposures are in compliance with the OEL. Hewett et al. (2006) details the mathematics of BDA, and the method is implemented in the IHDataAnalyst software (Exposure Assessment Solutions, Inc., Morgantown, WV); a free version is available.
We are motivated by three specific limitations with BDA. First, hygienists may have interest in non-categorical information about the exposure distribution: The mean value of exposure distributions is commonly of interest in epidemiology (Burstyn et al., 2003; Kromhout et al., 1997; Rappaport 1991) , and variance may be of interest in assessing compliance or risk (Tornero-Velez et al., 1997) . Second, defining a prior distribution in BDA is a challenge. Hygienists struggle to reliably define the 95 th percentile of a log-normal distribution of exposure data (Vadali et al., 2012) , and would thus struggle to define an accurate prior distribution of X 0.95 using data or professional judgment. To ease prior distribution specification, techniques have been proposed to avoid formal positing of the prior distribution of X 0.95 (Banerjee et al., 2014) , to employ models to develop prior distributions (Lee et al., 2013; Vadali et al., 2009) , or to use a uniform prior distribution. Hygienists, however, are more familiar with measures of central tendencies and variance [geometric mean (GM) or mean, and geometric standard deviation (GSD)] than X 0.95 , due, in part, to the availability of GM and mean exposure levels for many contaminants and industries, and plausible values for variance Rappaport et al., 1993) . Third, BDA requires specific software (IHDataAnalyst) or facility with statistical software capable of implementing the method, which limits hygienists' accessibility of the method.
Our objective is to describe and demonstrate Bayesian methods for the analysis of occupational exposure data that are both flexible (e.g. allowing inference about any percentile of exposure distribution) and accessible (e.g. possible to implement without specialized software). Since typical measurements of occupational exposures are log-normally distributed (a notable exception is noise that is already reported on log-scale), their logarithms are normally distributed. As a result, we describe Bayesian methods for normally distributed data that yield a posterior distribution for a two-parameter Gaussian distribution (mean and variance) representing log-transformed occupational exposures: the mean and variance are sufficient statistics from which to calculate any parameter of the exposure profile. We describe two methods (methods I and II) that use informed conjugate prior distributions (normal-inverse-χ 2 and normal-inverse-Γ) and one method involving vague conjugate prior distributions (method III; Gelman et al., 2014; Murphy, 2007) . The conjugate prior distributions, when used with normal likelihood functions, provide an analytical expression for the joint and marginal posterior distributions of the mean and variance, which can be sampled from without complex statistical programming. Herein, we highlight the calculations required to obtain features of the posterior distribution, and the reader is referred to Gelman et al. (2014) and Murphy (2007) for derivations and full analytical expressions of the joint prior and posterior densities. Implicit in these methods is the Exposures exceed the OEL more frequently than 5% of the time OEL < X 0.95 assumption that the prior data represent the same conditions as the data used to define the likelihood.
Method I
Let X P represent the log-normally distributed occupational exposure data, or the information that exists before new measurements are collected and can be used to formulate the prior. Then, Y P = ln(X P ) is sample from a normal distribution, with parameters μ and σ 2 . We next define priors for these two parameters. Recall that in Bayesian analysis, μ and σ 2 are random variables, not fixed constants as in Frequentist statistics. The prior distribution for σ 2 is scaled inverse-χ 2 and the conditional distribution of μ given σ 2 is normal:
where μ 0 , σ 2 0
, and κ 0 are the mean, variance, and sample size of Y P , respectively; ν 0 = κ 0 − 1 is the degrees of freedom for the inverse-χ 2 distribution; and μ and σ are random realizations from the normal and inverse-χ 2 prior distributions, respectively. In the absence of prior exposure data, the hygienist can select plausible values of μ 0 , σ 2 0
, and κ 0 . Note that equation (2) describes a dependence of μ on σ 2 . In a simulation study (see Supplementary Materials), we found correlation between σ 2 and μ to be weak, |ρ| <0.20 for sample size of 10 or more, and to decrease with increasing sample size. This is consistent with observations in occupational exposure data (Burstyn et al., 2005) .
Let X L represent the occupational exposure data that will be used to define the normal likelihood function, and Y L = ln(X L ), where , s 2 , and n are the sample mean, variance, and size of Y L , respectively. That is, X L is the newly collected exposure data observed after the priors were defined [equations (1) and (2)].
The joint posterior distribution is obtained by multiplying the joint prior distribution with the normal likelihood. From a practical standpoint, we are most interested in the marginal posterior density of σ 2 , which is scaled inverse-χ 2 , and the marginal posterior density of μ given σ 2 , which is normal:
where and κ κ ν ν
Note that μ n [equation (5)] is the sum of the prior mean and sample mean weighted by the relative amount of information in the prior (κ 0 ) and likelihood (n). And that ν n σ 2 n [equation (6)] is the posterior sum of squares and combines the prior sum of squares with the sample sum of squares with uncertainty associated by the difference between the prior and sample mean, and influenced by the amount of information in the prior (κ 0 and ν 0 ) and in the likelihood (n). Features of the posterior mean and variance distributions can be calculated by drawing samples from the distributions specified in equations (3) and (4).
To characterize the posterior probability distribution of X 0.95 , the value is calculated for each sampled posterior pair (μ y , σ y 2 ) as X 0.95 = exp(μ y ) × exp(σ y ) 1.645 , where
We recognize that the sufficient statistics of the corresponding log-normal distribution of exposures are GM = exp(μ y ) and GSD = exp(σ y ), such that any other statistic of interest can be readily calculated from GM and GSD.
Method II
We present a second Bayesian analysis method that involves a normal and an inverse-Γ conjugate prior distribution: With a normal likelihood function, this prior distribution gives a joint posterior distribution with the same form as the prior distribution (normal-inverse-Γ; Murphy, 2007) . This method is presented because, unlike method I, the posterior distribution for the mean is independent of the posterior distribution of the variance. As in method I [equation (2)], the prior distribution for the mean in method II is dependent on the prior distribution for the variance, but is independent of the variance in the posterior distribution (σ 2 is integrated out in determining the joint posterior density). This circumstance suggests a potential for developing a 'default' prior distribution for variance that reflects our observation and understanding of the drivers of variance Symanski et al., 2006) .
Using notation previously defined, the prior distribution for μ is normal and the prior distribution for σ 2 is inverse-Γ:
where a 0 = ν 0 /2 and b 0 = ν 0 σ 0 2 /2 represent the inverse-Γ shape and scale parameters, respectively.
The joint posterior distribution is obtained by multiplying the prior distribution by normal likelihood. The posterior distributions for the mean and variance are specified:
where
. As in method I, features of the posterior mean and variance distributions can be calculated by drawing samples from these normal and inverse-Γ distributions [equations (9) and (10)] using easily accessible software, such as a spreadsheet.
Method III
In BDA, it is recommended that a non-informative (uniform) prior distribution be used in the absence of prior information (Hewett et al., 2006) . It is possible to use a non-informative (vague) prior that is integrated out of the marginal posterior in conventional Bayesian analysis for Gaussian data: That is, the prior distribution for μ and σ is proportional to 1/(σ 2 ). The full analytical expressions are found in Gelman et al. (2014) and we show only the expressions for the marginal posterior distributions that can be sampled from. Using the same notation as previously, the marginal posterior density of σ 2 is scaled inverse-χ 2 , and the marginal posterior density of μ given σ 2 is normal:
As in methods I and II, features of the posterior mean and variance distributions can be calculated by drawing samples from these normal and inverse-χ 2 distributions [equations (11) and (12)].
An Example
A demonstration data set of lead exposure monitoring data in a single copper foundry (1987 Standard Industry Classification code 3366) was identified from a database of exposure data collected by the Occupational Safety and Health Administration (OSHA; Lavoue et al., 2013) . The specific data set was selected for two reasons. First, all data were above the detection limit and analyzed by the same method, OSHA Method 125, to avoid well-known problems with censored data and specific limitations of labeling of censored values in this database (Lee et al., 2015) . Second, exposures were measured in multiple time periods to facilitate separation of prior knowledge from new knowledge as in the Bayesian framework. Specifically, exposures were measured on 3 days in March 1985, 1 day in June 1987, and 1 day in June 1989. The representativeness of these data for lead exposures in copper foundries was not considered in their selection, so we have chosen to not identify the specific foundry at which the data were collected. The exposure data were not linked to worker identifiers, so we assumed the measurements were independent, without a hierarchical structure. The OSHA Permissible Exposure Limit for lead is 0.05 mg m −3 (0.05 µg l −1 ) as an 8-hour time-weighted average [29 CFR 1910 [29 CFR .1025 .
The data are summarized by calendar year in Table 2 . Sampling time was shorter and more variable in 1985 than in 1987 and 1989, and lead concentrations were higher in 1985 than in other years. Sampling time was not correlated with lead concentration within the 1985 data (ρ = 0.07, P = 0.56). It is not possible to determine if the differences in lead concentrations among the years are due to changes in work practices, assessment of different work activities or the result of the sampling strategy. Absent more specific information, all exposure measurements were assumed to reflect shift-duration exposures, rather than high-exposure tasks. For methods I and II, data from 1985 were used to define the prior distribution and pooled data from 1987 and 1989 were used to define the likelihood. The data were separated into these time periods to reflect the scenario that a hygienist wants to incorporate information learned about the exposures in 1985 while re-evaluating the exposures 2-4 years later. If the same hygienist were re-evaluating the exposures, it would not be possible for her to be naïve to the exposure history at the facility, which makes the Bayesian analysis a natural approach. The Frequentist approach assumes no learning from the past, and new exposure data are treated exactly as those collected in 1985, simply resulting in an increased sample size. Analyses were implemented using functions written in the R Project for Statistical Computing (codes are provided in the Supplementary Materials along with guidance for implementation in Excel®).
For method I, parameter values calculated from the data for the Bayesian analysis included: κ 0 = 70, σ 2 0 = ln 2 (2.28) = 0.68, μ 0 = ln(0.14) = −1.95, n = 10, s 2 = ln 2 (3.33) = 1.45, and = ln(0.034) = −3.39. One hundred thousand values (B = 100 000) were drawn from the posterior distributions [equations (3) and (4)], and (after transformation from the log-scale) are shown in Figure 1 and summarized in Table 3 . The mean of the posterior distribution of the mean lead exposure is 0.20 µg l −1 , with 95% credible interval (95% CrI) bounded by 0.15 and 0.26 µg l −1 , which means that 95% of the true values of mean lead exposure is between 0.15 and 0.26 µg l −1 (note: this is not the same meaning and Frequentist 95% confidence intervals). The 95% CrI includes the mean value . This is consistent with the relatively small sample size contributed by the latter 2 years: the majority of the information comes from the 1985 data, which overwhelms the observation in Table 2 that the exposure decreases over time. Each of the 100 000 posterior values of X 0.95 was classified into an exposure category using the definition in Table 1 , and divided by 100 000 to determine the proportion of values in each category. This resulted in the following multinomial distribution: P(category 0) = P(category 1) = P(category 2) = P(category 3) = 0 and P(category 4) = 1. The exposures profile is, therefore, consistent with category 4, and we infer that all of the true values of X 0.95 are greater than the PEL: This is expected because the X 0.95 calculated from all exposure data, 0.56 µg l −1 (Table 1) is greater than the PEL. Although the issue of accounting for respiratory protection in evaluating compliance lies beyond our aims, we note for completeness that it is unknown if workers wore respiratory protection when exposures were measured, and this should be considered in evaluating compliance.
For method II, parameter values calculated from the data for the Bayesian analysis included those described previously, and method-specific parameters in the posterior distribution were calculated: m n = −2.13, V n = 0.013, a n = 39.5, and b n = 38.99. One hundred thousand values (B = 100,000) were drawn from the normal and inverse-Γ distributions [equations (9) and (10)], and (after transformation from the log-scale) are shown in Figure 2 and summarized in Table 3 . The mean values of the posterior distributions in method II are similar to those from method I, but the 95% CrI are narrower. This is consistent with the prior distributions for the variance parameter (Figure 3) , as the inverse-Γ distribution is shifted towards smaller variance values than the inverse-χ 2 distribution. The 95% CrI for the posterior distribution of the GM in method II is much narrower than in method I, which is due to the different specification of posterior variance in the mean [equations (3) and (9)], and reflects the stronger assumptions in method II (independence of the posterior distributions of the mean and variance). Applying the exposure categories (Table 1) to the posterior distribution values of X 0.95 (Table 3 ) resulted in the following multinomial distribution: P(category 0) = P(category 1) = P(category 2) = P(category 3) = 0 and P(category 4) = 1. While these results are consistent with those from method I in this case, differences could arise in other cases due to the shapes of the prior distributions for the variance parameter. In addition, though the exposure category analyses in methods I and II are equivalent, the different posterior distributions (particularly for the GM) may yield non-equivalent exposure and risk analyses.
Method III was implemented using the data from 1987 and 1989 to define the likelihood, and a vague prior distribution based on the variance in these data. Results are shown in Table 3 . Due to the limited information available in the likelihood function (n = 10) and vague prior distribution, some extreme values of σ 2 | Y L were selected from the marginal posterior distribution [equation (11)], resulting in posterior GSD values much greater than 10. Such high values of GSD may be plausible, but are infrequently observed. This can be managed by truncation, such as is done in BDA (Hewett et al., 2006) , but it also reflects a need for caution in data interpretation because extreme values are difficult to rule out in the presence of limited information (e.g. small sample size). Applying the exposure categories (Table 1) to the posterior distribution values of X 0.95 (Table 3 ) resulted in the following multinomial distribution: P(category 0) = P(category 1) = P(category 2) = 0, P(category 3) <0.01, and P(category 4) = 0.99. The exposure profile is consistent with category 4, and with results from methods I and II, and the penalty for using a uniform prior is negligible in presence of data that strongly argues for non-compliance. 
Comment I: prior sensitivity analysis
In both methods I and II, the prior distributions involve data: the mean, variance, and sample size. In the absence of data, plausible values for the mean and variance can be selected from the literature or professional judgment. While the sample size cannot be determined in the absence of data, the sample size parameter, κ 0 , can represent confidence in the prior distribution. This is reasonable because κ 0 weights the contribution of the prior information to the posterior distribution, relative to sample size of the data defining the likelihood [equations (5) and (6)]. Thus, when κ 0 < n, the influence of the prior distribution on the posterior distribution will be diminished relative to that of the likelihood. The influence of the selection of κ 0 in the absence of data on the posterior distribution was explored through a simulation study using method I. The parameters of the prior distribution were equated with those from the 1985 lead exposure data from one copper foundry (Table 2) : μ 0 = log(GM) = log(0.13) = −2.04 and σ 2 0 = (lo g(GSD)) 2 = (log(2.28)) 2 = 0.68. The sample size took on values κ 0 ={2, 3, 5, 10, 15, 20, 40}, which were chosen to be smaller, equal to, and larger than the sample size of the pooled 1987 and 1989 data used to define the likelihood, n = 10 (Table 2) . A total of 100 000 samples were drawn from the posterior distribution to attain stability for small values of κ 0 .
Simulation results are shown in Table 4 . For all values of κ 0 , the mean value of the GM posterior distribution (0.05-0.10 µg l −1 ) was between the GM of the prior (0.13 µg l −1 ) and the sample (0.03 µg l −1 ), and became larger with increasing κ 0 , reflecting the increasing information available from the prior distribution. The width of the 95% CrI for the GM was stable. As κ 0 increased, the mean of the GSD posterior distribution decreased from 3.99 to 2.92, and for κ 0 = {20, 40} dropped below the sample GSD (GSD = 3.33). In addition the 95% CrI for the GSD and X 0.95 narrowed, reflecting the increasing information available from the prior distribution. These trends in the posterior distribution of the GSD are as anticipated by equations (5) and (6).
Practically speaking, the results in Table 4 mean the hygienist should be cautious in assigning value to prior distributions in the absence of data. We would recommend weighting a prior distribution less than that of the likelihood (κ 0 < n) to ensure the uncertain or naive prior distribution is less important than the sample in determination of the posterior distributions, which is consistent with the recommendation of Quick et al. (2017) . In practical terms, since we must postulate the prior before seeing data, this means checking that in cases of very limited pre-exiting information, the prior is based on κ 0 that is smaller than the 'anticipated' n. We note that given that n is frequently small, say n < 5, then κ 0 may be diminishingly small to ensure κ 0 < n, such that the prior has negligible contribution to the posterior distributions. It would seem in this case, that the value of a Bayesian analysis derives from the value placed by the analyst on the Bayesian interpretation, as the method is unlikely to improve on confidence intervals from conventional statistics.
Comment II: towards a default prior on variance
In the context of method II, features of the prior distribution for variance are used in the posterior distribution independent from the prior distribution for mean. Thus, there may be an opportunity to develop a standard distribution for variance in exposure data from databases of occupational exposure data Rappaport et al., 1993; Symanski et al., 2006) . McNally et al. (2014) developed standard prior distributions for components log-normal mixed effects model in the Advanced Reach Tool. These distributions are not directly applicable to the models described in herein, so in the Supplementary Material (Table SI) we report inverse-Γ distributions for σ w and σ B fitted to the empirical distributions of within-worker and between-worker variance reported in a meta-analysis by Symanski et al. (2006) for several classifications of worker groups, and posit that these distributions could serve as 'default' prior distributions for variance to be used in method II.
To illustrate, we consider the inverse-Γ distribution fitted to the percentiles reported for between-worker variance when workers were classified across jobs by location, inverse-Γ (a = 6.25, b = 4.80). This worker classification was selected because our example data involve single exposure measurements for workers with unspecified jobs working in a single foundry. This default inverse-Γ prior distribution has a larger variance (0.20 versus 0.02) and mean (0.91 versus 0.70) than the prior based on data, inverse-Γ (a 0 = 34.5, b 0 = 23.4). Results for the method II analysis using the default prior for variance (e.g. a 0 = 6.25, b 0 = 4.80) and the mean and sample size consistent with the prior data (μ 0 = 0.20, κ 0 = 70) are shown in Table 2 . As expected from the features of the default and data-based prior distributions, the posterior distribution for variance has a larger mean and variance, which results in higher values for the posterior mean distribution of lead exposure and the X 0.95 . Applying the exposure categories (Table 1) to the posterior distribution values of X 0.95 (Table 3 ) resulted in the following multinomial distribution: P(category 0) = P(category 1) = P(category 2) = P(category 3) = 0 and P(category 4) = 1.
Discussion
Current literature about Bayesian analysis for industrial hygiene applications has focused, to date, on generating categorical posterior distributions, either the distribution of X 0.95 or the mean relative to an OEL (Banerjee et al., 2014; Hewett et al., 2006; Lee et al., 2013; Vadali et al., 2009) . Innovation has sought to decrease or refocus professional judgment (to use mechanistic exposure models, for example) in the positing of the prior distribution (Banerjee et al., 2014; Lee et al., 2013; Vadali et al., 2009) , and while these methods have value to specific hygiene applications and research, they are increasingly complex, and inherently limited by the categorization of exposures relative to an OEL. Rather, we favor the use of Bayesian analysis methods that interface directly with occupational exposure data available to hygienists through personal experience, or the professional body of knowledge Symanski et al., 2006) ; and that frame professional judgments, when required, with the context of parameters with which hygienists are most familiar (e.g. GM, GSD, sample size). As a result, we have demonstrated simple Bayesian analysis methods for the analysis of normally distributed data (exposure measurements after log-transformation) to obtain expressions for the posterior distribution of statistics sufficient to define an exposure profile. Parameters in these posterior distributions can be readily calculated from data, and the distributions sampled from (in spreadsheets or statistical software) to obtain any information about any parameter of the exposure profile (Gelman et al., 2014) .
The optimal choice of Bayesian analysis method is not necessarily obvious. Given the availability of data to support prior distributions for the GM and variance, we would recommend use of methods I or II. Data to support the prior distributions may be individual measurements or summary statistics, and do not necessarily need to be collected at the same facility as the data used to define the likelihood function: Implicit in the methods, however, is that the prior and likelihood data represent the same population. This assumption may be problematic in the presence of time-trends or cross-facility comparisons, but analysts should be cautious about the use of an adjustment to correct for the differences (i.e. multiplicative factor) as the difference may not be real, or the adjustment may artificially narrow the variance in the posterior distributions by making the prior and likelihood distributions are more similar. Alternatively, as recommended by Quick et al. (2017) , the analyst may specify a smaller sample size for the prior distribution so as to diminish its influence. Absent data to support a prior distribution for variance, we recommend the use of the method II with a standardized prior for variance, such as described in the Supplementary Materials.
Many sampling strategies in occupational exposure assessment involve repeated measure designs to characterize within-worker and between-worker variance, and neither BDA nor the methods described herein are designed to reflect the hierarchical structure of such data. For small sample sizes this issue is moot, but it does represent a limitation of method's applicability. Bayesian analysis methods exist for hierarchical data and their application to occupational hygiene practice should prove fruitful.
We have not demonstrated applicability of these methods to data with left-censored (non-detected) values, which are common in occupational exposure data and impact the estimation of the mean and variance of exposure data. Any approach for estimation of the mean and variance in the presence of left-censored data [e.g. Ganser and Hewett (2010) or Helsel (2005) ] can be applied to the specification of the prior distribution parameters (μ 0 and σ 0 2 ) in methods I and II. Huynh et al. (2016) described a Bayesian analysis method (implemented in JAGS) to estimate the posterior distributions for exposure distribution parameters (mean, GM, etc.) using data with some leftcensored values: This method can be used in place of the methods described herein, but does not have the analytical convenience of conjugate prior distributions. Nonetheless, the idea of sampling from posterior distribution is common to both approaches, and it is natural to hope that occupational hygienists in the future, with increased familiarity and possibility to implement using freely available software, will adopt these methods.
There are situations where use of a conjugate prior is not appropriate because the conjugate prior does not capture prior knowledge. For example, if the hygienist is only knowledgeable about likelihood of exceeding OEL in a given workplace (which occur due to limitations in records) it would be difficult to translate that information into parameters in the conjugate priors: In this case, BDA may indeed be the most sensible starting point. Another example is the event that the hygienist has reason to believe that the exposure exists periodically (such as results from periodic failure in containment systems or assessment of a group of workers with heterogeneous tasks, some of which do not involve exposure), such that some exposure measurements are true zeros. In such cases, a mixture distribution in which there is some probability of a true zero and a log-normal distribution for the real, non-zero exposures, may form a logical prior (Burstyn et al., 2012; Chu and Nie, 2005; Taylor et al., 2001) . In these situations it would be erroneous to insist on the computational convenience of conjugate priors, and numerical integration techniques should be employed to sample from posterior. Such sampling is possible in statistical software, like WinBUGS or JAGS.
In this study, we have considered prior distributions that rely on point estimates of the mean and variance of the logarithm of exposure data, without considering the uncertainty in these point estimates that arise from the sampling strategy or application of an exposure model. This source of uncertainty can be addressed using Bayesian hierarchical models, an example of which is presented by Banerjee et al. (2014) .
Conclusions
We have demonstrated accessible Bayesian analysis methods for analysis of occupational exposure data that has flexible outputs, specifically the marginal posterior distributions of the sufficient statistics for a normal distribution representing the logarithm of exposure measurement data. From these sufficient statistics, any statistic of interest about the exposure distribution can be calculated, including the exposure category in which the true X 0.95 value falls (Table 1) . Though we have provided code to implement the method in R (Supplemental Materials), samples can be drawn from the marginal posterior probability distributions in a spreadsheet due to the availability of analytical expressions.
Supplementary Material
Supplementary data are available at Annals of Work Exposures and Health online.
