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Crystal-liquid interfacial free energy via thermodynamic integration
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Universita¨tsstraße 1, 40225 Du¨sseldorf, Germany
A novel thermodynamic integration (TI) scheme is presented to compute the crystal-liquid interfa-
cial free energy (γcl) from molecular dynamics simulation. The scheme is applied to a Lennard-Jones
system. By using extremely short-ranged and impenetrable Gaussian flat walls to confine the liquid
and crystal phases, we overcome hysteresis problems of previous TI schemes that stem from the
translational movement of the crystal-liquid interface. Our technique is applied to compute γcl for
the (100), (110) and (111) orientation of the crystalline phase at three temperatures under coexis-
tence conditions. For one case, namely the (100) interface at the temperature T = 1.0 (in reduced
units), we demonstrate that finite-size scaling in the framework of capillary wave theory can be used
to estimate γcl in the thermodynamic limit. Thereby, we show that our TI scheme is not associated
with the suppression of capillary wave fluctuations.
I. INTRODUCTION
The interfacial free energy between a crystal phase
in coexistence with its liquid phase, γcl, is an impor-
tant thermodynamic quantity which controls the rate of
homogeneous nucleation and the morphology of a crys-
tal growing from its melt [1–5]. The magnitude and
anisotropy in γcl determines whether crystal growth oc-
curs in a planar, cellular or dendritic manner. Even a
small dependence on the orientation of the crystal, e.g.,
may significantly affect the final microstructure of the
growing crystal and the materials properties of the re-
sulting crystal. Moreover, the crystal-liquid interfacial
free energy also affects the barrier for the formation of a
nucleus near a wall as well as the wetting behavior of the
crystal.
In spite of its central importance for a proper under-
standing of growth and nucleation phenomena, reliable
experimental data for γcl is hard to come by. Most
experimental studies obtain the crystal-liquid interfa-
cial free energy indirectly by applying classical nucle-
ation theory to homogeneous nucleation rate measure-
ments [1, 2, 4, 6, 7]. Such nucleation rate measurements
represent an average over the various orientations of the
crystal and therefore provide no information regarding
the anisotropy of the crystal. Besides, the assumptions
inherent in classical nucleation theory affect the estimates
of γcl. With state-of-the-art experiments, however, γcl
can be estimated in certain parameter ranges with an
accuracy of 10-20% [8–10].
In recent years, molecular simulations have emerged
as a widely used tool to understand the thermodynam-
ics of crystal-liquid interfaces from a microscopic per-
spective and obtain reliable estimates of the the crystal-
liquid interfacial free energy [11–35] Currently, several
independent simulation techniques are available to de-
termine the crystal-liquid interfacial free energy. In the
capillary fluctuation method [16–25], fluctuations in the
height of the crystal-liquid interface are used to compute
the interfacial stiffness. Then by using an expansion of
the anisotropic interfacial stiffness into cubic harmonics,
one can extract, albeit indirectly, γcl.
Recently, two related methods to compute γcl have
been proposed by Ferna´ndez et al. [26] and Angioletti-
Uberti et al. [27, 28], known as tethered Monte Carlo
and metadynamics, respectively. These methods render
accurate estimates of γcl with relatively moderate system
sizes (less than 104 particles). However, both approaches
rely on a local order parameter which has been specified
only for the (100) orientation of the fcc crystal structure.
In contrast, thermodynamic integration (TI) [36, 37]
can yield a direct estimate of γcl for various crystal struc-
tures, without the necessity of introducing local order pa-
rameters and with system sizes of a few thousand atoms.
The determination of γcl from thermodynamic integra-
tion is based on the definition that the crystal-liquid in-
terfacial free energy is the reversible work required to cre-
ate a unit area of the crystal-liquid interface [38]. Hence,
one needs to find a reversible path bringing together in-
dependent liquid and crystal phases to create two crystal-
liquid interfaces in equilibrium with the bulk phases.
Broughton and Gilmer [6] first introduced a TI scheme
to compute γcl for a modified Lennard-Jones (LJ) poten-
tial. Their method consisted of using specially designed
“cleaving potentials” to gradually split each phase into
two blocks divided by a cleaving plane, then bringing
these blocks together, and finally removing the “cleav-
ing potential”. However, designing “cleaving” potentials
for various orientations of the crystal, at different coexis-
tence conditions and for different potentials is clearly an
arduous task and the “cleaving potentials” proposed by
them cannot be easily generalized. Moreover, their calcu-
lations were not precise enough to resolve the anisotropy
in γcl.
Davidchack and Laird [29–33] modified the approach of
Broughton and Gilmer by using planar “cleaving walls”
made of similar particles as the system and consisting of
one or more crystalline layers with the same structure as
the actual crystal phase. Subsequently, several authors
have adopted the “cleaving walls” scheme to compute γcl
for various model systems [39–41]. The data reported
by them were precise enough to resolve the anisotropy
in γcl. However, the TI paths corresponding to both the
2Broughton-Gilmer and Davidchack-Laird approaches are
subject to hysteresis in the final step, when the “cleav-
ing walls” or the “cleaving potential” is removed. Due
to thermal fluctuations, the two crystal-liquid interfaces
can change their position by simultaneous freezing and
melting [30, 33]. As a result, their location will no longer
coincide with the position of the cleaving plane, leading
to hysteresis between the forward and reverse TI paths.
Some authors have tried to adopt the “cleaving walls”
TI scheme of Davidchack and Laird [29, 30] into a non-
equilibrium work measurement approach [42]. Such an
approach is independent of the reversibility of the trans-
formation [43, 44]. However, the non-equilibrium work
measurement still requires one to be able to reach the ini-
tial state from the final state when the transformations
are carried out in the reverse direction. Due to the move-
ment of the crystal-liquid interface, this is not possible.
The hysteresis arising from the mobility of the crystal-
liquid interface seems to be a difficult problem to elimi-
nate completely. Though, Davidchack and Laird [30, 33]
tried to deal with this issue by performing several in-
dependent TI runs and choosing the run with the least
hysteresis.
In this work, we propose a novel thermodynamic inte-
gration scheme to compute γcl from molecular dynamics
simulations. Our scheme circumvents the key problem
due to the mobility of the crystal-liquid interface by the
use of a very short ranged flat wall (modelled by a Gaus-
sian potential) to split the crystal and liquid phases. Such
a short-ranged wall demands that the integration of the
equations of motion is carried out with a very small time
step. However, this disadvantage can be offset by the use
of a multiple time step scheme [36]. The contribution of
this short-ranged wall to the final value of the interfacial
free energy itself is negligible (much less than the statis-
tical errors and less than 0.1% of the final value of γcl).
In addition to this short-ranged flat wall, we also insert
a structured solid wall consisting of frozen-in crystalline
layers, to gradually bring together in a smooth manner
the individual crystal and liquid phases split by the flat
wall. We employ our thermodynamic integration scheme
to compute γcl for a modified Lennard-Jones potential,
though our scheme can also be used for more complex
potentials.
In order to determine γcl in the thermodynamic limit,
we use a careful analysis of finite-size effects in the frame-
work of capillary wave theory [45, 46]. Although the
finite-size effects turn out to be relatively small for sys-
tems containing more than about 20000 particles, our
finite-size analysis is nicely consistent with the prediction
of capillary-wave theory and thus this demonstrates that
our TI scheme does not lead to a suppression of capillary-
wave fluctuations. This indicates that the Gaussian flat
walls introduced in our scheme indeed lead to negligibly
small perturbation of the system.
In the next section (Sec. II), we introduce the Lennard-
Jones model for which γcl is computed. After describing
our TI scheme (Sec. III), the details of the simulation are
given in Sec. III A. The results are presented in Sec. IV,
and finally, we end with a conclusion in Sec. V.
II. MODEL
The Lennard-Jones (LJ) potential describes the inter-
action between a particle i and a particle j separated by
a distance rij and is given by
φ(rij) = 4ǫ
[(
σ
rij
)12
−
(
σ
rij
)6]
, (1)
where the parameters ǫ and σ set the scales for energy
and length, respectively. Broughton and Gilmer [6] pro-
posed a modified LJ potential with a cut-off at rcut =
2.5 σ that provides continuity of potential and force at
r = rcut. It is defined by
u(rij) = φ(rij) + C1 (2)
for 0 < rij ≤ 2.3 σ,
u(rij) = C2
(
σ
rij
)12
+C3
(
σ
rij
)6
+C4
(rij
σ
)2
+C5 (3)
for 2.3 σ < rij < r
cut = 2.5 σ and u(rij) = 0 for rij ≥
rcut. The constants in Eqs. (2) and (3) are given by
C1 = 0.016132 ǫ, C2 = 3136.6 ǫ, C3 = −68.069 ǫ, C4 =
−0.083312 ǫ, and C5 = 0.74689 ǫ.
III. THERMODYNAMIC INTEGRATION
SCHEME
The interfacial free energy γcl is the excess free energy
required to form an interface between a crystal and a
liquid at coexistence. Since it is an excess free energy,
given by the difference between the free energies of a fi-
nal and an initial state, it can be directly computed via
TI. While the initial state is given by two independent
systems, namely a bulk crystal and a bulk liquid at co-
existence temperature and pressure, the final state is an
inhomogeneous system where the liquid and the crystal
phase are separated from each other by two interfaces.
When constructing the reversible thermodynamic path
between the initial and the final state, the bulk regions
of the two phases should be perturbed as little as possible
and no stress should be generated in the crystal when it
gets in contact with the liquid.
A crucial step in our TI scheme is the introduction of
an extremely short-ranged flat wall which is modelled by
a repulsive Gaussian potential and placed at the bound-
aries of the simulation box in z direction. The range
of the particle interactions with this wall is chosen such
that it is about 1000− 10000 times less than the typical
size of the particles. Thus, the Gaussian wall only pre-
vents the liquid and crystalline particles from crossing the
3boundaries of their simulation boxes but does not change
the thermodynamic properties of the bulk system in any
manner. Due to the extremely short-range nature of the
wall, a very small time-step is needed to integrate the
equations of motion in a molecular dynamics simulation.
However, one can use a multiple time-step molecular dy-
namics algorithm to tackle this issue [36] and since only a
few particles interact with the short-ranged wall, the ad-
ditional computational overhead in implementing this al-
gorithm is small (i.e. the simulations with Gaussian walls
are less than a factor of two slower than corresponding
simulations without these walls).
To ensure minimal perturbation of the crystal when
the two phases are brought together, it is essential that
the liquid is already ordered into crystalline layers near
the interface, compatible with the actual crystal struc-
ture. In our TI scheme, this is achieved by introducing
a structured solid wall, consisting of particles frozen into
a configuration adopted in an actual simulation of the
crystal phase. Interactions between the system and this
structured wall were modelled by the same interaction
potential as that between the system particles. Such
a structured solid wall leads to formation of interfacial
layers in the liquid which are more compatible with the
actual crystal structure than if the structured wall con-
sisted of particles fixed to an ideal crystal position as in
Refs. [29, 30].
The starting points of our TI scheme are the simula-
tions of a bulk crystal and a bulk liquid under coexistence
conditions (see Sec. III A). Both the liquid and the crys-
tal are simulated in cubic boxes of identical dimensions
(Lx×Ly ×Lz) but at their respective coexistence densi-
ties, assuming periodic boundary conditions in all spatial
directions. The goal is to join simulation boxes with the
liquid and the crystal phase along the z direction and
thereby create two independent crystal-liquid interfaces
in equilibrium with the bulk phases (with the total di-
mension Lx × Ly × 2Lz). Our TI scheme consists of the
following sequence of steps to carry out this transforma-
tion (see Fig. 1):
Step 1: Insert an extremely short-ranged Gaussian flat
wall at both ends of the liquid simulation box along the z
direction [sketch (1) in Fig. 1], while keeping the periodic
boundary conditions intact. The wall should be strong
enough to prevent the liquid particles from crossing the
boundaries and be extremely short-ranged such that the
interfacial free energy of the liquid in contact with this
wall is negligible as compared to γcl (in our case, typi-
cally less than the statistical errors reported in previous
works [30]).
Step 2: Identical flat walls are inserted at the bound-
aries of the simulation box containing the crystal [(2) in
Fig. 1] such that the distance of the closest crystalline
layer from the flat wall is identical for both the left and
right boundaries of the simulation cell.
Step 3: Two solid walls are constructed from the left
and right parts of the crystal simulation cell near the
two boundaries, containing 2-3 layers of crystalline par-
ticles. Then, these walls are gradually attached to the liq-
uid simulation cell at the appropriate ends, with the flat
walls still switched on, to prevent particles from cross-
ing the boundaries. As shown in Fig. 1, the wall con-
structed from the left part of the crystal simulation cell
is attached to the right end of the liquid simulation cell.
Similarly, the wall made from the right side of the crys-
talline simulation cell is attached to the left side of the
liquid phase. At the same time, the periodic boundary
conditions of the liquid simulation cell in z direction are
gradually switched off. In this respect, this step is unlike
the procedure adopted in previous TI schemes, where the
boundary conditions are kept intact while switching on
the “cleaving” walls.
Step 4: The same frozen-in parts of the crystal sim-
ulation cell are gradually introduced to the appropriate
boundaries of the simulation box containing the actual
crystalline phase, in presence of the flat walls, and si-
multaneously the periodic boundary conditions in the z
direction are turned off [cf. (4) in Fig. 1].
Step 5: The liquid and crystal systems are brought to-
gether and simultaneously the frozen-in crystalline walls
are removed, in presence of the flat walls. This is accom-
plished by joining appropriate ends of the crystal and liq-
uid simulation cells, where the flat walls are located. Do-
ing this entails juxtaposing the solid wall in contact with
one phase to be on top of the other phase. However, both
phases interacted only with their respective solid walls.
Since the periodic boundary conditions for the individ-
ual phases were already switched off, one needs only to
switch on interactions between the two phases across the
ends connected directly and also across the other end via
gradually turning on the periodic boundary conditions
[cf. (5) in Fig. 1]. This procedure is different from that
followed by the “cleaving potential” or “cleaving walls”
approach, where the liquid and crystal are first joined
together and only in the next step, the “cleaving walls”
are removed.
At the end of step 5, the system consists of crystal and
liquid phases separated by two interfaces, whose position
coincides with the position of the flat walls. Since, the
crystal and liquid particles cannot cross the boundaries
of their respective simulation cells, the position of the
crystal-liquid interface is tied to the position of the flat
walls. If we proceed in a reverse direction from the end of
step 5, and then retrace each prior step, we will end up
exactly from where the transformation started, i.e. the
liquid and crystal phases at coexistence in separate sim-
ulation cells.
Step 6: Finally, in the last step, the extremely short-
ranged Gaussian walls are gradually removed. When
the the barrier imposed by the walls becomes weaker,
the particles can cross the boundaries of their simulation
cells. As a result the interfaces can move leading to hys-
teresis in the thermodynamic integration path. However,
our scheme is successful in tackling the hysteresis arising
from the mobility of the crystal-liquid interface, because
the contribution of the last step to γcl is negligible (less
4than the combined statistical errors of steps 3, 4 and 5),
on account of the extremely short-ranged flat walls. This
ensures that any residual hysteresis in the last step is also
reduced to a negligible amount, thus having no impact
on the accuracy of the estimates. This is a more desirable
way to circumvent the problem rather than the cumber-
some approach of carrying out several forward and re-
verse TI runs of various durations and choosing the path
with the least hysteresis [30, 33].
In our TI calculations, we carry out the sequence of
transformations outlined above by directly modifying the
interaction potential of the flat walls and the frozen-in
crystalline walls. This approach is similar to our earlier
work on the determination of interfacial free energies of
liquid or crystal phases in contact with flat or structured
walls [47, 48].
In all the steps of our TI scheme, the parameter λ
is coupled to the interaction potentials in a non-linear
rather than a linear manner [36]. This is dictated by
the need to obtain smooth thermodynamic integrands
leading to an accurate numerical determination of the
associated integrals. The particular choice for the λ-
parameterizations adopted in the following are however,
not unique, and other variants have been tried by us with
identical results. In the following, we describe the specific
manner in which the sequence of steps outlined above is
carried out by coupling a parameter λ to the interaction
potential between the system and the walls.
Steps 1 and 2: Here, the interaction of a particle i
with an extremely short-ranged flat wall is modelled by
a Gaussian potential,
ufw(ziw) = a exp
[
−
(ziw
b
)2]
, (4)
with ziw the distance of the particle from the wall in
z-direction. The parameters a and b control the height
of the potential barrier and the range of the potential,
respectively. A suitable choice for a is about 20-25kBT
(with kB the Boltzmann constant and T the tempera-
ture of the system), which is sufficient to make the walls
impenetrable for particles near the boundaries. The pa-
rameter b is set to around 0.0001σ–0.001σ, i.e. a factor
of 1000-10000 smaller than the typical size of the LJ par-
ticles. This choice of b provides that the free energy con-
tribution due to the Gaussian wall is much less than the
statistical error bars in the most precise calculations of
γcl. The Gaussian flat walls are placed at the boundaries
of the simulation cell at z = 0 and z = Lz.
A parameter λ is coupled to the flat wall as follows,
ufw(λ, ziw) =λ
2ufw(ziw) (5)
Thus, at λ = 0, the Gaussian wall is zero, and as λ
increases the wall becomes more and more impenetrable
and finally fully impenetrable at λ = 1.
The λ−dependent Hamiltonian for steps 1 and 2 takes
the form
H1,2(λ) =
N∑
i=1
p
2
i
2m
+ U c(l)pp + λ
2U
c(l)
fw , (6)
where, H1 represents interaction of the flat wall with
the liquid particles and H2 those of the flat wall with
the crystalline particles. In Eq. (6), pi and m repre-
sent the momentum and mass of particle i with all par-
ticles have the same mass. The contribution from the
particle-particle interactions to the potential energy is
given by U
c(l)
pp =
∑Nc(l)
i=1
∑Nc(l)
j=i+1 u(rij) with rij the dis-
tance between two particles i and j. The potential energy
due to the interactions of particles with the flat wall is
U
c(l)
fw =
∑Nc(l)
i=1 ufw(ziw), where the superscript c(l) refers
to particles in the crystal (liquid) phase and N c and N l
are the total number of liquid and crystal particles, re-
spectively. Dimensions of the simulation cells containing
individual crystal and liquid phases are kept identical and
as ρl < ρc, Nc < Nl.
The free energy differences, ∆F1 and ∆F2, in steps 1
and 2 are obtained via the following integration over the
parameter λ,
∆F1,2 =
∫ 1
0
〈
∂H1,2
∂λ
〉
dλ =
∫ 1
0
〈
2λU
c(l)
fw
〉
dλ .
Since the crystal can translate along the z direction, it
is not guaranteed that the crystal is symmetrically po-
sitioned with respect to the left and right boundaries in
z direction. This creates a problem in the subsequent
steps. Since the solid walls inserted in steps 3 and 4 are
made of frozen-in crystalline layers near the two ends of
the crystal simulation cell, such asymmetry in the posi-
tion of the crystal will lead to two dissimilar solid walls
being made to come in contact with the liquid and crystal
phases on either side. This would lead to an ordering in
the liquid phase which is not compatible with the actual
crystal structure. Similarly, two walls with their outer-
most layers at different distances from the two sides of
the crystal phase might lead to stresses in the crystal.
To avoid this, the two innermost layers of the crys-
talline phase were frozen such that the crystalline phase
was symmetric with respect to the two boundaries. This
ensured that the solid walls generated from such a sym-
metric crystal were similar and their outermost layers
were at the same average distance from the two bound-
aries. This is similar to what was done in the “cleaving
wall” approach [30]. Freezing the innermost layers did
not have any additional side effects on the crystal-liquid
interface, as was verified by carrying out simulations with
both larger and shorter Lz.
Steps 3 and 4: The λ-dependent Hamiltonian for steps
3 and 4 is chosen as follows,
H3,4(λ) =
N∑
i=1
p
2
i
2m
+ U c(l)pp + (1− λ)
3U∗c(l)pp
+λ10U c(l)pw + U
c(l)
fw
(7)
5FIG. 1: Sketch of the TI scheme to obtain γcl. Particles in
the blue and green simulation boxes represent the crystal and
the liquid phase, respectively. For details see text.
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z/σ
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U f
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25 exp[-(z/0.001)2]
25 exp[-(z/0.0001)2]
FIG. 2: Gaussian flat wall potential for b = 10−3 σ (black
solid line) and b = 10−4 (red dashed line); in both cases,
the barrier height is set to a = 25 ǫ, as used for T = 1.0.
For T = 0.617 and T = 1.5, the latter parameter was set to
a = 15 ǫ and a = 35 ǫ, respectively.
where H3 includes the interactions of the structured wall
with the liquid particles and H4 those of the structured
wall with the crystalline particles. U∗c(l)pp represents in-
teractions between particles through the periodic bound-
aries along the z direction, while U
c(l)
pp corresponds to
direct interactions. U
c(l)
pw =
∑Nc(l)
i=1
∑Nw
j=1 upw(rij), where
Nw is the total number of particles comprising the frozen
walls and interactions between the system and the struc-
tured wall particles is denoted by upw. For upw the po-
tential given by Eqs. (2) and (3) was used, replacing the
parameter ǫ by ǫpw. In step 3, ǫpw varied between 0.54 ǫ
and 1.0 ǫ (depending on the considered temperatures),
while in step 4, ǫpw = 1.0 ǫ was set. These choices of ǫpw
ensured that the bulk densities of the liquid and crystal
phases remained unperturbed throughout the integration
path.
The free energy differences for steps 3 and 4 are ob-
tained as
∆F3,4 =
∫ 1
0
〈
∂H3,4
∂λ
〉
dλ
= −
∫ 1
0
〈
3(1− λ)2U∗c(l)pp
〉
dλ
+
∫ 1
0
〈
10λ9U c(l)pw
〉
dλ . (8)
Since we directly modify the interaction potential be-
tween the structured solid wall and the system particles
and the system particles cannot cross the boundaries of
their simulation boxes due to the repulsive Gaussian flat
walls, there is no need of adopting any “corrugated cleav-
ing plane” as was introduced in Refs. [30, 33].
S tep 5: In this step, the Hamiltonian is given by
H5(λ) =
Np∑
i=1
p
2
i
2mi
+ U c(l)pp + λ
5U c+lpp
+(1− λ)5U c(l)pw + U
c(l)
fw
(9)
where U c+lpp =
∑N l
i=1
∑Nc
j=1 u(rij) corresponds to interac-
tion between a liquid particle (with index i) and a crys-
talline particle (with index j).
The free-energy difference for step 5 is
∆F5 =
∫ 1
0
[〈
∂H5
∂λ
〉]
dλ
= 5
∫ 1
0
〈λ4U c+lpp 〉 dλ
−5
∫ 1
0
〈(1− λ)4U c(l)pw 〉 dλ . (10)
The interaction strength between the structured wall and
the liquid and crystal particles was kept at the same value
of ǫpw as in steps three and four, respectively.
S tep 6: In the last step, the Gaussian flat walls are
gradually switched off. In this case, the following λ
6parametrization is used for ufw,
ufw(λ, ziw) =(1− λ)
2ufw(ziw) , (11)
and the λ-dependent Hamiltonian for this step takes the
form,
H6(λ) =
Np∑
i=1
p
2
i
2m
+ U c(l)pp + U
c+l
pp + (1− λ)
2U
c(l)
fw
(12)
and thus the free energy difference for step 6 is
∆F6 =
∫ 1
0
〈
∂H6
∂λ
〉
dλ =
∫ 1
0
〈
2(λ− 1)U
c(l)
fw
〉
dλ (13)
The interfacial free energy is finally obtained by sum-
ming over the equilibrium free energy differences for the
six sequential transformations and the division by the
total interfacial area A,
γcl =
∆F 1 +∆F 2 +∆F 3 +∆F 4 +∆F 5 +∆F 6
A
, (14)
with A = 2LxLy (note that the factor 2 takes into
account that due to the periodic boundary conditions
there are two independent planar crystal-liquid inter-
faces, cf. Fig. 1).
The TI scheme proposed in this work contains six steps
as opposed to the four steps involved in the “cleaving
potential” or “cleaving walls” scheme. However, contri-
butions from steps one, two and six are negligible on ac-
count of the very short-ranged flat walls. As our results
in Sec. IV indicate, these contributions are less than the
total statistical errors from steps three, four and five.
Therefore, one could start with independent liquid and
crystal phases in contact with Gaussian flat walls and end
with two crystal-liquid interfaces in equilibrium with the
bulk phase and in presence of such short-ranged walls and
be still able to obtain reliable estimates for γcl. We also
want to point out that such short-ranged Gaussian walls
do not suppress capillary wave fluctuations [17, 23, 46]
but only prevent the movement of the two crystal-liquid
interfaces.
A. Simulations
Molecular dynamics (MD) computer simulations are
performed at constant particle number N , constant vol-
ume V , and constant temperature T . To keep the tem-
perature constant, the velocities of the particles were
drawn from a Maxwell-Boltzmann distribution at the de-
sired temperature every 200 time steps. To integrate
the equations of motion, the velocity form of the Ver-
let algorithm [49] is used. We use a multiple-time step
scheme [36] to take into account the short-range forces
due to the Gaussian wall. For this purpose, a smaller
time step of ∆tsmall = 0.00025 τ was used in conjunc-
tion with a larger time-step of ∆tlarge = 0.004 τ , where
τ =
√
(mσ2/ǫ).
0 0.2 0.4 0.6 0.8 1
λ
0
0.001
0.002
0.003
0.004
0.005
(1/
A)
dU
fw
/d
λ
crystal (forward)
crystal (reverse)
liquid (forward)
liquid (reverse)
FIG. 3: Thermodynamic integrand for steps 1 and 2 for the
liquid and crystal phases, respectively, at T = 1.0 and the
(100) orientation of the crystal. Error bars in this figure and
subsequent ones represent one standard deviation.
The density ρ = N/V of the crystal and liquid at
coexistence, corresponding to the modified LJ poten-
tial considered in this work, were taken from Ref. [30].
We consider three different coexistence temperatures at
T = 0.617, 1.00, and 1.50. The coexistence densities of
the crystal and liquid, ρl and ρc, respectively, at these
temperatures are as follows: ρl = 0.8282 and ρc = 0.945
at T = 0.617 and a coexistence pressure P = −0.02,
ρl = 0.923 and ρc = 1.0044 at T = 1.00 and a coexis-
tence pressure P = 4.95 and ρl = 1.003 and ρc = 1.074 at
T = 1.50 and a coexistence pressure P = 12.95. All the
pressure values are in reduced units, σ3/kBT . We have
verified the coexistence densities by carrying out simula-
tions of crystal-liquid interfaces and checking the densi-
ties of the crystal and liquid in the bulk. Independent
simulations of bulk crystal and liquid were also carried
out at these densities and it was confirmed that the coex-
istence pressures in both the bulk liquid and bulk crystal
were identical within the statistical error.
The parameters a and b appearing in the Gaussian flat
wall potential have to be chosen carefully such that the
wall is extremely short-ranged. At the same time, when
it is fully applied no particles should cross the barrier im-
posed by this short-ranged wall. Taking these two factors
into account, a was taken to be 15.0ǫ, 25.0ǫ and 35.0ǫ at
the co-existence temperatures T = 0.617, 1.0 and 1.5,
respectively. At each temperature, b was chosen to take
the value 0.001σ, which made the wall sufficiently short-
ranged. Nevertheless, we also tried another wall with an
even shorter range i.e. b = 0.0001σ but obtained identical
results within the statistical error.
System sizes for the various coexistence temperatures
and orientations of the crystal were the same as in
Ref. [30]. Only at T = 1.0 and for the (100) orienta-
tion of the crystal-liquid interface, simulations were car-
ried out for various system sizes, corresponding to several
combinations of lateral (Lx, Ly) and longitudinal (2Lz)
7system sizes. The dimensions of the simulation boxes are
specified in Table I. For the considered system sizes, the
total number of particles varied from N = 6000 to about
N = 32000.
To generate initial configurations, the liquid and crys-
tal phases were equilibrated at the coexistence tempera-
tures and their respective coexistence densities. Dimen-
sions of the liquid and crystal simulation cells were iden-
tical and since ρl < ρc, correspondingly less number of
particles were contained in the liquid simulation cell. Af-
ter each phase was equilibrated for around 200000 time
steps (here and later on, in multiples of the larger time-
step ∆tlarge), the TI simulations were started.
For the TI calculations, independent runs were carried
out at various values of λ between 0 and 1. For the
various TI steps, the total number of intervals between
λ = 0 and λ = 1 varied from 45 to 50, which was sufficient
to produce smooth thermodynamic integrands. At each
value of λ, i.e. λi, the system was equilibrated at λ = 0 for
10000 time steps and then λ was continuously increased
until λi was reached. The number of time-steps to carry
out this switch varied from 90000 to 150000 time-steps for
the various system sizes and various orientations. After
the final value λi was reached, the system was further
equilibrated for 500000 − 750000 time-steps. Then the
production runs were carried out over a period ranging
from 250000 to 500000 time-steps. Statistical errors were
determined by dividing the production runs into 5 blocks
and then obtaining the standard deviation between these
5 samples.
To calculate the free energy difference from the ob-
tained thermodynamic integrands for steps 3, 4 and 5,
we did a cubic spline interpolation of the bare data with
100 intervals between λ = 0 and λ = 1 and then used the
Simpson rule to numerically calculate the integral. For
steps 1, 2 and 6, the numerical integration was carried
out over the bare data using the trapezoidal rule.
We have carried out simulations in both the forward
and reverse directions to detect any residual hysteresis in
the TI path. The initial state for the reverse TI simula-
tions were taken from the final state of the forward TI
path. The final values for γcl reported in the next sec-
tion correspond to a mean of the free energy differences
obtained from the forward and reverse TI simulations.
IV. RESULTS
In Figs. 3, 4, 5, and 6, the thermodynamic integrands
corresponding to the six steps are plotted for the (100)
orientation of the crystal-liquid interface at T = 1.0.
Here, the system size of the final state with two interfaces
is 14.263σ × 14.263σ × 31.695σ. In all figures we show
the thermodynamic integrands for both the forward (in-
creasing λ from 0 to 1) and reverse (decreasing λ from 1
to 0) processes. The final values of the interfacial free en-
ergy for the various cases are reported in Table 1 and the
errors include both the statistical error and the residual
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FIG. 4: Thermodynamic integrand corresponding to steps
3 and 4, for the liquid and (100) orientation of the crystal,
respectively, at the temperature T = 1.0.
hysteresis between the forward and reverse paths.
In Fig. 3, we show the thermodynamic integrands for
inserting the Gaussian flat wall (and removing for the
reverse process) into the crystal and liquid phases, re-
spectively. Good overlap of the forward and reverse ther-
modynamic integrands indicates, as expected, the lack of
hysteresis in our TI scheme. As can be clearly seen in
the figure, the area under the thermodynamic integrand
corresponding to the crystal in contact with the flat wall
is negligible as compared to the same situation for the
liquid. On account of the extremely short range of the
flat walls, very few particles actually interact with them
leading to a negligible contribution to the free energy dif-
ference. Since the crystal is placed symmetrically with
respect to the two ends of the simulation cell, the flat
walls are located in the middle of two crystalline layers.
Therefore, their position coincides with a minimum of
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FIG. 5: Thermodynamic integrand for step 5 at T = 1.0,
bringing the (100) orientation of the crystal in contact with
the liquid.
80 0.2 0.4 0.6 0.8 1
λ
-2.0
-1.5
-1.0
-0.5
0
(1/
A)
dU
st
ep
 6
/d
λ 
(×1
0−
4 )
forward
reverse
FIG. 6: Thermodynamic integrand for the last step, corre-
sponding to switching off the flat wall.
the crystal density leading to a negligible value for the
free energy difference as compared to the liquid.
The interfacial free energy of the liquid in contact with
the flat wall is 0.0018kBT at T = 1.0 when b = 0.001σ,
which is of the order of < 0.35% of the final value of
γcl. In case of the crystal, the contribution of this flat
wall varies from ∼ 10−7 kBT for the (111) orientation
to 10−6kBT for the (100) orientation and 10
−5kBT for
the (110) orientation. For this choice of b, the combined
contribution of step 1 and step 2 was lower than the
statistical errors in the most precise estimates of γcl.
In the next two steps, liquid and crystalline phases
were separately brought into contact with structured
solid walls in presence of the Gaussian flat wall and
simultaneously the periodic boundary conditions were
switched off. Thermodynamic integrands corresponding
to steps 3 and 4 are shown in Fig. 4. In step 3, the in-
teraction strength ǫpw = 1.0 ǫ was chosen at T = 0.617,
while at the other temperatures ǫpw = 0.54 ǫ. For the
interaction of the crystal with the structured wall, at all
temperatures ǫpw was set to 1.0 ǫ. As the λ parameter
is gradually increased, the liquid begins to form ordered
layers near the interface due to interactions with the solid
wall. This process was the source of some hysteresis in
the “cleaving walls” [30] and “cleaving potentials” [6]
scheme, though it could be avoided by equilibrating the
samples for longer times.
The smooth variation of the thermodynamic inte-
grands corresponding to steps 3 and 4 (see Fig. 4) along
with small error bars throughout the integration path
indicates that our system was well equilibrated and not
trapped in some metastable state. The excellent overlap
between the thermodynamic integrands for the forward
and reverse processes also confirms the reversibility of
our TI scheme.
In the next step, the liquid and crystal were joined
together, while the interactions of the liquid and crys-
tal phases with the frozen walls were switched off. As
Fig. 5 shows, the integrands are smooth leading to an
accurate numerical determination of the integral. The
forward and reverse thermodynamic integrands are also
in very good agreement. In the “cleaving potential” and
“cleaving walls” approach, the liquid and crystal phases
were first brought together and then the walls were re-
moved. However, in our scheme these steps are combined
into a single step. Nevertheless, we carried out TI simu-
lations where our single step scheme was divided into two
steps: first bringing the two phases together and in the
next step removing the structured walls, while varying
the parameter λ in exactly the same manner as speci-
fied in Eq. 9. However, both approaches led to identical
results.
The final step involves removing the flat walls. How-
ever, this process is no longer reversible after the barrier
posed by the flat wall becomes weaker and the crystal-
liquid interfaces can move. This is reflected in the hys-
teresis between the forward and reverse thermodynamic
integrands, as shown in Fig. 6. However, the contribu-
tion of this step is negligible owing to the short-range
nature of the flat walls. Figure 6 clearly shows that the
area under both the forward and reverse thermodynamic
integrands is much smaller, in magnitude, as compared
to step 1. As a result, one does not need to follow the
“cleaving walls” approach of carrying out several forward
and reverse simulation runs to estimate the path with
the least hysteresis. In fact, for the (100) orientations
of the crystal-liquid interface both forward and reverse
simulations predict a magnitude less than 10−4 kBT for
this step. This contribution will be negative since the
flat wall is purely repulsive and we are removing it (see
Eq. 13 and Fig. 6). Similarly negligible contributions are
obtained for the other two orientations as well.
To understand why ∆F 6/A would be negligible, in
Fig. 7 we plot the density profile corresponding to the
(100) orientation of the crystal-liquid interfaces in equi-
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FIG. 7: Density profile of the (100) orientation of the crystal
in contact with the liquid and separated by a short-ranged
flat wall. The temperature is T = 1.0. Red vertical lines
correspond to the positions of the flat walls. The system size
is 14.263 σ × 14.263 σ × 31.695σ.
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2, where L = Lx = Ly, corresponding
to the (100) orientation of the crystal-liquid interface with
the longitudinal dimension Lz = 31.695 σ. For the same pa-
rameters, the inset shows γcl vs. ln(L)/L
2. Solid symbols
correspond to the γcl values in the thermodynamic limit.
librium with their bulk phases. If the minima of the
density profile coincides with the flat wall position, one
will obtain a negligible contribution as in step 2. On the
other hand if a maxima coincides, the result would be
larger, though due to a finite barrier imposed by the re-
pulsive Gaussian walls, the probability of a maxima in
the density profile coinciding with the wall position is
small.
In the first step, the free energy difference per unit
area was around 0.0018kBT (at T = 1.0). Since, we ob-
serve that the maxima in the density profile is about 3
times that of the bulk liquid, it is clear that the max-
imum possible magnitude for ∆F 6/A would be 3 times
the contribution of ∆F 1/A and therefore would still be
significantly smaller than γcl. Since the interfaces can
move by simultaneous melting and freezing, the average
density of the inhomogeneous system near the positions
of the flat wall would be much smaller. Therefore, the
actual free energy difference in the last step would be
much less than this maximum possible value.
In principle, one can make the Gaussian flat walls as
short-ranged as possible to reduce their contribution even
further. However, reducing the range involves a concomi-
tant increase in computational cost due to the need for a
very short time-step in the multiple-time step scheme. A
slightly more efficient way to reduce the hysteresis, would
be to use a Gaussian flat wall with a range long enough
that one can use the regular single time-step velocity-
verlet algorithm and at the same time sufficiently short-
ranged, so as not to affect the bulk density of the phases.
One can carry out steps 1-5 of the TI scheme with this
flat wall, with no computational overhead involved in a
multiple-time step scheme. In the next step, one can
first transform this flat wall to an extremely short-ranged
wall. The parametrization for this step, which we call
step 6a, will be
ufw(λ, z) =a exp(−[z/b(λ)]
2) , (15)
where b(λ) = (1 − λ)b′ with b′ = 0.001σ and λ vary-
ing from 0 to 0.9. This step will be subject to minimal
hysteresis as the flat walls are still present to prevent
the particles from crossing boundaries of their simulation
cells. The average position of the crystal-liquid interface
would oscillate around the position of the flat walls. In
the next step (step 6b) one can remove the flat walls with
the same parametrization as in Eq. (8).
We have carried out simulations by breaking step six
into the two steps as specified here and obtained results
in perfect agreement with the earlier method, since the
flat wall chosen for our simulations was already extremely
short-ranged. However, this latter approach of using an
extremely short-ranged wall only in the final step, will
be useful for long-ranged potentials, where the computa-
tional overhead of using a multiple time-step scheme for
all the six steps might become significant.
The flat Gaussian walls can, in principle, be adapted
to any continuous potential. Only the prefactor a, which
sets the height of the barrier needs to be modified to
adapt the barrier height at different temperatures. The
value for the parameter b would be suitable for most po-
tentials, and in cases where γcl has a small magnitude,
the approach of breaking down step six into two steps
would be also useful.
In Table I, we report the final values of γcl for differ-
ent orientations, system sizes and temperatures. We also
report data from the cleaving wall method [30] and a
non-equilibrium work approach [42]. Clearly, our results
are in good agreement with both the methods.
While γcl can be computed by various molecular sim-
ulation techniques, often there is disagreement between
them which is greater than the statistical errors. For ex-
ample, values for the hard-sphere interfacial free energy
predicted by the “cleaving wall” approach is more than
10% less than the one computed using the capillary fluc-
tuation method or the tethered Monte Carlo approach.
In a recent work, Schmitz et al. [46] suggested system-
atic errors arising out of finite size effects to be a pos-
sible source of disagreement between the various meth-
ods. They identified the mechanism of finite size correc-
tions and proposed a theoretical tool to obtain reliable
estimates for interfacial tensions in the thermodynamic
limit.
In a three-dimensional system, if a planar interface is
described by a lateral dimension L = Lx = Ly and a lon-
gitudinal dimension Lz, the leading finite size corrections
to the interfacial free energy in the thermodynamic limit,
γ∞, are described by the following formula [45, 46]:
γL,Lz = γ∞ − a
lnLz
L2
+ b
lnL
L2
+
c
L2
(16)
where a, b and c are constants. To study the finite size
corrections in our system, we carried out simulations for
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Temperature Orientation System Size γcl(TI) Cleaving Wall Non-Eq. Work
1.000 100 7.924 × 7.924 × 31.695 0.545 ± 0.003 — —
1.000 100 11.093 × 11.093 × 31.695 0.562 ± 0.004 — —
1.000 100 14.263 × 14.263 × 31.695 0.566 ± 0.003 0.562 ± 0.006 —
1.000 100 19.017 × 19.017 × 20.602 0.572 ± 0.003 — —
1.000 100 17.432 × 17.432 × 31.695 0.571 ± 0.003 — —
1.000 100 19.017 × 19.017 × 31.695 0.572 ± 0.003 — —
1.000 100 19.017 × 19.017 × 41.204 0.569 ± 0.004 — —
1.000 100 22.187 × 22.187 × 31.695 0.570 ± 0.003 — —
1.000 100 ∞ 0.576a , 0.579b — —
1.000 110 14.263 × 13.447 × 26.894 0.545 ± 0.003 0.543 ± 0.006 —
1.000 111 11.646 × 12.327 × 32.939 0.515 ± 0.006 0.508 ± 0.008 —
0.617 100 14.559 × 14.559 × 32.352 0.372 ± 0.005 0.371 ± 0.003 0.371 ± 0.004
0.617 110 14.559 × 13.726 × 27.452 0.357 ± 0.003 0.360 ± 0.003 0.361 ± 0.003
0.617 111 11.887 × 12.582 × 33.622 0.344 ± 0.006 0.347 ± 0.003 0.354 ± 0.003
1.500 100 13.951 × 13.951 × 31.001 0.866 ± 0.005 0.84 ± 0.02 —
1.500 110 13.951 × 13.153 × 26.306 0.785 ± 0.006 0.82 ± 0.02 —
1.500 111 11.391 × 12.057 × 32.218 0.774 ± 0.007 0.75 ± 0.03 —
TABLE I: Interfacial free energy γcl for different system sizes corresponding to various orientations of the crystal-liquid interface,
three different co-existence temperatures and different system sizes. For comparison, data from the cleaving wall [30] and non-
equilibrium work apporaches [42] are also shown. Dimensions (Lx × Ly × Lz) are in units of σ
3. At T = 1.0 and for the (100)
orientation of the crystal-liquid interface, the interfacial free energy in the thermodynamic limit is extrapolated from the values
of γcl at the various system sizes using the (a) L
−2 and (b) ln(L)L−2 scalings (see text).
various lateral dimensions of the crystal-liquid interface
for the (100) orientation of the crystal-liquid interface at
T = 1.0.
In Eq. (16), the second term is associated with the
translational entropy of the interface due to movement
of the crystal-liquid interface. Since, the flat walls con-
strain the movement of the crystal-liquid interface this
term is negligible in our case and can be neglected. In
Fig. 8, we plot the interfacial free energy for the (100) in-
terface as a function of 1/L2 and ln(L)/L2 (in the inset),
at the longitudinal system size, Lz = 31.695σ. A linear
extrapolation of the data provides γcl in the thermody-
namic limit and for the 1/L2 scaling we obtain a value of
0.576, while for the ln(L)/L2 scaling a value of 0.579 is
obtained. Compared to the estimated value of γcl at the
lateral dimension studied by Davidchack and Laird [30],
viz. 14.263σ × 14.263σ, these values are larger by about
2%.
V. CONCLUSION
We have obtained the crystal-liquid interfacial free en-
ergy for the Lennard-Jones potential via a novel thermo-
dynamic integration scheme. A crucial lacunae of pre-
vious thermodynamic integration schemes pertaining to
the movement of the crystal liquid interface has been
overcome by the help of extremely short-ranged Gaus-
sian walls. Another feature of our scheme is the use of
frozen-in crystalline layers to induce ordering in the liq-
uid and thereby merge the crystal and liquid in a smooth
manner. Our results are in good agreement with previous
methods based on the cleaving method [30] as well as a
non-equilibrium work approach [42]. Using the finite-size
scaling for the (100) orientation, we have extrapolated
the finite-size data to obtain γcl in the thermodynamic
limit.
Aside from our TI scheme with flat walls, other
schemes such as the ones proposed by Schilling and
Schmid [50] or by Grochola [51] could, in principle, be
used to overcome the problem related to movement of
the crystal-liquid interface. However, such schemes in-
volve modifying the interaction potential of the entire
system, yielding large free energy differences and as a
result the statistical errors are of the same order of mag-
nitude as γcl itself. Therefore, such schemes have to be
substantially modified to compute γcl.
In a recent work, γcl for the modified LJ potential has
been obtained using density functional theory [52], with
values in reasonable agreement with our data. The pre-
cise estimates for the interfacial free energy could be used
to further refine and validate density functional theory
approaches.
The thermodynamic integration scheme developed in
this work can be used to obtain the interfacial free ener-
gies of systems described by more complex potentials or
also of hard sphere systems, with only minor modifica-
tion of the coupling of the parameter λ to the interaction
potentials. Work in this direction is the subject of forth-
coming studies.
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