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Abstract 
In this paper we give a new proof for the result concerning convergent sequences of functions that give 
convergent sequence of distributions in D  and find the analytic representation of the distribution obtained by 
their boundary values. Also, we present two examples.  
1. Introduction 
It is well known that every function 
1f L
 
is a regular distribution and its analytic representation is, in fact, the 
Cauchy representation 
1 1ˆ( ) ( ), .
2





This function is analytic in the complex plane except on the  support of 𝑓 and it holds  
( )ˆ ˆ( ) ( )f x iy f x iy f x+ − − →  
as 0y +→ in D  sense 
2. Main results 
We give a new proof to the following theorem.  
Theorem 1. Let  ( )nf  be a sequence of functions of 
1L  space which converges to the function f  in 
1L . Let 
( )nP  be a sequence of analytic functions which converges  uniformly to the function P  on every compact 
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subset of the real line. Then the sequence of distributions  ( )n nP f  converges to the distribution P f  in D
sense as n→  and 
^
P f  is analytic representation of the distributionP f . 
Proof. Let  D  and let the support of  D  lies in  ,a a− , for 0a  . Then 
( ) ( ) ( ) ( ) ( ) ( )
( )[ ( ) ( )] ( ) [ ( ) ( )] ( ) ( ) .
n n
n n n
P t f t t dt P t f t t dt


















Since the sequence ( ( ))nP t  converges uniformly to ( )P t on  ,a a− , there exists 0M   such that ( )nP t and 
( )P t  are less than .M So, we have the following expression 
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( .( ) )) ( n
n n
n n
P t f t t dt P t f t t dt





















−   and 
1
( ) ( )
2





for all  ,t a a − . 
This, together with the above expression, proves that the sequence of distributions  ( )n nP f converges to the 
distribution Pf  in D sense as n→ . 
In the following we will prove that 
^
P f  is analytic representation of the distribution Pf . Since 
^ ^
^ ^
[ ( ) ( ) ( ) ( )] ( )
( ) ( ) ( ) ( ) ( ) ( ) ,
P x iy f x iy P x iy f x iy x dx









+ + − − −






in the following, we will consider the boundary values of 
^
( ) ( )P x iy f x iy+ + and
^
( ) ( )P x iy f x iy− −  as 
0y +→ . 
Let  D  be arbitrary chosen and its support be in  ,a a− .  
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a) The first integral  
^
( ) ( ) ( )P x iy f x iy x dx

−
+ +  
may be written in the form 
1 ( )
( ) ) .(
2
f t dt
P x iy x dx










By Fubini’s theorem we get that 
^
( ) ( ) ( )P x iy f x iy x dx

−
+ +  =




P x iy x
f t dt dx










 For the second integral, we have 
1 2 3
( ) ( ) ( )[ ( ) ( )] ( )
( ) ( ) .
P x iy x P x iy x t P x iy
I dx dx t dx I t I





+ + − +
= = + = +




( ) ( ) ( ) ( )
( ) ( ) 1
( ) .
P x iy P x iy P t P t
I dx dx dx
t x iy t x iy t x iy
P x iy P t
dx P t dx






= = + =
− − − − − −
+ −
− −




i) Having in mind that ( , )x a a − ,  for the last integral we have 
log( ) log( )
dx




= − + − − − + =
− +
 
2 2 2 2ln ( ) arg( ) ln ( ) arg( )a t y i a t iy a t y i a t iy− + + − + − + + − − − + . 
ii) Now we consider 
( ) ( )
.








We use Taylor’s series of ( )P z at the point t  and get that 
(1) (2)
2( ) ( )( ) ( ) ( ) ( ) ...
1! 2!
P t P t
P x iy P t x t iy x t iy+ − = − + + − + +  
Journal of Advances in Mathematics vol 16 (2019) ISSN:  2347-1921             https://rajpub.com/index.php/jam 
8334 



















where : .R t R  − =  






= . Then we obtain that 















( ) ( )
1
1 1
1 ( ) ( )





P t P t
x t iy dx x t iy dx




− + = − +
− +
    
Since 




P t j K K
j j R R
 =  
and since we may choose R  so that x t y Ri− +  ( , [ , ]x t a a − and y is small enough), we may integrate 
term by term and get 








( ) ( )
1
1 1
( ) ( )





P t P t





− + = − + − − − +   
So, for 3I , and then 1 2 3( )I I t I= + , we get 
( )
1
2 2 2 2
3
( )
[( ) ( ) ]
!





a t iy a t iy
j j
P t a t y i a t i
I
y a t y i a t iy

=
− + − − − + −





2 2 2 2
( )
1
1 ln ( ) arg( ) l
( )[ ( ) ( )]
( ) ( ) n ( )
( )






a t y i a t iy a t y
P x iy x t
I dx t P t
x t iy
P t












− + + − + − + +





( ) ( ) ( )P x iy f x iy x dx

−
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b) Now we consider  
^
( ) ( ) ( ) .P x iy f x iy x dx

−
− −  
In the similar way, we obtain that 
^
( ) ( ) ( )P x iy f x iy x dx

−














1 ln ( )
( )
a
( )[ ( ) ( )]
( ) ( )









i a t iy a t y i a t iy
P x iy x t
J dx





























( )[ ( ) ( )]
lim ( ) ( ) ln( ) 0 ln( )
( )
] ( ) [(
[






a t i a t
P t
i
P x x t
I dx t P













− +  − +











( )[ ( ) ( )]
ln( ) 0 ln( )
( )
] ( ) [( ) ( ) ]







a t i a t
P t
i t a t a




















− +  − +
+  − − − − −

 





lim [ ( ) ( ) ( ) ( )] ( )
1 1




P x iy f x iy P x iy f x iy x dx


















We note that 







lim ( ) ( ) ( )
1 ( )[ ( ) ( )] 1
( ) ( ) ( ) ( )[
( )
[
ln( ) ln( )] ( )
2 2
1 1






P x iy f x iy x dx
P x x t
f t dt dx f t P t a t a t t dt
i x t i
f t P t t dt
P t





















− − − − + −







where the number 0a   depends of the function  D , exists.  Indeed, the function 
( )[ ( ) ( )]
( )










is continuous and 
| ( ) | | ( ) |
a
a
t P x dx
−
   . 
Hence the double integral exists. 
Also, 
( ) ( )[ln( ) ln( )] ( )f t P t a t a t t dt

−
− − +  
exists because ( ) ( ) 0a a = − = ,and, therefore, 




− = lim ln( )[ ( ) ( )] 0,
t a
a t t a 
→
− − =  
and 




− = lim ln( )[ ( ) ( )] 0.
t a
a t t a 
→−
− − =  
Thus ( )[ln( ) ln( )] ( )P t a t a t t− − +  is bounded on the interval  ,a a− , and consequently the integral exists. 
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For every  ,t a a −  
1( ) ( 1) ( ) (2 ) (2 )j j j j ja t a t a a+− + − +  +  


































If we choose 2a r , then it follows that the limits exists for every D . So,  
^
( ) ( )P x iy f x iy+ +  and 
^
( ) ( )P x iy f x iy− −  
converge in D sense. 









= + + + + . It is well known that the sequence 
( )nP  converges uniformly to the function 
xe  on any compact set. From the above theorem it follows that for 
any sequence of functions nf  of 
1L  that converges to a function f  in 
1L , the sequence ( )n nf P  
converges in 
D  to ( )xe f x  and its analytic representation is the function 
^
( )ze f z  
We finish with a solution of the problem given in ([1], pg.106), which is of this kind. 
Example 2.  let f  be a function of class 
1( )C  and ( ) ( )f t O t

=  for some 0  . Then  
^
0
lim ( ) ( ),
y
f x iy F x
+→
+ =  
where ( )F x  is a continuous function on . 
Solution. 




















we conclude that the integral exists for every x . Furthermore, 
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1 2
1 ( ) 1 ( ) 1 ( )
.
2 2 2
t x t x
f t dt f t dt f t dt
I I




− −  − 
= + = +
− − − − − −  
 
1
1 ( ) 1 ( ) ( ) 1 ( )
2 2 2
t x t x t x
f t dt f t f x f x
I dt dt
i t x iy i t x iy i t x iy
  
  
−  −  − 
−
= = +
− − − − − −  
. 
Since x t x −   +  we have 
1
( ) ( )
2 ( )[log( ) log( )].
x
x
f t f x








= + − − − −
− −
 
We may  apply the Lebesgue dominated convergence theorem as 0y +→ , so we get 
0
1





f t f x














Definitely we have  
1 ( ) ( ) 1




f t f x











It is easy to verify that the function ( )F x  is continuous on , since the function  
( ) ( )
( )







is continuous for x t  and ( ) ( )h x f x= on .  
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