We study "periodic homogenization" for α-stable-like Feller processes whose generators have the following form:
Introduction
As a subclass of Markov processes, Feller processes possess lots of nice properties in both probabilistic and analytic aspects. Due to the celebrated Courrège's theorem (see [17, Corollary 4.5.14] or [4, Theorem 2.21] ), the generator of a Feller process in R d must be of the form
where k ≥ 0 is the killing rate, (b(x), a(x), η(x, ·)) is a Lévy triplet for every x ∈ R d . Here and after, we denote by B the unit open ball in R d , and by S := ∂B the unit sphere. We use Einstein's convention that the repeated indices in a product will be summed automatically.
Conversely, assume that we start with an operator L of the form (1.1), which is densely defined on C 0 (R d ), the Banach space of continuous functions f : R d → R vanishing at infinity, endowed with the supremum norm f 0 := sup R d |f (x)|. If the range of (λ − L) is dense in C 0 (R d ) for some λ > 0, then the Hille-Yosida-Ray theorem (see [9, Theorem 4.2.2] or [4, Theorem 1.30]) ensures that the closure of L can generate a Feller semigroup {T t } t≥0 . Now using the Riesz representation theorem, we can write each T t as an integral operator T t f (x) = R d f (y)q(t; x, dy), where the family of kernels {q(t; x, ·)} t≥0,x∈R d is a uniquely defined transition function. Using Kolmogorov's standard procedure we can construct a probability space (Ω, F, P) and a Markov process X L on R d with càdlàg trajectories, such that P x (X L t ∈ A) = q(t; x, A) and
That is, X L is a canonical Feller process with generator L (see [19, pp. 380 
]).
It is well-known that the solution processes of SDEs driven by Lévy noises are Feller processes, provided that the coefficients satisfy some sort of Lipschitz and growth conditions; see for instance [1, Chapter 9] . Conversely, if there exist ζ, σ : −1 ) with killing rate k, and is also the unique weak solution of the following SDE with killing rate k: dX t = b(X t )dt + The goal of this paper is to solve the homogenization problem for Feller processes in periodic medium, with the following generators:
f (x + z) − f (x) − z · ∇f (x)1 [1, 2) (α)1 B (z) κ(x/ , z, z/ )J(z)dz + 1 α−1 b(x/ ) + c(x/ ) · ∇f (x)1 (1, 2) (α).
( 1.2) where α ∈ (0, 2), b, c :
is Borel measurable and periodic in the first variable, J :
is an α-stable-like Lévy density, see the assumptions below for details. The function u → κ(x, z, u) is allowed to involve both periodic and non-periodic components. To this end, we assume that there exists a function κ * :
. Homogenization of Feller processes with jumps has been investigated by a number of authors. For example, the paper [15] considered the one-dimensional pure-jump case, and [10] studied the homogenization of stable-like processes with variable order. See also [27] for a multi-dimensional generalization with diffusion terms involved. Recently, [16] concerned with the homogenization of SDEs with Poisson-type noise. Moreover, [25] investigated the homogenization problem of a class of pure-jump Lévy processes using a pure analytical approach -Mosco convergence. The homogenization result in our paper can recover almost all results in the literatures mentioned above, since our assumption is more general. See Section 4 for the inclusions and comparisons. Now we list our assumptions on the functions b, c, κ (or κ * ) and J.
Assumption H1. The functions b, c are in the Hölder class C β for some β ∈ (0, 1), and they are periodic of period 1.
Assumption H2. The function (x, z, u, v) → κ * (x, z, u, v) is periodic of period 1 in x and u; there exist constants κ 1 , κ 2 , κ 3 > 0, β ∈ (0, 1), such that for all x, x 1 , x 2 ∈ R d and z, u ∈ R d \ {0},
There exists a function κ 0 :
We assume also that for all z ∈ R d \ {0},
In the case α ∈ (1, 2) and b = 0, we assume further that for all z ∈ R d \ {0},
Assumption H3. Assume that the Lévy density J is positive homogeneous of degree −(d + α) for some α ∈ (0, 2), that is, 8) and is bounded between two positive constants on the unit sphere S, i.e., there exist constants
In the case α = 1, we assume additionally that for any x ∈ R d and r 1 , r 2 ∈ (0, ∞),
We denote by C k (T d ) with integer k ≥ 0 the space of continuous functions on T d possessing derivatives of orders not greater than k. When k = 0, we simply denote by C( 
We shall always identify a periodic function on R d of period 1 with its restriction on the torus
(ii). The relationship (1.5) ensures that the function κ 0 (x, z, u) is also periodic in x and u and satisfies (1.3).
(iii). Note that the assumptions (1.6) and (1.7) are not unreasonable since we do not assume that the function z → κ(x, z, u) is continuous at 0. A typical example for these assumptions to hold is that κ(x, z, u) can be written as the quotient of two positive homogeneous functions in z. Moreover, in the case α ∈ (1, 2) and b = 0, the convergence in (1.7) implies (1.6), this is because there involves singularity in the drift coefficient 1 α−1 b. We need more regularities for κ to cancel the singularity in the drift, as we will see in the proof.
(iv). The positive homogeneity assumption on J is equivalent to saying that J is an α-stable Lévy density (cf. [24, Theorem 14.3 
The following lemma shows that the assumptions for κ and J, (1.3), (1.4) and (1.8)-(1.10) ensure all the assumptions in [13] for α ∈ (0, 1) ∪ (1, 2) and in [26] for α = 1. (i). For α ∈ (0, 2), we have
(ii). When α = 1, we have for all x ∈ R d , 0 ≤ r 1 < r 2 ≤ ∞ and 1 , 2 > 0,
when r 1 = 0 or r 2 = ∞, the integral is taken in sense of Cauchy principal value.
). Then (1.11) follows from the assumption (1.9). By (1.8) and (1.10),
Feller Property and Ergodicity
For f ∈ C ∞ (T d ), the space of all smooth functions on T d , we define the following nonlocal operators:
The periodicity and continuity of the function x → κ(x, z, u) and (1.3), (1.10) and (1.11) imply thatÃ, A andÃ , > 0, are all well-defined unbounded operators on (C(T d ), · 0 ). Indeed, takingÃ as an example, we have
then a straightforward application of the dominated convergence theorem yields that for any
Moreover, it is easy to verify by (1.8) and Lemma 1.2.
(ii) that for each > 0, the operator A is a rescaling of A in the sensẽ
Here and after, we denote f (x) := f (x/ ). Denote by D = D(R + ; T d ) the space of all T d -valued càdlàg functions on R + , equipped with the Skorokhod topology. The following theorem tells us that the operators A ,Ã and A can generate Feller processes. We also need some heat kernel estimates. Note that, the state space of the associated processes can be taken to be T d , which is a compact space. 
, has a unique solution P x (orP x ,P x , respectively) on (D, B(D)). The coordinate process X (orX,X , respectively) is a Feller process starting from x with generator the closure of (A ,
, respectively), and has a transition probability density p (t; x, y) (orp(t; x, y),p (t; x, y), respectively), i.e., P x (X t ∈ A) = A p (t; x, y)dy (P x (X t ∈ A) = Ap (t; x, y)dy,P x (X t ∈ A) = Ap (t; x, y)dy, respectively), A ∈ B(T d ). Moreover, (i). the transition probability density p (t; x, y) (orp(t; x, y),p (t; x, y), respectively) is jointly continuous on
.
Proof. As we have seen in Lemma 1.2, all the assertions for the case α ∈ (0, 1) follow from We have seen in the introduction that Feller semigroups and Feller processes are in one-to-one correspondence if we identify the processes that have same finite-dimensional distributions. This yields the following relation. Lemma 2.2. We have the following indentity in law
provided that they have the same initial distribution, i.e.,X 0
Proof. We derive the generator for the Feller process
Therefore, the Feller semigroup associated to 1 X α t t≥0 is also generated by the closure of
Of course, each of the processes X ,X andX is defined on its own stochastic basis. However, by taking product of the probability spaces, it is always possible to assume that:
X ,X andX , > 0, are all defined on the same probability space (Ω, F, P).
Without loss of generality, we also assume for simplicity that
Denote by {P t } t≥0 (or {P t } t≥0 ) the Feller semigroup ofX (orX). For notational simplicity, we shall allow the parameter to be zero so thatX x,0 =X x ,Ã 0 =Ã andP 0 t =P t . Now utilizing the lower bound of the transition probability densityp (t; x, y), we can use a similar argument as [16, Proposition 4.6 ] to obtain the following exponential ergodicity. Proposition 2.3. For each ≥ 0, the Feller processX possesses a unique invariant probability distribution µ on T d . Moreover, there exist positive constants C 1 and C 2 such that for any periodic bounded Borel function f on R n (i.e., f is bounded Borel on T d ),
Denote by µ = µ 0 the invariant probability measure forX.
Proof. By the argument in [14, Lemma 2.4], we only need to show
by dominated convergence and (1.6). For the case α ∈ (1, 2), we have
which converges to zero, uniformly in x, as → 0 + , by (1.6) and dominated convergence. Now by the Trotter-Kato approximation theorem (see [8, Theorem III.4 
In particular, for any T > 0,
Using the exponential ergodicity, we can also obtain the well-posedness of the nonlocal Poisson equation. Denote by C γ µ (T d ), γ > 0, the class of all f ∈ C γ (T d ) which are centered with respect to the invariant measure µ in the sense that
is a closed subset, and hence a sub-Banach space of
. Moreover, the set {z ∈ C | Rez > −ρ} is contained in the resolvent set ofÃ µ . Proof. Since µ is invariant with respect to {P t } t≥0 , it is easy to see that
The first part of the lemma then follows from the corollary in [8, Subsection II.2.3] . By the exponential ergodicity result in Proposition 2.3, we have
for any f ∈ C µ (T d ) and t ≥ 0. This yields the second part of the lemma, using [8, Theorem 
Homogenization Result
We start with some preperations. The following lemma is the counterpart of [25, Lemma 2, Corollary 3]. For a function f on R d , we denote, as before, f (x) := f (x/ ) for each > 0, we also denotef :
where p is the conjugate of p, i.e.,
Proof. The first assertion is taken from [25, Corollary 3] without any change. To prove (ii), first note that this can be proved for
in the same fashion as [25, Lemma 2] , by using the fact that g is improperly Riemann integrable. Now for the general case, we use an approximation argument as in [25, Corollary 3] .
Since
Hence,
The result follows.
Now we are in the position to prove the homogenization result. To get rid of the singularity in the coefficient The limit processX is a Lévy process starting from 0 with Lévy triplet (b, 0,ν) given by
with homogenized coefficientsκ
whereb is uniquely determined by (3.1).
Proof. (i). We first prove the theorem for the case b ≡ 0. By [4, Theorem 2.44], we know that the semimartingale characteristics of X relative to the truncation function 1 B are (B , 0, ν ), where
By applying the functional central limit theorem in [18, Theorem VIII.2.17], we only need to show that for any t ∈ R + and any bounded continuous function f : R d → R vanishing in a neighbourhood of the origin, the following convergences hold in probability when → 0 + :
Clearly, by Corollary 2.5 we have
We also have the following convergence in probability when α ∈ (0, 1),
(by (1.5) and dominated convergence)
, z, u duds zJ(z)dz (by Lemma 3.1.(i))
(by Corollary 2.5)
In the second arrow, to apply Lemma 3.1.(i) we take K = B, g(u) = uJ(u) and φ(u) = κ 0 (x, z, u) for fixed x and z. Choose p ∈ (1,
), then it is easy to check that g ∈ L p (K) by (1.11), and φ ∈ L (ii). We prove the case that b = 0 and α ∈ (1, 2). DefineX t := X t + b (X t ), the boundedness ofb yields thatX and X have the same limit. Applying Corollary 5.5, Lemma 5.6 and (2.1), we havê
where N is a Poisson random measure on R d ×[0, ∞)×[0, ∞) with intensity measure J(z)dz× m × m andÑ is the associated compensated Poisson random measure. The convergence of I 1 is shown in (3.5). For I 2 , we derive in a similar way as (2.2),
where the first term after the equality converges to 0 uniformly in x as → 0 + , by the assumption (1.7) and the following fact
Using the same argument as in the proof of (3.3), we also have the following locally uniform convergence in t in probability, as → 0 + ,
For I 3 , we use Itô's isometry to get
as → 0 + , where ω d−1 is the surface area of the unit sphere in R d . This implies that I 3 (t) converges to 0 locally uniformly in t in probability. Since the local uniform topology is stronger than the Skorokhod topology in the space D (see, for instance, [18, Proposition VI.1.17]), I 3 converges to 0 in Skorokhod topology in probability and thereby in distribution. Further, it is easy to verify that the semimartingale characteristics of I 4 + I 5 are (0, 0, ν ), whose convergence is proved in (3.4). Combining these convergence together and using the functional central limit theorem again, we get the results. (ii). The generator of the limit processX, restricted to
Examples and Comparisons
Now we present some examples that cover several results in earlier papers.
Example 4.1 (Pure jump Lévy processes). In the special case that b = c ≡ 0 and κ * (x, z, u, v) ≡ κ * (u) which is a periodic function of period 1 and satisfies κ 1 ≤ κ * (u) ≤ κ 2 for all u, the homogenized constant isκ = T d κ * (u)du andb = 0. This is the case presented in [25, Remark 6] . Note that in that paper, the authors use a pure analytical approach -Mosco convergence -to identify the limit process. where the functions b, c are all periodic of period 1, the function σ(x, y) is periodic in x of period 1, and odd in y in the sense that σ(x, −y) = −σ(x, y) for all x, y ∈ R d . We assume that there exists constants C 1 > 0, C 2 > 1, such that for any
Assume in addition that for every x, σ(x, ·) ∈ C 2 (R d ) and σ(x, ·) is invertible with inverse Now the generator of the solution processes
We can rewrite it, by a change of variables and the odd property of y → σ(x, y), to the form in (1.2) with here the phrase "compactly in y" means that the convergence is uniform in every compact sets of y. Then we can prove easily, by [23, Theorem 7.17] , that for each z,
Hence, we conclude that the function κ defined in (4.2) satisfies the assumption (1.6). Applying Theorem 3.2, we know that the sequence of solutions X x, converges in distribution to a Lévy processX x starting from x with Lévy triplet (b, 0,ν) given in (3.2). By the symmetry of κ and ν α , the homogenized constantb = T d (I + ∇b(x)) · c(x)µ(dx), where µ is the invariant measure of the Feller process generated by
andb is the unique solution to the Poisson equation 
In particular, this also generalizes the result in [11] , where the author consider the special case σ(x, y) = σ 0 (x)y. 
where ρ :
is periodic of period 1 in the first variable. In general, we do not assume the function ρ to be symmetric in the second variable in the sense that ρ(x, ξ) = ρ(x, −ξ) for all x and ξ, while this is assumed in [10] . Note that for each x ∈ R d , η(x, ·) is a stable Lévy measure with stability index α(x). Consider the following pseudodifferential operator defined for f ∈ C ∞ (T d ),
To write the operator A η to the form (1.2), let α 0 := inf x∈R d α(x) (the infimum is attainable since α is continuous and periodic), and define
where J 0 is a Lévy density related to α 0 in the manner of Assumption H3. Then for
We assume that the function κ * in (4.5) satisfies the assumptions (1.3) and (1.4), so that the operator A η generates a Feller process X on T d . This process is called stable-like, since it behaves locally like a stable processes (see [10] and the literatures therein). It is easy to check that for each x and z,
Thus, the assumption (1.5) holds by taking
Let η (x, dz) := κ * (x/ , z/ )J 0 (z)dz, A η be the operator associated to η as in (4.4), denote by X the Feller process generated by A η . Then Theorem 3.2 implies that the processes X converge in distribution to a Lévy processX with Lévy triplet (b, 0,ν), where for
The measure µ is the invariant measure of the Feller process generated bỹ
In the special case that ρ(x, ·) is symmetric for each x, we haveÃ η = A η , and the result coincides with that in [10, Theorem 1].
Example 4.4 (One-dimensional stable-like Feller processes). Consider the one-dimensional case with α ∈ (1, 2), c ≡ 0 and κ
Here J is the α-stable Lévy density on R \ {0} (see [24, Remark 14.4] ), that is,
with constants j + , j − > 0, so that the assumption (1.9) is fulfilled. Besides the assumptions (1.3), (1.4), H1 and H4, we assume further that there exists two functions κ
Note that this is the type of assumption in [15] . Then by L'Hôpital's rule, we have
Thus, our assumption (1.5) is fulfilled by letting
Now using Theorem 3.2, the Feller process generated by A 1d converges in distribution, as → 0 + , to a one-dimensional α-stable Lévy processX with Lévy triplet (b, 0,ν) in (3.2). Let µ be the invariant measure of the Feller process generated bỹ
Then the homogenized driftb is
whereb is the unique solution to the Poisson equationÃ 1db = b. Define two constants
Note that the authors in [15] consider the operators of the formÃ 1d with κ * ( x , z ) and
, which is slightly different with A 1d , but the homogenized jump measure therein coincides withν.
Appendix: Some Auxiliary Results
As we have seen in Section 2, we need the Feller nature of the semigroups and the properties of the generators, in order to study the ergodicity of the canonical Feller processes, see Theorem 2.1 and Proposition 2.3. This part is much involved. Thus, we devote this section to investigate the semigroups and generators. As corollaries, we can also obtain the solvability of the Possion equations with zeroth-order terms and the generalized Itô's formula, which are used in Corollary 2.7 and the proof of our main result Theorem 3.2.
We consider the operator L in (1.1) with a ≡ 0, k ≡ 0 and
We suppose that the vector field b :
is in the Hölder class C β with some β ∈ (0, 1) and periodic of period 1, J satisfies (1.11) , that is,
with α ∈ (1, 2), κ (x, z) is periodic in x of period 1 and satisfies similar conditions as (1.3) and (1.4) , that is, for any x,
We note that the operatorsÃ, A andÃ are all of the form (5.1) by choosing appropriate κ . It is easy to verify that
Properties of the semigroups and generators
We introduce the following functions on (0, ∞) × R d for later use:
For abbreviation we write c 0 for the set of constants (d, α, β, κ 1 , κ 2 , κ 3 , j 1 , j 2 ). Before investigating the semigroups generated by L b,η , we need some facts for the heat kernels of 
(ii). Define a family of operators by Note that the joint continuity of ∇ x q η (t; x, y) is not mentioned explicitly in the previous references, but it is a consequence of [13, Lemma 3.1, Lemma 3.5, Theorem 3.7, Lemma 3.10, Eq. (59)]. In addition, it is only shown in the above reference that C 2 (T d ) is contained in the domain of the generator, but we can easily generalize to our case, using the same argument as the proofs of [13 Since > 0 is arbitrary, II 1 → 0 as t → 0. Moreover, the strong continuity of the semigroup {T t } t≥0 and dominated convergence imply that II 2 → 0 as t → 0. Thus, we get (5.10).
(iii). Finally, we prove that C ∞ (T d ) is a core of the generator. We divide this proof into three steps.
Step 1: We prove that for any f ∈ C(T d ) and all t > 0, T
is absolutely integrable, and for all
Using the estimate (5.6) and writting the derivative as the limit of difference quotient, then This givesL b,η =L b,η and we complete the whole proof.
SDEs and nonlocal PDEs
As we have seen in the introduction, the following result is a consequence of the nature of Feller semigroups. We can solve the nonlocal Poisson with zeroth-order term, using the semigroup representation. Proof. We first prove that if u λ ∈ C α+β (T d ) is a solution of (5.14), then u λ must have the following representation The estimate (5.16) follows. Moreover, it is shown in [22, Theorem 3.4 ] that when the function κ is a constant, the existence and uniqueness hold in C α+β (T d ). We can now obtain the existence of (5.14) by the energy estimate (5.16) and the method of continuity, see [12, Section 5.2] ), also cf. [16, Theorem 3.2] .
