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We prove sharp exponential bounds on resonance states for the shape (a-decay) 
and Stark resonances. We use these bounds to estimate the width of these reso- 
nances. The bound on width of Stark resonances gives a partial generalization of the 
classical Oppenheimer formula derived originally for the hydrogen atom. o 198x 
Academic Press. Inc. 
1. INTRODUCTION 
This paper is a contribution to a geometrical theory of resonances. This 
theory was developed in the last few years ([BCDl-BCD4, CDKS, CS, 
HM, HS, HisSigl, Sj]). It deals with potentials of certain geometrical shapes 
in the quasiclassical regime. Its main result is the proof of existence of 
resonances and estimates of the width of resonances in terms of geodesic 
distances determined by the potentials (instanton actions). The papers 
mentioned above involve delicate resolvent and quasiclassical estimates. In 
this paper we use an elementary Agmon-type approach (similar to one 
developed first by Simon [Sim3] (see also [BCD3, BCD4, HisSigll) and a 
simple perturbative argument to derive exponential bounds on the reso- 
nance states. Related bounds but in more special cases were derived in a 
more involved way by Helffer and Sjiistrand [HS]. These bounds imply, via 
a standard two-line argument, the sharp bounds on the width of resonances. 
We apply our results to the shape and Stark resonances. The theory of 
shape resonances has originated from attempts to give a mathematical 
meaning to Gamow’s theory of radioactivity (a-decay). This theory was 
developed in the papers cited above. Our bounds on width of shape 
resonances (including a part of a so-called threshold case) are, in some 
aspects, more general than previously used. The Stark resonances give the 
mathematical content to the Stark effect. Our bounds on the Stark reso- 
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trance states and Stark resonances are new. They provide a partial generali- 
zation (upper bounds) of the classical Oppenheimer formula (see, e.g., 
[LL]). The latter was derived in [Op] for the hydrogen atom, its rigorous 
proof was given in [HaSim]. 
This paper is organized as follows. In Sections 2-6 we review a definition 
of the resonances. Here we use and develop further the method of dynami- 
cal distortion proposed in [Sl] and developed in [HisSigl]. A different 
version of this method was developed in [Cyc, Hu, Sim 21. These works 
generalize the original dilation technique of [AC, BCJ (see also [Siml]). In 
Section 7 we describe the class of potentials we are working with. In Section 
8 we discuss the distorted family of Hamiltonians which is the main object 
of our investigation. In Section 9 we set up the perturbation theory and in 
Section 10 we present the stability result. In Section 11 we introduce and 
discuss the Agmon metric. In Sections 12 and 13 we derive our main results 
on the exponential decay of the resonance states. In Section 14 we apply 
these bounds to derive the bounds on the width of resonances. Finally, in 
Section 15 we specify these results to shape and in Section 16, to Stark 
resonances. Some technical stability estimates are carried out in the Ap- 
pendix. We use the notation (A)U = (Au, u). Whenever it does not cause a 
confusion we omit the subindex U. 
2. SPECTRAL DEFORMATION METHOD 
Consider a self-adjoint S&&linger operator 
H= -A+ l’(x) on L2(R”). 
Assume we have a one-parameter group U(0), B E R, of unitary operators. 
Assume they leave the domain of H invariant: 
u(e): D(H) + D(H) 
Form a one-parameter family of self-adjoint operators 
H(8) = u(e)HU(e)-‘, 
8 E W (conjugation of H by U(Q). Of course, this is just a “resealing” of 
H: the spectrum of H(8) is exactly the same as that of H and the 
eigenfunctions differ just by scaling (by U(0)). 
Assume now that H(B) has an analytic continuation into complex 8 and 
inquire how the spectrum of H(e) changes as B moves into a complex 
plane. A typical picture is that in Fig. 1. Thus for Im B # 0, the continuous 
spectrum is a (in general, two-dimensional) subset of 4=, which depends 
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FIGURE I 
drastically on Im 8. However, 
(i) The isolated eigenvalues of H(B) are independent of 8 as long as 
they stay away from the continuous spectrum (which moves as ImB 
changes) and are of finite multiplicities. 
(ii) The set of real isolated eigenvalues of H( 8) coincide with uP( H) \ 
cant spec(iY( 0)). 
(iii) Under some general conditions on U(O), the isolated eigenvalues 
of H(B) are independent of the family U(8) used. 
3. SPECTRAL RESONANCES 
We draw two conclusions: 
(i) Moving the continuous spectrum of H away from W reveals some 
of its embedded eigenvalues. However, there is a trade-off. They are now 
isolated eigenvalues but of non-self-adjoint operator. Nevertheless the en- 
tire perturbation theory, developed exclusively for isolated eigenvalues, 
applies now. This gives us a very powerful tool. 
(ii) A new set of complex eigenvalues which was not seen before is 
revealed. These new eigenvalues are independent of the parameter 8 and 
family V(e) used, i.e., they are intrinsic for the operator H. The complex 
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FIGURES 
eigenvalues of H(B), Im 19 > 0, are called the spectral resonances of H. 
Whenever, one can prove the existence of a meromorphic continuation of 
the scattering matrix, one can show that it has poles exactly at the spectral 
resonances (see, e.g., [S3]). 
We formulate general conditions giving a rigorous meaning to the frame- 
work described above. The results below are abstract versions of those of 
[Hu, Sim2]. We assume 
(A) H(8), 6 E R, is a restriction of an analytic type A family, H(B), 
defined on a vicinity, A, of 8 = 0. 
(B) There is an open, connected set D c C which has non-empty 
intersections with C - and C + and s.t. Q n 88 = fJ n cant spec(H) and 
P n C+n contspec(H(8)) = 0 for all 6 E A n 6-’ 
!J n cant spec( H( 4)) = 0 forsome8EAnC’ 
(see Fig. 2). 
The set of U-analytic vectors, A,, is the set of all u E L2(Rn) s.t. U(8)u 
has an analytic continuation in 6 into a neighbourhood of f!J = 0. 
THEOREM 3.1. Let (A) and (B) be satisjed. Then for any u, u E A,, 
((z - H)-‘u, v) has a meromorphic continuation across the continuous spec- 
trum of H(Q n W) into the region 52 n C - of the second Riemann street. The 
poles of this continuation occur at the eigenvalues of H(e), Im 8 > 0, in &I. 
Proof. Denote u(e) = U(e)u, etc. Then 
((z - H)-‘u, v) = ((2 - H(B))-‘u(B), v(8)) (3.1) 
for 8 E W and z E !J n C +. By condition (A), the r.h.s. of this equation has 
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an analytic continuation in 6 into A += A n C +. The equation, of course, is 
still satisfied. Fix 8 E A n C + and continue the r.h.s. meromorphically in z 
into S2 n 6-. This is possible due to condition (B). This continuation 
provides a meromorphic continuation of the 1.h.s. of Eq. (3.1) across the 
spectrum into thesecond Biemann sheet. Since the function FO(z) = ((z - 
WW1~W~ w9) is meromorphic in z E St and on 0 n C + is indepen- 
dent of 8, the positions of its poles (which due to Eq. (3.1) can be situated 
only in Q n C -) are independent of 8. Clearly, the poles of this meromor- 
phic continuation occur at the eigenvalues of H(e), Im 8 > 0, in Sk q 
THEOREM 3.2. Let conditions (A) and (B) be satisjied. Then 
(i) H(8) has no eigenualues in Q n C +; 
(ii) eigenvalues of H(8) in Cl n 6- and independent of 8, as long as 
they stay away from the continuous spectrum, and of the family U used, 
provided different anaiytic sets A, have a dense intersection. 
Proof; Since the eigenvalues of H(8) in 52 are the poles of a meromor- 
phic continuation into P of the analytic function ((z - H)-‘u, u), z E C +, 
which is independent of B and U, the result follows. q 
The complex eigenvalues of H( 0) with (an appropriate) Im 8 > 0 situated 
in Q n C - will be called the (spectral) resonances of H. 
4. DYNAMIC DEFORMATIONS 
We now describe an important class of families U(e) of spectral defor- 
mations. Let u be a vector field on R” with a bounded derivative 
sup IIN II < 00 
x 
(4.1) 
Then u(x) generates a global flow t&(x): 
d+e 
- = u(+e)7 de 
t#+) = x. (4.2) 
We introduce a one parameter family of operators: 
u(e): + + G#o+e, (4.3) 
where Jac is the Jacobian of the transformation x --) cpe(x). U(0) is a 
one-parameter group of unitary operators. 
We now find an explicit expression for H(8) = U( O)HU(e)-l for the 
case where U( r9) is the dynamic distortion. This will help us to decide when 
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H(0) has an analytic continuation in 8. We compute 
H(B) =p; + vo$lo 
with 
Pe = ($)-‘a + ;v(lndet$). 
Remark 4.1. The first term on the r.h.s. of Eq. (4.5) is just 
-lT 
p, 
where 
i.e., 0 is obtained from U by ignoring the Jacobian. The latter is needed to 
assure the unitary of U(e). Note also that 
x + @e(x) 
-lT 
k 
is a camronical transformation of classical mechanics. 
We first address the analyticity question for the family H(8), defined by 
Eqs. (4.4) and (4.5). To this end we introduce a special class of vector fields. 
5. VECTOR FIELDS EXTERIOR TO A SURFACE 
Let S be a regular surface in BP”, dividing W” into two regions one of 
which we call the interior region and the other, the exterior region. Define 
the truncated complex cones 
r, = {z E C”lRez E exterior of S, I)Im zll I G,dist(Rez, S) + S,} 
for some positive 8, and 6, (see Fig. 3). 
DEFINITION 5.1. A Smooth vector field u on W n will be called exterior 
to a surface S if it has the following properties: 
(i) u(x) = 0 on and inside of S 
(ii) u(x), restricted to the (open) exterior of S, is analytic and has an 
analytic continuation into I,. 
@iI swErsll~~(z)ll -c 00 (for some 6, and &). 
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FXGURE 3 
Remark 5.2. The notion of vector field exterior to a surface can be 
generalized to include vector fields vanishing on a finite number of closed 
surfaces placed outside of S. We do not use such vector fields and therefore 
do not study them here. 
PROPOSITION 5.3. Let u(x) be a vector Jield exterior to S. Then the flow, 
I$*, generated by u has an analytic continuation to a neighbourhood of 8 = 0. 
Moreover, for any S,, S, > 0, there is r s-t. Image & c r, for all 181 < r. 
Sketch of Proof. Restrict u(x) into the exterior of S. By the ODE 
theory (see, e.g., Coddington and Levinson “Ordinary Differential Equa- 
tions”), the flow generated by this restriction has an analytic continuation 
in time into a neighbourhood of 8 = 0. This neighbourhood is the same for 
all initial conditions x from a given compact set. Since U(X) = 0 on S, the 
latter surface consists of fixed points of the flow, even for complex times. 
This is easy to see from the iterations: 
&)(x) = x + il’v($$-‘)(x)) ds (5.1) 
implies that 
+y’(x) = x on the boundary = 
@(x) = x on the boundary. (5.2) 
Since #J(x) = x, by the definition, we have that (5.2) holds always. Since 
we have that 
+if(x) = x on the boundary. (5.4) 
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Moreover, since for 8 = q + it, 
and since for real times, 
@q(x) = x on the boundary, (5 -6) 
we have that for complex 8, 
dt?B(x) = x on the boundary. (5.7) 
Since, even for complex times, the flow does not cross S, we can define the 
analytic continuation by patching different analytic continuations together: 
+8 = anal. cont. of the flow 
restricted to the exterior of S, if x E exterior of S 
= 0, if x E interior of S or x E S. 
To assure that the complex neighbourhood of 8 = 0 into which the flow 
is continued does not shrink as x goes off to infinity we prove the following 
a priori estimate: For any S, and S, there is r > 0 s.t. 
Image (pe C Is for all 8, lS[ < r (5-g) 
It suffices to take B purely imaginary B = i/K We use the integral equation 
for the flow 
4&) = x + q-y4+,(x,) dY- (5.9) 
Writing 
fJ O+iy = u + uocpiy - u, (5 .lO) 
we obtain 
II$$s(x) -xl/ I /3IIu(x)II + PSUPllW4II sup II&,(x) -XII. (W 
O-cYS,S 
Solving this inequality for /3 sufficiently small we arrive at 
SUP II+iy(x) - ~11 I const. PIIu(x> II. 
OSY<B 
(5.12) 
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Since u = 0 on S and since sup(lOu(x)ll < 00, we have 
Hence 
jIu(x)I\ I const.dist(x, S). (5.13) 
and 
I(Im&,(x) I( I const. /I dist(x, S) (5.14) 
dist(Re&,(x), S) 2 (1 - const. P)dist(x, S). (5.15) 
The last two inequalities with $ sufficiently small, yield (5.8). 
Standard ODE arguments finish the proof. •I 
We construct vector fields exterior to level sets {x 1 V(x) = E } for a 
potential V(x). Let S, be a connected component of {x E 88 “1 V(x) = E }. 
Assume S, divides W” into two regions, one of which is unbounded and 
obeys V(x) < E. We call the latter region the exterior of S, and the other 
region, the interior. Assume V(x) is analytic in an open complex neighbour- 
hood of the exterior region. Let & be a smooth function obeying: 
Let $+ be a smooth function obeying: 
+A4 = 0 for s 2 E (5.16) 
$I~( s) is analytic for s < E (5.17) 
and has an analytic continuation into s < E + 6. 
EXAMPLE. 
(5.18) 
with 8 -C 6. Let F be a vector field on a neighbourhood of the exterior of 
S, and analytic in a complex neighbourhood of it. Define 
44 = ~E(W)FW outside of S, 
= 0 inside of and on S, (5.19) 
Then u(x) is clearly a vector field exterior to S,. 
6. THE DEFORMED FAMILY H(8). 
In this section we discuss properties of the Hamiltonian deformed by a 
vector field exterior to a surface. First, we observe that Eq. (5.5) can also be 
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pe =p( $)-I - iV(lndetz). 
Indeed, for 8 real, pe is self-adjoint. Taking (for 8 real) adjoint of (4.5) we 
arrive at (6.1). We begin our investigation of analyticity with the kinetic 
energy term. 
PROPOSITION 6.1. Let v be a vector jeld exterior to a surface. Then pi is 
an analytic family of type A in a neighbourhood of 8 = 0 on the domain 
DC P*)- 
ProojI Observe first that &&/Jx and (&#+/8x)-’ = d$~-~/Jx have 
analytic continuations into a neighbourhood of B = 0. These continuations 
are still inverses of each other, i.e., the equation 
a+* a+-, = id = a+-, a+e -- -- 
ax ax ax ax 
still holds after the continuation. Since the matrices are smooth we have 
clearly that 
4 P’> = D( Pe2) forall8inacompl.nbhdoffI=O. (6.3) 
Moreover, for all u E D( p*), p,& is analytic in 8 in a complex neighbour- 
hood of 8 = 0. 
It remains to show that 
D(P2) = D(Pe2) 
Combining Eqs. (4.5) and (6.1) we obtain 
pe2 = pa0p + g0, 
where 
and 
g, = $liv[( z)-‘V(hrdetz)] + i]v(lndetz) ( 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
Since 
- = 1 + O(8), ax (6.8) 
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we conclude that 
a$ = 1 + o(e) (6.9) 
and 
g, = w>. (6.10) 
Equation (6.9) yields that 
IIPQ,PuII 2 (1 - l~lcon411~241. (6.11) 
Equations (6.5), (6.10), and (6.11) (in fact, boundedness and smoothness 
of g, suffice) then imply that D( pj) c I)( p2) which together with (6.3) 
yields (6.4). U 
Next we turn to the analyticity of the potential term. Let S, be a surface 
described in Section 5. We assume the potential obey the following condi- 
tion: for some S,, S, > 0, 
V(x) , restricted to the exterior of S,, has an analytic continuation into TsE. 
(6.12) 
PROPOSITION 6.2. Let V obey condition (6.12) and let (pe be the jlow 
generated by a vector jield exterior to Se. Then V, = V 0 Cpe has an analytic 
continuation into a neighbourhood of 0 = 0. 
Proof. By Proposition 5.3, +0 has an analytic continuation into a 
neighbourhood of 8 = 0 and for any 8, and 6, there is r so that 
Image % c rsE (6.13) 
for all 6, I f3 1 -C r. This inclusion and condition (6.12) on the potential imply 
that V 0 & is analytic in 0 in a neighbourhood of 8 = 0. 0 
THEOREM 7.3. Assume V obeys condition (6.12). Let H(B) be the 
Schriidinger family defined using a flow generated by a vector jield exterior to 
S,. Then H(6) has an analytic continuation in 8 as an analytic farnib of type 
A into a neighbourhood of 8 = 0. 
Prooj: The statement follows from Eq. (4.4) and Propositions 6.1 and 
6.2. q 
Thus H(9) satisfies condition (A) of Section 3. 
7. TRAPPING POTENTIALS 
The resonance phenomena we study in this paper arise in situations in 
which there is a classically stable motion which is unstable quantum- 
mechanically (due to the tunneling). In this section we describe a class of 
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potentials which produce such situations. For a vector field F: R” + BP” 
denote 
We consider a family of potentials, V(x, X), where A is a large parame- 
ter, and associated with it the family of Schriidinger operators (Hamiltoni- 
=I 
H(X) = p2 + v(x, A) on L2(W”). (7.1) 
The limit h + cc will be called the quasiclassical limit. The potentials are 
assumed such that H(X) is self-adjoint for each h > 0 (see [RSII]). We 
assume, moreover, that the potentials obey the conditions listed below. 
(I) There is a potential v(x) which is either smooth and growing at cc 
or A-compact and which obeys 
(a) The self-adjoint Schrodinger operator 
K=p2+ v(x) (7.2) 
has a non-empty discrete spectrum. 
(b) For some E > 0 and some M 
p-(x, A) - F(x)1 I c(1 + ]X])-e(l + Ix])“. 
Let E, be a discrete eigenvalue of K, let 
E=E,+ 2h-', E'=E,,+X-' 
and define 
IA = [E', E]. 
(7.3) 
(7.4) 
(II) For each e E I,, and for each A sufficiently large, the set 
{x E R”JV(x, A) -c e} (7.5) 
is a disjoint union of bounded (interior) and unbounded (exterior) domains. 
Let S,T, and Szx be the boundaries of the interior and exterior compo- 
nents of (7.9, respectively. 
(III) For h sufficiently large 
v”V(x, A) = O(P) between SE+,,x and S&,, (7.6) 
for n = 1,2. 
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(IV) For each X sufficiently large, V(x, X), restricted to the exterior of 
S+ E’, x, has an analytic continuation into Is;, x. 
(V) There is a vector field u exterior to S’s,, s.t. the deformation 
H(h, 8) of H(h) by u (as defined in Section 4) obeys, for A sufficiently 
large, the stability estimate 
IKNL 8) - ~o)~ll 2 WWWll~ll + Ilwll) (7.7) 
for b > 0 independent of X and u, for any smooth function 7, lql I 1, 
supported between S& and SE+‘,, and for any CF function u supported 
outside SE’, x. Moreover, if Im8 2 0, then 
C+fl cont.spec(H(X,8)) = 0. (7.8) 
We also assume that the exponents above obey the conditions 
OISCE, s < a, 8+&Q, zf 5 8. (7.9) 
Conditions (I)-(III) specify that I/ is of the form shown in Fig. 4. Equation 
(7.7) is called the stability estimate. Condition (V) shows that the exterior 
of GA P reduces neither bound states nor resonances. 
8. FAMILY fI(X,d) 
The main object of our study is the family H(h, 8) introduced in 
condition (V). We check that H(A, 8) obeys conditions (A) and (B) of 
Section 3. By Theorem 6.3, since V obeys (IV), H(X, S) obeys (A). 
Introduce the set 
52 - {z E C( IRez - &,I < ch-‘}. 
Condition (V) implies that (B) is obeyed for H(X, 0) and St, provided c is 
sufficiently small. Fix Im 8 > 0 and c appropriately. According to our 
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general definition, the eigenvalues of H(X, 0) in n f~ C - are called the 
(spectral) resonances of H(A). 
In the rest of this paper we prove existence of eigenvalues of H(X, 0) in 
P n C -, estimate their positions, and then we specialize the results to the 
cases of shape and Stark resonances. 
9. PERTURBATION Smup 
We want to set the problem of finding the resonances of H(h) as a 
perturbation problem. To this end we introduce an auxiliary operator 
H,(h) (unperturbed Hamiltonian) for which we can prove easily the 
existence of eigenvalues and we consider H(X) as a perturbations of H,(h). 
The difference between these two operators is not small at all but could be 
growing as A + cc. However, it is localized in the region where the particle 
is forbidden to be by the classical law of conservation of energy. As a result, 
the probability that the particle enters this region is very small in the 
quasiclassical regime which makes the perturbation theory work. This 
theory however is very different from usual. For instance, the formal 
perturbation series in this case diverges. We call such a perturbation theory 
the geometric perturbation theory. 
Recall E' = E. + X-‘. Introduce a new potential V, as 
v,(x, A) = f+, A) inside S&, ,, (9.0 
and is smooth and 2 E, + $A-’ outside of S&,,. With this potential we 
associate the S&r&linger operator 
al(~) =p*+ V,W) on L*(W”). (9.2) 
This operator is self-adjoint and has a purely discrete spectrum below 
E, + +X-’ (see [RSIV, HisSig21. The latter is checked by using the Weyl 
criterion. The idea of introducing new Hamiltonians by modifying the 
potential outside a relevant turning surface goes back to [HS]. 
We compare H,(X) with 1y given in condition (I). Before proceeding we 
introduce a piece of terminology (cf. [K, VH]). Let A,(X) and A(h) be 
families of operators. We say that a family E,(X) of isolated eigenvalues of 
A,(h) is stable with respect to the perturbation A(A) if the spectrum of 
A(X) near E,(A) consists of isolated eigenvalues E,(X) obeying 
/E,(A)- E,(A)1 + 0 as A + cc. 
Besides, the total multiplicity of E,(X) is equal to the multiplicity of E,(X). 
Similarly, we define the notion of stability for a group of eigenvalues (of 
A,(A)). 
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Using the method of [HisSigl] (originating in [Sim3]) one can easily show 
that the isolated eigenvalue E, of K is stable with respect to the perturba- 
tion H,,(h). Moreover, for any si E (6, E) 
IE,,i(A) - E,l I CX-“l, (94 
where E,, i( X) are the eigenvalues of H,(X) splitting from E,. The proof of 
this statement uses the min-max principle and is based on exponential 
bounds on eigenfunctions of K and H,(X). The bounds for H,,(X) are 
proven in Section 12 and, for K, are standard and are proved in a similar 
way (see [Ag, DHSQ. 
10. EXISTENCE OF RESONANCES 
In this section we show existence of resonances for the family H(X) in 
the quasiclassical regime (X + cc). This is essentially a stability result. 
More precisely, we treat H( A, 0) as a perturbation of H,,(X) and we prove 
existence of isolated eigenvalues of H( X, e), Im 6 > 0, near isolated eigen- 
values of H,(X) splitting from E,. The main result of this section is 
THEOREM 10.1. The eigenvalue E, of K is stable with respect to the 
perturbation H( h, e). 
In examples we treat later one can show that H(h) has no eigenvalues in 
a neighbourhood of E,. Thus all the eigenvalues of H(X, 0) splitting from 
E, are resonances of H(X). 
We introduce the annular region 
+a,h-’ 5 Iz - E,( 5 a,X-“, (10.1) 
for some +ImBb 2 a, > 0, sufficiently small. The proof of Theorem 10.1 is 
based on the following. 
THEOREM 10.2. Assume conditions (I)-(V) hold. Let ImB > 0. Then the 
following estimate is true 
II(z - H(X, e>)-‘(I I const P 
for X su#iciently large, z, in the annulus (10.1) and the constant, independent 
of X and z. 
Proof. Let 5, be a smooth function obeying 0 2 <, < 1 and 
E,(s) = { 
1 for s 2 e 
0 for s I e - $X-“. (10.3) 
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We define the cutoff functions 
j,,,(x) = W(-% V) 
and 
(10.4) 
j,,,(x) = (1 -i,,ebw** (10.5) 
Thus the functions form a partition of unity 
Qi,,bN’ = 1, (10.6) 
Condition (III) on V and the relation (Y > 8 yield for E - aA-” I e I E 
KqJX) = o(A-a+a), n = 1,2. (10.7) 
We wiIl use here the abbreviation 
jiCx> =ji,EIX)- (10.8) 
Due to the definitions of V, and j,, 
v, = v on supp j,. (10.9) 
We proceed to estimation. Using Eq. (10.6), we obtain 
ll(H(A, e, - z)“l12 = Zllji(H(h9 e - z)“~~2- (10.10) 
Commuting ji through the Hamiltonian and using that 
u=o and, therefore, H(A, e> = H(h) on supp( Vj,), 
(10.11) 
we obtain 
II(H(xY ‘) - z)“l12 2 +Z(((H(X, O) - z)jiUl12 - zl([p2, jj]UII’* (10.12) 
Using the relation 
[p’, ji] = -2ip . vji - Aji 
and Eq. (10.7), we obtain 
(10.13) 
Zll[p"y ji]UII' I Z(llp ' VjiU112 + CA-2(“-8)llUl12)~ (10.14) 
Next, we observe that due to (10.9), 
m, @> = f&(V on supp j,. (10.15) 
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Due to Eq. (9.3), annulus (10.1) is at the distance 0(X-“) from the 
spectrum of H,(X). Hence, since H,(X) is self-adjoint, an abstract spectral 
estimate gives 
IIw&) - 44l 2 dm4ll (10.16) 
for z in annulus (10.1) and d > 0, independent of z and u. Here llulli is the 
Sobolev norm 
ll4ll = (ll~ll’ + llP~l12Y2. 
Combining Eqs. (10.15) and (10.16) we obtain 
i@(k fi) - zh,~~~ 2 d~-“lli,4, (10.17) 
for z in annulus (10.1). Finally, Eq. (7.10) implies 
II(WC 0) - 4~4l 2 fb~)~~-*(llh4 + ~I~)PM) (10.18) 
with any 17, 1171 I 1, supported between S$, h and S$,, and z in the disc 
Iz - Eal s 3(Ime)bX-*. (10.19) 
Applying estimates (10.14), (10.17), and (10.18) to (10.12) and taking into 
account (10.7) and S c (Y - 6, we obtain 
II(fm, 6) - 44 2 e~-“lMl, (10.20) 
provided h is sufficiently large. Here e > 0 independent of X and U. The 
latter estimate implies (10.2). Cl 
Now we are ready to proceed to 
Proof of Theorem 10.1. Let I be a contour lying in annulus (10.1) and 
encircling EO. Define the Rietz eigenprojections 
P&B) = $.t$z - H(L e>)-‘dz 
and, similarly, P,,(X). 
PROPOSITION 10.3. Let Im6 > 0. Then 
jIP(X,B) - P,(X)I( + 0 as X + m. (10.22) 
Proofi We introduce one more auxihary family of Hamihonians. We set 
v,(x, A) = vb, A) 
outside SL, x, 
smooth and 2 E’ inside SE’, x. 
(10.23) 
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The corresponding family of self-adjoint Hamiltonians is 
H,(h) =p* + I+, A). (10.24) 
Furthermore, &(A, 0) stands for the deformation of H,(X) by the same 
vector field u as was used for H(X, 0). 
LEMMA 10.4. H,(X, 0) satisfies estimate (7.10) but for aN u E CF. 
Proof. This lemma is proved in the same way as Theorem 10.2, but 
instead of Eq. (10.15) and the spectral estimate (10.16) one uses the relation 
&(A, 0) = H,(A) on sum i. (10.25) 
and the estimate 
I)@,(h) - 4,)joutl 2 :A-“ll.&ull~~ (10.26) 
respectively. To prove the latter estimate we note first that 
I1(HdA> - ~%)ioutl 2 (H,(h) - W,,&~ll~ (10.27) 
Integrating by parts in the kinetic energy term and using definition (10.23) 
for the potential energy term, we obtain 
IIMV - 4l)&4l 2 g$ + A-“ll.Ml* (10.28) 
Using now a simple inequality 
lltio412 
Il&4 
2 J;;lltio412 - 41j0412~ (10.29) 
valid for any a and taking a = ix-““-‘, we arrive at (10.26). 0 
In the next step we use the geometric resolvent equation ([S2], see [BCD3] 
for a related approach) 
R - Zj,R, = xR[h, P’] R,, (10.30) 
where R, R,, and R, are the resolvents of H(h, O), H,(A), and H,(X, d), 
respectively. Here we have used that 
l$=v on supp ji. (10.31) 
Using Eq. (10.13), estimates (10.7), (10.2), and (10.16), Lemma 10.4, and the 
fact that v jk are supported between Si x and S&, x, we obtain 
(IR - Xj,R,(I I CA2S’B-n. (10.32) 
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Due to Lemma 10.4 disc (10.19) lies entirely in the resolvent set of 
H,(X, 0). Hence we have that 
# 
R,(z, A, 13) dz = 0. (10.33) 
r 
This together with (10.32) and the fact that the diameter of I’ is 0(X-‘) 
gives 
IIP(A, 8) -j,P,(X) 11 I CPfb (10.34) 
Next, in Section 12 we prove exponential bounds on eigenfunctions of 
H,(X) which imply, in particular, that 
IIjlPo(A)II + 0 ash + 00. (10.35) 
This together with. (10.34) and (Y > 6 + 8 yields (10.22). q 
Let E,, i(X) be the group of eigenvalues of H,(X) splitting from E,. 
Proposition 10.3 implies that this group is stable with respect to the 
perturbation H(X, 0). This together with the result that eigenvalue E, of K 
is stable with respect to H,(h), which was discussed in Section 9, yields the 
statement of Theorem 10.1. Cl 
11. AGMON METRIC 
The Agmon metric controls behaviour of eigenfunctions for large x and 
X. The latter is crucial in the geometric perturbation theory we develop. 
We introduce on W” the Agmon Riemannian metric 
ds* = (V(x, A) - E), dx*. (11.1) 
This metric is supported on the classically forbidden region for the en- 
ergy E: 
{x E WIT/(x, A) 2 E}. (11.2) 
This is a continuous metric with bounded, but, in general, discontinuous on 
the boundary of (11.2), derivative. Let pE, x(x, y) be the geodesic distance 
in this metric: 
~~,~(x,y) =inf{l(y)]yisapathfromx toy}, (11.3) 
where the trial paths (on [O,l]) are assumed to have almost everywhere 
L’-derivative and 
L(Y) = j+(~, A) - E)1+/zlWll dt. 
0 
(11.4) 
It is called the Agmon metric. 
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Discussion. The Agmon Riemannian metric (11.1) is closely related to 
the Jacobi metric 
u!? = (E - qx, X))+dx2 (11 s) 
of classical mechanics. The Jacobi theorem says that the classical trajecto- 
ries in the potential V are geodesics in metric (11.5). In a sense this is a 
standard statement that the extremals of the length functional 
J%(Y) = /l(E - V(Y, ~)):/‘Hll dt (11.6) 
0 
are the same as the extremals of the energy functional 
A(Y) = f(llDl12 - V(Y, A) + E) dt 
0 
(11.7) 
which is the classical action for the fixed energy E. In fact, the Agmon 
Riemannian metric is the Jacobi metric for an instanton and the Agmon 
geodesics are the classical trajectories of the instanton. Indeed, the instan- 
ton is the classical particle moving in the imaginary time. Making the 
substitution t + it in the Newton equation 
x = -w(x) * .i& = VV(X&,), 
we see that this corresponds to the motion in the potential - V(X) and with 
the energy -E. The Jacobi metric for such a motion is precisely the Agmon 
Riemannian metric. 
Let pE, h(~) be the distance in the Agmon geodesic metric of the point x 
to the surface SC x. We are primarily interested in the properties of pE, x. It 
is a standard exercise to show that pE,X is Lipschitz (see, e.g., [Hiss@]). 
Hence by Rademacher’s theorem (see [MO]) pE,h is differentiable almost 
everywhere. By the definition 
PEJ(4 = 0 in the interior of SF, A. (11.8) 
A simple rest& of [Ag] shows that 
~)VPE,A(X) 1) 2 (vb, A) - E):/ (11.9) 
on the exterior of S;,,. On the other hand, it is not difhcult to show (see, 
e.g., [HisSig2]) that a differentiable function f obeying (11.8) and (11.9) 
satisfies also 
I.fb) I s PE,Abh 
i.e., pE, h(~) is the largest function obeying (11.9). 
(11 JO) 
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12. EXPONENTIAL BOUNDS ON EIGENFUNCTIONS OF H,(X) 
Exponential bounds on eigenfunctions enter in an essential way into the 
derivation of estimates on resonances. In our approach we first derive the 
exponential bounds on eigenfunctions of the self-adjoint operator H,(X). 
Let (p be an eigenfunction of H,(X) with an eigenvalue E,(X): 
K,(A)cp = E,(X)+ (12.1) 
Recall E = E0 + 2h-” and let P~,~(x, y) be the Agmon metric on UU” for 
this E. Let pE, x(x) be the distance in the Agmon metric of x to S;, h. 
Denote 
V A,B = ,“E; t v,k A) - E,(A) 1. (12.2) 
THEOREM 12.1. The eigenfunction C#J obeys the estimate 
&+Pw I 2e2P~,~(X) dx < C),-~%TV;(;-~), (12.3) 
where an = (Y - 8 -(In - 11/2)8 andn = 0,1,2. 
Discussion. This theorem states essentially that (p(x) vanishes as 1x1 --) 
co or as X + 00 as e- PEJ(~). In fact, using some general principles, like the 
Harnack inequalities, one can show the uniform estimate 
I+(x) 1 I const h-200e-pE~b(X). (12.4) 
Proof. Let f(x) = P~,~(x). Define 
H,(h) = efHo(A)e-f. (12.5) 
Compute 
Hf(X) = (p - iOf)* + J-$(x, A) 
= P2 - Ivf12 + V, - i(pVf + Of ap). (12.6) 
The proof of the exponential bounds is based on the following positivity 
estimate 
Re(f$@) - E&h, 2 ~(~)11412 + IIP~I* (12.7) 
for any u supported in the classically forbidden region {xl VO(x, A) 2 E’). 
Here 
6(A) = :(E’ - E,(h)) > 0. (12.8) 
148 I. M. SIGAL 
To prove this estimate we observe that, due to (12.6) 
ReH,(X) = H,,(A) - Ivf12. (12.9) 
Furthermore, due to Eq. (11.9) and the inequality V0 2 V, we have 
v,- lvf)*-E’20 (12.10) 
on the region {xl &(x, A) 2 E’}. The last three relations imply 
(12.7)-(12.8). 
Introduce the cutoff function 
x(x, v = t&b, V), 
where 6, is defined in (10.3). Since 
v, = v on { xlE - iAm8 < V. 5 E}, 
we find from condition (III) that 
vx = o(x-a+8). 
Let now u = xef+. Using that 
(&O) - J%w#J = 0, 
we obtain 
(12.11) 
(12.12) 
Re(H,(X) - &(W, = Re( x[b - WI*, x])~,+. (12.13) 
Taking into account that due to (11.8), 
f-0 on suPP(vx) (12.14) 
and computing the commutator, we obtain 
This gives 
(12.15) 
b’Wf& - Cd 1 5 su~Ivxl*11+41~. (12.16) 
This together with inequalities (12.7) and (12.11) yields 
i3(A)llxef+l12 + IIxefp+l12 I const X-2(a-8). (12.17) 
Since by (9.3), S(X) 2 iA-’ for X sufficiently large, Q. (12.17) implies 
(12.3) for n = 0,l. 
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To demonstrate Eq. (12.3) for n = 2 we use the Schr&linger equation 
A+ = (v, - Ed+. (12.18) 
Since ( V, - E,I is bounded on 51 by V,, u we arrive at 
&f&l2 5 V?,,n /Id4’. (12.19) 
Due to Eq. (12.3) with n = 0 this yields (12.3) with n = 2. 0 
13. EXPONENTIAL BOUNDS ON THE RESONANCE STATES 
In this section we prove exponential bounds on the eigenfunctions $J~ x of 
H( X, 6) corresponding to the eigenvalues E,( X ) spIitting from a given 
eigenvalue E, of K. Recall that SE+,,x is the surface on the interior of 
which H,,(X) coincides with H(X, 8) (see Section 9). Let d,, h be the 
distance in the Agmon metric between S&h and SE’, A. Let uE, &(x) = 
nMpE,W9 d,,d. 
THEOREM 13.1. 2%e eigenfunctions $J~, h obey the estimate 
/ s2l 
e’E.AV “#i, *I2 2 CAm”(‘~oJLr,: D for n = 0,1,2, (13.1) 
where 
u X,Q = suplV- &I. 
D 
(13.2) 
Proof. Let PO and P be the eigenprojections of Ho and H, respectively, 
on the spans of eigenspaces corresponding to the eigenvalues splitting from 
Eo. Let { $Q } and { Iclk} be bases in Ran PO and Ran P, respectively. The 
c$~‘s are chosen to be real eigenfunctions of Ho with the eigenvalues of E,, k. 
Due to (10.22) we can, for h sufficiently large, choose bases in Ran P and 
Ran PO so that 
(&,(p,) +sij asA+ cc. (13.3) 
By the stability estimate (10.2) we can choose a contour I’ c p(H) n 
p( Ho) with IFI of order 0(X-*) encircling E, and the eigenvalues of H 
splitting from E,. Then 
PO = L$Rodr 
2mi r 
and P = &&Rdz, 
s 
(13.4) 
where R, and R are the resolvents of Ho and H, respectively. 
150 I. M. SIGAL 
Let j = j,, where j, is defined in Eqs. (10.4) and (10.8). We use the 
second resolvent equation 
Rj = jR, - RWR,, (13.5) 
where 
W= [p’,j]. (13.6) 
Here we have used that 
v, = v on supp j. (13.7) 
Applying Eq. (13.5) to (p, and integrating the result over r we obtain 
tkhk =jGk + gk? (13.8) 
where 
gk = &$?w+k 
dz 
z - E, k. 
(13.9) 
Stability estimate (10.2) yields 
lkkll s cxsllw+kll- (13.10) 
Now observe that, due to the definition, u~,~ is the distance in Agmon 
metric between SC h and supp(v j). Using Eq. (10.7), 
W=2Vj*p-hj, (13.11) 
exponential bounds (12.3) on & and V+,, we obtain 
llgkll < C~w*wOJ9-%*~ (13.12) 
Next, since H(h, 0)* = @X, 0) (complex conjugation) we have that 
P+k = CC&i, (Pk)#i* (13.13) 
Thus we can rewrite (13.8) as 
C<QjY .Hk>#i =i+k + gk. (13.14) 
Due to (13.3) and the exponential bound on (1 - j)+, which follows from 
(12.3) and the localization of 1 - j we conclude that the matrix [(#j, +,J] is 
invertible for X sticiently small and its inverse is bound, say, by 2. Denote 
by bij the entries of the inverse matrix. Then Eq. (13.14) yields 
(13.15) 
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Due to exponential bound (12.3) on $J~, this equation leads to 
Ile-“E.A+i,hll < mnst. A(1/2)mm(s,o) (13.16) 
where, due to the definition, uE, h(~) is the minimum of the exponential 
bounds on +k and g,. 
Next, as in the proof of Theorem 12.1 (see Eqs. (12.18)-(12.19)) we 
derive the exponential bounds on A$i,x. Using an interpolation we get the 
bound on v+!J,, ,,. 0 
14. PERTURBATION OF EIGENVALUES 
Now we are ready to estimate the width (life-time) of resonances. Let E, 
be an eigenvalue of K and let EJX) be the eigenvalues of H(X, fi) 
(Im 6 > 0) splitting from E,. Our next main result is the following 
THEOREM 14.1. The following estimate holds 
]Im Ei( A)1 5 Ch(3/2)lale-2dE.~, (14.1) 
where the constant can be written out explicitly. 
Proof. The argument below is rather standard (see, e.g., [Av, HS]). Let 
#k be the eigenfunctions corresponding to the eigenvalues E,(A). Denote 
QE = interior of SL, x (14.2) 
and observe that, due to the fact that the deformation begins outside of 
SE’, x we have 
H(X, 8) = H(h) (real) on fi2,. (14.3) 
Consider the eigenequation 
H(L fi>$, = J%(A)~,. (14.4) 
Multiplying it by 6, and integrating over St, we obtain 
(14.5) 
Applying Green’s theorem to the kinetic energy term, we obtain 
where n is the normal vector to the surface 80,. Taking the imaginary part 
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of this equation we arrive at 
LEMMA 14.2. 
Proof. Denote 
Then, due to the definition of eE, x we have 
(14.7) 
(14.8) 
(14.9) 
(14.10) 
Applying the Schwarz inequality, we obtain 
Let W, be the layer between SL,h and SG,h, where p1 < E < p2 and 
lP2 - CL1 ( I const. Let q be a smooth function supported in W, and = 1 
on ao, . Since aQ2, is a regular surface of the codimension 1, applying a 
Sobolev type embedding theorem to e’qu, one obtains 
(14.12) 
where C is a numerical constant. Applying this inequality to #k and 
alClk/an, using the exponential bounds on Datjk with Ial I 2 (see IQ. 
(13.1)) and using that (vu,,~(x))~ I (V(x, X) - E), and that supwE V - 
El and sup,,l V - Ejl I const h-m;n(‘,o), we obtain 
J 
lgl 5 const ~(3’2)IBI. Cl 
aa, 
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Next, due to (13.1), 
(14.13) 
for X sufficiently large. This together with Eqs. (14.7)-(14.8) implies (14.1). 
0 
Remark 14.3. Similarly as above one can also show that 
[E,(X) - E,(X) ( 5 CeeEdEBh (14.14) 
for some E > 0. Here E,(h) is the corresponding eigenvalue of H,(X). 
15. SHAPE RESONANCES 
We consider a generalization of Ganow’s model for a-decay (see, e.g., 
[AH, Bo, CDKS, LL]). The potentials in question are not necessarily 
spherically symmetric and rather general in form. The dependence on 
parameter is given explicitly 
~‘V(x), (15.1) 
where, usually, A = l/h with h, the Plank constant divided by 2~. The 
corresponding Schrodinger operator is 
HA = p* + h*V(x). (15.2) 
We consider a class of potentials V(x) of the form shown in Fig. 4. In other 
words, V generates stable classical trajectories which are quantum mechani- 
cally unstable due to tunnelling. Resonances for such H(X) are generally 
called the shape resonances (see, e.g., [AH, CDKS]). 
tives z!iZ ’ . 
is real, smooth, bounded from below together with its deriva- 
lim V(m) 
1’00 
exists VW E S”-‘. (15.3) 
(II’) Ixl”v”V(x) bounded for n = 1,2. 
(III’) V has a finite number of local minima, xti Some of these 
minima are strict, non-degenerate, and obey 
V(xti) 2 inf lim V(tw). (15.4) 
0 1’00 
Let xmin be a strict, non-degenerate minimum obeying (15.4). We con- 
centrate exclusively on this minimum. We change variables x + x - xmin 
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in order to shift it to 0. Thus we can assume without a change of notation 
that xmin = 0. Conditions (I’) and (II’) imply that for E sufficiently small, 
the set 
{x E R”IV(x) I E}, (15.5) 
where E = v(O) + E, is a disjoint union of bounded (interior) and un- 
bounded (exterior) domains. Let SF and S,+ be the boundaries of the 
interior and exterior domains, respectively. 
(IV’) There is E > 0 s.t. I/(x), restricted to the exterior of Si, E = 
v(O) + E, has an analytic continuation into I’,, . 
(V’) There are numbers a < 2 and b, 2 0 s.t. 
-x * vv(x) + a(V(0) - v) 2 b, outside S&,, . (15.6) 
We define the potential 
v(x, A) = -XV(O) + xv(x/fi). (15.7) 
Let H(h) = p2 + I’(x, A). This operator is related to H,, through the 
scaling x + x/ 6: H,, + X H( A) + A22v(0). Thus the two Hamiltonians 
are entirely equivalent. We study H(h). Denote by f” the Hessian of a 
twice differentiable function f: R” + R. Let 
V(x) = $(x, V’(O)x). (15.8) 
Using the Taylor expansion we estimate 
lV(x, A) - V(x) 1 5 const A-‘/21x13. (15.9) 
Now we construct a vector field u exterior to S& appearing in condition 
(V). Let for v < - + 
(15.10) 
The following vector field is exterior to SE+‘,x: 
U(X) = A-lx&J(XY(x/fi) - XV(O)). 
Finally we mention the relation 
f&j*, = fisg 
with 
E, = V(0) + E/X. 
(15.11) 
(15.12) 
(15.13) 
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It is straightforward to verify that if_ V obeys (I’)-(V’), then V(x, X), 
defined by (15.7), obeys (I)-(IV) with I/ specified in (15.8) and with the 
exponents 
i 
-1 
& = $, *= -1, 8<iJ< 2 
if b, > 0, 
-$ if b, = 0. 
(15.14) 
We prove in the Appendix that V(x, X) obeys also condition (V) with 
0 
S= 
if 6, > 0, 
1 if b, = 0. 
(15.15) 
Now we turn to the Agmon distance. Let pE(x) be the distance of x to 
S,+ in the Agmon geodesic metric defined by V(x). We have 
PE,X(X) = bEJX)- (15.16) 
We will discuss the properties of pE, h(~). To this end we assume 
w  + vco as 1x1 + cc. (15.17) 
We sum up a result of simple computation done in [HisSigl]. If V(0) > V, 
or v(O) = V, and V(x) - V, = 0( ]x ] -“) at cc with (Y > 2, then p,,(x) 
converges to a bounded positive function as A --) cc. If V(0) = V, and 
IV(x)- V,I 2cp-” t a cc with 0 < (Y I 2, then pEi(x) increases as 
X-+ccas 
PEk(X) = o(2’a-1’2) for 0 < OL < 2, (15.18) 
L%*(x) = 0th 9 for a = 2. (15.19) 
Note in passing that we can take b, > 0 in (15.6) for V(0) > V, and we 
must take b, = 0 for V(0) = V,. 
Denote Ei = V(0) + E&L Using that 
I( V- E,)y’-(V- E;)y21 I IE - E,,11/2/A1/2 I ii(@-1)/2, (15.20) 
we obtain 
P&(X) = p,;(x) + o(A@‘-1)‘2). 
As a result we have, due to Eq. (15.16) 
p&x) = pEo,*(X) + o(x@‘+1)‘2) 
Remembering the definition of d,,, we conclude that 
d E,h - ‘E,,X + o( ~@I+ W) 
(15.21) 
(15.22) 
(15.23) 
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We mention also 
d E,X = hdEA, (15.24) 
where d, is the distance between S; and ,S,+ in the metric pE(x, JJ) 
defined by V(x). Thus 
d E,,X = o(x) (15.25) 
in the first case discussed above and 
d Eo,X = O(A1/a+1/2) for 0 < (Y -z 2, (15.26) 
d E,,~ = 00 ln V for (Y = 2, (15.27) 
in the second case. 
Combining results of Sections 13 and 14 with the analysis above, we 
arrive at 
THEOREM 15.1. Assume V obeys (I’)-(V’). Then the resonance states 
verifv the estimate 
/ 1~i,h~2e-2aE~A I C (15.28) 
and the width of resonances verifies the estimate 
(Im Ei( A) 1 5 Ch(3/2)1E1e-2dEJ. (15.29) 
Moreover, the constants can be written out explicitly. 
Generalizations. (a) For the sake of interpretation one can consider 
instead of h2V(x), the potential 
A’V(x) + w(x), 
where W(x) is A-compact and analytic in a complex cone in a neighbour- 
hood of co. This modification does not change the treatment above (see 
[HisSigl], where necessary adjustments are done) and the results stated 
above remain true. 
(b) Similarly one can consider degenerate local minima. If the mini- 
mum xti is non-degenerate at order 2n, then one can use the scaling 
x -+ x/X= with (Y = (1 + n)-’ and take instead v(x) in (15.8), the potential 
V(x, A) = A2”‘-a’P2”(x/xa), 
where P,(x) is the Taylor polynomiai for V of degree m. 
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16. STARK RESONANCES 
Consider a particle effected by a potential V(x) and, in addition, by a 
homogeneous electric field of strength f. If we assume that the particle 
charge is - 1, then the total potential is 
q(x) = v(x) -f. x. (16.1) 
The question we address is what happens to the bound states of 
H = -A + V(x) (16.2) 
as the electric field is switched on, i.e., we are looking at the regime of 
IfI --* 0. Consequently, the role of X is played by l/Jfl. We show in a 
moment that this problem fits into the framework presented above. As a 
result we conclude that the bound states of H turn into resonances of 
H,= -A + I+(x) 
=H-f.x, (16.3) 
which we will call the Stark resonances, and we estimate the width of these 
resonances. 
First we discuss peculiarities of the Stark problem. We identify v/(x) as 
V(x, X) and H, as H(A) with X = IfI -I. We adopt in this case the 
definitions introduced in Sections 7-14 by replacing the index and/or 
argument X by f. Assume for simplicity that I’ vanishes at infinity and 
assume V has bound states, i.e., it is su&ciently negative in a bounded 
region. A typical cross section of V, looks like Fig. 5. The surface S& is 
not closed and lies in the semispace f. x > 0. Now we list the assumptions 
on V(x): 
(I”) V is A-compact. 
(II”) v”V(x) = 0(1x1-fi-“) at co for p > 0 and n = 0,l. 
(III”) V has a negative spectrum. In particular, Y < 0 in an open set. 
FIGURE 5 
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(IV”) V is analytic in f. x in I,, y, where 
r R,y = {z E C]Rez 2 R,]Imz] I a]Rez - RIY + b} 
forsomeR andO<y<l. 
We set 
V(x) = V(x) and K = H. 
Next, we define the vector field 
44 = Ifl -%,,J-f. x)f: 
where, for v I 1 - y, v < i, 
ME f(S) = 
i 
1 - ~f-“(~-~) if s I E 3 
0 ifs> E. 
(16.4) 
(16.5) 
(16.6) 
(16.7) 
It is straightforward to show that if Vobeys (I”)-(IV”) with y = 1, I’,(x) 
(identified as V(x, X) with h = IfI -‘) obeys (I)-(IV) with v = I’ and with 
the exponents 
E = 1, a = 1, 0181v11-y. (16.8) 
It is proven in the Appendix that q(x) obeys also condition (V) with 
6=1-y. (16.9) 
If y < 1, then condition (IV”) is weaker than corresponding condition (IV). 
However, going through the proofs of Sections 5 and 6 one can show that 
Proposition 6.2 is still true for v, under condition (IV”) and with the vector 
field u defined in (16.6) and with y E (0, 11. 
Now we examine the Agmon distance. We rename P~,~, in this case as 
P.&f. Let d&f be the distance between Sk, and SE+,,/ in the Agmon 
geodesic metric and let a,,Jx) = min(p,,Jx), dE,,). A simple computa- 
tion yields 
PROPOSITION 16.1. Let V = 0(1x] -‘) at infinity. Then 
2 (-E)“’ 
d&f = 3 
Ifl 
+ o(lfl-1-p). 
Recall now that E = E, + IfI”. Using Eq. (16.10) we estimate 
(16.10) 
d 
2( - Eo)3’2 
E,f= 
3 Ifl 
+ O(Ifl -l+$ 
where E = min(b, p). 
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The leading term in the exponential factor d,, is independent of the 
potential as long as the latter vanishes at cc. Hence it is the same as for the 
Coulomb potential, i.e., it coincides with the classical Oppenheimer expres- 
sion. 
Finally, rephrasing the results of Sections 13 and 14 to the case of Stark 
resonances yields 
THEOREM 16.2. Assume L’ obeys (I”)-(IV”). Then the Stark resonance 
states verify the estimates 
/ 
(wz’3’2 + O([fl-I+“) 5 constfp8 1 (16.11) 
and the widths of Stark resonances verify the estimate 
312 
]Im Ei( f) 1 I Cf-‘3’2)8exp + O(lfl-l+“) . (16.12) 
I 
Here E, = Ei(0), the unperturbed bound state energy and the constants can be 
computed explicitly. 
The second part of this theorem gives a partial generalization (the upper 
bound) of the classical Oppenheimer formula for the width of Stark 
resonances for the hydrogen atom. 
APPENDIX-STABILITY ESTIMATES 
In this Appendix we show that condition (V) holds for shape and Stark 
resonances. Essential ingredients of our approach are energy estimates in 
the interior of SF+‘,x, where F’ = E, + +X18, and non-trapping estimate in 
the exterior of Sg x, where F = E, + $A-‘. The latter estimate for the case 
of shape resonances is a special case of a result of [BCD4] (see also [BCDl] 
for another special case). Verification of Eq. (7.11) is rather standard and 
we leave it out. 
We introduce a few notations. Recall 
(A), = (Au, u>- (A4 
Whenever it does not cause a confusion we drop the subindex u in (Al). 
We set 
H A,B = H(h iP>, (A.3 
where H(h, 6) stands now either for Gamow or Stark Hamiltonian. We fix 
I3 = i/3 with /3 > 0. 
160 I. M. SIGAL 
THEOREM A.1. Let v be a smooth function, 1~~1 I 1, supported in the 
interior of S$, x. Then 
wb - 41)ul( 2 W~-8(l141 + 11~~4) 64.3) 
with b > 0, independent of A, j3, and u, and for a/i u E Co-j, supported 
outside of SE+,, 
Proof: We label the Stark and shape resonance cases by n = 0 and 
n = 1, respectively. We begin with some technical estimates. Denote 2” = p$ 
and Vs = V( +i,s( x), X). Then 
H X.8 = Ts + q3- (A-4) 
Recall Eq. (6.5), 
Tp = PaisP + gisI (A.5) 
with a9 and ge given by (6.6) and (6.7), respectively. Using expressions 
(15.11) and respectively (16.6) for the vector field u it is easy to estimate the 
flow (for an example of such an estimation see [Sl]). Applying the latter 
estimates to a8 and g,, we obtain 
laipl 5 C, n = O,l, 64.6) 
and 
lgi@l s cx-anlPl (A-7) 
for or, = 2 - y - 2v, CQ = - 1 - 2v. Below we use the cutoff functions ji, F 
defined in Eqs. (10.4)-(10.5) and 
F = E, + ;A-‘. (A4 
LEMMA A.2. For any a > 0 there is a constant C s. t. 
I(.kF[jl,F~ TB])ul 5 allpj;, Full2 + c~-“+allu112. (A-9) 
Proof. Denote the 1.h.s. of (A.9) by I. Using Eq. (A.5), we compute 
I =~(~i,F(2ipaiflvji,F- V(aipV~i,F))>j- 
Integrating by parts the last term and applying the Schwarz inequality to 
the r.h.s., we obtain 
1 s 411tii, Full Ilaifl(VX,F)4l + Il(Vii, F)Ull llaib(Vii, F>“ll. 
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Using Eqs. (10.7) and (A.6) and the inequality 2xy I ax2 + (l/a)r2, we 
arrive at (A.9). 0 
Now we proceed to estimating the 1.h.s. of (A.3). Using the Schwarz 
inequality, we obtain 
ll(HA,B - E,bll H&~II 2 Re((H,,, - 43b4 2,Fu). (A.10) 
Commuting j,, F through HA, p - II,, we find 
Re(&mA,~ - &,> = R&O,F(H,,/9 - wcl,.) 
+R4h3,.[il,F~ 51). (All) 
Using Eqs. (A.5)-(A.7), we estimate 
Wh, &3&, F) 2 wo, Al2 - wl~-anllicl, @II*. (A.12) 
Next, we estimate the potential term. Using the integral equation for the 
flow 
Cpis = id + i J 
‘0 0 +,, ds, (A.13) 
0 
we estimate 
+;fl(x) - x = o(px-yxy) (A.14) 
and 
f#~,(x) - x - $u(x) = O(P2X-‘nlxln), (A.15) 
where p0 = - y and p1 = 1 and a,, = 1 - 2y - v and ui = min(1 - v, 2). 
Expanding 
G(x, h) = v(x + cP,@(“> - x, h) 
by the Taylor theorem, 
G(x, x> = v(xP A) + (+ifl(x) - x, ’ Vv(xv x) 
+ o( (4@(x) - x)2q (A.16) 
and using estimates (II’) or resp. (II”), (A.14) and (A.15), we obtain 
V, = V + ij.?u . V V + O(fi2X--yn), (A.17) 
where v0 = 2(1 - y) - v and vi = u1 - 1 and V = V(x, X) (do not con- 
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fuse with V(x) used in the main text). The conditions on the potential 
V(x, X) (i.e., either (I’)-(V’) or (I”)-(IV”)) imply that SE, lies inside of 
S&,. As a result 
V>F between Si, h and S;, h. (~.i8) 
Using Eqs. (A.17) and (A.18) and using that jO,F is supported inside of 
Ss,, and that v,, 2 6, we obtain 
for X sufficiently large and /3 sufficiently small. Combining inequalities 
(A.12) and (A.19) and using that 8 I (Ye, we obtain 
R4.hF(H,,fi - E,).h,J 2 W0,F412 + W71j0,F412T (A.20) 
provided /3 is sufficiently small. Combining this with Eq. (A.ll) and 
Lemma A.2 with a = : and using Eq. (A.lO) we arrive at 
II(fb3 - &bll II&ull 2 3M0,~412 + ~~-%j0,~412 - C~-a+811412. 
(A.21) 
Now we turn to the second element of the partition of unity. We apply 
the Schwarz inequality again: 
with a, = 0 and a, = ah-‘. Commuting j,, F through HA,B, we obtain 
(j&&d = (jl,&,&d + (jl.F[jl.FT up]>- (A.23) 
THEOREM A.3. For all /3 sufficiently small and all w E CF supported in 
the exterior of SF: h 
-IdI + iBa,)(H~,p - 4,), 2 ~2P~-“llwl12, (A.24) 
for some b, > 0 independent of A, j3, and w. 
Proof: First we estimate the kinetic energy term. Differentiating the 
integral equation (A.13), we obtain 
(A.25) 
where I is the constant matrix-function equal to the identity. 
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Using this equation and its iteration we find easily 
aiS = id - ipu’ + 0(p2X-8n) (~.26) 
for p,, = 2(1 - y - V) and & = 2v,. Moreover, in the shape resonance case 
we have on the exterior of S&x 
u’ 2 (u + &)X1 (A.27) 
for any E < 2 - a and for X sufficiently large. Here a < 2 is the same as in 
(15.6). In the Stark case we have 
-1m ajp 2 0. (A.28) 
The latter property can be easily checked using iterations of Eq. (A.25). As 
a result we have 
-Im(l + ij3a,)(~,), 2 -CXPPnl/wl12 (A.29) 
with pLg = 2 - y - 2v and pl, arbitrary large. 
Next, we consider the contribution from the potential. Equation (A.17) 
implies 
Im[(l + $a,)~] = p[u,V+ u . v V] + 0( ,‘A-“n). (A.30) 
Now using Eqs. (15.7) (15.10), and (15.11) in the shape resonance case, we 
obtain 
-u.vV-A-'UP'= -++)+a(V(O)- V(;))+R, 
where 
Observe now that on the exterior of Sgx 
R = O( e-kv(E’-r.‘)). 
Since E’ - F = $X-” and v > 8 we have that 
R = O(P) 
for arbitrary large CT. Now we apply to (*) non-trapping condition (V’). The 
result is 
-u . v v - A-‘uv 2 $I, + o( h-6) on the exterior of SF’, x. 
Observe now that E,, > 0 as an eigenvalue of the positive operator K. 
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Hence 
-u - vV+ A-‘a(E, - V) 2 b,X-“, (A.31) 
where b, = Ib, and K = 0 if b, > 0, and b, = :a&, and K = 1 if b, = 0. 
Using condition (II”) we compute in the Stark case 
u * vv 2 $l-l+y + o(r2-‘+y) 
on the exterior of SAY. Using this estimate in the Stark case and using 
estimate (A.31) in the shape resonance case using Eq. (A.17) and using that 
vn 2 6, we obtain 
-Im(l + $an)(G - E,), 2 $b,X-“llwl12, (A.32) 
provided /3 is sufficiently small. Here b4 = min(b,, 1) and S = 1 - y for 
Stark case and 6 = K for shape resonance case. 
Inequalities (A.29) and (A.32) and CL, > 6 imply 
-Im(l + ipa,)(HA,B - E,) 2 fb,jlX-“IIwI12. (A.33) 
This estimate yields for /3 sufficiently small (A.24). 0 
Applying Theorem A.3 to the first term on the r.h.s. of (A.23), rewriting 
the second term on the r.h.s. as 
( [ j1.F jl,F?r,]) = -i([&JJ) + :( [jl,&,FJ3]]) (A.34 
(due to equation Zj& = l), applying to it Lemma A.2 with u = h, and 
(10.7) and taking into account eq. (A.22), we obtain 
II(H,.a - 4,)ull IIj:,.u(l 2 b,PX-*ll&412 - +,IIP~,F~I~ 
- cx-“+$41(2 (A.35) 
Adding inequalities (A.21) and (A.35) and taking into account that 
2ll4l 2 ~lliiz,4l , (~.36) 
and that j3b4 I 1 and 8 I 6, we arrive at 
IIWLB - 4,)~llll4l 2 :b,B~-%412 + :IIP&,A~, 
provided X is sufficiently large. Using the estimate 
(A.37) 
Ik%, F412 
ll4l 
2 J;;lltio,F~ll - 4l4L (~.38) 
valid for any a 2 0, taking a = $b2/3AeS, and 7) = j,, F, we arrive at (A.3). 
cl 
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