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Abstract
In the investigation performed we give, on half-infinity discrete intervals, formulas for solution
of initial problem of linear discrete systems x(k + 1) = Ax(k) + Bx(k − m) + f (k) with constant
square matrices A, B such that AB = BA, detA = 0 and with a vector function f (k). Corresponding
representations are obtained with the aid of so-called discrete matrix delayed exponential, which
permits to represent solutions in a matrix form similarly as for ordinary differential systems with
constant matrices, or as well as for differential systems with constant matrices and constant delay.
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For given integers s, q , s < q , we set Zqs := {s, s + 1, . . . , q}. Possibility s = −∞ or
q = ∞ is admitted, too. The subject of our investigation is linear discrete system
x(k + 1) = Ax(k) + Bx(k − m) + f (k), (1.1)
where m  1 is a fixed integer, k ∈ Z∞0 , A = (aij ), detA = 0 and B = (bij ) are constant
n × n matrices admitting commutative property
AB = BA, (1.2)
f :Z∞0 → Rn, x :Z∞−m → Rn. Following the terminology (used, e.g., in [1,2]), we re-
fer (1.1) as delayed discrete system if m 1 and as nondelayed discrete system if m = 0.
Together with Eq. (1.1) we consider initial (Cauchy) problem
x(k) = ϕ(k) (1.3)
with given ϕ :Z0−m → Rn.
The existence and uniqueness of solution of initial problem (1.1), (1.3) on Z∞−m is obvi-
ous. We recall that solution x :Z∞−m → Rn of initial Cauchy problem (1.1), (1.3) is defined
as an infinite sequence{
x(−m) = ϕ(−m),x(−m + 1) = ϕ(−m + 1), . . . , x(0) = ϕ(0),
x(1), x(2), . . . , x(k), . . .
}
such that for any k ∈ Z∞0 equality (1.1) holds.
1.1. An equivalent form of system (1.1)
We consider on Z∞0 nonhomogeneous system (1.1) together with initial data (1.3). We
suppose, moreover, that A is nonsingular. Substituting in (1.1)
x(k) = Aky(k) (1.4)
with k ∈ Z∞−m, we get
y(k + 1) = y(k) + B1y(k − m) + A−k−1f (k)
with B1 = A−k−1BAk−m. Due to property (1.2), we obtain B1 = A−1BA−m and matrix B1
becomes a constant matrix. Using difference operator, we write equivalent form to (1.1) as
Δy(k) = B1y(k − m) + A−k−1f (k), k ∈ Z∞0 . (1.5)
Corresponding equivalent initial data with respect to (1.5) are
y(k) = A−kϕ(k), k ∈ Z0−m. (1.6)
1.2. Formulation of the problem considered
Let us compare homogenous initial problem corresponding to (1.5), (1.6), i.e., the prob-
lem
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y(k) = A−kϕ(k), k ∈ Z0−m,
with an analogous one (in a sense) for ordinary differential system with one delay
z˙(t) =Az(t − τ), t ∈ (0,∞), (1.7)
z(t) = ϕ(t), t ∈ [−τ,0]. (1.8)
We suppose that the matrix A is n × n constant matrix, t ∈ [0,∞), τ > 0, z : [−τ,∞) →
R
n
, and ϕ is a continuously differentiable initial function on [−τ,0].
In [9] is proved that solution of the initial Cauchy problem (1.7), (1.8) can be represented
on interval [−τ,∞) in the form
z(t) = eAtτ ϕ(−τ) +
0∫
−τ
eA(t−τ−s)τ ϕ′(s)ds, (1.9)
where eAtτ is so-called delayed exponential of matrix A, defined as
eAtτ :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Θ if −∞ < t < −τ,
I if −τ  t < 0,
I + 11!At if 0 t < τ,
I + 11!At + 12!A2(t − τ)2 if τ  t < 2τ,
. . .
I + 11!At + 12!A2(t − τ)2 + · · · + 1k!Ak[t − (k − 1)τ ]k
if (k − 1)τ  t < kτ,
. . . ,
Θ is null n×n matrix and I is unit n×n matrix. Discussing the meaning of formula (1.9),
we conclude that the delayed exponential is an useful formalizing tool and formula (1.9)
formalizes explicit computation of solution of initial problem for systems with delay.
Problem under consideration. In this contribution we use a discrete analogy of delayed
exponential for representing of solution of problem (1.1), (1.3) by formulas which are
discrete counterpart of formulas for continuous case like formula (1.9).
2. Discrete matrix delayed exponential and its basic property
For n × n constant matrix B we define a discrete matrix function expm(Bk) called the
discrete matrix delayed exponential:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Θ if k < −m,
I if k = −m,−m + 1, . . . ,0,
I + B1! k!(k−1)! if k = 1,2, . . . ,m + 1,
I + B1! k!(k−1)! + B
2
2!
(k−m)!
(k−m−2)!
if k = (m + 1) + 1, (m + 1) + 2, . . . ,2(m + 1),
I + B1! k!(k−1)! + B
2
2!
(k−m)!
(k−m−2)! + B
3
3!
(k−2m)!
(k−2m−3)!
if k = 2(m + 1) + 1,2(m + 1) + 2, . . . ,3(m + 1),
. . .
I + B1! k!(k−1)! + B
2
2!
(k−m)!
(k−m−2)! + · · · + B

!
(k−(−1)m)!
(k−(−1)m−)!
if k = ( − 1)(m + 1) + 1, ( − 1)(m + 1) + 2, . . . , (m + 1),
 = 0,1,2, . . . ,
. . . .
We explain the sense of such definition of discrete matrix delayed exponential. It permits to
formalize computation of solution of initial problem and admits (similarly as fundamental
matrix in theory of ordinary differential equations) to write its solution in a compact form.
2.1. Fundamental property of the discrete matrix delayed exponential
The main property of discrete matrix delayed exponential is given in the following re-
sult.
Theorem 2.1. Let B be a constant n × n matrix. Then for k ∈ Z∞−∞,
ΔeBkm = BeB(k−m)m . (2.1)
The proof of Theorem 2.1 will be given in the next part. Now we use immediately result
given by formula (2.1). We consider an initial Cauchy problem for homogeneous linear
matrix equation:
X(k + 1) = AX(k) + BX(k − m), k ∈ Z∞0 , (2.2)
X(k) = Ak, k ∈ Z0−m (2.3)
with n × n matrices A and B , satisfying conditions formulated in Introduction. Here
X :Z∞−m → Rn×n is an unknown matrix.
Theorem 2.2. The matrix
X = X0(k) := AkeB1km , k ∈ Z∞−m (2.4)
solves the problem (2.2), (2.3).
Proof. We put
X(k) = X0(k), k ∈ Z∞−m,
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Ak+1eB1(k+1)m = Ak+1eB1km + BAk−meB1(k−m)m
and
ΔeB1km = B1eB1(k−m)m , k ∈ Z∞−m.
This equality is valid, due to formula (2.1), for every k ∈ Z∞−m. 
2.1.1. Proof of Theorem 2.1
Let a matrix B and a positive integer m be fixed. For k ∈ Z−(m+1)−∞ is formula (2.1)
obvious. If
( − 1)(m + 1) + 1 k  (m + 1) and  = 0,1,2, . . . ,
then (in accordance with definition of eBkm ) since ΔI = Θ relation
ΔeBkm = Δ
[
I +
∑
j=1
Bj
j !
(k − (j − 1)m)!
(k − (j − 1)m − j)!
]
= Δ
[
∑
j=1
Bj
j !
(k − (j − 1)m)!
(k − (j − 1)m − j)!
]
(2.5)
holds. Here and throughout the paper we adopt customary notations
∑k
i=k+s ◦(i) = 0 and∏k
i=k+s ◦(i) = 1, where k is an integer, s is a positive integer and “◦ ” denotes the function
considered independently on the fact if it is for indicated arguments defined or not. For the
proof of (2.5) seems to be reasonable to divide values of k into two groups. The first group
contains values k and k + 1 between numbers (− 1)(m+ 1)+ 1 and (m+ 1), the second
group contains such values k and k + 1 that do no satisfy this condition, i.e., k = (m+ 1)
and k + 1 = (m + 1) + 1. The reason for it is the definition of increment itself since
ΔeBkm = eB(k+1)m − eBkm . (2.6)
In the following we put  > 0 since the case  = 0 is trivial.
The case ( − 1)(m + 1) + 1 k < k + 1 (m + 1). In this case we have
k − m ∈ Z(−1)(m+1)(−2)(m+1)+1
and, by definition,
eB(k−m)m = I +
−1∑
j=1
Bj
j !
(k − m − (j − 1)m)!
(k − m − (j − 1)m − j)! . (2.7)
In this case we prove the formula (2.1), i.e., we prove that
ΔeBkm = BeB(k−m)m = B
[
I +
−1∑ Bj
j !
(k − m − (j − 1)m)!
(k − m − (j − 1)m − j)!
]
. (2.8)j=1
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ΔeBkm = eB(k+1)m − eBkm
=
∑
j=1
Bj
j !
(k + 1 − (j − 1)m)!
(k + 1 − (j − 1)m − j)! −
∑
j=1
Bj
j !
(k − (j − 1)m)!
(k − (j − 1)m − j)!
=
∑
j=1
Bj
j !
[
(k + 1 − (j − 1)m)!
(k + 1 − (j − 1)m − j)! −
(k − (j − 1)m)!
(k − (j − 1)m − j)!
]
=
∑
j=1
Bj
j !
(k − (j − 1)m)!
(k + 1 − (j − 1)m − j)!
× [(k + 1 − (j − 1)m)− (k + 1 − (j − 1)m − j)]
=
∑
j=1
Bj
j !
(k − (j − 1)m)! · j
(k + 1 − (j − 1)m − j)!
= B
∑
j=1
Bj−1
(j − 1)!
(k − (j − 1)m)!
(k + 1 − (j − 1)m − j)!
= B
[
I +
∑
j=2
Bj−1
(j − 1)!
(k − (j − 1)m)!
(k + 1 − (j − 1)m − j)!
]
.
Now we change the index of summation j by j + 1. Then
ΔeBkm = B
[
I +
−1∑
j=1
Bj
j !
(k − jm)!
(k + 1 − jm − (j + 1))!
]
= B
[
I +
−1∑
j=1
Bj
j !
(k − m − (j − 1)m)!
(k − m − (j − 1)m − j)!
]
.
At the end we use relation (2.7). Formula (2.8) is proved.
The case k = (m+ 1), k + 1 = (m+ 1)+ 1. In accordance with the definition we write
eBkm = eB(m+1)m = I +
∑
j=1
Bj
j !
((m + 1) − (j − 1)m)!
((m + 1) − (j − 1)m − j)!
and
eB(k+1)m = eB((m+1)+1)m = I +
+1∑
j=1
Bj
j !
((m + 1) + 1 − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)! .
Since
k − m = (m + 1) − m ∈ Z(m+1) ,(−1)(m+1)+1
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eB(k−m)m = I +
∑
j=1
Bj
j !
(k − m − (j − 1)m)!
(k − m − (j − 1)m − j)! . (2.9)
Now we consider
ΔeBkm = eB(k+1)m − eBkm = eB((m+1)+1)m − eB(m+1)m
=
+1∑
j=1
Bj
j !
((m + 1) + 1 − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)!
−
∑
j=1
Bj
j !
((m + 1) − (j − 1)m)!
((m + 1) − (j − 1)m − j)!
=
∑
j=1
Bj
j !
[
((m + 1) + 1 − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)! −
((m + 1) − (j − 1)m)!
((m + 1) − (j − 1)m − j)!
]
+ B
+1
( + 1)!
((m + 1) + 1 − ( + 1 − 1)m)!
((m + 1) + 1 − ( + 1 − 1)m − ( + 1))!
=
∑
j=1
Bj
j !
[
((m + 1) + 1 − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)! −
((m + 1) − (j − 1)m)!
((m + 1) − (j − 1)m − j)!
]
+ B
+1
( + 1)!
((m + 1) + 1 − m)!
((m + 1) + 1 − m − ( + 1))!
=
∑
j=1
Bj
j !
((m + 1) − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)!
× [((m + 1) + 1 − (j − 1)m)− ((m + 1) + 1 − (j − 1)m − j)]+B+1
=
∑
j=1
Bj
j !
((m + 1) − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)! · j +B
+1
= B
∑
j=1
Bj−1
(j − 1)!
((m + 1) − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)! +B
+1
= B+B
∑
j=2
Bj−1
(j − 1)!
((m + 1) − (j − 1)m)!
((m + 1) + 1 − (j − 1)m − j)! +B
+1.
We change the summation index j by j + 1. Then
ΔeBkm = B
[
I +
−1∑ Bj
j !
((m + 1) − jm)!
((m + 1) + 1 − jm − (j + 1))! +B

]
.j=1
70 J. Diblík, D.Ya. Khusainov / J. Math. Anal. Appl. 318 (2006) 63–76Since in the case considered k = (m + 1), we get
ΔeBkm = B
[
I +
−1∑
j=1
Bj
j !
(k − m − (j − 1)m)!
(k − m − (j − 1)m − j)! +
B
!
(k − m − ( − 1)m)!
(k − m − ( − 1)m − )!
]
.
Finally with the aid of definition (2.9) we obtain
ΔeBkm = B
[
I +
∑
j=1
Bj
j !
(k − m − (j − 1)m)!
(k − m − (j − 1)m − j)!
]
= BeB(k−m)m .
Relation (2.5) is proved. 
3. Matrix solution of problem (1.1), (1.3)
At this part we give a matrix form of solution of the homogeneous and nonhomogeneous
initial problem (1.1), (1.3). We use the matrix function X0(k) defined as a discrete matrix
delayed exponential by formula (2.4).
3.1. Homogeneous initial problem
Consider homogeneous initial problem (1.1), (1.3), i.e., the problem
x(k + 1) = Ax(k) + Bx(k − m), k ∈ Z∞0 , (3.1)
x(k) = ϕ(k), k ∈ Z0−m. (3.2)
Theorem 3.1. Let A, B be a constant n × n matrices, AB = BA and detA = 0. Then
solution of the problem (3.1), (3.2) can be expressed as
x(k) = X0(k)A−mϕ(−m) + Am
0∑
j=−m+1
X0(k − m − j)
[
ϕ(j) − Aϕ(j − 1)], (3.3)
where k ∈ Z∞−m.
Proof. We put x(k) = Aky(k), k ∈ Z∞−m. Then the problem (3.1), (3.2) turns into (see
formulas (1.4)–(1.6))
Δy(k) = B1y(k − m), k ∈ Z∞0 , (3.4)
y(k) = A−kϕ(k), k ∈ Z0−m. (3.5)
We will try to find solution of the problem (3.4), (3.5) for k ∈ Z∞−m in the form
y(k) = eB1km C +
0∑
e
B1(k−m−j)
m Δπ(j − 1), (3.6)j=−m+1
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we show that expression (3.6) is a solution of homogeneous system (3.4) for arbitrary C
and π and for k ∈ Z∞0 . We compute Δy(k), k ∈ Z∞−m. Due to linearity, we get
Δy(k) = Δ
[
eB1km C +
0∑
j=−m+1
e
B1(k−m−j)
m Δπ(j − 1)
]
= ΔeB1km C +
0∑
j=−m+1
Δ
[
e
B1(k−m−j)
m Δπ(j − 1)
]
= Δ[eB1km ]C +
0∑
j=−m+1
Δ
[
e
B1(k−m−j)
m
]
Δπ(j − 1).
We apply formula (2.1) relative to the increments of discrete exponential:
Δy(k) = B1eB1(k−m)m C +
0∑
j=−m+1
B1e
B1(k−2m−j)
m Δπ(j − 1)
= B1
[
eB1(k−m)m C +
0∑
j=−m+1
e
B1(k−2m−j)
m Δπ(j − 1)
]
. (3.7)
Consequently,
Δy(k) = B1y(k − m)
for k ∈ Z∞0 and expression (3.6) really solves homogeneous system (3.4) for arbitrary C
and π .
Now we try to fix C and π in order to satisfy initial condition (3.5) for k ∈ Z0−m. We use
the representation of increment (3.7) and we put it into system (3.4). Easy simplification
leads to relation
eB1(k−m)m C +
0∑
j=−m+1
e
B1(k−2m−j)
m Δπ(j − 1) = y(k − m), k ∈ Zm0 .
We choose the vector C and function π in such manner that initial conditions (3.5) will
hold. We change the index k by index k + m. Then the last relation can be written as
eB1km C +
0∑
j=−m+1
e
B1(k−m−j)
m Δπ(j − 1) = y(k) = A−kϕ(k),
where k ∈ Z0−m. Moreover, let us rewrite the last formula again. We get
eB1km C +
k∑
j=−m+1
e
B1(k−m−j)
m Δπ(j − 1) +
0∑
j=k+1
e
B1(k−m−j)
m Δπ(j − 1) = A−kϕ(k).
(3.8)
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Therefore we consider only the case j  k. In this case we have
k − m − j  k − m − k = −m
and, moreover since j −m + 1 and k  0,
k − m − j −m − j −m + m − 1 = −1.
Due to definition of discrete matrix delayed exponential
e
B1(k−m−j)
m ≡ I
and the first sum is equivalent to
k∑
j=−m+1, jk
e
B1(k−m−j)
m Δπ(j − 1) =
k∑
j=−m+1, jk
Δπ(j − 1) = π(k) − π(−m).
Now we consider the second sum. If integer j > 0 then, by definition, the second sum
equals to zero. This holds for k = 0, i.e., it is enough to consider k ∈ Z−1−m only. Since
j  k + 1 then
k − m − j  k − m − k − 1 = −m − 1 < −m
and due to definition of discrete matrix delayed exponential
e
B1(k−m−j)
m ≡ Θ.
Finally since eB1km ≡ I if k ∈ Z0−m, relation (3.8) becomes
C + π(k) − π(−m) = A−kϕ(k)
and one can put
π(k) := A−kϕ(k), k = −m,−m + 1, . . . ,0 and C := π(−m) = A−mϕ(−m).
In order to get formula (3.3) it remains to put C and π into (3.6). We take into account that
from definition of discrete exponential it follows that matrices A and discrete exponential
commute. Now
x(k) = Aky(k) = Ak
[
eB1km A
−mϕ(−m) +
0∑
j=−m+1
e
B1(k−m−j)
m Δ
[
A−(j−1)ϕ(j − 1)]
]
= X0(k)A−mϕ(−m) +
0∑
j=−m+1
Am+jX0(k − m − j)
× [A−j ϕ(j) − A−(j−1)ϕ(j − 1)]
= X0(k)A−mϕ(−m) + Am
0∑
j=−m+1
X0(k − m − j)
[
ϕ(j) − Aϕ(j − 1)]. 
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We consider nonhomogeneous initial Cauchy problem (1.1), (1.3), i.e., the problem
x(k + 1) = Ax(k) + Bx(k − m) + f (k), k ∈ Z∞0 ,
x(k) = ϕ(k), k ∈ Z0−m. (3.9)
We get solution of this problem, in accordance with theory of linear equations, as the sum
of solution of adjoint homogeneous problem (3.1), (3.2) (satisfying the same initial data)
and a particular solution of (3.9) being zero on initial interval. Therefore we will try to find
such a particular solution. We give some auxiliary material. In the following definition and
theorem we suppose that all expressions are well defined.
Definition 3.2. Let a discrete function F(k,n) of two discrete variables be given. We define
a partial difference operator Δk as
ΔkF(k,n) := F(k + 1, n) − F(k,n).
Lemma 3.3. Let a discrete function F(k,n) of two discrete variables be given. Then
Δk
[
k∑
j=1
F(k, j)
]
= F(k + 1, k + 1) +
k∑
j=1
ΔkF(k, j). (3.10)
Proof. Considering the left-hand side of (3.10), we get
Δk
[
k∑
j=1
F(k, j)
]
=
k+1∑
j=1
F(k + 1, j) −
k∑
j=1
F(k, j)
= F(k + 1, k + 1) +
k∑
j=1
F(k + 1, j) −
k∑
j=1
F(k, j)
= F(k + 1, k + 1) +
k∑
j=1
ΔkF(k, j). 
Now we find solution x = xp(k), k ∈ Z∞−m of the problem
x(k) = Ax(k) + Bx(k − m) + f (k), k ∈ Z∞0 , (3.11)
x(k) = 0, k ∈ Z0−m. (3.12)
Theorem 3.4. Let A, B be a constant n × n matrices, AB = BA and detA = 0. Then
solution x = xp(k) of the initial Cauchy problem (3.11), (3.12) can be represented on Z∞−m
in the form
xp(k) = Am
k∑
j=1
X0(k − m − j)f (j − 1).
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formulas (1.4)–(1.6))
Δy(k) = B1y(k − m) + A−k−1f (k), k ∈ Z∞0 , (3.13)
y(k) = 0, k ∈ Z0−m. (3.14)
We will try to find particular solution yp(k) of the problem (3.13), (3.14) on Z∞1 , employ-
ing the idea of method of variation of arbitrary constant (see, e.g., [6–8]), in the form
yp(k) =
k∑
j=1
e
B1(k−m−j)
m ω(j), (3.15)
where ω :Z∞1 → Rn is a discrete function. We put yp(k) into (3.13). Then
Δ
[
k∑
j=1
e
B1(k−m−j)
m ω(j)
]
= B1
[
k−m∑
j=1
e
B1(k−2m−j)
m ω(j)
]
+ A−k−1f (k).
Considering Δ as Δk , we obtain with the aid of formula (3.10),
eB1((k+1)−m−(k+1))m ω(k + 1) +
k∑
j=1
Δ
[
e
B1(k−m−j)
m ω(j)
]
= B1
[
k−m∑
j=1
e
B1(k−2m−j)
m ω(j)
]
+ A−k−1f (k).
Using the formula (2.1), we have
Δe
B1(k−m−j)
m = B1eB1(k−2m−j)m
and the last relation becomes
eB1(−m)m ω(k + 1) + B1
k∑
j=1
e
B1(k−2m−j)
m ω(j)
= B1
k−m∑
j=1
e
B1(k−2m−j)
m ω(j) + A−k−1f (k). (3.16)
Since eB1(−m)m ≡ I and
k∑
j=1
e
B1(k−2m−j)
m ω(j) =
k−m∑
j=1
e
B1(k−2m−j)
m ω(j) +
k∑
j=k−m+1
e
B1(k−2m−j)
m ω(j),
where due to the definition of discrete matrix delayed exponential
e
B1(k−2m−j)
m ≡ Θ if j ∈ Zk ,k−m+1
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ω(k + 1) + B1
k−m∑
j=1
e
B1(k−2m−j)
m ω(j) = B1
k−m∑
j=1
e
B1(k−2m−j)
m ω(j) + A−k−1f (k).
Both sides will be equivalent if we define
ω(k) := A−kf (k − 1), k ∈ Z∞1 ,
and put this function into (3.15). This ends the proof since
xp(k) = Akyp(k) = Ak
k∑
j=1
e
B1(k−m−j)
m ω(j) = Ak
k∑
j=1
e
B1(k−m−j)
m A
−j f (j − 1)
=
k∑
j=1
Am+jAk−m−jeB1(k−m−j)m A−j f (j − 1)
= Am
k∑
j=1
X0(k − m − j)f (j − 1). 
Collecting results of Theorems 3.1 and 3.4, we get immediately
Theorem 3.5. Solution x = x(k) of the initial Cauchy problem (1.1), (1.3) can be on Z∞−m
represented in the form
x(k) = X0(k)A−mϕ(−m) + Am
0∑
j=−m+1
X0(k − m − j)
[
ϕ(j) − Aϕ(j − 1)]
+ Am
k∑
j=1
X0(k − m − j)f (j − 1).
Remark 3.6. Note that results obtained can be directly used to investigation such asymp-
totic problems as boundedness or convergence of solutions (with using of different methods
such problems at recent were investigated, e.g., in [3–5]).
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