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1. Introduction
A simple graph G is representable inRd if there is an embedding of the vertex set inRd and distinct
non-negative constants a and b such that for all vertices u and v,
||u − v|| =
{
a, if u ∼ v,
b, otherwise,
where ||x|| = √xTx. This embedding in Rd is called a Euclidean representation of G. Both a and b
are not zero if and only if the embedding is injective. If a and b are positive, the representation is a
Euclidean two-distance set, i.e., there are only two distances between distinct points in the set. One
∗ Corresponding author.
E-mail addresses: nozaki@ims.is.tohoku.ac.jp, hnozaki@auecc.aichi-edu.ac.jp (H. Nozaki), shinohara@genl.suzuka-ct.ac.jp
(M. Shinohara).
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2012.05.040
2588 H. Nozaki, M. Shinohara / Linear Algebra and its Applications 437 (2012) 2587–2600
of the basic problems of s-distance sets is to determine the largest cardinality of s-distance sets for a
given dimension. Indeed we have a natural upper bound for the size of an s-distance set inRd, that is,
|X| 
(
d+s
s
)
[2,4]. The largest cardinality of s-distance sets is known for several dimensions and s (see
[7,9,12,20,23,25,26,31]). From the view point of distance sets, wewant to obtain a small-dimensional
representation of a graph.
Let n be the size of the vertex set of G. Einhorn–Schoenberg [14] proved that there are at most two
representations of G in Rn−2. The precise dimensions of the minimal-dimensional representations
are obtained by Roy [29] with certain values from the eigenspaces of graphs. The dimensions are
closely related with the multiplicity of the smallest (or second smallest) eigenvalue of a graph. As Roy
commented in [29], almost all graphs are representable in Rn−2, but not in Rn−3, and it seems that
only special graphs, such as graphs with a high degree of regularity or symmetry, can be represented
in smaller dimensions. Indeed known largest two-distance sets usually have certain good structures.
In the present paper, we focus on strongly regular graphs (in details, see [6,5]). A strongly regular
graph with parameters (n, k, λ, μ) is a graph with n vertices and valency k such that two distinct
vertices haveλ commonneighbors if they are adjacent, andμ commonneighbors otherwise. Spherical
representations of a strongly regular graph are naturally obtained from the primitive idempotents Ei
of the adjacency algebra. The spherical embeddings with respect to E1 and E2 correspond to two
minimal-dimensional Euclidean representations of the graph. In general, for the dimensions d1 and d2
of minimal-dimensional representations of any simple graph, we have the inequality d1 + d2 + 1  n
(Remark 4.9 in the present paper. Note that d1 = d, and d2 = d in Section 4). It is well known that the
equality d1 + d2 + 1 = n holds for a strongly regular graph. A strongly regular graph has the extremal
property with respect to the inequality d1 + d2 + 1  n, and its minimal-dimensional representation
has much smaller dimension against n.
The motivation of the present paper is to characterize a graph satisfying the equality d1 + d2 +
1 = n. We prove that minimal-dimensional representations of a graph satisfying d1 + d2 + 1 = n
form Euclidean 2-designs by the choice of a certain suitable origin. Moreover we can prove if its
representations are spherical, then the graph is a strongly regular graph. This is a new characterization
of strongly regular graphs from the view point of Euclidean representations.
Delsarte–Goethals–Seidel [12] showed that a spherical 2-design with only two distances has the
structure of a strongly regular graph. As an extension of this result, we prove that if X is a constant-
weighted Euclidean 2-design with only two distances, then the graph obtained from the structure of
X satisfies d1 + d2 + 1 = n. The graph with d1 + d2 + 1 = n is a very natural generalization of a
strongly regular graph from the view point of designs and codes.
2. Euclidean representations of a graph
In this section, we recall the theory of a Euclidean representation of a graph based on [14] and
[29]. A symmetric matrix of size n is said to be dissimilarity if the diagonal entires are all zero, and
other entries are non-negative. The dissimilarity matrixM is said to be representable inRd, or called a
Euclidean distance matrix if there is an embedding of the vertex set {x1, x2, . . . , xn} inRd such that
||xi − xj||2 = Mij,
whereMij is the (i, j)-entry ofM, and ||x|| =
√
xTx. The vertex set is called a Euclidean representation
ofM. Note thatMij > 0 for any i = j if and only if the embedding is injective.
There are several results about the dimension of a Euclidean representation of M as follows. We
define the quadratic form
FM(ξ) = FM(ξ2, . . . , ξn) :=
n∑
i,j=2
(M1,i + M1,j − Mij)ξiξj.
Theorem 2.1 [14,30]. Let M be a dissimilarity matrix. The matrix M is representable inRn−1 if and only if
FM(ξ)  0 for all real ξ2, . . . , ξn. (2.1)
Moreover, if M satisfies (2.1) and the rank of FM is k, then M is representable inR
k, but not inRk−1.
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Define the n × nmatrix
P := I − 1
n
J,
where I is the identity matrix, and J is the all-ones matrix.
Theorem 2.2 [27]. Let M be a dissimilarity matrix. The matrix M is representable inRd, but not inRd−1
if and only if −PMP is a positive semidefinite matrix of rank d.
Remark that−PMP is the Grammatrix (〈xi, xj〉)i,j of a Euclidean representation {xi}ni=1 ofM satisfy-
ing
∑n
i=1 xi = 0, where 〈, 〉means the usual inner product. We say the rank of−PMP is the embedding
dimension ofM.
Let G = (V, E) be a simple graph. The adjacency matrix A is indexed by a vertex set V , and its entry
is defined as follows:
Axy =
{
1, if {x, y} ∈ E,
0, otherwise.
Let A be the adjacency matrix of the complement graph. Throughout the present paper, we suppose G
is neither a complete graph nor its complement. For a graph G, we define
Mc(G) = Mc := cA + A,
where c is a non-negative real number. A graph G is said to be representable inRd ifMc is representable
inRd for some c. IfMc is representable inR
d, then a Euclidean representation ofMc is called that of G.
We describe several remarks about representations ofG. Let n be the size of the vertex set ofG. Note
that M1 is always representable in R
n−1, and its representation is the (n − 1)-dimensional regular
simplex. IfM0 is representable, then the embedding is not injective, and Gmust be a disjoint union of
complete graphs. For other graphs,M0 has the sub-matrix⎡
⎢⎢⎢⎣
0 1 0
1 0 0
0 0 0
⎤
⎥⎥⎥⎦ ,
and it is not representable. Then a representation of M0 is the (p − 1)-dimensional regular simplex,
where p is the number of the connected components.
Without loss of generality, we suppose 0  c  1, provided that we also consider Mc of the
complement of the graph. For a fixed G, we consider the function
(c) := min
ξ :∑ni=2 ξ2i =1
FMc (ξ),
for 0  c  1. It is clear that (c)  0 if and only if Mc is representable in Rn−1. In particular,
(c) = 0 if and only ifMc is representable in Rn−2. Being defined as the minimum of a collection of
linear functions of c, we conclude that (c) is concave for 0  c  1. Indeed, this fact is proved as
follows. For a fixed G, there exist polynomials f and g such that
FMc (ξ) = f (ξ)c + g(ξ).
For any x, y ∈ [0, 1], and t ∈ [0, 1], there exists ξ ′ such that
(tx + (1 − t)y) = f (ξ ′)(tx + (1 − t)y) + g(ξ ′)
By the definition of , we have
(x)  f (ξ ′)x + g(ξ ′),
(y)  f (ξ ′)y + g(ξ ′).
2590 H. Nozaki, M. Shinohara / Linear Algebra and its Applications 437 (2012) 2587–2600
Therefore,
(tx + (1 − t)y)  t(x) + (1 − t)(y).
Theorem 2.3 [14]. There uniquely exists 0  c < 1 such that the rank of −PMcP is smaller than n − 1.
Proof. Note that (1) > 0 and (0)  0. By the intermediate value theorem and the concavity of
(c), this theorem follows. 
A Euclidean representation of Mc in Theorem 2.3 is called a minimal Euclidean representation of
G. Roy [29] determined the embedding dimension of the minimal Euclidean representation by some
values of eigenspaces of the adjacency matrix A. First we prepare some notation. Let τi be the i-th
smallest distinct eigenvalue of A. Let mi be the multiplicity of τi, and Ei the eigenspace of τi. Let Pi be
the orthogonal projection matrix onto Ei. Let βi be the main angle of τi, namely,
βi := 1√
n
||Pi · j||,
where j is the all-ones column vector. Note that
nβ2i = max
v∈Ei,vT v=1
(vT j)2 = max
v∈Ei
(vT j)2
vTv
,
and likewise
1
nβ2i
= min
v∈Ei
vTv
(vT j)2
= min
v∈Ei,vT j=1
vTv. (2.2)
Remark that Roy [29] used the matrix A + bA (1 < b ) instead of our Mc = cA + A (0  c < 1). For
avoiding the discussion of the case b → ∞, we rewrite Roy’s theorem usingMc .
Theorem 2.4 [29, Lemmas 4–6, Theorem 7]. Suppose 0  c < 1 satisfies (c) = 0. Let d be the
embedding dimension of Mc. Then the following hold:
(1) If β1 = 0, then c = (τ1 + 1)/τ1 and d = n − m1 − 1.
(2) If β1 = 0 and m1 > 1, then c = (τ1 + 1)/τ1 and d = n − m1.
(3) If β2 = 0, m1 = 1, τ2 < −1, and
β21
τ2 − τ1 =
∑
i3
β2i
τi − τ2 ,
then c = (τ2 + 1)/τ2 and d = n − m2 − 2.
(4) If β2 = 0, m1 = 1, τ2 < −1, and
β21
τ2 − τ1 >
∑
i3
β2i
τi − τ2 ,
then c = (τ2 + 1)/τ2 and d = n − m2 − 1.
(5) Otherwise, we have c < (τ1 + 1)/τ1, c = (τ2 + 1)/τ2 and d = n − 2.
We say G satisfying the condition (i) in Theorem 2.4 is of Type (i) for i = 1, 2, . . . , 5.
3. Sphericality of two-distance sets
We say X ⊂ Rd is spherical if X is on a sphere. In this section we show a necessary and sufficient
condition for a representation of a graph to be spherical. First we collect several lemmas.
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Lemma 3.1 [27]. Let M be a Euclidean distance matrix. Then the following are equivalent:
(1) A Euclidean representation of M is spherical.
(2) There exists a > 0 such that −M + aJ is a positive semidefinite matrix.
Note that there are several papers which have the results to check the sphericality of a distance
matrix [18,22,32].
For a square matrixM of size n, N = NM is defined to be the square matrix of size n − 1 such that
the entries Ni−1,j−1 = −Mij + M1,i + M1,j for i, j = 2, . . . , n. By Theorem 2.1, if M is a Euclidean
distance matrix, then the rank of NM is the embedding dimension ofM.
Lemma 3.2. Let M be a Euclidean distance matrix. Then | − M + aJ| = | − M| + a|N| for any a ∈ R.
Proof. For any a ∈ R, we have the equality
| − M + aJ| =
∣∣∣∣∣∣
a v
vT N
∣∣∣∣∣∣ , (3.1)
where v = (−M1,2,−M1,3, . . . ,−M1,n). From the expansion by the first column, it holds that | −
M + aJ| = a|N| + c, where c ∈ R does not depend on a. When a = 0, | − M| = c. Therefore this
lemma follows. 
A necessary and sufficient condition for a representation of a graph to be spherical is obtained from
the following propositions.
Proposition 3.3. Let M be a Euclidean distance matrix. If the rank of −PMP is n − 1, then a Euclidean
representation of M is spherical.
Proof. By our assumption,−M is positive definite on j⊥. Therefore−M has n−1 of positive eigenval-
ues. From this fact,−M+aJ also has n−1 of positive eigenvalues. By Lemma 3.2, we have the equality
| − M + aJ| = | − M| + a|N|. Clearly there exists a ∈ R such that | − M + aJ| = 0 because the rank
of N is n − 1 and |N| = 0. Then −M + aJ has a zero eigenvalue. Since −M + aJ has n − 1 of positive
eigenvalues and a zero eigenvalue,−M + aJ is positive semidefinite. The diagonal entries of−M + aJ
are all a. Therefore we have a > 0. By Lemma 3.1, a Euclidean representation ofM is spherical. 
Let G be a simple graph which is neither a complete graph nor its complement. Let τi,mi, Ei andMc
be defined as above. The following proposition corresponds to Type (5) in Theorem 2.4.
Proposition 3.4. Suppose c < (1 + τ1)/τ1, c = (1 + τ2)/τ2, and Mc is representable. If the rank of−PMcP is n − 2, then a Euclidean representation of Mc is not spherical.
Proof. We have the equality
−Mc + J = (1 − c)A + I.
Then i = (1− c)τi + 1 is the i-th smallest distinct eigenvalue of (1− c)A+ I. By Lemma 6 in [29], if
τ2 < −1, then c > (1 + τ2)/τ2, and hence
2 = τ2 + 1 − cτ2 > 0.
If −1  τ2 < 0, then 2 = τ2 + 1 − cτ2 > 0. If 0  τ2, then 2 = (1 − c)τ2 + 1 > 0. Moreover
1 = τ1 + 1 − cτ1 < 0
because our assumption c < (1 + τ1)/τ1 and τ1 < 0. Thus −Mc + J has a negative eigenvalue, and
n− 1 positive eigenvalues. This implies that for any a ∈ R, | −Mc + aJ| = |−Mc| = |−Mc + J| < 0
by Lemma 3.2. This theorem follows from Lemma 3.1. 
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The following proposition corresponds to Types (1),(2) in Theorem 2.4.
Proposition 3.5. Let c = (1 + τ1)/τ1. Then Mc is representable, and its Euclidean representation is
spherical.
Proof. The matrix
1
1 − c (−Mc + J) = A +
1
1 − c I = A − τ1I
is positive semidefinite. This proposition follows from Lemma 3.1. 
The following proposition corresponds to Types (3),(4) in Theorem 2.4.
Proposition 3.6. Suppose τ2 < −1, β2 = 0, and m1 = 1. Let c = (1+ τ2)/τ2. Then the following hold:
(1) If β21/(τ2 − τ1) =
∑
i3 β
2
i /(τi − τ2), then a Euclidean representation of Mc is not spherical.
(2) If β21/(τ2 − τ1) >
∑
i3 β
2
i /(τi − τ2), then a Euclidean representation of Mc is spherical.
Proof. Note that xT (−Mc + aJ)x = 0 for every x in E2, and any a ∈ R. Thematrix−Mc + aJ is positive
semi-definite if and only if xT (−Mc + aJ)x  0 for any x of the form x = k1v1 +∑i3:βi>0 kivi with
vi ∈ Ei and ki ∈ R because −Mc is positive semidefinite on j⊥. Without loss of generality, assume
xT j = 1 and vTi j = 1 with βi > 0, so k1 +
∑
i3:βi>0 ki = 1. Then, for any a ∈ R,
xT (−Mc + aJ)x = xT ((1 − c)A + I + (a − 1)J)x
= k211(vT1v1) +
∑
i3:βi>0
k2i i(v
T
i vi) + a − 1,
where i = τi(1 − c) + 1. Sincem1 = 1, we have vT1v1 = 1/(nβ21 ). The smallest value of vTi vi (i  3)
is 1/(nβ2i ) by (2.2). Hence, −Mc + aJ is positive semidefinite if and only if
min
k
⎧⎨
⎩k
2
11
β21
+ ∑
i3:βi>0
k2i i
β2i
+ (a − 1)n
⎫⎬
⎭ subject to k1 +
∑
i3:βi>0
ki = 1 (3.2)
is nonnegative. Note that 1 < 0 and i > 0 for i  3. For a fixed k1,
∑
i3
k2i i
β2i
is minimum at
ki = −tβ2i /i for i  3, where t is a normalization constant t = (1 − k1)/(
∑
i3:βi>0 −β2i /i).
Therefore,
min
k
⎧⎨
⎩k
2
11
β21
+ ∑
i3:βi>0
k2i i
β2i
+ (a − 1)n
⎫⎬
⎭
= min
k1
{
k211
β21
+ (1 − k1)
2∑
i3:βi>0 β2i /i
+ (a − 1)n
}
= min
k1
{(
1
β21
+ 1∑
i3:βi>0 β2i /i
)
k21 −
2∑
i3:βi>0 β2i /i
k1
+ 1∑
i3:βi>0 β2i /i
+ (a − 1)n
}
.
The coefficient of k21 is
1
β21
+ 1∑
i3:βi>0 β2i /i
= − 1
τ2
(
τ1 − τ2
β21
+ 1∑
i3:βi>0 β2i /(τi − τ2)
)
, (3.3)
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and the coefficient of k1 is negative.
(1) If β21/(τ2 − τ1) =
∑
i3 β
2
i /(τi − τ2), then (3.3) is zero. Therefore, for any a ∈ R, there exists
k1 ∈ R such that (3.2) is negative. This means that a Euclidean representation of Mc is not
spherical.
(2) If β21/(τ2 − τ1) >
∑
i3 β
2
i /(τi − τ2), then (3.3) is positive. There exists a ∈ R such that (3.2) is
non-negative for any k1 ∈ R. This means that a Euclidean representation ofMc is spherical. 
From Propositions 3.4, 3.5, and 3.6, we obtain a necessary and sufficient condition for a Euclidean
representation of G to be spherical as follows.
Theorem 3.7. Types (1)–(5) are given in Theorem 2.4. The following hold:
(1) The minimal representation of G of Types (1), (2), or (4) is spherical.
(2) The minimal representation of G of Types (3) or (5) is not spherical.
(3) Representations of embedding dimension n − 1 are spherical.
4. Characterization of strongly regular graphs
In this section,we give a characterization of strongly regular graphs fromEuclidean representations
of graphs.A strongly regular graphGwithparameters (n, k, λ, μ) is agraphwithnvertices andvalencyk
such that twodistinct verticeshaveλ commonneighbors if theyareadjacent, andμ commonneighbors
otherwise. The complement of a strongly regular graph is also strongly regular.
The Bose–Mesner algebra of a strongly regular graph is the algebra which is generated by I, A, A
over the complex field C. Let E0 = J, E1, and E2 be the primitive idempotents of the Bose–Mesner
algebra. Then Ei is a symmetric positive semi-definite matrix whose diagonal entires are the same.
A symmetric positive semi-definite matrix is identified with the Gram matrix of vectors in some-
dimensional Euclidean space. We can regard Ei as the spherical finite set with the Grammatrix Ei. The
spherical finite set is called the spherical embedding of a strongly regular graphwith respect to Ei. The
spherical embeddings with respect to E1 and E2 are clearly the minimal Euclidean representations of
a strongly regular graph and its complement.
First we collect several needed results. The following theorem is due to Cvetkovic and Doob [10],
[11, Proposition 4.5.2].
Theorem 4.1. Let PG(x) be the characteristic polynomial of A. Then
PG(x) = (−1)nPG(−x − 1)
⎛
⎝1 − n∑
i
β2i
x + 1 + τi
⎞
⎠ .
Corollary 4.2. (1) If βi = 0, then −1− τi is an eigenvalue of multiplicity at least mi of G. Moreover if−1 − τi is of multiplicity mi, then its main angle is 0.
(2) If βi = 0 and mi > 1, then −1 − τi is an eigenvalue of multiplicity at least mi − 1 of G. Moreover
if −1 − τi is of multiplicity mi − 1, then its main angle is 0.
Lemma 4.3. A graph with only two distinct eigenvalues is the disjoint union of the equal-sized complete
graphs.
Proof. This lemma is immediate from the fact that every connected component is of diameter 1. 
Remark 4.4. The disjoint union of the equal-sized complete graphs is strongly regular. Both minimal
representations of the disjoint union of the equal-sized complete graphs and its complement are of
Type (1).
2594 H. Nozaki, M. Shinohara / Linear Algebra and its Applications 437 (2012) 2587–2600
Let d be the rank of−PMcP for a graph G, where 0  c  1 satisfies(c) = 0. Let d be that for the
complement G. The following is the main theorem of the present paper.
Theorem 4.5. Let G be a simple graph which is neither a complete graph nor its complement. Then the
following are equivalent:
(1) G is strongly regular.
(2) d + d + 1 = n holds and both the minimal representations of G and G are spherical.
Proof. Let τi, mi, βi be defined as in Section 2, and τi, mi, βi be those of G. (1) ⇒ (2): The primitive
idempotents E1 and E2 are the Gram matrices of minimal Euclidean representations of a strongly
regular graph and its complement. Then (2) clearly holds.
(2) ⇒ (1): We consider all pairs of types in Theorem 2.4 for which the minimal Euclidean repre-
sentations are spherical.
Types (1) and (1): By d+d+1 = n, we havem1+m1+1 = n. Sinceβ1 = 0, (τ1 =)−1−τ1 > 0 is
an eigenvalue ofmultiplicity at leastm1 ofG. This implies thatG has atmost three distinct eigenvalues.
If G has only two distinct eigenvalues, then G is strongly regular by Lemma 4.3.
Suppose G has only three distinct eigenvalues. Since β1 = 0 and β1 = 0, j is an eigenvector of A,
therefore G is regular. Now the multiplicity of the maximum eigenvalue is equal to 1, and hence G is
connected. A connected regular graph with exactly three distinct eigenvalues is strongly regular [15,
Lemma 10.2.1].
We give a contradiction for every case except for (1)(1).
Types (1) and (2): By d + d + 1 = n, we havem1 + m1 = n. Since β1 = 0, (τ1 =) − 1 − τ1 > 0
is an eigenvalue of multiplicity at leastm1 of G. This implies that G has only two distinct eigenvalues,
and hence G is the disjoint union of the equal-sized complete graphs by Lemma 4.3. This contradicts
Remark 4.4.
Types (1) and (4): By d+d+1 = n, wehavem1+m2+1 = n. Sinceβ1 = 0, (τ1, τ2 =)−1−τ1 > 0
is an eigenvalue of multiplicity at least m1 of G. Since m1 = 1, G has only three distinct eigenvalues.
This contradicts the fact that the main angle of the largest eigenvalue is positive [17, Theorem 8.2.11].
Types (2) and (2): By d+d+1 = n, we havem1+m1−1 = n. Sinceβ1 = 0, (τ1 =)−1−τ1 > 0 is
an eigenvalue ofmultiplicity at leastm1 −1 of G. This implies that G has only two distinct eigenvalues,
and hence G is the disjoint union of the equal-sized complete graphs by Lemma 4.3. This contradicts
Remark 4.4.
Types (2) and (4): By d+d+1 = n, we havem1+m2 = n. Sinceβ1 = 0, (τ1, τ2 =)−1−τ1 > 0 is
an eigenvalue ofmultiplicity at leastm1 −1 of G. Bym1 +m2 = n,−1−τ1 is the largest eigenvalue of
G. This contradicts the fact that themain angle of the largest eigenvalue is positive [17, Theorem8.2.11].
Types (4) and (4):Byd+d+1 = n,wehavem2+m2+1 = n. Sinceβ2 = 0, (τ1, τ2 =)−1−τ2 > 0 is
an eigenvalue ofmultiplicity at leastm2 ofG.We can give a contradiction by the sameway of (1)(4). 
A graph G with d + d + 1 = n can be regarded as a generalization of strongly regular graphs. We
introduce the definition of spherical designs [12] that are closely related to strongly regular graphs or
association schemes (see [6] for the definition of association schemes). For a positive integer t, a finite
non-empty set X in the unit sphere Sm−1 is called a spherical t-design in Sd−1 if the following condition
is satisfied:
1
|X|
∑
x∈X
f (x) = 1|Sd−1|
∫
Sd−1
f (x)dμ(x)
for all polynomials f (x) = f (x1, . . . , xd) of degree not exceeding t. Here |∗| denotes the cardinality,
and |Sd−1| denotes the volume of the sphere Sd−1.We say t is the strength of X ⊂ Sd−1. A fundamental
result in [12] is that if for parameters the number of distances s and strength t, the inequality t  2s−2
holds, then X carries the structure of an association scheme of class s [12, Theorem 7.4]. Therefore a
spherical two-distance set with strength 2 has the structure of a strongly regular graph. Conversely
the minimal Euclidean representation of a strongly regular graph is a spherical 2-design [8].
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A concept of Euclidean designs was introduced by Neumaier and Seidel [28] as an extension of
spherical designs. LetX beafinite set inRd. SupposeX is supportedbyp concentric spheres S1∪· · ·∪Sp,
that is, Xi := X ∩ Si is non-empty, where Si is the sphere of radius ri centered at the origin. We say X
is a Euclidean t-design if there exists a positive weight function w(x) on X such that
p∑
i=1
w(Xi)
|Si|
∫
Si
f (x)dμi(x) =
∑
x∈X
w(x)f (x)
for every polynomial f of degree not exceeding t, where w(Xi) := ∑x∈Xi w(x). If p = 1 and w is
constant, then a Euclidean t-design is a spherical t-design. A d-variable polynomial is said to be har-
monic if its Laplacian is equal to zero. Let Harmi(R
d) be the linear space of all homogeneous harmonic
polynomials of degree i, with d variables. The following equivalent conditions are needed later.
Theorem 4.6. Let X be a finite set in Rd, w a positive weight function on X. Let (, ) be the usual inner
product onRd. Then the following are equivalent.
(1) (X,w) is a Euclidean t-design inRd.
(2)
∑
x∈X w(x)f (x) = 0 for any polynomial f ∈ ||x||2j Harml(Rd) with 1  l  t, and 0  j (t − l)/2.
(3) For each 1  l  t, 0  j  (t − l)/2, and any α ∈ Rd, we have
∑
x∈X
w(x)||x||2j(x, α)l =
{
0, if l is odd,
cl,j(α, α)
l
2 , if l is even,
where cl,j is a real number depending only on l and j.
Moreover, if (3) holds, then
cl,j = (l − 1)!!(d − 2)!!
(d + l − 2)!!
∑
x∈X
w(x)||x||l+2j.
Proof. (1) ⇔ (2): Please see [1,28].
(2) ⇒ (3): We consider the Gegenbauer expansion of the monomial
xl =
l∑
i=0
al,iG
(d)
i (x),
where al,i are real numbers, and theGegenbauer polynomials are normalized byG
(d)
i (1) = dim(Harmi
(Rd)) =: hi. For each 1  l  t, 0  j  (t − l)/2 and any α ∈ Rd,∑
x∈X
w(x)||x||2j(x, α)l = ∑
x∈X
w(x)||x||2j+l||α||l(x/||x||, α/||α||)l
= ∑
x∈X
w(x)||x||2j+l||α||l
l∑
i=0
al,iG
(d)
i ((x/||x||, α/||α||))
= ∑
x∈X
w(x)||x||2j+l||α||l
l∑
i=0
al,i
hi∑
m=1
ϕi,m(x/||x||)ϕi,m(α/||α||)
= ||α||l
l∑
i=0
hi∑
m=1
al,iϕi,m(α/||α||)
∑
x∈X
w(x)||x||l−i+2jϕi,m(x)
= ||α||lal,0
∑
x∈X
w(x)||x||l+2j,
2596 H. Nozaki, M. Shinohara / Linear Algebra and its Applications 437 (2012) 2587–2600
where {ϕi,m}him=1 are an orthonormal basis of Harmi(Rd) with respect to the inner product
〈f , g〉 := 1|Sd−1|
∫
Sd−1
f (x)g(x)dμ(x).
If l is odd, then al,0 = 0. If l is even, then
al,0 = (l − 1)!!(d − 2)!!
(d + l − 2)!! =
1 · 3 · · · (l − 1)
d(d + 2) · · · (d + l − 2) .
(3) ⇒ (1): Let 
α := ∑di=1 ∂2/∂α2i . By direct calculation, we obtain

α(α, α)
m = 2m(2m + d − 2)(α, α)m−1 (4.1)
and

α(α, x)
m = m(m − 1)||x||2(α, x)m−2. (4.2)
By our assumption, ifm is odd, then
p∑
i=1
w(Xi)
|Si|
∫
Si
||x||2j(x, α)mdσi(x) = 0 =
∑
x∈X
w(x)||x||2j(α, x)m. (4.3)
Ifm is even, we have∑
x∈X
w(x)||x||2j(α, x)m = cm,j(α, α)m2 (4.4)
for 2  m  t, and 0  j  (t − m)/2. Then
m(m + d − 2)cm,j(α, α)m−22 = 
αcm,j(α, α)m2 by (4.1)
= 
α
⎛
⎝∑
x∈X
w(x)||x||2j(α, x)m
⎞
⎠ by (4.4)
= m(m − 1)∑
x∈X
||x||2(j+1)w(x)(α, x)m−2 by (4.2)
= m(m − 1)cm−2,j+1(α, α)m−22 by (4.4).
Therefore, (m + d − 2)cm,j = (m − 1)cm−2,j+1. On the other hand,
p∑
i=1
w(Xi)
|Si|
∫
Si
||x||2j(x, α)mdσi(x)
is invariant by the action of O(Rd) as a polynomial of α. Hence, we can express
p∑
i=1
w(Xi)
|Si|
∫
Si
||x||2j(x, α)mdσi(x) = c′m,j(α, α)
m
2 ,
where c′m,j is constant depending only on m and j [19, Theorem 3.4.4]. Similarly, we can also obtain
(m + d − 2)c′m,j = (m − 1)c′m−2,j+1. Since c0,j = c′0,j =
∑p
i=1 w(Xi)r
2j
i , we have cm,j = c′m,j for any j
and evenm. Therefore we have
p∑
i=1
w(Xi)
|Si|
∫
Si
||x||2j(x, α)mdσi(x) =
∑
x∈X
w(x)||x||2j(α, x)m.
Since it is well known that Span{(x, α)l | α ∈ Rd} = Homl(Rd), (3) ⇒ (1) holds. 
Theorem 4.6 is known for spherical designs, and its proof is similar to that of spherical designs [33].
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Theorem 4.7. Let X be a finite set inRd, and M the Gram matrix of X. The following are equivalent:
(1) X is a Euclidean 2-design inRd with the constant weight w(x) ≡ 1.
(2) MJ = 0, and D2 = D, where
D := d∑
x∈X ||x||2M.
Proof. (1) ⇒ (2): By Theorem 4.6, we have∑
x∈X
(x, α) = 0, (4.5)
∑
x∈X
(x, α)2 = 1
d
∑
x∈X
||x||2(α, α) (4.6)
for any α ∈ Rd. For any α, β ∈ Rd, we also have∑
x∈X
((x, α)2 + 2(x, α)(x, β) + (x, β)2) = ∑
x∈X
(x, α + β)2
= 1
d
∑
x∈X
||x||2(α + β, α + β)
= 1
d
∑
x∈X
||x||2((α, α)2 + 2(α, β) + (β, β)2).
This implies that
∑
x∈X
(x, α)(x, β) = 1
d
∑
x∈X
||x||2(α, β), (4.7)
for any α, β ∈ Rd. ThereforeMJ = 0 follows from (4.5), and D2 = D follows from (4.6) and (4.7).
(2) ⇒ (1): By our assumption, for each y, z ∈ X , we have∑
x∈X
(x, y) = 0,
∑
x∈X
(x, y)(x, z) = 1
d
∑
x∈X
||x||2(y, z).
Note that there exists {y1, . . . , yd} ⊂ X such that SpanR{y1, . . . , yd} = Rd. For∑di=1 aiyi with any
ai ∈ R, we have
∑
x∈X
⎛
⎝x, d∑
i=1
aiyi
⎞
⎠ = ∑
x∈X
d∑
i=1
ai(x, yi)
=
d∑
i=1
ai
∑
x∈X
(x, yi)
= 0,
and
∑
x∈X
⎛
⎝x, d∑
i=1
aiyi
⎞
⎠2 =∑
x∈X
⎛
⎝ d∑
i=1
ai(x, yi)
⎞
⎠2
=∑
x∈X
d∑
i=1
d∑
j=1
aiaj(x, yi)(x, yj)
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=
d∑
i=1
d∑
j=1
aiaj
∑
x∈X
(x, yi)(x, yj)
=
d∑
i=1
d∑
j=1
aiaj
1
d
∑
x∈X
||x||2(yi, yj)
= 1
d
∑
x∈X
||x||2
⎛
⎝ d∑
i=1
aiyi,
d∑
j=1
ajyj
⎞
⎠ .
Therefore by Theorem 4.6, (2) ⇒ (1) holds. 
Some similar results to Theorems 4.6 and 4.7 are written in [21,24]. The following is a characteri-
zation of a simple graph satisfying d + d + 1 = n.
Theorem 4.8. If d + d + 1 = n holds, then both the minimal representations of G and G are Euclidean
2-designs with a constant weight by choosing the suitable origin.
Proof. Put d1 = d and d2 = d. Suppose 0  a, b < 1 are the real numbers such that aA + A and
A + bA are representable inRd1 andRd2 , respectively. Let
N1 = −P(aA + A)P and N2 = −P(A + bA)P.
By Theorem 2.2, Ni is a positive semidefinite matrix of rank di, and hence we can express Ni = BiBTi ,
where Bi is an n × di matrix. Since d1 + d2 + 1 = n, we have the equality
BBT = (1 − b)N1 + (1 − a)N2 = (ab − 1)P(A + A)P, (4.8)
where B is the n × (n − 1) matrix [√1 − b B1,√1 − a B2]. The right hand side of (4.8) is the Gram
matrix of the regular simplex on the (n − 1)-dimensional sphere. This implies that the set of the row
vectors of B is a spherical 2-design in Sn−2. Note that Harmj(Rdi) ⊂ Harmj(Rn) for any non-negative
integer j. By Theorem 4.6, for ϕi ∈ Harmj(Rdi) with j = 1, 2, we have
0 = ∑
B
ϕi(x) =
∑
Bi
ϕi(x),
where the summations are through the rowvectors of the correspondingmatrices. If the rowvectors of
Bi are mutually distinct, then the set of them is a Euclidean 2-design with a constant weight function.
If the embedding corresponding to Bi is not injective, then it is the regular simplex and a spherical
2-design. 
Remark 4.9. The inequality d1 + d2  n − 1 holds for any simple graph, because of the equality
(1 − b)N1 + (1 − a)N2 = (ab − 1)P(A + A)P,
where Ni are defined as in the proof of Theorem 4.8.
We have several examples satisfying the condition in Theorem 4.8.
Example 4.10. A disjoint union of two complete graphs G = Kn1 ∪ Kn2 which have distinct sizes
(n1 = n2). Then d = 1 and d = n − 2.
Remark 4.11. We have a lower bound |X|  d + 1 for the cardinality of a Euclidean 2-design X in
R
d [13]. A (d + 1)-point Euclidean 2-design is constructed in [3]. The minimal representation of G in
Example 4.10 is a second smallest Euclidean 2-design.
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Example 4.12. Let G be the graph obtained from Lisoneˇk’s 45-point two-distance set inR8 [23]. Then
d = 8 and d = 36.
Example 4.13. Let X1, X2, and X3 be three 9-point maximal 2-distance sets whose distance ratios are
the golden ratio in R4 [23]. Let Gi be the graph obtained from Xi. Then for each Gi, d = 4 and d = 4.
Note that G1 = G2, and G3 = G3.
Now we discuss the graph obtained from a Euclidean 2-design which has only two distances, and
a constant weight.
Theorem4.14. Let X ⊂ Rd be a two-distance set with distances a and b (a < b), and a Euclidean 2-design
with a constant weight. Let G be a simple graph whose edge set is {x, y | d(x, y) = a}. Then G satisfies
1 + d + d = n.
Proof. Since X is a Euclidean 2-design with a constant weight and Theorem 4.7, the Gram matrix D
satisfies D2 = D by scaling. Let A be the adjacency matrix of G, and A that of the complement G. There
exists c > 0 such that cD = −P(aA + A)P. Let N = −P(A + bA)P be the Gram matrix of a minimal
representation of G. We have the expression
(1 − b)cD + (1 − a)N = (ab − 1)P(A + A)P = (1 − ab)
(
I − 1
n
J
)
.
SinceD2 = D, the non-zero eigenvalues ofD are all 1. Let E0 be thenull space ofN. Note that Rank(N) =
d  n − 2, dim(E0)  2, and j ∈ E0. For 0 = v ∈ E0 ∩ j⊥, we have
((1 − b)cD + (1 − a)N)v = (1 − ab)
(
I − 1
n
J
)
v
(1 − b)cDv = (1 − ab)v.
This shows c = (1 − ab)/(1 − b). Thus the equality
1 − a
1 − abN = I −
1
n
J − D,
implies Rank(N) = n − 1 − Rank(D). Therefore the theorem follows. 
Remark 4.15. It is known that if X is a spherical 2-design with only two distances, then X has the
structure of a strongly regular graph [12]. Theorem 4.14 is a generalization of this result. This fact
shows that the graph with 1 + d + d = n is a very natural generalized concept of a strongly regular
graph from the view point of theory of designs and codes.
Problem4.16. Does a graphGwith d+d+1 = nhave a certain algebraic combinatorial structure even
when the minimal representations are not spherical? Actually above examples have the structures of
coherent configurations of the following types in the sense of Higman [16].
Example 4.10: Type
⎡
⎣ 2 1
1 2
⎤
⎦ .
Example 4.12: Type
⎡
⎣ 2 2
2 3
⎤
⎦ .
Example 4.13: G1: Type
⎡
⎢⎢⎢⎣
1 1 1
1 2 2
1 2 2
⎤
⎥⎥⎥⎦, G3: Type
⎡
⎢⎢⎢⎣
2 2 1
2 2 1
1 1 3
⎤
⎥⎥⎥⎦ .
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