In this work, we present an investigation of recent deconvolution methods proposed by von Schroeter et al. (2002 Schroeter et al. ( , 2004 , Levitan (2005) and Levitan et al. (2006), and Ilk et al. (2006a, b). These works offer new solution methods to the long-standing deconvolution problem and make deconvolution a viable tool for well-test and production-data analysis. However, there exists no study presenting an independent assessment of all these methods, revealing and discussing specific features associated with the use of each method in a unified manner. The algorithms used in this study for evaluating the von Schroeter et al. and Levitan methods represent our independent implementations of their methods based on the material presented in their papers, not the original algorithms implemented by von Schroeter et al. and Levitan. Three synthetic cases and one field case are considered for the investigation.
Introduction
Applying deconvolution for well-test and production data analysis is important because it provides the equivalent constant rate/ pressure response of the well/reservoir system affected by variable rates/pressures (von Schroeter et al. 2002 (von Schroeter et al. , 2004 Levitan 2005; Levitan et al. 2006; Ilk et al. 2006a, b; Kuchuk et al. 2005) . With the implementation of permanent pressure and flow-rate measurement systems, the importance of deconvolution has increased because it is now possible to process the well test/production data simultaneously and obtain the underlying well/reservoir model (in the form of a constant rate pressure response). New methods of analyzing well-test data in the form of a constant-rate drawdown system response and production data in the form of a constantpressure rate system response have emerged with development of robust pressure/rate (von Schroeter et al. 2002 (von Schroeter et al. , 2004 Levitan 2005; Levitan et al. 2006; Ilk et al. 2006a, b) and rate/pressure (Kuchuk et al. 2005 ) deconvolution algorithms. In this work, we focus on the pressure/rate deconvolution for analyzing well-test data.
For over a half century, pressure/rate deconvolution techniques have been applied to well-test pressure and rate data as a means to obtain the constant-rate behavior of the system (Hutchinson and Sikora 1959; Coats et al. 1964; Jargon and van Poollen 1965; Kuchuk et al. 1990 ; Thompson and Reynolds 1986; Baygun et al. 1997) . A thorough review and list of the previous deconvolution algorithms can be found in von Schroeter et al. (2004) . The primary objective of applying pressure/rate deconvolution is to convert the pressure data response from a variable-rate test or production sequence into an equivalent pressure profile that would have been obtained if the well were produced at a constant rate for the entire duration of the production history.
If such an objective could be achieved with some success, then, as stated by Levitan, the deconvolved response would remove the constraints of conventional analysis techniques (Earlougher 1977; Bourdet 2002 ) that have been built around the idea of applying a special time transformation [e.g., the logarithmic multirate superposition time (Agarwal 1980) ] to the test pressure data so that the pressure behavior observed during individual flow periods would be similar in some way to the constant-rate system response. As also stated by Levitan, the superposition-time transform does not completely remove all effects of previous rate variations and often complicates test analysis because of residual superposition effects.
Unfortunately, deconvolution is an ill-posed inverse problem and will usually not have a unique solution even in the absence of noise in the data. Even if the solution is unique, it is quite sensitive to noise in the data, meaning that small changes in input (measured pressure and rate data) can lead to large changes in the output (deconvolved) result. Therefore, this ill-posed nature of the deconvolution problem combined with errors that are inherent in pressure and rate data makes the application of deconvolution a challenge, particularly so in terms of developing robust deconvolution algorithms which are error-tolerant. Although there exists a variety of different deconvolution algorithms proposed in the past, only those developed by von Schroeter et al., Levitan, and Ilk et al. appear to offer the necessary robustness to make deconvolution a viable tool for well-test and production data analysis. In this paper, our objectives are to conduct an investigation of these three deconvolution methods and to establish the advantages and limitations of each method.
As stated in the abstract, the algorithms used in this study for evaluating the von Schroeter et al. and Levitan methods represent our independent implementations based on the material presented in their papers; therefore, our implementations may not be identical to their versions. However, as is shown later, validation conducted on the simulated (test) data sets (von Schroeter et al. 2004; Levitan 2005 ) sent to us directly by von Schroeter and Levitan shows that our implementations reproduce almost exactly the same results generated by their original algorithms for these simulated data sets.
The paper is organized as follows: First, we describe the pressure/rate deconvolution model and error model considered in this work. Then, we provide the mathematical background of the von Schroeter et al., Levitan, and Ilk et al. methods together with their specific features. We compare the performance of each method by considering three synthetic and one field well-test data sets. Finally, we provide a discussion of our results obtained from this investigation.
Pressure/Rate Deconvolution Model
The pressure/rate deconvolution model considered in this study [as well as in von Schroeter et al. (2002 [as well as in von Schroeter et al. ( , 2004 , Levitan (2005) , Levitan et al. (2006) , and Ilk et al. (2006a, b) ] is given by the wellknown convolution integral (van Everdingen and Hurst 1949) : where q m (t) and p m (t) are the measured flow rate and pressure at any place in the wellbore including the wellhead or sandface, and p 0 is the initial pressure. In Eq. 1, p u is referred to as the drawdown pressure response of the well/reservoir system if the well were produced at a constant unit-rate. Thus, p u is the rate-normalized pressure response in psi/(STB/D), and any reference rate other than unity can also be used for normalizing p u . Throughout this paper, p u is normalized by a constant rate of 1 STB/D. Eq. 1 assumes that at the beginning of production, the wellbore/ reservoir system is in equilibrium and pressure is uniform throughout the system at p 0 . In addition, Eq. 1 is an expression of the principle of superposition (van Everdingen and Hurst 1949) that is valid only for linear systems (e.g., single-phase flow of slightly compressible fluid in porous media).
It can be shown that Eq. 1 is valid if the wellbore-storage coefficient and the skin factor are constant during the entire history of pressure and rate measurements. If these constraints are satisfied by the test data, then p u (t) generated from Eq. 1 will represent the constant unit-rate drawdown pressure response of the system including the effects of the skin and wellbore-storage, C w , which is caused by the wellbore volume below the point at which the rate q m is measured (Kuchuk 1990) . By considering simulated test data that have different wellbore-storage coefficients during different flow periods, Levitan demonstrates that Eq. 1 fails to produce a physically meaningful response function p u (t), particularly during the late-time portion of the response, when Eq. 1 is applied to the pressures for the entire test sequence. Levitan (2005) and Levitan et al. (2006) also discuss other cases (e.g., interference effects and commingled reservoirs) and note that Eq. 1 is not the correct superposition equation for such cases.
When dealing with inconsistent data sets, which are usually the case in real test data, Eq. 1 should be used with caution (von Schroeter et al. 2004; Levitan 2005) . Here, inconsistent data may be simply defined as the data (acquired during the test sequence) that cannot be described by the deconvolution model of Eq. 1 (e.g., the data acquired under the situations where wellbore-storage coefficient and/or skin change, or multiphase flow effects occur near the wellbore during the test sequence). For inconsistent data sets, Levitan and Levitan et al. suggest that a deconvolution algorithm based on Eq. 1 should be applied by using the pressure data from an individual flow period(s) and by keeping rates and initial pressure fixed in each run. Typically, the individual flow period(s) is a pressure buildup portion of the test sequence. Levitan shows that when used in this mode, the algorithm produces reliable results for p u (t), and hence deconvolution of test pressure data performed one flow period at a time provides for a consistency check. Based on our understanding of his approach, Levitan seems to assume that inconsistency (or quality) of rate data could be determined by comparison of the constant unit-rate drawdown derivative curves pertaining to each buildup period. His basic assumption is that if the curves lay on top of each other, particularly at late times, then the rates are consistent, unless the model changes during the test. Should the curves not overlay, then one can think that there is a problem with the rates, which has to be resolved before proceeding with deconvolution. However, it is not clear how such an approach would work when both initial pressure and rate history could contain errors because Levitan et al. also show that initial pressure has a profound effect on the late portion of deconvolved responses. They recommend a trial-and-error procedure, wherein the initial pressure is treated as a constraint parameter, to determine initial pressure from at least two buildup periods. An application of Levitan's methodology to a synthetic test for which both initial and rate data are uncertain can be found in the meeting version of this work [see Synthetic Example 3 (Çinar et al. 2006) ].
On the other hand, when applying the deconvolution model of Eq. 1 to inconsistent data sets, von Schroeter et al. (2004) suggest a strategy based on applying deconvolution successively to increasing portions of the signal while monitoring rate and pressure matches. In this strategy, rate history and/or initial pressure are treated as unknown in deconvolution. In our view, this strategy assumes that we have an a priori knowledge of expected error margins in pressure and rate data, and most importantly, that such a prior knowledge is correct. If so, then one can detect any inconsistency in rates as well as inconsistency between the data set and the deconvolution model by using a statistical evaluation of the results. As will be shown with the example applications later, this strategy also proves useful for detecting inconsistencies in deconvolution in cases for which the expected error margins for rate and pressure data are known or can be estimated.
As to be discussed later, the three deconvolution methods each have built-in flexibility to process the pressure for any subset of flow and buildup periods in a test sequence by accounting for the entire flow rate history from the start of the test to the end of the flow or buildup period to be deconvolved. Note that only the deconvolution methods of von Schroeter et al. and Levitan have a built-in flexibility to allow the user to treat the rate and/or initial pressure as unknown in deconvolution; Ilk et al. does not have this flexibility. Later, we will discuss the conditions under which estimating rate or correcting measured rates and initial pressure by deconvolution of measured pressure data alone could be feasible.
Error Model. In this work, we compare the performance of the three deconvolution methods based on Eq. 1 using simulated pressure and rate data sets corrupted by noise. As in the von Schroeter et al. work, we consider independent, identically distributed normal random errors with zero mean and specified standard deviations for pressure and rate data computed from, respectively, Here, ⌬p represents the M-dimensional vector of true pressure changes generated from a particular well/reservoir model, while q represents the N-dimensional vector of true input flow rates.
(Note: throughout, a boldface lower case letter denotes a column vector, while a boldface capital letter denotes a matrix.) x 2 (‫√ס‬x 1 2 +x 2 2 + и и и) is the l 2 -norm. The error levels as a fraction of the pressure change and rate are represented by p and q , respectively. For example, p ‫ס‬ q ‫50.0ס‬ corresponds to an error level of 5%. Given true pressure change and rate data, along with specified p and q , Eqs. 2 and 3 are used to compute and ␦, the M-dimensional and N-dimensional vectors of normal errors generated for pressure change and rate data, respectively. These sets of random errors are added to the true pressure and rate data to generate the corrupted (or "measured") pressure p m and rate q m which will be used for deconvolution. That is, This error generation process will provide the same standard deviation of errors in both the absolute pressure p m and the pressure change ⌬p m (‫ס‬p 0 -p m ). However, the specified error level ( p ) for the pressure change data may not correspond to the same error level in the pressure data p m because magnitudes of the pressure and pressure change data may differ significantly.
One may wish to question the validity of using independent, identically distributed normal random errors with zero mean and specified standard deviations to model errors in both the pressure and rate data. However, this is the most commonly used model to interpret the errors in actual pressure and rate measurements. Also, the assumption of randomly distributed errors forms the basis of the all three methods considered in this study. However, we note that the model may not be realistic in all cases and can lead to misleading results in deconvolution-particularly for tests where the rates are allocated based on a few measurements. It is possible, but beyond the scope of this paper, to use more general error models; for example, systematic and/or normal errors with zero mean and variable variance and with correlations (i.e., nondiagonal covariance matrix for errors).
Description of Deconvolution Methods Considered
Here, we present a description of each of the three pressure/rate deconvolution methods.
Von Schroeter et al. Deconvolution Method. The von Schroeter et al. method is based on three novel ideas: First, Eq. 1 is solved not for the constant-unit-rate response p u (t), but for the z (or response) function based on its derivate with respect to the natural logarithm of time as defined by z͑͒ = ln ͫ dp u ͑t͒
where ‫ס‬ln(t). The selection of z() as a new solution variable ensures that the dp u (t)/d lnt is positive, a necessary condition that a constant-unit-rate response of the system should satisfy. This use of z() converts Eq. 1 to a nonlinear convolution equation given by
Second, a regularization based on the curvature of z() is imposed to achieve some degree of smoothness of the solution z() and to improve the conditioning of the deconvolution algorithm.
Third, their formulation accounts for errors in both the rate and pressure data by considering a special least-squares formulation known as the Total Least-Squares (TLS) problem (von Schroeter et al. 2002 (von Schroeter et al. , 2004 Golub et al. 1999; Björck 1996) . Within the TLS concept, the deconvolution problem can be posed as an unconstrained nonlinear minimization for which the objective function is defined as (von Schroeter et al. 2002 (von Schroeter et al. , 2004 )
The arguments given in the parentheses of the objective function E represent the unknowns to be determined by minimizing E. As with von Schroeter et al., we minimize the objective function of Eq. 8 with the variable projection algorithm given by Björck (1996) . This algorithm is based on the separable least-squares problem and requires minimization of two (one linear, other nonlinear) least-squares objective functions. For the solution of these least-squares problems, we implemented the singular value decomposition algorithm called SVDCMP found in Press et al. (1986) . When updating the solution vector in Eq. 8, we use the line search algorithm called LINMIN found in Press et al. (1986) . We use the same strategies as von Schroeter et al. for choosing grid nodes, starting values of p 0 , z, and y in the nonlinear minimization as well as the same termination criterion. In Eq. 8, y represents the N-dimensional column vector of computed (or true, unobserved) rates, and C is the M×N dimensional matrix of response coefficients, D is the (L−1)×L constant matrix in curvature measure. z is the L-dimensional vector of response coefficients, and k is the (L−1)-dimensional vector in curvature measure as given by k T ‫,1(ס‬ 0, . . . , 0). The analytical expressions for the elements of the M×N matrix C are derived by approximating the flow rate q m (t) with stepwise constant-rate functions [as prescribed in von Schroeter et al. (2002 [as prescribed in von Schroeter et al. ( , 2004 ]. The elements of the (L−1)×L constant matrix D are given by Eqs. B-6a and B-6b in von Schroeter et al. (2004) . The solution z i in Eq. 8 is approximated as a piecewise-linear function on a grid of points i , i‫,1ס‬ 2, . . . , L, usually with a uniform constant grid increment ⌬ [see Eq. 63 of von Schroeter et al. (2004) ]. As suggested by von Schroeter et al., we use 40 grid nodes and choose the first node as 10 −3 hours and the last node as the total test duration, unless otherwise stated. Furthermore, as consistent with the material presented by von Schroeter et al., L−1 curvature constraint equations are used in Eq. 8, and the wellbore-storage unit-slope line assumption at/before the first node is implemented.
The and appearing in the right side of Eq. 8 are the relative error weight and regularization parameter (von Schroeter et al. 2002 (von Schroeter et al. , 2004 (2004) state, determining the optimal value of in this way requires a trial-and-error procedure and is subjective. Similar to von Schroeter et al., we find that for a fixed number of nodes, the optimal value of depends on well/reservoir model and on the error levels in the pressure and rate data.
A disadvantage that may be noted about the von Schroeter et al. method is their assumption regarding the behavior of the z function before the first node. They assume that the wellbore-storage unitslope line is valid for the behavior of the z response before/at the first grid node. As is shown in "Synthetic Example 1" section, in cases where this assumption is violated, the deconvolved response at early times can be in error. As discussed in the next two sections, the Levitan and Ilk et al. methods remove this restriction.
The deconvolution method of von Schroeter et al. gives the user an option to treat not only the z-response as unknown in deconvolution, but also treat the rate history and/or initial pressure as unknown. (The same option is also true for the Levitan method, but not for the Ilk et al. method.) Unlike Levitan and Ilk et al., von Schroeter et al. (2002, 2004 ) provide a concrete error analysis based on Gaussian statistics and show how to compute such statistics as a posteriori estimates of standard deviation of pressure and rate errors, and 95% confidence intervals for the estimates. Inspecting such statistics with the available knowledge of expected error margins in pressure and rate data are indeed very useful in evaluating the validity of the results obtained from deconvolution. In our implementation of the von Schroeter et al. method (and Levitan method), we also compute such statistics and show their utility in some of the synthetic and field data cases to be considered later.
We also note that in the work of von Schroeter et al. the focus is the reconstruction of the derivative of the constant-unit-rate pressure (i.e., z(t)) with respect to the logarithm of time (see Eq. 6). They do not comment how to reconstruct the constant-unit-rate pressure response p u (t) from the estimated z response.
Our results show that their method can be used to reconstruct p u (t) from the estimated z response by use of the discretized version of Eq. 7 (with all q m s replaced by unity; see Eqs. 12 and 13) in cases where wellbore-storage effects exist at early-time portions of the data. In cases where there is minimal or no wellbore-storage effects, our results indicate that we can still reconstruct p u (t), but in such cases, the z value estimated for the first grid node (i.e., z 1 at t 1 ) interestingly contains a "Dirac delta" component which represents the skin effect. In other words, z has a discontinuity at the first node in the von Schroeter et al. method; estimated e z1 is equal to the correct value of the p u (t) function at t 1 , but not to the correct value of the dp u (t)/d lnt function at t 1 , and estimated e z at the other nodes at the very early times suffer from the "left-end" effects for approximately a log-cycle due to the unit-slope line assumption before/at the first grid node. This point will be further examined in the "Synthetic Example 1" section.
An Assuming piecewise linear representation of the z function, and a wellbore-storage unit-slope trend at/before the first node, we can derive the following discrete form of Eq. 12:
where t i represent the times at which the z function is computed, and L represents the number of nodes.
Thus, after the z function is estimated by minimizing the objective function given by Eq. 8, Eq. 13 can be used to construct the p u (t) function. If the assumption of a wellbore-storage unit-slope trend at/before the first node is satisfied, then it can be shown that
However, as mentioned previously, the estimated e z1 from the von Schroeter et al. encoding for the data sets with minimal or no wellbore effect represents p u (t 1 ), the unit-rate pressure drop at the first node including the skin effect, if it exists, but not the value of dp u (t 1 )/d lnt.
Levitan Deconvolution Method.
Levitan's method is based on the same concepts as proposed by von Schroeter et al. However, Levitan's method differs in two respects.
First, Levitan uses a deconvolution equation which removes the restriction of the von Schroeter et al. assumption that the wellborestorage unit-slope line is valid before the first node. Levitan's encoding for pressure/rate deconvolution equation assumes that the time corresponding to the first grid node 1 (or equivalently t 1 ) is sufficiently small so that Eq. 7 can be accurately approximated by
Second, Levitan uses an unconstrained, nonlinear weighted least-squares objective function involving the sum of three mismatch terms for pressure, rate, and curvature: where C is the M×N dimensional matrix of response coefficients for which analytical expressions can be derived by approximating the flow rate q m (t) using stepwise constant-rate functions and are given in von Schroeter et al. (2002 Schroeter et al. ( , 2004 . Note that the matrix C in the Levitan method is not identical to the matrix C in the von Schroeter et al. method because the integration limits in Eq. 7 and Eq. 15 are different. ỹ in Eq. 16 is an M-dimensional column vector of flow rates at the times where the pressure measurements, p m , are made. The elements of ỹ are also included in the elements of the unknown flow-rate vector of y. p , q , and c represent the error bounds (or scale parameters) for the pressure, rate and curvature constraints (Levitan 2005) . Like Levitan, we use the algorithm for unconstrained minimization given by Dennis and Schnabel (1983) to minimize the objective function of Eq. 16. The Levitan method considers p u (t 1 ) as an unknown, in addition to the unknowns p 0 , y, and z to be estimated by minimization of Eq. 16. We use the same strategies suggested by Levitan for choosing starting values of p u (t 1 ), p 0 , z, and y in nonlinear minimization of Eq. 16, and use 70 uniformly spaced nodes, as he suggested.
However, there are several points that are not stated or revealed by Levitan, regarding specific implementation of his method based on Eqs. 15 and 16. We believe that our observations given here will be useful to those readers interested in implementing the Levitan method.
The first point is related to the selection of the time for the first node, t 1 . In his paper, Levitan does not describe how to choose the value of t 1 to be used for constructing the z-response. He only states that if t 1 is sufficiently small, the model pressure can be represented as Eq. 15. In our applications, we usually choose t 1 to be less or equal to the minimum elapsed time (relative to the start of its flow period) of any point in the pressure signal. In the "Synthetic Example 1" section, we also examine the consequences of choosing small and large values of t 1 .
Secondly, it is not clear from Levitan's paper how the last term (or curvature constraint part) in the right side of the objective function given by Eq. 16 is treated, particularly for the first node. In his paper, Levitan states that he uses L−1 curvature constraints, where L is the number of nodes of the grid i , and he states that he uses the model prediction of a curvature constraint as given by von Schroeter et al. (2004) [see Eq. 9 of Levitan (2005) ]. For the purpose of discussion, here we recall Levitan's Eq. 9: As is shown later, we often find that the latter option provides a slightly better representation of the reconstructed z-response at early times than the former option. In addition, Levitan does not specifically show how he constructs the p u (t) function. He only states that p u (t) can be reconstructed from the estimated z by integrating Eq. 6 with the value of p u (t 1 ), estimated by minimizing the objective function given by Eq. 16. There are several ways to perform the integration of Eq. 6 with the values of p u (t 1 ), z 1 , z 2 , . . . , z L estimated from nonlinear regression (e.g., composite trapezoidal rule of integration, and the rectangular rule of integration). Our point is that Levitan does not specifically show how he reconstructs p u (t) from Eq. 6.
In our implementation of his method, we reconstruct the p u (t) function by setting q m (t)‫ס‬q m (t-e ‫1ס)‬ STB/D in Eq. 15, and rearranging the resulting equation to obtain:
Assuming piecewise linear representation of the z function, we can derive the following discrete form of Eq. 19:
Comparison of Eqs. 13 and 20 indicates that the e z1 used to construct the p u (t) function in the von Schroeter et al. method (Eq. 13) can be thought as the p u (t 1 ) used to construct p u (t) function in Levitan's method (Eq. 20) . However, recall that in Levitan's method, p u (t 1 ) is an unknown model parameter to be determined by minimizing the objective function given by Eq. 16, while e z1 is computed after z 1 is determined by minimizing the objective function given by Eq. 16 or Eq. 8. It is guaranteed that e z1 to be used in Eq. 13 will always be positive. However, there is no guarantee for p u (t 1 ) to be positive in Levitan's method because it is treated as an unknown model parameter to be estimated by unconstrained minimization of the objective function given by Eq. 16. Thus, it is possible that in some cases, p u (t 1 ) could converge to a negative value, as happens for our Synthetic Example 2 and field example cases to be discussed later.
In cases where pressures pertaining to only buildup portions are matched to reconstruct the constant unit-rate drawdown responses, it can be shown that in the Levitan encoding of Eq. 15, the sensitivity of the model pressure with respect to p u (t 1 ) depends on only the flow rate value at the instant of shut-in. To show this, we differentiate Eq. 15 with respect to p u (t 1 ) to obtain: dp m ͑t͒ dp u ͑t
Therefore, if we apply deconvolution to only buildup pressures acquired at t 1
, where t 1 b represent the time for the instant of shut-in, then q m (t) in Eq. 21 will be all zero, except at the time for the instant of shut-in. As a result, the sensitivity of p m to p u (t 1 ) is only nonzero at the instant of shut-in, i.e., dp m ͑t͒ dp u
This shows that the sensitivity of model pressure to p u (t 1 ) depends on only a single flow-rate information at the instant of shut-in, when processing the pressures for a buildup period. Our investigation indicates that an improper selection of t 1 and of curvature constraint c , and/or magnitude of errors in pressure/ rate data and time synchronization errors in rate and pressure data are possible causes of driving an unconstraint minimization algorithm to a negative value for p u (t 1 ). A possible way to avoid this is to use a constraint when minimizing Eq. 16 in the form of a one-sided inequality constraint, such as p u (t 1 )>0. For example, the imaging procedure suggested by Carvalho et al. (1996) can be used to achieve this.
Regarding the error bound (or scale) parameters p , q , and c in Eq. 16, Levitan states that these are not free parameters that can be manipulated at will to control least-squares minimization, and that these parameters are based on prior knowledge of data quality. Based on his experience, he suggests the use of p ‫10.0ס‬ psi (which is a typical value for the resolution of quartz gauges) and c ‫50.0ס‬ in Eq. 16, but does not provide any default value to be used for the rate error bound q . Levitan states that choosing the values of the error bounds for rates is not straightforward and recommends that larger values of q be assigned to the flow periods where we expect large uncertainty in flow rate data. We agree that p and q should be determined based on knowledge of data quality; however, we also note that it is usually difficult to have a correct prior knowledge of error levels in pressure and particularly in rate data. This difficulty is because error level in data is not solely dependent on the sensor/tool resolution and measurement-error characteristics; there could be other types of errors that cause the spread (variance or standard deviation) of pressure and rate data to be larger than that caused by sensor/tool resolution or error characteristics alone. Therefore, a single choice for c ‫)50.0ס(‬ together with the gauge resolution for p ‫10.0ס(‬ psi) could not be expected to work for all data sets, and it may be desirable to use different values of p , q , and c than those suggested by Levitan, depending on the specific data quality and tool characteristics.
Finally, we make a comment regarding the relationship of p , q , and c in the Levitan method and and in the von Schroeter et al. method. Ignoring the differences of encoding (see Eqs. 7 and 15), and assuming that errors in pressures and rates are independently, identically distributed normal random variables with zero mean and variances equal to p 2 and q 2 , respectively, it can be shown that the objective functions are equivalent if we define ‫(ס‬ p / q ) 2 and ‫(ס‬ p / c ) 2 . Minimizing E given by Eq. 16 is the same as minimizing any constant multiple of it, so the necessary parameters are p , p / q , and p / c ; hence, the number of parameters is exactly the same in both methods. Our results indicate that both objective functions yield almost identical results if these ratios are kept the same in both objective functions.
We can make the following observations based on the expressions ‫ ( 
Validation of Our Algorithms Based on the von Schroeter et al. and Levitan Methods.
Here, we validate our implementations of these authors' methods using the synthetic data provided to the first author of the paper by von Schroeter and Levitan, through personal communication.
First, we compare the results generated from our implementation with those provided by von Schroeter. The data set used for this comparison is the "Simulated Example" of von Schroeter et al. (2004) for the case where pressure and rate data contain 5% and 10% errors (i.e., p =0.05 and q =0.10), respectively. The simulated model is for a vertical well with wellbore-storage and skin effects, near a sealing fault, and all quantities in this example are dimensionless (von Schroeter et al. 2004 ). In generating the results shown in Table 1 for estimated rates and Fig. 1 for estimated unit-rate responses, we used his parameters supplied, i.e., t 1 ‫,2ס‬ ‫,6768.44ס‬ and ‫ס‬ def ‫15312.1ס‬ (which is equal 424.868 computed from Eq. 10 divided by the Frobenius norm, which is 350.063 for this example). The number of nodes is 21, and initial pressure is fixed at its true value of 60. We have an excellent agreement (correct up to three significant figures) between data generated from our algorithm and data provided by von Schroeter. The p u (t) curve shown in Fig. 1 represents our estimated values generated by Eq. 13 because von Schroeter did not provide us the p u (t) data. For this data set, the deconvolved derivative response ( (2004)] at early and late times. The reason for the odd behaviors seen at the deconvolved derivative response at early and late times is mainly caused by use of the default values of the parameters and in Eq. 8, which appear to be not appropriate for reconstructing the true derivative response for this data set.
Next, we compare the results generated from our implementation of Levitan method with those provided by Levitan. The data set used for this comparison is "Example 1" of Levitan (2005) . The simulated model is for a vertical well with wellbore-storage and skin effects, located in the middle of a channel with two parallel no-flow boundaries. Pressure and rate data are free of errors. The data sent to us only included unit-rate pressure, not the unit-rate logarithmic derivative responses. He also did not provide us with the values of p , q , c , and t 1 (time value for the first node), but his tabulated values of unit-rate pressures started from a time value of 0.01 h. We used t 1 ‫10.0ס‬ h, p ‫10.0ס‬ psi, c ‫,50.0ס‬ and 70 nodes. We kept rates and initial pressure fixed, and used all pressure data for the entire test sequence to generate the unit-rate responses from our algorithm. A comparison of the results is shown in Fig. 2 . The constant unit-rate drawdown derivate response, dp u /d lnt, shown as solid circular data points in Fig. 2 for Levitan, was generated by use of a numerical derivative routine based on the Bourdet method (1989) without smoothing. In Fig. 2 , we have also reported the value of p u (t 1 ) obtained from our implementation and Levitan's value. As can be seen, our results are in excellent agreement with Levitan for his simulated "Example 1."
Based on all the results presented here, we conclude that our independent implementations of the von Schroeter et al. and Levitan methods reproduce almost exactly the same results provided to us by von Schroeter and Levitan. We do not claim that our implementations of the methods are identical to those of the authors; however, on the basis of the material presented in their papers and the data sets provided to us, we believe we have validated our implementations of the algorithms. and uses quadratic (second-order) B-splines, denoted by B 2 throughout, with logarithmically distributed knots to represent the unknown dp u (t)/dt, simply denoted by pЈ u (t), 
where c is the (K−l+1)-dimensional vector of unknown coefficients.
Selecting the most appropriate basis for logarithmic distribution of B-splines is very influential on the deconvolved response functions (Ilk 2005) . In other words by selecting the basis, the number of B-splines is set-the number of B-splines has a direct effect on the resolution of the desired function. Fewer B-splines can result in over-smoothing and introduce bias; greater B-splines can result in oscillations in the deconvolved response functions, especially in well-test derivative functions. In addition, Ilk et al. note that the earliest part of the unit-rate derivative response is critical, especially if the observed variable-rate response contains a skin effect (but minimal or no wellbore-storage effects) because in such cases the unit-rate response contains a Dirac delta component. To reconcile this condition, they add four additional "anchor" B-splines to the left of the first observed time point in the signal (Ilk 2006a) .
If there are M pressure-change observations collected in the M-dimensional vector ⌬p m that were observed at times (t 1 , t 2 , . . . , t M ), then the problem can be translated into an over-determined system (i.e., the number of measurements are greater than the number of sought B-spline coefficients, Mkn) of linear equations as:
where X is the M×n sensitivity matrix (or "design" matrix). [Note that n (‫ס‬K-l+1) represents the number of B-splines.] Its elements are defined as:
As mentioned before, Eq. 27 is an over-determined linear system of equations and can be solved in least-squares sense. It is also possible to solve the system of equations in weighted least-squares sense. For this case, by introducing a weight matrix W, we modify Eq. 27 as: In other words, the reciprocal of measured pressure drop is usedit is assumed that the responses are corrupted by a constant level of relative error. In this case, the goal of B-spline deconvolution is to find c that minimizes the following weighted least-squares objective function:
where W is the M×M diagonal weighting matrix with diagonal elements equal to w j , for j‫,1ס‬ 2, . . . , M, and E(c) is the objective function. The solution of Eq. 31 can be given by:
Here, a few remarks are in order regarding the weighted leastsquares objective function of Ilk et al., where the weights are defined by Eq. 30. If we view the least-squares only as a pure curve-fitting method, it may be reasonable to define the weights as the reciprocal of the observed pressure drop values. In this case, the solution may even provide reasonable estimates of the constant unit-rate responses. However, when the objective function is viewed within the concept of the maximum likelihood method of estimation based on Gaussian statistics, then the statistics of the estimated parameters will be correct and the estimates would be optimal only if the weights are defined as the inverse of standard deviation of errors in the data [see, for example, Bard (1974) ]. Therefore, we do not expect that using a weighting matrix based on Eq. 30 as proposed by Ilk et al. should yield correct statistics (e.g. 95% confidence intervals for the unit-rate responses), even though the resulting estimates of the unit-rate response may be reasonable. However, we were not able to verify this issue because the version of the algorithm that we used in this study does not provide a statistical analysis of the results.
The solution ĉ from Eq. 32 does not provide sufficient regularization as the noise level increases in the data. Hence, for their regularization approach, Ilk et al. consider the following two conditions per each spline interval:
for k‫ס‬l,l+1,. . . ,K-1. The regularization conditions (Eqs. 33 and 34) require that the value of the logarithmic derivative of the constant-rate response differ only "slightly" between the knot and the middle location and can be represented as Solving Eq. 36 in a least-squares sense is equivalent to minimizing the following objective function: where the n×M matrix X a + represents the pseudoinverse of the augmented matrix and is given by
The over-determined system (Eq. 38) can be solved after computing the pseudoinverse X a + by singular value decomposition with a default cut-off for the smallest singular value. Further details can be found in Ilk (2005) .
We
the solution given by Eq. 32 for the no-regularization case. In the presence of random noise and/or other inconsistencies, a positive ␣ is selected based on an informal interpretation of the discrepancy principle-i.e., the value of the regularization parameter is increased until the calculated (model) pressure difference begins to deviate from the observed pressure difference in a specific manner. The mean and standard deviation of the arithmetic difference of the computed and input pressure functions are also computed. Increasing ␣ to the point where the problem is over-regularized will yield a solution that is oversmooth and dominated by bias.
By using the c coefficients obtained by minimizing Eq. 37 (or equivalently solving Eq. 38), the constant-unit-rate pressure and its logarithmic derivative responses are reconstructed by the following equations, respectively: Here, B i 2 (s) is the Laplace transform of the ith B-spline and it is known in closed form. The B-splines with indices i for which b i >t j are excluded, because those splines start later than the time of the given observation. The success of this approach relies heavily on the accuracy of the numerical Laplace transform inversion. As such, the multi-precision GWR algorithm (Abate and Valkó 2004) is used to obtain the elements of the matrix X.
To obtain the Laplace transform of the rate, the Ilk et al. method considers various options. The one that they prefer is to dissect the rate into N segments with starting times t k q , k‫,1ס‬ . . . , N. In each segment they describe the incremental contribution by an exponential term and hence the rate is obtained in the form
where (t) is the Heaviside (unit-step) function. The parameters for each segment are found by a linear least-squares fit combined with "direct search" on the nonlinear parameter c k q . [Here, "direct search" is related with the optimization algorithm to find the optimum value of the function which is called the "golden section search" [see Cheney and Kincaid (2003) ]. This is a sequential search method which makes use of previous information to locate subsequent experiments. A reasonable range for this time constant is between t 1 and t M . The fewer segments used the more smooth the resulting rate approximations will be. A shut-in period should be always included as an individual segment, and it is possible to represent the shut-in period with exponentials. In simple terms, the Ilk et al. rate approximation is the superposition of exponential functions. However, the rates can also be modeled in a constant step-wise fashion. In this case, the rate function is given by
and can be solved in the real-time domain without Laplace transformation using the superposition principle and the analytic integral of quadratic B-splines. However, for "smoothly" changing rates Ilk et al. prefer Eq. 43 . Application of the Ilk et al. method requires not only the measured rate and pressure data, but also specification of the starting times of the rate segments, t k q , the basis for the spline-knots, b, the regularization parameter, ␣, and an estimate of the initial reservoir pressure p 0 .
An advantage of the method is that it can treat variable rate without using step-wise approximation. This can be useful, particularly when dealing with continuously measured bottomhole flow rates. When a profile of piecewise constant surface rates like in a well-test sequence is considered, there is little benefit from using the Ilk et al. method, and such data can be equally well processed by the von Schroeter et al. and Levitan methods.
One of the disadvantages is that a variable rate profile must be dissected into continuous segments. Also, the method as presented here does not allow for the estimation of initial pressure and rates. In addition, unlike the deconvolution methods of von Schroeter et al. and Levitan, the method cannot ensure positivity of the logarithmic derivative of the constant-unit-rate pressure response of the system. Using regularization based on Eqs. 33 and 34 is an indirect attempt to satisfy the positivity condition as well as provide smoothness in the response function pЈ u (t). In certain cases, we observed negative values of pЈ u (t) (Eq. 24) and hence, the logarithmic derivative values (Eq. 41) were negative.
Comparisons of Methods With Simulated Test Data
To test the proposed deconvolution methods, we consider three synthetic (simulated) test examples. The examples are defined as follows:
1. A simulated well-test example for an infinite-conductivity fracture well without wellbore-storage effects in a reservoir bounded by two parallel (no-flow) boundaries.
2. A simulated well-test example [Example 2 from Levitan (2005) ], where a different wellbore-storage coefficient is modeled for the final pressure buildup sequence.
3. A simulated well-test example for which we have continuous measurements of flow rates.
Synthetic Examples 1 and 3 were generated by the Saphir software (2005).
Synthetic Example 1.
As noted previously, the von Schroeter et al. method is based on the assumption that the wellbore-storage unit-slope line is valid for the behavior of the z response before the first grid node. In our experience, the wellbore-storage unit-slope trend at the start of a transient is rare. Either the storage is poorly defined (because of small storage, or data acquisition not being fast enough), or the storage is changing. Therefore, here, we investigate the consequences of using the von Schroeter et al. method on data with no unit-slope trend at the very early time, in comparison with the use of the Levitan and Ilk et al. methods , which remove the unit-slope line assumption. For this investigation, we consider a simulated well-test example (see Fig. 3 for pressure/rate data) for an infinite-conductivity fracture well without wellbore-storage effects in a reservoir bounded by two parallel (no-flow) boundaries (see Table 2 for input model parameters). Pressure data were generated by assuming a gauge with a resolution of 0.01 psi, and rate history does not contain any errors. The data set is consistent with the deconvolution model of Eq. 1.
The constant unit-rate drawdown responses generated based on matching the entire pressure history for all periods from our implementations of the von Schroeter et al. and Levitan methods are shown in Fig. 4a −3 h), and 70 nodes were used. Fig. 4a shows that our implementation based on the von Schroeter et al. method does not correctly reconstruct the logarithmic derivative of the constant unit-rate drawdown response for the first log-cycle. However, the effect of assuming a wellbore-storage unit-slope trend at/before the first node for the von Schroeter et al. method disappears fast, and this assumption does not cause any artifacts in the late-time portion of the derivative response. Although it may not be readily apparent from Fig. 4a , our algorithm for the von Schroeter et al. method yields the same values for both p u (t) and dp u /d lnt functions at the first node [i.e., dp u (t 1 )/d lnt‫ס‬p u (t 1 )‫ס‬e z1 ], as expected. Most interestingly, the estimated e z1 is equal to the correct value of the constant unit-rate drawdown pressure drop including the skin effect at t 1 [i.e., p u (t 1 )], but not equal to the correct value of the logarithmic derivative of the unit-rate response at t 1 [i.e., dp u (t 1 )/d lnt]. Therefore, there is a jump (or discontinuity) at the first node for the von Schroeter et al. method. Fig. 4a also shows two implementations for the Levitan method; the first with L−1 curvature constraints (based on Eq. 18 for the first node and Eq. 17 for the remaining nodes), and the second with L−2 constraints (based on Eq. 17 for all nodes). Both cases reconstruct the unit-rate responses quite accurately for all times, though the implementation based on L−2 curvature constraints gives slighlty better results. Fig. 4b shows the results obtained from the Ilk et al. method. For this method, four additional "anchor" B-splines were added to the left of the first observed time point in the signal. In Fig. 4b , we also show the results for the case if the "anchor" B-splines are not added, although Ilk et al. suggest that the anchor splines be added for all data sets with/without storage effects (Ilk et al. 2006a ). The total number of B-spline knots is 37 for the case without "anchor" B-splines. No regularization was considered (i.e., ‫.)0ס␣‬ Fig. 4b indicates that the Ilk et al. method with "anchor" B-splines also constructs the unit-rate responses quite accurately for all times.
Next, we investigate the effect of the value of t 1 on deconvolution for our implementations of the von Schroeter et al. and Levitan methods. We consider two different values of t 1 ; Fig. 5 shows the results for t 1 ‫01×1ס‬ −4 h, and Fig. 6 shows results for t 1 ‫01×1ס‬ −2 h. The unit-rate responses shown for the von Schroeter et al. and Levitan method were generated by using the same values of the "weight" parameters that were used to generate the results in Fig. 4a . From the results of Figs. 5 and 6, we conclude that t 1 has an effect on the early time portion of the unit-rate derivative responses generated from both methods. For this example, the effect is more pronounced (approximately a log-cycle) on the unit-rate derivative response generated from the von Schroeter et al. method. Levitan's method with L−2 curvature constraints produces the correct unit-rate responses for all times if t 1 is chosen smaller than the minimum elapsed time in the pressure signal.
Thus, we conclude that the effect of t 1 is only on the very early data, approximately a log-cycle for both methods and recommend that t 1 be chosen equal or less than the minimum elapsed time in the signal.
Synthetic Example 2.
Pressure and rate data for this simulated test example are shown in Fig. 7 . The test data were provided by Levitan (through a personal communication) and do not contain any errors. The simulation used two different values of the wellbore-storage coefficient; C w ‫50.0ס‬ RB/psi for the first three periods and 0.001 RB/psi for the last buildup period. The reservoir is constrained by two parallel no-flow boundaries (Levitan 2005) . The data set constitutes an example of inconsistent test data with the deconvolution model of Eq. 1-the individual flow periods in the example are consistent with the deconvolution model of Eq. 1, but jointly they are not. Our objective is to test the performances of the three algorithms for this inconsistent data set and also test the ability of the algorithms when applied to process pressure data pertaining to only individual flow periods.
Figs. 8 and 9 present comparisons of the results of deconvolution obtained from the first buildup (50 to 100 hr) and the second buildup (200 to 250 hr) periods by processing them separately with the three deconvolution algorithms. For each algorithm, the flow rates and initial pressure are fixed at their given true values. Therefore, this actually represents the strategy proposed by Levitan et As shown in Figs. 8 and 9, each algorithm gives almost identical results for the p u (t) function and its logarithmic derivative for both buildup periods. All methods work well with their default parameters (because we applied them to the periods where data are consistent with the deconvolution model of Eq. 1) and are free of errors. Although it is not shown, when we applied the deconvolution algorithms to process the pressure data for the entire test sequence at once (with keeping initial pressure and rates at their true values in deconvolution), all of the algorithms failed to produce the correct solution, and we obtained a very similar response function to that of Levitan [as shown in Fig. 5 of Levitan (2005) ]. These results verify that when all three algorithms are applied to subsets of the pressure/rate data that are consistent with the deconvolution model of Eq. 1, the algorithms produce meaningful results. In addition, the results show that for this test example, the Levitan et al. strategy detects the inconsistency between data and the deconvolution model because of changing wellbore-storage coefficient.
We also applied the von Schroeter et al. and Levitan algorithms successively to increasing portions of the signal, but treating initial pressure and rates as unknown and monitoring pressure and rate matches. Note that this is the strategy proposed by von Schroeter et al. (i.e., jointly estimate initial pressure and rates together with the unit-rate derivative response). In this application, we use the von Schroeter et al. algorithm with and at their default values (not reported here) computed from Eqs. 9 and 11 by using the maximal pressure value of 4,992.419 psi. This value of initial pressure was also taken as the initial guess for the unknown initial pressure; the true (or given) flow rates were taken as initial guess for the flow rates. Fig. 10 shows derivative responses deconvolved over increasing portions of the data set from the start to the end of the test.
With the application of this strategy, we are also able to detect that there is indeed inconsistency between the data for the second buildup and the deconvolution model because all deconvolved derivative responses, except the one from the start to the end of the test (i.e., from 0.01 to 250 h), show the same well/reservoir behavior (Fig. 10) . The pressure match obtained by deconvolution of all pressure data from the start to the end of the test is not acceptable (Fig. 11) . The pressure matches obtained by deconvolution of other portions of the pressure data were perfect (not shown). Estimated initial pressures are 4,999.816 psi by deconvolution of data from 0.01 to 50 h; 4,999.986 psi by deconvolution of data from 0.01 to 100 h; 4,999.991 psi by deconvolution of data from 0.01 to 200 h; and 5,044.511 psi by deconvolution of data from 0.01 to 250 h, compared to the true initial pressure of 5,000 psi. Estimated flow rates for the first and second flow periods are almost the same as the input values of 1,000 STB/D by deconvolution of all portions of the pressure data, except by deconvolution of pressure data from 0.01 to 250 h. For that case, the estimated flow rates for the first and second flow periods are 1143.68 and 793.46 STB/D, respectively. Thus, the estimated initial pressure and estimated flow rates differ significantly from the true values if the pressure data for the second buildup are included in deconvolution. In summary, these results show that for this example, the von Schroeter et al. strategy also detects the inconsistency between data and the deconvolution model by checking the pressure and rate matches as well as the unit-rate responses obtained for different subsets of the data.
Synthetic Example 3.
The true pressure and rate data as well as their noisy versions with different error levels for this simulated test example are shown in Fig. 12 . The model is for an unfractured vertical well in a double-porosity reservoir with a no-flow circular boundary and including wellbore-storage and skin effects. The input parameters are given in Table 3 . The true production rate as a function of time was produced with the following formula:
. . . (45)
We consider continuous measurements of flow rate data in this example so that we can investigate the performance of the deconvolution algorithms based on constant stepwise approximation of flow rates. In addition, we consider different levels of normally distributed errors generated from Eqs. 2 and 3 and added to flow rate and pressure data to investigate the robustness of the algorithms. The standard deviations of errors in pressure data with 0.5%, 2%, and 5% error levels are p ‫,24.01ס‬ 41.88, and 101.69 psi, respectively, while the standard deviations of errors in rate data with 1% and 5% error levels are q ‫44.2ס‬ and 11.24 STB/D, respectively. Although it may not be clear from Fig. 13 , we have approximated the continuous flow rate history by 125 piecewise constant steps. Noisy rate data containing 1% and 5% random errors were similarly approximated for the algorithms. In the Ilk et al. algorithm, piecewise exponential rates (Eq. 43) were used, and the parameters for each segment were found by linear least-squares fit, as explained previously. For example, for rate data containing 5% random noise, we use the following formula: q͑t͒ = ͑349.7 − 300.8e for 0<tՅ300. Fig. 14 shows a comparison of the rate data containing 5% error level with the rate data approximated from Eq. 46.
Although not reported here, our piecewise constant and exponential representations of the continuous flow rate with or without noise do honor the cumulative production during the test period reasonably well.
We apply the deconvolution algorithms to process the pressure data for the whole test sequence in one pass. In our applications with the von Schroeter et al. and Levitan methods, we only fix the initial pressure at its true value of 8,000 psi. For the Ilk et al. algorithm, in addition to fixing the initial pressure, we fix the rate history approximated by fitting piecewise exponentials to the noisy rate data because flow rate cannot be treated as unknown. We set t 1 ‫01ס‬
−3 h, the minimal elapsed time in the pressure signal, for the von Schroeter et al. and Levitan methods; we start to construct B-splines with four "anchors" added to the left of this t 1 in the Ilk et al. method.
Our objective is to investigate the robustness of the three methods by considering pressure and rate data sets that are contaminated with different levels of Gaussian errors. In Figs. 15 through 17 , we show the deconvolution results generated for three different combinations of error imposed on the input rate and pressure data. For the von Schroeter et al. (Fig. 15 ) and the Levitan (Fig. 16 ) methods, piecewise constant rates with errors are used and treated as unknowns in the deconvolution process. For the Ilk et al. method (Fig. 17) , the rate history is fixed and fitted using piecewise exponential functions (e.g., see Eq. 46 for 5% error in rate data, and Fig. 14) .
For each method we have developed a "best fit" using the regularization mechanism for a particular algorithm. The control and regularization parameters are presented in Table 4 . Theparameters given in Table 4 parameters represent 10 def (with def computed from Eq. 11) values. Thus, we actually use the strategy recommended by von Schroeter et al. (i.e., for fixed , start with a positive default level def and multiply it by powers of 10). In Fig. 15 we present our results only for 10 def because this value provides the best results for this strategy.
The results shown in Fig. 16 for the Levitan method were generated by setting p and q equal to the standard deviations of errors in pressure and rate data for each data set considered, and adjusting the value of c to find its "optimal" value giving the best unit-rate response curve. We note that the value of c ‫50.0ס‬ suggested by Levitan together with the p and q values given in Table 4 did not produce smooth unit-rate responses for any of the three data sets considered in the experiments. In addition, for data set 3 (5% error levels in p and q), using p ‫201ס‬ psi, q ‫2.11ס‬ STB/D, and c ‫50.0ס‬ yielded a negative p u (t 1 ) value (not shown here). We have not varied the values of p and q in these experiments because in view of the maximum likelihood concept (Bard 1974) , these parameters in the weighted least-squares objective function considered by Levitan (Eq. 16) should represent the standard deviations of error in pressure and rate data, respectively. We can certainly compute the standard deviation of errors in pressure and data and use these values for p and q because this is a synthetic example. However, how this could be achieved in practice is an important question.
The results of Figs. 15 through 17 indicate that the von Schroeter et al. and Levitan methods perform better than the Ilk et al. method for this simulated example, particularly when the level of error in rate/pressure data increases. Fortunately, each method appears, from this synthetic example to be competent (i.e., robust) for practical applications in well-test and production data. Fig. 18 shows reconstructed pressure signals obtained from all three methods together with the given "measured" pressure for data set 3 (i.e., 5% error levels in p and q) and the true (clean) pressure signal. Fig. 19 shows reconstructed rate signals obtained from the von Schroeter et al. and Levitan methods (recall in the Ilk et al. method rate is fixed, so it is not shown in Fig. 19 ) together with the "measured" rate for this data set, and the true (clean) rate signal. As can be seen, reconstructed pressures from all three methods agree well with the true (clean) pressures. The average root-mean-square (rms) errors for the pressure match for the von Schroeter et al., Levitan, and Ilk et al. methods are 94.1, 93 .1, and 100.2 psi, respectively, which are close to the true standard deviation of errors p ‫7.101ס‬ psi for "measured" pressure data containing 5% error level. Similarly, the average rms errors for rate match for the von Schroeter et al. and Levitan methods are 7.7 and 8.2 STB/D, respectively, which are close to the true standard deviation of errors ( q ‫42.11ס‬ STB/D) for "measured" rate data containing 5% error level.
Field Example Application
In this section, we consider one field well-test example to illustrate application of the deconvolution methods under investigation.
The pressure and rate for this example are presented in Fig. 20 . The test consists of four distinct step-rate changes and a shut-in acquired over a 16-hr period from a geothermal well producing from a liquid-dominated, highly permeable fractured/faulted reservoir system. The flow in the reservoir is single-phase water with a salinity of approximately 5000 ppm, and a dissolved CO 2 content approximately 0.4% by weight [see Onur et al. (2007) for details]. In the field, the reservoir thickness is variable and not known very well, and the permeability-thickness product (kh) ranges from 100 Darcy-m to 1900 Darcy-m (Onur et al. 2007 ). The well is vertical. The pressure was measured with a downhole quartz gauge, positioned at the middle of the open interval, with a specified resolution of 0.01 psi. The rate measurements were taken at the surface using a weir, and were accounted for the steam phase at the surface. The temperature was also recorded downhole and was nearly constant at 107.8°C throughout the test. In the well, we had also run a static survey and a flowing survey (conducted with a rate equal to the rate for the fourth flow period shown in Fig. 20 ) of pressure/temperature vs. depth, and these surveys indicated that there was no gas or steam phase at the gauge location.
The measured initial pressure is approximately 280 psi, but there is an uncertainty in the value. The conventional (multirate) test analysis of each flow period (Fig. 21) gives an indication of an inconsistent test example with changing wellbore-storage effects (owing to nonisothermal and multiphase flow effects in the wellbore) within each period as well as non-Darcy flow (i.e., a ratedependent skin profile). The non-Darcy flow is typical of the geothermal system under consideration and results from a highpermeability fracture network intersecting the wells. Based on the results of Fig. 21 , we also suspect that measured rates for some periods may not be accurate (e.g., the derivative responses at late times for the third and fourth flow periods do not overlay with the derivative responses for the second flow and buildup periods). Otherwise, we would expect rate-normalized derivatives for all periods to overlay because they should be independent of ratedependent skin after storage effects die out. Although the same level of smoothing was applied for each of the derivative responses shown in Fig. 21 , derivative data for the flow periods are much noisier than those for the buildup period, and derivative data for some of the flow periods are not interpretable.
Given the issues stated previously and considering that we have only one buildup period, first we process the pressures for the entire test sequence in one pass to estimate the initial pressure and rates jointly with the unit-rate derivative response functions. In a sense, this is the strategy proposed by von Schroeter et al. However, we must realize that in this approach, we may end up adjusting the rates incorrectly because of rate-dependent skin for the sake of matching (or honoring) the entire measured pressure data. For this application, we use our algorithm based on the von Schroeter et al. method. The maximal pressure in the test sequence of 279.872 psi is used as an estimate of initial reservoir pressure. The minimal elapsed time in the test sequence of 2.78×10 −3 h is used for the first node (t 1 ) to reconstruct constant unit-rate drawdown responses. For this value of initial pressure and t 1 , the default values of and are def ‫01×61.3ס‬ −8 (psi.d/stb) 2 and def ‫01×29.1ס‬ −3 psi. 22 shows pressure derivative estimates obtained for five different sets of and -in four of the sets, is increased from def by successive powers of 10, leaving at its default value, while in one of the sets, we increase from def by factor of 10, leaving at its default value. (The conventional rate-normalized buildup derivative based on the superposition of measured rates is also shown in the same figure for comparison.) For the sets where is fixed at its default value and ‫01ס‬ n × def for n‫,0ס‬ 1, 2, 3, estimates for initial pressure are almost identical, ranging from 280.081 to 280.087 psi. Also, rms errors for the pressure and rate matches are almost identical; rms for pressure matches ranging from 0.071 from 0.080 psi, and rms for rate matches ranging from 2,684 to 2,688 STB/D, as n increases from 0 to 3. For the set with ‫01ס‬ 1 × def , and ‫ס‬ def , the estimated initial pressure is 280.40 psi, and rms errors for pressure and rate matches are 0.084 psi and 2004 STB/D, respectively. These results indicate that increasing with fixed at its default has little effect on the pressure and rate matches. The derivative estimate for the set with = def and ‫ס‬ def is not interpretable because of its oscillations, and also the derivative estimate for the set with ‫01ס‬ 1 × def , and ‫ס‬ def shows an odd behavior after 1 h. The derivative estimate for = def and ‫01ס‬
1 × def best matches the conventional buildup derivative for times until approximately 3 h, though both are based on different rate histories. (We find this good agreement to be puzzling because the derivative responses are based on different rate histories-the conventional buildup derivate is based on measured rates, while the derivative estimate for = def and ‫01ס‬ 1 × def is based on the adjusted rates shown in Fig. 23 . For now, we postpone our discussion of this issue.) Thus, we choose the derivative estimate for = def and ‫01ס‬ 1 × def for further analysis. The rate and pressure matches obtained with this choice are shown in Figs. 23 and 24 , respectively. The pressure match has an rms error of 0.072 psi and looks excellent; however, the rms error is higher than the gauge resolution of 0.01 psi. The estimated initial pressure is 280.081 psi with a 95% confidence interval of ±0.049 psi, which indicates small uncertainty in initial pressure and that the true value may be inside the interval [2.80.032, 280.130 psi]. We do not have a prior knowledge of error level in rate data, so it is difficult for us to judge whether the rate match shown in Fig. 23 (with an average rms error of 2691.2 STB/D) is acceptable: The rates for the first two flow periods are changed by approximately 30%, which is quite large, while the rates for the third and fourth flow periods are changed by approximately 11%. The 95% confidence intervals for the estimated rates are quite narrow, indicating small uncertainty in the estimated rates. However, none of the measured rates lie within the 95% confidence intervals. This indicates the rate errors cannot be characterized as normally distributed random variables, which is one of the basic assumptions of the deconvolution model. Based on these results and the fact that rate-dependent skin and changing wellbore-storage effects exist in the test, the data set cannot be consistent with the deconvolution model of Eq. 1.
Next, we consider deconvolutions by using the pressure data from an individual flow period(s) and by keeping rates and initial pressure fixed in each run. For this purpose, we perform deconvolutions by using the pressure data from the second and third flow and buildup periods separately. In a sense, this strategy can be viewed as the strategy proposed by Levitan for inconsistent data sets, though we process pressure data for the flow periods too. Here, we will use the rate history (Fig. 23 ) and initial pressure of 280.081 psi estimated previously by processing pressures for the entire test sequence in deconvolution with = def and ‫01ס‬ 1 × def to examine whether the inconsistency detected by the conventional multirate analysis (Fig. 21) was caused by the incorrect measured rates or the model changes. From now on, estimated rates are referred to those shown as gray lines in Fig. 23 . If deconvolutions based on these individual periods with the estimated rates produce unit-rate drawdown derivative responses that are consistent with each other at least at late times, then the data and deconvolution model may be said to be consistent, and the inconsistency observed in Fig. 21 is caused by incorrect measured rate history. Otherwise, the test data and the deconvolution model are inconsistent mainly because of the model changes in each period. For each deconvolution, we use our algorithm based on the von Schroeter et al. method with = def and ‫01ס‬ 1 × def , where def and def were computed by using the pressure data and rate history for the period under consideration-their values change depending on the period considered in deconvolution. (We also performed deconvolutions with = def and ‫ס‬ def , but the results were similar to those obtained with = def and ‫01ס‬ 1 × def .) Fig. 25 shows a comparison of the deconvolution results for the three periods. The estimated derivatives for the second and third flow periods are very different from that for the buildup period. Hence, the same deconvolution model cannot be valid for these flow periods and the buildup period. This is not surprising to us because we have nonisothermal and multiphase effects (steam and noncondensable gas phases above its flashing point) in the wellbore reflected as a complicated wellbore-storage phenomena, as well as ratedependent skin. Hence, we do not expect the pressure transient behavior of a flow period to be consistent with that of a buildup period even if the initial pressure and rate history were known with certainty or estimated correctly. In summary, for this example, deconvolution based on individual flow periods helps us to detect the inconsistency. However, deconvolution does not help us to prove or disprove whether the initial pressure and particularly flow rates estimated simultaneously with the constant unit-rate drawdown derivative response by deconvolution of all measured pressures are correct. Fig. 26 presents further interesting results for this field example. In Fig. 26 , we compare the estimated derivative responses obtained from deconvolutions of buildup pressures alone with measured and estimated rates. For all cases, in addition to rates, initial pressure is also fixed at 280.081 psi. The conventional ratenormalized buildup derivatives based on the superposition time of measured and estimated rates are also shown in the same figure for comparison. The results of Fig. 26 indicate that all derivative responses are reasonably consistent with each other, and that the choice of rate history does not have a significant influence on the deconvolved unit-rate and conventional rate-normalized derivatives from buildup pressures. Particularly, it is quite puzzling to us why the estimated derivative response obtained by processing the pressures for the entire test sequence (all four flow periods and buildup period) by treating initial pressure and rates as unknown in deconvolution agrees well with the estimated derivative response obtained by processing only the pressures for the buildup period in deconvolution with initial pressure fixed at 280.081 psi and rates fixed at their measured values.
In an attempt to clarify this point, we generated a pseudo-field test sequence with the flow rate history shown in Fig. 20 and rate-dependent skin and wellbore-storage effects-wellborestorage coefficient is constant and the same for each period. For the purpose of our discussion, we did not add errors to rate history. Our results not shown here indicate that processing the pressures for the entire test sequence at once (or also subsets including flow periods) by jointly estimating initial pressure and rates in deconvolution produces correctly the constant unit-rate drawdown derivative response and the initial pressure. However, the deconvolution algorithm adjusts flow rate history (actually incorrectly) for the sake of providing a perfect match of the measured pressure history, similar to the pressure match obtained in Fig. 24 for the field example (solid curve in Fig. 24 ). Processing pressures for the buildup period with rates and initial pressure fixed at their true values also produces the constant unit-rate drawdown derivatives correctly, but the pressure match for the flow periods is not good, which should be expected because of rate-dependent skin, as similar to the pressure match obtained in Fig. 24 for the field example (dashed curve).
In summary, we admit that the field example considered here is complex in the sense that pressures include rate-dependent skin and changing wellbore-storage effects; additionally, measured rates contain errors that do not follow Gaussian statistics and our lack of information on expected error margins on rate data. However, on the basis of our deconvolution analyses of this data and the pseudo-field example with rate-dependent skin, we believe that estimated initial pressure of 280.081 is reasonably correct and that the unit-rate derivative response derived from buildup pressures with this initial pressure represents the actual behavior of the geothermal reservoir system under consideration.
Next, we compare the performance of each deconvolution method in generating the constant unit-rate drawdown response from buildup pressures alone, using the initial pressure value of 280.081 psi and the measured flow rate history as fixed in deconvolution. The deconvolved pressure drop and derivative responses obtained from the von Schroeter et al., Levitan, and Ilk et al. methods are shown in Fig. 27 , and the deconvolution results are compared to the conventional pressure buildup derivative. The algorithmic parameters for deconvolution are again given in Table 5 . In this case, for our implementation of the Levitan method, we fixed p u (t 1 ) in Eq. 16 by using the value of the deconvolved unitrate derivative response estimated at the first node from our implementation of the von Schroeter et al. method. This action was necessary, because for this application, we estimated p u (t 1 ) to be a negative value* when p u (t 1 ) is treated as an unknown model parameter in our implementation of the Levitan method. As discussed in detail previously, when p u (t 1 ) is treated as an unknown model parameter in our implementation of his method, the resulting value may be negative because the minimization is unconstrained.
The prior geologic model (not shown here) indicates that the well is nearly centered between two parallel faults, but no information exists whether the faults are no-flow or conductive. The deconvolved unit-rate response indicates that these faults may be no-flow because of a well-defined 1/2 slope line after 1 hour (Fig.  27) . The deconvolved derivative response at early times from 0.003 to 0.2 hr gives an indication of a partially or fully penetrating well with changing wellbore-storage effect. In addition, the -1 slope line in the time interval from 0.3 to 1 hr exhibited by the deconvolved derivative response may indicate that the well is near a highly conductive fault or permeability-thickness product increasing away from the well. Unfortunately, we do not have the analytical models in our catalogue to account for all these flow regimes together. Therefore, we consider rather a simpler model based on a partially-penetrating well producing [with changing wellbore-storage (Hegeman et al. 1993 ) and rate-dependent skin effects] between two no-flow parallel faults at least to honor the 1/2 slope line observed after 1 hour on the deconvolved derivative response (Fig. 27). Fig. 28 presents the match of the unit-rate derivative response derived from deconvolution of the buildup pressures, while Fig. 29 presents the match of the buildup pressure change and its derivative (based on superposition time). Fig. 30 presents a comparison of the pressure data generated from this model with the test pressure data during the whole test sequence. The results shown in Figs. 28 through 30 are based on measured rates and the initial pressure of 280.081 psi. The model cannot reproduce the measured pressures for the flowing periods, even though we included rate-dependent skin effects (Fig. 30) . As discussed previously in detail, this discrepancy may be caused by errors in measured flow rates; though we do not know how to correct them or if the estimated (or adjusted) rates by deconvolution are correct. However, the model reproduces the constant unitrate drawdown buildup responses derived from deconvolution of buildup pressures (Fig. 28) and rate-normalized buildup responses based on superposition time (Fig. 29 ) fairly well at late times. It does not, however, reproduce the estimated derivative responses well at early times in the time interval from 0.03 to 0.5 hr. We * Based on a personal communication between Levitan and the first author of this paper through an e-mail on 16 October 2006, by sending his results in a figure (digital data were not provided by Levitan) generated from his implementation of the algorithm for the this field example, Levitan showed that his implementation of the algorithm did not produce the problem [i.e., a negative value of p u (t 1 )] that our implementation did. Based on this communication, it was also brought to our attention that some details of Levitan's algorithm were not revealed in his paper (2005) for purposes of protection of intellectual property rights. Without complete details of the algorithm, we could not fully evaluate it and reproduce his results for the field example. believe that this is because the model we used cannot incorporate a finite-conductivity fault nearby the well. We note that we obtain a much better match for the early-time portions of the derivative responses by using the model based on a finite-conductivity fault (for a fully penetrating well with changing wellbore-storage effects) given by Abbaszadeh and Cinco-Ley (1995) , as shown in Fig. 31 . The model fails, however, to reproduce the late-time portions of the buildup after 1 hr, as expected, because it assumes that the zones on both sides of the fault plane are of infinite extent. To match both the early-and late-time portions of the buildup responses we need a finite-conductivity fault model that considers one of the zones as bounded by two parallel no-flow boundaries. The permeability-thickness product (∼295 ** −957 Darcy-m), mechanical skin (∼−1.0 ** −-2.5), and distances to the finite conductivity fault (∼30 ** m) and no-flow faults (∼340 m) estimated from both models were reasonable and consistent with the available geologic model and estimated parameters from the tests conducted in other nearby wells. Finally, we should note that we also performed history matches of the test data by using the same models, but with the estimated rates from deconvolution (Fig. 23) . The results were similar to those obtained by using measured rates. For example, with the model used to generate the results given in Figs 
Discussion
Based on the results of our three synthetic and one field examples, we propose, as a general statement, that the von Schroeter et al. (2002, 2004) , Levitan (2005) , and Ilk et al. (2006a) methods make deconvolution a viable tool, and are very useful for the analysis of variable rate/pressure well test and production data. We believe that these deconvolution methods open a new era in the interpretation of well-test and production data.
However, the proper use of these methods requires an understanding of their assumptions, and also an understanding of the deconvolution problem itself, particularly its ill-posed nature. In practice, we never know a priori to what extent a given data set is consistent with the deconvolution model (Eq. 1), and hence, we concur with both the von Schroeter et al. (2002 Schroeter et al. ( , 2004 and Levitan (2005 Levitan ( , 2006 perspectives to avoid problems (or failure) and to identify any inconsistencies in the data, when applying deconvolution. ** Estimated values based on the finite-conductivity fault model (Abbaszadeh and CincoLey 1995) . The von Schroeter et al. perspective is to jointly estimate rates and/or initial pressure together with the unit-rate drawdown derivative response, and then check whether the results honor the data to within expected error margins, coupled with the statistical analysis (e.g., rms errors in pressure and rate as well as 95% confidence intervals) based on Gaussian statistics. As shown previously, their perspective works very well if we have consistent data sets and most importantly a priori knowledge of error levels in rate and pressure, but more importantly in rate. In cases of inconsistent data sets as in the field example case considered, the inconsistency of the data with the deconvolution model, as well as the validity of such prior knowledge, may also be detected by checking pressure and rate matches coupled with the statistical analysis. However, as we faced in the case of our field example application, for which the data subsets are not consistent because of changing wellbore-storage and rate-dependent skin effect, we do advise caution that adjusted rates obtained by processing pressures based on the von Schroeter et al. strategy may not necessarily be correct because deconvolution adjusts the rates for the sake of "honoring" measured pressures. Therefore, we do not view this deconvolution strategy or deconvolution in general as a tool to correct the rates from pressure data alone for possible measurement errors. In fact, we could easily show that there is no deconvolution method or algorithm that can estimate the rate history from the pressure data, or "correct" the measured rate, even in the case of consistent data sets unless we know the spread of the error (or expected error margins) in rate data. Here, we will give two simple examples to show this point.
Suppose we have a constant rate drawdown followed by a buildup. Furthermore, let us assume that pressure/rate data are consistent with the deconvolution model of Eq. 1. Further, suppose that we process the entire drawdown and buildup pressure data by deconvolution with the drawdown rate and unit-rate (or z-) response as unknown. Can the deconvolution methods (von Schroeter 2002 Schroeter , 2004 Levitan 2005 Levitan , 2006 estimate the true (unknown) drawdown rate if an initial guess used for the rate is different from the true value? The answer is "no," because the algorithms will (and should) give back the same initial input rate without providing any correction, but the unit-rate responses (pressure change and derivative) will be vertically displaced depending on the input value of drawdown flow rate, though pressure match for both the drawdown and buildup periods will be perfect. The reason is that we do not have a unique solution for the z-response and for the drawdown rate, and hence any value of drawdown flow rate with the estimated z-response (based on this flow rate) will reproduce the same pressure history. We can give another example: Suppose that we have a test with rate 1, buildup, rate 2, buildup. Again, we believe that there is no deconvolution method that could estimate the rate history, or correct the measured rate. At best, it might be able to estimate the ratio of the two rates, or it might identify an inconsistency in the two measured rates, but it would never know which is correct and which would be wrong. A prior knowledge of error level in rate data will be a prerequisite for one to be able to determine the appropriate values of rates estimated from deconvolution. Of course, if we have further inconsistency of pressure data (e.g., in the form of changing skin from flow period to flow period) with the deconvolution model of Eq. 1, then matching pressure data pertaining to only the buildups or drawdowns or both drawdown and buildups while letting flow rate and initial pressure go unknown in deconvolution could easily lead to nonunique results. In such cases, inspecting statistics of the deconvolution results may prove useful, as shown with the synthetic and field data example applications.
The Levitan perspective is to apply deconvolution for each flow (preferably buildup) period separately with rates and initial pressure fixed in each run in order to check the consistency of data with the deconvolution model of Eq. 1. As shown with the synthetic and field data applications, this strategy also works very well if the test sequence contains a few buildups in the sense that we can identify the correct reservoir response at late times, and detect any inconsistencies of the pressure/rate data sets with the deconvolution model of Eq. 1, identify any inconsistency of rate data with pressure data, and inaccuracy in initial pressure. However, for the cases where a well-test sequence or production data do not contain buildup periods or contain only a single buildup period, the use of this strategy is limited because a single buildup or flow (or drawdown) period do not contain enough information to identify the correct value of initial pressure and rate history required for reconstruction of correct constant unit-rate drawdown pressure. However, variable-rate drawdown data, if of "good quality," can bear significant information, and does not rule out successful use of deconvolution.
Here, we provide some further general remarks on deconvolution. Regardless of the deconvolution method used, the quality of a deconvolved response depends on (i) the validity of the pressurerate data pair with the deconvolution model of Eq. 1, (ii) data subsets used for deconvolution, (iii) regularization parameters ("weights") used, and (iv) possible use of constraints [i.e., constraining initial pressure or rates (as fixed) in deconvolution]. In addition, deconvolution could be very sensitive to small errors in the data. For example, small time lags or time synchronization errors between rates and pressure could easily lead to large aberrations or oscillations in the deconvolved response, as pointed out by von Schroeter et al. (2004) and demonstrated by Levitan et al. (2006) . Some data may not be representative of reservoir flow because of wellbore/surface effects, and even some rate data may be missing. Hence, due care must be taken in preparing and selecting data to be used in deconvolution. When working with very large datasets, data filtering and flow rate decimation and simplification become critical in practical use of deconvolution.
In summary, deconvolution is an interpretation tool for the data itself, and it depends on the user running it, and therefore requires data preparation as well as the user's judgment. We believe that the deconvolved response must always be compared with the conventional derivative response, and more importantly must be consistent with geological prior information, and be validated through pressure history matching based on the possible well/reservoir model(s). Furthermore, we think that it is too much to expect a deconvolution algorithm to correct both rate history and initial pressure. It is also unfortunate that the late-time portion of the deconvolved unit-rate response is so sensitive to the value of initial pressure. Irrespective of all these issues, we believe that it should also be the task of technology to provide more accurate measurements of rates and initial pressure to be used in the deconvolution methods considered in this work.
Conclusions
As mentioned previously, the algorithms used in this study for evaluating the von Schroeter et al. (2002 Schroeter et al. ( ,2004 and Levitan (2005) methods represent our independent implementations based on the material presented in their papers. These implementations form the basis of our conclusions.
Based on our investigation, we can state the following specific conclusions related to each algorithm: 1. Our algorithm based on the von Schroeter et al. method:
• Algorithm ensures positivity in deconvolved pressure and derivative responses.
• Algorithm addresses pressure and rate uncertainties.
• Algorithm allows the treatment of initial reservoir pressure and rates as unknown in deconvolution.
• Algorithm requires only two input parameters, namely and -the relative error weight and the regularization parameter. The prescribed (default) values are typically sufficient. The parameter can be estimated directly from measured pressure and rate data available as the ratio of the "pressure error" to "rate error" and can be fixed at its default value, while the regularization parameter is adjusted manually by powers of ten of def (Eq. 11) computed from pressure data in deconvolution until a smooth enough response, interpretable without losing its dominant features, is obtained.
• Assumption of a wellbore-storage unit-slope trend at/before the first node causes artifacts on the unit-rate derivative response near the first node for data sets with no storage or minimal storage effects, but these artifacts disappear after the first log-cycle. For data with no storage or minimal storage effects, the value of e z1 estimated at the first time node represents the constant unit-rate drawdown pressure drop including the skin effect, not the value of constant unit-rate drawdown derivative response. 2. Our algorithm based on Levitan method:
• Algorithm ensures positivity in deconvolved derivative responses.
• Algorithm requires three input (control) parameters: p , q , and c , where p and p represent the standard deviation of errors ("error band" or noise levels) for pressure and rate data and c represents the "weight" for the curvature constraint. The values of p and q to be used in the algorithm are determined from our prior knowledge of noise levels in pressure and rate data, and the curvature constraint weight is adjusted manually. As shown, if each measured pressure point in the pressure data set has the same standard deviation of error p , and each measured rate point in the rate data set has the same standard deviation of error q , and if we ignore the differences in encoding between the von Schroeter et al. and Levitan methods, the objective functions considered by these authors are identical provided that we define ‫(ס‬ p / q ) 2 and ‫(ס‬ p / c )
2
. Hence, only the ratios p / q and p / c are required, and as a result the number of control parameters is the same in both methods.
• Algorithm removes the assumption of unit-slope trend at/ before the first node, and hence can reconstruct the unit-rate responses correctly at the very early times even if the data do not exhibit wellbore-storage unit-slope line, provided that time value t 1 for the first node is chosen less than or equal to the minimum elapsed time in the pressure signal. Use of L−2 curvature constraint equations in the objective function (Eq. 16) provides slightly better representation of the reconstructed unit-rate response than that of L−1 curvature constraint equations.
• There is no positivity constraint on the constant unit-rate drawdown pressure response at the first grid node [i.e., p u (t 1 )], which is treated as an unknown model parameter in the algorithm. Therefore, the resulting value may be negative. As seen in our Synthetic Example 2 and field data application, this can cause an artifact at the reconstructed unit-rate responses at the very early times.
• When the algorithm is applied to individual buildup periods, the sensitivity of the model pressure with respect to p u (t 1 ) depends only on the flow rate at the instant of shut-in.
• An improper selection of t 1 value and of curvature constraint c , and/or measurement errors in pressure/rate and time synchronization errors in rate and pressure data, are possible causes of driving the unconstrained nonlinear minimization algorithm to a negative value for p u (t 1 ). 3. Ilk et al. algorithm: • Algorithm offers the flexibility of modeling rates as continuous measurements.
• Algorithm handles the earliest part of the unit-rate derivative response for the data with a skin effect (but minimal or no wellbore-storage effects) by adding additional "anchor" B-splines. Four additional B-splines added to the left of the first observed time point in the signal are sufficient for virtually any scenario.
• Algorithm considers a linear weighted least-squares objective function based on a diagonal weighting matrix to account for errors only in pressure data. The weights in diagonal elements of the matrix are defined as the reciprocal of the observed value of measured pressure drop (i.e., the measured pressures are corrupted by a constant level of relative error). However, in view of the concept of maximum likelihood estimation, the weights should actually represent the inverse of standard deviation of errors in data to have the correct assessment of statistics of the match, and hence using a weighting matrix as proposed by Ilk et al. may yield incorrect statistics (e.g., incorrect confidence intervals), though the resulting estimates of the unit-rate response may be reasonable.
• Algorithm does not ensure positivity in deconvoled responses.
• The regularization parameter ␣ in the algorithm is adjusted manually, and the regularization approach used by Ilk et al. tend 
