In this paper we introduce a visualization application for a vehicle simulation with an automatic pilot. The application is written in OpenGL and includes a model of a vehicle (a motorcycle) based on the physical laws of motion, including kinematics, gravitation, and friction. The vehicle can be controlled by the user through keyboard and mouse commands, as well as by an automatic pilot. The latter is implemented as a multi-agent probabilistic scheme using perceptual data.
Introduction
The goal of this application is not to develop a pilot capable of driving the vehicle in a stable and deterministic way, but to simulate the behavior of a human driver under various circumstances on the road.
The intelligent agents represents a modern approach in artificial intelligence and they have been extensively utilized for many applications (Weiss 2000; Wooidridge 2002) . Several approaches have applied multi-agent models to the simula- (Nagei 1996; Kelly 1997) or trajectory planning (Atkins et al. 1998 ).
The autonomous pilots are an important aspect of developing the vehicles of the future and they represent an interesting challenge for intelligent control applications as well as for traffic control (Kelly 1997; Mourant & Refsland 2003) . This project starts from a simulation of a vehicle with a multi-agent autonomous pilot using perceptual information. The application aims to control the vehicle in a nondeterministic way inspired from the behavior of a human driver and using the same kind of perceptual information to make decisions.
In this paper we introduce a simulation of a vehicle with a multi-agent autonomous pilot using perceptual information.
Most of the research on autonomous pilots is directed toward piloting aircrafts (Martinos et al. 2003; Abdelzaher, Atkins, & Shin 2000; Gavrilets et al. 2001) , and cars (Mourant & Marangos 2003) . Our approach targets motorcycles which have not yet been studied as extensively as the other types of vehicles and which represent a more challenging modeling problem.
The application we are presenting in this paper is developed using the ideas and concepts that can be observed in game engines. It is implemented using the OpenGL library and provides real-time interaction for a human player. The visual interface of the application allows the human user to adjust 0-7803-8750-3/$25.00 02004 IEEEthe point of view and to drive the vehicle, which in our case is a motorcycle. The application includes an autonomous pilot that can be toggled on and off as well as a test circuit that the human or automatic driver must attempt to complete.
The automatic pilot is a multi-agent probabilistic application with a separate configuration interface where each agent is an independent process acting on one of the control units of the vehicle, as for example, the gas, the brakes, the handlebars, or the steering wheel. The agents use some information about the current status of the vehicle to make a decision about an action to be taken on their respective control units.
This information includes both status data, like the current speed, and perceptual data, as the visible distance on the road in the direction of movement, the lateral distance to the border of the road, and the current slope. The performance of the automatic pilot is compared with the performance of a trained human.
The paper is structured the following way. Section describes the physical model and the equations that we have used in our simulation. Section introduces our multi-agent automatic pilot. Section presents the GUI and other implementation details for our application. Section presents some results of our simulation and compares them with the performance of a human player. We finish the paper with some conclusions.
The Equations of Motion
Let us consider the following notations:
• s(t) the spacial position of the object at time t,
• v(t) the momentary speed or velocity, v(t) = s'(t), • a(t) the momentary acceleration, a(t) = vt(t) = s"(t).
By applying Taylor's equation, we can derive the following system of equations defining the spacial position of the motorcycle at the moment t + At: ~2 
s(t + At) = s(t) + v(t) . At + a(t)---fv(t + At) = v(t) + a(t) . At
In our case, the acceleration is defined by the amount of gas supplied to the engine by the throttle, by the force applied to the brakes, by the friction force, and by the gravitational force. The system is set in such a way that a given amount of gas supplied to the engine can only lead to accelerating the vehicle up to a speed limit depending on the amount of gas. This simulates the engine limitations of a real vehicle.
Let us denote by sl(s(t)) the angle made by a tangent to the road in the direction of movement with the horizontal plane.
The following equation is used to determine the acceleration applied to the vehicle:
Physical model
In this section we introduce the physical equations that we have used to simulate the vehicle and to control its behavior.
Most of the equations modeling the motorcycle can be found in (Bourg 2002) and (Anderson 2001) .
a(t) = throttle(t) + eb g sinsl(s(t)) -k g cossl(s(t)) (2)
In this equation, the first term represents the amount of gas supplied to the engine, the second one the amount of gravitation applied to the vehicle in the direction of movement, depending on the gravitational acceleration on the surface of the Earth, g = 9.8 m/s 2, and on the slope of the road at 0-7803-8750-3/$25.00 ©2004 IEEE 222 the current point in space in the direction of movement. The last term represents the acceleration generated by the friction force, depending on a constant specific to the surface material, k, and on the gravitational acceleration normal to the surface, which is equal to g multiplied by the cosine of the slope angle. From this equation we also substract an amount depending on the force applied to the brakes. 
s(t +At).
To simplify the model, in our program we consider that if the distance ds is greater than the distance between the centers of the wheels, then the direction of movement is simply rotated by the angle ha(t) and the new position is calculated by translating the vehicle by the distance ds in the new direction of movement. This idea is illustrated by Figure 1 . • the driver's head These units are not entirely independent with respect to each other, and we must define the relative constraints of their movement. In this context they define the parts composing the moving object, each having a center of mass that can move with respect to each other.
Lateral movement
The first force that we are going to consider that affects the lateral movement of the vehicle is the centrifuge force. This force is defined by
In our case we will consider that the moving object is com- 
In our case, we consider the independent units of our object to be the following:
• the motorcycle itself
• each leg of the driver
• each arm of the driver Fc = m to2 r (6) where to is the angular speed, and r is the radius of the circle on which the object is turning. If v is the horizontal speed, then we can define the angular speed as to = v/r, so the centrifuge force is equal to v 2
r A second force that interacts with the vehicle in the lateral movement is the lift force due to the friction with the air. We can adapt an equation taken from airplane wing simulation that computes the lifting force FL as 
Perceptual Information
The autonomous pilot is using perceptual information to make decisions about the vehicle driving. This information is inspired from the perceptual cues that a human driver would also be paying attention to while driving a vehicle.
In our application, the pilot is aware of the following measures:
By imposing the condition that the central gravitational force should be equal to the centrifuge force, we can compute the rotation radius r:
The visible front distance, denoted by frontd, defined as the distance to the border of the road from the current position of the vehicle in the direction of driving. This distance is a measure of how much of the road is visible ahead and also of how straight the road is in front of the vehicle. Instead of the direct measure of this distance we a re going to use the quantity front = frontd/length which is the proportion between the front distance and the length of the vehicle.
All of the forces and quantities involved in the description of the lateral movement are illustrated in Figure 3 .
The Autonomous Pilot
In this section we present the ideas that we have used to implement the autonomous pilot for our motorcycle. 
Control Units
The motorcycle is driven by several control units (CUs).
Each of them is controlled by an independent agent with a probabilistic behavior. The agents are not active during the computation of each new frame simulating the evolution of the vehicle on the road, but only once in a while in a non-deterministic manner. This simulates the behavior or a human driver that may not be able to instantly adapt and take action based on the road situation and would require a certain reaction time.
The minimal model requires a CU for the gas -throttle, which determines the acceleration, for the brakes, which can slow down or even stop the vehicle, and for the handlebar that controls the direction.
Each of these control units is independently adjusted by an agent. The behavior of the agents depends on the status of the vehicle and is intended to drive the motorcycle safely in 0-7803-8750-3/$25.00 ©2004 IEEE 226 the middle of the road and at a speed as close as possible to a given limit. Each agent can have its own rate of interference with the coordination of the vehicle, and in our case, the agents controlling the throttle and the handlebar are in general more active than the agent controlling the brakes.
The next paragraphs introduce the equations used by each of our agents to make a decision and describing the action taken by the agents. The equations comprise a good number of constants, some of which are used by more than one agent with the same meaning. Even though these constants are the .same in various equations, each agent has its own configuration values for them, which means that their behavior can be adjusted independently of other agents.
The Throttle
This CU and its corresponding agent controls the amount of gas that is supplied to the engine and determines the acceleration that the vehicle is submitted to.
This agent takes as input information the current speed, the front distance, the lateral distances, and the slope. The agent has three speed thresholds that it is using to adapt the amount of gas with the aim of adjusting the speed: a minimal threshold, that determines the minimal speed that the vehicle should have at any time; the maximal threshold, that represents the maximal speed at which the driver feels safe driving the vehicle, and the speed limit, which is an exterior measure that does not depend on the performance of the vehicle and of the driver.
The agent will attempt to keep the vehicle speed above the minimal threshold and below the maximal one, and also below the speed limit but not too different from it. If the lateral distance to the left is too far from the lateral distance to the right, the speed must be decreased because the road is most probably turning. The same rule applies to the visible distance in front of the driver: a short distance represents an unsafe road situation and the speed has to be decreased. Equation 13 presents the condition that must be fulfilled for the throttle to be increased or opened, which results in a higher acceleration followed by an incrementation of the speed. In this equation, Vtow is a lower limit for the speed, thrtat is a threshold under which we consider that the difference between the left and right distances is still safe, thr/ront is the threshold for the safe front distance, Vtimit is an upper speed limitation, like the legal speed limit on that road, and ctr is a constant. 
Let tr(t)

v(t) < Vtow or latabs > thrtat and front > thrlront and v(t) < VtimU and v(t) < ctr " tr(t)
Atr = cincv(front-thryro,u)(v(t) -Vlow)+ Crecy ( (V(t ) --Vli,.it ) + trlat + tr yr) + Cst " slope (17)
The Brakes
The agent controlling the brakes has a similar behavior to the one controlling the throttle because we have assumed that the rules deciding when the speed should decrease are of general purpose. The equations of this agent though are simpler because the brakes can only decrease the speed and not increase it. The speed can actually be reduced by decreasing the amount of gas received by the engine, in which case the friction with the ground would slow down the vehicle, but also by activating the brakes, which has a more direct effect on the speed and should be used when the necessary change in speed is bigger.
The criteria used by the agent in charge of the brakes to decide when to apply a force on the brakes, which would result in a more dramatic decrease of the acceleration and of the speed than decreasing the throttle, are the same as for the agent in charge of the throttle, and are specified by
Equation 16. Given the fact that even though the two agents are using constants with the same name, those constants can have independent values for each of them, a decrease of the throttle does not necessarily mean an action on the brakes.
The brakes are actually used less often than the throttle.
Let br(t) be the amount of force applied to the brakes at the moment t. In general, this force is distributed 40% on the back brake and 60% on the front brake. Just as befores, let 
Abr = br(t + At) -br(t).
Abr = caeca, ((v(t) -vtimit) + trlat + tr#) -Cst . slope (18)
The Handlebar
A special agent is in control of the handlebar of the motorcycle, the equivalent of the steering wheel for a car. This agent is also using the lateral distances to the border of the road, as 
Alerting Agent
Beside all the agents that are in direct control of the motorcycle, the pilot comprises a fourth agent that does not perform any action on the vehicle. While the other agents are active only occasionally, this agent is probing the vehicle and road condition for every new frame and is capable of activating one of the other agents if the situation case requires special attention. Thus, if the speed of the vehicle is either too high or too low, or if the visible front distance is too short, or if the difference between the left and right lateral distances is too high, this agent considers the situation to be exceptional, meaning unsafe, and generates an alert event that will randomly activate one of the agents that can take action on the motorcycle and correct the issue. 
Pilot Configuration
The second part of our application consists in a GUI written in Python that allows the user to configure the thresholds and constants that define the behavior of the autonomous driver.
The interface opens a special dialog for each of the control units of the vehicle. and descending. Figure 7 shows a perspective view of the circuit that we have used. 
Experiments
We have performed our experiments with a circuit consisting of 3 loops such that a portion of it being elevated with respect to the rest of the road. The circuit was designed with the intention to test the ability of the pilot to drive correctly in situations where the road is turning both to the left and to the right, and also where the slope of the road is ascending
Beside being successful at completing the circuit, the autonomous pilot has also shown interesting behavior as compared to the human player. In the case of the human, the entire set of control keys is rarely used and once the player achieves a speed that is perceived as comfortable, the rest of the circuit is covered by controlling only the lateral movement of the motorcycle. In the case of the automatic pilot, we can observe a higher variation of the speed, which makes the simulation closer to a real-life situation.
Considering the general direction of movement, we have also observed that the autonomous pilot is much more sensitive to the differences between the left and right distance to the border of the road than the human player and the changes in direction happen a lot more often. The pilot also seems to be capable of remedying dangerous situations better than the human player but the general impression of the ride is that it is less smooth.
To evaluate the autonomous pilot, we have computed a number of statistics based on 5 completed circuits by the autonomous pilot as well as by two human subjects. Table   1 shows these results in which the rows have to following meaning: average time to complete the circuit (time), aver-0-7803-8750-3/$25.00 ©2004 IEEE 231 age speed over the entire circuit (v), maximal speed that the player has achieved at any time(max v), the average value of latab~., the total distance covered to complete the circuit, the total number of left and right turns, the number of times that the player has exited the road. The last row shows the number of times that the pilot has exited the road with no immediate recovery, in which case the experiment was restarted.
From this table we can note that the average timing of the human player and of the autonomous pilot are comparable, even though the human can still handle higher speeds. Experiences with higher speeds for the pilot resulted in the vehicle leaving the road without managing to recover.
The main focus of the paper has been the description of the automatic pilot. This part of the application is implemented using a multi-agent model in which each control unit of the vehicle, like the throttle, the handlebar, and the brakes, is controlled by an independent agent with a probabilistic behavior. Section described in details the equations used by each of the agents to drive the vehicle.
The experiments described in Section have shown that the autonomous pilot is capable of successfully driving the motorcycle over the entire length of a test circuit in conditions that are comparable to the performance of a human driver.
As a limitation of our system in its current state, the coefficients that determine the behavior of the pilot have to be chosen by the user and the task of finding good values for them is a tedious one. As a direction for future research we intend to explore some methods that would allow the agents to find the appropriate behavior through adaptation and learning.
