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RÉSUMÉ 
Le cloud , grâce à son modèle d 'approvisionnement élastique des ressources, se 
révèle être une solution rentable pour les fournisseurs de contenu qui peuvent 
désormais louer des ressources de stockage, de calcul , et de bande passante, menant 
à l'apparition de réseaux de diffusion basés sur le cloud. Cependant , la performance 
de ces réseaux est influencée par le placement du contenu dans les différents centres 
de données géographiquement distribués. À cet effet , nous proposons une stratégie 
de placement de contenu dans une infrastructure distribuée et une stratégie pour 
minimiser leur temps de migration entre les différents centres de données. La 
stratégie de placement de données est basée sur les relations entre le contenu et 
vise à rapprocher de l'ut ilisateur le contenu le plus populaire et corrélé afin de 
réduire la latence et de minimiser le coût de stockage et de bande passante. Nous 
avons aussi proposé une heuristique baptisée CRANE qui complète n 'importe 
quelle stratégie de placement en gérant efficacement la création de répliques de 
données et en minimisant le temps nécessaire pour copier les données vers leurs 
nouveaux emplacements tout en évitant la congestion du réseau et en assurant 
la disponibilité minimale des données. os résultats expérimentaux montrent que 
le temps de migration de CRANE est environ 20 % proche du temps mis par la 
séquence de migration optimale et améliore par 40 % le temps de migration par 
rapport à Openstack Swift . 

I ITRODUCTION 
Le nombre d 'utilisateurs accédant à du contenu à distance a augmenté d 'une façon 
significative au cours des dernières décennies. En conséquence, cette forte demande 
sur les services de contenu a conduit à des problèmes liés à la disponibilité des 
ressources et à la baisse de la qualité de l'expérience de l'utilisateur. Les réseaux de 
diffusion de contenu (CDN) viennent surmonter ces limites. Dans ces réseaux, le 
contenu est dupliqué et stocké dans des serveurs périphériques distribués autour du 
monde. Les requêtes des utilisateurs sont redirigées aux serveurs qui conviennent 
le mieux selon des critères tels que la proximité ou l'état du réseau et des serveurs. 
De cette manière, les CDN permettent aux utilisateurs d 'accéder rapidement au 
contenu , quel que soit leur emplacement géographique tout en réduisant la latence 
causée par la distance séparant le serveur d 'hébergement de l 'utilisateur final. 
Cependant, les réseaux de distributions de contenus tels que Akamai et Limelight 
Networks se révèlent des solutions coûteuses pour les fournisseurs de contenus 
(Broberg et al. , 2009) . Par ailleurs , l'informatique en nuage (également appelé 
cloud computing) permet aux fournisseurs de CDN de louer des ressources pour 
le stockage, le calcul et la bande passante selon leurs besoins et à la demande. En 
effet , l 'informatique en nuage permet de s 'adapter aux changements de la charge 
de travail en approvisionnant et en retirant des ressources de manière dynamique 
afin de mettre en correspondance les ressources disponibles à la demande actuelle 
(Herbst et al., 2013). Cet approvisionnement élastique des ressources s 'avère une 
solution rentable pour les fournisseurs de contenu. Cela a mené à la création 
des CD basés sur le cloud appelés Cloud-based CDN (CCDN) . Les CCDN 
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permettent d 'augmenter la disponibilité et de réduire le temps d 'accès au contenu, 
tout en minimisant le coût de stockage des données. 
Typiquement , les fournisseurs de l 'informatique en nuage déploient plusieurs 
centres de données à grande échelle dans des sites géographiquement distribués . 
Ils utilisent ensuite la réplication de données comme une technique effi cace pour 
améliorer la tolérance aux pannes, réduire la latence d 'accès aux données et 
minimiser la quantité de données échangées dans le réseau. Par conséquent , 
la gestion efficace de ces répliques de données est l 'un des principaux défis 
pour les fournisseurs de l'informatique en nuage. La gestion des données et 
plus particulièrement les répliques de données comprend leur placement , leur 
synchronisation et leur migration. Le problème de placement consiste à déterminer 
les serveurs où les répliques de données doivent être stockées de manière à 
maximiser la disponibilité des données et à minimiser le coût de communication et 
le temps d 'accès. Cependant , les stratégies de placement de répliques de données 
induisent la création et la migration d 'un grand nombre de copies de données au 
fil du temps entre et au sein des centres de données. 
En outre, certaines recherchent démont rent que le contenu généré par les 
utilisateurs et les vidéos générées à partir de la télévision sur Internet et de la vidéo 
sur demande constituent le plus grand volume de données qui sont échangés sur 
Internet dans la prochaine décennie (Cisco , 2012). Ces données sont caractérisées 
par leurs changement d 'accès cont inue et la variation de leur popularité au cours 
du temps. Des applications et des réseaux sociaux en ligne sont généralement 
proposés pour partager ce type de contenu . De plus, ces derni rs proposent des 
options tels que la recommandation de contenu associé et la sélection de contenu à 
afficher suite à la consultation d 'un contenu. Cependant , la sugge t ion de contenu 
corrélé à un autre a un impact sur sa popularité et la fréquence de ses accès (Zhou 
et al. , 2015). 
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Étant donné que le contenu change au fil du t emps, la popularité des données 
hébergées par le CCD J change aussi. Une donnée devenant plus populaire à un 
moment donné nécessite plus de répliques qu 'une aut re. De plus, ces répliques 
devraient être placées dans les cent res de données de manière à minimiser le temps 
nécessaire pour y accéder. Inversement , si un contenu perd de sa populari té , cela 
devrait engendrer une réduction du nombre de répliques afin de minimiser les coûts 
de placement. Ainsi, ce changement dynamique en fonction de la popularité et les 
besoins en performance va engendrer des t ransferts cont inus d 'une importante 
quantité de données entre les centres de données. Plus le nombre de répliques qui 
devraient être créées est élevé, plus le t rafic généré ent re les différents cent res de 
données est important. Cet échange croissant de quant ités énormes de contenu 
entre les centres de données peut surcharger le réseau. Cela pourrait aussi nuire 
à la performance globale du réseau en termes de perte de paquet s et de latence. 
Cette congestion ralentit aussi l'arrivée des répliques à leur destination finale . Par 
ailleurs , un t ransfert massif de données engendre plusieurs conséquences. D 'abord , 
une consommation élevée des ressources telles que l'unité centrale de t raitement , la 
mémoire, les ent rées/ sorties des disques au niveau de la machine source et celle de 
destination peut ralentir les autres t âches en cours d 'exécut ion sur ces machines. 
De plus, cett e migration massive des données peut congestionner le réseau. En 
effet , le processus de migration de données dans les systèmes de stockage distribué 
est un processus pair à pair, asynchrone. Il n 'y a généralement pas de coordination 
pour la copie des données. Chaque machine dans le système vérifie pour chaque 
donnée si cette dernière est présente dans les aut res noeuds où elle devrait être 
stockée. Si celle-ci n 'y est pas, la machine copie cette donnée sans vérifier si un 
autre noeud est entrain d 'effectuer cette copie. Ceci peut engendrer la migration 
redondante et inutile de répliques. Finalement , la disponibilité des répliques peut 
être affectée. En effet , quand une réplique de donnée est créée/ migrée dans un 
nouvel emplacement , elle ne sera disponible que lorsque tout son contenu est 
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copié dans le noeud de destination. Si la création de répliques prend un temps 
élevé , la disponibilité de données peut être affectée si le nombre de répliques de 
données actives ne suffit pas à satisfaire toutes les demandes des ut ilisateurs. 
L'objectif de ce mémoire est de proposer des solut ions qui permettent une 
meilleure gestion du placement et de la migration des répliques dans les CCDN. 
Cet objectif peut être atteint en minimisant la quantité de données transférée 
entre les différents centres de données d 'un CCD r. Nous pouvons aussi réduire 
le nombre de répliques qui doivent être stockées dans de nouveaux cent res de 
données. Pour ce faire, nous considérons les relations entre les différents contenus 
telles que la popularité et la corrélation pour déterminer le placement dans les 
serveurs périphériques du CCDN. De plus en ordonnant la migration de ces 
répliques entre les différents centres de données , nous pourrions respecter l 'accord 
de service (SLA) relatif au délai de réponse pour les requêtes des clients. P ar 
ailleurs, le choix de la machine source et des liens à partir desquels la donnée doit 
être copiée et l'ordre dans lequel les répliques sont créées minimise la congestion 
du réseau et accélère le t ransfert de données. 
Dans ce mémoire, nous modélisons les problèmes de placement des répliques de 
données et celui de leur migration à l'aide de la programmation linéaire en nombres 
entiers. Ensuite, nous concevons et implémentons deux algorithmes heuristiques 
pour résoudre ces problèmes. La première solut ion se base sur l'optimisation par 
essaims particulaires (OEP) pour le placement des répliques de données dans 
différents centres de données d 'un CCDN. Cette solut ion vise à t rouver le bon 
placement pour les répliques dans le but de minimiser leur coût de stockage et de 
bande passante nécessaire pour leurs copies et de rapprocher le contenu le plus 
populaire et corrélé des utilisateurs pour leur offrir un meilleur délai de réponse. 
Nous proposons aussi une seconde solut ion (Mseddi et al. , 2015) (baptisée 
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CRANE) permettant de planifier la migration des répliques de données dans un 
système de stockage distribué. CRANE gère la création de répliques dans des 
infrastructures géodistribuées dans le but de (1) réduire au minimum le temps 
nécessaire pour la copie des répliques vers leurs nouveaux emplacements , (2) éviter 
la congestion du réseau, et (3) assurer une disponibili té minimale pour chaque 
réplique. 
Ce document est divisé en quatre chapitres. 
Le premier chapit re fournit un aperçu des concepts de base des CDN. Ensuite , 
nous décrivons des stratégies de placement de contenu. Nous dressons ensuite l 'ét at 
de l'art de la migration des répliques de données dans les systèmes de stockage 
distribués. 
Dans le chapit re 2, nous formulons le problème du placement des répliques de 
contenus dans une architecture hiérarchisée de CCD comme un programme 
linéaire entier. Nous décrivons ensuite notre solut ion basée sur l 'opt imisation par 
essaims particulaires (OEP). Finalement, nous évaluons les performances de trois 
stratégies de placement de contenu par rapport aux performances de notre solution 
et de la solution optimale. 
Le chapit re 3 est consacré à l 'optimisation de la migration des répliques des 
données dans les systèmes de stockages distribués. Nous commençons par formuler 
le problème de migration de répliques comme un programme linéaire en nombre 
ent ier (PLNE). Ensuite , nous présentons notre solut ion heuristique bapt isée 
CRANE ainsi que les résultats expérimentaux. Nous avons implémenté CRANE 
et nous l'avons intégré dans OpenStack. Nous ut ilisons cette mise en œuvre pour 
exécuter des expériences qui mont rent la performance de CRANE sur OpenStack 
Swift pour différents scénarios. Nous comparons également la solut ion trouvée par 




Finalement , le dernier chapitre de ce mémoire est dédié à la conclusion. 
CHAPITRE I 
STRATÉGIES DE PLACEMENT DE CONTENU ET DE MIGRATION DANS 
LES CCD 
Dans ce chapitre, nous commençons par présenter les concepts des réseaux de 
diffusion de contenu (CDN) traditionnels et ceux qui sont basés sur le cloud. 
Ensuite, nous présentons les paramètres influant sur le placement des répliques 
dans ce type de réseaux et nous établissons l'état de l'art des stratégies proposées 
dans la littérature. Nous présentons ensuite les différentes stratégies de migration 
de données dans les systèmes de stockage distribué. 
1.1 Les réseaux de diffusion de contenu basés sur le cloud (CCDN) 
Le Web, étant devenu le moyen de communication incontournable pour le 
partage du contenu , a contribué à la croissance rapide de l 'internet . Le 
nombre d 'utilisateurs accédant au contenu Web a aussi augmenté d 'une manière 
exponentielle engendrant une forte demande pour les systèmes hébergeant du 
contenu . En conséquence, cette forte demande sur les services de contenu 
a engendré des problèmes de disponibilité de ressources et une baisse de 
performance. Les réseaux de diffusion de contenu ont été proposés pour surmonter 
ces limitations en offrant des infrastructures et des mécanismes pour livrer du 
contenu d 'une manière évolutive , et améliorant l'expérience des utilisateurs du 
Web. D'autre part , le cloud , grâce à son modèle d 'approvisionnement élastique 
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des ressources, révèle être une solution rentable pour les fournisseurs de contenu. 
Ces fournisseurs qui peuvent désormais louer les ressources du cloud (stockage , 
calcul , et bande passante) pour construire des CDN basés sur le cloud appelés 
CCD 
1.1.1 Définition 
Un réseau de diffusion de contenu (CDN) est une collection d 'éléments de réseau 
permettant une distribution plus efficace de contenu aux utilisateurs finaux. 
Un CDN se compose de deux types de serveurs. Des serveurs d 'origine qui 
servent à introduire les contenus dans le réseau, et des serveurs périphériques 
géographiquement distribués pour répliquer les contenus des serveurs d 'origine. 
Lorsqu'un utilisateur demande une donnée qui fait partie d 'un réseau de diffusion 
de contenu , ce dernier va rediriger la demande à partir du serveur du site d 'origine 
à un serveur dans le réseau qui est le plus proche de l 'utilisateur t lui distribue 
le contenu mis en cache. Le CD communique également avec le serveur d 'origine 
pour livrer un contenu qui n 'a pas été précédemment mis en cache. 
La construction de l 'infrastructure de CD est axée de manière à offrir une 
panoplie de services et de fonctionnalités tels que le stockage et la gestion de 
contenu , la distribution de contenu entre les serveurs périphériques , la gestion 
de la cache, la transmission de contenu statique, dynamique et de diffu ion en 
continu ( streaming) , des solutions de sauvegarde et de récupération après les 
sinistres, la surveillance, la mesure de performance, et les suivis. Pour ce faire, 
cette infrastructure est composée essentiellement des éléments suivants : 
Les composantes de diffusion de contenu comprennent un serveur d 'origine 
et un ensemble de serveur périphérique qui fournissent des copies de 
contenu aux utilisateurs finaux ; 
La composante de redirection qui est chargé de diriger les requêtes des 
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clients vers le serveur périphérique le plus approprié (le plus proche ou le 
moins chargé). Ce composant doit aussi communiquer avec le composant 
de distribution afin de maintenir une vue à jour du contenu stocké dans les 
caches CDN ; 
La composante de distribution qm copie le contenu à partir du serveur 
d 'origine vers les serveurs périphériques et assure la cohérence du contenu 
dans les caches ; 
La composante de fa cturation qui enregistre les journaux (logs) d 'accès des 
clients et l 'utilisation des serveurs CDN. Ces données sont utilisées pour la 
facturation et la maintenance. 
1.1.2 Architectures existantes 
Au fil des dernières années, plusieurs travaux de recherche ont été élaborés pour 
étudier les architectures et les modèles de CCDN. Chen et al. ont étudié le 
problème de construction des chemins de distribution et le problème du placement 
des serveurs périphériques conjointement dans les CCDN afin de minimiser les 
coûts et satisfaire la qualité de service relative aux requêtes des utilisateurs 
(Chen et al. , 2012). D 'autre part , Srinivasan et al. ont proposé l'architecture 
"activeCDN" qui permet à un fournisseur de contenu de mettre à l 'échelle 
dynamiquement les services de diffusion de contenu en utilisant la virtualisation 
des réseaux et les techniques de cloud computing (Srinivasan et al. , 2011). Lin 
et al. ont proposé une architecture CCDN se basant sur le système Hadoop ayant 
pour but de minimiser les coûts des CDN et faciliter la gestion de contenu pour les 
éditeurs de contenu (Lin et al., 2011) . Papagianni et al. se sont intéressé à une 
infrastructure constituée de plusieurs fournisseurs de cloud (Papagianni et al. , 
2013). Ils ont proposé et évalué une architecture hiérarchique de CCDN où les 
ressources en communication inter et intra cloud sont simultanément prises en 
compte, tout en considérant les ressources traditionnelles du cloud. Finalement , 
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Wang et al. ont identifié les défis et enjeux et établi un état de l 'art des CCD 
(Wang et al. , 2015) . 
1.1.3 1odèle d 'affaire 
Traditionnellement , un fournisseur de contenu (consommateur) peut s'engager 
avec un fournisseur de services CDN pour livrer son contenu aux utilisateurs 
finaux. Généralement , les CDN hébergent du contenu d 'une t ierce partie. Ce 
contenu peut être statique (pages HTML statiques , images, documents ... ) , des 
médias pour la diffusion continue (audio, vidéo en temps réel) , des vidéos générées 
par les utilisateurs et des contenus de services (commerce électronique, service 
de transfert de fi chiers). D 'autre part , leS fournisseurS de serviceS Cloud CD r 
peuvent soit posséder tous les services qu 'ils utilisent pour exécuter leurs services 
CD ou peuvent déléguer ces services à un fournisseur de cloud. Finalement , les 
utilisateurs finaux interagissent avec le CDN en spécifiant le contenu au travers 
de leurs téléphones intelligents, ou ordinateurs . 
1.1.4 Avantages et objectifs des CCD 
Les CCDN offrent plusieurs avantages (Wang et al. , 2015) : 
Le modèle de paiement des CCDN : CCD r offre aux ut ilisateurs un service 
de diffusion de contenu en utilisant un modèle de paiement au fur et à 
mesure de l'utilisation (pay-as-you-go) . 
Augmentation des points de présence : Le contenu est placé dans des 
serveurs plus proches des ut ilisateurs dans les CCD comparé aux CDN 
traditionnels en raison de l 'omniprésence des centres de données de cloud. 
Le CCDN peut réduire la latence de transmission grâce à la possibilité 
de louer sur demande des ressources pour augmenter la disponbilité et la 
visibi lité du contenu. 
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L 'accessibilité du CCDN : Les CDN basés sur le cloud permettent aux 
fournisseurs de contenu d'atteindre de nouveaux marchés et de nouvelles 
régions et de soutenir les utilisateurs nomades. Par exemple, au lieu de 
mettre en place une infrastructure pour servir un petit groupe de clients en 
Afrique, les fournisseurs de CDN profitent des fournisseurs de cloud actuels 
dans la région pour héberger les serveurs périphériques d 'une manière 
dynamique. 
Plus grande variété d 'applications CCDN : Grâce à son support des 
changements dynamiques de la charge, le cloud facilite aux CDN de soutenir 
différents types d 'applications dont le trafic augmente d 'une manière 
imprévisible, ou qui requièrent une quantité de ressources variable au cours 
du temps. Le cloud leur permet aussi d 'évoluer et de croît re rapidement. 
Les principaux objectifs (Wang et al. , 2015) du CCDN sont : 
Fournir une grande évolutivité et une infrastructure de cloud d 'une haute 
stabilité. 
Réduire le coût de la communication entre les serveurs périphériques et les 
services fournis par l'infrastructure de cloud. 
Gérer plus facilement le contenu 
Fournir le contenu populaire au serveur le plus proche pour des utilisateurs 
finaux. 
1.2 Le placement de données dans les CCDN 
Dans les CCDN, le problème de placement des répliques se résume à trouver le 
meilleur ensemble de serveurs pour placer les répliques/ copies de contenu. La 
performance des CD T dépend de plusieurs paramètres tels que le nombre de 
serveurs périphériques requis , leur emplacement , le modèle de calcul du coût 
adopté (par exemple les coûts de stockage, de la récupération , et de la mise à 
jour) , et la considération de contraintes liées à la qualité de service. 
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1.2.1 Stratégies de placement des serveurs périphériques 
Le choix du meilleur emplacement pour les serveurs de substitution a un impact 
direct sur les performances du processus de diffusion de contenu. L'objectif du 
placement optimal des serveurs de substit ut ion est de réduire la latence perçue par 
l 'ut ilisateur pour accéder au contenu et de minimiser la consommation globale de 
la bande passante réseau pour transférer le contenu répliqué des serveurs jusqu aux 
clients. Plusieurs heuristiques visant à trouver le meilleur emplacement pour les 
serveurs de substit ut ion ont été développées. P armi ces heuristiques, on compte 
"le placement glouton" ( Greedy replica placement) (Krishnan et al., 2000) , 
"le placement avec connaissance de la topologie" ( Topology- informed placement 
strategy) (J amin et al. , 2001) et "le placement en arbre" ( Tree-based replica 
placement) (Li et al., 1999) . Ils prennent en considération des informations 
existantes du CD tels que la topologie du réseau et les modèles de variation de 
la demande. Ces algorithmes offrent des solutions qui visent aussi à minimiser les 
coûts. Dans ce travail , nous avons choisi le placement en arbre pour le placement 
des serveurs de substitution. Cette stratégie suppose que la topologie sous-jacente 
est sous la forme d 'un arbre de serveurs. 
1.2.2 Sélection du contenu à répliquer 
L'efficacité de la distribution du contenu repose en grande partie sur la sélection 
du contenu à transmettre aux ut ilisateurs finaux. Une approche appropriée de 
sélection de contenu peut réduire le temps de téléchargement du contenu par 
les clients et la charge des serveurs. Il existe deux approches principales pour 
la sélection de contenu. La première consiste à copier tous les objets du serveur 
d 'origine aux serveurs de substit ut ion. Dans cette approche, c' st le serveur d 
substitution qui transmet la totalité du site à l 'utilisateur final. Dans la seconde 
approche, quelques objets du site (tels que les vidéos ou les images) sont copiés du 
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serveur d 'origine aux serveurs de substit ut ion. Dans cette approche, la sélection 
des obj ets à copier a un impact important sur les performances du CDN. Cet te 
sélection est faite en fonction en 4 critères : 
- Sélection empirique (Fujita et al., 2004) où l 'administrateur choisit 
empiriquement le contenu à répliquer dans les serveurs périphériques. 
Sélection basée sur la popularité (Chen et al. , 2003) où le contenu le plus 
populaire est choisi pour être répliqué. 
Sélection par objet (Chen et al., 2003; Wu et Kshemkalyani , 2006) où le 
choix des obj ets à répliquer est basé sur une fonction de gain . 
Sélection par regroupement (Fink et al., 2002) (Chen et al., 2003) où 
le contenu à répliquer est regroupé sur la base de la fréquence d 'accès ou 
sur la base de la corrélation. Finalement , ce regroupement de contenu peut 
aussi être basé sur les sessions des ut ilisateurs ou sur les URL des contenus. 
1.2.3 Placement des répliques de données 
Nous considérons le placement de répliques de données dans des serveurs placés 
suivant une topologie en arbre. Le problème de placement de réplique dans ce type 
de topologie est NP-complet comme démont ré par Benoit et al. (Benoit et al., 
2007). Cependant, il existe beaucoup de t ravaux qui ont proposé des solut ions 
heuristiques pour le placement de contenu dans les systèmes distribués. Étant 
donné que notre t ravail concerne le placement statique de contenu en considérant 
que la distribution géographique des clients et que les tendances (pattern) de 
leurs accès sont connues à l 'avance, nous décrivons dans cett e section les t ravaux 
effectués pour résoudre ce type de problème et considérant d 'aut res critères tels 
que la qualité de service, popularité et la corrélation. 
Kangasharju et al. ont présenté quatre stratégies de réplication de données dans 
les CDN permettant de minimiser le nombre de sauts que les données devraient 
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traverser avant d 'atteindre l'ut ilisateur final (Kangasharju et al., 2002) . L'une 
de ces stratégies proposées considère la popularité des données à répliquer. Ainsi , 
chaque nœud va stocker les données qui sont les plus populaires chez les clients 
les plus proches d 'eux géographiquement. Dans cette heuristique, les nœ uds 
vont stocker autant de données que leur capacité de stockage le leur permet. 
Ceci va engendrer naturellement une augmentation du coût de stockage. Dans 
notre approche , nous tentons aussi de minimiser ce coût. Ainsi , nous plaçons le 
minimum de copies de donnée tant que celles-ci peuvent répondre aux requêtes 
des utilisateurs finaux sans enfreindre l'accord de service en termes de temps 
de réponse. Laoutaris et al. se sont aussi intéressés à minimiser la distance de 
récupération d 'un contenu depuis le serveur où il est stocké jusqu 'à l'utilisateur , en 
tenant compte de la contrainte de la capacité de stockage des serveurs (Laoutaris 
et al., 2005) . Ce travail , comme le nôtre considère une topologie hiérarchique de 
CD (en arbre) , mais il vise à minimiser le coût de la récupération des données par 
les utilisateurs finaux, alors que dans notre cas, nous visons à minimiser le coût de 
placement et de bande passante utilisée lors de la réplication des données. L'étude 
faite dans (Tewari et Kleinrock, 2006) a complété ces résultats pour montrer que 
la distribution selon la popularité a des avantages au niveau des performances 
du réseau. Nous voudrions montrer dans notre travail que la distribution selon la 
popularité jointe à celle de la corrélation entre les données peut avoir un meilleur 
impact sur les performances du réseau et sur le temps d 'accès des utilisateurs 
finaux. 
Cependant en ce qui concerne la corrélation entre les données, celle-ci a été 
exploitée dans le but de grouper les données à répliquer ensemble (Fink et al. , 
2002; Chen et al. , 2003). Ce regroupement est effectué de deux façons : selon 
les groupes d 'objets consultés dans les sessions précédentes des utilisateurs ou 
selon l 'adresse URL des objets. Cependant , nous ne visons pas à grouper ces 
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données corrélées en groupes. Mais nous traitons chaque contenu d 'une m anière 
indépendante et nous tentons de minimiser la distance ent re ces données corrélées 
tout en minimisant le coût de stockage et de bande passante. Nous visons à t ravers 
ceci à minimiser le nombre de répliques de données qui doivent être relocalisées , 
étant donnée la ressemblance dans les patterns des données corrélées (Tu et Yen , 
2014). 
1.3 Migration des répliques de données dans les systèmes de stockage distribués 
La migration de données dans les infrastructures de CCDN est un problèm e 
connexe au problème de migration de données dans les syst èmes de stockage 
distribués . En effet, un grand nombre de travaux a été consacré à la migration 
des données dans les syst èmes de st ockage distribués. Étant donné que notre 
t ravail est étroitement lié à la gestion des répliques de données dans les CCD , 
nous présentons d 'abord les t ravaux les plus importants t raitant la migration des 
données dans les syst èmes de stockage distribués, puis nous décrirons les t ravaux 
s 'intéressant à la migration des données répliquées. 
1.3 .1 Migra tion de blocs de données 
Le problème de la migration des données consist e à trouver un plan efficace pour 
déplacer des données très volumineuses entre les infrastructures . Le problème 
basique de la migration est évoqué lorsque t ous les périphériques de stockage 
ont un lien direct et une capacité égale, les objets de données sont de même 
t aille et ont une seule copie, et t ous les p ériphériques de stockage ne peuvent 
migrer qu 'un seul objet de données à la fois. Kim et al. ont dém ont ré que ce 
problème est NP-difficile à partir d 'une réduction du problème de la coloration 
des arêtes (Kim, 2005) . Il est ensuite possible de résoudre le problème à l 'aide des 
algorit hmes de coloration des arêtes ( edge-coloring ) dans les mult igraphes pour 
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obtenir un plan efficace pour la migration de données (Hall et al., 2001 ; Anderson 
et al. , 2010; Kari et al., 2011). L'idée est de modéliser les migrations entre 
différentes infrastructures comme les arêtes d 'un graphe dont les nœuds sont la 
source et la destination de la migration. Les arêtes de même couleur représentent 
les migrations qui peuvent être programmées simultanément. Le problème de la 
coloration des arêtes est un problème P-complet (Holyer , 1981). 
Certains travaux ont examiné des cas particuliers du problème basique de la 
migration des données. Par exemple, Kari et al. ont proposé une heuristique qui 
vise à minimiser le temps de migration total tout en tenant compte de la capacité 
de transferts simultanés des nœuds de stockage (Kari et al. , 2011). Cependant , 
leur solution ne considère pas les cont raintes liées au réseau telles que les limites 
de la bande passante et les délais de propagation. 
1.3.2 Migration de données dans les systèmes de stockage dans le cloud 
Plusieurs t ravaux ont été proposés pour optimiser la migration des données dans 
les systèmes géo-distants de stockage dans le cloud. Dans (Wu et al. , 2015) 
les auteurs ont proposé un service qui ordonne dynamiquement les demandes 
de migration au fur et à mesure de leur apparition dans les centres de données 
géo-distants. Cet ordonnancement est dicté par les niveaux d 'urgence des données 
nécessitant des délais de transfert de données différents . Ces demandes de 
migration sont ordonnées de façon optimale et dynamique de manière à exploiter 
pleinement la bande passante disponible. P ar conséquent , dans notre t ravail , nous 
traitons le cas où les données possèdent de multiples copies, nous permettant de 
choisir la source de la migration afin d 'exploiter pleinement la bande passante 
disponible dans le réseau reliant différents centres de données. 
Petrol et al. ont proposé un plan d 'optimisation de la migration de données visant 
à accélérer l 'extension du stockage dans le cloud (Petrov et Tatarinov, 2009). Pour 
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cela , ils ont considéré deux types de migrations, celles pour la mise en échelle et 
les résiduelles . En effet , les migrations de mise en échelle concernent le t ransfert 
de données vers des nœuds adj acents et les migrations résiduelles concernent le 
t ransfert de données vers des nœuds plus éloignés . 
1.3.3 Migration des répliques de données 
Le problème de migration des répliques de données se distingue du problème 
basique de la migration par le fait que pour chaque donnée à créer dans un nouvel 
emplacement , il existe plusieurs sources de copie potent ielles. Le problème réside 
donc à t rouver la meilleure source de copie afin d 'atteindre certains objectifs tels 
que la minimisation du temps de la migration ou le coût de la migration . Ce 
problème a été démont ré comme NP-complet par (Tziritas et al., 2008) 
P ar ailleurs, S. Khuller et al. ont comparé le problème de la migration des copies 
de données au problème de "gossiping and broadcasting" et ont proposé plusieurs 
algorithmes d 'approximation visant à minimiser le temps de migration des copies 
de données (Khuller et al., 2003). D'aut re part , N. Tziritas et al. ont employé deux 
critères de sélection des copies à t ransférer : le temps de début le plus proche et 
le temps de fin de migration le plus proche (Tziritas et al., 2008). Ces temps sont 
calculés sur la base des t ransferts qui ont été programmés et la bande passante 
disponible. 
T . Loukopoulos et al. visent à minimiser la consommation de la bande passante 
durant la migration (Loukopoulos et al., 2007; Loukopoulos et al., 2006). 
Cependant, ils considèrent que les liens reliant les différents nœuds ont la même 
capacité. Les auteurs de (Tziritas et al., 2009) ont étudié le cas où le même 
objet doit être migré vers de mult iples destinations. Ils ut ilisent par ailleurs le 
meilleur arbre de mult idiffusion (arbre de Steiner) pour migrer les objets vers 
leurs destinations finales . Cependant , dans cette solut ion les nœuds intermédiaires 
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peuvent commencer à transférer un objet même s' ils ne le stockent pas en entier. 
Openstack est le plus important proj et libre pour la création d 'infrastructures de 
cloud privés et publics. Il représente un ensemble de logiciels complémentaires 
permettant le cont rôle de grandes ressources de calcul , de stockage et de 
réseau. Swift , est le projet d 'Openstack pour la gestion du stockage de données 
(foundation , 2015). Dans son processus de gestion , Swift considère des groupes de 
données appelés partitions. Ces partitions sont obtenues à partir de similitudes 
dans la clé du nom des données et sont répliquées 3 fois par défaut. L'algori thme 
de placement de données dans Swift assigne les copies d 'une même partition dans 
une infrastructure distribuée de manière à ce qu 'elles soient le plus éloignées les 
unes des aut res (Dickinson , 2013) afin de leur garantir une haute disponibilité. Le 
placement optimal des données dans Swift est calculé périodiquement (une fois 
par heure) ou à chaque fois qu 'un changement dans l 'infrastructure survient. A 
l'issue de ce calcul , le processus de migration est directement déclenché. 
Contrairement aux travaux cités précédemment , CRANE prend en considération 
la bande pas ante disponible dans les liens et la disponibilité des données pendant 
la migration. Notre heuristique exploite l'exi tence de plusieurs copies de données à 
travers le réseau ce qui lui permet de choisir la source de la migration et le chemin 
de transmission afin d 'éviter la congestion du réseau et de réduire le temps de 
migration de données. 
Le tableau 1.1 compare les travaux étudiés dans le cadre de la migration des 
copies de données. Les auteurs de ces t ravaux ont choisi différentes hypothèses 
par rapport à la taille des données , la capacité des liens connectant les différents 
nœuds et l'utilisation de nœuds intermédiaires au cours de la migration. D 'autre 
part deux principaux objectifs divisent les travaux présentés dans le tableau 
1.1 : la minimisation du temps de migration et la minimisation du coût de la 
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bande passante pendant la migration. Cependant CRA E est le seul qui prend en 
considération la disponibilité des donnée pendant le processus de migration tout 






















































































































































































































































































































































































































































































1.3.4 Limites des solut ions actuelles 
Nous décrivons dans cette section un exemple expliquant les limites des solutions 
décrites. ous considérons une infrastructure de cloud composée de deux cent res 
de données géographiquement distants (DC1 et DC2). Différentes capacités de 
stockages sont disponibles dans chaque cent re de données. Ces derniers sont 
connectés avec des liens de différentes capacités . Ce déploiement de cloud utilise 
Swift comme solut ion distribuée pour la gestion du stockage de données. Nous 
considérons un scénario où 4 part itions A,B ,C et D de tailles respectives 300 GB , 
100 GB , 500 GB et 200 GB sont répliqués 4 fois et stockés dans les nœuds des 
deux cent res de données. La figure 1.1 (a) illustre le placement init ial des répliques. 
À l 'ajout d 'un nouveau cent re de données DC3, les copies des partit ions doivent 
être replacés suivant l'algorithme "as-unique-as-possible", qui vise à éloigner les 
répliques les unes des autres afin d 'augmenter leur disponibilité (Dickinson, 2013). 
Ce placement respecte aussi la capacité des disques dans les différents nœuds des 
cent res de données. 
Afin d 'att eindre la nouvelle configuration du placement de ces répliques , d 'énormes 
volumes de données doivent être déplacés . Dès que le nouveau placement des copies 
a été calculé, tous les nœuds gérés par Swift vont commencer à suivre ce nouveau 
placement . Ainsi, les composantes responsables de la redirection des requêt es des 
clients vont rediriger ces dernières à des copies de données, qui parfois , ne sont pas 
encore arrivées à leurs destinations opt imales. Ceci va aboutir à une indisponibili té 
des données . En effet , l 'algorithme de Swift requiert que la majorité des copies 
répondent à une requête afin de considérer que celle-ci a abouti . P our éviter cette 
indisponibilité , l'algorit hme de placement de Swift ne permet le repositionnement 
que d 'une copie d 'une même donnée pendant l'intervalle spécifié. Dans notre 
scénario, nous gardons l'intervalle par défaut de une heure. Ainsi l'algorit hme 
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DC2 
~ Rcplicat io~ oft;:-1 V panitionX 
(a) Configuration de placement initiale des répliques 
DC2 
DCJ 
(b) Configuration de placement finale des répliques 
Figure 1.1 Configuration de placement init iale et finale 
de placement des copies de données ne replacera pas deux copies durant le même 
intervalle d 'une heure. Il est important de noter que le recalcule de placement des 
copies de données n 'est pas effectué automatiquement après l 'écoulement d 'une 
heure. Cependant , un administrateur devra exécuter les commandes pour calculer 
les nouveaux emplacements des copies de données et c'est là où le processus de 
migration commencera aussi. 
De plus, dans ce scénario , la disponibilité minimale pour une partition est de 
3/ 4. Cette disponibilité est spécifié par Swift pour que, à chaque requête, 3 des 
4 copies d 'une même partition doivent être disponibles en tout temps. La figure 
1.1 (b) mont re le placement optimal des copies des part itions selon les capacités 
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des disques et de l'algorithme "as-unique-as-possible". Cette configuration finale 
est atteinte après une suite de calculs du placement des copies des partitions et 
de migrations. 
La migration des copies de partitions dans Swift est un processus pair-à-pair 
(peer to peer) asynchrone. Ainsi, chaque nœud de stockage va séquentiellement 
parcourir toutes les copies de partitions qu 'il stocke et va les comparer à celles 
des nœuds qui devraient aussi stocker des copies de ces partitions. Le processus 
de migration utilise un modèle de poussée. En effet , à chaque fois qu 'une copie 
doit être présente dans un nœud et qu 'elle ne l 'est pas, celle-ci sera copiée à partir 
du nœud qui a fait la comparaison vers le nœud distant. Et si un nœ ud possède 
une copie d 'une partition qu 'il ne devrait pas stocker , il la supprime. La figure 
1.2(a) présente un exemple de la séquence de migration des copies des partitions. 
Dans cette figure, l'axe horizontal représente le temps en minutes et l'axe vertical 
représente les identifiants des part itions. 
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Figure 1.2 Séquences de migration des répliques 
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Chaque nœ ud de stockage commence à cop1er séquent iellement les partitions 
aux nœuds qui devraient détenir une copie de ces partitions et ne le sont pas. 
Cependant , les problèmes suivants se posent : 
Disponibilité: Le nombre d 'heures pour restreindre la migration simultanée 
des copies d 'une même partition est fixé par le fournisseur de stockage. Dans 
ce scénario, ce paramètre est fixé à une heure. Cependant la migration de 
partitions peut durer plus qu 'une heure. Ceci peut nuire à la disponibilité 
minimale tolérée par partition . Dans le scénario présenté, la C4 doit être 
créée dans le centre de données DC3 dans la première heure de migration 
et C3 doit êt re créée dans le centre de données DC3 dans la seconde heure. 
Or , la création de la copie de C4 a duré plus qu 'une heure. Et , au début 
de la seconde heure, C3 et C4 ne sont pas encore totalement stockées dans 
le centre de données DC3. Ceci nuit à la disponibilité minimale requise 
par partition, vu que seulement 2 des copies de la partition C ne sont pas 
disponibles au même moment . 
Redondance : La copie D4 de la part it ion D devrait être créée dans le centre 
de données DC3. Cependant , D3 et D4 sont copiés simultanément à partir 
des centres de données DC l et DC2 respectivement. Cette redondance dans 
la copie engendre une consommation inutile de la bande passante, ce qui 
augmente le temps de la migration des données . 
Temps de migration : Chaque nœ ud de stockage sur Swift copie les répliques 
des partitions qui doivent être migrées sans aucun calcul des délais. Par 
conséquent , un nœud de stockage pourrait copier une réplique, même si 
cette copie peut être effectuée d 'une manière plus rapide à partir d 'un 
autre serveur. Par exemple, afin de créer D4 dans DC3 , la copie D3 de DC l 
prend moins de temps que la copie D4 de DC2. Cela pourrait être dû à la 
différence de la bande passante disponible et aux retards de propagation 
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entre les centres de données . De plus , la copie d 'une réplique entre les nœuds 
d 'un même centre de données aboutira à un meilleur temps de migration. 
Période d 'inactivité : Nous constatons qu 'il y a toujours un temps entre 
deux séquences de migration où il n 'y a pas de nœ uds qui sont en t rain 
de copier leurs partit ions. Cependant , le placement des répliques n 'est pas 
encore optimal, mais il faut attendre l 'écoulement de l'intervalle d 'une heure 
avant de commencer la prochaine migration. 
Pour éviter les limites mentionnées ci-dessus , nous proposons une solution de 
migration optimale. Le plan de migration optimale proposé est illustré dans la 
figure 1.2(b). On remarque que lorsqu 'on évite la redondance de la copie des 
répliques , la bande passante disponible augmente et engendre la diminution du 
temps de migration. En outre, la sélection intelligente de la source de copie réduit 
aussi le temps de migration de manière significative. En fait , la copie de répliques 
ent re les nœuds d 'un même centre de données ou ent re les nœuds de centres de 
données ayant de meilleurs délais de propagation et une plus haute capacité de 
liens engendre un temps de migration plus rapide. Finalement , l 'automatisation du 
recalcul du nouveau placement des répliques des partitions après chaque séquence 
de migration supprime les délais d 'inactivité et mène à une convergence plus rapide 
vers le placement optimal des répliques dans les centres de données. 
CHAPITRE II 
OPTIMISATIO DU PLACEME IT DE CONTE U DANS LES CCD 
Dans ce chapit re, nous présentons la formulation en programme linéaire en 
nombres ent iers du problème de placement de contenu dans un CCDN. Iotre 
modèle vise à placer sur la base de la popularité les copies de données dans les 
serveurs périphériques tout en minimisant les coûts de stockage et de la bande 
passante et , la distance ent re les contenus hautement corrélé . La limitation de 
la résolution de ce problème à une faible échelle, nous a motivé à proposer une 
heuristique. Cette heuristique est basé sur l'optimisation par es aims particulaires 
(OEP) et nous permet de résoudre le problème à une plus grande échelle. 
Finalement , nous évaluons les performances de notre solut ion heuristique par 
rapport à la solution optimale du problème de placement et à d 'autres stratégies 
de placement. 
2. 1 Modèle de placement de contenu 
Le déploiement et la maintenance des serveurs périphériques du CDN sont 
coûteux, et engendrent par conséquent un coût élevé pour les fournisseurs 
de contenus et les utilisateurs (Xu et al., 2006). Cependant , l'avènement de 
l 'approvisionnement élastique des ressources dans le cloud s'avère une solution 
rentable pour les fournisseurs de CDN, qui peuvent désormais louer des ressources 
pour le stockage, le calcul , et la bande passante, selon leurs besoins , afin de 
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construire des CDN basés sur le cloud appelé CCD . En plaçant le contenu 
dans le cloud, les fournisseurs de CDN augmentent la disponibilité et réduisent 
le temps d 'accès au contenu , tout en minimisant le coût de stockage des données. 
Le succès des CCDN est aussi lié au placement stratégique du contenu qui 
améliore la qualité de service liée au temps de réponse des requêtes des ut ilisateurs 
tout en minimisant le coût de placement et de la bande passante utilisée. Les 
algorithmes les plus utilisés dans les CDN traditionnels sont des algorithmes 
réactifs appelés "pull-based algorithms". Dans ces algorithmes quand un serveur 
reçoit une demande pour un contenu qu 'il n 'héberge pas , celui-ci apporte/ récupère 
le contenu à partir d 'un autre serveur périphérique ou à partir du serveur d 'origine. 
Toutefois , étant donné que la taille de ces serveurs est limitée, les fournisseurs de 
CD emploient des algorithmes de remplacement de cache qui effacent le contenu 
le moins utilisé dans une fenêtre temporelle bien déterminée. Ces algorithmes 
"pull-based" sont largement ut ilisés en raison de leur faible coût. Cependant , ces 
algorithmes ne peuvent pas être utilisés dans le cadre des CCD parce qu 'ils sont 
coûteux en termes de bande passante à cause de la récupération répétitive du 
contenu. 
D 'autre part, il existe des algorit hmes de placement proactifs qui placent le 
contenu dans les serveurs périphériques sur la base d 'une estimation des demandes 
des utilisateurs finaux . En outre , Cisco prévoit que d 'ici 2019 , plus de 70% du t rafic 
Internet généré à partir des services , tels que la vidéo à la demande (VoD) sera 
livré par CDN (Cisco, 2012) . Les services de VoD contemporains ont souvent une 
composante liée aux réseaux sociaux en ligne (OS T) qui permet aux utilisateurs 
d 'héberger et de partager du contenu vidéo avec d 'autres utilisateurs finaux. Ce 
contenu généré par l 'utilisateur (UGC) et par les réseaux sociaux apporte de 
nouveaux types de relations ent re le contenu lié à la corrélation et la popularité du 
contenu . P ar conséquent , il faut adapter les algorit hmes de placement de contenu 
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dans les CCD J pour le contenu vidéo généré par les utilisateurs (U GC). 
Ainsi, la différence ent re les modèles de coût ent re les CDN et les CCD J et 
la relation complexe qui lie les vidéos générées par les ut ilisat eurs empêchent 
l 'ut ilisation des algorithmes de placement de contenu des CDN aux CCDN. À cet 
effet , nous proposons une stratégie de placement de contenu "pull-based" pour le 
contenu vidéo hébergée dans les CCDN. Dans notre approche, nous considérons 
des serveurs périphériques hiérarchisés de CCDN et nous proposons un modèle 
de placement de contenu basé sur la popularité et la corrélation des données et 
minimisant le coût de placement et de bande passante. 
2.2 Formulation du problème 
Dans cett e section , nous présentons une formulation mathématique de notre 
modèle. Nous proposons un nouveau modèle basé sur l'organisation hiérarchique 
des serveurs périphériques de CCDN, ayant des capacités et des coûts différents. 
Ce modèle est complété par une stratégie de placement basée sur la popularité et 
la corrélation du contenu minimisant le coût des ressources et le temps de réponse 
perçue par l 'ut ilisateur. Nous plaçons les données les plus populaires dans les 
serveurs périphériques d 'accès pour qu 'elles soient proches des utilisateurs dans 
le but de réduire le temps de réponse. L'accès au contenu suit la corrélation des 
données. Nous rapprochons le contenu corrélé dans le but de réduire le temps 
d 'accès. 
Dans notre modèle de placement de contenu , les requêtes d 'un ut ilisateur émises 
à un serveur périphérique d 'accès peuvent êt re servies par de multiples serveurs 
périphériques et par différents chemins. Cela permet d 'avoir un modèle plus 
réaliste qui veille à ne pas congestionner la bande passante du réseau sous-j acent 
et permet d 'offrir un meilleur service aux utilisateurs finaux. Nous déterminons 
donc les chemins ut ilisés pour la t ransmission de ces requêtes. Chaque serveur qui 
------~- - ~--------- ------------------------------------------
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t ransmet un contenu doit héberger ce contenu. Nous assurons aussi que la capacité 
des différents serveurs ne soit pas dépassée . D 'autre part , notre modèle vise aussi 
à satisfaire l'accord de service relatif au temps de réponse des ut ilisateurs. Pour 
ce faire, nous ident ifions la latence perçue en servant les requêtes des ut ilisateurs 
à t ravers chaque chemin. Nous assurons ensuite que la quali té de service relative 
au temps de réponse respecte l 'accord de service. 
2.2.1 L'énoncé du problème 
Nous considérons une topologie de cloud constituée de régions géographiquement 
distribuées. Chaque région cont ient un ensemble de zones. Ces zones sont isolées 
les unes des aut res et sont généralement ut ilisées par les fournisseurs de cloud 
pour améliorer la disponibilité des données et des applications. Cet te topologie 
est représentée à l'aide du graphe G = (V, E ), où V est l 'ensemble des nœuds qui 
modélisent les zones reliées par les liens directionnels de l 'ensemble E. Chaque 
lien ev v' E E a une capacité de bande passante B e , . Cette infrastructure de 
' v ,v 
cloud héberge un CDN suivant une topologie hiérarchique comme le montre la 
Figure 2.1. Dans notre modélisation , nous représentons les zones par des serveurs 
périphériques . Ces serveurs périphériques sont reliés par des liens de haute bande 
passante et de faible latence. Finalement , nous considérons que les demandes des 
ut ilisateurs sont déjà redirigées vers les serveurs périphériques par le redirecteur 
sur la base de l'emplacement géographique de l 'ut ilisateur , mais , ignorant le 
placement de contenu. Donc la requête d 'un utilisateur est redirigée vers le serveur 
périphérique le plus proche de lui , même si le contenu demandé n 'y est pas stocké. 
Nous assumons qu 'un serveur est représenté par une zone de l 'ensemble V . Ainsi, 
nous considérons l 'ensemble des serveurs origines V0 E V. Les serveurs d 'origine 
ont une capacité de stockage permettant de stocker toutes les données hebergées 
dans le CDN. Nous considérons aussi V- V0 comme étant l'ensemble des serveurs 
0 Serveur origine 
0 Serveur périphériqUe de coeur 




Figure 2.1 Architecture hierarchisés de serveurs du CCDN 
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périphériques avec une capacité de stockage limitée, où Vc et Ve sont les ensembles 
de serveurs périphériques de coeur et d 'accès respectivement. 
ous considérons aussi l'ensemble C de contenus hébergés dans le CCD . La taille 
d 'un contenu c E C , est dénotée Ici . Notre modèle de placement de contenu est 
basé sur les relations entre le contenu. En effet, nous visons à travers not re modèle 
à minimiser la distance entre le contenu hautement corrélé. Pour ce faire, nous 
considérons un facteur de corrélation cr c,c' qui sera égal à 1 s'il existe une relation 
entre le contenu c et c' , Vc, c' , c =J c' E C. De plus, la relation entre le contenu 
est aussi mise en valeur à travers la popularité du contenu. Nous considérons la 
métrique Pc, indique la popularité d 'un contenu c E C . 
Iotre modèle de placement de contenu se base sur la connaissance préalable des 
requêtes émises par les utilisateurs. Ainsi , nous considérons r v,c comme étant le 
nombre de requêtes pour un contenu c E C pour un serveur périphérique v EVe. 
Notre modèle de placement de contenu vise à minimiser le coût de stockage et de 
bande passante. ous considérons la fonction a( v) qui donne un coût normalisé 
du stockage d 'un contenu dans un serveur v E Vc U Ve et la fonction asymétrique 
/3 (lev ,v' , ev,v') qui donne un coût normalisé de la bande passante ut ilisée lev ,v' dans 
le lien directionnel ev,v' E E. La fonction 'Y ( 1r v,v') donne la latence dans le chemin 
reliant v jusqu 'à v' , où v , v' E V. Soit Q le paramètre qui indique le seuil de la 
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QoS relative à la latence et S le paramètre qui indique l 'accord de service requis 
(Service Level Agreement)(SLA) . 
Ious voudrions trouver une stratégie de placement de contenu basée sur la 
popularité, qui minimise conjointement les coûts opérationnels de stockage et 
bande passante, la distance entre les contenus hautement corrélés et maximise 
la QoS , tout en respectant la SLA relat ive à la QoS , toutes les requêtes des 
ut ilisateurs finaux et les contraintes liées à la capacité de stockage et à la capacité 
des liens. 
Les Tableaux 2.1 et 2.2 montrent respectivement les entrées et les variables du 
programme linéaire en nombres entiers. 




L'ensemble de contenu à placer C = { c1 , c2 , ... , c;, ... , ck, ... , ciCI } 
et lcj l est la taille du contenu Cj 
v L'ensemble des nœuds qui modélisent les serveurs 
L'ensemble des serveurs d 'origine, où V o --
Vo 
{ Vol , Vo2 , . .. , Voi, ... , Vok , ... , VoiVol } 
L'ensemble des serveurs périphériques de coeur , où Vc --
V c 
{vcl , Vc2, ... , Vci, ... , Vck , ... , VciVcl} 
L'ensemble des serveurs périphériques de coeur , où V e --
Ve 
{ Vei , Ve21 ••• , Vei , ... , Vek , ... , VeiVel} 
E L'ensemble des liens connectant les nœuds de l 'ensemble V 
Vecteur de taille lEI représantant la capacité de la bande 
B e 











Matrice de taille ICI x ICI représentant le facteur de corrélation 
, { 1, si c est correlée à c' 
OU Œcc' = 
' 0, sinon 
Vecteur de taille ICI représentant la popularité d 'un contenu 
'ile E C 
Matrice de taille lVI x ICI décrivant le nombre de requêtes 
pour un contenu c E C pour un serveur périphérique v E Ve 
Une fonction qui donne un coût normalisé de stockage pour un 
contenu dans un serveur v E Vc U 1fe 
Une fonction asymétrique donne un coût normalisé de la bande 
passante utilisée pour une charge le , dans le lien directionnel 
v,v 
ev ,v' E E. 
Une fonction qui donne la latence en secondes dans un chemin 
liant v jusqu'à v' , où v, v' E V. 
Matrice de taille lVI x lVI x lEI représentant 
les liens entre les nœuds , où 
1, si le lien ev ,v' appartient au plus court chemin 
reliant v à v' où v , v' E V 
0, sinon 
Le plus court chemin entre v et v' où v , v' E V 
Granularité des tableaux de recherche (LUT) 
Tableau de recherche pour la latence en fonction de la charge 
p sur le lien ev,v' E E 
Tableau de recherche pour le coût de la bande passante en 
fonction de la charge p sur le lien ev,v' E E 


















Capacité du serveur périphérique v E Vc U Ve 
Seuil supérieur pour la latence des chemins 
Latence d 'accès au serveurs et aux disques 
Latence de diffusion de 1 'ISP 
Seuil de la QoS 
SLA slack 
Débit d 'accès au contenu 
Coût maximal de la bande passante 
Une grande constante 
Tableau 2.2: Les variables du problème de placement 
dans les CCD 
Définition 
Matrice de taille lVI x ICI représentant 
le placement de contenu Xv,c --
1, si le contenu c E C est placé dans le serveur 
périphérique v E VeuVe 
0, sinon 
On note que, Xv,c = 1, v E Vo ,c E C, étant donnée que 
le erveur d 'origine stocke toujours une copie du contenu. 
Matrice de taille 1 V 1 x lVI x ICI représentant la proportion 
du nombre de requêtes pour le contenu c E C transmis de v à 
v' , où v , v' E V 
Matrice de taille lVI x lVI représentant la violation par la QoS 
de la SLA 
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L 
Vecteur de taille lEI capturant la charge sur le lien directionnel 
ev ,v' E E de v à v' , où v , v' E V 
Matrice de taille lEI x IPI représntant la valeur binaire pour 
F l 'index LUT de la latence pour la charge p dans le lien e v,v' E E 
de v à v' , où v , v' E V 
Matrice de taille lEI x IPI représantant la valeur binaire pour 
H l 'index LUT du coût de la bande passante pour la charge p dans 
le lien directionnel ev,v' E E de v à v' , où v, v' E V 
D 
Vecteur de taille lEI capturant le délai sur le lien ev ,v' E E de 
v à v' , où v , v' E V 
Matrice de taille lVI x lVI représantant les chemins 
ut ilisés lors des transferts des données a v ,v' --
A 
{ 1, si le chemin entre v et v' est utilisé, v , v' EV 
0, sinon 
Matrice de taille lVI x lVI utilisée comme variable auxiliaire 
0 
utilisée pour l 'élimination du produit non-linéaire a v,v' x 'Y ( 1fv,v' ) 
Matrice de taille lVI x ICI x lVI x ICI utilisée comme variable 
cp binaire auxiliaire ut ilisée pour l'élimination du produit binaire 
non-linéaire Xv,c x Xv' ,c' , où v , v' E V et c, c' E C 
Matrice de taille ICI x ICI 7 c,c1 représantant la distance 
T 
minimale entre les emplacement des contenus c, c' E C 
2.2.2 Les contraintes 
Notre modèle de placement de contenu doit veiller à ce que toutes les demandes 
des ut ilisateurs finaux soient servies en respectant l'accord de service (SLA) définie 
pour la QoS relative à la latence. Le modèle doit aussi assurer que la capacité de 
stockage des serveurs périphériques et de la bande passante ne soient pas dépassée. 
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Satisfaction des requêtes des clients 
rous allons d 'abord nous assurer que les requêtes des clients soient servies et 
nous déterminerons les chemins par lesquels ces requêtes vont être transmises . 
Dans notre modèle de placement de contenu , les requêtes d 'un utilisateur pour 
un contenu c E C émises à un serveur périphérique d 'accès v' E Ve peuvent 
être servies par de mult iples serveurs périphériques et par différents chemins. La 
cont rainte (2 .1) assurera que les requêtes r v' ,c pour un contenu c E C émises à 
un serveur périphérique d 'accès v' E Ve soient transmises par l 'intermédiaire de 
plusieurs serveurs v E V et que la somme des portions t ransmises par tous ces 
serveurs soit égale au nombre de requêtes pour ce contenu . Ceci va assurer ainsi 
que l'on ne transmet que le contenu requis par les requêtes des ut ilisateurs. 
L Yv ,v',c = rv' ,c 
v EV 
V v' E Ve, V c E C (2.1 ) 
Les contraintes (2 .2) et (2 .3) capturent dans la matrice A les chemins utilisés pour 
t ransférer les différentes port ions des requêtes. 
L Yv,v' ,c ~ K . av,v' v v, v' Ev (2.2) 
cEG 
LYv,v' ,c ~ av,v' v v, v' Ev (2 .3) 
cEG 
Afin de satisfaire les requêtes des ut ilisateurs finaux, le contenu doit être hébergé 
dans les serveurs périphériques de cœur et d 'accès à part ir desquels le contenu sera 
t ransféré. La cont rainte (2.4) assure ceci. La matrice X représente le placement 
du contenu dans les différents serveurs. Ainsi, si Xv ,c = 1 si le contenu c E C est 
stocké dans le serveur v E V . 




Satisfaction de l'accord de service (SLA) 
Le contenu doit être livré aux ut ilisateurs finaux à travers des chemins qui ne 
violent pas la SLA relative au temps de réponse. Dans les t ravaux précédents , deux 
types d 'approches ont été adoptées pour limiter la QoS. La première (Salahuddin 
et al., 2015) consiste à fixer un seuil que la QoS ne doit pas dépasser , et la seconde 
(Papagianni et al., 2013; Chen et al., 2012) consiste à fixer une distance pour 
placer le contenu par rapport aux utilisateurs qui permet de ne pas dépasser un 
seuil pour la QoS. 
Dans notre approche, nous garantissons uniquement que les valeurs de la QoS 
relative au temps d 'accès ne dépassent pas le seuil Q pour un certain nombre de 
chemins. Le nombre de chemins S pouvant dépasser Q est défini dans la SLA, 
par exemple, 99% des chemins délivreront un service avec un temps de réponse 
inférieur à Q, (S = 1 dans ce cas). Ainsi , dans les contraintes (2.5) nous capturons 
les chemins dont le t ransfert de contenu excède le seuil Q dans la matrice Z. 
av,v' · ( 1'(1rv,v') + T1sP + Ts)- Q :S K · Zv ,v' Vv , v' E V (2.5) 
Les contraintes (2.6), (2 . 7) et (2 .8) sont ut ilisées dans le but de linéariser le 
produit av,v' · 1'(1rv,v') de la contrainte (2.5). La variable 0 est une matrice 
intermédiaire utilisée pour la linéarisation du produit. Nous obtenons ainsi la 
contrainte linéarisée (2.9) . 
Ov,v' :::; u. av,v' Vv , v' E v 
Ov,v' :S 1'( 7r v,v') V v , v' E V 




Ov ,v' + (Ti sP + Ts) · av,v' - Q :S K · Zv,v' Vv , v' E V (2.9) 
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Puis, dans la contrainte (2 .10) nous permettons à S chemins de dépasser le seuil 
Q. 
s L Zv ,v' ~ (1- 100 ) · L av ,v ' 
v ,v'EV v ,v'E \1 
(2.10) 
Identification de la latence des chemins 
Dans notre modèle, nous considérons la qualité de service relative à la latence. 
La fonction de calcul de la latence est non-linéaire, par conséquent , elle est 
généralement calculée avec une fonction approximative basée sur la distance, le 
nombre de sauts ou une t able de recherche. Notre modèle utilise une table de 
recherche pour l'identification de la latence similairement aux travaux (Anttonen 
et Mammela, 2014; Luan et al., 2010). 
Construction de la table de recherche 
La table de recherche de la latence est une table qui , pour chaque charge de 
lien , nous donne la latence correspondante. Nous avons construit une table de 
recherche pour chaque lien ei,j E E. Dans ces tables , la valeur de la latence 
prend en considération le temps de t raitement , le délai d 'attente, le temps de 
transmission et de propagation. Ces tables de recherche (LUT) pour la latence 
peuvent aussi être basées sur des mesures expérimentales. Afin d 'avoir un nombre 
réaliste d 'ent rées de la table, nous avons fixé une granularité de recherche (un pas) 
f.L· Le nombre d 'entrée de cette table est donc Be;,j / f.L· Puis, pour chaque entrée 
k E [0 , Be;,) f.L], nous calculons la latence relative à la charge p = k · f.L dans la 
formule (2.11). 
'iei, j E E, 'ik E [0 , Be;,)f.L] 
(2. 11) 
Dans la formule (2. 11), Dt est le délai de traitement en secondes, Dtr est une 
fonction calculant le délai de transmission en secondes en fonction de la bande 
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passante du lien Be;,j, Dp est une fonction retournant le délai de propagation en 
secondes en fonction de la longueur du lien ei,j et Dq est une fonction retournant 
le délai de la file d 'attente en seconde en fonction de la charge p du lien ei,j et de 
sa bande passante Be .. 
t ,J 
Charge d 'un lien 
Dans la cont rainte (2.12) , la charge d 'un lien ei,j E E est la somme de toutes les 
t ransmissions dans lesquelles le lien part icipe. Ainsi si ce lien est présent dans un 
chemin ( g v v ' e · . = 1) et que ce chemin t ransmet un contenu c E C d'un serveur v 
' l t ,J 
vers v' , v, v' E V , on rajoute la port ion de contenu qu 'il t ransmet Yv,v' ,c ·Ar où 
Ar est le débit . 
le · = "" "" 9v v' e· · · Yv v' c · A t. ,J ~ L._..; , 1 t ,J 1 1 Ve · E E t ,J (2.12) 
v ,v 'EV cE G 
Identifi cation de l'index de la latence dans la table de recherche 
En se basant sur la charge totale d 'un lien , on ident ifie l 'index de la latence dans 
la t able de recherche. L'index f e;,j,P est identifié de telle sorte que la charge p 
mult iplié par la granularité J..L correspond à la charge totale du lien ei, j , comme 
l'indique la cont rainte (2.13). La contrainte 2.14 assure qu 'uniquement un seul 
index est actif (mis à 1) , 
La latence d 'un lien 
B ei ,j 
1'-
le . + le . = 11 • "" p · re· . p Vei,1· E E t , ] J , t t"' .L..., J 1 t. ,J ) 
B ei ,j 
1'-
p=O 




La latence du lien ei 1· E E est capturée dans la variable de . dans l 'équation (2.15) . , t ,J 
Cette latence est tout simplement la latence correspondante à l'index indiqué dans 
-- -- ------ - - -- -------------------------------------------
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les contraintes (2. 13) et (2.14) dans la table de recherche V 
Bei,j 
l" 
d ei,j = L f e; ,j ,p. Vp ,e;,j 'ïl e i ,j E E 
p=O 
La latence d'un chemin 
(2. 15) 
Finalement , le calcul de la latence d 'un chemin est indiqué dans l 'équation (2. 16) 
et correspond à la somme des latences de tous les liens le constituant . 
! (7Tv v') = """' 9v v' e· . · d e . 'ïl e i,1· E E , 'ïl v , v' E V 1 L......t 1 ) t. ,J t ,J (2.16) 
e; ,j EE 
Capacité des serveurs 
Le stockage dans le cloud est considéré comme une solution à faible coût où 
capacité de stockage presque infinie. Cep endant , d 'un point de vue réaliste, les 
serveurs périphériques auront une certaine capacité de stockage limitée. Par 
conséquent , il est important de veiller à ce que la capacité de ces serveurs ne 
soit pas dépassée dans la contrainte (2.17) 
L Xv ,c · JcJ ::::; W v 
cEG 
Minimisation des coûts 
(2. 17) 
Typiquement , l 'un des objectifs du modèle de placement de contenu est de 
minimiser le coût du stockage et de la bande passante nécessaires pour 
l'hébergement et la distribut ion des données. Cet objectif est représenté dans 
(2.18). Le coût de stockage correspond à la somme des coûts du stockage de tout 
le contenu c E C dans les serveurs périphériques v E Ve U Vc - La fonction a( v) 
correspond au coût du stockage d 'un contenu dans le serveur v. Le coût de la 
bande passante d 'un lien ev,v' E E est cependant calculé à travers la fonction 
4 1  
( 3 ( l e v , v ' ,  e v ,v ' )  q u i  e s t  r e p r é s e n t é e  p a r  u n e  t a b l e  d e  r e c h e r c h e  q u i  r e t o u r n e  l e  c o û t  
d e  l ' u t i l i s a t i o n  d u  l i e n  e v  v '  e n  f o n c t i o n  d e  s a  c h a r g e  l e  ,  .  L e  c o û t  d e  l a  b a n d e  
'  v , v  
p a s s a n t e  t o t a l e  e s t  l e  c o û t  t o t a l  d e  t o u s  l e s  l i e n s .  
m i n i m i s e r (  L  L a (  v )  ·  X v , c  +  L  f 3 ( l e v , v "  e v , v ' ) )  
( 2 . 1 8 )  
v E  V e U V e  c E G  e v , v '  E E  
C a l c u l  d u  c o û t  d ' u n  l i e n  
L a  t a b l e  d e  r e c h e r c h e  p o u r  l e  c o û t  d e  l a  b a n d e  p a s s a n t e  e s t  i n s p i r é e  d e s  m o d è l e s  
d e  f a c t u r a t i o n  d e  G o o g l e  e t  d e  A m a z o n .  E n  e f f e t ,  l e  c o û t  p a r  u n i t é  d ' u t i l i s a t i o n  
d é c r o î t  p l u s  l e  n o m b r e  d ' u n i t é s  d ' u t i l i s a t i o n  c r o i t .  A i n s i ,  l e  c o û t  u n i t a i r e  d e  l ' e n v o i  
d e s  q u e l q u e s  g i g a s  d e  d o n n é e  e s t  m o i n s  é l e v é  q u e  l e  c o û t  u n i t a i r e  d e  l ' e n v o i e  
d ' u n e  c e n t a i n e  g i g a s  d e  d o n n é e s .  L e  c o û t  d e  l ' e n v o i  c o r r e s p o n d  à  l a  q u a n t i t é  d e  
d o n n é e s  e n v o y é e  m u l t i p l i é e  p a r  l e  c o û t  u n i t a i r e .  L a  t a b l e  d e  r e c h e r c h e  W  s u i t  u n e  
g r a n u l a r i t é  J . L  e t  r e t o u r n e  p o u r  c h a q u e  c h a r g e  p  u n  c o û t  n o r m a l i s é  d e  l ' u t i l i s a t i o n  
d e  l a  b a n d e  p a s s a n t e  d a n s  l e  l i e n  d i r e c t i o n n e l  e i , j  
P a r  c o n s é q u e n t ,  d a n s  l e s  c o n t r a i n t e s  ( 2 . 1 9 )  e t  ( 2 . 2 0 ) ,  n o u s  r e c h e r c h o n s  l ' i n d e x  
c o r r e s p o n d a n t  à  l a  c h a r g e  d u  l i e n  l e  . .  
t , J  
B e ; , j / J . L  
l e ; , j  =  J . L  ·  L  P  ·  h e ; , j , P  V e i , j  E  E  
p = O  
B e ; , j / J . L  
L  h e ; , j , P  =  1  V e i , j  E  E  
p = O  
( 2 . 1 9 )  
( 2 . 2 0 )  
F i n a l e m e n t ,  n o u s  c a l c u l o n s  l e  c o û t  d e  l a  b a n d e  p a s s a n t e  d u  l i e n  e i , j  e n  n o u s  b a s a n t  
s u r  l ' i n d e x  r e t o u r n é  p a r  l a  v a r i a b l e  h  e t  d e  l a  t a b l e  d e  r e c h e r c h e  W  
B e ; , j / J . L  
( 3 ( l e  ,  ,  e v  v ' )  =  " " '  
v , v  '  L . . . . ,  
p= O  
h e  .  P .  W p e · .  
t , ]  1  1  t , ]  
V e i , j  E  E  
( 2 . 2 1 )  
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Les relations entre le contenu 
otre modèle de placement , basé sur les relations entre le contenu , vise à 
rapprocher le contenu le plus populaire et corrélé des utilisateurs finaux. Ainsi , 
dans (2.22) nous minimisons la distance entre le contenu corrélé et nous pénalisons 
le placement du contenu le plus populaire dans les serveurs périphériques de coeur. 
Dans la première partie de (2.22) , nous minimisons la somme des distances Tc,c' 
pour les contenus c, c' E C tout en tenant compte de leurs corrélations normalisées 
i c.c' ) . Dans la seconde partie de (2.22) , nous rapprochons le contenu le 
CTk ,k 1 
k ,k 1 ,k # k 1 EC 
plus populaire des utilisateurs finaux. Ainsi, le placement d 'un contenu dans un 
serveur périphérique de coeur xv,c est multiplié par la popularité de ce contenu 
Pc· En minimisant la somme de ces popularités , nous incitons le modèle à placer 
le contenu dans les serveurs périphériques d 'accès. 
(J 1 
minimiser( L c,c · ( - Tc,c') + L Pc · Xv ,c) 
' ...1. ' C 2::: CJk k' EV. C c,c ,cr-e E k ,k' ,kf.k'EC • v c.cE 
(2.22) 
Calcul de la distance minimale entre le contenu 
La distance minimale entre le contenu c et le contenu c' placés dans les serveurs v 
et v' respectivement , est calculée dans la contrainte (2.23) où bv,v' est la distance 
entre les serveurs v et v' . La linéarisation de la fonction argmin est représentée 
dans la contrainte (2 .24) 
Tc,c' = argmin(xv,c · Xv' ,c' · bv,v', Vv v' EV) Vc, c' , c =/= c' E C (2.23) 
-( ,/.,ve v' e' · bv v') < Tee' 
'+' l'' l - ' Vv ,v' EV, Vc, c' , c =!= c' E C (2.24) 
Finalement , nous avons modélisé les contraintes (2 .25) , (2 .26) et (2.27) afin de 
linéariser le produit Xv,e · Xv'-e' en utilisant la variable intermédiaire c/Jv.e,v' ,e' . 
c/Jv ,e,v' ,e' :s: Xv ,e Vv , v' E V, Vc, c' E Cie =1= c' (2.25) 
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4Yv,c,v' ,c' ::::: Xv',c' Vv , v' E V, Ve, e' E Cie -=1- e' (2.26) 
4Yv,c,v' ,c' 2:: Xv ,c + Xv' ,c' - 1 Vv , v' E v, Ve, e' E C ie -=1- e' (2.27) 
2.2.3 La fonction objectif 
otre objectif est de trouver la stratégie de placement de contenu basé sur la 
popularité qui tend à minimiser conj ointement les coûts d 'exploitation (stockage 
et bande passante) et la distance ent re le contenu hautement corrélé tout en 
respectant la qualité de service définie par la SLA, les demandes de l 'utilisateur 
final et les capacités de bande passante. 
La fonction objective décrite dans (2.28) vise donc à trouver un équilibre ent re 
les coûts relatifs au stockage et à la bande passante, et , la latence relative à 
l'extraction du contenu populaire et corrélé. En effet , nous pénalisons le modèle 
quand le contenu le plus populaire n 'est pas stocké dans les serveurs périphériques 
d 'accès. Ceci va induire un plus grand coût pour le stockage de ces données , étant 
donné que le coût des serveurs d 'accès est plus élevé , mais va permettre au modèle 
de bénéficier d 'une meilleure QoS. 
minimiser L l.::: a(v)·xv,c + L f3( lev,v"ev,v') 
vE\feUVc cEG ev,vrEE 
~ ~~ ~ + ~ L ' · (-Tc,c') + ~ Pc · Xv ,c (2.28) 
c,c' ,cf- c'EC k ,k' ,kf-k'inC CTk ,k' vEVc,cEC 
2.3 Optimisation par essaims particulaires pour le placement des données 
Étant donnée la np-complitude du problème de placement de répliques de donnée 
(Benoit et al., 2007) , la résolution du problème que nous avons formulé en 
nombres entiers est uniquement proposé pour une petite quantité de données. 
Cependant , le CCD héberge un nombre élevé de données. C 'est pour cette 
raison que nous proposons dans cette section une heuristique visant à fournir 
-- --------- --------------
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une solution sous-optimale pour le problème de placement de répliques dans un 
CCDN. Notre heuristique pour le placement des répliques de données est basée sur 
la popularité. Elle vise aussi à minimiser les coûts de stockage et de bande passante 
et à minimiser la distance entre le contenu hautement corrélé. Cette stratégie a 
pour but en plus de minimiser les coûts , d 'améliorer la QoS globale relative aux 
requêtes des clients et de minimiser les déplacements des répliques entre les zones 
et les centres de données. Notre heuristique respecte aussi les contraintes liées à la 
capacité des serveurs et à la capacité des liens et veille à ne pas enfreindre l'accord 
de service. 
L 'heuristique que nous proposons est basée sur la métaheuristique d 'optimisation 
par essaims particulaires (OEP) . OEP est considéré comme ayant un concept 
simple, une mise en œuvre facile et une convergence rapide (Yu et al., 2004) . 
C'est pour ces raisons que cet algorithme a gagné beaucoup d 'attention et une 
large application dans différents domaines. OEP a également été reconnu pour 
être robuste dans la résolut ion des problèmes se caractérisant par la non-linéari té, 
la non-différentiabilité et une haute dimensionnalité (Akjiratikarl et al. , 2007). 
Par ailleurs, le nombre considérable de données hebergées par le CCD , augmente 
la complexité et la diment ionnalité du problème de leurs placement dans le CCD . 
2.3.1 Introduction à l'optimisation par essaims particulaires (OEP) 
L'optimisation par essaim de particules (OEP) est une approche stochastique 
basée sur la population qui vise à résoudre des problèmes d 'optimisation continus 
et discrets. Elle a été développée par Eberhart et Kennedy en 1995 et est inspirée 
du comportement social du flocage des oiseaux ou au déplacement des poissons en 
bancs (Kennedy et Eberhart , 1995). Dan l'optimi ation des essaims particulaires, 
des agents logiciels simples, appelés particules , se déplacent dans l 'espace de 
recherche du problème d 'optimisation. La position d 'une particule représente une 
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solution candidate au problème. Chaque particule recherche une meilleure position 
dans l'espace de recherche en changeant sa vitesse selon les règles initialement 
inspirées par les comportements de flocage des oiseaux. 
L'algorithme d 'OEP (Kennedy et Eberhart , 1995) commence par la génération 
de positions aléatoires des particules dans l'espace de recherche. Les vitesses 
sont généralement initialisées à l 'intérieur de l'espace de recherche, mais peuvent 
égalem ent être initialisées à zéro ou à de p etites valeurs aléatoires pour empêcher 
les particules de quitter l'espace de recherche au cours des premières itérations. À 
chaque itération , la particule est mise à jour suivant deux "meilleures valeurs" : 
La première est la meilleure solution (indiqué par une fonction de "fitness") 
que la particule a accomplie jusque là , appelée "pBest" 
La seconde est la meilleure solution obtenue jusque là par toutes les 
particules présentes dans l 'espace appelée "gBest" 
Au cours de la boucle principale de l'algorithme, à chaque itération t , la vitesse 
c~t+l) et la position (xj+l) de chaque particule i sont mises à jour selon les règles 
(2.29) et (2.30) , respectivement , en supposant que l 'intervalle de temps entre t et 
t + 1 vaut 1. Cette boucle prend fin quand un critère d 'arrêt est atteint (nombre 
d 'itérations maximal par exemple). 
V:t+l = w · V:t + cp1 · Ui · (gBestt -Xi) + c/J2 · Ui · (pBest~ - Xi) (2.29) 
(2 .30) 
Dans l'équation (2.29) , w est un paramètre appelé masse d 'inertie, c/J1 et cp2 sont 
deux paramètres appelés coefficients d 'accélération. Si les valeurs de w, cp1 , c/J2 sont 
bien choisis , il est garanti que les vitesses des particules n 'augmenteront pas à 
l'infini (Clerc et Kennedy, 2002). U{ et U~ sont deux matrices diagonales n x 
n , où les valeurs de la diagonale principale sont des nombres aléatoires répartis 
uniformément dans l'intervalle [0 , 1) , et n est le nombre de particules. À chaque 
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itération t , ces matrices sont régénérées. 
Pour évaluer la position d 'une particule par rapport à la solution recherchée, 
on ut ilise une fonction de fi t ness J(Xf). La fonction de fitness est la fonction 
à optimiser dans le problème. pBest~ est la meilleure position trouvée par la 
particule i jusqu 'à l'itération t. Ainsi , 'ik E [0 , t] f(pB estD est meilleure que 
J(Xf). Et, gBestt est la meilleure position trouvée jusqu'à l 'itération t par toutes 
les particules. Une fois la condition d 'arrêt est atteinte, la solution au problème 
est représentée par le gBestt . 
Le pseudocode de l'algorithme OEP est décrit dans Algorithme 1 
Algorithme 1 Pseudocode d 'OEP 
Entrée : Nombre de particules n 
Entrée : Condition d 'arrêt 
Sortie : Meilleure particule 
1: Pn +--- {0} 
2: t +--- 0 




Initialiser la particule Pi 
Pn +--- Pn U Pi 
Pbestt +--- xt t t 
7: end for 
8: gbestt +---La particle Pi avec la m eilleure fitnes s j(pbestD 













for chaque Pi E Pn do 
Calculer la vitesse de la particule ~t+l selon (2.29) 
Calculer la nouvelle position de la particule xf+1 selon (2 .30) 
end for 
for chaque Pi E Pn do 
Calculer la fonction de fitness j(Xf+ 1) 
if j(Xf+1 ) est m eilleure que j(pBestD then 
PB estt+1 = Xt+1 t t 
end if 
end for 
gBestt+1 =Choisir la particule avec la m eilleure j(pbest~+l) 
t+---t+l 
22: end while 
23: retourner gbestt+ 1 
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2.3.2 Le placement des données basé sur OEP 
ous avons adapté l'algorithme OEP décrit dans la sous-section 2.3.1 afin de 
proposer notre solution heuristique pour le placement des répliques. 
La particule 
Dans OEP, une solution potentielle au problème est représentée par la position 
d 'une particule. Dans notre cas, la particule i est représentée par la matrice X ; 
qui décrit le placement des différents contenus dans les serveurs. Cette matrice 
est de dimension lVI x ICI où lVI est l e nombre de serveurs et ICI et le nombre 
contenu. ous rappelons que la valeur x ;,v ,c est égale à 1 si le contenu c E C est 
placé dans le serveur v E Vc U Ve et 0 s'il ne l 'est pas. De plus, étant donné que 
tout le contenu est placé au début du problème dans le serveur origine, x ;,v' ,c pour 
v' E V0 est toujours égale à 1 pour tout contenu c E C . 
Calcul de la position et de la vitesse 
Pour le calcul de la position et de la vitesse de chaque particule, nous devons 
mettre à jour tous les éléments de la matrice X ;. Ainsi, pBest} et gBestt sont 
aussi des matrices de dimension lVI x ICI. Par ailleurs , nous calculons la vitesse 
v:t+l suivant la formule (2.29) et la position x;+l suivant la formule (2.30). 
Validation de la particule 
Le placement du contenu décrit par la particule X ; peut dans certains cas 
enfreindre des contraintes imposées par notre modèle. Dans ce cas , nous pouvons 
soit réparer ou pénaliser la particule. Le processus de pénalisation de la particule 
consiste à attribuer une très haute valeur au résultat de la fonction de fitness 
afin que celle-ci ne puisse pas être considérée dans le choix des meilleures valeurs 
de particule . Par ailleurs , le proce su de réparation consiste à changer quelques 
valeurs de la particule afin d 'obtenir une particule valide. Nous avons choisi le 
processus de réparation dans notre heuristique. Le processus de correction de la 
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part icule consiste à changer des valeurs de matrice X i· L'algorithme 2 décrit le 
processus de réparation . 
Algorithme 2 Réparation de la particule 
Entrées : La particule X i, Tableau 2. 1 
Sortie : La part icule réparée Xi 
1: for chaque r v,c E R do 
2: v' +- Le serveur le plus proche de v stockant c 
3: Vp +- prioriser _ serveurs(V) 
4: while (Lx~~; c Ici > Wv') ll (3ek,j 
cEG ' ' 
B ek,1 )ii(SLA est viole) do 











if v' tf. V0 then 
t+ l 0 
xi ,v' ,c +-
end if 
v' +- Premier element de VP 
VP +- Vp - {v'} 
t+ l 1 
x i ,v' ,c +-
else 




16: end for 
17: retourner xi 
E > 
Afin de réparer une particule, nous parcourons toutes les requêtes r v ,c E R , et 
nous considérons que chacune d 'elles doit être servie à part ir du serveur v ' le plus 
proche stockant le contenu c demandé (ligne 2) . Nous vérifions que la transmission 
du contenu cà partir du serveur v' vers le serveur v n 'enfreint aucune contrainte 
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telle que le dépassement de la capacité de stockage d 'un serveur ou la capacité 
de t ransmission d 'un lien , ou alors le dépassement du seuil S de la SLA pour la 
QoS (ligne 4). Si une cont rainte n 'est pas enfreinte , nous réparons le placement 
de c dans le serveur v' en plaçant le contenu dans le prochain serveur de la 
hiérarchie. Pour ce faire, nous priorisons les serveurs de manière à ce que les 
serveurs dans la même région que v aient une plus haute priorité que les autres 
serveurs et que les serveurs périphériques de cœur aient une plus haute priorité 
que les serveurs d 'accès au sein d 'une même région (ligne 3). Puis nous plaçons 
le contenu itérativement dans l 'un de ces serveurs jusqu 'à ce que le placement 
n 'enfreint aucune cont rainte et nous supprimons l'ancien placement (ligne 7). Si 
aucun serveur dans la liste VP ne satisfait toutes les cont raintes , nous pénalisons 
la part icule en attribuant une valeur infinie à la part icule i (ligne 13). 
Fonction de fitness 
La fonction de fi tness décrit les objectifs que nous voulons atteindre à l 'issue de 
notre heuristique. Les objectifs de notre modèle de placement sont la minimisation 
du coût de stockage et de bande passante, la minimisation de la distance entre les 
contenus fortement corrélés et la pénalisation du placement du contenu populaire 
dans les serveurs de cœur. Cette f onction est décri te par l'équation 2.31. La 
part icule gB estt sera la matrice de placement Xf qui aura la valeur minimale 
de f (Xf) 
f(X) = L l: a(v)-xi,v,c + L /3( li,ev,v"ev,v1 ) 
vE VeU Vc cEC ev,v1E E 
"'"' 0" c c
1 
"'"' + L...., ' · ( -Ti,c,c') + L...., Pc · Xi,v,c 
1 _J. 1 c L: a-k k1 ,r. c 
c,c ,creE k ,k' ,kf.k'EC • vE c,cE 
(2.31) 
Minimisation du coût de stockage 
Le coût de stockage ( L: L: a(v) · xi,v,c) correspond à la somme des coûts de 
vE VeUVc cEC 
stockage de tous les contenus c E C dans les s rveurs périphériques v E Ve U Vc. 
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La fonction a( v) correspond au coût du stockage d 'un contenu dans le serveur v 
et Xi ,v,c = 1 si le contenu c est placé dans le serveur v dans la part icule i. 
Minimisation du coût de la bande passante 
Le coût de la bande passante I: (3( li,ev v', ev,v') correspond à la somme des 
ev ,v'EE ' 
coûts engendrés par tous les liens ev,v' E E . Le coût de l 'ut ilisation d 'un lien est 
calculé à t ravers la fonction (3 (l i ,ev v', ev,v' ) qui est représentée par une t able de 
recherche qui retourne le coût de l'ut ilisation du lien ev,v' en fonction de sa charge 
li,ev v' engendré par le placement X i de la part icule i . Nous calculons la quant ité 
de données t ransmise sur chaque lien se t rouvant sur le chemin dans la variable 
Li relative à la part icule i . Nous considérons dans ce calcul que les requêtes des 
ut ilisateurs sont servies à part ir du serveur le plus proche stockant le contenu 
demandé. 
Minimisation de la distance entre le contenu corrélé 
Dans ( I: z c,c' Cf , • (-Ti ,c,c')), nous minimisons la somme des dist ances 
cc' c~c'EC k ,k 
' ' k,k1 ,k -:/.k1inC 
Ti,c,c' pour les contenus c, c' E C tout en tenant compte de leurs corrélations 
r , ( a c,c ' ) 
norma 1sees 2:: Cfk,k' 
k ,k 1 ,kor' k 1EC 
Rapprochem ent du contenu populaire des utilisateurs 
Dans ( I: Pc · Xi ,v,c ) , nous faisons la somme des popularités Pc des contenus 
vEVc,cEC 
cE C qui sont placés dans les serveurs périphériques de cœurs Vc. En minimisant 
cett e somme, nous poussons le placement du contenu le plus populaire dans les 
serveurs périphériques d 'accès. 
2.4 Evaluation des performances du modèle de placement proposé 
Dans cette section , nous allons décrivons l 'environnement de simulation que nous 
avons considéré pour nos simulations. ous décrirons ensui te les stratégies de 
placement que nous implémenterons pour comparer leurs performances avec celles 
- -- - - -- ------------- -------- ---
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de notre stratégie. En effet, nous avons modélisé en programmation linéaire 
en nombre entier les problèmes liés à ces différentes stratégies, pour pouvoir 
comparer les performances des solutions optimales avec celles de notre solut ion. 
Nous démontrerons ainsi la faisabilité et les avantages apportés par notre stratégie 
pour le placement des répliques dans les CCDN. 
2.4. 1 Description des simulations 
La topologie considérée 
La topologie utilisée pour les simulations est inspirée de la topologie de EC2 en 
Amérique du Nord (AMA, 2016). Cette topologie est constituée de 3 régions , deux 
d 'entres elles contiennent 3 zones et une contenant 5 zones. Dans la Figure 2.4. 1, 




















/ Serveur périphérique 
d'accès 
Figure 2.2 La topologie de serveurs utilisée pour les simulations 
Dans nos simulations, nous considérons que les serveurs présents dans une même 
région sont séparés par une distance comprise entre 200 et 400 mètres. ous 
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fixons aussi la capacité des liens reliant les différentes régions à 100 Mbps et 
celle reliant les zones d 'une même région est de 1000 Mbps. Pour la taille des 
serveurs, nous avons calculé la somme de la taille de tout le contenu que nous 
utilisons dans nos simulations. Tous notons que la capacité du serveur origine 
est illimité. D'une manière réaliste, nous avons fixé la capacité de ce serveur de 
manière à ce qu 'il puisse héberger tout le contenu. P ar ailleurs , la capacité des 
serveurs périphériques de cœur est égale aux deux t iers de la somme de la taille 
de tout le contenu. Finalement , nous avons considéré que la capacité des serveurs 
périphériques d 'accès est égale à un tier de la somme de la taille de tout le contenu. 
Pour ce qui concerne le coût de stockage, nous avons considéré que le coût de 
placement des données dans le serveur origine est nul. Ce coût est constant et 
égal pour toutes les stratégies , étant donné que les données sont toutes stockées 
dans ce serveur au début des simulations. Pour ce qui concerne le coût de stockage 
relié aux serveurs périphériques d 'accès comme étant le double du coût de stockage 
dans les serveurs périphériques de coeur. Les valeurs des coûts que nous attribuons 
aux serveurs sont normalisées de manière à ce que la somme de tous les coûts soit 
égale à 1. 
La collecte des données 
Les données que nous simulons sont des vidéos extraites de manière aléatoire à 
partir de YouTube. Ce jeu de données est téléchargeable à partir du site (Zeni , 
2016; Zeni et al., 2013) en un fichier contenant la description de 7 millions de 
vidéos sous format JSON. Nous avons choisi 50 vidéos de manière aléatoire entre 
le 27 décembre 2013 et le 2 janvier 2014. La figure 2.4.1 présente une partie de la 
définition d 'une vidéo. 
Traitement des données 
À part ir du format de donnée illustré dans la Figure 2.4.1, nous avons extrait et 
traité pour chaque vidéo les données qui étaient nécessaires pour notre simulation. 
54 
{id: u'9eToPjUnwmU', 











Related': { [ ... ] 
}, 
day': { 
data': [15.0, 1 0.0, 1 .0, 0.0, .. ] 
data: [0.0, 0.0, 0.0, 0.0, ... ] 
-------- ---------- - --- --------------~ 
data': [1349740sooooo.o, 134982nooooo.o, 134991360oooo.o, 13soooooooooo.o .... ]} 
} 
Figure 2.3 Exemple de la définition d 'une vidéo dans le fichier JSON 
D'abord, pour le calcul de la taille des vidéos , nous avons considéré la formule 2.32. 
En effet , à partir du fichier JSON, nous pouvons récupérer la durée de chaque 
vidéo. Nous avons considéré une taille de l 'image 320 x 240 et une profondeur de 
la couleur égale à 3 bits. Finalement la fréquence des images est fixée à 60 images 
par seconde. 
Taill e(Mb) = Dure(sec) x Taill e du cadre de l'image(Mb) 
x Profondeur de la couleur(bit) x Frequence des images(M B /sec) (2.32) 
À partir des champs 11 related 11 de chaque vidéo , nous avons établi une matrice de 
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corrélation pour toutes les vidéos extraites. De plus, la popularité d 'une vidéo est 
calculée à partir du nombre de vues 11 views 11 pour le jour considéré comme ratio 
du nombre total de vue toutes les autres vidéos vues ce jour là comme illustré 
dans l'équation 2.33 
P l . Nombre de vue opu ante = ---------------------Somme des nombres de vue de toutes les videos (2.33) 
Finalement , le nombre de requêtes considéré pour une vidéo est proportionnel à la 
popularité de celle ci. ous fixons le plus haut nombre de requêtes pour une vidéo 
à 5. Pour ce qui concerne les serveurs périphériques à qui les requêtes ont envoyé, 
ils seront choisis d 'une manière aléatoire de telle sorte que le contenu corrélé ait 
plus de probabilité d 'être sollicité dans le même serveur. 
Dans nos simulations , nous avons considéré quatre stratégies pour le placement 
des copies de données dans les CCDN. La première stratégie est notre stratégie 
basée sur la popularité qui t end à minimiser les coûts de placement et de bande 
passante et la distance entre les contenus hautement corrélés . Nous avons aussi 
considéré la stratégie où seul le coût est pris en compte dans le placement des 
données. Cette stratégie est restreinte par des contraintes telles que la capacité 
des serveurs périphériques et a été largement considérée dans la li ttérature . Nous 
considérons aussi la stratégie qui tend à minimiser le coût de stockage et de bande 
passante tout en considérant la popularité des données. Finalement , pour voir le 
seul impact de la minimisation de la distance entre les données hautement corrélées 
combinée avec la minimisation du coût de stockage et de bande passante , nous 
avons considéré la stratégie qui tend à minimiser ces deux variables. 
Pour mesurer les performances de ces 4 stratégies , nous avons modélisé les 
contraintes du problème formulé dans la section 2.2 à l 'aide de (AMP, 2016). 
Puis pour calculer les solutions optimales pour les quatre stratégies citées, nous 
avons modifié les paramètres de la fonction objective d 'une stratégie à une autre. 
--------------------------------------------------------------------------------------------------------
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Finalement , les mesures de performances sont calculées à partir des résultats 
opt imaux obtenus à l'aide du logiciel CPLEXs (Cpl , 2016). 
Ious comparons les performances des résultats de la solut ion optimale relative 
à notre stratégie de placement avec celles de notre heuristique et des solutions 
optimales d 'autres stratégies. 
Pour la simulation , nous avons considéré pour la semaine commençant le 24 
décembre 2012 , 50 vidéos qui ont été visionnées au moins une fois chaque jour. 
2.4.2 Les résultats des simulations 
ous commençons par évaluer le coût de placement et de la bande passante ut ilisée 
pour les différentes stratégies. La figure 2.4( a) montre que le la stratégie basée sur 
la popularité est celle qui présente les plus hauts coûts de stockage et de bande 
passante. Ceci peut être expliqué par le fait que nous pénalisons le placement 
de contenu populaire dans les serveurs périphériques de cœur. Il y a donc plus 
de contenu qui est placé dans les serveurs périphériques d 'accès comparé aux 
autres stratégies, comme illustré dans la figure 2.4(b) . Le placement des répliques 
dans les serveurs les plus proches des ut ilisateurs a aussi engendré une diminution 
du temps d 'accès comparé aux autres stratégies, comme illustré dans la figure 
2.4(c) . La figure 2.4(a) montre aussi que la stratégie basée conjointement sur la 
corrélation et le coût et celle basée uniquement sur le coût présentent des valeurs 
t rès proches en termes de coût . Ce coût étant de plus le plus faible. La répartition 
du contenu dans les serveurs est aussi t rès proche ce qui explique des coûts presque 
similaires. En effet , nous remarquons que la majorité du contenu est servie à 60% 
par le serveur d 'origine et le reste est servi par les serveurs périphériques de coeur. 
Cependant , pour la stratégie e basant conjointement sur le coût et la corrélation, 
2% des requêtes sont servies par les serveurs de périphérique d 'accès. Par ailleurs, 
les résultats présentés dans la figure 2.4( c) concernant le délai de réponse montrent 
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que le délai relatif à la stratégie qui combine le coût et la corrélation du contenu 
est plus bas . Finalement , les résultat s de la solut ion optimale pour notre stratégie 
constit uent un bon compromis ent re les aut res stratégies. En effet , d 'après la 
figure 2.4(a) , les coûts engendrés par cette stratégie ne sont pas les plus bas, mais 
s'approchent des valeurs de coûts relatifs à la solut ion opt imale de la stratégie 
de placement considérant uniquement le coût. De plus, notre stratégie présente 
des délais de réponse meilleurs que ceux de la stratégie considérant uniquement le 
coût. En effet , notre stratégie de placement a réalisé des améliorations en termes 
de délai de réponse aux dépens du coût comparé à la stratégie uniquement basée 
sur le coût . En revanche, notre stratégie n 'a dans aucun des jours présenté des 
résultats qui étaient les plus bas. 
En ce qui concerne notre heuristique, celle-ci présente des résultats sous-opt imaux. 
En effet , le coût de stockage et de bande passante est 20% plus élevé par rapport 
à celui de la solut ion optimale et 10% moins élevé que celui de la stratégie 
considérant le coût et la popularité. De plus, d 'après la figure 2.4(b), 15% des 
requêtes sont servies par les serveurs périphériques d 'accès, comparé à 10% pour 
la solut ion opt imale et 20% pour le placement basé sur le coût et la popularité. 
Les serveurs périphériques de coeur répondent à 30% des requêtes pour notre 
heuristique, comparée à 50% et 25% pour la solut ion optimale et la stratégie 
considérant le coût et la popularité respectivement. Ceci a influencé les temps de 
réponse. La figure 2.4(c) montre que le t emps de réponse de notre heuristique est 
le plus haut. Ceci peut être expliqué par le fait que notre heuristique ut ilise moins 
de répliques que les aut res stratégies . 
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CHAPITRE III 
OPTIMISATION DE LA MIGRATION DES DO TÉES DANS LES 
SYSTÈMES DE STOCKAGE DISTRIBUÉS 
Dans ce chapitre, nous étudions le problème de la migration des données 
dans les systèmes de stockage distribués. ous commençons par décrire la 
motivation derrière l'étude du problème de la migration des répliques. Ensuite, 
nous modélisons à l 'aide de la programmation linéaire en nombres ent iers le 
problème de la migration dans les systèmes de stockage distribué. P ar la suite , 
nous présentons notre heuristique CRANE . Et , nous finissons par évaluer les 
performances des résultats de notre heuristique par rapport aux performances 
de la séquence optimale de migration et par rapport à la séquence générée par 
l 'algorithme d 'Openstack Swift. 
3. 1 Motivations 
Avec la large adoption des services Internet et l'analyse des données volumineuses , 
le cloud est devenu l'environnement idéal pour satisfaire les demandes croissantes 
de stockage grâce à sa capacité de stockage presque illimitée , la haute disponibili té 
et le temps d 'accès rapide qu 'il apporte. Dans ce contexte, la réplication de données 
a formé une solut ion ult ime pour améliorer la disponibilité des données et de 
réduire le temps d 'accès. Cependant , pour la gestion de ces répliques de données , 
les systèmes distribués doivent généralement migrer et créer un grand nombre 
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de répliques de données au fil du t emps entre et dans les centres de données. 
Ceci engendre une surcharge importante en termes de charge du réseau et de 
disponibilité. 
Cependant les stratégies de placement de répliques peuvent engendrer la création 
ou la migration d 'un grand nombre de répliques dans les centres de données 
au fil du temps. Ceci impliquera par ailleurs, la génération d 'un t rafic réseau 
très important entre les différents centres de données d 'un fournisseur de cloud. 
Plusieurs scénarios peuvent déclencher ce processus de migration de données, par 
exemple le déploiement d 'un nouveau centre de données dans l'infrastructure du 
fournisseur de cloud , ou la mise à l'échelle d 'un centre de données ou lors de la 
récupération des données après une catastrophe ou tout simplement lorsque les 
répliques sont déplacées pour atteindre de meilleures performances. 
Par ailleurs, un transfert massif de ces données engendre plusieurs conséquences : 
D'abord , étant donné que la copie de données consomme des ressources 
telles que le CPU , la mémoire, l 'écrit ure et la lecture à partir du disque au 
niveau de la machine source et celle de destination , ces noeuds connaîtront 
plus de partage pour les ressources disponibles, ce qui peut ralent ir les 
autres tâches en cours d 'exécut ion. 
De plus, dans les systèmes de stockage distribué, le processus de migration 
de répliques est généralement distribués et asynchrone. P ar exemple, si 
on considère le système de gestion de stockage Swift , quand une réplique 
doit être créée dans une nouvelle machine de destination , chaque machine 
dans l 'infrastructure stockant déjà la même réplique devrait copier les 
données vers la nouvelle destination . Il n 'y a pas de coordination ou de 
synchronisation entre les noeuds sources . Ainsi, cela va engendrer non 
seulement une redondance inut ile de la copie de données identiques à partir 
de différentes sources en même temps , mais aussi impliquer la congestion 
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dans le réseau des centres de données . 
Finalement , les répliques sont généralement placés dans des centres de 
données géographiquement distants afin d 'accroître la disponibilité des 
données au fil du temps et de réduire la latence perçue par l'utilisateur . 
De plus , quand une réplique est créée/ migrée dans un nouvel emplacement , 
elle ne sera disponible que lorsque tout son contenu soit copié dans le nœud 
de destination. Ainsi, si la création de répliques prend un temps important , 
la disponibilité de données peut être altérée si le nombre de répliques 
actives ne suffit pas à satisfaire toutes les demandes des utilisateurs. P ar 
exemple, afin d 'assurer la disponibilité des données, Swift assure qu 'au 
moins deux répliques des données sont disponibles à tout moment (selon 
la configuration par défaut (Dickinson , 2013)) . 
3.2 Formulation du problème 
Notre objectif consiste à minimiser d 'une part le temps de migration individuel 
de chaque réplique de partition dans le but de la rendre rapidement accessible 
dans son emplacement final et optimal. D 'autre part , notre objectif vise aussi 
à minimiser le t emps total pris par la migration de toutes les répliques. Nous 
assurons dans notre modèle que seules les serveurs qui détiennent une réplique 
entière d 'une donnée peuvent initier sa réplication. Les serveurs peuvent cependant 
héberger une réplique suite à sa migration. Nous garantissons aussi qu 'il n 'y 
aura pas de migration inutile de répliques . En effet, nous assurons que seules 
les répliques qui n 'existent pas dans leurs emplacement final sont migrés. D 'autre 
part , nous évitons la redondance de la réplication d 'une partition. otre modèle 
assure aussi que la capacité des liens et des serveur ne soit pas dépassée. 
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3.2. 1 Énoncé du problème 
Nous considérons dans notre problème une topologie de cloud constituée de centre 
de données géographiquement distribué. Nous représentons le réseau considéré 
avec le G = (S, E) , où S représente l 'ensemble de tous les serveurs de tous les 
centres de données. ous supposons que ces centres de données sont connectés par 
un réseau de base appelé aussi 11 backbone 11 • Les liens de ce réseau sont représentés 
par l 'ensemble E des cotés du graphe G . Chaque lien e E E est caractérisé par une 
bande passante de capacité. Be. ous considérons que l'ensemble P représente 
l 'ensemble des partitions dont les répliques sont stockées dans les serveurs de S et 
IPil est la taille d 'une réplique de la partition Pi · Nous définissons une configuration 
comme un placement bien spécifique des répliques dans les serveurs. Étant donnée 
les configurations init iale et finale désignées respectivement par C1 et cF' toute 
différence entre ces configurations nécessite soit la migration ou la suppression 
d 'une réplique de la part it ion. ous considérons que la migration ou la suppression 
d 'une réplique est identifiée par les variables Yj ,k et dk ,j , respectivement. Notre 
objectif est de t rouver la séquence optimale de la migration des répliques des 
partit ions qui minimise le temps de migration totale de C1 à cF tout en respectant 
le seuil de disponibilité minimale d 'une part it ion A et les capacités de bandes 
passantes des différents liens reliant les cent res de données. ous modélisons ceci 
comme un problème de programmation linéaire en nombres entiers (PLNE). 











Tableau 3.1: Les entrées du problème de la migration des 
répliques 
Définition 
Ensemble des serveurs de tous les centres de données 
Ensemble des liens connectant les serveurs dans 5 
Capacité de la bande passante Ve E E 
Ensemble des partitions , où IPJ 1 est la taille d 'une partition PJ 
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Matrice de taille 151 x IPI représentant la configuration 
init iale du placement des répliques, 
{ 
1, si la repléque de PJ est stocké dans si 
0, sinon 
où 
Matrice de taille 151 x IPI représentant la configuration 
finale du placement des répliques , où c[J 
{ 
1, si la repléque de PJ est stocké dans si 
0, sinon 
Matrice de taille !Pl x 151 représentant le besoin de la migration 
d 'une réplique d 'une partit ion, où 
_ { 1, si la réplique de PJ a besoin d 'être migrée au serveur sk 
YJ,k -
0, sinon 
Matrice de taille 151 x !Pl représentant les répliques qui doivent 
être supprime au temps T , où 
_ { 1, si la réplique de PJ doit être supprimé desi 
d i ,j -
0, sinon 
Seuil maximum du temps de migration 
Seuil de disponibilité minimale pour une partition 
-
-
Matrice de taille 151 x 151 x lEI représentant les liens utilisés dans 









1, si le lien e est utilisé dans le plus court chemin 
9 i ,k ,e = ent re s i et s k 
0, sinon 
Un intervalle de t emps (1 seconde) 
Une grande constante 
Tableau 3.2: Les variables du problème de la migration 
des répliques de données 
Définition 
Matrice de taille ISI x IPI x ISI x T représentant la 
séquence de migration x i, j ,k ,t = 
{ 1, si s, est entrain de migrer la réplique de P! à sk au temps t 
0, sinon 
Matrice de taille I_SI x IPI x T représantant le placement des 
, . _ { 1, si s; a une réplique de PJ au temps t 
rephques z i ,j ,t -
0, sinon 
Matrice de t aille ISI x IPI x ISI x T où r i ,j ,k ,t représente la 
bande passante allouée pour la migration d 'une réplique de la 
partition pj_ du serveur si au sk au temps t 
Un vecteur de tmlle '1 , où 
w, = { 
1, si la migration est en cours au temps t 
0, sm on 
3.2.2 Les cont raintes du problème 
Avant de commencer une migration , nous devrions d 'abord ident ifier les serveurs 
s i qui maintiennent une réplique de la part it ion p1 au temps t , dans la variable 
z i ,j ,t· Au début de la migration uniquement les serveurs s i contenant une réplique 
de la part it ion p1 au début dans la configuration init iale peuvent part iciper à la 
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migration comme le décrit la cont rainte (3. 1). Dans la cont rainte (3 .2) nous nous 
assurons qu 'un serveur si qui ne détient pas une réplique de la part it ion dans la 
configuration ini t iale et finale ne pourra pas part iciper à la migration . 
cL :S: (3 · zi, j ,t \11 :S: i :S: ISI, 1 :S: j :S: IPI , 1 :S: t :S: T (3.1 ) 
zi ,j ,t :S: c{,j + c{,j \11 :S: i :S: ISI, 1 :S: j # 0 :S: IPI , 1 :S: t :S: T (3.2) 
La variable Zk ,j ,t qui spécifie les sources potent ielles de la migration de répliques 
est mise à jour à chaque intervalle de temps t. En effet , le serveur sk peut détenir 
une réplique d 'une part it ion pj , après la migration de celle-ci dans un intervalle 
de temps précédent comme indiquée dans la cont rainte (3.3) et (3.4). En out re, 
un serveur détient une réplique d 'une part it ion pj quand la somme des bandes 
passantes allouées à la migration ri ,j ,k ,t' de cette part it ion du serveur source Sj tau 
serveur destination sk , dans les intervalles de temps précédents Vt' < t , est égale 
à la taille de la partit ion pj. Ainsi, le serveur sk peut potentiellement participer à 
la migration de la part ition pj ultérieurement . 
ISI t 
""' ""' r · kt'· a :S: (3 · (1- zk ,j ,t+ 1) L..,; L..,; t ,) , l 
i= 1,itfk t' = 1 
\11 :S: k :S: ISI , 1 :S: j , cC = 0 :S: IPI , 1 :S: t :S: T- 1 (3. 3) 
ISI t 
1- Zk · t+1 < IPI ""' ""' r ·kt'· a ,] , - J L..,; L.....t t, ] , l 
i=l ,i tfk t' =1 
v 1::::: k::::: 1s1, 1::::: j,cC = o::::: IPI , 1 ::::: t::::: r -1 (3.4) 
Une l'initialisation des serveurs pouvant part iciper à la migration de chaque 
part it ion , nous pouvons init ier la migration en associant la variable de la migration 
6 6  
X i , J , k , t  a v e c  l e  b e s o i n  d e  m i g r e r  u n e  r é p l i q u e  d e  l a  p a r t i t i o n  P J  d e  s i  à  S k ,  d a n s  Y J , k ,  
d a n s  l a  c o n t r a i n t e  ( 3 . 5 ) .  
T  
Y J , k  ~ ~ X i , j , k , t  \ i l  ~ i ,  k ,  i  - 1  k  ~ IS I  ' 1  ~ j  ~ I P I  ( 3 . 5 )  
t = 1  
E n  o u t r e ,  d a n s  l a  c o n t r a i n t e  ( 3 . 6 ) ,  o n  a s s u r e  q u e  s e u l s  l e s  s e r v e u r s  s o u r c e s  s i ,  q u i  
d é t i e n n e n t  u n e  r é p l i q u e  c o m p l è t e  d e  l a  p a r t i t i o n  P J  p e u v e n t  i n i t i e r  l a  m i g r a t i o n .  
I S I  
~ X i , j , k , t  ~ Z i , j , t  \ i l  ~ i  ~ IS I  ' 1  ~ j  ~ I P I  ' 1  ~ t  ~ T  ( 3 . 6 )  
k = 1  
N o u s  a s s u r o n s  a u s s i  l a  m i g r a t i o n  s é q u e n t i e l l e  d e s  r é p l i q u e s .  L a  c o n t r a i n t e  ( 3 .  7 ) ,  
a s s u r e  q u e  c h a q u e  s e r v e u r  n e  p e u t  m i g r e r  q u ' u n e  s e u l e  r é p l i q u e  à  c h a q u e  i n t e r v a l l e  
t .  
I P I  I S I  
~ ~ X i , j , k , t  ~ 1  \ i l  ~ i  ~ I S I  '  1  ~ t  ~ T  
j = 1 k = l  
( 3 . 7 )  
P o u r  a s s u r e r  l a  m i g r a t i o n  c o n t i n u e  e t  s é q u e n t i e l l e  d e  l a  r é p l i q u e  d ' u n e  p a r t i t i o n  
P J ,  d u  m ê m e  s e r v e u r  s o u r c e  s i  a u  m ê m e  s e r v e u r  d e s t i n a t i o n  s k  p o u r  l e  p r o c h a i n  
i n t e r v a l l e  t  +  1 ,  n o u s  f i x o n s  l ' i n d i c a t e u r  d e  m i g r a t i o n  X i , J , k , t + l ,  à  1 ,  j u s q u ' à  l a  
m i g r a t i o n  c o m p l è t e  d e  l a  r é p l i q u e .  C e c i  e s t  p r i s  e n  c o m p t e  d a n s  l a  c o n t r a i n t e  
( 3 . 8 ) .  
t  
I P J  1  - ~ r i , J , k , t '  ·  a  ~ f 3  ·  x i , J , k , t + 1  
t '  = 1  
\ i l  ~ i ,  k ,  i  - 1  k  ~ I S I  ' 1  ~ j  ~ I P I  ' 1  ~ t  ~ T - 1  ( 3 . 8 )  
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Pendant le processus de migration, les serveurs doivent maintenir le seuil de 
disponibilité minimale de chaque partition comme illustré dans la contrainte (3.9). 
[SI ISI 
L L Xi ,j ,k ,t ;:::: A V1 '5: j '5: IPI ) 1 '5: t '5: T (3 .9) 
i= l k=l 
Nous assurons aussi que la bande passante totale allouée à la migration d 'une 
réplique de la partition pj du serveur s i au serveur sk ne dépasse pas la taille de 
la partition pj , dans la contrainte (3. 10) ) 
T 
L ri ,j ,k ,t · a '5: Y] ,k · IP] 1 V1 '5: i '5: 1 SI , 1 '5: t '5: T (3.10) 
t= l 
La charge dans un lien ne doit pas dépasser la capacité de ce lien . Ainsi , la somme 
de toutes les bandes passantes allouées aux migrations passant par le lien e ne 
doit pas dépasser la capacité de ce lien. La contrainte (3. 11) illustre ceci. 
[SI [Pl [SI 
L L L 9 i ,k ,e · ri ,j ,k,t '5: B e 
i =l j=l k= l 
V1 '5: e '5: lEI , 1 '5: t '5: T (3.11) 
Le temps total de la migration inclut toutes les migrations en cours dans la 
contrainte (3.12) . Et , la cont rainte (3.13) arrête le processus de migration. 
Xi ,j ,k ,t '5: Wt 
V1 '5: i , k , i =!= k '5: ISI ) 1 '5: j '5: IPI ) 1 '5: t '5: T (3 .12) 
Wt+l '5: Wt V1 '5: t '5: T - 1 (3 .13) 
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3.2.3 La fonction objectif 
( 
T ISI IPI ISI T ) 
minimize ~ Wt + {; j; ,{; ~ xi ,j ,k ,t (3. 14) 
Comme illustré dans (3. 14) , notre objectif consiste à minimiser d 'une part le temps 
de migration individuel de chaque réplique de part it ion. Ceci a pour but de rendre 
cette partition rapidement accessible dans son emplacement final et optimal. En 
réduisant au minimum le temps de migration totale, nous répliques seront migrées 
plus tôt. D 'autre part , notre objectif vise aussi à minimiser le temps total pris par 
la migration de toutes les répliques. Ceci va initier le processus de migration 
de chaque réplique le plus tôt possible. Étant donnée que notre objectif vise à 
minimiser les temps de migration, notre modèle sélectionne les serveurs sources 
pour la migration qui réduisent le temps de migration tout en s'assurant de ne pas 
congestionner le réseau. otre modèle garantit aussi une migration séquentielle 
des répliques respectant le seuil minimal de la disponibilité d 'une partit ion. 
3.3 CRA E : Un plan pour la migration des répliques de données dans les 
systèmes de stockage distribués 
Le problème de migration de répliques est un problème NP-complet (Tziri tas 
et al. , 2008) . Sa résolut ion est limitée à un petit nombre de données. Cependant , 
les centres de données hébergent une quantité colossale de données. Ceci nous 
a poussé à proposer une heuristique permettant la résolut ion à haute échelle 
de ce problème. Dans cette section , nous décrivons CRA TE , notre heuristique 
pour le problème de la migration des répliques de données . À partir d 'une 
configuration initial et finale du placement des répliques dans les centres de 
données , notre algorithme trouve les meilleures sources pour la copie des répliques 
de partit ions et la meilleure séquence de migration de manière à minimiser le 
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temps de migration total. Pour répondre à cet objectif, notre algorit hme évite 
les migrations redondantes afin d 'avoir plus de bande passante disponible pour 
la migration d 'aut res répliques. De plus , dans le but d 'accélérer le processus de 
migration , notre heuristique sélectionne les serveurs et les chemins ayant plus 
de bande passante disponible. Finalement , CRA E évi te le temps d 'inactivité et 
veille à la migration séquent ielle des répliques . 
otre solut ion heuristique est illustrée dans l 'algorit hme 25. À part ir d 'une 
configuration de placement init iale et finale (i.e. , c i et CF), l'algorit hme 25 
retourne un ensemble Q de séquences Qi de migrations . Chaque séquence cont ient 
un ensemble ordonné de répliques à copier / migrer de manière à satisfaire la 
disponibilité minimale par part it ion . Après chaque séquence de migrations Qi, les 
composantes de stockage du cloud seront mises à jour avec le nouvel emplacement 
des répliques p our que l 'ut ilisateur final soit redirigé au bon emplacement de la 
par t it ion . La configuration finale est atteinte une fois que toutes les séquences 
Qi, i < n , sont exécutées. 
Init ialement , P cont ient l'ensemble des couples (p, d), où p est une part it ion qui 
doit être créée/ migrée dans le serveur de destination d. Cet ensemble p eut être 
extrait à part ir de la configuration init iale et finales du placement des répliques (à 
savoir , CI et CF) . rous ini t ialisons aussi Q qui est destiné à contenir la séquence 
de répliques à migrer. Dans la ligne 3 de l 'algorit hme, nous init ialisons la variable 
i qui représente le nombre de la séquence. Notre algorit hme vise ensui te à ajouter 
itérativement une réplique de part it ion à la séquence ordonnée Qi· En effet, nous 
créons une nouvelle séquence à chaque fois qu 'il n 'est plus possible d 'ajouter 
aucune migration à la séquence actuelle. Cet ajout peut ne pas être possible 
pour ne pas enfreindre la disponibilité minimale des partitions. Pi représente 
l'ensemble des couples (p , d) qui p euvent être créés dans la séquence Qi sans violer 
la disponibili té minimale des répliques requise. 
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Algorithme 3 CRANE 
Entrée : Configuration initiale C1 
Entrée : Configuration finale cF 
Sortie : Sequence de migration 
1: p +--- {(p , d)} 
2: Q +--- {0} 
3: i +--- 0 
4: while P =J {0} do 
5: Qi +--- 0 
6: Pi +--- {P} 
7: while ~ =J 0 do 
8: TQ;,min +--- 00 
9: for chaque (p , d) E Pi do 
10: for chaque rsrc ERp 1 {is _busy(src, Qi) = False} do 
11: if TQ;,r src < TQ;,min then 
12: TQ;,min = TQ;,rsrc 
14: ds = d 
15: end if 
16: end for 
17: end for 
18: Qi = Qi U (rs , ds) 
19: Pi =Pi - {\i(p , d) 1 p partition de la replique rs} 
20 : P = P- {partition p de la réplique r 5 to destination d} 
21: end while 
22: Q = Q u Qi 
23: i +--- i + 1 
24: end while 
25: retourner Q 
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Tant que Pi contient encore des partitions qui puissent êt re migrées , nous 
parcourons l 'ensemble Hp de toutes les répliques de la partition p de l 'ensemble 
Pi· De plus le serveur détenant la réplique r ne doit pas copier une autre réplique 
dans le même temps la répliquer sera copié à partir de ce serveur (ligne 10). 
Dans notre algorit hme, nous choisissons la réplique r s et le serveur de destination 
d5 qui minimisent le temps de migration. Pour cela , nous utilisons la variable 
TQ;,r src qui indique le temps de migration de la séquence Qi si la réplique r src est 
incluse. TQ ;,r src est calculé en considérant l 'état des liens lors de la migration de 
toutes les répliques dans l'ordre de Qi. Nous comparons cette variable à la variable 
TQ;,min qui représente le temps de migration minimum de séquence Qi après l'ajout 
d 'une réplique (ligne 11). Cela nous permet de sélectionner la meilleure réplique 
r s de la partition p de toutes les répliques de toutes les partitions (ligne 13). La 
réplique et le serveur de destination choisis sont ensuite a joutés à Qi (ligne 17). 
Ensuite, nous retirons le couple (p , ds) de l 'ensemble P , où pest la partition dont 
réplique r 5 a été sélectionné et ds est le serveur de destination où la partition sera 
créée. Nous supprimons également tous les couples (p, d) où pest la partition dont 
la réplique r s a été sélectionnée de Pi. 
Lorsque Pi ne contient plus aucun couple à migrer , nous concluons que nous ne 
pouvons plus ajouter de répliques à la séquence Qi· À ce moment-là , nous ajoutons 
la séquence Qi à Q (Ligne 22), et nous entamons une nouvelle séquence. Ceci sera 
répété aussi longtemps que nous avons encore des partitions de P pour migrer. 
3.4 Évaluation des performances 
Nous avons implémenté CRANE en ut ilisant le langage P ython 2.7 et nous avons 
évalué ses performances en deux phases. Nous avons comparé les performances 
de CRA E, Openstack Swift et la séquence de migration optimale. Ensuite , nous 
avons mené des expériences pour comparer les performances de CRA E avec les 
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performances d 'Openstack Swift. 
Pour évaluer les performances de notre heuristique, nous avons utilisé la topologie 
du réseau reliant les centres de données de Amazon EC2, qui est composée de 
7 centres de données qui sont tous reliés les uns aux autres. Dans (Feng et al. , 
2012) les auteurs ont effectué des expériences réalistes pour mesurer la capacité 
des liens entre les centres de données de EC2 tableau 3.3 illustre ces capacités. 
Tableau 3.3 Capacité des liens ent re les centres de données de Amazon EC2 
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- 520 252 116 98 103 173 
California 
Oregon 545 - 215 81 104 81 152 
Virginia 240 210 - 139 221 81 110 
Sao Paulo 40 60 11 - 22 9 62 
Ir eland 106 135 215 90 - 77 76 
Singapore 125 110 84 57 80 - 242 
Tokyo 178 143 99 61 43 116 -
Nous avons considéré plusieurs scénarios , chacun ayant un nombre différent 
de partitions et différentes moyennes de taille de partitions. Au début de 
chaque expérience, nous considérons seulement 5 centres de données. Après, 
deux nouveaux centres de données sont reliés à l 'infrastructure, ce qui déclenche 
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l'algorithme de placement afin de ré-optimiser l'emplacement des répliques. Pour 
le placement de répliques, nous avons utilisé l'algorithme standard d 'Openstack 
Swift énonçant que pour chaque partition de données , t rois répliques doivent être 
créées et placées selon l'algorithme as-unique-as-possible. En outre, Swift considère 
que si 2 des 3 répliques sont disponibles dans leurs emplacements, les données sont 
supposées être disponibles (à savoir , toutes les demandes des ut ilisateurs peuvent 
être servies) . P ar conséquent , la disponibilité minimale requise par partition est 
2 
3· 
Les résultats expérimentaux ont validé, que en optimisant l'ordre de migrer les 
répliques, CRANE réduit le temps de migration et la quantité de données à migrer. 
3.4.1 Évaluation par simulations 
Pour obtenir les résultats analytiques , nous avons modélisé le cas part iculier du 
problème de la migration des répliques qui assure la disponibilité minimale d 'une 
partition, comme un problème de programmation linéaire en nombres ent iers 
(PL E). Pour ce faire, nous avons ut ilisé le langage AMPL (AMP, 2016) . Puis , 
nous avons utilisé IBM CPLEX Optimizer (Cpl, 2016) pour t rouver la séquence 
de migration optimale qui réduit le t emps de migration. Nous avons considéré six 
scénarios illustrés dans le tableau 3.4. P ar ailleurs , dans ces différents scénarios , 
nous considérons que nous avons 3 répliques pour chaque partition. En out re, 
dans les quatre premiers scénarios, la taille des partitions varie entre 500Mo et 
1Go. ous décrirons par la sui te ces part it ions comme petites partitions. Et , 
pour les quatre derniers scénarios , la taille des partitions varie entre 1 Go et 
5 Go. ous décrirons par la suite ces partitions comme grandes partit ions. Nous 
distribuons ces partitions à travers les 5 cent res de données; ce placement décrira 
la configuration de placement de la réplique init iale. Ensui te, nous ajoutons deux 
nouveaux centres de données , et déclenchons l'algorithme de placement pour 
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avoir le placement final et optimal des répliques. Nous avons ensuite comparé 
les performances théoriques de CRA E et Swift aux performances de la solution 
optimale pour chaque scénario, compte tenu des placements ini t iaux et finaux. 
Pour assurer la disponibilité minimale de chaque partition, Openstack Swift 
déplacer une seule réplique d 'une partition à chaque nouveau placement des 
répliques. S'il y a besoin de déplacer d 'autres répliques , il faut exécuter de nouveau 
l'algorithme de placement des répliques. Ceci peut être exécuté après plus d 'une 
heure. Ayant d 'énormes quantités de données à migrer , nous avons évalué les 
performances des trois plans de migrations en exécutant l 'algorithme de placement 
au bout d 'une heure et au bout de deux heures. L'exécution des algorithmes 
de placement calcule le nouveau placement de répliques et de déclenche ensuite 
l'algorithme de migration. 
Tableau 3.4 Scénarios considérés 
Scenario Nombre de Nombre de Taille Fréquence 
partitions répliques à moyenne de calcul du 
migrer des répliques placement 
(Mb) 
Sel 16 16 750 1 heure 
Sc2 32 32 750 1 heure 
Sc3 64 80 750 1 heure 
Sc4 128 160 750 1 heure 
Sc5 16 16 3074 2 heures 
Sc6 32 32 3074 2 heures 
Sc7 64 80 3074 2 heures 
Sc8 128 160 3074 2 heures 
Les figures 3.1(a) et 3.l(c) représentent le temps de migration et la quantité de 
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données transférées respectivement pour les quatres premiers scénarios . Dans le 
scénario Sel , Swift , CRANE et la séquence de migration optimale, ont pris 8 min 
pour créer 16 nouvelles répliques. En outre, la quantité de données transférées est 
la même. Pour Sc2, afin de migrer 32 partitions, la quantité totale de données 
transférées a été de 25Gb. La séquence de migration optimale a duré 2 minutes 
moins que CRANE et Swift. Pour Sc3, CRANE et la séquence de migration des 
répliques optimale, ont transféré la même quantité de données, alors que Swift a 
transféré 30 % plus de données. Cependant , la séquence de migration des répliques 
optimale a un temps de migration meilleur que CRANE et Swift de 15 % et 35 % 
respectivement. Pour Sc4, Swift transfère 40 % plus de données que CRANE et 
la séquence de migration optimale, en deux fois le temps de migration optimale. 
Cependant CRANE a transféré un quantité de données optimale et a également 
amélioré le temps de migration de 30 % par rapport à Swift. 
Les figures 3.1(b) et 3.1(d) représentent le temps de migration et la quantité de 
données transférées, respectivement , pour les quatres derniers scénarios. Dans ces 
scénarios, la taille des réplique est plus grande variant de lGo à 5Go. Figure 
3.1(d) montre que CRANE transfère une quantité optimale de données, pour les 
4 scénarios. Cependant Swift transfère 15 % plus de répliques pour les scénarios 
Sc 5 et Sc6, et 35 % et 45 % plus de données dans les scénarios Sc7 et Sc8 
respectivement . Cela a également induit un plus grand temps de migration , qui 
s 'élève à 35 % de plus que le temps mis par la séquence de migration optimale pour 
les scénarios Sc5 et Sc6, et 45 % et 60 % plus que le temps mis par la séquence 
de migration optimale pour les scénarios Sc7 et Sc8 respectivement. En revanche 
CRANE réalise un temps de migration de répliques 15 % plus que le temps mis 
par la séquence de migration optimale pour les scénarios Sc5 et Sc6 , et environ 20 
% pour Sc7 et 30 % Sc8. 
À partir de ces différents scénarios, nous pouvons conclure que le temps de 
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migration de CRANE est d 'environ 20 % proche du temps mis par la séquence 
de migration optimale. Et réalise une amélioration d 'environ 40 % par rapport au 
temps de migration de Swift . 
3.4.2 Évaluation sur une plateforme réelle 
Mise en place de l'environnement 
Le déploiement d 'Openstack Swift requiert au moins un nœud proxy et plusieurs 
nœuds de stockage. Le nœud proxy accepte les demandes de téléchargement 
des fichiers , de modification des métadonnées, et de création des conteneurs. 
Les nœuds de stockage gèrent , quant à eux, les objets et les conteneurs , d 'une 
manière distribuée. Pour nos expériences, nous étions intéressés par le processus 
de migration de répliques. Nous avons utilisé la plateforme logicielle open-source 
pour le cloud computing Openstack (Ope, 2016) pour créer notre infrastructure. 
Ainsi , nous considérons que chaque nœud de stockage est une machine virtuelle 
hébergée dans un centre de données différent . En effet , nous avons lancé 8 machines 
virtuelles se basant sur Ubuntu 14.04 ayant chacune 2 unités de calcul et une 
mémoire de 2 Gb. ous avons lié un disque de 200Go à chaque inst ance. Chaque 
instance est hébergée dans un réseau virtu l différent et nous avons lié ces réseaux 
avec un routeur virtuel. Ensuite, nous avons fixé les capacités en bande passante 
des liens entre ces différents réseaux en configurant les interfaces du routeur . Le 
Tableau 3.3 décrit ces capacités. 
Au début de chaque scénario , nous ne considérons que 5 centres de données. 
Après , deux nouveaux centres de données sont r liés à l'infrastructure, ce qui 
déclenche l 'algorithme de placement de Swift afin de ré-optimiser l'emplacement 
des répliques . Ensuite , nous utilison oit l 'algorit hme de migration de Swift 
ou CRA TE pour migrer les répliques aux emplacements optimaux calculés. 
Nous avons déployé quatre scénarios. Dans chaque scénario , nous considérons 64 
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partitions avec 3 répliques chacune comme recommandé par certains fournisseurs 
OpenStack (Rackspace , 2016). Cependant la taille moyenne des répliques varie 
d 'un scénario à un autre. Le Tableau 3.5 décrit ces scénarios. 
Tableau 3.5 Scénarios déployés dans les expérimentations 
Scénario Nombre de Taille moyenne des 
partitions répliques (Gb) 
Sc9 64 3 
SelO 64 10 
Scll 64 15 
Pour chaque scénario , représenté dans le Tableau 3.5 , nous comparons CRANE 
avec Swift par rapport aux métriques de performance suivantes : (1) le temps de 
migration totale, (2) la quantité de donnée transférée entre les centres de données, 
(3) le temps d 'inactivité et (4) la disponibilité de répliques par partition. Nous 
avons considéré deux configurations de Swift , l'une caculant le placement des 
répliques chaque heure et l 'autre toutes les deux heures. 
3.4.3 Résultats expérimentaux 
La Figure 3.2(a) indique la durée totale de la migration pour chacun des scénarios 
considérés. Comme nous pouvons le voir , dans tous les scénarios , CRANE surpasse 
Swift par une bonne marge pour les deux configurations de Swift. Pour le scénario 
Sc9, CRANE prend 50 minutes pour la création de toutes les répliques contre 
75 minutes pour l'algorithme Swift de 1 heure et 132 minutes pour l'algorithme 
Swift de 2 heures . Ceci constitue environ 35 %et 65 % d 'amélioration comparée 
à l'algorithme Swift de 1 heure et 2 heures respectivement . 
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Pour les scénarios SelO et Scll , CRANE réalise également 30 % et 50 % des 
améliorations par rapport à l 'algorithme de Swift configuré à 1 heure et à 2 
heures pour le calcul du placement de répliques respectivement . Ces résultats sont 
prévus , car CRANE choisit toujours de copier la réplique qui minimise le temps de 
migration total. Comme le t emps de migration représente le temps que prennent 
les serveurs pour transférer toutes les répliques vers leurs nouveaux emplacements , 
ce t emps est également influencé par la durée d 'inactivité. Comme le montre la 
figure 3.2(c) , le t emps d 'inactivité pour CRA E est toujours nul. Cependant , le 
temps d 'inactivité est plus élevé pour les configurations de 1 heure et de 2 heures 
de Swift. En effet , pour le Sc9, on voit que la configuration de 2 heures de Swift 
atteint un temps d 'inactivité de 85 minutes. Comme la quantité de données à 
migrer peut être transférée rapidement , le système est resté inactif pendant 85 
minutes. Pendant ce temps, les répliques ne sont pas dans leurs emplacements 
optimaux . Cependant , plus la quantité de données transférée est élevée , et plus 
le temps d 'inactivité est faible. 
La quantité de données t ransférée entre les centres de données est rapportée 
dans la figure 3. 2 (b). Pour les 3 différents scénarios , CRA E transfère moins 
de données que les deux configurations de Swift. L'amélioration est d 'environ 
25 % pour la configuration de Swift de 1 heure et 45 % pour la configuration 
de Swift de 2 heures. Cette amélioration est expliquée par le fait que CRA TE 
évite les migrations redondantes des répliques de la même partition. Ceci est 
également expliqué par le fait que Swift pour la configuration de 1 heure et de 
2 heures calcule un nouveau placement des répliques chaque heure et chaque 2 
heures respectivement. A chaque nouveau placement des répliques, celles-ci sont 
placées suivant l'algorithme as-unique-as-possible dans les disques. Cela induit à 
des migrations inutiles qui sont juste déclenchées afin d 'équilibrer les répliques 
sur des disques suivant cet algorithme même si ce placement ne constitue pas 
----------------------- ------
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un placement optimaL Cela a également amené à l'amélioration du temps de 
migration de CRA E comme montré dans la figure 3.2(a). 
Finalement , la figure 3.2( d) montre la fonction mverse de la distribution 
cumulative (ICDF) de la disponibilité. Pour une disponibilité donnée, cette 
fonction fournit la probabilité d 'avoir cette la disponibilité ou plus . La disponibilité 
minimale requise par partition (2/ 3 = 0,66) n 'a pas été satisfaite pour la 
configuration de Swift de 1 heure. La probabilité d 'avoir une disponibilité 
supérieure à 66 % est de 0,98. L'unique heure qui sépare les deux nouveaux 
placements de répliques n 'a pas été suffisante pour assurer la disponibilité. En 
effet, il existe deux répliques de la même partition qui ne sont pas encore arrivées 
à leurs destinations finales en même temps. De plus, la probabilité d 'avoir une 
meilleure disponibilité est toujours plus élevée pour CRANE . Par exemple, la 
probabilité d 'avoir une disponibilité supérieure à 80 % est 0,60 pour Swift alors 
qu 'il est d 'environ 0,76 CRANE. En comparant les t rois courbes , nous pouvons 
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Figure 3.1 Comparaison des performances analytiques de la séquence de 
migration optimale, CRANE et Swift 
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CONCLUSIO 
Les réseaux de diffusion de contenu permettent aux utilisateurs d 'accéder 
rapidement au contenu , quel que soit son emplacement et de réduire les t emps de 
latence liée à la distance séparant le serveur d 'hébergement et l 'utilisat eur final. De 
plus, l'avènement du provisionnement élastique des ressources dans l'informatique 
en nuage a révélé être une solut ion rentable pour les fournisseurs de CDN, qui 
peuvent désormais louer des ressources pour le stockage, le calcul , et la bande 
passante, menant à la construction des CDN basés sur le cloud appelé CCDN. En 
effet , en plaçant le contenu dans le cloud, les fournisseurs de CDN augmentent la 
disponibilité et réduisent le temps d 'accès au contenu , tout en minimisant le coût 
de stockage des données. Cependant les modèles de calcul de coût sont différents 
pour les CD N et les CCD . 
D'autre part , l 'augmentation de l 'utilisation des services de vidéos à la demande, 
et du contenu généré par les utilisateurs a apporté de nouveaux types de relations 
entre le contenu lié à la corrélation et à la popularité du contenu. Ainsi , la 
différence entre les modèles de calcul de coût ainsi que la relation complexe qui 
lie les vidéos générées par les utilisateurs empêchent l 'utilisation des algorithmes 
de placement de contenu des CDN aux CCDN. A cet effet , nous proposons une 
stratégie de placement du contenu vidéo hébergé dans les CCDN et une stratégie 
pour minimiser le temps de migration de ce contenu entre les différents centres de 
données. 
Notre approche pour le placement de contenu permet de réduire le coût de 
l 'hébergement de contenu tout en offrant un contenu avec un délai de réponse 
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borné aux requêtes des ut ilisateurs. ous avons modélisé le problème comme un 
programme linéaire en nombres ent iers et nous avons proposé une heuristique 
basée sur l'opt imisation par essaims particulaires pour le résoudre. 
L'analyse des performances de notre approche nous a permis de démont rer la 
faisabili té de notre archi tecture hiérarchique et ses avantages pour la livraison 
de contenus dans les CCDN. De plus nous avons comparé les performances 
de la solut ion opt imale liée à notre strat égie ainsi que celles de l'heuristique 
proposée avec d 'aut res stratégies de placement largement ut ilisés dans les t ravaux 
précédents. Ceci nous a permis de conclure que notre stratégie constit ue un 
compromis entre la stratégie considérant uniquement le coût de placement et celle 
visant uniquement à améliorer la popularité des données. 
Dans la seconde partie de ce mémoire, nous nous sommes intéressés au problème 
de la migration des répliques de données ent re des systèmes de stockage distribués. 
Notre cont ribut ion a été dans un premier temps de mettre l 'accent sur les 
limitations des solutions existantes de migration de données. Ensuite, nous 
avons formulé en programmation linéaire en nombre ent ier le problème de 
migration de répliques dans un système de stockage distribué. Nous avons aussi 
proposé une heuristique bapt isée CRANE . En effet , CRANE complète n 'importe 
quelle stratégie de placement en gérant efficacement la création de répliques 
en minimisant le temps nécessaire pour copier les données vers leur nouvel 
emplacement tout en évitant la congestion du réseau et en assurant la disponibilité 
minimale requise pour les données. ous proposons finalement une évaluation des 
performances de CRANE . Pour ce faire, nous avons exécuté des expérimentations 
réelles et des simulations réalistes pour de grandes infrastructures de cloud. 
Nous avons ainsi implémenté CRANE et nous l 'avons intégré dans le système 
de gestion de données d 'Openstack. Nous avons ut ilisé cett e implémentation 
pour comparer les performances de CRANE avec celles d 'Openst ack Swift pour 
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différents scénarios. Ensuite , nous comparons les performances de la solution 
t rouvée avec CRANE avec celles de la solut ion optimale. Les résultats mont rent 
que CRA E présente des performances sous-opt imales en termes de temps de 
migration et des performances opt imales pour la quantité de données t ransférées. 
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