Abstract: This paper uses three well known forecasting models, particularly unrestricted VAR, Bayesian VAR and Factor Augmented VAR. These models we use for forecasting the key macroeconomic variables in Armenia (real growth of GDP, inflation and nominal short-term interest rate). We apply three models to the Armenian economy using quarterly macroeconomic time series from 2000 to 2012. The main purpose of the current paper is to compare various forecasting models, in order to find that model which is more appropriate for forecasting Armenian's key macroeconomic variables. In order to answer this question we conduct out of sample forecast experiments. Based on the out of sample forecast experiments and using forecast evaluation RMSE (the Root Mean Squared Error) criteria we make comparisons between small scale (VAR, BVAR) and large scale (FAVAR) models.
Introduction
In order to conduct effective monetary policy, practioners from Central Banks are interested in producing accurate forecasts of the relevant economic variables. Monetary policy decisions affect the economy with a lag, thus monetary policy authorities must be forward looking, i.e. they must know what will happen in the nearest future. Besides of that, some important macroeconomic variables, especially real GDP growth is available around two months after the reference quarter. Finally for the Central bank of Armenia having an accurate forecast for the main macroeconomic variables is an important ingredient for the inflation targeting policy purposes.
In the current paper we consider three models which are typically used for short-term forecasting purposes, particularly UVAR (Unrestricted VAR), BVAR (Bayesian VAR) and FAVAR (Factor Augmented VAR) models. First two forecasting models can be classified as small-scale, while the third model (FAVAR) can be classified as large-scale forecasting model. This is because in the third model (FAVAR) we can incorporate a large number of explanatory variables, while in the VAR and BVAR we cannot to do the same. First two models we use for forecasting the key macroeconomic variables such as real GDP growth, inflation and short-term nominal interest rate. The third model is a standard VAR model that also includes the principal components.
One of the main purposes of the current paper is to compare the above mentioned models and to see which forecasting approach produces most accurate forecasts. The models are compared with using standard measure of forecasting performance, such as the Root Mean Squared Error (RMSE) of the one-to-four quarter ahead forecast. We also use the DieboldMariano test, to test the hypothesis whether the differences in the forecasts obtained from different models are statistically significant.
3
The paper is organized as follows. In the section 2 we briefly discuss the three forecasting models (VAR, BVAR and FAVAR). In the section 3 we present the actual macroeconomic time series dynamics. In this part we also give some explanations relating with the software that has been used through the whole paper. Section 4 presents the recursive and rolling regression schemes for our experimental design. Section 5 discusses the results from the forecasting exercise. Final section gives some conclusions.
Overview of econometric models: VAR, BVAR and FAVAR
In this part of the paper we consider three alternative forecasting models, namely the unrestricted VAR, Bayesian VAR and FAVARs for short-term forecasting of the Armenian's macroeconomic variables. This part of the paper outlines the basics of the three forecasting models. An unrestricted VAR model is a useful tool for short-term forecasting. As it was suggested by Sims (1980) an unrestricted VAR can be presented as follows:
Where y is a ( ) vector of variables being forecasted; A(L) is a ( ) polynomial matrix in the backshift operator L with lag length p; A0 is a ( ) vector of constant terms, and is a ( ) vector of error terms. We assume that ( ), where is a ( ) identity matrix. As a rule in the VAR model the matrix of unknown parameters are estimated with using traditional OLS methodology. Having estimated matrix of unknown parameters it is easy to conduct forecasts for several number of periods.
From the other side in the VAR model we need to estimate a large number of parameters, especially when we try to estimate VAR model with more than one lag. It is clear, that some of the estimated parameters may be statistically insignificant. This over identification problem could cause inefficient estimates and hence a large out-of-sample forecasting error.
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A widely used alternative is to use a Bayesian VAR (BVAR) model. The main idea of the BVAR approach is that we impose restrictions on the lags, particularly we assume that the coefficients should be closer to zero for longer lags and they should differ from zero for shorter lags. The restrictions are imposed by specifying normal prior distributions with zero mean and small standard deviation decreasing as the lag increase. The exception to this is that the coefficient on the first own lag of a variable has a mean of unity. This prior is known as the "Minnesota prior" due to its development at the University of Minnesota and the Reserve bank of Minneapolis (Litterman (1981 (Litterman ( , 1986 ). Thus according to this approach the priors in the VAR model should follow standard AR(1) process. The variance of the priors according to the Minnesota approach can be specified as follows. ) ( ) ( 
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In the FAVAR model, the most important thing that we need to solve is to estimate the unobserved common factors (principal components). As a rule FAVAR model can be constructed in two steps: first is the factor extraction and the second step is the model estimation and forecasting. Factors can be extracted using three main approaches (Barhoumi et al (2008) While the last two approaches are more sophisticated, studies have shown that they perform no better than the static principal component approach (Barhoumi et al 2008) . Based on this finding 6 in our paper for extraction of the principal components we use standard and widely used static principal component approach.
To determine the factors following the Stock-Watson approach, we proceed as follwos (Schumacher, 2007) . We start with a collection a stationary time-series vectors ,
Be an estimate of the variance-covariance matrix of the initial set of variables. The aim is to find r linear combinations of the time-series data
That maximize the variance of the factors ̂ ̂ ̂ . Imposing the usual restriction that ̂ ̂ and solving the optimization problem, we find that the matrix equation
̂ ̂ ̂ ̂
So that ̂ denotes the i-th eigenvalue of ̂ and ̂ the corresponding eigenvector.
Thus, in order to estimate the principal components we need to find the eigenvalues and eigenvectors of ̂ , the variance matrix of the initial data. The number of extracted factors should also be sufficient to explain most of the variation in the initial variables. According to the static principal component approach the r eigenvectors corresponding to the first largest eigenvalues are the weights of the static factors. Thus, above we present the basic principles of the three forecasting models that we are going to use for short-term forecasting of the Armenian's key macroeconomic indicators. Before presenting the forecasting results we need to present actual data series and specific software that has been used for estimation and forecasting through the whole paper.
Data
For the estimation of the small-scale VAR and BVAR models we use the following three main macroeconomic indicators, particularly real GDP growth, inflation and nominal short-term interest rate. Our data set consist of quarterly time series starting from 2000q1 to 2012q4, in total 52 observations for each variable. Now let's present the dynamics of each mentioned variables in more detail.
In order to obtain real GDP growth the following preliminary procedures have been done, first the initial level of the real GDP has been logged and then seasonally adjusted. Using seasonally adjusted data the long-run trend dynamics have been calculated (using Hodrick-8 Prescott filter). Taking differences between seasonally adjusted and Hodrick-Prescott filtered data we obtain trend-gap data. Then de-trended data have been standardized to have zero mean and standard deviation equal to one. The dynamics of the standardized real GDP growth is presented in the graph 1.
Graph 1
Growth rate of the standardized GDP (in % -th with respect to long-run trend dynamics)
The next important indicators that we wish to incorporate in the small scale VAR and BVAR forecasting model is inflation rate. As a rule for the inflation we use CPI index. This index have been logged and seasonally adjusted. Then using seasonally adjusted data series the long-run dynamics have been calculated (using Hodrick-Prescott filter). Taking differences between seasonally adjusted and Hodrick-Prescott filtered data we obtain trend-gap data. Then de-trended data have been standardized to have zero mean and standard deviation equal to one. The dynamics of the standardized inflation is presented in the graph 2. The recursive simulation scheme proceeds as follows: First we estimate the models (VAR, BVAR, FAVAR) using subsample 2000q1 to 2009q4 (40 observations) and generate 1 to 4 steps-ahead forecasts. Then we increase the sample size by one (41 observations) and generate again 1 to 4 steps-ahead forecasts. We continue increasing the sample size by one and generating 1 to 4 steps-ahead forecast until the sample size is 48 observations. Then we increase the sample size by only one (49 observations), but only generate 1 to 3 steps-ahead forecasts (since we only have 52 observations in total). We continue increasing the sample size until we have 51 observations in the sample, in which case we can only compute the 1 stepahead forecast. In a such a way we obtain twelve 1-step ahead forecasts, eleven 2-steps-ahead forecasts, ten 3-steps-ahead forecasts and finally nine 4-steps ahead forecasts.
While in the recursive scheme the sample size increase by one quarter at each step, in the rolling regressions we fix the sample size at 40 observations. As in the recursive regression 
Where, denotes the actual value of the i-th dependent variable (in our case we have three dependent variables and therefore I = 1,2,3), ̂ is the forecasted value of the i-th dependent variable, and is the root mean squared error calculated for the i-th dependent variable and the h-th forecast horizon.
Forecast Results
Having actual macroeconomic time series now we are able to conduct estimation and forecasting experiments with using the following three competing models: For all the above mentioned models we consider only one lag model. This is because including more lags (let say 2, 3 or 4) failed to improve the forecasting performances, especially performances of the FAVAR model. In such case FAVAR model is becoming over identified and therefore from practical point of view cannot be used for forecasting purposes.
We now compare and discuss the 1-4 out of sample RMSEs of the above mentioned models. The results of calculated RMSE indices are presented in the tables 1-2. Real GDP growth rate: The FAVAR model is outperforms VAR and BVAR models producing the lowest minimum average RMSEs (RMSE for recursive regression is 0.62, while RMSE for rolling scheme is 0.68).
Inflation: For the recursive regression scheme VAR outperforms both BVAR and FAVAR models producing the lowest minimum average RMSEs (1.15). For the rolling regression the BVAR (w=0.1, d=1) outperforms both VAR and FAVAR models producing the lowest minimum average RMSEs (averaged minimum RMSE is 1.11).
Short-term nominal interest rate: The VAR model outperforms all the other models (averaged minimum RMSE = 0.25 for recursive scheme and RMSE for rolling scheme is 0.26).
Thus, from the above presented tables we see that there is not one specific model that is able at the same time to give the better forecast results for all macroeconomic variables included in the model. To summarize we can say that one method is better for example for the real GDP growth (FAVAR), while other methods are better for inflation (VAR, BVAR) and third method is better for nominal interest rate (VAR).
The next question is that whether two competing models generate the same forecasts.
In order to evaluate the models forecast accuracy we perform the across model test between 
