ABSTRACT New calculations of the theoretical electron-density-sensitive emission-Une ratio R =/(2s2p ^-Ip 2 l D)lI{2s 2 l S-2s2p 3 P 1 ) = 7(1371.29 À)//(1218.35 À) in Ov are presented, which are significantly different from those deduced previously, principally due to the adoption of improved atomic data in the present analysis. Electron densities estimated from the current diagnostics, in conjunction with observed values of R measured from solar spectra obtained by the S082B spectrograph on board Skylab and by the High Resolution Telescope and Spectrograph (HRTS) on board a sounding rocket flight, are found to be in good agreement with densities determined from line ratios in species formed at similar electron temperatures to O v, such as O iv and Niv. These results provide experimental support for the accuracy of the diagnostic calculations presented in this paper, and hence the atomic data used in their derivation. The observed value of R for the MOVe flare star AU Mic, determined from observations made by the Goddard High Resolution Spectrometer on board the Hubble Space Telescope, is within 4 per cent of the expected low-density limit, implying that log A e < 10.4 for the Ov emitting region of the AU Mic atmosphere. This is similar to density estimates made for AU Mic using other methods.
INTRODUCTION
Emission lines arising from transitions among the 2s 2 , 2s2p and 2p 2 levels of Be-like ions are frequently detected in solar ultraviolet spectra (Vernazza & Reeves 1978; Sandlin et al. 1986 ). These transitions may be used to infer the electron density (A e ) and temperature (T e ) of the emitting plasma through diagnostic line ratios, although to determine these reliably requires the adoption of accurate atomic data in the calculations, especially for electron impact excitation rates and /-values (Dufton & Kingston 1981) .
Over the past decade we have been involved in an extensive series of Be-like ion Af e -and T e -diagnostic calculations for solar plasmas (see, for example, Keenan 1991), using the relative level populations of Keenan et al. (1984) . These authors used the six-state 7?-matrix calculations of Berrington et al. (1985) for Cm, Ov, Nevn and Sixi (which include the effects of resonances converging to the 2s 2 , 2s2p and 2p 2 levels) to generate their level populations, as these were probably the most accurate atomic data available at the time.
Recently, Berrington & Kingston (1995) have extended the earlier /^-matrix calculations for Ov to include the effects of resonances converging to the 2s31 and 2p31 states, and found that this changed some of the rates among the 2s 2 , 2s2p and 2p 2 levels significantly. For example, Berrington & Kingston find the effective collision strengths at r e = 2xl0 5 K for 2s 21 S-2p 2 3 P, 2s 2 ^p 2 ^ and 2s 21 S-2p 21 S to be 0.012, 0.120 and 0.035, respectively, compared with 0.007, 0.105 and 0.018 in Berrington et al. (1985) .
In this paper, we use the new Berrington & Kingston (1995) atomic data for O v to rederive theoretical line ratios, and compare these with solar observations obtained with the S082B spectrograph on board Skylab and with the High Resolution Telescope and Spectrograph (HRTS) during a sounding rocket flight, and with observations of the MOVe flare star AU Mic made with the Goddard High Resolution Spectrograph (GHRS) on the Hubble Space Telescope.
THEORETICAL RATIOS
The model ion for Ov consisted of the 12 energetically lowest LS terms, making a total of 20 fine-structure levels, which are listed in Table 1 . Energies for all these levels were obtained from Moore (1980) . Electron impact excitation rates for transitions in Ov were taken from Berrington & Kingston (1995;  see also Kato, Lang & Berrington 1990) , while for Einstein Acoefficients the calculations of Hibbert (1980) were adopted. (We note that the value for the 2s2p 3 P 0 -2p 23 P 1 transition probability should read 7.45x l0 8 s _1 in Hibbert 1980.) Proton excitation rates, which will be important only for transitions within 2s2p 3 P (Seaton 1964; Doyle, Kingston & Reid 1980) , were taken from Doyle (1987) .
Using the above atomic data in conjunction with the statistical equilibrium code of Dufton (1977) , relative Ov level populations were derived for a range of electron temperatures and densities. Details of the procedures involved and approximations made may be found in Dufton (1977) and Dufton et al. (1978) . In Tables 2-6, relative Ov level populations are listed for a range of electron densities (A/ e = 10 8 -10 13 cm" 3 ) appropriate to the solar transition region and corona, the index to the levels being given in Table 1 . Results are presented for five electron temperatures, namely that of maximum Ov fractional abundance in ionization equilibrium. log r max = 5.4 (Arnaud & Rothenflug 1985) , plus ± 0.2 and ±0.4 dex about this value, where the fractional abundance has fallen to ^10" 3 (Arnaud & Rothenflug 1985) . Limited extrapolation of these data is possible, using either the coronal approximation (Elwért 1952) at low densities or the movement to Boltzmann equilibrium at high density. The level populations in Tables 2-6 may be used to derive emission line ratios R through the well-known expression
where A, y , X kl and /(2 /y ), I{X kl ) are the wavelengths and intensities (in units of energy) of the lines, respectively, Nj and N¡ are the upper level populations of the relevant transition and Aji and A lk are the Einstein A-coefficients from the references listed above. In Fig. 1 , we use equation (1) as a function of electron density at three electron temperatures, namely log T max = 5.4 plus ±0.2 dex about this value.
An inspection of the figure shows that R becomes sensitive to variations in the electron density when 10 105 cm" 3 , and hence the ratio is potentially a useful A e -diagnostic for high-electron-density solar features, such as active regions. Although R is also quite temperature-sensitive, especially at low values of N e , this should not normally present a problem when using the ratio to derive densities, as most T ediagnostics imply values of T e -T max of the species under consideration (see, for example, Keenan, Dufton & Kingston 1986; Keenan 1988) . Hence adoption of the log 7 max = 5.4 curve in Fig. 1 should be appropriate under most circumstances. We have plotted R for several temperatures in the figure to allow the ratio to be used as an A e -diagnostic under non-equilibrium conditions, such as found in sunspot cooling flows (Doyle et al. 1985) .
The present calculations for R may be compared with those of Dufton et al. (1978) , who derived theoretical ratios for three different cases, namely the proton rates among 2s2p 3 P being set equal to (1) the results of Malinovsky (1975) , (2) zero, or (3) the equivalent electron collision rates. In Fig. 1 , we reproduce the case ( 1 ) estimates of Dufton et al. for log T e = 5.4, which differ by up to ~ 30 per cent from the present line ratio calculations. These differences are principally due to the adoption of the improved electron and proton impact excitation rates of Berrington & Kingston (1995) and Doyle (1987) , respectively, in the present paper.
OBSERVATIONS

S082B data
The S082B spectrogrph, carried on the Apollo Telescope Mount of Skylab as part of a complement of experiments to observe the Sun in 1973-74, was a double-dispersion, normal-incidence grating spectrograph. This instrument, described in detail by Bartoe et al. (1977) , covered the 960-1960 À wavelength range with a spectral resolution of 0.06 Â. Spectra were recorded on photographic film using Kodak type 104 emulsion. The spectrograph slit was 2 x 60 arcsec 2 in scale projected on the solar disc, with no spatial resolution along the slit. Observing programmes at the limb were performed on a number of solar features where the spectrograph slit, positioned tangentially to the limb, was stepped at a series of pointings from just inside the limb outward, typically from approximately -12 arcsec (the minus sign conventionally meaning inside the limb) to +12 arcsec above the limb.
In Table 7 , we summarize the measured values of the R ratio in Ov for several solar features, which have been obtained from the literature and corrected for the wavelength dependence of the S082B instrument sensitivity using the calibration curve of Kjeldseth-Moe & Nicolas (1977, private communication) . Features analysed include (a) a quiet region at 0 to +4 arcsec relative to the white-light solar limb observed on 1973 August 27 (discussed in detail by Doschek et al. 1976), (b) an active region at -2 to +2 arcsec relative to the limb on 1973 August 29 (designated region C by Feldman & Doschek 1978) , (c) a surge at +8 and +20 arcsec above the limb on 1973 December 16 (Doschek, Feldman & Mason 1979) , (d) a coronal hole at +2 arcsec above the limb on 1973 August 14 , and (e) a flare observed in McMath region 12474 on 1973 August 9 (Dere & Cook 1979) . Relative line intensities determined from the S082B data set should be accurate to approximately ±15 per cent (Feldman & Doschek 1978) , so that line ratios should be reliable to approximately ± 20 per cent.
HRTS data
The High Resolution Telescope and Spectrograph (HRTS) experiment from the Naval Research Laboratory has flown eight times as a sounding rocket payload, and on the Spacelab 2 mission aboard the Space Shuttle. We use in this paper data from the HRTS II sounding rocket flight on 1978 February 13, which observed quiet areas, active regions and a sunspot with full wavelength coverage over 1185-1730 Â. The coverage of different solar areas and the better signal-tonoise levels make these rocket data best for our analysis.
HRTS II consisted of a 30-cm Cassegrain telescope, a broad-band spectroheliograph which was tuned to a wavelength region around 1600 À, a slit spectrograph which covered a wavelength range 1185-1730 À with 0.05-Â 0.14 spectral resolution, and an Ha system. Slit spectra were recorded by film exposures using Kodak type 101 emulsion. The spectrograph slit was 920 arcsec, or approximately a solar radius, in length. In other sounding rocket flights spatial resolutions of up to 0.8 arcsec along the slit have been achieved, but with HRTS II the spatial resolution is only 2 arcsec, which probably resulted from the main telescope mirror being out of thermal equilibrium at launch time. The spectra we use are averaged over a larger distance, and the spatial resolution does not limit the analysis. The Ov profiles were obtained from digitized spectrograms, the same exposures that were used to prepare the HRTS II atlas of Brekke et al. (1991) . The HRTS II flight film was digitized and converted to relative intensities using a film characteristic curve constructed from exposures with differing exposure times. Spectra were absolutely calibrated in intensity by comparing relative intensity scans of a quiet solar region with absolute intensities from the Skylab S082B calibration rocket, CALROC (Kjeldseth-Moe et al. 1976 ). The initial HRTS II calibration has an error estimated to be within ±30 per cent between 1450 and 1730 Â, and ±40 per cent between 1270 and 1450 Â, owing to the larger uncertainty in the CALROC calibration at shorter wavelengths. At wavelenths below 1270 Â, the calibration is much more uncertain and the statistical error might exceed 50 per cent, as discussed by Brekke ( 1993a) .
The HRTS calibration has recently been checked for systematic errors by comparing disc centre intensities with observations made by the Solar Ultraviolet Spectral Irradiance Monitor (SUSIM) on Spacelab 2 (VanHoosier et al. 1988) . Quiet-Sun intensities obtained with HRTS (or CALROC) were compared with SUSIM flux data transformed to disc centre intensities (Brekke & Kjeldseth-Moe 1994a) using centre-to-limb variations derived from the HRTS II data (Brekke & Kjeldseth-Moe 1994b) . The SUSIM intensities were found to be approximately a factor 1.35 higher than the convolved HRTS II data in the wavelength range 1450-1700 Á. A preliminary investigation indicates that around 1218 Á the SUSIM observations are about 40 per cent lower than HRTS II, while no significant difference was found in the wavelength range around the O v line at 1371 Â. These corrections have been taken into account in the present data. We refer the reader to Brekke et al. (1991) and Brekke (1993b) for a fuller description of the data and their reduction.
In Table 7 , we summarize measurements of R, taken from positions along the slit covering quiet areas, active regions and a sunspot, which have been averaged over spatial areas on the disc of typically between 10 and 12 arcsec. The positions relative to the limb of each solar feature are also listed. Line intensities for the individual emission lines were determined for each of the average spectra by numerically integrating over the line profile, followed by subtraction of the background continuum intensity level.
In Figs 2 and 3 , we show the HRTS II spectra of a quiet and active region in the wavelength ranges 1216-1221 and 1369-1373 Â, respectively, to illustrate the quality of the Ov observational data, and to show that the Ov 1218.35-Ä line may be clearly resolved in the wing of Lyman a.
3.3 GHRS data Maran et al. (1994) Hubble Space Telescope (HST) to accumulate spectra covering the region between 1345 and 1375 Â with a resolution of -0.12 Â. Woodgate et al. (1992) had previously used the same instrument to measure Lyman a from this object, which yielded an Ov 1218.35-Â line flux which was quoted by Maran et al. Observational uncertainties in the 1218.35-and 1371.29-À line intensities were found to be ±6 and ±17 per cent, respectively, implying that the resultant R ratio, listed in Table 7 , should be accurate to ± 18 per cent.
RESULTS AND DISCUSSION
In Table 7 , we summarize the electron densities estimated from R using the log 7^ = 5.4 curve in Fig. 1 , plus the electron density values log 7V e (other) derived independently for these solar features. The latter results were deduced
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either by comparing the strengths of an intercombination line and an optically allowed line from two ionic species formed at similar temperatures to Ov, such as Oiv 2s 2 2p 2 P 3/2 -2s2p 24 P 5/2 (1401.2 A) and Civ 2s 2 S-2p 2 P 1/2 (1550.8 A), which are formed at log 7^ = 5.2 and 5.0, respectively (Arnaud & Rothenflug 1985) , or from the density-sensitive emission-line ratios 7(1718.6 A)//( 1486.5 A) in Niv (Keenan et al. 1994) or 7(1407.4 À)/7( 1401.2 À) in Oiv (Cook et al. 1995) . Results for Oiv and Niv have been taken either from the references to the individual solar features listed in Section 3 or from Keenan et al. (1994) and Cook et al. (1995) .
An inspection of Table 7 reveals that, for the S082B observations, electron densities deduced from R are generally in very good agreement with the log Another) estimates, with discrepancies that average only 0.2 dex. In addition, for these solar features where log Another) <10.4, we find that the experimental values of R are all within 20 per cent of the expected theoretical low-density limit from Fig. 1 (R = 0.156). Similarly, for the HRTS observations, we note that either the electron densities estimated from R are generally in good agreement with log Another), or the observed R ratios are close to the expected low-density limit. The only exception to this is the active region observation at -12 arcsec, where the measured R = 0.22 implies log A e = 10.8, but log Another) = 10.2 indicates that the R ratio should be in its low-density limit. However, a decrease in the experimental ratio of only ~ 30 per cent would be sufficient to resolve the discrepancy between log N e {R) and log Another); this is within the estimated uncertainty in the observations (see Section 3.2). The generally good agreement between log A/g (R ) and log Another) found for both the S082B and HRTS data sets provide observational support for the accuracy of the R ratio diagnostics presented in this paper, and hence the atomic data used in their derivation.
In the case of the GHRS observations of O v in AU Mic, the measured line ratio, R = 0.15, is within 4 per cent of the theoretical low-density limit, implying that log A e < 10.4. Quin et al. (1993) observed several density-sensitive line ratios in this star, including Siiv 1400 A/Cm 1908 A, Cm 1176 À/1908 A and Aim 1860 A/Cm 1908 A, using summed low-resolution ( ~4.5-Â FWHM) spectra from the International Ultraviolet Explorer (IUE) satellite. Their results produced a mean value of log N e -10.7 ± 0.3, in good agreement with our HST Ov result. As pointed out by Maran et al., these transition-region densities are very much lower than those predicted by their hydrostatic loop models, which are primarily constrained by the observed emission in high-temperature coronal lines. Furthermore, the model emission measure in O v is much smaller than that observed. Several solutions for this disagreement are possible. On the one hand, the relatively simple hydrostatic models may be inadequate to represent the emitting loops, particularly since the large temperature gradients between chromosphere and corona are likely to drive mass flows. On the other hand, it is perhaps more probable that the many loops which contribute to Ov emission do so only weakly, or indeed not at all at coronal temperatures. If this is so, then these loops would be required to have lower densities in the mid-transition region than those accounting for the X-ray emission. The existence of such loops has also been inferred on the Sun (see, for example, Feldman & Laming 1994 , and references therein).
Finally, we should point out that the Ov 1218.35-A line may not always be clearly resolved from the wing of Lyman a, while the 1371.29-Â line is possibly sensitive to the effects of transient ionization, due to its large excitation energy. Both of these caveats should be remembered when applying the Ov diagnostic to observational data, and hence the results should be treated with some caution.
