Purpose: Spectral CT using a dual layer detector offers the possibility of retrospectively introducing spectral information to conventional CT images. In theory, the dual-layer technology should not come with a dose or image quality penalty for conventional images. In this study, we evaluate the influence of a dual-layer detector (IQon Spectral CT, Philips Healthcare) on the image quality of conventional CT images, by comparing these images with those of a conventional but otherwise technically comparable single-layer CT scanner (Brilliance iCT, Philips Healthcare), by means of phantom experiments. Methods: For both CT scanners, conventional CT images were acquired using four adult scanning protocols: (a) body helical, (b) body axial, (c) head helical, and (d) head axial. A CATPHAN 600 phantom was scanned to conduct an assessment of image quality metrics at equivalent (CTDI) dose levels. Noise was characterized by means of noise power spectra (NPS) and standard deviation (SD) of a uniform region, and spatial resolution was evaluated with modulation transfer functions (MTF) of a tungsten wire. In addition, contrast-to-noise ratio (CNR), image uniformity, CT number linearity, slice thickness, slice spacing, and spatial linearity were measured and evaluated. Additional measurements of CNR, resolution and noise were performed in two larger phantoms. Results: The resolution levels at 50%, 10%, and 5% MTF of the iCT and IQon showed small, but significant differences up to 0.25 lp/cm for body scans, and up to 0.2 lp/cm for head scans in favor of the IQon. The iCT and IQon showed perfect CT linearity for body scans, but for head scans both scanners showed an underestimation of the CT numbers of materials with a high opacity. Slice thickness was slightly overestimated for both scanners. Slice spacing was comparable and reconstructed correctly. In addition, spatial linearity was excellent for both scanners, with a maximum error of 0.11 mm. CNR was higher on the IQon compared to the iCT for both normal and larger phantoms with differences up to 0.51. Spatial resolution did not change with phantom size, but noise levels increased significantly. For head scans, IQon had a noise level that was significantly lower than the iCT, on the other hand IQon showed noise levels significantly higher than the iCT for body scans. Still, these differences were well within the specified range of performance of iCT scanners. Conclusions: At equivalent dose levels, this study showed similar quality of conventional images acquired on iCT and IQon for medium-sized phantoms and slightly degraded image quality for (very) large phantoms at lower tube voltages on the IQon. Accordingly, it may be concluded that the introduction of a dual-layer detector neither compromises image quality of conventional images nor increases radiation dose for normal-sized patients, and slightly degrades dose efficiency for large patients at 120 kVp and lower tube voltages.
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INTRODUCTION
Dual-energy CT (DECT) has been an active research area since first investigated by Alvarez and Macovski in 1976. 1, 2 However, owing to a number of technical difficulties DECT was not clinically applicable until recent advances in CT technology, and has since led to the introduction of several DECT systems. In DECT imaging two datasets are acquired at different energies. In this way DECT utilizes the property that materials have different attenuation coefficients at different energies, which allows for the differentiation of materials according to their attenuation characteristics. 3 A number of dedicated dual-energy techniques have been commercially introduced over the past few years. These include scanners with (a) tube potential (kV) switching, (b) dual X-ray sources, (c) split X-ray beam, or (d) a dual-layer detector. The first three types only allow for prospective dualenergy DECT, in which the choice of acquisition, i.e. conventional imaging or dual-energy imaging, has to be made in advance. The fourth type has a dedicated dual-layer detector which allows retrospective DECT imaging. In tube potential switching scanners, such as the Discovery CT750 (GE Healthcare, Chicago, IL, USA), and dual X-ray source scanners, such as the Somatom Force (Siemens Healthcare, Erlangen, Germany), a specific DECT protocol has to be selected before the start of the acquisitions. This on the one hand provides a low-and high-energy dataset, but on the other hand has its limitations with respect to conventional imaging. The main limitation for kV switching is that both energy scans are limited to the same filtration, and therefore have a relatively high overlap of the energy spectra, and for dual X-ray sources the main limitations are a reduced field-of-view and cross scattering. 3, 4 These limitations may be acceptable, because the benefits of DECT imaging may outweigh the limitations in certain diagnostic examinations.
Dual-layer detector CT scanners, such as the IQon Spectral CT (Philips Healthcare, Best, the Netherlands), always acquire two datasets, independent of protocol. 5 In the IQon Spectral CT, a single X-ray source is used to expose a detector, consisting of two scintillator layers. The top layer is more sensitive to the low-energy photons, whereas the bottom detector layer absorbs more of the high-energy photons. This essentially separates a single X-ray beam into two components. 4 The use of a dual-layer detector enables retrospective dual-energy analysis on every recorded dataset acquired at high tube voltage (e.g. 120 and 140 kVp). However, since in current clinical practice the dual-layer spectral CT scanner is mainly used for routine nonspectral imaging, these images should not come with a dose or image quality penalty compared to conventional CT images. The dual-layer technology allows the creation of conventional images, by virtue of the spatial and temporal alignment of the datasets from the two detector layers. This alignment allows adding up the sinograms from both layers for reconstruction of a conventional CT image, so that the detector essentially functions as a single-layer detector. In theory, this means that the data collected from the two layers is equivalent to the data collected with a single-layer detector, and thus hardly introduces any penalty regarding image quality. However, there are a number of substantial differences between the two detectors, which make this assumption not straightforward. An important factor is that the dual-layer detector has two electronic channels per detector element. Each read-out contributes electronical noise, resulting in increased higher electronical noise per detector element than in a single-layer detector with only one read-out. The electronic channels on the IQon, however, have an improved low-dose performance compared with the older electronic channels, which reduces noise slightly per channel as compared with the single-layer detector. In addition, the dual-layer detector has a higher X-ray stopping power, and a higher light output of the scintillators than the single-layer detector. Furthermore, the IQon has a tungsten backbone. The backbone does not only provide stability, but also reduces cross-talk. Lastly, the dual-layer detector has a slightly lower geometrical efficiency than a single-layer detector due to side read out. These differences all can influence image quality and dose efficiency, and raise the question to whether or not the dual-layer detector would perform similarly to a single-layer detector. The purpose of this study is to investigate the assumption that the acquisition on a dual-layer detector CT scanner does not influence dose efficiency and image quality of conventional images.
In an effort to determine the influence of the dual-layer detector, a performance characterization of the IQon was conducted at our institute and compared with the performance of a technically equivalent conventional single-layer CT scanner (Brilliance iCT, Philips Healthcare), using phantoms. The iCT was selected for this comparison, because the IQon and iCT are equal in terms of gantry and X-ray tube, except for a reduced titanium filtration in the IQon compared to the iCT to increase spectral separation between the low and high energies (i.e., increase the number of low energy photons).
MATERIALS AND METHODS

2.A. Scanning modes
To study the performance of the Philips IQon Spectral CT, a quantitative comparison with the Philips Brilliance iCT was made by comparing image quality of conventional images acquired on both scanners. The iCT was selected, because the hardware of the IQon and iCT scanners is equal (apart from the detector and tube filtration). Four regular adult scanning protocols were scanned on both the IQon and iCT: (a) body helical, (b) body axial, (c) head helical, and (d) head axial. These protocols were selected because these are used most at our institute, and because the wedge filter used on the iCT in these protocols matches the wedge filter of the IQon. Each protocol was scanned with tube voltages of 80, 100, 120, and 140 kVp, and with a fixed exposure of 200 mAs for the IQon. Other scan parameters are summarized in Table I . In order to reduce the likelihood of errors, all acquisitions were performed five times successively.
Medical Physics, 45 (7), July 2018
2.B. Dose
There is a slight difference between the iCT and IQon with regard to tube filtration. To create a larger flux for the spectral separation on the IQon, the scanner has a reduced titanium filtration. To quantify the change in spectrum resulting from the reduced filtration, the half-value layer (HVL) was measured at all tube voltages on both the iCT and the IQon. In order to compensate for this difference in flux, the exposure values (mAs) of the iCT were selected such that the dose of the scanning protocols on the iCT matched the dose of the scanning protocols of the IQon. The volume CT dose index (CTDI) was measured for the body and head scans using a body and head phantom (IBA Dosimetry, Bartlett, TN, USA), respectively, each with a 10 cm pencil ionization chamber (Raysafe, Billdal, Sweden). First, the iCT scan parameters were set equal to the scan parameters used on the IQon. When the difference between the CTDIs was too large, the exposure value of the protocol on the iCT was changed to match the dose of the IQon. A difference in CTDI up to 5% was accepted, corresponding to an uncertainty in exposure up to 10 mAs.
2.C. Image reconstruction
Images were reconstructed using the default hybrid iterative reconstruction method iDose 4 (level: 1), with standard reconstruction filter for body and head ("B" and "UB", respectively) for both the iCT and the IQon. The iDose 4 (level: 1) reconstruction was chosen because it was available on both machines and it keeps the amount of postprocessing minimal. Images were reconstructed to 1 mm slice thickness and 1 mm slice spacing, using a field-of-view (FOV) of 250 mm and a reconstruction matrix of 512 9 512 pixels.
2.D. Image quality
To study the image quality of both CT scanners, a phantom study was conducted using a Catphan 600 phantom containing five modules (The Phantom Laboratory, Salem, NY, USA). The phantom was positioned in the isocenter of the scanner as suggested by the user manual. 6 Catphan module CTP404 was used to measure CT number linearity, spatial linearity, slice thickness, and slice spacing. This module contains seven inserts with different opacity, which have a range of approximately À1000 to 1000 Hounsfield units (HUs). Spatial linearity is verified by measuring the distances between three 3 mm holes with a fixed distance (50 mm). Slice thickness and slice spacing can be estimated using two sets of 23°wire ramps, by measuring the full width at half maximum length and multiplying this with a 23°ramp angle correcting factor as instructed by the user manual. 6 Module CTP591 was used to measure spatial resolution via the modulation transfer function (MTF). The MTF was calculated using a 50 lm tungsten wire source. This wire source is used to calculate a point spread function (PSF), from which the MTF was computed using a Fourier transform, and normalized to the average intensity of the PSF:
For every acquisition, an MTF was calculated from the x-direction PSF and y-direction PSF. The wire source has a finite size, whereas an MTF is calculated from an infinitesimal point source. To correct for the finite size of the wire source, the following correction factor is used:
in which J 1 is the first order Bessel function, u the spatial frequency and d the diameter of the wire source. To compare the two scanners, the resolutions corresponding to 50%, 10%, and 5% MTF were calculated. In addition, module CTP528 was used to visually verify the spatial resolution. Module CTP515 was used to calculate the contrast-tonoise ratio (CNR) of a 1.0% nominal contrast target with a 15 mm diameter. A region of interest (ROI) was selected in the target, and a region of the same size was selected in the background. CNR was then calculated as:
Here, I ROI is the average signal of the ROI, I bg the average signal of the background, r ROI the standard deviation of the ROI and r bg the standard deviation of the background. CNR was calculated in five consecutive slices in every acquisition, and from these five acquisitions an average CNR was calculated. Module CTP486 is cast from a uniform material, of which the CT number (expected range: 5-18 HU) is designed to be within 2% of that of water. The module was used to measure the accuracy of the system by calculating a mean CT number, and to characterize noise by calculating the standard deviation (SD) of the mean CT number and by measuring the noise power spectrum (NPS). Nine ROIs of 64 9 64 voxels were Medical Physics, 45 (7), July 2018 selected in the uniform material, of which the SD was calculated and the 2D NPS was computed using the discrete Fourier transform:
Here, I i x; y ð Þ is the signal in the i-th ROI, I i the mean of I i x; y ð Þ and R the total number of ROIs. The quantities D x , D y ; N x and N y are the pixel spacing and the number of pixels in the x-and y-directions. With radial averaging, the 2D NPS can be collapsed to a 1D radial frequency. 7 The mean CT number was calculated for each acquisition by calculating the mean HU value of the nine ROIs.
To study the effects of beam hardening due to patient size in body scans, an analysis of the Catphan phantom with additional attenuation was conducted. Around the Catphan phantom infusion bags filled with water were positioned, widening the diameter of the Catphan from 20 to 34 cm. The same setup was scanned on both the iCT and IQon. From these images the SD, NPS, MTF, and CNR were calculated. In addition, to study the effect of very large patients in body scans, the body phantom was surrounded with water infusion bags, to create a phantom of 45 cm in diameter. Since such large phantoms require more penetrating radiation, they were scanned at 120 and 140 kVp on both the iCT and IQon. From these images the SD and NPS was calculated.
2.E. Statistical analysis
All measurements were repeated five times to allow testing for statistical significance between the average values of the two scanners, by using an unpaired-sample t test. A significance level of 0.05 was chosen. For the comparison of the NPS, to account for multiple sampling, a Bonferroni correction was applied. The null hypothesis is that IQon and iCT show equal performance at equivalent dose.
RESULTS
3.A. Dose
The HVL measurements of the iCT showed an increase in HVL compared to the IQon (Table II) .
For both body and head scans, the dose measurements showed a more than 5% lower dose on the iCT than on the IQon, as can be seen in Table III . Accordingly, to compensate for the dose difference, body scans on the iCT at 80, 100, 120 and 140 kVp were acquired with an exposure value of 250, 240, 240, and 230 mAs respectively. Similarly, head scans on the iCT at 80, 100, 120, and 140 kVp were acquired with an exposure value of 250, 240, 230, and 220 mAs. Furthermore, the CTDI values as reported by the scanner are comparable to the measured CTDIs (Table III) .
3.A.1. CT number linearity
For both scanners, the body scans showed unbiased CTnumber linearity. HU values in those scans were in accordance with expected values as stated in the user manual of the phantom [ Fig. 1(a) ]. The head scans, however, showed significantly underestimated HU values for the high opacity inserts (Delrin: expected 344-387 HU and Teflon: expected 941-1060 HU). The underestimation was visible at all energies for the IQon, and for the iCT at 100, 120, and 140 kVp. For the iCT at 80 kVp only the Teflon insert was outside the range of expected values [ Fig. 1(b) ]. Figure 1 is exemplary for axial scans.
3.A.2. Spatial linearity, slice thickness, and slice spacing
The mean distances measured to evaluate spatial linearity were all found to be within 0.1 mm of the expected value of 50 mm. The differences between the iCT and IQon were not significant.
For both scanners, slice spacing was in accordance with the set reconstruction parameter of 1 mm, and there is no significant difference between the scanners.
In general, the slice thickness was overestimated by both scanners, with every scan type (Table IV) . There were no significant differences in head scans between the two scanners. For body scans, however, there was a significant difference at the 140 kVp measurements. In addition, the body axial scans at 100 and 120 kVp showed a significant difference.
3.A.3. Spatial resolution
MTF curves, presented in Fig. 2 , showed a similar shape for all scan protocols on both scanners at all energies. However, the MTF curves of the iCT appeared to vary slightly with tube voltage, whereas those of the IQon were less dependent on tube voltage.
The corresponding 50%, 10%, and 5% MTF curves showed differences in resolution between IQon and iCT up to 0.25 line pairs per cm (lp/cm) for body scans as shown in Table V and differences up to 0.2 lp/cm for head scans, as shown in Table VI . The resolving power of body scans acquired on the IQon is generally slightly higher than on the iCT, but this difference is not always significant. Overall, the resolution of body scans was slightly higher than that of head scans. Medical Physics, 45 (7), July 2018
In Fig. 3 , MTF curves of the 34 cm Catphan phantom, showed an increase in variation between the different tube voltages for both scanners as compared to Fig. 2 . The shape and magnitude, however, were very similar compared to Fig. 2 . For body scans a spatial resolution of more than 7 lp/ cm was found (5% MTF). These values are comparable to the earlier results in Fig. 2. 
3.A.4. Visual inspection of spatial resolution
To verify the above measurements, images of the high resolution module in the Catphan 600 phantom were visually inspected. In general, the high resolution bars are resolved slightly better on the IQon than on the iCT. In Fig. 4 some of these images are presented. These images demonstrate that the bars are clearly separable at 7 lp/cm, but start to blur at 8 lp/cm for body scans on both the IQon and the iCT. However, the bars on the IQon are somewhat more visible than on the iCT. This confirms the observation that at 5% MTF the resolution is higher than 7 lp/cm. In a similar fashion, head scans acquired on the IQon and the iCT clearly separate the bars at 6 lp/cm, but start to blur at 7 lp/cm, confirming the observation at 5% MTF.
3.A.5. Noise characterization
The noise (SD) of the different scanning protocols is shown in Table VII . For most combinations of scan types and tube voltages, the noise of the IQon was higher, but in some instances, especially for head helical scans, the noise of the iCT was higher.
In Fig. 5 , the NPS curves are shown. The NPS curves of both scanners were generally similar in shape, but the curves with high tube voltage sometimes show a low frequency peak. The IQon illustrated slightly higher noise levels compared to the iCT, this difference was significant for the head helical scans at 80 kVp and scans at 120 kVp (except for head axial scans). This significant difference is mainly found in the low frequency range of the NPS (i.e., 0.16-0.64 mm
À1
). In addition, for body helical scans at 140 kVp the tails of the NPS (i.e., >0.64 mm
) were significantly different. For the 34 cm phantom, an increase in noise (SD) (Table VIII) is observed as compared to the 20 cm Catphan phantom (Table VII) . The IQon had a significant higher noise level as compared to the iCT for all tube voltages, except for body helical scans at 140 kVp. In Fig. 6 , the NPS curves of the 34 cm phantom are shown. These curves show that for body scans at 140 kVp there is no difference between iCT and IQon. At 80, 100, and 120 kVp, the IQon has a significant higher noise level for axial body scans. For 100 and 120 kVp, these differences are found in the tail of the NPS (i.e., >0.64 mm À1 ), whereas at 80 kVp over the entire range of the NPS (i.e., 0.16-1.02 mm À1 ) differences are found. In Table IX , noise levels (SD) for body scans for the 45 cm phantom are given. A significant difference is observed for all tube voltages. This difference is in favor of the iCT.
The accompanying NPS curves are shown in Fig. 7 . These curves show a similar shape at all tube voltages. The differences between the iCT and IQon, were significant for all tube voltages except for body axial scans at 140 kVp. The differences in body helical scan were mainly observed in the tail of the NPS (i.e., >0.64 mm À1 ), whereas for the body axial scans at 120 kVp over the entire range of the NPS (i.e., 0.16-1.02 mm À1 ). In comparison to the NPS of the smaller phantoms (Figs. 5 and 6 ), a shift in peak frequency was observed.
3.A.6. CNR
The mean CNR of the IQon was generally slightly higher than that of the iCT, but the difference was not always significant, as can be seen in Table X . Differences up to 0.35 are seen, where the difference for head scans from IQon and iCT was significant at all tube voltages, except for head scans at 100 kVp, whereas for body scans the difference was not.
For the 34 cm phantom, the mean CNR of the IQon was generally higher than that of the iCT, as can be seen in Table XI. The differences were significant for all body helical scans, and for two of the body axial scans, including the only case where the CNR of the iCT was larger than that of the IQon (at 80 kVp). A clear decrease in CNR can be observed by comparing Table X with Table XI .
3.A.7. Mean CT values
In Table XII , the mean CT values are presented. The CT values calculated for the scans acquired at 100 kVp for the iCT, and at 120 kVp for both scanners and 140 kVp for the IQon were within the expected values of the phantom for both TABLE VI. Spatial resolutions (mean AE SD) (lp/cm) at 50%, 10%, and 5% MTF, for head scans at different energies. If the difference (Diff.) between the IQon and iCT is significant, it is marked with an asterisk. scanners. Scans acquired at 80 kVp on both scanners, scans acquired at 100 kVp on the IQon and scans acquired at 140 kVp on the iCT are not within the expected range of 5-18 HU, but are within 2% of the HU values of water (À25 to 25 HU). The difference in HU values between the iCT and the IQon is significant for all scan types at all tube voltages.
MTF
3.B. Visual impression of images
Although an observer study was beyond the scope of this study, a visual impression of the acquired images is shown in Fig. 8 . The images acquired on the iCT and the IQon appear very similar with regard to noise level, contrast and resolution. The images on the iCT have a different window length, because we have to compensate for the small difference in recorded HU values between iCT and IQon. This difference in HU values was already observed in Table XII .
DISCUSSION
In this study, the performance of the Philips IQon Spectral CT and the Philips Brilliance iCT scanners with respect to phantom image quality of conventional images was evaluated quantitatively and qualitatively at equal dose.
A number of studies have been conducted on the duallayer technology, primarily looking at applications of dualenergy analysis. 5, [9] [10] [11] [12] [13] [14] [15] However, only few studies have yet been published on image quality of conventional images acquired on the IQon. 16, 17 Ozguner et al. (2016) 16 studied the performance of DECT acquisition on the IQon by comparing image quality of mono-energetic and conventional images both acquired on the IQon. Hojjati et al. (2017) 17 evaluated conventional (diagnostic) images from the IQon and from a conventional single-layer detector scanner, both in a phantom and in abdominal clinical images to see whether the image quality and other metrics meet the requirements of ACR guidelines. But the influence of the dual-layer detector on image quality and dose of conventional images has not been established yet.
In general, the conventional images acquired on the IQon are very similar to images acquired on the iCT, as can be seen in Fig. 8 . Body scans acquired on the IQon, however, demonstrated a slightly increased resolving power at each tube voltage compared with the iCT. From Table V , it can be seen that for body scans the mean MTFs at 50%, 10%, and 5% are slightly higher, albeit not always significantly. The high resolution bars confirm the above observations that for all body scans on IQon and iCT bars separated by at least 7 lp/cm are clearly visible. In the study by Hojjati et al., 17 the resolving power for an adult body protocol was found to be 8 lp/cm for both IQon and iCT scanners. However, the authors did not mention the used settings for reconstruction kernel, FOV, and reconstruction matrix, which all influence spatial resolution. Ozguner et al. 16 demonstrated a resolving power of 7 lp/cm, also for an adult body scan, similar to the resolution found in our study. Head scans also did not always show a significant difference between the iCT and the IQon, as is confirmed visually by the high resolution bars (Fig. 4) . The visual spatial resolution was found to be at least 6 lp/cm. The 34 cm phantom caused more variation in the MTF curves (Fig. 3) between the different tube voltages. However, the resolving power of body scans was similar to that of the normal 20 cm Catphan phantom, i.e., more than 7 lp/cm for both scanners.
On both scanners a shift in peak frequency was observed between the NPS measurements in the 20 and 34 cm phantoms (Figs. 5 and 6) and those in the 45 cm phantom (Fig. 7) . One explanation is that the nonlinear nature of iDose 4 might start to play a role and affects spatial resolution and therefore noise texture. Another explanation might be an increase in scattering, resulting in an increase in low frequency noise.
The overall noise levels (SD) of head scans on the IQon are generally lower than those of the iCT (Table VII) , and differences were significant for most tube voltages. For body scans on the other hand, the overall noise levels are generally higher on the IQon compared to the iCT (Tables VII-IX, Figs. 5-7). The differences in noise of body scans are significant for almost all tube voltages for all phantom sizes. This suggests a slightly reduced dose efficiency of the IQon for these scans compared to the iCT. This might be due to the softer beam, resulting from the reduced filtration on the IQon. Altogether, noise levels differed between both scanners, with difference in values depending on the scan situation. These noise level differences are generally significant. Yet, most observed differences are within the 15% typical variation in noise performance specified for both scanners by the vendor. 18 An important parameter regarding image quality is CNR. CNR was studied using a 1% nominal contrast target. In general, CNR was higher for the IQon than for the iCT. The difference, however, was not always significant. The difference can be attributed mainly to the fact that on the IQon a larger contrast between the ROI and the background was observed. This larger contrast on the IQon can be attributed mainly to the difference in mean energy of the spectra of the two scanners. The attenuation of materials is energy dependent, and hence contrast is energy dependent. With decreasing mean energy, contrast increases. The reduced filtration on the IQon causes a decrease in the mean energy of the spectrum, and causes an increase in contrast as compared with the iCT. The introduction of additional attenuation, i.e., additional noise, results in a decrease in CNR (Table XI) . A reason for the difference observed in mean CT numbers between the iCT and IQon (Table XII) could be an increase in beam-hardening for the IQon compared with the iCT. The IQon has a reduced filtration, which results in an increase in low energy photons. These photons are more likely to be attenuated in the patient, which results in beam-hardening of the flux of photons. Beam-hardening is a phenomenon known for causing underestimation of CT values. 19 This study has several limitations. First, the hybrid iterative reconstruction method iDose 4 was used. We are aware that by using this reconstruction method, image quality metrics are affected. [20] [21] [22] To illustrate these effects, we compared images reconstructed with iDose 4 (level 1) and with filtered back projection (FBP) acquired on the iCT. This comparison showed that only the magnitude of the noise and therefore the CNR was affected by the use of this reconstruction method. This was supported by the study by L€ ove et al. 20 The magnitude of the NPS increased by 1.23 for body scans and by 1.20 for head scans with using FBP compared to iDose 4 . All other metrics were not affected by the use of iDose 4 (level 1) compared to FBP, which means that the image quality metrics used in this paper can be used sensibly with iDose 4 (level 1) reconstructed images. Secondly, the MTF and CNR should be used with care in case of nonlinear reconstruction methods such as iDose 4 . Yet, for this comparative study, in which the same iterative reconstruction settings are used, these metrics improve comprehensibility and clarity. Moreover, these metrics have been widely used in multiple other comparative studies using iterative reconstruction methods. 20, 23, 24 Thirdly, we studied the image quality of the IQon using a fixed set of scan and reconstruction parameters, whereas other settings, for instance collimation, reconstructed slice thickness, and reconstruction kernel also have an effect on image quality. 25 Our rationale was to select the scan and reconstruction parameters that are used most at our institute and moreover are used commonly for quality control assessment.
CONCLUSION
The results of this work indicate that the performance of the IQon is nearly identical to the performance of the iCT in terms of CT number linearity, spatial linearity, slice thickness, and spacing for all phantom sizes. The mean CT number of the IQon was significantly different from that of the Author to whom correspondence should be addressed. Electronic mail: f.vanommen@umcutrecht.nl; Telephone: +31 88 7567571.
