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a b s t r a c t
This paper presents a class of two-stage fuzzy programming with minimum-risk criteria
in the sense of Value-at-Risk (VaR). Since the proposed two-stage fuzzy minimum-risk
problem (FMRP) often includes fuzzy variable coefficients defined through possibility
distributions with infinite supports, it is inherently an infinite-dimensional optimization
problem that can rarely be solved directly. Thus, algorithm procedures for solving such
an optimization problem must rely on soft computing and approximation schemes,
which result in a finite-dimensional optimization problem. In this paper, we develop an
approximation method to compute the objective function of the two-stage FMRP, and
discuss the convergent results about the use of the approximation method in FMRP,
including the convergence of the objective value, optimal value, and the optimal solutions.
To apply the convergent results about the approximation method, we consider a two-
stage fuzzy facility location-allocation (FLA) problem with VaR objective, and solve the
problem indirectly by solving its approximating problem. Since the approximating fuzzy
FLA problem is neither linear nor convex, conventional optimization algorithms cannot
be used to solve it. In this paper, we design a hybrid particle swarm optimization (PSO)
algorithm to solve the approximating fuzzy FLA problem. One numerical example with
five facilities and ten customers is also presented to demonstrate the effectiveness of the
designed algorithm.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Since Zadeh’s pioneering work [1], possibility theory was investigated by a number of researchers (see, Dubois and Prade
[2], Klir [3], Nahmias [4], Wang [5], Yager [6], and Pedrycz [7]). On the other hand, many researchers such as Fang et al.
[8], Inuiguchi, Ichihashi and Kume [9], Lai and Hwang [10], Nishizaki and Sakawa [11], and Luhandjula [12] applied the
theory to fuzzy optimization problems. Based on possibility measure, Liu and Liu [13] presented a self-dual set function,
credibility measure, to measure a fuzzy event. Furthermore, Liu [14,15] developed a theory called credibility theory in fuzzy
decision systems. Recent researches about this theory included Zhu and Liu [16], Liu [17,18], Feng and Liu [19], Wang, Liu
and Dai [20], Liu and Gao [21], Liu [22], Feng, Tang and Zhao [23], etc. In addition, credibility theory has attracted much
attention and been applied in many fields to deal with incomplete and uncertain situation. For example, Liu [24] applied
fuzzy chance-constrained programming to capital budgeting, parallel machine scheduling, and vehicle routing problem.
Gao and Liu [25] introduced fuzzy expected value multilevel programming to model fuzzy decentralized decision-making
problem. Qin and Li [26] discussed the European option pricing formula for fuzzy financial market. Huang [27] proposed a
new definition of risk for fuzzy portfolio selection based on credibility measure and the expected value operator of a fuzzy
variable.
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It is well known that two-stage andmultistage stochastic programs have been studied extensively (see, Kall andWallace
[28], and Birge and Louveaux [29]), and applied to many real-life decision problems, especially decision problems involving
risk (see, Bereanu [30], Hogan, Morris and Thompson [31]). The purpose of this paper is to take credibility theory as the
theoretical foundation of fuzzy programming, and present a class of two-stage fuzzy programming with minimum-risk
criteria in the sense of Value-at-Risk (VaR). In the proposed two-stage fuzzy minimum-risk problem (FMRP), infeasibility
of first-stage decisions is accepted, but has to be compensated for afterwards, hence second-stage or recourse actions
are required. Because the minimum-risk problem usually includes fuzzy variable parameters defined through possibility
distributions with infinite supports, it is inherently an infinite-dimensional optimization problem that can rarely be solved
directly. To overcome this difficulty, this paper presents an approximation method to the two-stage FMRP. Using this
method, we can turn an infinite-dimensional optimization problem into a finite-dimensional one. To show the effectiveness
of the proposed method, this paper deals with the convergent results about the approximation method, and establishes
several convergence relationships between the original optimization problem and the approximating one. Furthermore, we
apply the convergent results about the approximation method to a two-stage FLA problem with fuzzy demands, and solve
the problem indirectly by solving its approximating one. Since the approximating fuzzy FLA problem is neither linear nor
convex, conventional optimization algorithms cannot be applied (Nocedal and Wright [32]). Therefore, we design a hybrid
particle swarm optimization (PSO) algorithm by integrating a Neural Network (NN) and the PSO algorithm to solve the
approximating fuzzy FLA problem, in which the NN is used to approximate the VaR objective.
The rest of this paper is organized as follows. Section 2 provides a brief review on related fundamental concepts
and results. In Section 3 we formulate a two-stage FMRP in the sense of VaR. In Section 4 we focus on the issue about
approximating the objective function, which turn the original infinite-dimensional optimization problem into a finite-
dimensional one. In Section 5 we deal with the convergent results about the use of the approximation method in FMRP,
including the convergence of the objective value, optimal value, and the optimal solutions. In Section 6, we apply the
convergent results about the approximation method to a two-stage fuzzy FLA problem, and solve the problem indirectly
by solving its approximating one. As the approximating fuzzy FLA problem is neither linear nor convex, we solve it via
a hybrid PSO algorithm by integrating an NN and the PSO algorithm. One numerical example with five facilities and ten
customers is also presented in this section to demonstrate the effectiveness of the designed algorithm. Section 7 gives the
conclusions.
2. Fundamental concepts and terminology
Given a universe Γ , an ample field (Wang [5]) A on Γ is a class of subsets of Γ that is closed under arbitrary unions,
intersections, and complement in Γ . Let Pos be a set function defined on the ample field A. The set function Pos is said to
be a possibility measure (Klir [3]) if it satisfies the following conditions:
Pos (1) Pos(∅) = 0, and Pos(Γ ) = 1;
Pos (2) Pos(∪i∈I Ai) = supi∈I Pos(Ai) for any subclass {Ai | i ∈ I} ofA, where I is an arbitrary index set.
Definition 1 (Liu and Liu [13]). Let Pos be a possibility measure. The set function defined by
Cr(A) = 1
2
(
1+ Pos(A)− Pos(Ac)) , A ∈ A
is called a credibility measure, where Ac is the set complement of A.
It is easy to check that Cr is a self-dual set function in the sense that
Cr(A) = 1− Cr(Ac), A ∈ A.
The triplet (Γ ,A, Cr) is called a credibility space, in which a fuzzy vector can be formally defined as
Definition 2 (Liu [15]). Let (Γ ,A, Cr) be a credibility space. If a function ξ = (ξ1, ξ2, . . . , ξm)T from Γ toRm satisfies
{γ ∈ Γ | ξ(γ ) ≤ t} = {γ ∈ Γ | ξ1(γ ) ≤ t1, ξ2(γ ) ≤ t2, . . . , ξm(γ ) ≤ tm} ∈ A
for every t = (t1, t2, . . . , tm)T ∈ Rm, then ξ is called anm-ary fuzzy vector. Ifm = 1, then ξ is called a fuzzy variable.
Definition 3 (Liu and Gao [21]). Let ξi, i = 1, 2, . . . ,m be fuzzy variables defined on a credibility space (Γ ,A, Cr). They are
said to be mutually independent if
Cr{γ ∈ Γ | ξ1 ∈ B1, ξ2 ∈ B2, . . . , ξm ∈ Bm} = min
1≤i≤m Cr{γ ∈ Γ | ξi ∈ Bi}
for every Bi ⊂ R, i = 1, 2, . . . ,m.
If fuzzy variables ξi, i = 1, 2, . . . ,m are mutually independent, then the possibility distribution of the fuzzy vector
ξ = (ξ1, ξ2, . . . , ξm)T is
µξ (t) = Pos{γ ∈ Γ | ξ(γ ) = t} = min
1≤i≤m Pos{γ ∈ Γ | ξi(γ ) = ti}
for every t = (t1, t2, . . . , tm)T ∈ Rm.
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Definition 4 (Liu and Liu [13]). Let ξ be a fuzzy variable defined on a credibility space (Γ ,A, Cr). The expected value of ξ is
defined as
E[ξ ] =
∫ ∞
0
Cr{γ ∈ Γ | ξ(γ ) ≥ r}dr −
∫ 0
−∞
Cr{γ ∈ Γ | ξ(γ ) ≤ r}dr (1)
provided that one of the two integrals is finite.
Definition 5 (Liu [18]). A sequence {ξn} of m-ary fuzzy vectors is said to converge uniformly to an m-ary fuzzy vector ξ on
Γ , if for any given ε > 0, there is a positive integer N such that for all γ ∈ Γ ,
‖ξn(γ )− ξ(γ )‖ < ε
wheneverm ≥ N , where ‖ · ‖ is the Euclidean norm onRm.
We now recall a result about the optimal value of the following parametric linear programming
min qT(t)y
subject to :
W (t)y = h(t)
y ≥ 0
 (2)
where t ∈ T ⊂ Rr , y ∈ Rn2 , and
q(t) = q0 + q1t1 + q2t2 + · · · + qr tr
h(t) = h0 + h1t1 + h2t2 + · · · + hr tr
W (t) = W 0 +W 1t1 +W 2t2 + · · · +W r tr
with qi, hi,W i for i = 0, 1, . . . , r being matrices of size n2 × 1,m2 × 1 andm2 × n2, respectively.
Denote by θ(t) = min {qT(t)y | W (t)y = h(t), y ≥ 0} the optimal value of the problem (2). If the problem is infeasible
or unbounded below, then we adopt the standard conventions and define θ to be +∞ and −∞, respectively. Therefore,
θ = θ(t) is an extended real-valued function. The following lemma gives sufficient conditions under which θ(t) is a real-
valued continuous function of argument t .
Lemma 1 (Kall [33]). Let I be a compact interval of Rr . If for each t ∈ I , the following two assumptions
(i) w ∈ Rn2 , w 6= 0, w ≥ 0,W (t)w = 0⇒ qT(t)w > 0, and
(ii) u ∈ Rm2 , u 6= 0,W T(t)u ≤ 0⇒ hT(t)u < 0
hold true, then θ(t) is a real-valued continuous function on I.
3. Two-stage fuzzy minimum-risk problem
Consider the following fuzzy optimization problem
min cTx+ qT(γ )y
subject to:
T (γ )x+W (γ )y = h(γ )
x ∈ D1, y ∈ Rn2+ .
 (3)
We assume that all ingredients above have conformal dimensions, that D1 ⊂ Rn1 is a nonempty closed polyhedron, and
that some components of q(γ ), h(γ ), T (γ ) andW (γ ) are fuzzy variables represented by the following affine sums
q(γ ) = q0 +
r∑
i=1
qiξi(γ )
h(γ ) = h0 +
r∑
i=1
hiξi(γ )
T (γ ) = T 0 +
r∑
i=1
T iξi(γ )
W (γ ) = W 0 +
r∑
i=1
W iξi(γ )

(4)
where ξ(γ ) = (ξ1(γ ), ξ2(γ ), . . . , ξr(γ ))T is a fuzzy vector, and qi, hi, T i,W i for i = 0, 1, . . . , r are deterministic matrices
of size n2 × 1,m2 × 1,m2 × n1,m2 × n2, respectively. The support of ξ will be denoted byΞ , which is the smallest closed
subset ofRr such that Cr{γ | ξ(γ ) ∈ Ξ} = 1.
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Together with problem (3) there is a scheme of alternating decision and observation. The first-stage variable x has to be
made before observation of γ , and the second-stage variable y is selected only after having decided on x and observed γ .
According to this scheme, we present a two-stage fuzzy programming problem, in which there are two optimization
problems to be solved. The second-stage problem, or recourse problem is formulated by assuming x and γ to be fixed, and is
the following
min
y
qT(ξ(γ ))y
subject to:
W (ξ(γ ))y = h(ξ(γ ))− T (ξ(γ ))x
y ≥ 0.
 (5)
Suppose that the first-stage decision variable x has to satisfy the deterministic constraint
D1 = {x ∈ Rn1 | Ax = b, x ≥ 0}.
In order to speak about the feasible solution of the first-stage decision problem, it is required to introduce additional
constraints on x. Let D2 be the set of all those x vectors in Rn1 for which the problem (5) has a feasible solution for almost
every possible value ξ(γ ) ∈ Ξ of the fuzzy vector ξ . If we use Q (x, ξ(γ )) to denote the optimal value of the problem (5),
then
D2 =
{
x ∈ Rn1 | Cr {γ ∈ Γ | Q (x, ξ(γ )) <∞} = 1} .
As a consequence, the feasibility set of the first-stage decision problem can be expressed as
D = D1 ∩ D2.
For any given x ∈ D,Q (x, ξˆ ) is the optimal value of the second-stage linear programming (5) with parameter ξˆ ∈ Ξ .
Therefore, according to Lemma 1, the optimal value functionQ (x, ξˆ ) is continuous on the setΞ provided thatΞ is a compact
interval ofRr , and for each ξˆ ∈ Ξ , the second-stage linear programming (5) satisfies the following two assumptions:
(A1) y ∈ Rn2 , y 6= 0, y ≥ 0,W (ξˆ )y = 0⇒ qT(ξˆ )y > 0;
(A2) u ∈ Rm2 , u 6= 0,W T(ξˆ )u ≤ 0⇒ (h(ξˆ )− T (ξˆ )x)Tu < 0.
Remark 1. The assumptions (A1) and (A2) are just the reformulations of the two conditions in Lemma 1 by replacing
q(t),W (t) and h(t)with q(ξˆ ),W (ξˆ ) and h(ξˆ )−T (ξˆ )x, respectively. The proof of the lemma can be found in Kall [33, Theorem
2.14].
Based on the notations above, an expectation-based first-stage optimization problem was formally built as follows [17]
min
x
{
cTx+QE(x) | x ∈ D
}
(6)
where QE(x) = Eξ [Q (x, ξ)] denotes the expected second-stage cost given the first-stage decision x, and Eξ is the expected
value operator of the fuzzy variable Q (x, ξ) in the sense of Definition 4.
The problem (6) suggests to select, before observing ξ(γ ), i.e., in a ‘‘here-and-now’’ manner, a feasible decision x in D
such that the expected value of the fuzzy cost cTx+ Q (x, ξ) becomes minimal.
When addressing risk aversion, other scalar parameters are useful in the formulation of the first-stage problem. For
example, with a preselected threshold ϕ0 ∈ R+, the excess credibility functional [34]
QC (x) = Cr
{
γ ∈ Γ | cTx+ Q (x, γ ) > ϕ0}
measures the credibility of facing total fuzzy objective values exceeding ϕ0. The threshold value may be the level of
bankruptcy or a budget limit. Hence, this kind of problem requires to find a feasible decision x in D such that the credibility
of the fuzzy cost cTx+ Q (x, ξ) exceeding ϕ0 is minimized.
Since excess credibilities do not quantify the extend to which objective values exceed the threshold, in this paper, we are
interested in another risk criteria, VaR, in the setting described above.
Denote by
Φ(x, ϕ) = Cr {γ ∈ Γ | cTx+ Q (x, ξ(γ )) ≤ ϕ}
as the credibility distribution of the fuzzy variable cTx + Q (x, ξ(γ )). With a preselected credibility level 0 < α < 1, the
α-VaR objective function is defined by
QαVaR(x) = inf {ϕ | Φ(x, ϕ) ≥ α} .
Using the notations above, a VaR-based first-stage optimization problem reads
min
x
{QαVaR(x) | x ∈ D} . (7)
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Combining the problems (5) and (7), we formally build a two-stage FMRP with VaR objective as follows
min
x
{QαVaR(x) | x ∈ D} (8)
whereQαVaR(x) = inf{ϕ | Cr{γ ∈ Γ | cTx+ Q (x, ξ(γ )) ≤ ϕ} ≥ α}, and
Q (x, ξ(γ )) = min
y
qT(ξ(γ ))y
subject to:
W (ξ(γ ))y = h(ξ(γ ))− T (ξ(γ ))x
y ≥ 0.
 (9)
The two-stage FMRP (8) and (9) is equivalent to the following optimization problem
min
x
ϕ
subject to:
Cr
{
cTx+min
y
qT(γ )y ≤ ϕ
}
≥ α
Ax = b
T (γ )x+W (γ )y = h(γ )
x ≥ 0, y ≥ 0.

(10)
Since we are going to discuss the approximation of the two-stage FMRP (8) when the possibility distribution of the fuzzy
vector ξ has an infinite support, we are interested in the properties of the objective function QαVaR(x) as a function of x as
well as the distribution of γ . To facilitate such an analysis, it will be convenient to introduce the induced credibility measure
Crˆ = Cr ◦ ξ−1 onRr and reformulate the two-stage FMRP (8) as follows
min
x
{QαVaR(x) | x ∈ D} (11)
whereQαVaR(x) = inf{ϕ | Crˆ{ξˆ ∈ Rr | cTx+ Q (x, ξˆ ) ≤ ϕ} ≥ α}, and
Q (x, ξˆ ) = min
y
qT(ξˆ )y
subject to:
W (ξˆ )y = h(ξˆ )− T (ξˆ )x
y ≥ 0.
 (12)
Remark 2. Let (Γ ,A, Cr) be a credibility space, and ξ an r-ary fuzzy vector defined on the space. If we denoteP (Rr) as the
power set ofRr , then for each A ∈ P (Rr),
ξ−1(A) = {γ ∈ Γ | ξ(γ ) ∈ A} ∈ A.
Therefore, the induced credibility measure Crˆ = Cr ◦ ξ−1 mentioned above is defined as
Crˆ(A) = Cr(ξ−1(A)) = Cr{γ ∈ Γ | ξ(γ ) ∈ A}, A ∈ P (Rr).
The triplet (Rr ,P (Rr), Crˆ) is called the induced credibility space of the space (Γ ,A, Cr) by the fuzzy vector ξ . In what
follows, the induced credibility measure Crˆ facilitates us to develop the approximation method to the two-stage FMRP (11).
4. The approximating fuzzy minimum-risk problem
4.1. An approximation scheme
Assume that ξ = (ξ1, ξ2, . . . , ξr)T is the fuzzy vector involved in FMRP (11) with a support Ξ ⊂ Rr . In this section we
develop an approximation scheme to ξ by finitely supported fuzzy vectors so that the objective value
QαVaR : x→ inf
{
ϕ | Crˆ
{
ξˆ ∈ Rr | cTx+ Q (x, ξˆ ) ≤ ϕ
}
≥ α
}
(13)
can be computed at each feasible decision x ∈ D.
Given α ∈ (0, 1), and x ∈ D, we can compute the value of the objective function QαVaR(x) by the methods described
below.
Case I. Ξ is a finite subset of Rr . Suppose ξ = (ξ1, . . . , ξr)T takes on value ξ̂ k = (ξˆ k1 , ξˆ k2 , . . . , ξˆ kr )T with possibility νk for
k = 1, 2, . . . , K , and max1≤k≤K νk = 1. For each outcome value ξ̂ k of ξ , we can obtain the second-stage value Q (x, ξ̂ k) by
solving the second-stage linear programming (12) via the simplex algorithm.
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Let ϕk = cTx+ Q (x, ξ̂ k). Then the objective valueQαVaR(x) at x can be computed by
QαVaR(x) = min {ϕk | ck ≥ α}
where
ck = 12
(
1+max{νj | ϕj ≤ ϕk} −max{νj | ϕj > ϕk}
)
.
Case II. Ξ = ∏ri=1[ai, bi], where [ai, bi] is the support of ξi for i = 1, . . . , r . In the following, we employ the approximation
method in [18] to approximate the possibility distribution of the fuzzy vector ξ by a sequence of possibility distributions of
primitive fuzzy vectors {ζn}. The method can be described as follows.
For each integer n, we define ζn = (ζn,1, ζn,2, . . . , ζn,r)T as follows
ζn = hn(ξ) = (hn,1(ξ1), hn,2(ξ2), . . . , hn,r(ξr))T
where the fuzzy variable ζn,i = hn,i(ξi) for i = 1, 2, . . . , r ,
hn,i(ui) =

ai, ui ∈
[
ai, ai + 1n
)
max
{
ki
n
| ki ∈ Z such that kin ≤ ui
}
, ui ∈
[
ai + 1n , bi
]
and Z the set of all integers. Thus, the possibility distribution νn,i of ζn,i is
νn,i (ai) = Pos
{
ζn,i = ai
} = Pos{ai ≤ ξi < ai + 1n
}
,
and
νn,i
(
ki
n
)
= Pos
{
ζn,i = kin
}
= Pos
{
ki
n
≤ ξi < ki + 1n
}
for ki = [nai] + 1, . . . , Ki, where [r] is the integer part of the real number r , and
Ki =
{
nbi − 1, if [nbi] is an integer
[nbi], otherwise.
In addition, by the definition of ζn,i, we have
ξi(γ )− 1n < ζn,i(γ ) ≤ ξi(γ )
for all γ ∈ Γ , and i = 1, 2, . . . , r . Therefore, the sequence {ζn} of the primitive fuzzy vectors converges uniformly to the
fuzzy vector ξ on Γ in the sense of Definition 5.
In what follows, the sequence {ζn} of the primitive fuzzy vectors is referred to as the discretization of the fuzzy vector ξ .
For each fixed n, the fuzzy vector ζn takes on K = (K1 − [na1] + 1)(K2 − [na2] + 1) · · · (Kr − [nar ] + 1) values, and denote
them as ζˆ kn = (ζˆ kn,1, . . . , ζˆ kn,r)T for k = 1, 2, . . . , K .
We now provide an example to illustrate the approximation method described above.
Example 1. Suppose ξ is a triangular fuzzy variable (1, 2, 3). Determine the possibility distribution of the fuzzy variable ζn
for n = 1, 2, . . ., where the fuzzy variable ζn = hn(ξ), and
hn(u) = max
{
k
n
| k ∈ Z such that k
n
≤ u
}
, u ∈ [1, 3].
The possibility distribution of the triangular fuzzy variable ξ is
µξ (t) =
{t − 1, if 1 ≤ t < 2
3− t, if 2 ≤ t ≤ 3
0, otherwise.
(14)
In the following, for each n, we calculate the possibility distribution νn of ζn by that of ξ .
Let n = 1. Then the fuzzy variable ζ1 takes the values 1 and 2 as ξ takes its values in the intervals [1, 2), and [2, 3),
respectively. Therefore, we have
ν1(1) = Pos{ζ1 = 1} = Pos{1 ≤ ξ < 2} = sup
1≤t<2
µξ (t) = µξ (2) = 1,
ν1(2) = Pos {ζ1 = 2} = Pos {2 ≤ ξ < 3} = sup
2≤t<3
µξ (t) = µξ (2) = 1,
i.e., ζ1 takes on values 1 and 2 with possibility 1 each.
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Let n = 2. Then the fuzzy variable ζ2 takes the values 1, 3/2, 2, 5/2, and 3 as ξ takes its values in the intervals [1, 3/2),
[3/2, 2), [2, 5/2), and [5/2, 3), respectively. Therefore, we have
ν2(1) = Pos{ζ2 = 1} = Pos
{
1 ≤ ξ < 3
2
}
= sup
1≤t<3/2
µξ (t) = µξ
(
3
2
)
= 1
2
,
ν2
(
3
2
)
= Pos
{
ζ2 = 32
}
= Pos
{
3
2
≤ ξ < 2
}
= sup
3/2≤t<2
µξ (t) = µξ (2) = 1,
ν2(2) = Pos{ζ2 = 2} = Pos
{
2 ≤ ξ < 5
2
}
= sup
2≤t<5/2
µξ (t) = µξ (2) = 1,
ν2
(
5
2
)
= Pos
{
ζ2 = 52
}
= Pos
{
5
2
≤ ξ < 3
}
= sup
5/2≤t<3
µξ (t) = µξ
(
5
2
)
= 1
2
,
i.e., ζ2 takes on values 1, 3/2, 2, and 5/2 with possibility 1/2, 1, 1, and 1/2, respectively.
Generally, the fuzzy variable ζn takes on value k/n for k = n, n+ 1, . . . , 3n− 1, and the possibility νn(k/n) that ζn takes
the value k/n is calculated as follows.
For k = n, n+ 1, . . . , 2n− 1, we have
νn
(
k
n
)
= Pos
{
ζn = kn
}
= Pos
{
k
n
≤ ξ < k+ 1
n
}
= sup
k
n≤t< k+1n
µξ (t) = µξ
(
k+ 1
n
)
.
According to (14), we obtain
µξ
(
k+ 1
n
)
= k+ 1
n
− 1.
On the other hand, for k = 2n, 2n+ 1, . . . , 3n− 1, we have
νn
(
k
n
)
= Pos
{
ζn = kn
}
= Pos
{
k
n
≤ ξ < k+ 1
n
}
= sup
k
n≤t< k+1n
µξ (t) = µξ
(
k
n
)
.
By (14), we have
µξ
(
k
n
)
= 3− k
n
.
Combining the above gives the possibility distribution νn of ζn as follows
νn
(
k
n
)
=

k+ 1
n
− 1, if n ≤ k < 2n
3− k
n
, if 2n ≤ k ≤ 3n− 1
0, otherwise.
(15)
We now replace the possibility distribution of ξ by that of ζn, and approximate the original objective value QαVaR(x) by
the approximating objective value
Q̂n,αVaR(x) = inf
{
ϕ | Crˆn
{
ζˆn ∈ Rr | cTx+ Q (x, ζˆn) ≤ ϕ
}
≥ α
}
where Crˆn = Cr ◦ ζ−1n . Toward that end, denote
νk = νn,1(ζˆ kn,1) ∧ νn,2(ζˆ kn,2) ∧ · · · ∧ νn,r(ξˆ kn,r)
for k = 1, 2, . . . , K , where νn,i is the possibility distribution of ζn,i for i = 1, 2, . . . , r . For each integer k, we solve the
second-stage linear programming (12) and denote the optimal value as Q (x, ζˆ kn ).
Letting ϕk = cTx+ Q (x, ζˆ kn ), then the objective value Q̂n,αVaR(x) can be computed by
Q̂n,αVaR(x) = min{ϕk | ck ≥ α} (16)
where
ck = 12 (1+max{νj | ϕj ≤ ϕk} −max{νj | ϕj > ϕk}). (17)
The process to evaluate the original objective valueQαVaR(x) is summarized as
Step 1. Generate K points ζˆ kn = (ξˆ kn,1, . . . , ξˆ kn,r)T for k = 1, 2, . . . , K uniformly from the supportΞ of ξ .
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Step 2. Solve the second-stage linear programming (12) and denote the optimal value as Q (x, ζˆ kn ), and ϕk = cTx+ Q (x, ζˆ kn )
for k = 1, . . . , K .
Step 3. Set νk = νn,1(ζˆ kn,1) ∧ νn,2(ζˆ kn,2) ∧ · · · ∧ νn,r(ξˆ kn,r) for k = 1, 2, . . . , K .
Step 4. Compute ck = Crˆn{cTx+ Q (x, ζˆn) ≤ ϕk} for k = 1, 2, . . . , K according to formula (17).
Step 5. Return the approximating value Q̂n,αVaR(x) ofQαVaR(x) via the estimation formula (16).
The convergence of Q̂n,αVaR(x) toQαVaR(x)will be discussed in the next section. As a consequence, the original objective
valueQαVaR(x) can be estimated by formula (16) provided that n is sufficiently large.
4.2. The approximating fuzzy minimum-risk problem
In what follows, the problem (11) is referred to as the original FMRP. Using the approximation method described in the
above section, we can formally construct the following approximating optimization problem
min
x
{
Q̂n,αVaR(x) | x ∈ D
}
(18)
where Q̂n,αVaR(x) = inf{ϕ | Crˆn{ζˆn ∈ Ξ | cTx+ Q (x, ζˆn) ≤ ϕ} ≥ α}, and
Q (x, ζˆn) = min
y
qT(ζˆn)y
subject to:
W (ζˆn)y = h(ζˆn)− T (ζˆn)x
y ≥ 0.
 (19)
The problem (18) is referred to as the approximating two-stage FMRP. An optimal solution xˆn of the problem (18) provides
an estimator of an optimal solution of the original two-stage FMRP (11), and the issue about the convergence of the
approximation scheme will be discussed in the next section.
5. Convergence of approximation scheme
Let ξ be a continuous fuzzy vector involved in the original FMRP (11), and ζn the discretization of ξ . Since ζn = hn(ξ),
fuzzy vectors ζn and ξ are defined on the same credibility space (Γ ,A, Cr). For each integer n, we can turn the infinite-
dimensional FMRP (11) into the finite-dimensional FMRP (18) via the above approximation scheme. In this section, we
will discuss the convergent results about the use of approximation method in FMRP (11), including the convergence of the
objective value, optimal value, and the optimal solutions.
5.1. Convergence of objective value
Conditions that guarantee the convergence of the approximating objective value to the original objective value are given
in Theorem2. First, however, the following theoremabout the convergence of the credibility distribution of the second-stage
value function Q (x, ξ) is needed.
Theorem 1. Let ξ be a continuous fuzzy vector involved in the original FMRP (11)with a compact interval support Ξ ⊂ Rr , and
{ζn} the discretization of ξ . Assume (A1) and (A2). If for each x ∈ D, the credibility function Crˆ{cTx+Q (x, ξˆ ) > ϕ} is continuous
at ϕ = ϕ0, then
lim
n→∞ Crˆn
{
cTx+ Q (x, ζˆn) > ϕ0
}
= Crˆ{cTx+ Q (x, ξˆ ) > ϕ0}
where Crˆ = Cr ◦ ξ−1, and Crˆn = Cr ◦ ζ−1n .
Proof. Denote z(x, ξ) = cTx+ Q (x, ξ). Then it suffices to show the following limit holds true.
lim
n→∞ Crˆn
{
z(x, ζˆn) > ϕ0
}
= Crˆ{z(x, ξˆ ) > ϕ0}.
Denote by Ξ = ∏ri=1[ai, bi], where [ai, bi] is the support of ξi for i = 1, 2, . . . , r . For each x ∈ D, by the supposition of the
theorem, z(x, ξˆ ) is a continuous function on the supportΞ , so it is uniformly continuous on the compact set. Therefore, for
any given ε > 0, there exists some η > 0 such that∣∣∣z(x, ξˆ ′)− z(x, ξˆ ′′)∣∣∣ < ε (20)
whenever ξˆ ′, ξˆ ′′ ∈∏ri=1[ai, bi], and ‖ξˆ ′ − ξˆ ′′‖ = √∑ri=1(ξˆ ′i − ξˆ ′′i )2 < η.
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Since the sequence {ζn} converges uniformly to ξ on Γ , for the above η > 0, there exists a positive integer N such that
for all γ ∈ Γ ,
‖ζn(γ )− ξ(γ )‖ =
√√√√ r∑
i=1
(ζn,i(γ )− ξi(γ ))2 < η
whenever n ≥ N . It follows from (20) that for all γ ∈ Γ ,
|z(x, ζn(γ ))− z(x, ξ(γ ))| < ε
whenever n ≥ N , i.e., {γ | |z(x, ζn(γ ))− z(x, ξ(γ ))| < ε} = Γ whenever n ≥ N.
As a consequence, as n ≥ N , one has
{γ | z(x, ζn(γ )) > ϕ0} = {γ | z(x, ζn(γ )) > ϕ0, |z(x, ζn(γ ))− z(x, ξ(γ ))| < ε}
⊂ {γ | z(x, ζn(γ )) > ϕ0, z(x, ξ(γ )) > z(x, ζn(γ ))− ε}
⊂ {γ | z(x, ξ(γ )) > ϕ0 − ε}.
By the monotonicity of Cr, we have
Cr{γ | z(x, ζn(γ )) > ϕ0} ≤ Cr{γ | z(x, ξ(γ )) > ϕ0 − ε}
whenever n ≥ N . Noting that ϕ0 is a continuous point, one has
lim sup
n→∞
Cr{γ | z(x, ζn(γ )) > ϕ0} ≤ Cr{z(x, ξ(γ )) > ϕ0}.
On the other hand, as n ≥ N , one has
{γ | z(x, ξ(γ )) > ϕ0 + ε} = {γ | z(x, ξ(γ )) > ϕ0 + ε, |z(x, ζn(γ ))− z(x, ξ(γ ))| < ε}
⊂ {γ | z(x, ξ(γ )) > ϕ0 + ε, z(x, ζn(γ )) > z(x, ξ(γ ))− ε}
⊂ {γ | z(x, ζn(γ )) > ϕ0}.
It follows from the monotonicity of Cr that
Cr{γ | z(x, ξ(γ )) > ϕ0 + ε} ≤ Cr{γ | z(x, ζn(γ )) > ϕ0}
whenever n ≥ N . Noting that ϕ0 is a continuous point, one has
Cr{z(x, ξ(γ )) > ϕ0} ≤ lim inf
n→∞ Cr{γ | z(x, ζn(γ )) > ϕ
0}.
Combining the above yields
lim
n→∞ Cr{z(x, ζn(γ )) > ϕ
0} = Cr{z(x, ξ(γ )) > ϕ0},
i.e.,
lim
n→∞ Crˆn{c
Tx+ Q (x, ζˆn) > ϕ0} = Crˆ{cTx+ Q (x, ξˆ ) > ϕ0}.
The proof of the theorem is complete. 
Under suitable assumptions, Theorem 2 ensures the convergence of the approximation method, i.e., the objective value
of the approximating FMRP (18) converges to that of the original FMRP (11).
Theorem 2. Let ξ be a continuous fuzzy vector involved in the original FMRP (11)with a compact interval support Ξ ⊂ Rr , and
{ζn} the discretization of ξ . Assume (A1) and (A2), β a prescribed confidence level, and for each x ∈ D, the objective function
QαVaR(x) is continuous at α = β . Then the approximating objective value converges to the original objective value on D, i.e.,
lim
n→∞ Q̂n,βVaR(x) = QβVaR(x)
for each x ∈ D.
Proof. First, it follows from the self-duality of the credibility measure and Theorem 1 that
lim
n→∞ Crˆn{c
Tx+ Q (x, ζˆn) ≤ φ} = Crˆ{cTx+ Q (x, ξˆ ) ≤ φ}
provided that φ is a continuity point of the credibility function Crˆ{cTx+ Q (x, ξˆ ) ≤ t}.
Suppose α ∈ (0, 1) is such that there is at most one value φ having
Crˆ{cTx+ Q (x, ξˆ ) ≤ φ} = α.
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Letting q0 = QαVaR(x), then we have Crˆ{cTx + Q (x, ξˆ ) ≤ r} > α for all r > q0. Thus, Crˆn{cTx + Q (x, ζˆn) ≤ r} > α for all
n ≥ Nr , provided r > q0 is a continuity point of Crˆ{cTx+ Q (x, ξˆ ) ≤ t}. Hence, we have Q̂n,αVaR(x) ≤ r , provided r > q0 is a
continuity point of Crˆ{cTx+ Q (x, ξˆ ) ≤ r}. As a consequence,
lim sup
n→∞
Q̂n,αVaR(x) ≤ r.
Since there is a decreasing sequence {rn} of continuity points converging to q0, we have
lim sup
n→∞
Q̂n,αVaR(x) ≤ q0.
On the other hand,wehaveCrˆ{cTx+Q (x, ξˆ ) ≤ r} < α for all r < q0. Therefore, for alln ≥ N ′r , Crˆn{cTx+Q (x, ζˆn) ≤ r} < α,
provided that r < q0 is a continuity point of Crˆ{cTx + Q (x, ξˆ ) ≤ t}. Hence, we have Q̂n,αVaR(x) ≥ r , provided r < q0 is a
continuity point of Cr{cTx+ Q (x, ξˆ ) ≤ t}. As a consequence,
lim inf
n→∞ Q̂n,αVaR(x) ≥ r.
Since there is an increasing sequence {rn} of continuity points converging to q0, we have
lim inf
n→∞ Q̂n,αVaR(x) ≥ q
0.
Combining the above gives
lim
n→∞ Q̂n,αVaR(x) = QαVaR(x)
for all except at most countably infinite number of α’s, i.e., for all except those α’s that have many values of φ¯ having
Cr{cTx+ Q (x, ξˆ ) ≤ φ¯} = α,
which correspond to the heights of flat spots of Cr{cTx + Q (x, ξˆ ) ≤ r}, and these flat spot heights α’s are exactly the
discontinuity points ofQαVaR(x, Crˆ). Hence,
lim
n→∞ Q̂n,βVaR(x) = QβVaR(x)
since β is a continuity point of the objective functionQαVaR(x). The proof of the theorem is complete. 
5.2. Convergence of optimal value
In the rest of the paper, we restrict our attention to the original FMRP (11) with the following characteristics:
(i) The values of the α-VaR objective functionQαVaR(x) cannot be easily calculated.
(ii) For each fixed x ∈ D and ξˆ ∈ Ξ , the value of the second-stage value function Q (x, ξˆ ) is easily computable.
(iii) The set D of feasible solutions is finite, but is very large so that the original FMRP (11) cannot be solved via enumeration
approaches.
Note that D is a finite feasible set. The original FMRP (11) and its approximating FMRP (18) have nonempty sets of optimal
solutions. Therefore, they have finite optimal values.
LetQ∗αVaR and Q̂
∗
n,αVaR be the optimal values of the respective optimization problems, i.e.,
Q∗αVaR = minx∈D
{
QαVaR(x) = inf
{
ϕ | Crˆ
{
ξˆ | cTx+ Q (x, ξˆ ) ≤ ϕ
}
≥ α
}}
and
Q̂∗n,αVaR = minx∈D
{
Q̂n,αVaR(x) = inf
{
ϕ | Crˆn
{
ζˆn | cTx+ Q (x, ζˆn) ≤ ϕ
}
≥ α
}}
.
As a consequence of Theorem 2, we develop the convergence of the optimal value of the approximating problem to that
of the original problem.
Theorem 3. Let ξ be a continuous fuzzy vector involved in the original FMRP (11)with a compact interval support Ξ ⊂ Rr , and
{ζn} the discretization of ξ . Assume (A1) and (A2), β a prescribed confidence level, and for each x ∈ D, the objective function
QαVaR(x) is continuous at α = β . Then the approximating optimal value Q̂∗n,βVaR converges to the original optimal value Q∗βVaR,
i.e.,
lim
n→∞minx∈D Q̂n,βVaR(x) = minx∈D QβVaR(x).
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Proof. It follows from Theorem 2 that for each x ∈ D,
lim
n→∞ Q̂n,βVaR(x) = QβVaR(x).
Since the set D is finite, we deduce that Q̂n,βVaR(x) converges to Q̂βVaR(x) uniformly on D, i.e.,
δn = sup
x∈D
∣∣Q̂n,βVaR(x)−QβVaR(x)∣∣→ 0, as n→∞.
Without any loss of generality, suppose x∗ and x∗n are the optimal solutions of the original FMRP (11) and the approximating
FMRP (18), respectively, then
QβVaR(x∗) = min
x∈D QβVaR(x), and Q̂n,βVaR(x
∗
n) = minx∈D Q̂n,βVaR(x).
On the one hand, if Q̂n,βVaR(x∗n) ≤ QβVaR(x∗), then it follows from the inequality
QβVaR(x∗) ≤ QβVaR(x∗n)
that ∣∣∣∣minx∈D Q̂n,βVaR(x)−minx∈D QβVaR(x)
∣∣∣∣ = ∣∣Q̂n,βVaR(x∗n)−QβVaR(x∗)∣∣ ≤ ∣∣Q̂n,βVaR(x∗n)− Q̂βVaR(x∗n)∣∣ ≤ δn.
On the other hand, if Q̂n,βVaR(x∗n) > QβVaR(x∗), then it follows from the inequality
Q̂n,βVaR(x∗n) ≤ Q̂n,βVaR(x∗)
that ∣∣∣∣minx∈D Q̂n,βVaR(x)−minx∈D QβVaR(x)
∣∣∣∣ = ∣∣Q̂n,βVaR(x∗n)−QβVaR(x∗)∣∣ ≤ ∣∣Q̂n,βVaR(x∗)−QβVaR(x∗)∣∣ ≤ δn.
Consequently, the inequality∣∣∣∣minx∈D Q̂n,βVaR(x)−minx∈D QβVaR(x)
∣∣∣∣ ≤ δn
holds true for any positive integer n, which implies
δn = sup
x∈D
∣∣Q̂n,βVaR(x)−QβVaR(x)∣∣→ 0, as n→∞.
This completes the proof. 
5.3. Convergence of optimal solution
In this section, the sets of all optimal solutions of FMRPs (11) and (18) are denoted by D∗ and D̂n, respectively.
Definition 6. Let ε ≥ 0. A point x¯ ∈ D is said to be an ε-optimal solution of the original FMRP (11) if
QβVaR(x¯) ≤ min
x∈D QβVaR(x)+ ε.
A point xˆ ∈ D is said to be an ε-optimal solution of the approximating FMRP (18) if
Q̂n,βVaR(xˆ) ≤ min
x∈D Q̂n,βVaR(x)+ ε.
Furthermore, a point x∗ ∈ D is said to be an asymptotic ε-optimal solution of the approximating FMRP (18) if
lim sup
n→∞
(
Q̂n,βVaR(x∗)−min
x∈D Q̂n,βVaR(x)
)
≤ ε.
A 0-optimal solution is an optimal solution, and likewise for an asymptotic 0-optimal solution. Thus, the above definition
extends the concept of the optimal solution. The sets of all ε-optimal solutions of the FMRPs (11) and (18) are denoted by
Dε and D̂εn, respectively.
The following theorem shows that an ε-optimal solution of the original FMRP (11) is an asymptotic ε-optimal solution
of the approximating FMRP (18).
Theorem 4. Let ξ be a continuous fuzzy vector involved in the original FMRP (11)with a compact intervalΞ ⊂ Rr , and {ζn} the
discretization of ξ . Assume (A1) and (A2), β a prescribed confidence level, and for each x ∈ D, the objective function QαVaR(x)
is continuous at α = β . Then the ε-optimal solutions of the original FMRP (11) are the asymptotic ε-optimal solutions of the
approximating FMRP (18).
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Proof. Let x∗ be an ε-optimal solution of the original problem (11). It follows from Theorem 2 that
lim
n→∞ Q̂n,βVaR(x
∗) = QβVaR(x∗).
In addition, according to Theorem 3, one has
lim
n→∞minx∈D Q̂n,βVaR(x) = minx∈D QβVaR(x).
By Definition 6, we have
QβVaR(x∗) ≤ min
x∈D QβVaR(x)+ ε.
It follows that
lim sup
n→∞
(
Q̂n,βVaR(x∗)−min
x∈D Q̂n,βVaR(x)
)
= lim
n→∞
(
Q̂n,βVaR(x∗)−min
x∈D Q̂n,βVaR(x)
)
= lim
n→∞ Q̂n,βVaR(x
∗)− lim
n→∞minx∈D Q̂n,βVaR(x)
= QβVaR(x∗)−min
x∈D QβVaR(x) ≤ ε.
By Definition 6, x∗ is an asymptotic ε-optimal solution of the approximating FMRP (18), which completes the proof of
the theorem. 
The following theorem deals with the converse proposition of Theorem 4.
Theorem 5. Let ξ be a continuous fuzzy vector involved in the original FMRP (11)with a compact intervalΞ ⊂ Rr , and {ζn} the
discretization of ξ . Assume (A1) and (A2), β a prescribed confidence level, and for each x ∈ D, the objective function QαVaR(x)
is continuous at α = β . Then the ε-optimal solutions of the approximating FMRP (18) are also the ε-optimal solutions of the
original FMRP (11), provided n is large enough, i.e., D̂εn ⊂ Dε for n large enough.
Proof. For any given ε ≥ 0, letting
η(ε) = min
x′∈D\Dε
QβVaR(x′)−min
x∈D QβVaR(x)− ε,
then, by Definition 6, for each x′ ∈ D \ Dε ,
QβVaR(x′) > min
x∈D QβVaR(x)+ ε.
Note that D is a finite set. It follows that η(ε) > 0, and for each x′ ∈ D \ Dε,
QβVaR(x′) > min
x∈D QβVaR(x)+ ε +
η(ε)
2
.
Let
δn = max
x∈D
∣∣Q̂n,βVaR(x)−QβVaR(x)∣∣ .
Then it follows from Theorem 3 that δn → 0. Note that Q̂n,βVaR(x) converges to QβVaR(x) uniformly on D \ Dε as n → ∞.
Thus, for the above η(ε) > 0, there exists an integer N such that for each x′ ∈ D \ Dε,
Q̂n,βVaR(x′) > min
x∈D QβVaR(x)+ ε +
η(ε)
2
,
and δn < η(ε)/2 whenever n ≥ N . In addition, it follows from the proof of Theorem 3 that∣∣∣∣minx∈D Q̂n,βVaR(x)−minx∈D QβVaR(x)
∣∣∣∣ ≤ δn,
which implies that
min
x∈D Q̂n,βVaR(x) < minx∈D QβVaR(x)+
η(ε)
2
whenever n ≥ N . It follows that for each x′ ∈ D \ Dε,
Q̂n,βVaR(x′) > min
x∈D Q̂n,βVaR(x)+ ε
whenever n ≥ N , i.e., x′ does not belong to the set D̂εn whenever n ≥ N . The inclusion D̂εn ⊂ Dε follows whenever n ≥ N , and
the proof of the theorem is complete. 
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Remark 3. Theorem 5 shows that the ε-optimal solutions of the approximating FMRP are also the ε-optimal solutions of
the original FMRP provided n is large enough. Therefore, as n is large enough, it would be possible to solve the original FMRP
indirectly by solving its approximating problem.
The following two results follow as corollaries to Theorem 5.
Corollary 1. Let ξ be a continuous fuzzy vector involved in the original problem (11) with a compact interval support Ξ ⊂ Rr ,
and {ζn} the discretization of ξ . Assume (A1) and (A2), β a prescribed confidence level, and for each x ∈ D, the objective
function QαVaR(x) is continuous at α = β . Then for any given numbers η and ε with 0 ≤ η ≤ ε, the η-optimal solutions of
the approximating problem (18) are the ε-optimal solutions of the original problem, provided n is large enough, i.e., D̂ηn ⊂ Dε for
n large enough.
Corollary 2. Let ξ be a continuous fuzzy vector involved in the original problem (11) with a compact interval support Ξ ⊂ Rr ,
and {ζn} the discretization of ξ . Assume (A1) and (A2), β a prescribed confidence level, and for each x ∈ D, the objective function
QαVaR(x) is continuous at α = β . If the original problem has a unique optimal solution x∗, then the approximating problem (18)
has a unique optimal solution xˆ∗n and xˆ∗n = x∗, provided n is large enough.
6. Application to two-stage fuzzy FLA problem
6.1. Problem formulation
To model a two-stage fuzzy FLA problem, we adopt the following notations.
(xi, yi) is the unknown location of the ith facility, i = 1, 2, . . . , n1;
si is the capacity of the ith facility, i = 1, 2, . . . , n1;
(aj, bj) is the known location of the jth customer, j = 1, 2, . . . , n2;
dj is the fuzzy demand of the jth customer, j = 1, 2, . . . , n2;
zij(γ ) is the quantity transported from i to j in state γ for i = 1, 2, . . . , n1, and j = 1, 2, . . . , n2.
We assume that the path between any customer and facility is connected and the unit transportation cost is in proportion
to the quantity transported and the travel distance. The facility i for i = 1, . . . , n1 are assumed to be located within a certain
region R = {(x, y) | gi(xi, yi) ≤ 0, i = 1, . . . , n1}, where gi(xi, yi) ≤ 0 for i = 1, 2, . . . , n1 represent the potential region of
locations of new facilities, x = (x1, . . . , xn1)T, and y = (y1, . . . , yn1)T. Here the fuzzy demand ξ = (d1, . . . , dm)T is defined
on a credibility space (Γ ,A, Cr).
The decision variables of the two-stage fuzzy FLA problem are divided into two groups. The first-stage location variable
(x, y)which represents the locations of new facilities must be taken before a fuzzy event γ is realized, here the outcome of
a fuzzy event refers to the realizations of fuzzy demands. In the second stage, the demands of all customers are known, and
the second-stage distribution variables zij(γ ) should be taken.
We now present a two-stage fuzzy FLA problem, in which there are two optimization problems to be solved. The second-
stage problem is formulated as follows by assuming (x, y) and γ to be fixed,
min
n1∑
i=1
n2∑
j=1
zij(γ )
√
(xi − aj)2 + (yi − bj)2
subject to:
n2∑
j=1
zij(γ ) ≤ si, i = 1, . . . , n1
n1∑
i=1
zij(γ ) = dj(γ ), j = 1, . . . , n2
zij(γ ) ≥ 0, i = 1, . . . , n1; j = 1, . . . , n2.

(21)
Here the dependence of the second-stage distribution decision zij(γ ) on γ is of a completely different nature from the
dependence of dj on γ . It is not functional but simply implies that the distribution variable zij are typically not the same
under different realizations of γ . They are chosen so that the constraints in problem (21) hold almost sure with respect to γ .
If we use Q (x, y, ξ(γ )) to represent the optimal value of problem (21) at fixed (x, y) and γ , then, with a credibility level
α, a two-stage fuzzy FLA problem with VaR objective is built as
min QαVaR(x, y)
subject to:
gi(xi, yi) ≤ 0, i = 1, 2, . . . , n1
}
(22)
whereQαVaR(x, y) = inf {ϕ | Cr {γ | Q (x, y, ξ(γ )) ≤ ϕ} ≥ α}.
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6.2. The approximating fuzzy FLA problem
If the demand ξ of the customers is a continuous fuzzy vector, then the model (22) belongs to an infinite-dimensional
optimization problem that cannot be solved directly, and its algorithm procedure depends on the approximation method
developed in Section 4. Assume that the demand ξ = (d1, d2, . . . , dn2)T has an infinite support Ξ =
∏n2
i=1[ai, bi] ⊂ Rn2 .
Using the approximation method described in Section 4, we can obtain a sequence {ζn} of finitely supported primitive
fuzzy vectors, where ζn = (dn,1, dn,2, . . . , dn,n2)T for n = 1, 2, . . . . For each fixed n, the fuzzy vector ζn takes on
K = (K1 − [na1] + 1)(K2 − [na2] + 1) · · · (Kn2 − [nan2 ] + 1) values, and denote them as ζˆ kn = (dˆkn,1, . . . , dˆkn,n2)T for
k = 1, 2, . . . , K . As a consequence of the approximation method, the two-stage fuzzy FLA problem (22) is turned into the
following finite-dimensional fuzzy FLA problem
min Qn,αVaR(x, y)
subject to:
gi(xi, yi) ≤ 0, i = 1, 2, . . . , n1
}
(23)
where Qn,αVaR(x, y) = inf{ϕ | Cr{γ | Q (x, y, ζn(γ )) ≤ ϕ} ≥ α}, and the function Q (x, y, ζn(γ )) is the optimal value of the
linear programming (21).
6.3. A hybrid PSO algorithm
Since the approximating fuzzy FLA problem (23) is neither linear nor convex, we cannot solve it by the conventional
optimization algorithms. In this section we design a hybrid PSO algorithm to solve it by integrating an NN and the PSO
algorithm. The PSO algorithm, originally developed by Kennedy and Eberhart [35], is amethod for optimization onmetaphor
of social behavior of flocks of birds and/or schools of fish. Compared to other heuristic algorithm such as genetic algorithm,
the PSO algorithm has much better intelligent background, and the theoretical framework of PSO is very simple so that
it can be performed easily. Recently the PSO algorithm has attracted much attention and been successfully applied in the
fields of evolutionary computing, unconstrained continuous optimization problems andmany others (Kennedy [36]). As for
constrained optimization problems, Dong et al. [37] proposed a PSO algorithm embedded with constraint fitness priority-
based rankingmethod, and He andWang [38] developed an effective co-evolutionary PSO approach. In our proposed hybrid
algorithm, the training data is first generated for the α-VaR objective function Qn,αVaR(x, y), then an NN is trained by the
training data set to approximate the α-VaR objective function, and the PSO algorithm and the trained NN are integrated for
solving the two-stage fuzzy FLA (23). We briefly described the method as follows.
Generating training data: To train an NN, we are required to generate a set of input–output data for the α-VaR objective
function Qn,αVaR(x, y). For each fixed location variable (x, y) and sample point ζ̂ kn , we can obtain the second-stage value
Q (x, y, ζ̂ kn ) by solving the linear programming (21) via the simplex algorithm. If we denote ϕk = Q (x, y, ζ̂ kn ) for k =
1, 2, . . . , K , then the α-VaR objective functionQαVaR(x, y) can be evaluated by
Qn,αVaR(x, y) = min{ϕk | ck ≥ α} (24)
where
ck = 12 (1+max{νj | ϕj ≤ ϕk} −max{νj | ϕj > ϕk}) (25)
νk = νn,1(dˆkn,1) ∧ νn,2(dˆkn,2) ∧ · · · ∧ νn,n2(dˆkn,n2) (26)
for k = 1, 2, . . . , K , and νn,i is the possibility distribution of dn,i for i = 1, 2, . . . , n2.
Given the first-stage location variable (x, y), the procedure to compute the objectiveQn,αVaR(x, y) is summarized as
Step 1. Generate sample points ζˆ kn = (dˆkn,1, . . . , dˆkn,n2)T for k = 1, 2, . . . , K uniformly from the support Ξ of the fuzzy
demand ξ .
Step 2. For each sample point ζ̂ kn , solve the second-stage linear programming (21), and denote the optimal value as ϕk =
Q (x, y, ζˆ kn ) for k = 1, . . . , K .
Step 3. Calculate the possibility νk for k = 1, 2, . . . , K by formula (26).
Step 4. Compute the credibility ck for k = 1, 2, . . . , K according to formula (25).
Step 5. Return the valueQn,αVaR(x, y) via formula (24).
The convergence ofQn,αVaR(x, y) to the original objectiveQαVaR(x, y) has been proved by Theorem 2 as n towards infinity.
Training an NN:We have discussed the computation of the objective functionQn,αVaR(x, y) of the fuzzy FLA (23). However, it
is a time-consuming process to computeQn,αVaR(x, y) since for each first-stage location decision (x, y) and each realization
ζn(γ ) of ζn, we have to solve the second-stage programming (21) via the simplex algorithm. To speed up the solution
process, we desire to replace the functionQn,αVaR(x, y) by an NN since a trained NN has the ability to approximate integrable
functions. In this section,we employ the fast BP algorithm to train a feedforwardNN to approximateα-VaRobjective function
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QαVaR(x, y). We only consider the NN with input layer, one hidden layer and output layer connected in a feedforward way,
in which there are 2n1 neurons in input layer representing the input values of location variable (x, y), p neurons in hidden
layer and 1 neuron in output layer representing the value of the functionQn,αVaR(x, y). Let {(xi, yi, qi) | i = 1, 2, . . . ,M} be
a set of input–output data generated by the approximation method. The training process is to find the best weight vectorw
so that the following error function
Err(w) = 1
2
M∑
i=1
|F(xi, yi, w)− qi|2
is minimized, where F(xi, yi, w) is the output function of the NN, and qi is the output value ofQn,αVaR(xi, yi).
Representation structure: In the two-stage fuzzy FLA problem (23), we use a vector X = (x, y) as a particle to represent the
location of new facilities, where x = (x1, . . . , xn1)T, y = (y1, . . . , yn1)T, and
(x, y) =

x1 y1
x2 y2
...
...
xn1 yn1

with (xi, yi) being the location of the ith facility, i = 1, 2, . . . , n1.
Initialization: Initialize pop_size particles from the potential region {(x, y) | gi(xi, yi) ≤ 0, i = 1, 2, . . . , n1}, and denote them
by Xk = (xk, yk) for k = 1, . . . , pop_size.
Operations in PSO algorithm: Assume that the searching space is 2n1-dimensional and there are pop_size particles to form the
colony. Then the position and the velocity of the kth particle can be represented as
Xk =

xk,1 yk,1
xk,2 yk,2
...
...
xk,n1 yk,n1
 , Vk =

uk,1 vk,1
uk,2 vk,2
...
...
uk,n1 vk,n1
 .
For each particle, its own best position (pbest) is denoted by
Pk =

pk,1 qk,1
pk,2 qk,2
...
...
pk,n1 qk,n1

which represents the personal smallest objective value so far at time t .
The global best particle (gbest) of the colony is denoted by
Pg =

pg,1 qg,1
pg,2 qg,2
...
...
pg,n1 qg,n1

which is the best particle found so far at time t in the colony.
Using the notations above, the new position of the kth particle is updated by
Xk(t + 1) = Xk(t)+ Vk(t + 1) (27)
while the new velocity of the kth particle is renewed by
Vk(t + 1) = wVk(t)+ c1r1(Pk − Xk(t))+ c2r2(Pg − Xk(t)) (28)
where k = 1, 2, . . . , pop_size;w is called the inertia coefficient; c1 and c2 are learning rateswhich are nonnegative constants,
and r1 and r2 are two independent random numbers generated randomly in the unit interval [0, 1].
Hybrid PSO algorithm: In order to solve the two-stage fuzzy FLA problem (23), we first generate a set of input–output data
for the α-VaR objective functionQn,αVaR(x, y), thenwe use the training set to train an NN to approximateQn,αVaR(x, y). After
the NN is well-trained, we embed it into a PSO to produce a hybrid algorithm. During the solution process, we calculate the
objective values for all particles by the trained NN. In addition, we use (27) to update the position of the kth particle, and
employ (28) to renew the velocity of the kth particle. The above process is repeated until a stopping criterion is satisfied.
The procedure of the hybrid PSO algorithm for solving the fuzzy FLA problem (23) is summarized as follows.
Step 1. Generate a set of input–output data for the α-VaR objective functionQn,αVaR(x, y).
Step 2. Train an NN to approximateQn,αVaR(x, y) by the generated training data.
882 Y.-K. Liu, M. Tian / Computers and Mathematics with Applications 57 (2009) 867–884
Table 1
Demands and locations of 10 customers.
j (aj, bj) dj j (aj, bj) dj
1 (25, 34) (4, 6, 8) 6 (10, 10) (3, 5, 7)
2 (26, 24) (5, 6, 7) 7 (10, 60) (5, 6, 7)
3 (35, 24) (1, 3, 5) 8 (60, 10) (4, 5, 6)
4 (33, 26) (6, 7, 8) 9 (60, 60) (1, 2, 3)
5 (28, 36) (2, 3, 4) 10 (35, 35) (2, 4, 6)
Step 3. Initialize pop_size particles with random positions and velocities, and evaluate the objective values for all particles
by the trained NN.
Step 4. Set pbest of each particle and its objective value equal to its current position and objective value, and set gbest and
its objective value equal to the position and objective value of the best initial particle;
Step 5. Renew the position and velocity of each particle by (27) and (28), respectively.
Step 6. Calculate the objective values for all particles by the trained NN.
Step 7. For each particle, compare the current objective value with that of its pbest. If the current objective value is smaller
than that of pbest, then renew pbest and its objective value with the current position and objective value.
Step 8. Find the best particle of the current swarm with the smallest objective value. If the objective value is smaller than
that of gbest, then renew gbest and its objective value with the position and objective value of the current best
particle.
Step 9. Repeat the fifth to eighth steps for a given number of cycles.
Step 10. Return the gbest and its objective value as the optimal solution and the optimal value.
In the following, we provide a numerical example to show the effectiveness of the hybrid PSO algorithm.
Example 2. Consider a factory who wants to locate five new facilities. Assume that there are 10 customers whose demands
dj and locations (aj, bj) are collected in Table 1, where the demands dj, j = 1, 2, . . . , 10 are assumed to be mutually
independent triangular fuzzy variables. The capacities si, i = 1, 2, . . . , 5 of the five facilities are 20, 25, 30, 35 and 40,
respectively. If a decision maker takes the credibility level α = 0.90, then we have the following two-stage fuzzy FLA
problem
min Q0.90VaR(x, y)
subject to:
10 ≤ xi ≤ 60, 10 ≤ yi ≤ 60, i = 1, 2, . . . , 5
}
(29)
whereQ0.90VaR(x, y) = inf{ϕ | Cr {γ | Q (x, y, ξ(γ )) ≤ ϕ} ≥ 0.90}, and
Q (x, y, ξ) = min
5∑
i=1
10∑
j=1
zij(γ )
√
(xi − aj)2 + (yi − bj)2
subject to:
5∑
i=1
zij(γ ) = dj(γ ), j = 1, 2, . . . , 10
10∑
j=1
zij(γ ) ≤ si, i = 1, 2, . . . , 5
zij(γ ) ≥ 0, i = 1, 2, . . . , 5; j = 1, 2, . . . , 10.

(30)
To solve (29) by the approximation method, for each first-stage location variable (x, y), we generate 104 sample points
ζˆ k via the approximation method to estimate the α-VaR objective function, for each sample point ζˆ k, we solve the linear
programming (30) via the simplex algorithm and obtain the second-stage value Q (x, y, ζˆ k) for k = 1, 2, . . . , 104. As a
consequence, the value of the objective functionQαVaR(x, y) at (x, y) can be computed by formula (24).
We repeat the above process to generate a set {(xi, yi, qi) | i = 1, 2, . . . , 2000} of input–output data for the objective
function QαVaR(x, y), and use the training set to train an NN to approximate the objective function QαVaR(x, y) (10 input
neurons representing the value of location variable (x, y); 12 hidden neurons, and 1 output neuron representing the output
value of the objective function QαVaR(x, y)). After the NN is well trained, it is embedded into a PSO algorithm to produce a
hybrid algorithm to search for the optimal solutions.
If the parameters in the implementation of PSO algorithm are set as follows: the inertia coefficient w decreases linearly
from 0.9 to 0.4; the learning rates c1 = c2 = 2, and the population size is 100, then a run of the hybrid PSO algorithm with
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1000 generations gives the following optimal solution
(x∗1, y
∗
1) = (27.165051, 32.567684)
(x∗2, y
∗
2) = (23.337281, 33.136185)
(x∗3, y
∗
3) = (24.496752, 30.966992)
(x∗4, y
∗
4) = (28.182125, 10.000000)
(x∗5, y
∗
5) = (32.837313, 25.823020)
whose objective value is 3752.557934.
7. Conclusions
Since the uncertain parameters in the original FMRP are often modeled as fuzzy variables with infinite supports, it is
inherently an infinite-dimensional optimization problem that can rarely be solved directly. Therefore, algorithm procedures
for solving such an optimization problemmust rely on intelligent computing aswell as approximation schemes,which result
in a finite-dimensional optimization problem. Under this consideration, this paper has developed an approximation scheme
to the original FMRP, discussed the convergent results about the use of the approximation scheme in FMRP. The major new
results include the following several aspects.
(i) For each feasible solution x ∈ D, Theorem 2 deals with the convergence of the approximating objective value Q̂n,αVaR(x)
to the original objective valueQαVaR(x). As a consequence, the valueQαVaR(x) can be evaluated by Q̂n,αVaR(x) provided
n is large enough.
(ii) Theorem 3 discusses the convergence of the approximating optimal value Q̂∗n,αVaR to the original optimal value Q
∗
αVaR.
The result is consistent with the convergence of Q̂n,αVaR(x) toQαVaR(x) on the feasible region.
(iii) Theorem 4 shows that the ε-optimal solutions of the original optimization problem (11) are the asymptotic ε-optimal
solutions of the approximating optimization problem (18). The convergent result gives the robustness of the ε-optimal
solutions with respect to the convergence of Q̂n,αVaR(x) toQαVaR(x) on the feasible region.
(iv) Theorem5 is about the convergence of the ε-optimal solutions of the approximating optimization problem (18) to those
of the original optimization problem (11). Hence, it would be possible to solve the original problem indirectly by solving
the approximating optimization problem provided that n is large enough.
To apply the above convergent results, this paper has considered a two-stage fuzzy FLA problem, and solved it indirectly
by solving its approximating finite-dimensional one. Since the approximating fuzzy FLAproblem is neither linear nor convex,
we have designed a hybrid PSO algorithm by integrating a trained NN and the PSO algorithm to solve it. One numerical
example with five facilities and ten customers was provided to illustrate the effectiveness of the designed algorithm.
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