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Abstract
The structure of 3C-algebra and 5A-algebra constructed by Lam-Yamada-Yamauchi is studied and the uniqueness
of the vertex operator algebra structure of these two algebras is established. We also give the fusion rules for these
two algebras.
1 Introduction
The Monster simple groupM [G] is generated by some 2A-involutions and the conjugacy class of the product of two
2A-involutions ττ ′ is one of the nine classes 1A, 2A, 3A, 4A, 5A, 6A, 4B, 2B and 3C inM [C]. Moreover, each 2A-
involution τ defines a unique idempotent eτ in the Monster Griess algebra, which is called an axis. The inner product
of eτ and e
′
τ is uniquely determined by the conjugacy class of the product of two 2A-involutions ττ
′. From the con-
struction of the moonshine vertex operator algebra V ♮ [FLM] we know that the Monster Griess algebra is the weight
two subspace V ♮2 of the V
♮. It was discovered in [DMZ] that V ♮ contains 48 Virasoro vectors, each Virasoro vector
generates a Virasoro vertex operator algebra isomorphic to L(12 , 0) in V
♮ and L(12 , 0)
⊗48 is a conformal subalgebra
of V ♮. Such a Virasoro vector is called an Ising vector. Miyamoto later realized that 2eτ is an Ising vector for any
2A-involution τ. Thus there is a one-to-one correspondence between 2A-involutions of M and Ising vectors of V ♮.
According to a result in [C], the structure of the subalgebra generated by two Ising vectors e and f in the algebra V ♮2
depends on only the conjugacy class of τeτf . For the nine classes 1A, 2A, 3A, 4A, 5A, 6A, 4B, 2B and 3C, the inner
product 〈e, f〉 are 14 , 125 , 13210 , 127 , 329 , 5210 , 128 , 0, 128 , respectively.
It is natural to ask what the vertex operator subalgebra generated by two Ising vectors in an arbitrary vertex
operator algebra is. A beautiful result given in [S] asserts that the inner product of any two different Ising vectors
again take these 9 values as in the case of the moonshine vertex operator algebra. In [LYY], [LYY1], for each of the
nine cases, they constructed a subalgebra of V√2E8 , which is generated by two Ising vectors. These vertex operator
algebras generated by two Ising vectors are simply called 1A, 2A, 3A, 4A, 5A, 6A, 4B, 2B and 3C-algebras, denoted
by UnX . But this raises two more questions: (1) Is the vertex operator algebra structure of these algebras constructed
in [LYY], [LYY1] unique? (2) Is any vertex operator algebra generated by two Ising vectors isomorphic to one of
these 9 algebras? The uniqueness of VOA structure of U6A-algebra has been given in [DJY]. In [SY], they proved the
VOA generated by two Ising vectors whose inner product is 13210 has a unique VOA structure, so 3A case in question
(2) has been solved thoroughly.
Now consider the uniqueness of VOA structure of UnX -algebra where nX 6= 3A or 6A. Note that U1A ∼= L
(
1
2 , 0
)
and U2B ∼= L
(
1
2 , 0
)⊗L ( 12 , 0) . So the uniqueness of VOA structure of these two algebras is trivial. We also know that
∗supported by the Simons foundation 634104
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U2A ∼= L
(
1
2 , 0
)⊗L ( 710 , 0)⊕L (12 , 12)⊗L ( 710 , 32) is a simple current extension of the subVOA L (12 , 0)⊗L ( 710 , 0),
U4B ∼= L
(
1
2 , 0
)⊗ L ( 710 , 0)⊗ L ( 710 , 0)⊕ L (12 , 12)⊗ L ( 710 , 32)⊗ L ( 710 , 0)⊕ L (12 , 12)⊗ L ( 710 , 0)⊗ L ( 710 , 32)⊕
L
(
1
2 ,
1
2
) ⊗ L ( 710 , 32) ⊗ L ( 710 , 32) is a simple current extension of the subVOA L ( 12 , 0)⊗ L ( 710 , 0) ⊗ L ( 710 , 0), so
the uniqueness of the VOA structure of U2A and U4B follows from [DM1], also see Remark(2.11). U4A ∼= V +N , So
U4A, U5A and U3C are the three nontrivial cases left. In this paper, we only consider the uniqueness of VOA structure
of U5A and U3C -algebras. In fact, the uniqueness of VOA structure of U5A and U3C -algebras can be deduced from
Lemma C.1-C.3 in [LYY]. In their paper, they mainly use associativity to prove these lemmas. Here we will give
another proof by using commutativity and braiding matrix.
The paper is organized as follows. In Section 2, we review some basic notions and some well known results in the
vertex operator algebra theory. In Section 3, we study the structure of the 5A-algebra and prove the uniqueness of the
vertex operator algebra structure on U . In section 4, we study the structure of the 3C-algebra and prove the uniqueness
of the vertex operator algebra structure on U . In section 5, we give fusion rules of the 5A-algebra and 3C-algebra.
2 Preliminary
In this section, we review some basics on vertex operators algebras. For more details of the definition of VOA and its
all kinds of modules, etc, we refer [FLM], [DLM1], [DLM2].
2.1 Ising vector
Definition 2.1. A vector e ∈ V2 is called a conformal vector with central charge ce if it satisfies e1e = 2e and
e3e =
ce
2 1. Then the operators L
e
n := en+1, n ∈ Z, satisfy the Virasoro commutation relation
[Lem, L
e
n] = (m− n)Lem+n + δm+n, 0
m3 −m
12
ce
form, n ∈ Z. A conformal vector e ∈ V2 with central charge 1/2 is called an Ising vector if e generates the Virasoro
vertex operator algebra L(1/2, 0).
2.2 Invariant bilinear form
LetM = ⊕λ∈CMλ be a V -module. The restricted dual ofM is define byM ′ = ⊕λ∈CM∗λ whereM∗λ = HomC (Mλ,C) .
It was proved in [FHL] thatM ′ = (M ′, YM ′) is naturally a V -module such that
〈YM ′ (v, z) f, u〉 =
〈
f, YM
(
ezL(1)
(−z−2)L(0) v, z−1) u〉 ,
for v ∈ V, f ∈ M ′ and u ∈ M , and (M ′)′ ∼= M . Moreover, ifM is irreducible, so isM ′. A V -moduleM is said to
be self dual ifM ∼= M ′.
Proposition 2.2. [FHL] For v, v1, v2 ∈ V and v′ ∈ V ′ , we have the following equality of rational functions:
(a):Commutativity:
ι−112 〈v′, Y (v1, z1) Y (v2, z2)w〉 = ι−121 〈v′, Y (v2, z2) Y (v1, z1)w〉 (2.1)
(b):Associativity:
ι−112 〈v′, Y (v1, z1)Y (v2, z2)w〉 =
(
ι−120 〈t, Y (Y (v1, z0) v2, z2)w〉
) |z0=z1−z2 (2.2)
where ι−112 f (z1, z2) denotes the formal power expansion of an analytic function f (z1, z2) in the domain |z1| > |z2| .
The following result about bilinear form on V is from [L]:
Theorem 2.3. The space of invariant bilinear forms on V is isomorphic to the space
(V0/L (1)V1)
∗
= HomC (V0/L (1)V1,C) .
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2.3 Intertwining operator and fusion rules
Definition 2.4. Let (V, Y ) be a vertex operator algebra and let
(
M i, Y i
)
,
(
M j , Y j
)
and
(
Mk, Y k
)
be three V -
modules. An intertwining operator of type
(
Mk
M i M j
)
is a linear map
Y (·, z) : M i → Hom (M j, Mk) {z}
u→ Y (u, z) =
∑
n∈Q
unz
−n−1
satisfying:
(1) for any u ∈M i and v ∈M j , unv = 0 for n sufficiently large;
(2) Y(L−1v, z) =
(
d
dz
)Y (v, z) for v ∈M i;
(3) (Jacobi Identity) for any u ∈ V, v ∈M i,
z−10 δ
(
z1 − z2
z0
)
Y k (u, z1)Y (v, z2)− z−10 δ
(−z2 + z1
z0
)
Y (v, z2)Y j (u, z1)
= z−12
(
z1 − z0
z2
)
Y (Y i (u, z0) v, z2) .
The space of all intertwining operators of type
(
Mk
M i M j
)
is denoted IV
(
Mk
M i M j
)
. Without confusion, we also
denote it by Iki,j . Let N
k
i, j = dim I
k
i,j . These integersN
k
i,j are called the fusion rules.
Definition 2.5. LetM1 andM2 be V -modules. A tensor product for the ordered pair
(
M1,M2
)
is a pair (M,Y (·, z))
which consists of a V -module M and an intertwining operator Y (·, z) of type
(
W
M1 M2
)
satisfies the following
universal property: For any V -moduleW and any intertwining operator I (·, z) of type
(
W
M1 M2
)
, there exists a
unique V -homomorphism φ fromM toW such that I (·, z) = φ ◦ Y (·, z) . From the definition it is easy to see that if
a tensor product ofM1 andM2 exists, it is unique up to isomorphism. In this case, we denote the fusion product by
M1 ⊠V M
2.
Let V 1 and V 2 be vertex operator algebras. Let M i , i = 1, 2, 3, be V 1-modules, and N i, i = 1, 2, 3, be V 2-
modules. ThenM i ⊗N i, i = 1, 2, 3, are V 1 ⊗ V 2-modules by [FHL]. The following property was given in [ADL]:
Proposition 2.6. If NM
3
M1,M2 <∞ or NN
3
N1,N2 <∞, then
NM
3⊗N3
M1⊗N1,M2⊗N2 = N
M3
M1,M2N
N3
N1,N2 .
2.4 Simple current extensions
Definition 2.7. A VOA is graded by an ablian group G if V = ⊕g∈GV g, and unv ∈ V g+h for any u ∈ V g, v ∈ V h,
and n ∈ Z.
The following proposition was given in [DM1]:
Proposition 2.8. Let V =
∑
g∈G V
g be a simple G-graded VOA such that V g 6= 0 for all g ∈ G and NV kV g ,V h =
δg+h,k for all g, h, k ∈ G. Then the VOA structure of V is determined uniquely by the V 0-module structure of V .
Definition 2.9. Let V be a simple VOA. An irreducible V module U is called a simple current V -module if it satisfies
that for every irreducible V -moduleM , the fusion product U ⊠M is also irreducible.
Definition 2.10. Let V =
∑
g∈G V
g be a simple G-graded VOA such that V g 6= 0 for all g ∈ G, then V is called a
G-graded simple current extension if all V g, g ∈ G are simple current V 0-module.
Remark 2.11. Let V =
∑
g∈G V
g be a G-graded simple current extension. Then by proposition 2.8, we have the
VOA structure of V is determined uniquely by the V 0-module structure of V .
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2.5 Quantum Galois Theory
Theorem 2.12. [DM2]Suppose that V is a simple vertex operator algebra and that G is a finite and faithful solvable
group of automorphisms of V . Then the following hold:
(i)V = ⊕χ∈Irr(G)V χ, where V χ is the subspace of V on which G acts according to the character χ. Each V χ is
nonzero;
(ii) For χ ∈ Irr (G), each V χ is a simple module for the G-graded vertex operator algebra CG⊗ V G of the form
V χ = Mχ ⊗ Vχ,
whereMχ is the simple CG-module affording χ and where Vχ is a simple V
G-module.
(iii) The map Mχ 7→ Vχ is a bijection from the set of simple CG-modules to the set of (inequivalent) simple
V G-modules which are contained in V .
Definition 2.13. [DJX] Let V be a vertex operator algebra of CFT type andM a V -module such that the trace function
ZV (τ) and ZM (τ) exist. The quantum dimension ofM over V is defined as
q dimV M = lim
y→0
ZM (iy)
ZV (iy)
Alternatively, we can use the following definiton:
q dimV M = lim
q→1−
chqM
chqV
Theorem 2.14. (theorem 6.3 in [DJX]) Let V be a rational and C2-cofinite simple vertex operator algebra. Assume
V is g-rational and the conformal weight of any irreducible g-twisted V -module is positive except for V itself for all
g ∈ G. Then
q dimV G Vχ = dimWχ.
Proposition 2.15. [DJX] Let V be a rational andC2-cofinite simple vertex operator algebra of CFT type with V ∼= V ′.
LetM0, M1, · · · , Md be all the inequivalent irreducible V -modules withM0 ∼= V . The corresponding conformal
weights λi satisfy λi > 0 for 0 < i ≤ d. Then
(i) q dimV
(
M i ⊠M j
)
= q dimV M
i · q dimV M j , ∀i, j.
(ii) A V -moduleM i is a simple current if and only if q dimV M
i = 1.
(iii) q dimV M
i ∈ {2 cos (pi/n) |n ≥ 3} ∪ {a|2 ≤ a <∞, a is algebraic} .
Remark 2.16. [ADJR] Let U and V be a vertex operator algebra under the same assumption with Proposition 2.15,
M be a U -module and N be a V -module. Then
q dimU⊗V M ⊗N = q dimU M · q dimU N.
2.6 The unitary series of the Virasoro VOAs
From now on we always assume p, q ∈ {2, 3, 4, ...}, and p, q are relatively prime.
Definition 2.17. [W] An ordered triple of pairs of integers ((m,n) , (m′, n′) , (m′′, n′′)) is admissible if 0 < m,m′,m′′ <
p, 0 < n, n′, n′′ < q, m + m′ + m′′ < 2p, n + n′ + n′′ < 2q, m < m′ + m′′, m′ < m + m′′, m′′ < m + m′,
n < n′ + n′′, n′ < n+ n′′, n′′ < n+ n′, and the sumsm+m′ +m′′, n+ n′ + n′′ are odd. We identify the triples
((m,n) , (m′, n′) , (m′′, n′′)) and ((m,n) , (p−m′, q − n′) , (p−m′′, q − n′′)).
Let cp,q = 1 − 6(p−q)
2
pq , hm,n =
(np−mq)2−(p−q)2
4pq , 0 < m < p, 0 < n < q. L (cp,q, hm,n) is the irreducible
highest weight representation of the Virasoro algebra L with highest weight (cp,q, hm,n). Then L (cp,q, 0) has a VOA
structure. Moreover, we have the following results [W]:
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Theorem 2.18. [W] The vertex operator algebra L (cp,q, 0) is rational and the minimal modules L (cp,q, hm,n), 0 <
m < p, 0 < n < q are all irreducible representations of L (cp,q, 0).
Theorem 2.19. [W] The fusion rules between L (cp,q, 0)-modules L (cp,q, hm′,n′) and L (cp,q, hm′′,n′′) are
L (cp,q, hm′,n′)⊠ L (cp,q, hm′′,n′′) =
∑
(m,n)
N
(m,n)
(m′,n′),(m′′,n′′)L (cp,q, hm,n) ,
where N
(m,n)
(m′,n′),(m′′,n′′) is 1 iff ((m,n) , (m
′, n′) , (m′′, n′′)) is an admissible triple of pairs and 0 otherwise.
2.7 Braiding matrices
Now let’s recall four point functions. Let V be a rational VOA and A = {M1,M2, ...,Mm} a set of representatives
of equaivalence class of irreducible V -modules. Then we have the following result:
Theorem 2.20. [H1] For anymodulesMa1 ,Ma2 ,Ma3 ,Ma4 andMa5 and any intertwining operatorsYa4a1,a5 ∈ Ia4a1,a5
and Ya5a2,a3 ∈ Ia5a2,a3 , there exist Ya4a2,µ;i ∈ Ia4a2,µ and Y
µ
a1,a3;i
∈ Iµa1,a3 for all Mµ ∈ A and i = 1, 2, ..., l for some l
such that the multi-valued analytic function〈
u′a4 ,Ya4a1,a5 (ua1 , x1)Ya5a2,a3 (ua2 , x2)ua3
〉 |x1=z1,x2=z2 (2.3)
of z1 and z2 in the region |z1| > |z2| > 0 and the multi-valued analytic function
∑
µ
l∑
i=1
〈
u′a4 ,Ya4a2,µ;i (ua2 , x2)Y
µ
a1,a3;i
(ua1 , x1)ua3
〉 |x1=z1,x2=z2 (2.4)
of z1 and z2 in the region |z2| > |z1| > 0, are analytic extensions of each other.
Remark 2.21. For the multi-valued analytic functions in (2.3), (2.4), we can get a single valued branch which is
called prefered branch in [H2] and we still use the same notation as (2.3), (2.4). Then we can get a similar result as
proposition 2.2:
ι−112
〈
u′a4 ,Ya4a1,a5 (ua1 , x1)Ya5a2,a3 (ua2 , x2)ua3
〉 |x1=z1,x2=z2
= ι−121
∑
µ
l∑
i=1
〈
u′a4 ,Ya4a2,µ;i (ua2 , x2)Y
µ
a1,a3;i
(ua1 , x1) ua3
〉 |x1=z1,x2=z2
we simply denote it as
ι−112
〈
u′a4 ,Ya4a1,a5 (ua1 , z1)Ya5a2,a3 (ua2 , z2)ua3
〉
= ι−121
∑
µ
l∑
i=1
〈
u′a4 ,Ya4a2,µ;i (ua2 , z2)Y
µ
a1,a3;i
(ua1 , z1)ua3
〉
.
Let
{
Yca,b;i|i = 1, · · · , N ca,b
}
be a basis of Ica,b. From [H2],
ι−112
〈
ua′
4
,Ya4a1,a5;i (ua1 , z1)Ya5a2,a3;j (ua2 , z2)ua3 |i = 1, · · · , Na4a1,a5 , j = 1, · · · , Na5a2,a3 , ∀a5
〉
is a linearly independent set. Fix a basis of intertwining operators. Then by remark 2.21 there exists
(
Ba3,a2a4,a1
)i,j;k,l
µ,γ
∈
C such that
ι−112
〈
ua′
4
,Ya4a3,µ;i (ua3 , z1)Y
µ
a2,a1;j
(ua2 , z2)ua1
〉
=
∑
k,l,γ
(
Ba3,a2a4,a1
)i,j;k,l
µ,γ
ι−121
〈
ua′
4
,Ya4a2,γ;k (ua2 , z2)Y
γ
a3,a1;l
(ua3 , z1)ua1
〉
(2.5)
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(see [H2]). Ba3,a2a4,a1 is called the braiding matrix.
Now let’s recall some formulas about minimal models of Virasoro vertex operator algebra given in [FFK].
Let α2− =
p
p′ , α
2
+ =
p′
p , here p
′ = p + 1. x = exp
(
2piiα2+
)
, y = exp
(
2piiα2−
)
, [l] = xl/2 − x−l/2, [l]′ =
yl/2− y−l/2. Denote cp = 1− 6p(p+1) with p = 2, 3, 4, · · · , h
(p)
(i′ i) =
1
4
(
i′2 − 1)α2−− 12 (i′i− 1)+ 14 (i2 − 1)α−2− =
(pi′−(p+1)i)2−1
4p(p+1) . Now we fix central charge cp, denote L
(
cp, h
(p)
(i′,i)
)
by (i′, i). Note that here (i′, i) is the same
as (i, i′) in Theorem 2.19. Let (a′, a), (m′,m), (n′, n), (c′, c), (b′, b), (d′, d) be irreducible L (cp, 0)-modules, the
braiding matrices of screened vertex operators have the almost factorized form (cf. (2.19) of [FFK]):(
B
(a′,a),(c′,c)
(m′,m),(n′,n)
)
(b′,b),(d′,d)
= i−(m
′−1)(n−1)−(n′−1)(m−1) (−1)1/2(a−b+c−d)(n′+m)+1/2(a′−b′+c′−d′)(n+m) (2.6)
· r′ (a′,m′, n′, c′)b′,d′ · r (a,m, n, c)b,d ,
where the nonvanishing matrix elements of r-matrices are
r (a, 1, n, c)a,c = r (a,m, 1, c)c,a = 1,
r (l ± 2, 2, 2, l)l±1,l±1 = x1/4,
r (l, 2, 2, l)l±1,l±1 = ∓x−1/4∓l/2
[1]
[l]
,
r (l, 2, 2, l)l±1,l∓1 = x
−1/4 [l± 1]
[l]
, (2.7)
and the other r-matrices are given by the recursive relation
r (a,m+ 1, n, c)b,d =
∑
d1≥1
r (a, 2, n, d1)a1,d · r (a1,m, n, c)b,d1 ,
r (a,m, n+ 1, c)b,d =
∑
d1≥1
r (a,m, 2, c1)b,d1 · r (d1,m, n, c)c1,d , (2.8)
for any choice of a1 and c1 compatible with the fusion rules. The r
′ matrices are given by the same formulas with the
replacement x→ y, [ ]→ [ ]′ .
Remark 2.22. Use the above notation, we see that the central charge of the model L
(
25
28 , 0
)
corresponds to the
parameter α2− =
7
8 with p = 7, p
′ = 8. The pairs (1, 1), (3, 1) , (5, 1) and (7, 1) correspond to the highest weights
0, 34 ,
13
4 and
15
2 respectively. The central charge of the model L
(
21
22 , 0
)
corresponds to the parameter α2− =
11
12 with
p = 11, p′ = 12. The pairs (1, 1), and (7, 1) correspond to the highest weights 0 and 8 respectively.
Now we will prove two lemmas which will be used in the proof of uniqueness of 5A and 3C algebra.
First we consider braiding matrix for L
(
25
28 , 0
)
-modules. P2 = L
(
25
28 ,
15
2
)
, P3 = L
(
25
28 ,
3
4
)
,P4 = L
(
25
28 ,
13
4
)
are irreducible L
(
25
28 , 0
)
-modules. For convenience, we will denote
(
BPc,PdPa,Pb
)
Pe,Pf
by
(
Bc,da,b
)
e,f
, a, b, c, d, e, f
∈ {2, 3, 4}.
Lemma 2.23.
(
B4,43,3
)
4,4
·
(
B4,43,3
)
2,3
−
(
B4,43,3
)
4,3
·
(
B4,43,3
)
2,4
6= 0, and
(
B4,43,3
)
3,2
·
(
B4,43,3
)
4,4
−
(
B4,43,3
)
4,2
·
(
B4,43,3
)
3,4
6=
0.
Proof. Using (2.6), (2.7) and Remark 2.22 , we have
(
B4,43,3
)
4,4
= r′ (5, 3, 3, 5)5,5, Using (2.7) and (2.8) we obtain:
r′ (5, 3, 3, 5)5,5 = r
′ (5, 2, 3, 4)4,5 · r′ (4, 2, 3, 5)5,4 + r′ (5, 2, 3, 6)4,5 · r′ (4, 2, 3, 5)5,6
6
with
r′ (5, 2, 3, 4)4,5 = r
′ (5, 2, 2, 3)4,4 · r′ (4, 2, 2, 4)3,5 = y
1
4 · y− 14 [3]
′
[4]
′ =
[3]
′
[4]
′ ,
r′ (4, 2, 3, 5)5,4 = r
′ (4, 2, 2, 6)5,5 · r′ (5, 2, 2, 5)6,4 = y
1
4 · y− 14 [6]
′
[5]
′ =
[6]
′
[5]
′ ,
r′ (5, 2, 3, 6)4,5 = r
′ (5, 2, 2, 5)4,4 · r′ (4, 2, 2, 6)5,5 + r′ (5, 2, 2, 5)4,6 · r′ (6, 2, 2, 6)5,5
= y5/2
[1]
′
[6]
′
+ [4]
′
[1]
′
[5]
′
[6]
′ ,
r′ (4, 2, 3, 5)5,6 = r
′ (4, 2, 2, 4)5,5 · r′ (5, 2, 2, 5)4,6 = −y−5/2
[1]
′
[5]
′ ,
where [l]
′
= 2i sin
(
7
8pil
)
, y = exp
(
7
4pii
)
. Then we have:
(
B4,43,3
)
4,4
= r′ (5, 3, 3, 5)5,5 =
[6]
′
[3]
′
[5]
′
[4]
′ −
[1]
′2 (
[4]
′
+ [6]
′)
[5]
′2
[6]
′ (2.9)
Similarly, we can obtain:
(
B4,43,3
)
2,3
= r′ (5, 3, 3, 5)7,3 = y
[6]′ [7]′
[4]′ [5]′
(2.10)
(
B4,43,3
)
4,3
= r′ (5, 3, 3, 5)5,3 = y
2 [1]
′
[6]
′
[4]′ [5]′
(2.11)
(
B4,43,3
)
2,4
= r′ (5, 3, 3, 5)7,5 = −y−3
(
[1]
′
[7]
′ (
[4]
′
+ [6]
′)
[5]′2 [4]′
+
[1]
′
[7]
′ (
[5]
′
+ [7]
′)
[6]′2 [5]′
)
(2.12)
From (2.9), (2.10), (2.11), (2.12) and a direct computation, we can obtain:
(
B4,43,3
)
4,4
·
(
B4,43,3
)
2,3
−
(
B4,43,3
)
4,3
·
(
B4,43,3
)
2,4
=
√
2− 1
2
+
3− 2√2
2
i 6= 0. (2.13)
By a similar process, we can obtain:
(
B4,43,3
)
3,2
·
(
B4,43,3
)
4,4
= y−1
[4]
′
[3]
′
[6]
′
[5]
′
(
[6]
′
[3]
′
[5]
′
[4]
′ −
[1]
′2 (
[4]
′
+ [6]
′)
[5]
′2
[6]
′
)
= y−1
(√
2− 1
)
, (2.14)
(
B4,43,3
)
4,2
·
(
B4,43,3
)
3,4
= −y−1 [1]
′
[4]
′
[5]
′
[6]
′
(
[1]
′
[3]
′ (
[3]
′
+ [5]
′)
[5]′ [4]′2
− [1]
′
[3]
′ (
[4]
′
+ [6]
′)
[5]′2 [6]′
)
= −y−1, (2.15)
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From (2.14) and (2.15), we have
(
B4,43,3
)
4,4
·
(
B4,43,3
)
2,3
−
(
B4,43,3
)
4,3
·
(
B4,43,3
)
2,4
=
√
2y−1 = 1 + i 6= 0. (2.16)
Then we consider braiding matrix for L
(
21
22 , 0
)
-modules. U1 = L
(
21
22 , 0
)
, U2 = L
(
21
22 , 8
)
are irreducible
L
(
21
22 , 0
)
-modules. For convenience, we will denote
(
BU
c,Ud
Ua,Ub
)
Ue,Uf
by
(
Bc,da,b
)
e,f
, a, b, c, d, e, f ∈ {1, 2}. Now we
are ready to give the following lemma.
Lemma 2.24.
(
B2,22,2
)
2,1
6= 0.
Proof. By a careful computation similar to Lemma2.23, we can obtain
(
B2,22,2
)
2,1
= y6 · [1]
′3
[2]
′3 ·
[1]
′
+ [3]
′
[3]
′ ·
[10]
′
[9]
′
[8]
′
[7]
′
[6]
′
[5]
′ ·
[3]
′
[4]
′
+ [1]
′
[4]
′
+ [1]
′
[2]
′
[3]
′
[4]
′ 6= 0,
where [l]′ = 2i sin
(
11
12pil
)
, y = exp
(
11
6 pii
)
.
3 Uniqueness of VOA structure of the 5A-algebra U
As in [LYY], we denote the irreducible module L
(
1
2 , h1
)⊗ L (2528 , h2)⊗ L ( 2528 , h3) by [h1, h2, h3] for simplicity of
notation. Let
U1 = [0, 0, 0], U2 = [0,
15
2
,
15
2
], U3 = [0,
3
4
,
13
4
], U4 = [0,
13
4
,
13
4
],
U5 = [
1
2
, 0,
15
2
], U6 = [
1
2
,
15
2
, 0], U7 = [
1
2
,
3
4
,
3
4
], U8 = [
1
2
,
13
4
,
13
4
],
U9 = [
1
16
,
5
32
,
57
32
], U10 = [
1
16
,
57
32
,
5
32
], U11 = [
1
16
,
57
32
,
165
32
], U12 = [
1
16
,
165
32
,
57
32
].
Then
U ∼= U1 ⊕ U2 ⊕ ...⊕ U11 ⊕ U12.
Lemma 3.1. Let W = U1 + U2 + U3 + U4, thenW is a subVOA of U and the VOA structure of 6A-algebra U is
uniquely determined byW .
Proof. By Remark 2.16 and some results in [DJX], The quantum dimensions of U i, i = 1, 2, ..., 11, 12 as U1 modules
are as follows:
q dimU1 U
1 = q dimU1 U
2 = q dimU1 U
5 = q dimU1 U
6 = 1,
q dimU1 U
3 = q dimU1 U
4 = q dimU1 U
7 = q dimU1 U
8 =
(
sin(3π8 )
sin(π8 )
)2
,
q dimU1 U
9 = q dimU1 U
10 = q dimU1 U
11 = q dimU1 U
12 =
1
sin2(π8 )
.
By the quantum dimensions above and the fusion rules of L
(
1
2 , 0
)
modules and L
(
25
28 , 0
)
modules, we can get
that U1+U2+ ...+U7+U8 is a subVOA of U , U9+U10+U11+U12 is a simple module of U1+U2+ ...+U7+U8
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and q dimU1+...+U8 U
9 + ...+ U12 = 1. By proposition 2.15, U9 + U10 + U11 + U12 is a simple current module of
U1+U2+ ...+U7+U8. Simialrly we can show that U1+U2+U3+U4 is a subVOA of U1+U2+ ...+U7+U8,
U5 +U6 +U7 +U8 is a simple current module of U1 +U2 +U3 +U4. HenceW is a subVOA of U and by Remark
2.11, the VOA structure of 6A-algebra U is uniquely determined byW .
Remark 3.2. Lemma 3.1 tells us in order to prove uniqueness of VOA structure on U , we only need to show the
uniqueness of VOA structure on W = U1 + U2 + U3 + U4. On the other hand, W = L
(
1
2 , 0
) ⊗ U , here U =
L
(
25
28 , 0
)⊗ L ( 2528 , 0)+ L (2528 , 152 )⊗ L ( 2528 , 152 )+ L ( 2528 , 34)⊗ L (2528 , 134 )+ L (2528 , 134 )⊗ L (2528 , 34). Now we only
need to prove uniqueness of VOA structure on U .
Remark 3.3. Since U1 = 0 and dimU0 = 1 by Theorem 2.3, there is a unique bilinear form on U and thus U
′ ∼= U .
Without loss of generality, we can identify U with U ′.
For convinience, we still use U1, U2, U3, U4 to denoteL
(
25
28 , 0
)⊗L (2528 , 0) , L ( 2528 , 152 )⊗L ( 2528 , 152 ) , L (2528 , 34)⊗
L
(
25
28 ,
13
4
)
, L
(
25
28 ,
13
4
)⊗ L ( 2528 , 34) respectively.
we denote
P1 = Q1 = L
(
25
28
, 0
)
, P2 = Q2 = L
(
25
28
,
15
2
)
,
P3 = Q4 = L
(
25
28
,
3
4
)
, P4 = Q3 = L
(
25
28
,
13
4
)
and U i = Pi ⊗Qi, i = 1, 2, 3, 4. Then
U ∼= P1 ⊗Q1 ⊕ P2 ⊗Q2 ⊕ P3 ⊗Q3 ⊕ P4 ⊗Q4 = U1 ⊕ U2 ⊕ U3 ⊕ U4.
For convenience, we list the following tables of fusion rules
P1 P2 P3 P4
P2 P1 P4 P3
P3 P4 P1 + P3 + P4 P2 + P3 + P4
P4 P3 P2 + P3 + P4 P1 + P3 + P4
U1 U2 U3 U4
U2 U1 U4 U3
U3 U4 U1 + U3 + U4 U2 + U3 + U4
U4 U3 U2 + U3 + U4 U1 + U3 + U4
Let (U, Y ) be a vertex operator algebra structure on U with
Y (u, z) =
∑
a,b,c∈{1,2,3,4}
λca,b · Ica,b (ua, z)ub
where Ica,b, a, b, c ∈ {1, 2, 3, 4} is a basis of IU1
(
Uc
Ua Ub
)
. Furthermore, for each ua ∈ Ua we write ua = ua1 ⊗ ua2
where ua1 ∈ Pa and ua2 ∈ Qa, Ica,b = Yca,b ⊗ Y
c
a,b where Yca,b ∈ IP1
(
Pc
Pa Pb
)
, Yca,b ∈ IQ1
(
Qc
Qa Qb
)
with a, b, c ∈
{1, 2, 3, 4}.
Lemma 3.4. λca,b 6= 0 if N ca,b = dim IU1
(
Uc
Ua Ub
) 6= 0.
Claim 1. λkk,1 6= 0, ∀k = 2, 3, 4.
9
Proof. For any uk ∈ Uk, k = 1, 2, 3, 4, using skew symmetry of Y (·, z) ([FHL]), we have
Y (uk, z)u1 = ezL(−1)Y
(
u1,−z)uk = λk1,k · ezL(−1)Ik1,k (u1,−z)uk = λkk,1 · Ikk,1 (uk, z)u1.
Since Uk is an irreducible U1-module, we have λk1,k 6= 0, ∀k = 1, 2, 3, 4. So λkk,1 6= 0, ∀k = 2, 3, 4.
Claim 2. λ1k,k 6= 0, ∀k = 2, 3, 4.
Proof. By Remark 3.3, U has a unique invariant bilinear form 〈·, ·〉 with 〈1, 1〉 = 1. For uk, vk ∈ Uk, k = 1, 2, 3, 4,
we have 〈
Y
(
uk, z)vk
)
, u1
〉
=
〈
vk, Y
(
ezL(−1)
(−z−2)L(0) uk, z−1)u1〉 .
That is, 〈
λ1k,k · I1k,k
(
uk, z
)
vk, u1
〉
=
〈
vk, λkk,1 · Ikk,1
(
ezL(−1)
(−z−2)L(0) uk, z−1) u1〉 .
Applying previous claim, λkk,1 6= 0, hence λ1k,k 6= 0, ∀k = 2, 3, 4.
Claim 3. λ43,2, λ
4
2,3, λ
3
2,4, λ
3
4,2, λ
2
3,4, λ
2
4,3 are all nonzero .
Proof. Let u2 ∈ U2, u3 ∈ U3, u4 ∈ U4 . Skew symmetry of Y gives
〈
Y
(
u2, z
)
u3, u4
〉
=
〈
ezL(−1)Y
(
u3,−z)u2, u4〉 ,
that is, 〈
λ42,3 · I42,3
(
u2, z
)
u3, u4
〉
=
〈
λ43,2 · ezL(−1)I43,2
(
u3,−z)u2, u4〉 . (3.1)
So λ42,3 and λ
4
3,2 are both zero or nonzero. Similarly, we can get λ
3
2,4 and λ
3
4,2 are both zero or nonzero, λ
2
4,3 and λ
2
3,4
are both zero or nonzero.
For any u1 ∈ U1, u2, v2 ∈ U2, u3, v3 ∈ U3 and u4 ∈ U4, commutativity of Y implies
ι−112
〈
u1, Y
(
u2, z1
)
Y
(
u3, z2
)
u4
〉
= ι−121
〈
u1, Y
(
u3, z1
)
Y
(
u2, z1
)
u4
〉
,
ι−112
〈
u1, Y
(
u4, z1
)
Y
(
u3, z2
)
u2
〉
= ι−121
〈
u1, Y
(
u3, z1
)
Y
(
u4, z1
)
u2
〉
,
ι−112
〈
v2, Y
(
u2, z1
)
Y
(
u3, z2
)
v3
〉
= ι−121
〈
v2, Y
(
u3, z1
)
Y
(
u2, z1
)
v3
〉
.
That is,
ι−112
〈
u1, λ12,2λ
2
3,4 · I12,2
(
u2, z1
) I23,4 (u3, z2)u4〉
= ι−121
〈
u1, λ13,3λ
3
2,4 · I13,3
(
u3, z2
) I32,4 (u2, z1)u4〉 , (3.2)
ι−112
〈
u1, λ14,4λ
4
3,2 · I14,4
(
u4, z1
) I43,2 (u3, z2)u2〉
= ι−121
〈
u1, λ13,3λ
3
4,2 · I13,3
(
u3, z2
) I34,2 (u4, z1)u2〉 , (3.3)
ι−112
〈
v2, λ22,1λ
1
3,3 · I22,1
(
u2, z1
) I13,3 (u3, z2) v3〉
= ι−121
〈
v2, λ23,4λ
4
2,3 · I23,4
(
u3, z2
) I42,3 (u2, z1) v3〉 . (3.4)
Then the Claim follows from (3.1), (3.2), (3.3), (3.4) and Claim 1 and 2.
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Claim 4. λ33,4, λ
3
4,3, λ
4
3,3, λ
4
4,4, λ
3
3,4, λ
4
3,4, λ
4
4,3, λ
3
3,3, λ
3
4,4 are all nonzero .
Proof. First we will show that λ34,3, λ
4
3,3, λ
4
4,4, λ
3
3,4 are all zero or all nonzreo.
Let u1 ∈ U1, u2 ∈ U2, v3, u3 ∈ U3, v4, u4 ∈ U4 . Skew symmetry of Y gives
〈
Y
(
u3, z
)
u4, v3
〉
=
〈
ezL(−1)Y
(
u4,−z)u3, v3〉 ,
that is, 〈
λ33,4 · I33,4
(
u3, z
)
u4, v3
〉
=
〈
λ34,3 · ezL(−1)I34,3
(
u4,−z)u3, v3〉 . (3.5)
So λ33,4 and λ
3
4,3 are both zero or nonzero.
commutativity of Y implies
ι−112
〈
u1, Y
(
u3, z1
)
Y
(
u4, z2
)
v3
〉
= ι−121
〈
u1, Y
(
u4, z1
)
Y
(
u3, z1
)
v3
〉
,
ι−112
〈
u2, Y
(
u3, z1
)
Y
(
u4, z2
)
v4
〉
= ι−121
〈
u2, Y
(
u4, z1
)
Y
(
u3, z1
)
v4
〉
,
That is,
ι−112
〈
u1, λ13,3λ
3
4,3 · I13,3
(
u3, z1
) I34,3 (u4, z2) v3〉
= ι−121
〈
u1, λ14,4λ
4
3,3 · I14,4
(
u4, z2
)I43,3 (u3, z1) v3〉 , (3.6)
ι−112
〈
u2, λ23,4λ
4
4,4 · I23,4
(
u3, z1
) I44,4 (u4, z2) v4〉
= ι−121
〈
u2, λ24,3λ
3
3,4 · I24,3
(
u4, z2
)I33,4 (u3, z1) v4〉 , (3.7)
Combining with Claim 1-3 and (3.5), (3.6), (3.7) we have λ34,3 and λ
4
3,3 are both zero or nonzero, λ
4
4,4 and λ
3
3,4 are
both zero or nonzero. In total, λ34,3, λ
4
3,3, λ
4
4,4, λ
3
3,4 are all zero or all nonzreo.
Similarly, we can show that λ43,4, λ
4
4,3, λ
3
3,3, λ
3
4,4 are all zero or all nonzreo.
Next we use braiding matrices to finish this claim.
Consider the four point functions on
(
U3, U4, U4, U3
)
. Let p31 ⊗ p32, t31 ⊗ t32 ∈ U3, u41 ⊗ u42, v41 ⊗ v42 ∈ U4, let
11
B4,43,3 be as defined in (2.5), then we have
ι−112
〈
t31 ⊗ t32, Y
(
v41 ⊗ v42 , z1
)
Y
(
u41 ⊗ u42, z2
)
p31 ⊗ p32
〉
= ι−112 〈t31 ⊗ t32, λ34,2λ24,3 · Y34,2 ⊗ Y
3
4,2
(
v41 ⊗ v42 , z1
) · Y24,3 ⊗ Y24,3 (u41 ⊗ u42, z2) · p31 ⊗ p32
+ λ34,3λ
3
4,3 · Y34,3 ⊗ Y
3
4,3
(
v41 ⊗ v42 , z1
) · Y34,3 ⊗ Y34,3 (u41 ⊗ u42, z2) · p31 ⊗ p32〉
+ λ34,4λ
4
4,3 · Y34,4 ⊗ Y
3
4,4
(
v41 ⊗ v42 , z1
) · Y44,3 ⊗ Y44,3 (u41 ⊗ u42, z2) · p31 ⊗ p32〉
= ι−112 〈t31 ⊗ t32, λ34,2λ24,3 · Y34,2
(
v41 , z1
)Y24,3 (u41, z2) p31 ⊗ Y34,2 (v42 , z1)Y24,3 (u42, z2) p32
+ λ34,3λ
3
4,3 · Y34,3
(
v41 , z1
)Y34,3 (u41, z2) p31 ⊗ Y34,3 (v42 , z1)Y34,3 (u42, z2) p32
+ λ34,4λ
4
4,3 · Y34,4
(
v41 , z1
)Y44,3 (u41, z2) p31 ⊗ Y34,4 (v42 , z1)Y44,3 (u42, z2) p32〉
= ι−121 〈t31 ⊗ t32, λ34,2λ24,3 ·
∑
i=2,3,4
(
B4,43,3
)
2,i
Y34,i
(
u41, z2
)Yi4,3 (v41 , z1) p31
⊗
∑
j=2,3,4
(
B˜4,43,3
)
2,j
Y34,j
(
u42, z2
)Yj4,3 (v42 , z1) p32
+ λ34,3λ
3
4,3 ·
∑
i=2,3,4
(
B4,43,3
)
3,i
Y34,i
(
u41, z2
)Yi4,3 (v41 , z1) p31
⊗
∑
j=2,3,4
(
B˜4,43,3
)
3,j
Y34,j
(
u42, z2
)Yj4,3 (v42 , z1) p32
+ λ34,4λ
4
4,3 ·
∑
i=2,3,4
(
B4,43,3
)
4,i
Y34,i
(
u41, z2
)Yi4,3 (v41 , z1) p31
⊗
∑
j=2,3,4
(
B˜4,43,3
)
4,j
Y34,j
(
u42, z2
)Yj4,3 (v42 , z1) p32〉
In the mean time, we have
ι−121
〈
t31 ⊗ t32, Y
(
u41 ⊗ u42, z2
)
Y
(
v41 ⊗ v42 , z1
)
p31 ⊗ p32
〉
= ι−121 〈t31 ⊗ t32, λ34,2λ24,3 · Y34,2
(
u41, z2
)Y24,3 (v41 , z1) p31 ⊗ Y34,2 (u42, z2)Y24,3 (v42 , z1) p32
+ λ34,3λ
3
4,3 · Y34,3
(
u41, z2
)Y34,3 (v41 , z1) p31 ⊗ Y34,3 (u42, z2)Y34,3 (v42 , z1) p32
+ λ34,4λ
4
4,3 · Y34,4
(
u41, z2
)Y44,3 (v41 , z1) p31 ⊗ Y34,4 (u42, z2)Y44,3 (v42 , z1) p32〉
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Then we can imply that

λ34,2λ
2
4,3
(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,2
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,2
= λ34,2λ
2
4,3
λ34,2λ
2
4,3
(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,3
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,3
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,3
= λ34,3λ
3
4,3
λ34,2λ
2
4,3
(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,4
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,4
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,4
= λ34,4λ
4
4,3
λ34,2λ
2
4,3
(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,3
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,3
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,3
= 0
λ34,2λ
2
4,3
(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,4
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,4
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,4
= 0.
λ34,2λ
2
4,3
(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,2
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,2
= 0
λ34,2λ
2
4,3
(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,4
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,4
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,4
= 0
λ34,2λ
2
4,3
(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,2
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,2
= 0
λ34,2λ
2
4,3
(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,3
+ λ34,3λ
3
4,3 ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,3
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,3
= 0
(3.8)
If λ34,3 = 0 , then from the first, sixth, eighth equations of (3.8) we have

λ34,2λ
2
4,3
(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,2
= λ34,2λ
2
4,3
λ34,2λ
2
4,3
(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,2
= 0
λ34,2λ
2
4,3
(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,2
= 0
then we can get the following:

λ34,2λ
2
4,3
(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,2
+ λ34,4λ
4
4,3 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,2
= λ34,2λ
2
4,3
λ34,2λ
2
4,3
((
B4,43,3
)
4,4
·
(
B4,43,3
)
2,3
−
(
B4,43,3
)
4,3
·
(
B4,43,3
)
2,4
)
·
(
B˜4,43,3
)
2,2
= 0
λ34,4λ
4
4,3
((
B4,43,3
)
4,4
·
(
B4,43,3
)
2,3
−
(
B4,43,3
)
4,3
·
(
B4,43,3
)
2,4
)
·
(
B˜4,43,3
)
4,2
= 0
(3.9)
Since by Lemma 2.23 (
B4,43,3
)
4,4
·
(
B4,43,3
)
2,3
−
(
B4,43,3
)
4,3
·
(
B4,43,3
)
2,4
6= 0,
from the last two equations of (3.9) we have(
B˜4,43,3
)
2,2
= 0, λ34,4λ
4
4,3
(
B˜4,43,3
)
4,2
= 0.
But then by the first equation of (3.9) we will get 0 = λ34,2λ
2
4,3, contradicting with Claim 3. So λ
3
4,3 6= 0.
By a similar process, we can get λ34,4 6= 0. Hence λ33,4, λ34,3, λ43,3, λ44,4, λ33,4, λ43,4, λ44,3, λ33,3, λ34,4 are all nonzero
.
The following lemma was given in [DJY]:
Lemma 3.5. Let (V, Y ) be a vertex operator algebra and σ : V → V be a linear isomorphism such that σ (1) =
1, σ (ω) = ω. Then (V, Y σ) is a vertex operator algebra where
Y σ(u, z) = σY (σ−1u, z)σ−1
and (V, Y ) ∼= (V, Y σ).
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Let (U, Y ) be a vertex operator algebra structure on U . First we fix a basis
{
Yca,b (·, z) |a, b, c = 1, 2, 3, 4
}
for
space of intertwining operators of type
(
Qc
Qa Qb
)
, a, b, c ∈ {1, 2, 3, 4} as in [FFK]. By lemma 3.4, without loss of
generality, we can choose a basis {Y (·, z) |a, b, c = 1, 2, 3, 4} for space of intertwining operators of type
(
Pc
Pa Pb
)
,
a, b, c ∈ {1, 2, 3, 4} such that the coefficients λca,b = 1 if N ca,b 6= 0. Now we have (U, Y ), a vertex operator algebra
structure on U = U1 ⊕ U2 ⊕ U3 ⊕ U4 such that for any uk, vk ∈ Uk, k = 1, 2, 3, 4,
Y
(
uk, z
)
u1 = Ikk,1
(
uk, z
)
u1, k ∈ {2, 3, 4} ;
Y
(
u2, z
)
ua = Ib2,a
(
u2, z
)
ua, {a, b} = {3, 4} ;
Y (ua, z)u2 = Iba,2 (ua, z)u2, {a, b} = {3, 4} ;
Y
(
u2, z
)
v2 = I12,2
(
u2, z
)
v2;
Y
(
uk, z
)
vk = I1k,k
(
uk, z
)
vk + I3k,k
(
uk, z
)
vk + I4k,k
(
uk, z
)
vk, k ∈ {3, 4} ;
Y (ua, z)ub = I2a,b (ua, z)ub + I3a,b (ua, z)ub + I4a,b (ua, z)ub, {a, b} = {3, 4} , (3.10)
where Ica,b ∈ IU1
(
Uc
Ua Ub
)
, a, b, c ∈ {1, 2, 3, 4} are nonzero intertwining operators. Furthermore, for each ui ∈ U i,
we write ui = ui1 ⊗ ui2 where ui1 ∈ Pi and ui2 ∈ Qi, Ica,b = Yca,b ⊗ Y
c
a,b where Yca,b ∈ IP1
(
Pc
Pa Pb
)
, Yca,b ∈
IQ1
(
Qc
Qa Qb
)
with a, b, c ∈ {1, 2, 3, 4}.
Theorem 3.6. The vertex operator algebra structure on U over C is unique.
Proof. Let (U, Y ) be the vertex operator algebra structure as given in (3.10). Suppose
(
U, Y
)
is another vertex
operator algebra structure on U . Without loss of generality, we may assume Y (u, z) = Y (u, z) for all u ∈ U1.
From our settings above, there exist nonzero constants λii,1, λ
1
2,2, λ
k
2,j , λ
k
j,2 λ
p
3,4,λ
p
4,3, λ
l
33, λ
l
4,4where i, p = 2, 3, 4,
{j, k} = {3, 4}, l = 1, 3, 4 such that for any ui, vi ∈ U i, i = 1, 2, 3, 4, we have
Y
(
uk, z
)
u1 = λkk,1 · Ikk,1(uk, z)u1, k ∈ {2, 3, 4} ;
Y
(
u2, z
)
v2 = λ12,2 · I12,2(u2, z)v2;
Y
(
u2, z
)
ua = λb2,a · Ib2,a(u2, z)ua, {a, b} = {3, 4} ;
Y (ua, z)u2 = λba,2 · Iba,2(ua, z)u2, {a, b} = {3, 4} ;
Y
(
uk, z
)
vk = λ1k,k · I1k,k
(
uk, z
)
vk + λ3k,k · I3k,k
(
uk, z
)
vk + λ4k,k · I4k,k
(
uk, z
)
vk, k ∈ {3, 4} ;
Y (ua, z)ub = λ2a,b · I2a,b (ua, z)ub + λ3a,b · I3a,b (ua, z)ub + λ4a,b · I4a,b (ua, z)ub, {a, b} = {3, 4} ;
where Ica,b ∈ IU1
(
Uc
Ua Ub
)
, a, b, c ∈ {1, 2, 3, 4} are nonzero intertwining operators.
Claim 1) λkk,1 = 1, k ∈ {2, 3, 4} .
For any u1 ∈ U1, uk ∈ Uk, k ∈ {2, 3, 4}, skew symmetry of Y (·, z) and Y (·, z) ( [FHL] ) imply
Y (uk, z)u1 = ezL(−1)Y
(
u1,−z)uk = ezL(−1)Y (u1,−z)uk = Y (uk, z)u1 = Ikk,1 (uk, z)u1.
In the mean time, Y
(
uk, z
)
u1 = λkk,1 · Ikk,1(uk, z)u1. Thus we get λkk,1 = 1.
Claim 2) λ1k,k = 1, k ∈ {2, 3, 4} .
Note that by Remark 3.3, U has a unique invariant bilinear form 〈·, ·〉 with 〈1, 1〉 = 1. For u1 ∈ U1 and uk, vk ∈
Uk, k ∈ {2, 3, 4}, we have
〈
Y
(
uk, z)vk
)
, u1
〉
=
〈
vk, Y
(
ezL(−1)
(−z−2)L(0) uk, z−1)u1〉 .
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That is, 〈I1k,k (uk, z) vk, u1〉 = 〈vk, Ikk,1 (ezL(−1) (−z−2)L(0) uk, z−1)u1〉 .
The invariant bilinear form on
(
U, Y
)
gives
〈
λ1k,k · I1k,k
(
uk, z
)
vk, u1
〉
=
〈
vk, λkk,1 · Ikk,1
(
ezL(−1)
(−z−2)L(0) uk, z−1) u1〉 .
Using claim 1, we get λ1k,k = 1.
Claim 3) λ42,3 = λ
4
3,2 = λ
3
2,4 = λ
3
4,2 = λ
2
4,3 = λ
2
3,4 = λ, λ
2 = 1.
Let u2 ∈ U2, u3 ∈ U3, u4 ∈ U4. by skew symmetry of Y we obtain
〈
Y
(
u2, z
)
u3, u4
〉
=
〈
ezL(−1)Y
(
u3,−z)u2, u4〉 ,
that is, 〈I42,3 (u2, z)u3u4〉 = 〈ezL(−1)I43,2 (u3,−z)u2, u4〉 .
Skew symmetry of Y gives
λ42,3
〈I42,3 (u2, z)u3, u4〉 = λ43,2 〈ezL(−1)I43,2 (u3,−z)u2, u4〉 .
The above two identities gives λ42,3 = λ
4
3,2. Similarly, we can prove λ
3
2,4 = λ
3
4,2, λ
2
3,4 = λ
2
4,3.
For any u1 ∈ U1, u2, v2 ∈ U2, u3, v3 ∈ U3 and u4 ∈ U4, Community of Y implies
ι−112
〈
u1, I12,2
(
u2, z1
) I23,4 (u3, z2)u4〉
= ι−121
〈
u1, I13,3
(
u3, z2
) I32,4 (u2, z1)u4〉 ,
Community of Y implies
ι−112
〈
u1, λ12,2λ
2
3,4 · I12,2
(
u2, z1
) I23,4 (u3, z2)u4〉
= ι−121
〈
u1, λ13,3λ
3
2,4 · I13,3
(
u3, z2
) I32,4 (u2, z1)u4〉 ,
The above two identities and claim 2) together give us
λ23,4 = λ
3
2,4. (3.11)
Similarly, from (3.3) and (3.4), we can get
λ43,2 = λ
3
4,2, (3.12)
λ23,4 · λ42,3 = 1. (3.13)
So λ42,3 = λ
4
3,2 = λ
3
2,4 = λ
3
4,2 = λ
2
4,3 = λ
2
3,4 = λ, λ
2 = 1.
Claim 4) λ33,4 = λ
4
4,3 = λ
4
3,3 = λ
4
4,4 = µ, λ
4
3,4 = λ
4
4,3 = λ
3
4,4 = λ
3
3,3 = γ, µ
2 = γ2 = 1.
The proof of equalities λ33,4 = λ
4
4,3 = λ
4
3,3 = λ
4
4,4, λ
4
3,4 = λ
4
4,3 = λ
3
4,4 = λ
3
3,3 is similar to Claim 3, we denote
them as µ, γ respectively. Now we mainly focus on the proof µ2 = γ2 = 1.
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Consider the four point functions on
(
U3, U4, U4, U3
)
. For (U, Y ) and
(
U, Y
)
, a similar process as (3.8) gives


(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,2
+
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,2
+
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,2
= 1(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,3
+
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,3
+
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,3
= 1(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,4
+
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,4
+
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,4
= 1(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,3
+
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,3
+
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,3
= 0(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,4
+
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,4
+
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,4
= 0(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,2
+
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,2
+
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,2
= 0(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,4
+
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,4
+
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,4
= 0(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,2
+
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,2
+
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,2
= 0(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,3
+
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,3
+
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,3
= 0


(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,2
+ µ2 ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,2
+ γ2 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,2
= 1(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,3
+ µ2 ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,3
+ γ2 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,3
= µ2(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,4
+ µ2 ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,4
+ γ2 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,4
= γ2(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,3
+ µ2 ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,3
+ γ2 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,3
= 0(
B4,43,3
)
2,2
·
(
B˜4,43,3
)
2,4
+ µ2 ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,4
+ γ2 ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,4
= 0(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,2
+ µ2 ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,2
+ γ2 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,2
= 0(
B4,43,3
)
2,3
·
(
B˜4,43,3
)
2,4
+ µ2 ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,4
+ γ2 ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,4
= 0(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,2
+ µ2 ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,2
+ γ2 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,2
= 0(
B4,43,3
)
2,4
·
(
B˜4,43,3
)
2,3
+ µ2 ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,3
+ γ2 ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,3
= 0
the two systems above give


(1− µ2) ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,2
+ (1− γ2) ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,2
= 0
(1− µ2) ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,3
= 1− µ2
(1− µ2) ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,4
+ (1− γ2) ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,4
= 1− γ2
(1− µ2) ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,3
= 0
(1− µ2) ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,4
+ (1− γ2) ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,4
= 0
(1− µ2) ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,2
+ (1− γ2) ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,2
= 0
(1− µ2) ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,4
+ (1− γ2) ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,4
= 0
(1− µ2) ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,2
+ (1− γ2) ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,2
= 0
(1− µ2) ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,3
= 0
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If 1− µ2 6= 0, by using the first, fourth, ninth equations of the system above, we have

(1− µ2) ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,3
= 1− µ2
(1− µ2) ·
(
B4,43,3
)
3,2
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,2
·
(
B˜4,43,3
)
4,3
= 0
(1− µ2) ·
(
B4,43,3
)
3,4
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,4
·
(
B˜4,43,3
)
4,3
= 0
Then by a simple computation we have

(1− µ2) ·
(
B4,43,3
)
3,3
·
(
B˜4,43,3
)
3,3
+ (1− γ2) ·
(
B4,43,3
)
4,3
·
(
B˜4,43,3
)
4,3
= 1− µ2
(1− µ2) ·
((
B4,43,3
)
3,2
·
(
B4,43,3
)
4,4
−
(
B4,43,3
)
4,2
·
(
B4,43,3
)
3,4
)
·
(
B˜4,43,3
)
3,3
= 0
(1− γ2) ·
((
B4,43,3
)
3,2
·
(
B4,43,3
)
4,4
−
(
B4,43,3
)
4,2
·
(
B4,43,3
)
3,4
)
·
(
B˜4,43,3
)
4,3
= 0
(3.14)
By lemma 2.23,
(
B4,43,3
)
3,2
·
(
B4,43,3
)
4,4
−
(
B4,43,3
)
4,2
·
(
B4,43,3
)
3,4
6= 0, so from the last two equations of (3.14) we have(
B˜4,43,3
)
3,3
= 0 and (1− γ2) ·
(
B˜4,43,3
)
4,3
= 0, But then from the first equation of (3.14), we get 1− µ2 = 0 which is a
contradiction. So µ2 = 1. Similarly, we can show that γ2 = 1.
Claim 5) (U, Y ) is isomorphic to
(
U, Y
)
.
Define a linear map σ such that
σ|U1 = 1, σ|U2 = λµγ, σ|U3 = γ, σ|U4 = µ
where λ2 = µ2 = γ2 = 1. It is clear that σ is a linear isomorphism of U . Using Lemma 3.5, σ gives a vertex operator
algebra structure (U, Y σ) with Y σ(u, z) = σY (σ−1u, z)σ−1 which is isomorphic to (U, Y ). It is easy to verify that
Y σ (u, z) = Y (u, z) for all u ∈ U . Thus we proved the uniqueness of the vertex operator algebra structure on U .
Theorem 3.7. The vertex operator algebra structure on 5A-algebra U over C is unique.
Proof. The theorem follows immediately from Remark 3.2 and Theorem 3.6.
4 Uniqueness of VOA structure of the 3C-algebra U
From here forward, we denote
U1 = L
(
1
2
, 0
)
⊗ L
(
21
22
, 0
)
, U2 = L
(
1
2
, 0
)
⊗ L
(
21
22
, 8
)
, U3 = L
(
1
2
,
1
2
)
⊗ L
(
21
22
,
45
2
)
,
U4 = L
(
1
2
,
1
2
)
⊗ L
(
21
22
,
7
2
)
, U5 = L
(
1
2
,
1
16
)
⊗ L
(
21
22
,
31
16
)
, U6 = L
(
1
2
,
1
16
)
⊗ L
(
21
22
,
175
16
)
.
Then from [LYY], the 3C-algebra
U ∼= U1 ⊕ U2 ⊕ U3 ⊕ U4 ⊕ U5 ⊕ U6.
Lemma 4.1. Let W = U1 + U2, then W is a subVOA of U and the VOA structure of 6A-algebra U is uniquely
determined byW .
Proof. The quantum dimensions of U i, i = 1, 2, 3, 4, 5, 6 as U1 modules are as follows:
q dimU1 U
1 = q dimU1 U
3 = 1,
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q dimU1 U
2 = q dimU1 U
4 =
sin(5π12 )
sin( π12 )
,
q dimU1 U
5 = q dimU1 U
6 =
√
2
sin(4π12 )
sin( π12 )
.
Combining with the fusion rules of L
(
1
2 , 0
)
modules and L
(
21
22 , 0
)
modules, we can get that U1 + U2 + U3 + U4
is a subVOA of U , U5 + U6 is a simple module of U1 + U2 + U3 + U4 and q dimU1+...+U4 U5 + U6 = 1. By
proposition 2.15, U5 + U6 is a simple current module of U1 + U2 + U3 + U4. Similarly we can getW = U1 + U2
is a subVOA of U1 +U2 +U3 +U4, U3 +U4 is a simple current module ofW . HenceW is a subVOA of U and by
Remark 2.11, the VOA structure of 3C-algebra U is uniquely determined by W . So in order to prove uniqueness of
VOA structure on U , we only need to show the uniqueness of VOA structure on U1+U2. Since U1+U2 = L (12 , 0)⊗(
L
(
21
22 , 0
)
+ L
(
21
22 , 8
))
, so it is enough to show the uniqueness of VOA structure on L
(
21
22 , 0
)
+ L
(
21
22 , 8
)
.
Remark 4.2. Lemma 4.1 tells us in order to prove uniqueness of VOA structure on U , we only need to show the
uniqueness of VOA structure onW = U1+U2. On the other hand,W = L
(
1
2 , 0
)⊗U , hereU = L ( 2122 , 0)+L ( 2122 , 8).
Now we only need to prove uniqueness of VOA structure on U .
Remark 4.3. Since U1 = 0 and dimU0 = 1 by Theorem 2.3, there is a unique bilinear form on U and thus U
′ ∼= U .
Without loss of generality, we can identify U with U ′.
From now on, we let U = U1 + U2, U1 = L
(
21
22 , 0
)
, U2 = L
(
21
22 , 8
)
. Let (U, Y ) be a vertex operator algebra
structure on U with
Y (u, z) =
∑
a,b,c∈{1,2}
λca,b · Ica,b (ua, z)ub
where Ica,b, a, b, c ∈ {1, 2} is a basis of IU1
(
Uc
Ua Ub
)
.
Lemma 4.4. λca,b 6= 0 if N ca,b = dim IU1
(
Uc
Ua Ub
) 6= 0.
Claim 5. λ22,1 6= 0.
Proof. For any uk ∈ Uk, k = 1, 2, using skew symmetry of Y (·, z) ([FHL]), we have
Y (u2, z)u1 = ezL(−1)Y
(
u1,−z)u2 = λ21,2 · ezL(−1)I21,2 (u1,−z)u2 = λ22,1 · I22,1 (u2, z)u1.
Since U2 is an irreducible U1-module, we have λ21,2 6= 0, . So λ22,1 6= 0.
Claim 6. λ12,2 6= 0.
Proof. By Remark 4.3, U has a unique invariant bilinear form 〈·, ·〉 with 〈1, 1〉 = 1. For uk, vk ∈ Uk, k = 1, 2, we
have 〈
Y
(
u2, z)v2
)
, u1
〉
=
〈
v2, Y
(
ezL(−1)
(−z−2)L(0) u2, z−1)u1〉 .
That is, 〈
λ12,2 · I12,2
(
u2, z
)
v2, u1
〉
=
〈
v2, λ22,1 · I22,1
(
ezL(−1)
(−z−2)L(0) u2, z−1) u1〉 .
Applying previous claim, λ22,1 6= 0, hence λ12,2 6= 0.
Claim 7. λ22,2 6= 0.
Proof. Assume λ22,2 = 0. Then we have U
1.U2 = U2, U2.U1 = U2, U2.U2 = U1. Define σ : U1 +U2 → U1 +U2
such that σ|U1 = 1 and σ|U2 = −1. Then σ is an order 2 automorphism of U1 + U2 with
(
U1 + U2
)σ
= U1 and
U2 is a U1-module.By Theorem 2.12 and Theorem 2.14, q dimU1 U
2 = 1 because any irreducible representation of
the group generated by σ is 1-dimensional, contradicting with the fact that q dimU1 U
2 =
sin( 5pi
12
)
sin( pi
12
) 6= 0. Therefore,
λ22,2 6= 0.
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Let (U, Y ) be a vertex operator algebra structure on U . Without loss of generality, we can choose a basis Ica,b ∈
IU1
(
Uc
Ua Ub
)
, a, b, c ∈ {1, 2} such that the coefficients λca,b = 1 if N ca,b 6= 0. Now we have (U, Y ), a vertex operator
algebra structure on U = U1 ⊕ U2 such that for any uk, vk ∈ Uk, k = 1, 2,
Y
(
u2, z
)
u1 = I22,1
(
u2, z
)
u1;
Y
(
u2, z
)
v2 = I22,2
(
u2, z
)
v2;
Y
(
u2, z
)
v2 = I12,2
(
u2, z
)
v2.
(4.1)
Theorem 4.5. The vertex operator algebra structure on U over C is unique.
Proof. Let (U, Y ) be the vertex operator algebra structure as given in (4.1). Suppose
(
U, Y
)
is another vertex operator
algebra structure on U . Without loss of generality, we may assume Y (u, z) = Y (u, z) for all u ∈ U1. From our
settings above, there exist nonzero constants λ22,1, λ
1
2,2, λ
2
2,2 such that for any u
i, vi ∈ U i, i = 1, 2, we have
Y
(
u2, z
)
u1 = λ22,1 · I22,1(u2, z)u1;
Y
(
u2, z
)
v2 = λ12,2 · I12,2(u2, z)v2;
Y
(
u2, z
)
u2 = λ22,2 · I22,2(u2, z)u2;
where Ica,b ∈ IU1
(
Uc
Ua Ub
)
, a, b, c ∈ {1, 2} are nonzero intertwining operators.
Claim 1) λ22,1 = 1.
For any u1 ∈ U1, u2 ∈ U2, skew symmetry of Y (·, z) and Y (·, z) ( [FHL] ) imply
Y (u2, z)u1 = ezL(−1)Y
(
u1,−z)u2 = ezL(−1)Y (u1,−z)u2 = Y (u2, z)u1 = I22,1 (u2, z)u1.
In the mean time, Y
(
u2, z
)
u1 = λ22,1 · I22,1(u2, z)u1. Thus we get λ22,1 = 1.
Claim 2) λ12,2 = 1.
Note that by Remark 4.3, U has a unique invariant bilinear form 〈·, ·〉 with 〈1, 1〉 = 1. For u1 ∈ U1 and u2, v2 ∈
U2, we have 〈
Y
(
u2, z)v2
)
, u1
〉
=
〈
v2, Y
(
ezL(−1)
(−z−2)L(0) u2, z−1)u1〉 .
That is, 〈I12,2 (u2, z) v2, u1〉 = 〈v2, I22,1 (ezL(−1) (−z−2)L(0) u2, z−1)u1〉 .
The invariant bilinear form on
(
U, Y
)
gives
〈
λ12,2 · I12,2
(
u2, z
)
v2, u1
〉
=
〈
v2, λ22,1 · I22,1
(
ezL(−1)
(−z−2)L(0) u2, z−1) u1〉 .
Using claim 1, we get λ12,2 = 1.
Claim 3) λ22,2 = ±1.
For simplicity, we denote λ22,2 := λ. Consider the four point functions on
(
U2, U2, U2, U2
)
. For
(
U, Y
)
Let
p2, t2, u2, v2 ∈ U2, we have
ι−112
〈
t2, Y
(
v2, z1
)
Y
(
u2, z2
)
p2
〉
= ι−112 〈t2, I22,1
(
v2, z1
) I12,2 (u2, z2) · p2 + λ2I22,2 (v2, z1) I22,2 (u2, z2) · p2〉
= ι−121 〈t2,
∑
i=1,2
(
B2,22,2
)
1,i
I22,i
(
u2, z2
) Ii2,2 (v2, z1) · p2 + λ2 · ∑
i=1,2
(
B2,22,2
)
2,i
I22,i
(
u2, z2
) Ii2,2 (v2, z1) · p2〉
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In the mean time,
ι−121
〈
t2, Y
(
u2, z2
)
Y
(
v2, z1
)
p2
〉
= ι−121 〈t2, I22,1
(
u2, z2
) I12,2 (v2, z1) · p2 + λ2I22,2 (u2, z2) I22,2 (v2, z1) · p2〉
Then we can imply that 

(
B2,22,2
)
1,1
+ λ2 ·
(
B2,22,2
)
2,1
= 1(
B2,22,2
)
1,2
+ λ2 ·
(
B2,22,2
)
2,2
= λ2
Similarly, for (U, Y ), we have 

(
B2,22,2
)
1,1
+
(
B2,22,2
)
2,1
= 1(
B2,22,2
)
1,2
+
(
B2,22,2
)
2,2
= 1
From these two systems of equation, we can get


(1− λ2) ·
(
B2,22,2
)
2,1
= 0
(1− λ2) ·
(
B2,22,2
)
2,2
= 1− λ2
By Lemma 2.24, we have
(
B2,22,2
)
2,1
6= 0, which implies λ2 = 1.
Claim 4) (U, Y ) is isomorphic to
(
U, Y
)
.
Define a linear map σ such that
σ|U1 = 1, σ|U2 = λ
where λ2 = 1. It is clear that σ is a linear isomorphism of U . Using Lemma 3.5, σ gives a vertex operator alge-
bra structure (U, Y σ) with Y σ(u, z) = σY (σ−1u, z)σ−1 which is isomorphic to (U, Y ). It is easy to verify that
Y σ (u, z) = Y (u, z) for all u ∈ U . Thus we proved the uniqueness of the vertex operator algebra structure on U .
Theorem 4.6. The vertex operator algebra structure on 3C-algebra U over C is unique.
Proof. The theorem follows immediately from Remark 4.2 and Theorem 4.5.
5 Fusion rules
In this section, we will use the following result:
Proposition 5.1. ([ADL]) Let V be a vertex operator algebra and letW 1,W 2,W 3 be V -modules among whichW 1
and W 2 are irreducible. Suppose that V0 is a vertex operator subalgebra of V (with the same Virasoro element) and
thatN1 andN2 are irreducible V0-modules ofW
1 andW 2, respectively. Then the restriction map from IV
(
W 3
W 1 W 2
)
to IV0
(
W 3
N1 N2
)
is injective. In particular,
dim IV
(
W 3
W 1 W 2
)
≤ dim IV0
(
W 3
N1 N2
)
.
5.1 fusion rules of the 5A-algebra U
First we need the following theorem:
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Theorem 5.2. (theorem 3.19 in [LYY]) There are exactly nine irreducible modules U(i, j), i, j = 1, 3, 5, for U . As
L
(
1
2 , 0
)⊗ L ( 2528 , 0)⊗ L (2528 , 0)-modules, they are of the following form:
U(i, j) ∼= [0, hi,1, hj,1]⊕ [0, hi,3, hj,5]⊕ [0, hi,5, hj,3]⊕ [0, hi,7, hj,7]
⊕[ 12 , hi,1, hj,7]⊕ [ 12 , hi,3, hj,3]⊕ [ 12 , hi,5, hj,5]⊕ [ 12 , hi,7, hj,1]
⊕[ 116 , hi,2, hj,4]⊕ [ 116 , hi,4, hj,2]⊕ [ 116 , hi,6, hj,4]⊕ [ 116 , hi,4, hj,6],
where hm,n =
(7n−8m)2−1
4·7·8 .
Now we can state our theorem:
Theorem 5.3. dim IU
( U(i′′,j′′)
U(i,j) U(i′,j′)
)
= 1 iff both ((i, 1) , (i′, 1) , (i′′, 1)) and ((j, 1) , (j′, 1) , (j′′, 1)) are admissible
triples of pairs for p = 7, q = 8 (see definition 2.17) and 0 otherwise.
Proof. theorem 5.1 implies the following inequality:
dim IU
( U(i′′,j′′)
U(i,j) U(i′,j′)
)
≤ dim I[0,0,0]
( U(i′′,j′′)
[0,hi,1,hj,1] [0,hi′,1,hj′,1]
)
= dim I[0,0,0]
(
[0,hi′′,1,hj′′,1]
[0,hi,1,hj,1] [0,hi′,1,hj′,1]
)
.
On the other hand, by directly computation, we have
q dimU U(i, j) = q dim[0,0,0][0, hi,1, hj,1] =
sin(8iπ7 )
sin(8π7 )
· sin(
8jπ
7 )
sin(8π7 )
.
So we have
dim IU
( U(i′′,j′′)
U(i,j) U(i′,j′)
)
= dim I[0,0,0]
( U(i′′,j′′)
[0,hi,1,hj,1] [0,hi′,1,hj′,1]
)
= dim IL( 2528 ,0)
(
L( 2528 ,hi′′,1)
L( 2528 ,hi,1) L(
25
28
,hi′,1)
)
· dim IL( 2528 ,0)
(
L( 2528 ,hj′′,1)
L( 2528 ,hj,1) L(
25
28
,hj′,1)
)
.
Then we can conclude our theorem by using theorem 2.19.
5.2 fusion rules of the 3C-algebra U
First we need the following theorem:
Theorem 5.4. (theorem 3.38 in [LYY]) There are exactly five irreducible U-modules U(2k), 0 ≤ k ≤ 4. In fact,
U(0) = U and as L ( 12 , 0)⊗ L (2122 , 0)-modules,
U(2) ∼= [0, 13
11
]⊕ [0, 35
11
]⊕ [ 1
2
,
15
22
]⊕ [ 1
2
,
301
22
]⊕ [ 1
16
,
21
176
]⊕ [ 1
16
,
901
176
]
U(4) ∼= [0, 6
11
]⊕ [0, 50
11
]⊕ [ 1
2
,
1
22
]⊕ [ 1
2
,
155
22
]⊕ [ 1
16
,
85
176
]⊕ [ 1
16
,
261
176
]
U(6) ∼= [0, 1
11
]⊕ [0, 111
11
]⊕ [ 1
2
,
35
22
]⊕ [ 1
2
,
57
22
]⊕ [ 1
16
,
5
176
]⊕ [ 1
16
,
533
176
]
U(8) ∼= [0, 20
11
]⊕ [0, 196
11
]⊕ [ 1
2
,
7
22
]⊕ [ 1
2
,
117
22
]⊕ [ 1
16
,
133
176
]⊕ [ 1
16
,
1365
176
].
Now we can state our theorem:
Theorem 5.5. dim IU(0)
( U(k)
U(i) U(j)
)
= 1 iff ((i+ 1, 1) , (j + 1, 1) , (k + 1, 1)) is an admissible triple of pairs for
p = 11, q = 12 (see definition 2.17) and 0 otherwise.
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Proof. Let hm,n =
(11n−12m)2−1
4·11·12 . Then for the irreducibleL
(
21
22 , 0
)
-moduleL
(
21
22 , hm,n
)
, hm,n = 0,
13
11 ,
50
11 ,
111
11 ,
196
11
correspond to (m,n) = (1, 1), (3, 1), (5, 1), (7, 1), (9, 1) respectively. If we use the pair (m,n) to denote the irre-
ducible L
(
1
2 , 0
)⊗ L (2122 , 0)-module [0, hm,n], then by theorem 5.1, we have
dim IU(0)
( U(k)
U(i) U(j)
)
≤ dim IL( 12 ,0)⊗L( 2122 ,0)
( U(k)
[0,hi+1,1] [0,hj+1,1]
)
= dim IL( 12 ,0)⊗L( 2122 ,0)
(
[0,hk+1,1]
[0,hi+1,1] [0,hj+1,1]
)
.
On the other hand, by directly computation, we have
q dimU(0) U(i) = q dimL( 12 ,0)⊗L( 2122 ,0)[0, hi+1,1] =
sin( (i+1)π11 )
sin( π11 )
.
So we have
dim IU(0)
( U(k)
U(i) U(j)
)
= dim IL( 12 ,0)⊗L( 2122 ,0)
(
[0,hk+1,1]
[0,hi+1,1] [0,hj+1,1]
)
= dim IL( 2122 ,0)
(
L( 2122 ,hk+1,1)
L( 2122 ,hi+1,1) L(
21
22
,hj+1,1)
)
.
. Then we can conclude our theorem by using theorem 2.19.
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