With the advent of surveys generating multi-epoch photometry and the discovery of large numbers of variable stars, the classification of these stars has to be automatic. We have developed such a classification procedure for about 1700 stars from the variable star catalogue of ASAS 1-2 (All Sky Automated Survey, Pojmański 2000) by selecting the periodic ones and by applying an unsupervised Bayesian classifier using parameters obtained through a Fourier decomposition of the light curve. For irregular light curves we used the period and moments of the magnitude distribution for the classification. In the case of ASAS 1-2, 83% of variable objects are red giants. A general relation between the period and amplitude is found for a large fraction of those stars. The selection led to 302 periodic and 1429 semi-periodic stars which are classified in 6 major groups: eclipsing binaries, "sinusoidal curves", Cepheids, small amplitude red variables, SR and Mira stars. The type classification error level is estimated to be about 7%.
INTRODUCTION
The knowledge of the bright sky variability is relatively poor. Bohdan Paczyński (2001) denounces this situation vigorously, "I think this ignorance is inexcusable and embarrassing to the astronomical community". Yet, at magnitude 12, it is estimated that 90% of the variables are unknown (Paczyński 2000) .
In recent years, only the hipparcos satellite has done a multi-epoch photometric all-sky survey with an associated analysis aimed at systematically detecting variability. This survey has a mean of 110 measurements per star over 3.3 years. It goes down to V magnitude 7.3/9.0 depending on the colour of the star and its ecliptic latitude β. The result of this analysis for the main mission is published in volumes 11 and 12 of ESA (1997) (see also the flags H6, H49 to H53 of the main catalogue) and concerns 11562 variable stars that comprise about 10% of all catalogue entries. hipparcos enables the description of the behaviour of individual stars by giving mean color and magnitude, parallax, period, amplitude and epoch of the minimum or maximum light, but also for the stellar variability across the HR-diagram (Eyer & Grenon 1997) to be described globally. It is worth noting that the data classification in the different variable types was "manual" and incomplete. The tycho photometric data, a deeper survey, caused more problems in its analysis and gave somewhat disappointing results even after efforts to censor poor quality data points (Piquard et al. 2001) .
There are photometric optical surveys which have specific goals, like OGLE, EROS, MACHO for detecting microlensing events, ROTSE and LOTIS for detecting gamma ray bursts. We don't discuss those here and refer to Paczyński (2000) . They were exploited for other purposes and global analyses have been done (Belokurov et al. 2003) or are underway (Woźniak P. et al. 2001) .
There are many ways to conduct a survey since several competing parameters cannot all be maximized. Four primary questions are in competition: how deep, how frequently sampled, how wide, and how precise is a survey? Consequently, different astronomical subjects/objects will be explored/discovered depending on these choices.
It is important to consider this work in view of the general research trend. With surveys from the ground and from space going wider and deeper, the number of objects is increasing dramatically and the handling of data is becoming more difficult. With exponential data growth, there is a clear need for automated algorithms.
We are analysing here the ASAS survey data obtained during its test implementation (phase 1 and 2). ASAS is described in the next section. An extraction of the variable objects was done by Pojmański (2000) and we address here the question of classification of the stars of this selection. The number of objects that are considered is about 3900 variable objects, among them about 400 periodic variable objects (Pojmański 2000) . Pojmański (2002 Pojmański ( , 2003 Pojmański ( , 2004 ) has continued to develop ASAS, and presented an analysis of the third phase of ASAS. About 1.3/3.2 million stars brighter than V = 15 were measured, 3126/10453 variable stars were extracted and classified as eclipsing (1046/1718), regular pulsating (778/731), Mira (132/849) and "other" (1170/7155), mostly SR, IR and LPV stars (the numbers refers to the year up to 2003/2004) . The regular pulsating stars have been separated into δ Scuti stars, RRab and RRc stars, δ Cep stars (fundamental and first overtone pulsators). Pojmański's classification methods differ from the method presented here. In his article of 2003, he used carefully selected two-dimensional projections of the Fourier coefficient space where the separation of variable types are pre-analysed and well distinguishable. This method was used by Ruciński (1993) to distinguish between contact binaries and detached ones. In Pojmański's study of 2004, he added 2MASS photometry, using two additional parametric planes (H − K,log P ) and (H − K,J − H).
The methodology presented here is divided in three main objectives: 1) to search for periodicity, 2) to model the light curve and characterize the data by a set of parameters and to remove dubious cases, 3) to determine the variability types.
DATA DESCRIPTION
ASAS (All Sky Automated Survey) is a photometric survey. Its goal is to regularly monitor the sky so as to detect any variable phenomenon. In its testbed, during the years 1997-2000, ASAS 1-2 repeatedly measured 50 fields (2x3 deg 2 each) and obtained photometry for about 140'000 stars in I-band with a 135 mm photolens and a 768x512 pixel CCD camera. Among the 140'000 observed stars, a set of 3890 variable objects was extracted by Pojmański (2000) .
The limiting magnitude is about I = 13 and saturation occurs for stars brighter than I = 7. The precision of the measurements is 0.01 at 8 mag and degrades to 0.07 at 12. Those estimates were derived from the difference of successive measurements (the underlying assumption being that the variability is negligible for short time scales, see Eyer & Genton 1999) . The quoted individual photometric errors are not always fully consistent with our estimates.
The dates are given in truncated Heliocentric Julian dates HJD-2450000. The time sampling and number of measurements are quite diverse. There is a large gap between 585 HJD-2450000 and 1020 HJD-2450000 which was caused by a flood in the shelter containing the telescope and the control apparatus. The histogram of the number of measurements per star is given in Fig. 1 and the histogram of time differences between successive observations in Fig. 2 .
For our analysis, extreme values, which were more than 4 times the dispersion distant from the mean, were removed. Different fields had different time coverage and time span. This data heterogeneity complicates the analysis. Fig. 3 shows the time difference between the last and first epoch for each star. Since large gaps might cause problems in the analysis, only observations after 1020 HJD-2450000 were considered. However, the data before 585 HJD-2450000 were used to verify shorter periods.
PERIOD SEARCH
The data were processed through the Lomb (1986) period search algorithm, which is equivalent to adjusting the parameters of a sinusoidal curve. We used the algorithm given by Press et al. (1992) , in its fast version called "fasper". The algorithm has two parameters which fix the resolution in frequency and the highest frequency searched. The first, ofac, was set to 6 while the second, hifac, was changed according to the properties of the light curve and of the sampling. In fasper, the highest frequency searched is computed given the time intervals, the number of data points and the ad hoc factor multiple (hifac) of Nyquist frequency as defined by Press et al. (1992) . This factor is needed since short periods can be detected even if the data has large time gaps between measurements (see Eyer & Bartholdi 1999 ). We did not use a constant hifac parameter, since in certain cases (large amplitude variables) it is unnecessary to search for high frequencies. On the other hand, for short time variability very high frequencies can be found.
We computed σN , the dispersion of the difference of measurements separated by a small time interval (less than 1.5 days), and divided it by the dispersion of the signal. If this ratio is small (< 0.55), we used hifac such that the highest frequency is equal to 0.5 1/day, if it is between 0.55 and 0.66 we used hif ac = 9, and if above 0.66 we fixed hifac so that the highest frequency is equal to 17 1/day. This was found to be a better compromise than using a single value for hifac. Long time scale and large amplitude variable stars can show a variety of irregular behaviours and trends, and therefore are prone to aliasing. The determination of the highest frequency to be searched was limited to 17 1/day. This limit was determined for the shortest pulsators which have high amplitudes (> 0.05 ) using the δ Scuti star catalogue of Rodriguez et al. (2000) . The choice of δ Scuti stars is motivated by the fact that they have the shortest periods among the high amplitude periodic variable stars. Furthermore, there is a large number of known candidates allowing statistical conclusions to be drawn. Only a small fraction of those stars would be overlooked if we take the limit at 17 1/day.
The frequency of the highest peak in the Lomb periodogram is selected as being the main frequency of the signal. The amplitude A of a sinusoidal signal with a standard deviation of σ and nmes measurements is related to the power P by the relation A = 4 σ P/nmes.
FOURIER SERIES
A Fourier series with n( 2) harmonics is fitted to the data,
Ai sin(2πνt) + Bi cos(2πνt), ν being the frequency, t the time. The parameters
are computed. We linearize the equations with respect to the frequency, and search for the least square fit iteratively. The initial frequency is the one obtained with the Lomb algorithm.
The determination of the number of harmonics was done iteratively. Initially, the number of harmonics is fixed at 2, so that R21 and φ21 are always defined. The procedure is then to loop and stop at a maximum of 6 harmonics. We determine a first solution for a certain number of harmonics, then we increase by one the number of harmonics and recompute a second solution. We perform a Fisher test comparing the two models (Lupton 1993) . If there is a significant reduction of the χ 2 by adding a harmonic we repeat the procedure by adding one more and if not we keep the first model. The majority of stars (58%) have a solution with two harmonics, then 18, 11, 7, 6 % have solutions with 3, 4, 5, 6 harmonics respectively.
Estimation of the Error on the Period
The general trend is that the error on the period is function of the square of the period. However, peculiarities in the light curve such as sharp features, like rising branches in Cepheids, may fix the period more precisely.
The method used for estimating the error on periods is the same as the one used for the hipparcos catalogue (ESA 1997) in the case of the Geneva solutions (Eyer 1998) . We use the estimation of the error on the frequency given by the least square fit of a linearized Fourier series. SchwarzenbergCzerny (1991) proposed an estimate for the error on the period by taking into account the correlation of the residuals. Such correction is not implemented here.
CLEANING THE SAMPLE
To select a "well behaved" data set, we used the following criteria:
• The stars with less than 40 measurements are discarded.
• We defined a reduced time span: The total observational time span where the three largest gaps are subtracted. We retained periods which are smaller than the reduced time span divided by 1.2. It was found empirically that many short frequencies are spurious. Such a criterion may exclude true Long Period Variable stars with poorly covered light curve.
• We rejected objects with a skewness on the I magnitude larger than −1 (rejecting time series containing bright outliers like flares, cosmic rays).
• We selected objects which have a mean I magnitude smaller than 12.65.
• A parabolic curve was fitted to the data, then subtracted from it and the Lomb algorithm was recomputed on the resulting data under the same conditions as the initial trial described in section 3. We present the diagram of the initial period and the period found after having subtracted that parabolic fit in Fig. 4 . We notice that one-day and halfday spurious periods are present. We also notice that there are periods which are not stable. We selected the objects which have a difference of the two determined frequencies that just allows a confusion between neighbouring peaks in the Fourier spectrum.
• Periods near the aliases of one day and half a day were removed.
These criteria were established mostly empirically after the samples rejected were studied in a detailed manner to avoid rejecting valuable objects.
AUTOCLASS
Humans by nature have trouble visualizing multidimensional data sets especially those with more than 3 dimensions. More than 3 attributes are needed to classify the light curves by the proposed Fourier decomposition. Furthermore, the variable star population is diverse. Some groups have very well defined characteristics, others have overlapping properties. Some classes are divided almost arbitrarily into different groups although they represent a continuum. For example, as defined in the GCVS (Kholopov et al. 1985) , Mira stars have a peak to peak amplitude in V larger than 2.5 mag. An unsupervised program might give some indications for better divisions. Another advantage of such an unsupervised algorithm is that it can point out new classes of objects.
Autoclass (Cheeseman, Stutz 1996 ) is a Bayesian classifier. The algorithm looks for the number of classes and the classification which is most probable, given the observed data. The method was successfully applied to several astronomical sets: iras sources (Goebel et al. 1989) , asteroids (Ivezic et al. 2001) , and hipparcos data (Eyer unpublished) .
The method is not fully automated since there is an interactive part (the class models have to be specified), but the method takes the data in its totality and proposes a broad classification. As pointed out by the authors of Autoclass, this interactivity is necessary.
Another useful aspect of the Bayesian classifier is that it computes a class membership probability. Therefore, this probability can be used to sort according to reliability levels within the classification.
The attributes (i.e. the parameters) chosen for the classification are the Period, Amplitude, Phase Difference φ21 and Amplitude Ratio R21. With only these four parameters we show that we reach a rather reliable classification for the clear variables. For the irregular variables we used the period, second, third, and fourth moments of the light curves as the classification parameters.
As period and amplitude are positive quantities, we choose the logarithm of those values for the classifier.
The phase difference φ21 is defined modulo 2π. Circular or angular real valued attributes are not yet available in Autoclass. The eclipsing binaries which constitute a major part of the sample we classify have a period which is generally wrong by a factor of 2 (typical for Fourier type methods). This means φ21 is often around zero. Therefore, the eclipsing binaries will be split in two groups (those with a φ21 above 0 and those below 2π), giving rise to many more classes. For this reason, we redefined the phase difference φ21 as being between There is a relation found between period and amplitude (see next section). The stars forming this relation have irregular light curves and so the parameters have a large enough dispersion to weaken the abilities of Autoclass to perform the classification. We previously (Eyer & Blake 2002) selected a subsample of those objects manually, to retain only fairly well behaved objects. Here, we want a more automated process. Instead of finding a method for selecting objects with high residuals, we just divided the sample in two with the relation Amplitude = 10 −3.2 period 1.6 . We then apply Autoclass to these two samples with different attributes.
In our experience, adding parameters often does not improve the classification. So the general method is to start with very few parameters, apply Autoclass and analyse the result of the classification (on a sub-sample for example). If well known classes are not separated we can add a parameter and iterate the process. Fig. 5 shows that there is a period amplitude relation for a very large fraction of stars. We find that about 83% of the variables fall in this broad region (not including Cepheids). If we compare the population of stars observed by hipparcos in that same region of the period amplitude diagram (cf. ESA 1997 and Koen & Eyer 2002), we find that most stars have spectral types from K giants for the lower left part of the relation to M giants for higher right. At the small amplitude and short period side of this relation, we find the small amplitude red giants studied for example by Percy et al. (2001) . At the large amplitude and long period side, we find the well known Mira stars. With the continuation of ASAS, more stars forming this relation will be found, more data will be available per star, and the morphology of this relation will be described with better precision. For the moment we notice that this relation could also be formed by several adjacent relations. This period-amplitude relation is also observed in Kband infrared photometry cf. van Loon (2002). Substructures and parallel relations had also been observed by Minniti et al. (1998) and Wray, Eyer & Paczyński (2004) .
RED GIANTS AND PERIOD AMPLITUDE RELATION

RESULTS OF THE CLASSIFICATION
A prior work included 458 stars (Eyer & Blake 2002) , and now the sample is extended to 1731 stars divided into two groups of 302 stars and of 1429 stars. Thus 45% of the stars in the sample have a sufficiently regular behaviour to have been selected by our criteria.
For the subsample of 302 stars, the stars are classified in 9 groups. Certain groups appear to be very clean and others seem to contain more difficult cases. See Fig. 8 and Fig. 7 for the result of the classification in a log(Period) − log(Amplitude) diagram and log(Period) − φ21 or R21 diagram. We have:
• Eclipsing binaries (∼192): One group with (63 stars) eclipsing binaries of EA and EB type. This group has no ambiguity of classification. Another group (36 stars) of EW type eclipsing binaries, includes very few potential pulsating stars (like δ Scuti stars) or Ap stars with very sinusoidal curves. The third group (38 stars) contains more difficult cases, a large majority are eclipsing binaries, some seem marginal, and others have clearly a wrong period.
• Cepheids (∼19+13=32): We can find this type of variables in two different classes. One is very well defined (19 stars). Only one star seems to be peculiar in changing its amplitude. There are about 13 other cases which could be Cepheids, some undoubtedly recognizable to human eyes, while others are difficult to recognize.
• RR Lyrae stars (∼ 4): probably one delta Scuti and 3 RR Lyrae of ab type, RR Lyrae of c types will be mixed with Eclipsing binaries of EW type.
• LPVs (Long Period Variable stars): 8 stars are classified in a group with poorly defined light curves, and with periods above 60 days. The time sampling is often sparse and does not cover many cycles of the light curve. The phase coverage often presents gaps.
• Small amplitude variables (∼ 44): many light curves seem to be marginal cases. Very few unambiguous cases could be identified. However, it makes sense to have such a group. There are some αCVn which could be present in this group. The mean amplitude of this group is of 0.04 Imag.
• The last group (∼ 58) is also composed of difficult cases but of larger amplitude (mean amplitude is 0.12 I-mag) than the previous one. Here the variability is strongly detected. It is worth noting that the formation of this group is a remarkable aspect of the classifier. Instead of spreading those objects among well defined classes, it is putting them in a separate group.
In total from this classification there are 5 groups out of 9 which contain clear cases with an error of classification below 7%, 2 groups, with some mixed classification, one group of small amplitude variables which can be caused by many different effects, and one group with very difficult cases.
The RR Lyrae stars, because of the limiting magnitude of the ASAS survey, are too faint to be numerously detected. Indeed the SDSS survey (Ivezic et al. 2000) shows that the halo RR Lyrae stars are very rare below I-mag 13. Therefore, only 3-4 RR Lyrae stars are found in the sample. The classification algorithm sometimes identifies the RRab type, depending on the precision that we estimated for the period, but these stars are not forming a stable class. However, it is remarkable that the program can form a new group with such a small number of stars (about 1% of the sample). The classification was found to be sensitive to error parameters and sometimes group RR Lyrae are lost. Beltrame and Poretti (2002) found that ASAS star 112843-5925.7 (HD304373) is a double mode Cepheid, the second one detected in our Galaxy, pulsating in the first and second overtones or radial mode. In our study, unfortunately the period search was limited for that star to a frequency interval up to 0.5, missing the main peak of this short period pulsator (Period = 1.08 [1/day]). It is classified in the group of stars which is a mix of pulsating and eclipsing.
The second group of 1429 stars, where we use the moments of the distribution, is divided by Autoclass in 5 groups. The classification divides those stars into: SARV (∼230), SR (∼ 1158 = 102 + 484 + 572), Mira (∼41).
With these groups it is difficult to determine error levels since the classification is extremely difficult to establish. There are some amusing case, the star ASAS180057-2333.8 is in the group of Mira stars, but is clearly a long period eclipsing binary.
The catalogue, the light curves, and folded curves on individual basis and on class basis can be seen at the first author's website.
The eclipsing binaries have recomputed solutions where the initial period is doubled since the Lomb-Scargle algorithm usually gives half of the true period. The star 144245-0039.9 even has a factor 4 between the true period and the period found by the Lomb algorithm.
CONCLUSION
We have developed a scheme for general and automated classification for the periodic variable stars of ASAS 1-2 data set. Of course every survey has its own properties, so even if the approach is transferable in its principles, it probably requires modifications for every data set. The general method, however, can easily be applied to larger databases.
The work was broken into three parts: a) Selection of periodic objects, b) modeling that subsample with Fourier series or with simpler parameters like moments of the distribution and c) application of the "Autoclass" Bayesian classifier. At every step it is critical to check the quality of the analysis, to interact with the data and to visualize data or the defined parameters.
Other studies are awaited (for example Woźniak et al. 2001) , using different methods. It is important to compare the efficiency of the methods, their capability to detect new classes, their error levels, and their CPU consumption. It might be interesting to apply such a Bayesian classifier to the data of ASAS 3 and compare it with the results of Pojmański (2002 Pojmański ( , 2004 .
At present, and in the very near future, there are several good opportunities to apply such a classification method to other data sets:
• ASAS continues to survey the sky.
• The HAT project (Bakos et al. 2002) has released data (Hartman et al. 2004) • The Magellanic Clouds data of OGLE-II (Żebruń et al. 2002) is available (58'000 variable stars), as well the 49 bulge fields from OGLE-II (Woźniak et al. 2002) . The classification of bulge field 1 has been done by Mizerski and Bejger (2002) , specific extractions of eclipsing binaries, RR Lyrae, Cepheids stars have been accomplished for the Magellanic clouds.
• The third phase of OGLE, OGLE-III, is functional and is taking data. The data rate is multiplied by a factor of 10 with respect to OGLE-II.
Real time detection and classification of phenomena such as supernovae will require additional software development to be scientifically valuable. For example, OGLE has possessed an Early Warning System (EWS) since 1994 and received further development in 2003 to include the detection of the effect of planets in a microlensing event. It is envisioned that the OGLE data will be put into the public domain within 24 hours. If so, OGLE-III opens the possibility for anyone to make quasi-real time detection of variable phenomenon.
ASAS also has an Alert service. The photometric reduction pipeline is available in real time within 5 minutes. The current service is focused on the monitoring of cataclysmic variable stars.
Similar software has to be developed for large surveys from the ground and from space like the GAIA mission (ESA 2000) , so it is important to gain knowledge of different classification methods. Table 1 . Results of the classification (exctract, the full catalogue is available in the online version of the article). The columns are the ASAS ID (equatorial coordinates in equinox 2000), mean I magnitudeĪ, standard error σ I , the number of measurements N , the period, the amplitude, the amplitude ratio R21, the phase difference φ 21 , the number of harmonics nh, the classe cl, the probability of membership Prob. 
ASAS
