Direct detection (DD) of dark matter (DM) candidates in the 10 GeV mass range is very sensitive to the tail of their velocity distribution. The important quantity is the maximum WIMP speed in the observer's rest frame, i.e. in average the sum of the local Galactic escape speed vesc and of the circular velocity of the Sun vc. While the latter has been receiving continuous attention, the former is more difficult to constrain. The RAVE Collaboration has just released a new estimate of vesc (Piffl et al., 2014 -P14) that supersedes the previous one (Smith et al., 2007) , which is of interest in the perspective of reducing the astrophysical uncertainties in DD. Nevertheless, these new estimates cannot be used blindly as they rely on assumptions in the dark halo modeling which induce tight correlations between the escape speed and other local astrophysical parameters. We make a selfconsistent study of the implications of the RAVE results on DD assuming isotropic DM velocity distributions, both Maxwellian and ergodic. Taking as references the experimental sensitivities currently achieved by LUX, CRESST-II, and SuperCDMS, we show that: (i) the exclusion curves associated with the best-fit points of P14 may be more constraining by up to ∼ 40% with respect to standard limits, because the underlying astrophysical correlations induce a larger local DM density; (ii) the corresponding relative uncertainties inferred in the low WIMP mass region may be moderate, down to 10-15% below 10 GeV. We finally discuss the level of consistency of these results with other independent astrophysical constraints. This analysis is complementary to others based on rotation curves.
I. INTRODUCTION
Direct detection (DD) of dark matter (DM) [1, 2] has reached an impressive sensitivity thanks to developments in background rejection, increase in the target masses, and also boosted by the advent of dual-phase xenon detectors [3] [4] [5] [6] [7] [8] [9] . Weakly interacting massive particle (WIMP) candidates [10] [11] [12] [13] are the main focus of such searches. In the last decade and half, important theoretical and experimental efforts have been invested in the inspection of the signal reported by the DAMA and DAMA/LIBRA Collaborations [14, 15] , an annual modulation of the event rate a priori consistent with a WIMP signal [16] . Although some experiments have reported signal-like events in the light WIMP mass region ∼ 10 GeV that might be consistent with the DAMA signal [7, [17] [18] [19] , while not statistically significant, other negative results [9, 20, 21] tend to rule out the simplest interpretation in terms of spin-independent (SI) scatterings of WIMPs on nuclei. It also turns out that this WIMP mass range is not favored by indirect searches in the antiproton channel if the relic abundance is set by an s-wave annihilation to quarks [22, 23] . Nevertheless, although the signal-like features show up very close to the experimental thresholds, and while there are some attempts to provide explanations of the DAMA signal in terms of backgrounds [24] [25] [26] , a careful investigation of the phenomenology of light WIMPs is still worth. We * lavalle@in2p3.fr † stefano.magni@univ-montp2.fr also note that this mass range has also serious theoretical motivations from the model-building point of view (e.g. [27] [28] [29] ).
The experimental sensitivity to light WIMPs strongly depends on both instrumental and astrophysical effects. The former is mostly related to the energy threshold and resolution of the detector, for given target nuclei and assuming perfect background rejection. The latter is related to the tail of the WIMP speed distribution function (DF) in the observer's rest frame, as a detection threshold energy converts into larger speed thresholds for lighter WIMPs. The (annual average of the) maximum speed a WIMP can reach in the laboratory is the sum of the escape speed v esc , i.e. the speed a test particle would need to escape the Galactic gravitational potential at the Sun's location, and of the circular velocity of the Sun. These are the two main astrophysical parameters relevant to assess the experimental sensitivity in the low WIMP mass regime. The latter is continuously investigated, and many studies have been revisiting and improving its estimation since the recommendation of 220 km/s by Kerr & Lynden-Bell [30] . As for v esc , which should be a real physical cut-off in the velocity DF of the gravitationally bound WIMPs as measured in the dark halo rest frame, constraints are more scarce. Better understanding and better estimating the escape speed should therefore strongly benefit direct searches for light WIMP candidates.
The local Galactic escape velocity can be estimated with different approaches. One can go through a global halo modeling from photometric and kinematic data (e.g. [31, 32] ) and compute the gravitational potential from the resulting mass model. This is an indirect method that mostly relies on rotation curve fitting procedures. A more direct method consists in trying to use those nearby high-velocity stars which are supposed to trace the tail of the corresponding stellar phase-space DF, which, though not necessarily equal to the DM DF, should still also vanish at the escape speed. A few studies have pushed in this direction since the seminal work by Leonard & Tremaine [33] . In particular, two results have been published based on the data of the RAVE survey, a massive spectroscopic survey whose first catalog was released in 2006 [34] . One of these results was based upon the first data release [35] (hereafter S07), and provided an estimate of v esc = 544 +64 −46 at 90% confidence level (CL). This value is now used in the so-called standard/simplest halo model (SHM), a proxy for the local DM phase-space conventionally employed to derive DD exclusion curves (see e.g. [36] for associated uncertainties). The latest RAVE analysis, which relies on the fourth data release and different assumptions, was published in 2014 [37] (hereafter P14) and found v esc = 533 +54 −41 at 90% CL, consistent with the previous result while slightly reducing the central value and the statistical errors. Among improvements with respect to S07, P14 used much better distance and velocity reconstructions, and a more robust star selection. This means that systematic errors should have decreased significantly. We will focus on this result in the following.
Whereas it is straightforward to derive the impact of this new escape speed range on the exclusion curves or signal contours, or to include it as independent constraints or priors in Bayesian analyses, it is worth stressing that this would lead to inconsistent conclusions in most cases, as, in particular, the range itself relies on a series of assumptions. In this paper, we will examine these assumptions and derive self-consistent local DM phase-space models, accounting for correlations in the astrophysical parameters. We will see that these correlations translate into DD uncertainties quite different from those that would be obtained by using the 90% CL range blindly. Although the way astrophysical parameters affect direct detection searches is rather well understood (e.g. [38] [39] [40] ), the related uncertainties are still being refined.
There have been several studies mostly based on rotation curves which tried to bracket these uncertainties (e.g. [41] [42] [43] [44] ). Here, we provide a complementary view focusing on observational constraints that rely on different observables, namely non co-rotating high-velocity stars, with emphasis on the escape speed. This is particularly relevant to light WIMP searches. The outline of this paper is the following. We will first review the results obtained in [37] and derive a local DM phase-space DF consistent with their assumptions. Then, thanks to this phase-space modeling, we will convert their 90 and 99% CL ranges into uncertainties in DD exclusion curves. We will eventually discuss these results in light of other complementary and independent astrophysical constraints before concluding.
II. LOCAL DM PHASE-SPACE FROM RAVE-P14 ASSUMPTIONS AND RESULTS

A. Brief description of RAVE-P14 and main parameter assumptions
The RAVE-P14 analysis is based on a sample of stars from the RAVE catalog which are not co-rotating with the Galactic disk (34 or 69 stars after selection cuts, mostly hard -> 300 km/s-or weak -> 200 km/svelocity cut, respectively). It is complemented with data from another catalog [45] , which were used to derive the best-fit range for the escape speed recalled above (19 or 17 stars). Therefore, the full sample contains highvelocity halo stars which are assumed to probe the highvelocity tail of the phase-space DF. We will only consider results obtained with hard velocity cut in the following.
Assuming steady state and that the phase-space DFs of DM and non co-rotating stars mostly depends on energy, one may introduce the concept of escape speed v esc consistently with Jeans theorem, by stating that the phasespace DF must vanish for speeds greater than v esc ( x) = −2 φ( x), where φ( x) is the gravitational potential at position x (e.g. [46] ). Then, observational constraints on v esc from stellar velocities can only be derived if the true shape of the underlying velocity DF is known. P14 used the ansatz proposed in [33] for the high-velocity tail of the DF of stars, which reads
, where v = | v| and k is a free index calibrated from galaxy simulations. This ansatz is general enough and holds provided v is close to v esc . It differs from the one used in
. Actually, P14 tested both ansatze with cosmological simulations performed in [47] , which include baryons and star formation, and found the former to be more consistent with the simulation results -note that S07 also employed cosmological simulations, though less recent, to calibrate their reconstruction method. This is a significant systematic difference between S07 and P14, though the quantitative impact is not spectacular: when performing their likelihood analysis from S07 ansatz, P14 find v esc = 537 +37 −33 km/s instead of their nominal result v esc = 533 +54 −41 (90% CL). Another systematic difference between S07 and P14 likelihood analyses, which allows the latter to increase statistics, is that P14 applied a correction to the selected star velocities to "relocate" them at the radial position of the Sun r before running their likelihood. Given a line-of-sight velocity component v || ( x) for a star located at position x, the correction reads v || ( x ) = v || ( x) × |φ( x )/φ( x)|, where x is the position of the Sun and φ is the total gravitational potential. These corrected speeds are supposed to describe the local DF more reliably and are expected to reduce the systematic uncertainties in the determination of v esc , while increasing the statistics.
S07 actually dealt with that issue by selecting stars within a small radial range centered around r , but from more recent distance estimates, it turns out that their sample is likely biased (see discussion in P14). We may remark that despite the improvements in the P14 methodology with respect to S07, correcting the star velocities by the gravitational potential automatically introduces a Galactic mass model dependence. Even though the gravitational potential is not expected to vary much for nearby stars, this aspect is important when one wants to use P14 results in the context of DD. We will show how to cope with that in the next (sub)sections.
Before going into the details of the Milky Way (MW) mass modeling, it is worth recalling some key parameters that are used in P14. First, r is fixed to the central value found in [48] , r = 8.28 kpc .
(
For the circular velocity of the Sun, v c , three cases were considered, each associated with different results for v esc : (i) 220 km/s, (ii) 240 km/s, (iii) free v c -we will discuss these cases into more details later on. Finally, the peculiar velocity of the Sun was fixed to the vector elements found in [49] :
B. Milky-Way mass model
Since P14 likelihood relies on star "relocation", a procedure in which measured stellar speeds are corrected by the gravitational potential, the escape speed estimate must be used consistently with the Galactic mass model they assumed. The latter is made of three components: a dark matter halo, a baryonic bulge, and a baryonic disk. We note that the baryonic content is fixed, while the DM halo parameters are left free for the P14 likelihood analysis. There is therefore a direct correlation between the dark halo parameters and the escape speed as a result of P14 analysis.
The baryonic bulge is described with a spherical Hernquist density profile [50] as follows:
where r denotes the Galactocentric radius, G Newton's constant, r b a scale radius, and M b the total bulge mass.
The parameters values are given in Table I . To this profile is associated a gravitational potential:
The disk is modeled from an axisymmetric Miyamoto-Nagai profile [51] :
where M d is the total disk mass, and R d and z d are radial and vertical scale lengths.
The parameters values are given in Table I . This profile converts into the following potential:
Finally, the DM halo was modeled from a spherical NFW profile [52] :
where x = r/r s , and ρ s and r s are a scale density and a scale radius, respectively, which are left as free parameters in P14 1 . The associated gravitational potential 1 Note that if a prior on vc is considered, then only one DM halo reads:
which is minimal and finite at the Galactic center as shown by the limit above. Note that P14 also considered an adiabatically contracted NFW, but we will not discuss this case here. Actually, P14 mostly used the concentration parameter c and the total Milky Way mass instead of r s and ρ s , parameter remains free.
Baryonic Component
Total Mass Scale Parameters which is strictly equivalent. The former is defined as:
where R 340 is the radius that encompasses the DM halo such that the average DM density is 340 times the critical density ρ c (taking a Hubble parameter of H 0 = 73 km/s/Mpc):
Here, M dm is the full dark matter mass enclosed within a radius of R 340 . The total Milky Way mass M 340 is defined as the sum of the DM and baryonic components inside R 340 ,
C. Circular and escape speeds: converting the original RAVE-P14 results
The MW mass model defined in the previous section is used to connect the RAVE data, i.e. the stellar line-ofsight velocities, to the circular velocity v c in the MW disk (z = 0) at the position of the Sun. Indeed, from classical dynamics, the circular velocity v c in the MW disk (z = 0) is related to the radial gradient of the gravitational potential:
where the expression is given in its axisymmetric form (r 2 = R 2 + z 2 ), and where φ tot is the sum of all contributions to the gravitational potential (baryonic components and DM).
At distance r , one has therefore:
In P14, three different choices were made for v c : 220 km/s, 240 km/s, and free parameter for the likelihood. In the last case, the best-fit to the data is obtained for v c = 196 km/s, a value significantly smaller than most recent estimates (e.g. [53, 54] ). Nevertheless, this fit includes a prior on the concentration parameter based on Ref. [55] , which strongly affects the result (the best-fit obtained for the concentration is c 340 = 5). We will discuss this into more details in Sec. III D.
We now come to the main observable constrained in P14: the escape speed at the solar location. It is in principle defined from the global gravitational potential at the position of the Sun, as v esc = −2 φ tot (r ). Nevertheless, even though the potential is usually assumed to vanish at infinity, the presence of nearby galaxies such as Andromeda, located at ∼ 790 kpc [56, 57] , makes it tricky to define the potential difference relevant to the escape. As an educated guess, P14 assumed a boundary
which roughly lies in the range 500-600 kpc. Accordingly, the escape speed is defined from the (positive) potential difference ψ such that
While ψ tot contains all matter components, this definition will also be retained for individual components.
Since the baryonic MW mass model components are fixed, a pair of (v c , v esc ) directly converts into a pair of NFW parameters (ρ s , r s ), or equivalently (M 340 , c 340 ). It is the latest pair of parameters that was used to illustrate the likelihood results in P14, in the case of free v c (see their Figs. 13 and 14) . We have used Eqs. (13) and (15) to convert P14 likelihood results into the plane v esc -v c , more relevant to derive uncertainties in direct detection, as it will be discussed in Sec. III. This is displayed in Fig. 1 . The original frame of the P14 plot (their Fig.  13 , left panel) in the plane M 340 -c 340 is reported as the yellowish curves. The 10(1)% of maximum likelihood band is shown as the dark (light) blue area, while the 90 (99)% CL log-normal prior on the concentration parameter appears as a dark (light) orange band, and the concentration model of Ref. [55] is displayed as a dashed red curve. The final contours accounting for the concentration prior is shown as black curves. P14 best-fit points obtained after enforcing v c = 220 (240) km/s (no prior on concentration) are shown as green (magenta) points, with associated 90% CL errors -the former is often referred to as the primary result of P14. We also report the iso-DM-density curves (gray lines) at the so- lar location, ρ = ρ(r ), in units of GeV/cm 3 . Finally, the green band shows additional constraints on the ratio v c /r taken from Ref. [54] that we will discuss in Sec. III C.
We clearly see from Fig. 1 that the P14 results, because of the initial assumptions, induce strong correlations among the local DM parameters relevant to predictions in direct DM searches. Therefore, a blind use of the escape velocity constraints, as very often done (e.g. by taking arbitrary values of local DM density), can already be classified as inconsistent. Fig. 1 will be our primary tool to make a consistent interpretation of P14 results in the frame of direct DM detection.
We may also note that the trend of the blue band is in contrast with the claim in P14 that their v esc estimate anticorrelates with v c as a result of their sample selection (biased to negative longitudes), which explains why v esc decreases from 533 to 511 km/s as v c increases from 220 to 240 km/s -we have illustrated this anticorrelation in plane. Indeed, they also report iso-v c curves on the same plot, so we may expect that the corresponding posterior PDF for v esc was taken accordingly. We remind that in principle the pair v c -v esc is strictly equivalent to the pair c 340 -M 340 , so we may have expected to recover the anticorrelation claimed for the former pair from the contours obtained for the latter. While the goal of P14 in the v cfree case was mostly to investigate how to improve the matching between Galactic models and the primary fit results, with a focus on the Milky Way mass, this somehow breaks the self-consistency of the analysis. This has poor impact on the Galactic mass estimate, which was the main focus in P14, but this affects the true dynamical correlation that v esc should exhibit with the other astrophysical parameters. Unfortunately, improving on this issue would require access to the original data, which is beyond the scope of this paper. Therefore, we will stick to this result in the following, and further comment on potential ways to remedy this limitation at the qualitative level in Sec. III D 2.
To conclude this section, we calculate and provide in Table II the DM halo parameters associated with the P14 best-fit points. We stress that to each value of v esc found in the table corresponds a specific value of the local DM density. This kind of correlations should be taken into account for a proper use of P14 results. It is obvious that the relevance of the values and ranges for these parameters should be questioned in light of complementary constraints. We will discuss this issue in Sec. III D.
III. UNCERTAINTIES IN DIRECT DM SEARCHES
In this section, we sketch a method to make a selfconsistent interpretation of P14 results, and show how they convert into astrophysical uncertainties beyond only uncertainties in the escape speed. We will explicitly show the impact of dynamical correlations between the local circular and escape speeds and the DM parameters.
A. Generalities
We recall here the main equations and assumptions used to make predictions in direct DM searches, focusing on the spin-independent class of signals (reviews can be found in e.g. [11, 40, 58] ). Assuming elastic collisions between WIMPs of mass m χ and atomic targets of atomic mass number A and mass M (and equal effective couplings f n and f p of WIMPs to neutrons and protons), the differential event rate per atomic target mass in some DD experiment reads:
where µ p is the WIMP-proton reduced mass, q is the exchanged momentum,
p is the WIMP-proton cross section, F (q) is a nuclear form factor, and η is the truncated mean inverse local WIMP speed beyond a threshold v min :
Here, v = | v| is the WIMP speed in the observer frame, and f ⊕ is the associated DF (normalized to unity over the full velocity range). The threshold speed
where µ is the WIMP-nucleus reduced mass, is the minimal speed to achieve a recoil energy of E r . A simple Galilean transformation allows to connect the WIMP velocity DF in the local frame f ⊕ to that in the Milky Way frame f :
We will further discuss the form of f in Sec. III B. The time dependence is explicitly shown to arise from the Earth motion around the Sun v ⊕/ (t), since the Earth velocity in the MW frame is given by v ⊕ (t) = v + v ⊕/ (t). In a frame whose first axis points to the Galactic center and the second one in direction of the rotation Galactic flow in the disk, we may parameterize the solar velocity as follows:
where v c is the circular speed and the peculiar components are given in Eq. (2) . For the Earth motion around the Sun, featured by v ⊕/ (t), we will use the prescription of Ref. [59] , whose accuracy has been recently confirmed again in [60] .
To compute the event rate above a threshold for a given experiment, or more generally inside an energy bin (or interval) i, one has further to account for the experiment efficiency (E r ) and (normalized) energy resolution G(E r , E r ) such that:
A sum over the fractions of atomic targets must obviously be considered in case of multi-target experiments (or to account for several isotopes). To very good approximation, we can define the average and modulated rates,R i andR i as:
where t max 152 (t min 335) is the day of the year where the rate is maximum (minimum), which can revert in some cases depending on the WIMP mass for a given energy threshold (and vice-versa).
One can already read the trivial scaling in the local density ρ off Eq. (17), which is still already quite relevant to interpret P14 results self-consistently. Indeed, we have seen in the previous section that ρ was correlated with the circular speed v c as well as to the escape speed v esc by construction. We investigate the impact of the velocity DF in the next subsection.
B. Toward consistent DM velocity distributions
Here we shortly introduce the usual way to deal with the WIMP velocity DF before specializing to the ergodic assumption. A nice review can be found in Ref. [39] . is conventionally used to compare experimental sensitivities and results. Beside fixing the local DM density ρ , the SHM specifies the WIMP velocity distribution as a truncated Maxwell-Boltzmann (MB) distribution, based on the assumption of an isothermal sphere, and defined in the MW rest frame (also called local standard of rest -LSR) as: (25) where N 0 allows a normalization to unity over d 3 v, and the right-hand side term enforces the phase-space to vanish at v esc . The SHM is also sometimes defined with a hard velocity cut-off, which corresponds to neglecting the second term of the right-hand side above. As this function is here defined in the LSR, a proper use in DD merely rests upon the Galilean transformation of Eq. (20) .
The SHM is defined with fixed parameters that we summarize below: The escape speed value is actually the central value found in the first RAVE analysis, S07 [35] . It is noteworthy that the velocity dispersion relation
predicted from the Jeans equations in the absence of anisotropy for the isothermal sphere is no longer valid as soon as the by-hand truncation at v esc is introduced. While the difference is quantitatively not important, especially for either low circular speed and large escape speed, the consistency of the SHM velocity distribution is already broken at this stage. Anyway, the SHM provides a useful approximation to compare different results, and is particularly convenient as η (see Eq. 18) takes an analytic expression (see e.g. Ref. [36] ). The SHM may be (and is actually widely) used to study the impact of astrophysical uncertainties in DD predictions, while keeping in mind that it relies on not fully consistent theoretical grounds. The real dynamical correlations among the different astrophysical parameters can still be implemented by hand in the SHM, but both the shape of the velocity distribution and the velocity dispersion are fixed.
Ergodic velocity distribution
Another approach to build a self-consistent velocity distribution is based on considering functions of integrals of motion, which automatically satisfy the Jeans equations [46] . The simplest case, that we will consider here, arises for steady-state, non-rotating, and spherical systems where the energy, E(r, v) = m v 2 /2 + m φ(r), is an integral of motion. Then the phase-space distribution can be fully described by positive functions of E: such systems are called ergodic. In that case, it was shown by Eddington [61] that one could relate the mass density profile of the objects population under scrutiny to its phase-space distribution (per phase-space volume and per mass unit) through the so-called Eddington equation:
where ρ is, in the case of interest here, the DM density profile and ψ is the full potential difference given in Eq. (16) (including DM and baryons) and used to define the escape speed. Note that since both the DM profile and total gravitational potential are monotonous functions of r, each radial slice in ρ can be matched to a slice in ψ, which allows for an unambiguous definition of dρ/dψ. The latest line of the previous equation is simply an integration by parts of the former line, and is more suitable for numerical convergence because of the absence of the 1/ √ − ψ factor which diverges when ψ → . The relative energy (per mass unit) is positive defined and reads
such that vanishes at v esc . Since by definition of the phase-space distribution f we have ρ(r) = d 3 v f ( ), we can straightforwardly derive the velocity distribution at radius r (in the MW rest frame):
By construction, this function is positive defined in the range | v| ∈ [0, v esc ], and vanishes outside. This formalism has already been used in the context of DD in several previous studies, for instance in Refs. [62, 63] (see also e.g. [42, 44, 64] for more recent references). In practice, we calculate Eq. (28) from a dedicated C++ code. It is important to remark that since the zero of the relative gravitational potential ψ is not met as r → ∞, but instead at r = R max (see Eqs. 14 and 16), the terms of Eq. (28) evaluated at ψ = 0 cannot be neglected, as very often done. In the following,
will denote the DF associated with the velocity modulus v, sufficient to describe the isotropic case. An important point for this derivation to be consistent is that the system must be spherically symmetric (by construction of the ergodic function, otherwise additional degrees of freedom would be necessary). This is not strictly the case as the gravitational potential associated with the Galactic disk, as given in Eq. (6), is axisymmetric. Since the disk does not dominate the gravitational potential, we can still force spherical symmetry while not affecting the circular velocity at the solar position (r , z = 0). We must make sure that the equation
is verified. As r 2 = R 2 + z 2 , we can safely redefine a spherical potential φ tot (r) = φ tot (R = r, z = 0) (33) for which Eq. (32) is obeyed. A more refined approach would be to include the angular momentum as a supplementary degree of freedom to allow for anisotropic velocity distributions (see e.g. Refs. [44] and [64] to get some insights), but we leave this potential improvement to further studies. We still note that a few studies have tested ergodic DFs against cosmological simulations, where the angular momentum was shown to play a role essentially far outside the central regions of the dark halo (see e.g. Ref. [65] ).
In Fig. 2 , we show the differences between the onedimensional truncated MB speed distribution and the ergodic function, in the MW rest frame. For the latter we explicitly plot the impact of the baryonic components of the gravitational potential (neglecting a component leads to lowering v c and v esc ) in the left panel. In this panel, we took the P14 best-fit point v esc = 533 km/s associated with the prior v c = 220 km/s -see Table II . As expected, the peaks and the mean speeds are different, typically with larger values for the ergodic distribution.
In the right panel of Fig. 2 we compare the MB and ergodic DFs for both P14 best-fit points v esc = 533 and 511 km/s (with priors v c = 220 and 240 km/s, respectively), showing also the DFs associated with the 90%CL upper and lower corners. What is interesting to note is that while the peaks of the MB DFs move with v c , the peaks of the ergodic DFs are almost unaffected; only the high-velocity tails are, which merely reflects the changes in v esc .
C. RAVE-P14 results on vesc in terms of direct detection limits
Before converting P14 results on v esc in terms of DD limits, we stress again that not only do they affect the whole WIMP velocity DF (v c , v esc , and the velocity dispersion), but also the local DM density, as already showed in Sec. II C. We first recall the effects of the main parameters on the DD exclusion curves: given an atomic target and a recoil energy threshold, by solving v min (E th , m χ , M ) = v esc + v c + V -see Eq. (19) . This corresponds to the position on the mass axis of the asymptote σ max → ∞ of the upper limit on the SI cross section (the larger v esc and/or v c the lower the mass threshold).
• v c : Impact on the relative position of the maximum sensitivity of a DD experiment (for a given atomic target); a larger v c globally shifts the cross section limit curve to the left while not fully affecting the asymptote at the mass threshold, for which v esc is also relevant.
• Velocity dispersion: The larger the dispersion, the larger the sensitivity peak (in the SHM, it is fixed by v c ).
• Local DM density: Global linear and vertical shift of the exclusion curve.
At this stage, we can already notice a few features from P14 results with the help of Fig. 1 . First, we see that there is a strong correlation between the circular velocity v c and the local DM density ρ , while the latter is poorly correlated with v esc . Second, we note that though the two P14 best-fit points with priors on v c exhibits an anticorrelation between v c and v esc , this is no longer the case when v c is left free. While this is somewhat contradictory with P14 comments, this implies that the v c -free case would provide constraints on v esc independent of v c and ρ . Since there are different choices in P14 as for either the priors on v c or the prior on the dark halo concentration, there may be several ways to investigate how the constraints on v esc affect the DD exclusion curves. Here, we first consider the three P14 results independently before comparing them together. For the sake of illustration, we will compute the DD limits by using the LUX results [9] as a reference for Xenon experiments, the SuperCDMS results [20] as a reference for Germanium experiments, and the CRESST-II results [21] as a reference for multi-target experiments. As of today, these experiments provide the most stringent combined bounds on the spin-independent cross section for low WIMP masses (assuming elastic scattering and no isospin violation). More technical details are given in the Appendix.
In Fig. 3 , we show the exclusion curves obtained in the σ p -m χ plane with the 90% CL contours associated with the three P14 best-fit points. These curves have been derived by using ergodic DFs that self-consistently correlate the dark halo parameters with v esc and v c . We also report on the same plot the exclusion curves calculated from the SHM, with the parameters given in Eq. (26) . We may note that the best-fit points associated with priors on v c lead to similar curves and bands, in particular in the low WIMP mass region. This is due to the anticorrelation between v c and v esc , which is such that the sum v c + v esc , relevant to characterize the WIMP mass threshold, remains almost constant. From Fig. 1 , we also see that ρ spans only a reduced range of ∼ [0.35, 0.47] GeV/cm 3 for these two points, which leads to less than ±15% of relative difference in the predicted event rate. In contrast, the exclusion curves associated with the v c -free case have (i) a slight offset toward larger WIMP masses while (ii) lying slightly above the others with a larger uncertainty. This is due to (i) the prior on the concentration parameter that forces small values of v c while not affecting v esc , and, as a result, to (ii) lower values of ρ spanning the less favorable, while larger range [0.15, 0.35] GeV/cm 3 . We will further comment on the v c -free case in Sec. III D. In comparison, the SHM curves (aimed at reproducing the limits published by the experimental collaborations) lie in between, and are less constraining than the P14 parameters with priors on v c .
As a reference case to evaluate the uncertainties coming from these P14 results on v esc let us first focus on the best-fit P14 point with the v c = 240 km/s prior, which we may assume to be the most motivated case (see discussion in Sec. III D 1). In Fig. 4 , we display the exclusion curves and the associated 90% CL uncertainties for this astrophysical configuration. The LUX (Super-CDMS, CRESST-II) limits are shown in the left (middle, right) panels; the absolute (relative) uncertainties are given in the top (bottom) panels. We also compare the limits obtained from the ergodic DF to those calculated from the SHM model on the one hand, and from the MB DF with the P14 values for the astrophysical parameters on the other hand. The fact that the P14 escape speed estimate v esc = 511 +48 −35 (90% CL) converts into ρ = 0.43 ± 0.05 GeV/cm 3 explains why the ergodic limit is more constraining, by ∼ 40%, than the SHM one (ρ = 0.3 GeV/cm 3 ) over a large part of the depicted WIMP mass range. In contrast, the SHM limit beats the ergodic one at very low WIMP masses because v esc itself affects the effective WIMP mass threshold: it is set to 544 km/s in the SHM (i.e. v c + v esc = 764 km/s), while the P14 best-fit point (for v c = 240 km/s) corresponds to v esc =511 km/s (i.e. v c + v esc = 751 km/s). Interestingly, we also see the differences induced by different DFs while using the same astrophysical inputs, by comparing the MB and ergodic curves. The former is actually more constraining at energy recoils leading to v min larger than the peak velocity of the DFs. This is because the MB DF exhibits a less steep tail at high velocities than the ergodic DF (see Fig. 2, right panel) . This illustrates why not only is the escape speed important in the low WIMP mass region, but also the high velocity tail of the DF, and thereby the DF itself (see similar discussion in Ref. [66] ). Finally, we may notice that the relative uncertainties in the exclusion curves for this specific P14 point saturate around ∼ ±10% (90% CL) at large WIMP masses, which is mostly set by the allowed range in ρ . In the low WIMP mass region, the high-velocity tail and v esc come also into play, and the uncertainties strongly degrade, obviously, as the maximum possible recoil energy approaches the experimental energy threshold. This can clearly be observed in the case of LUX, whose efficiency drops for WIMP masses below ∼ 8 GeV (Fig. 4 , bottom left panel). However, we may also remark the nice complementarity between the different experiments that employ different target atoms, as one reaches a relative uncertainty ∼ ±30% for the CRESST-2 proxy down to WIMP masses ∼ 3 GeV. The bumps appearing in the bottom middle and right panels of Fig. 4 (corresponding to SuperCDMS and CRESST-II) not only comes from the differences in the atomic targets, but also from the impact of the observed nuclear-recoil-like events on the maximum gap method [67] that we used to derive the exclusion curves (see more details in the Appendix). At this stage, it is still difficult to draw strong conclusions as for the overall uncertainties in the exclusion curves induced by the P14 results without questioning more carefully the initial assumptions or priors -we will proceed so in Sec. III D. Nevertheless, we can already emphasize that a self-consistent use of these estimates of v esc is not straightforward (for instance, one cannot just vary v esc in a given CL range irrespective of the other astrophysical parameters). A proper use must take the correlations between all the relevant astrophysical parameters into account. Indeed, we have just seen that not only is the WIMP mass threshold affected (direct consequence of varying v esc + v c ), but also the global event rate, as ρ must be varied accordingly.
D. Discussion
In this section, we wish to examine the previous results in light of independent constraints on the astrophysical inputs. As we saw, P14 provided three best-fit configurations each based on different priors. The most conservative approach would be to relax fixed priors as much as possible, as all astrophysical parameters are affected by uncertainties. We will therefore focus on the v c -free case in the following.
Additional and independent constraints on vc
In Fig. 1 , we see that the prior on the concentration model forces the fit to low values of v c , with a central value v c = 196 km/s. Nevertheless, this prior is based upon Ref. [55] , which studies the halo massconcentration relation in cosmological simulations that do not contain baryons. Since we now know that baryons may affect the structuration of dark matter significantly on galactic scales (see e.g. [68] [69] [70] ), the motivation to use such a constraint appears to us to be rather weak. In the following, we will therefore relax this prior and rather consider the entire range provided by the P14 likelihood in the v c -v esc plane.
If we relax the prior on the concentration law, we see that although the astrophysical parameters relevant to DD are not much correlated with v esc (see the explanation and warning in Sec. II C), which lies in the range ∼ 500-570 km/s, the local DM density ρ is strongly correlated with the circular velocity v c , which was explored over a large range of ∼ 160-260 km/s. We recall that P14 originally explored the M 340 -c 340 plane that we converted into v c -v esc for the sake of DD interpretations.
The circular velocity v c can actually be constrained independently of any assumption on the dark halo modeling. Indeed, for instance, one can use measures of trigonometric parallaxes and proper motions of stars to reconstruct the local kinematics, where the only model ingredients to consider are the circular and peculiar motions of the Sun in the Milky Way rest frame, and the distance of the Sun to the Galactic center. It turns out that the ratio v c /r is often better constrained that v c and r individually. More precisely, in the absence of prior on the peculiar velocity of the Sun, these observations constrain the ratio (v c + V )/r (see for instance Refs. [32, 54, 71] ). Since both r and the peculiar velocity of the Sun have been fixed in P14, we could still use these independent constraints on v c /r to delineate an observationally motivated range for v c . Fortunately, the recent study in Ref. [54] on local kinematics, based on a large statistics of parallaxes and proper motions of masers associated with young and massive stars, provides results that can be used rather straightforwardly as some of their priors are similar to those of P14. This avoids to rely on the (v c + V )/r ratio, which induces the risk of underestimating the errors for fixed values of V and r . Indeed, in their Bayesian fit model B1 (associated with the cleanest data sample), the authors of Ref. [54] take as a prior on the peculiar velocity the results of Ref. [49] , also chosen by P14 (see Eq. 2). They then derive a best fit value for r = 8.33 ± 0.16 kpc, fully consistent with the 8.28 kpc adopted in P14. Accordingly, they get the following range for v c :
that we can use directly (we will actually use the 2-σ range ±12 km/s for a more realistic discussion on the uncertainties -the posterior PDF is found close to Gaussian [54] ). We report this range as a green band in Fig. 1 , which represents an independent constraint in the v c -v esc plane. We emphasize that this additional constraint depends very little, if not at all, on the dark halo model, as these local kinematics fits. We only need to make sure that our Galactic mass models are consistent with a last feature of model B1 of Ref. [54] regarding the local derivative of the circular velocity, dv c /dR = −0.2 ± 0.4 km/s/kpc, pointing to an almost flat local rotation curve. We have checked that this is the case almost everywhere in the relevant part of the uncertainty band of Fig. 1 within three standard deviations. The largest tensions with respect to the range aloowed for dv c /dR arise for the lowest values allowed for v esc , which force the scale radius r s of the NFW profile to be smaller than r and thereby affect the local slope of the rotation curve. This is not favored by independent analyses (see e.g. Ref. [32] ), and interestingly enough, this disfavored zone also corresponds to the lowest values of the local DM density.
In Fig. 1 , we have reported this 2-σ range for v c . It crosses the full blue band of the v c -free case of P14, which allows to define a constrained region in the plane v c -v esc , that we will use to determine the uncertainties implied for DD exclusion curves. Since the blue band corresponds to likelihood values largest than 1% of the maximum, we may interpret the corresponding DD uncertainties as ∼ 2-σ uncertainties. We note that this region allows for large values of the local DM density, up to 0.55 GeV/cm 3 . This is actually consistent with the tendency found in recent independent studies (see e.g. Refs. [37, 72, 73] ), and reinforces the potential of DD experiments.
In Fig. 5 we show the uncertainties obtained when considering the combination of the P14 v c -free case with the additional constraints on v c discussed above. These plots are similar to those of Fig. 4 as only the uncertainty contours change. In particular, we have also reported the exclusion curves obtained with the P14 "v c =240 km/s" best-fit configuration, which are shown to lie within the contours of the v c -free case (plus independent and additional constraints on v c ). This can easily be understood from Fig. 1 . The changes in the uncertainty contours can again be understood in terms of local DM density, which is found in the range [0.37,0.57] GeV/cm 3 . This sets the relative uncertainties to ∼ ±20% for large WIMP masses, while they further degrade toward low WIMP masses be-cause of the additional effects from v esc and v c .
Speculating beyond P14
Because of the caveats affecting the v c -free case of P14 (see discussion in Sec. II C), and in order to try to recover a better consistency in the Galactic mass modeling, we may try to further speculate about what a self-consistent v c -free band would look like. P14 argument that v c and v esc should linearly anticorrelate is sound as it is based on a purely geometrical reasoning (the fact that the stellar sample is completely biased toward negative longitudes). Therefore, it is quite reasonable to think that the dotted lines in Fig. 1 , that relate the two best-fit points and errors associated with the 220 and 240 km/s priors on v c , may represent a more consistent range than the v c -free band. As before, we also investigate how the uncertainties export to DD, using again the additional 2-σ constraints on v c from Ref. [54] -see Eq. (34) .
We show our results in Fig. 6 , similar to those of Fig. 5 , though likely more consistent with the original data used in P14 (because of the supposed anticorrelation between v esc and v c ). As expected, the relative uncertainties improve on the entire WIMP mass range. They improve down to ∼ ±10% in the large WIMP mass region. While not spectacular, this still illustrates the need to account for as many astrophysical correlations as possible in deriving the DD limits.
IV. CONCLUSION
In this article, we have studied the impact of the recent estimate of the Galactic escape speed v esc from Ref. [74] (P14) in deriving the DD exclusion curves. We note that this observable is difficult to reconstruct, and the method used in P14, as recognized by the authors, is potentially subject to systematic errors. Nevertheless, these constraints are independent of those coming from studies of rotation curves, and thereby may provide complementary information on the WIMP phase-space. We have shown that the conversion of these results is highly non-trivial, as the constraints on v esc are obtained from a series of assumptions that relate each value of v esc to a different set of parameters for the dark halo profile. This implies that one cannot use the different v esc ranges provided by P14 blindly and irrespective of these assumptions (as it is often done by implementing them with flat or Gaussian priors in likelihood or Monte Carlo Markov chain calculations). We have assumed spherical symmetry and gone beyond the Maxwell-Boltzmann approximation by considering ergodic WIMP velocity DFs. This method ensures a self-consistent physical connection between the DFs and the underlying Galactic mass model. In particular, all local variables relevant to DD calculations, i.e. the average WIMP speed, the dispersion velocity, the local DM density, are consistently dynamically correlated in this approach.
We have studied the three best-fit configurations provided by P14, two with priors on the circular velocity v c (220 and 240 km/s), and one with v c left free. These configurations are shown in the v c -v esc plane in Fig. 1 . As the first two appeared to us too specific, we concentrated on the latest, which was originally optimized for Milky Way-mass estimates (we had to convert the P14 results from the c 340 -M 340 plane to the v c -v esc plane). We discovered that the anticorrelation between v c and v esc arising from the biased locations of the stars of the RAVE-P14 sample toward negative longitudes, and found in the v c = 220-240 km/s cases, was no longer present. This is actually due to the use of the posterior PDF for v esc with the v c = 220 km/s prior as a proxy, which could hardly be divined from Fig. 13 in P14 . We therefore further speculated on what a fully self-consistent v c -free case could look like, and considered this guess as an alternative. Finally, we accounted for independent constraints on v c from Ref. [54] , which have the advantage of being almost fully independent of the Galactic mass model. This has driven us to favor large v c regions, around 240 km/s, which are in principle associated with lower escape speeds in P14.
We have translated these P14 results in terms of DD exclusion curves focusing on the LUX, SuperCDMS, and CRESST-II experiments as references. We emphasize that a self-consistent use of these P14 results imply rather large values of the local DM density, and thereby more constraining exclusion curves (up to ∼40% more). Interestingly enough, this is consistent with several independent recent results on the local DM density (see e.g. Refs. [37, 72, 73] ). This is good news for direct DM searches as this tends to increase their potential of discovery or exclusion. We have also investigated the associated relative uncertainties, and shown that they are highly non-trivial as P14 values of v esc are correlated with other astrophysical parameters, as already stated above. We have shown that taking P14 results at face value (plus eventually additional independent constraints on v c ) converts into moderate uncertainties, down to ∼ ±10% in the regime where the experiments can trigger on the whole phase-space (large WIMP masses). This is not to be considered as a definitive estimate of the overall astrophysical uncertainties, as either P14 and our phase-space modeling suffer from simplifying assumptions (simplistic baryonic mass model, spherical symmetry, etc.); this is still indicative, and compares to the low-edge estimates of other studies based on rotation curves (see e.g. Ref. [43] ). When getting closer to the high-velocity tail (low WIMP masses), the uncertainties explode as the experimental efficiency drops, but we have illustrated the nice complementarity between the experiments using different target atoms in this regime. This complementarity allows to maintain a moderate uncertainty of ∼ ±20% down to WIMP masses of a few GeV. Nevertheless, since the SHM value for the sum v c + v esc is 764 km/s (based on S07), i.e. slightly less than the 751 km/s found from the more recent P14 estimate (with the prior v c = 240 km/s), the generic outcome is that we find an effective WIMP mass threshold slightly heavier than in the SHM. There are several limitations in our analysis. First, the Galactic mass model is rather simple and the baryonic content has been fixed in P14. Unfortunately, we cannot go beyond this choice as this would no longer be consistent with P14 results. Second, we made the assumption that the WIMP phase-space was governed by energy in a spherically symmetric system, which led to the derivation of ergodic velocity DFs. While this approach selfconsistently correlates the local velocity features and the local DM density to the full gravitational potential, it remains to be investigated in detail whether it reliably captures the dynamics at stake in spiral galaxies. Some works do indicate that this approach provides a reasonable description of cosmological simulation results (see e.g. Ref. [65, 66] ), but it is obvious that more studies will be necessary to clarify this issue. We plan to discuss this into more detail in a forthcoming paper. Still, it is less ad-hoc an assumption than using the Maxwell-Boltzmann velocity distribution.
Finally, we stress that our study is complementary to those based e.g. on rotation curves, as it relies on different, and independent, observational constraints. Further merging these different sets of constraints would be interesting in the future. Moreover, because of these dynamical correlations inherently arising in the local astrophysical parameters, which was continuously underlined along this paper, several improvements could also be expected in the complementary use of direct and indirect detection constraints in order to exclude or validate some WIMP scenarios.
stead, we follow the approach detailed in [76] , relying on the maximum gap method (MGM) [67] over an S1 range of 2-30 photoelectrons, the same as the one used in the private likelihood. In this range, 160 events are observed, all consistent with the predicted background of electronic recoils. Of these events, 24 fall into the calibration nuclear recoil band. Nevertheless, as these events are distributed only in the lower half of the band, while WIMP events should spread over the full range, it is unlikely that a significant part of them really comes from WIMP scatterings. In [76] , several configurations of event counting are considered to feed the MGM procedure: 0, 1, 3, 5 or all the 24 events. The best matching with the experimental result is obtained for the MGM method run with between 0 and 1 event. As the former better reproduces the experimental curve at low WIMP masses, we adopt this one.
For the experimental efficiency after cuts, we have used Fig. 9 of [9] . As in [76] , we set the counting efficiency to 0 below 3 keVnr. We use a Gaussian energy resolution, with a dispersion σ(E nr ) = σ PMT Q(E nr ), with Q(E nr ) =
4.131
Enr/KeV + 0.690 and an S1 single photoelectron resolution of σ PMT = 0.37 photoelectrons.
An indicative conversion from S1 and S2 signals to E nr can be inferred from the contour lines in Fig. 4 of [9] . We have used the relation
with the light yeld L y = 3 photo-electrons/keVee and the scintillation quenching S e = 0.54 for electron recoils and S n = 0.93 for nuclear recoils from Ref. [77] . Even if the value of the Lindhard factor L eff in liquid xenon is still subject to debate, we simply assumed the value L ef f = 0.14 in this analysis which is not aimed at investigating the compatibility of exclusions with putative signal regions. Finally, we use the Helm Form Factor [58] to model effects of the nuclear shape on the elastic scattering.
CRESST-II
The CRESST experiment is a multi-target detector made of CaWO 4 crystals -calcium (Ca), oxygen (O) and Tungsten (W). We base our limits on the recent results released in Ref. [21] , relying on an exposure (before cuts) of 29.35 kg·day. The energy range used in the data analysis is [0.6, 40] keV, for which we consider all the events collected, i.e. around 77 events. The energies of these events can be inferred from Fig. 1 and from the inset of Fig. 2 of Ref. [21] . We obtain the 90% CL upper limits by means of the MGM, while the original analysis employs the Optimum Interval Method. We use the following atomic target fractions: f Ca = 1/6, f O = 4/6, and f W = 1/6. We accounted for a Gaussian energy resolution with σ = 0.107 keV, and took the experimental efficiency after cuts from the blue curve in Fig. 3 of Ref. [21] .
SuperCDMS
SuperCDMS is a detector using Ge crystals. A recent data analysis focused on low-mass WIMPs has been released in [20] , based on an exposure of 577 kg·day. The energy range used in the data analysis is [1.6, 10] keV nr , in which 11 candidate events have been observed for a background expectation of 6.198 events. Their energies are listed in Table I of Ref. [20] . While the experiment limit is derived from the optimum interval method without background subtraction [67] , we still use the MGM which gives similar results. We take into account the experimental efficiency that we obtain from the red curve of Fig. 1 in Ref. [20] , and which is an exposure-weighted sum of the measured efficiency for each detector and period. We assumed a Gaussian energy resolution, and for lack of better information we used the same energy dispersion as in CDMSLite [78] , σ = 14 eV ee (which corresponds to 87.5 eV nr after conversion by means of the Lindard theory, as done in Ref. [78] ).
