How neutral and niche forces contribute to speciation processes? by Anceschi, Niccolo et al.
How neutral and niche forces contribute to speciation processes?
Niccolo Anceschi,1 Jorge Hidalgo,2 Tommaso Bellini,3 Amos Maritan,1 and Samir Suweis1, ∗
1Dipartimento di Fisica e Astronomia G. Galilei and CNISM,
INFN, Universita´ di Padova, Via Marzolo 8, 35131, Padova, Italy
2Dipartimento di Fisica e Astronomia, G. Galilei and CNISM,
INFN, Universita´ di Padova, Via Marzolo 8, 35131, Padova, Italy
3Dipartimento di Biotecnologie Mediche e Medicina Traslazionale,
Universita´ degli Studi di Milano, via Fratelli Cervi 93, I-20090 Segrate (MI), Italy
The evolutionary and ecological processes behind the origin of species are among the most fun-
damental problems in biology. In fact, many theoretical hypothesis on different type of speciation
have been proposed. In particular, models of sympatric speciation leading to the formation of new
species without geographical isolation, are based on the niche hypothesis: the diversification of the
population is induced by the competition for a limited set of the available resources. On the other
hand, neutral models of evolution have shown that stochastic forces are sufficient to generate coexis-
tence of different species. In this work, we bring this dichotomy to the context of species formation,
and we study how neutral and niche forces contribute to sympatric speciation in a model ecosys-
tem. In particular, we study the evolution of a population of individuals with asexual reproduction
whose inherited characters or phenotypes are specified by both niche-based and neutral traits. We
analyse the stationary state of the dynamics, and study the distribution of individuals in the whole
space of possible phenotypes. We show, both by numerical simulations and analytics, that there is a
non-trivial coupling between neutral and niche forces induced by stochastic effects in the evolution
of the population that allows the formation of clusters (i.e., species) in the phenotypic space. Our
framework can be generalised also to sexual reproduction or other type of population dynamics.
I. INTRODUCTION
One of the fundamental problems in theoretical biology
is the search for key mechanisms leading to the emergence
of biodiversity [1–5]. The understanding of the underly-
ing processes at the origin of species diversifications are
also essential for the maintenance and conservation of
natural ecosystems biodiversity [6, 7] and to predict how
species adapt to changing external conditions [8].
Roughly speaking, we can distinguish two main differ-
ent mechanisms for the formation of species: allopatric
and sympatric [1][9]. The first case occurs when an initial
population of individuals belonging to the same species
splits into different isolated subsets, typically due to ge-
ographical reasons (e.g. a new river, changes in the
landscape or the formation of a canyon), to an extent
that prevents or interferes with genetic interchange. In-
stead, sympatric speciation leads to the formation of new
species without geographical isolation and differentiation
is due to ecological interactions between individuals in
the population [1]. Such a diversification of the popula-
tion is thought to be induced by the competition for a
limited set of the available resources and corresponds to
the case studied in this paper.
On the experimental side, the large time scales in play
hinder an exhaustive sampling of the data. Still, fos-
sils data [10–12]) and molecular phylogenetic techniques
[13, 14] can be used to infer speciation activities in an-
cient times and in different geographical locations; con-
trolled experimental studies are rare and specific for some
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bacterial species (e.g. e. Coli [15, 16]). Therefore, any
major theoretical contribution is key to describe these
long-term experimental data and to understand the evo-
lutionary processes driving the observed speciation rates
[17–22]. In this context, stochastic models constitute a
powerful tool [23] and have had great success in areas
such as population genetics, as these models are able to
predict the gene frequencies among a population [24–26].
One of the simplest and most widespread stochastic
evolutionary models dates from the 1930s and was intro-
duced independently by Fisher and Wright [23]. Such a
simplicity derives from the so called neutral assumption,
i.e. that all individuals/genes are equally likely to repro-
duce/be inherited [27–29]. Fluctuations still occur due to
the random nature of demographic processes. By limit-
ing the amount of available resources, the purely neutral
dynamics converge to a state of monodominance where a
single type of individual/gene remains in the population
[23]. Only if we add the possibility of a small mutation
probability, different types of individuals can coexist [22].
Therefore, in a neutral scenario, the emerging diversity is
the results of two opposite forces (see Figure 1A). From
one side, differentiation, i,e., stochastic mutations lead-
ing to a diffusion of the individuals in the parameters
space. On the other hand we can observe cohesion, i.e.
offsprings appear by birth close (in the parameter space)
to its parent and thus have a similar genomes with small
fluctuations - (phenomena known also as neutral cluster-
ing [30, 31]).
Certainly, the neutral hypothesis cannot be valid for all
kind of individuals and species. However, such a simpli-
fication has been proven to be enough in order to explain
the emergence of many statistical patterns in nature, as
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Figure 1. Sketch of neutral markers (y) and niche-based
traits (x) evolution starting from the corresponding quasi-
homogenous distribution Φy and Φx (in light grey). A) In
the neutral case, the traits evolution is driven by genetic drift
(D) and neutral clustering (NC): depending on the relative in-
tensity of these two forces we can end up with a very peaked or
very broad distribution. B) On the niche case, traits undergo
a selective force (R) pushing towards the region of higher
resources (dash red line), and a repulsive force (C) among in-
dividuals so to minimize competition. Again the final distri-
bution of traits will depend on the relative intensity between
the two forces, and in this case in some regimes (C ≥ R)
sympatric speciation can be observed. In this work we want
to study the evolution of a population of traits composed by
both neutral and niche-based traits (Φ(x, y)).
for instance in communities of species belonging to the
same trophic level, such as tropical forests or coral reefs
[32, 33]. In most of the neutral models, a mutation (or
speciation) parameter is needed in order to reach coexis-
tence of different species [29]. Nevertheless, some mod-
els have also investigated the role of environmental noise
[34, 35], sexual reproduction and limited dispersal [3] or
competition [36] - finding in both cases a non trivial emer-
gence of biodiversity.
Niche theories [28, 37–39] constitute a completely dif-
ferent paradigm, putting the emphasis on competitive
interactions. These theories state that formation of co-
existing species is only possible through diversification
for exploitation of the resources, minimizing competition
among individuals [40] (Figure 1B), and postulate that
the number of coexisting species is equal to the number of
niches or ways to exploit the resources of the environment
[41] (this is what has been called the niche dimension hy-
pothesis [42]). In other words, competition is considered
by niche theories as one of the crucial drivers leading to
the emergence of biodiversity.
During the last decade, many works have demon-
strated that the niche and the neutral paradigms are not
contradictory, but rather two complementary extreme
views of what actually occurs in nature [43–46]. In this
paper, we bring this dichotomy to the context of species
formation and make the following question: Do new spe-
ciation mechanisms emerge when these forces are coupled
together?
To answer this question, we investigate a set of mod-
els with the main ingredients of both niche and neutral
theories. In our simplest analysis, we study the evolution
of a population of individuals whose characteristics are
given by two sets of variables: the first set is niche-based
and determines the way in which individuals exploit the
(limited) resources, while the second one is neutral and
exclusively related to the inheritance process. If only
one set of these variables were present, one might expect
clusterization of individuals in the space of traits due to
cohesion or competition, respectively. Interestingly, we
find that stochastic effects induce a non-trivial coupling
between neutral and niche forces leading to correlations
across different sets of traits, and clusters emerging in
the niche-based space can be identified with clusters in
the neutral space.
II. THE MODEL
In our model, each individual i in the population
is represented by a pair of coordinates in a continu-
ous phenotypic space with periodic boundary conditions,
(xi, yi) ∈ [L× L] (L represents a scale in the phenotypic
space). Coordinate xi is a “niche-based” trait determin-
ing the way in which individuals exploit the resources,
and yi is a “neutral” trait that has no impact on their
fitness and simply acts as a (neutral) marker (see Fig.
2). Resources are uniformly distributed and therefore no
phenotypes are (a priori) fitter than other others. We
have also analyzed the case in which individuals are rep-
resented by binary strings, rather than by two coordi-
nates. The analysis becomes more complicated than for
the continuous-space representation but our main con-
clusions remains the same.
In the dynamics, each individual reproduces at a con-
stant rate b = 1. Offspring inherits both traits from
their ancestor with a small, random mutation (see below
for details). Competition for the resources is introduced
through a variable death rate, d(x), proportional to the
number of individuals competing for the same resource,
which only depends on the first trait:
d(xi) =
1
Ω
∑
j 6= i
Kc(| xi − xj | ; wc). (1)
Ω is the carrying capacity of the system and Kc is a com-
petition kernel that depends on the phenotypic distance
between individuals (with the boundary conditions), that
we take in terms of the Heaviside function Θ:
Kc(z ; wc) =
Θ(wc − z)
2wc
. (2)
The range of competition is represented by wc. In some
situations, the choice of the kernel is crucial as differ-
ent functional forms might lead to different outcomes [8].
However, this is in general an analytical problem and
3does not present issues on individual-based implemen-
tations [4]. Our model is also suitable for investigating
sexual reproduction (in the spirit of [47]). For instance,
one can take the birth rate as a function of the density
of individuals with similar traits (assortative mating). In
this case, the birth rate is not constant, but it grows with
density of individuals with similar neutral traits (both x
and y). Our conclusions are robust to this extension.
Mutations are implemented as Gaussian, independent
deviations on the coordinates x and y with zero mean and
variance µx and µy, respectively (considering periodic
boundary conditions). Different parameter values fix the
balance between diffusion and cohesion for each trait.
Numerical simulations are done using a Gillespie algo-
rithm [48] with µx and µy being the key control parame-
ters. Generations are thus overlapping, and the number
of individual in the population changes over time, fluctu-
ating around the carrying capacity Ω after an initial tran-
sient time. A similar phenomenology can be obtained us-
ing the Wright-Fisher scheme with non-overlapping gen-
erations and a fixed population size, which provides a
number of numerical advantages (see Appendix A) but
entails a more difficult mathematical analysis.
A. Mesoscopic description
To gain some insight on the phenomenology, we can in-
tegrate a set of stochastic equations that describes the dy-
namics for large (but finite) population sizes, that we call
the mesoscopic description. This approach is useful as i)
it provides a more efficient way to integrate the dynamics
for large populations, ii) allows for simple mathematical
treatment and iii) highlights the ingredients that are key
in the observed phenomenology. To derive these equa-
tions, the phenotypic space is discretized in small bins of
size ∆×∆. Then one writes an equation for the number of
individuals in [x, x+∆]× [y, y+∆] as φ(x, y, t)∆2, where
φ(x, y, t) is the population density function at (x, y) and
time t. For large populations (Ω  1), one can perform
a system-size expansion of the dynamics [49]. Finally,
taking ∆→ 0, we find (see Appendix B):
∂tφ(x, y, t) = bφ(x, y, t)
(
1− Keff(x, t)
Ω
)
+Dx∂
2
xφ(x, y, t)
+Dy∂
2
yφ(x, y, t) + Ω
−1/2√φ(x, y, t)ξ(x, y, t), (3)
where ξ(x, y, t) is a Gaussian white noise with zero mean
and correlation function 〈ξ(x, y, t)ξ(x′, y′, t′)〉 = δ(x −
x′)δ(y − y′)δ(t− t′) and the effective competition kernel
Keff is defined as:
Keff(x, t) =
∫
dx′dy′K(|x− x′|)φ(x′, y′, t). (4)
Let us notice the presence of multiplicative demographic
noise, which plays a fundamental role in eventually tak-
ing the system to local extinction, φ(x, y) = 0 [50]. The
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Figure 2. Results of numerical simulations run through the
Gillespie Algorithm, with Ω = 103 and wc = 0.2. Both
x ∈ [0, 1] and y ∈ [0, 1] with periodic boundary conditions.
Qualitatively, these results do not depend on the initial num-
ber of individuals (provided it is big enough to avoid eventual
extinction) and of the initial population distribution in phe-
notypic space (e.g. random traits for the initial population or
a common value for all individuals).
numerical integration of Eq. (3) can be performed re-
introducing the discretization in (x, y) with a certain res-
olution.
Alternatively, we can study analytically the properties
of Eq. (3) in Fourier space [2, 5]. In particular, we need
to calculate the dispersion relation λ(kx, ky), describing
the stability of the trivial uniform solution for both traits
φ(x, y) ∼ φ0. If λ(kx, ky) takes positive values for any
positive kx, ky, then the cohesion forces causes φ0 to be
unstable, and clusters do emerge.
III. RESULTS
We first present the results obtained with the
individual-based dynamics (run through the Gillespie Al-
gorithm) for different values of the parameters (see Fig.
2). For µx > µ
c
x, diffusion prevails and the niche-based
trait x is uniformly populated. For µx < µ
c
x, competi-
tive forces split the population into isolated clusters. As
expected, for fixed µx < µ
c
x and Ω, the spacing of the
pattern observed along the niche-based trait x depends
only on wc and not on µy, i.e., the niche interactions act
only on x and the neutral trait y does not play any rel-
evant role in the competition dynamics. These results
can be perfectly framed within the dispersion relation as
reported by [2].
On the other hand, the behaviour of the traits y is
far from being independent from the dynamics on x and
the phenomenology observed along the neutral trait is far
less expected. The most interesting case corresponds to
the situation in which µy < µ
c
y and µx < µ
c
x (i.e. when
species form along x), where the neutral dynamics would
predict the survival of a single cluster (because the sys-
4tem reaches an absorbing state). Instead, the population
segregates into multiple isolated clusters in both the neu-
tral and niche-based trait (see Fig. 2). This phenomenon
can be understood as a sort of neutral clustering [30, 31]
within each of the species formed by competitive interac-
tions, leading to different phenotypic pools of the neutral
trait. In other words, speciation on the characters un-
dergoing a competitive dynamics can lead to speciation
on the characters undergoing a purely neutral dynamics.
Finally, keeping small values of µy but taking µx > µ
c
x
(i.e. no speciation along x), neutral clustering emerges
around a single value of x, as predicted by neutral clu-
tering [30, 31]. When µy > µ
c
y, diffusion prevails and y is
populated uniformly independently on the value of µx.
To shed some light on these results, we start by an-
alyzing the dynamics in very large populations, where
demographic fluctuations can be neglected. To do that,
we take the mean-field limit (Ω→∞) of Eq. (3), repre-
senting the infinite population limit where the stochastic
term disappears, and we perturb the stationary solution
φ∞ = b/d, i.e. φ(x, y, t) = φ∞ + ε eikxx+ikyy+λ(kx,ky)t .
With this procedure, we calculate the dispersion relation
in Fourier space [2, 5], obtaining:
λ(kx, ky) = − d φ∞ 2pi sin(kx Tc)
kx Tc
δ(ky)
Ly
−µx k2x−µy k2y
(5)
We find that in this case the mutation rate on the
niche-base axis, µx, becomes the critical parameter,
whereas the mutation rate of the neutral-based trait,
µy, becomes irrelevant (see Fig. 3): the population den-
sity appears to be homogeneously distributed in pheno-
typic space for large values of µx (fluctuations around
the homogeneous solution are stable, λ(kx, ky) > 0); in-
stead, fluctuations become unstable for small values of
µx (λ(kx, ky) > 0), and the population splits into differ-
ent clusters along the niche-based trait, whereas it is still
uniformly distributed along the neutral trait. If such neu-
tral trait is neglected, this phenomenology is exactly the
type of sympatric speciation due to competition for the
resources reported by many authors in literature [2, 5, 8].
However, as we will show below, these results do not
describe the phenomenology summarized in Fig. 2 and
what actually occurs when implementing the full stochas-
tic individual based dynamics, i.e. the mean field approx-
imation, does not properly describe the system dynamics
in this case.
As a next step, we analyze the mesoscopic description
given by the Karmer-Moyal expansion [49, 51] (Eq. (3))
for finite values of Ω. Up to the first order, the expansion
naively gives Dx = 2bµx and Dy = 2bµy. However, nu-
merical integrations of Eq. (3) with such values lead to
radically different results than the one shown in Fig. 2:
the population density still does not clusterizes along the
y−space, even for small values of µy, and therefore neu-
tral clusterization cannot be observed from a numerical
integration of Eq. (3).
In the individual-based dynamics, clustering on the
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are going to set Lx = Ly = 1; b and d are the per-capita birth and death rates. The mean-field
version of this equation, representing the infinite population limit where the stochastic noise term
disappears, gives the dispersion relation
l(kx, ky) =   d fo 2p sin(kx Tc)kx Tc
d(ky)
Ly
  µx k2x   µy k2y (4.2)
Eq. (4.2) is obtained by inserting f(x, y, t) = fo + # eikxx+ikyy+l(kx ,ky)t in the evolution equa-
tion (4.1), with fo = b/d. The predicted phenomenology is quite simple, being the equilibrium
density always uniform in the neutral variable y and showing pattern formation on x for µx be-
low a certain threshold (see figure 4.1, chapter 2 and [18, 27]). µy play a role only in fixing the
time scale necessary to reach this steady configuration starting from any initial condition, but it
doesn’t affects any other feature of the outcome. Therefore, in this limiting case the behaviour of
the system is very easy to understand, being simply a combination of the features given individu-
ally by competition and neutral forces, without showing coupling effects of any sort between the
two part of the genotype.
Figure 4.1: Schematic representation of the qualitative behavior observed when solving numeri-
cally the mean field limit of equation 4.1.
When considering demographic noise in the evolution equations, the outcome become more
rich and interesting. As explained when studying the evolution equation for a system undergoing
a purely neutral dynamic, we have to model appropriately the effective diffusion occurring in
discrete finite systems (see section 2.1 for details):
∂tf(x, y, t) = b · f(x, y, t)   d · f(x, y, t)
Z
f(z,w, t)
Q(Tc   |x  z|)
2 Tc Ly
dz dw
+
✓
f(x, y, t)
D+ f(x, y, t)
◆
· µx ∂2xf(x, y, t) +
✓
f(x, y, t)
D+ f(x, y, t)
◆
· µy ∂2yf(x, y, t)
+
1p
W
q
f(x, y, t) x(x, y, t)
(4.3)
We find that in this case µy does play a role in determining the proprieties of the solution (see
figure 4.2), because the system can reach an absorbing state for the genetic trait, as an effect of the
finite population size, if µy is smaller than a given threshold.
Figure 3. Schematic representation of the qualitative behav-
ior observed when solving numerically the mean field limit of
equation 5. The mutation rate on the neutral trait µy plays a
role only in fixing the time scale n cessary to reach this steady
configuration starting from any in tial condi ion, but it does
not affects the stationary solution.
neutral axis emerges as a consequence of purely demo-
graphic fluctuations acting on the x− trait, with highly
populated regions that reproduce faster and low dense
regions that are more likely to become extinct, reach-
ing eventually the (local) absorbing state. However, the
regularization power of diffusion in Eq. (3) plays in detri-
mental of this phenomenon, as any positive local density
rapidly diffuses on the y-axis, thus recovering the system
from local extinction to a positive (although small) den-
sity. In other words, ‘standard’ diffusion in the equation
avoids the emergence of local clusters.
As reported, the system-size expansion fails to cap-
ture the relevant ingredients of the underlying dynamics
(other examples of the limitations of the system-size ex-
pansion can be found in [52]). To overcome this problem,
one possibility would be to take next-to-leading terms
that keep under control the undesired homogenizing ef-
fect. Alternatively, we could simply introduce in a heuris-
tic manner a non-linearity in the diffusion term that takes
into account that low population densities (where dis-
crete effects become important and the mesoscopic de-
scription fails) are less likely to diffuse. A simple solution
can be:
Dx = 2bµx
φ(x, y)
δ + φ(x, y)
, (6)
and similarly for Dy and µy. With this choice, diffu-
sion becomes proportional to the population density for
φ δ (thus limiting the diffusion of small populations),
and constant if φ  δ, where δ is a new parameter con-
trolling the crossover and should be taken proportional to
the minimum population density in a discrete implemen-
tation, δ ∼ Ω−1. In this case the mesoscopic description
and the individual based model give the same qualita-
tively behaviour, as shown in Fig. 4.
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Figure 4. Numerical integrations of the mesoscopic equation
(Eq. (3)) with Ω = 1, wc = 0.15, b = 1, d = 1 and δ =
1. Both x ∈ [0, 1] and y ∈ [0, 1] with periodic boundary
conditions.
IV. DISCUSSION AND CONCLUSION
In this work we have presented an individual based
stochastic model, where each individual is described by
both neutral and niche traits. The neutral traits repre-
sent those parts of the genome that simply diffuse in the
genotype space through the effect of random mutations,
while the niche ones are those traits that besides diffus-
ing are also affected by selective forces (e.g. coding for
the use of resources). Our interest was to understand
the role of the two forces on speciation processes, i.e. the
emergence of species in the system.
In pure neutral models, in the absence of mutations,
fluctuations always cause the system to reach an absorb-
ing state, i.e. by chance one species will start to predom-
inate over the others, growing until it occupies all the
system. Adding a mutation rate µx > 0 allows for coex-
istence of more species, where the number is proportional
to the value of µx (continuously some species go extinct
and new species enters the system). On the other hand,
in pure niche models competition is considered between
similar individuals. This is generally ascribed to a lim-
ited resource availability, setting up an upper bound to
the number of individuals that can get access to a par-
ticular type of nutrient. In this case the death rate is set
to be proportional to the number of similar individuals
and the effect of the competitive interactions is to sepa-
rate the individuals in clusters, giving a maximization of
the per-capita resources usage. The cluster formation is
usually identified as the emergence of biodiversity, each
cluster being a different species.
In fact, the problem on how to define a species is not
a trivial one. Indeed, it is still object of discussion be-
tween biologists. Many studies have proposed different
definitions of species [22, 53, 54]. Three type of species
concepts are frequently employed in the literature: bi-
ological, ecological and genetic species. In populations
undergoing sexual reproduction, a biological species is
usually meant as a group of organisms that can mate only
with other members of the same group. An eco-species is
an ensemble of related organisms occupying a particular
niche and having similar phenotypic traits (i.e., clusters
along the x axis). A genetic species is a group of organ-
isms whose genomes are very similar to each other, and
distinct from the individuals belonging to other clusters
(e.g. clusters along the y axis). In our model we consider
both traits (x, y), and a species is given by the cluster-
ing of traits in both the x and the y coordinates, i.e. we
consider eco-genetic species (Figures 2-4).
We found that species emerge and coexist only in the
range of low mutations rates for both the neutral and
niche traits. This result highlights that dynamics induces
a non-trivial coupling between the neutral and the com-
petitive dynamics: clustering on the niche trait emerge
as a consequence of a neutral dynamics acting on the y−
trait, i.e. local absorbing states induced by the neutral
dynamics are reached in different regions of the y axis,
effectively clustering the genomes in both x and y coordi-
nates. This coupling between the two (neutral and niche)
forces is not caught by simple mean field nor Kramer-
Moyal Gaussian approximations. In fact, the standard
diffusion term arising in these cases does not allow to
reach local extinction, forbidding the emergence of clus-
ters at the individual level in both the x and y traits.
In other words, the behaviour of the system in the mean
field approximation is a simple and trivial combination of
the features given individually by competition and neu-
tral forces, without showing coupling effects of any sort
between the two parts of the genotype.
In summary, we propose a general framework to study
the emergence of biodiversity in biological systems by
sympatric speciation mechanisms. Our models combine
both neutral and niche-based features. We have observed
that these two forces are intertwined in their contribu-
tion to speciation. In particular, niche forces promote
the emergence of clustering on traits driven by neutral
dynamics. The proposed framework can be generalized
to consider other important biological mechanisms that
may play an important role in the speciation processes
such as horizontal gene transfer, optimization of the use
of resources and the effect of environmental fluctuations.
We plan to investigate these aspects in future works.
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V. APPENDIX A: WRITE-FISHER-EXPLICIT
RESOURCE MODEL
We studied the same dynamics as described by eq.
3 also by means of numerical simulations of a Wright-
Fisher-like model, with fixed population size N and non-
6overlapping generations [23]. Within this dynamics, we
modelled the competition for the resources in an explicit
way, by representing the resources as a second population
of fixed finite size, made of entities with the same struc-
tural properties of the individuals in the population (that
is, they take the form of binary strings or of single real
variables depending on which of these representations is
chosen). In our simulations, we can divide the evolution
from a generation to the next one in two steps: selection
and replication. Each item being tested at the step of
selection will have to find a resource compatible with its
characteristics, that is, similar too it up to a given max-
imum discrepancy threshold. Limitation of resources is
modeled as it follows: for every possible resource type
there is an equal limited set of copies; if an individuals
uses a resource when it is selected, that resource will not
be available for the others individuals in that generation.
Each simulation proceeds as follows. First, given a popu-
lation and a resource pool, we extract with uniform prob-
ability one random individual and one resource item; if
they are compatible with each other, they are removed
from their own starting sets, and the individual is added
to a pool of selected ones. If they are not compatible,
they are reinserted in their respective living communi-
ties. This procedure is repeated until an exit condition
becomes satisfied, being it the fact that all the individu-
als in the community have been selected or that the pro-
cedure has reached a fixed number of iterations Ntrials.
Once that a selected pool of individuals has been identi-
fied, all the remaining ones are discarded, and a new gen-
eration is built up by picking at random from the selected
entities with uniform probability; the selected items are
replicated with mutations, aimed to mimic the genetic
drift, until the new population reaches the same size N .
The whole procedure is repeated for a fixed number of
generation Ngen. Our simulations (Figure 5) exhibit the
same qualitative behavior observed in the Gillespie simu-
lations (Figure 2) and the numerical integrations of eq. 3
(Figure 4). This simulation scheme has the advantage of
being computationally faster than Gillespie simulations,
since it does not require to calculate explicitly pair inter-
actions among all individuals. However, it entails a more
difficult mathematical analysis.
VI. APPENDIX B: PHENOMENOLOGICAL
DESCRIPTION OF THE MODEL
Equation (3) can be derived explicitly starting from
the definition of the microscopic processes occurring in
the dynamics [4, 23]. Here we show how to obtain an
equivalent equation for a slightly simplified case. We
focus on a population whose individual’s phenotypes are
represented by single real valued variables x, and consider
the evolution under the effect of asexual reproduction,
competition for resources, mutations and demographic
stochasticity. As before, φ(x, t) is the population density
function of individuals x at time t. It is useful to write
µ
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Figure 5. Results of numerical simulations run in Wright
Fisher simulation scheme, with non-overlapping generations
and explicit representation of resources. The population size
is N = 5 · 103 and the competitive interaction range is
wc = 0.2. Both x ∈ [0, 1] and y ∈ [0, 1] with periodic bound-
ary conditions using a discretization ∆x = ∆y = 2 · 10−3;
the simulations are run for Ngen = 5 · 103 generations and
with Ntrials = 25 ∗ 104. Our results confirm that this simu-
lation scheme describes the process under study as well the
Gilliespie simulations and the mesoscopic phenomenological
Equation (eq. 3).
it as
φ(x, t) =
1
Ω
N(t)∑
i=1
δ(x− xi) (7)
where N(t) is the number of individuals present at time
t and Ω is the characteristic size of the system. In this
view, the birth/death of an individual with phenotype
x′ corresponds to adding/subtracting to the density (7)
a Dirac delta centred on x′. The microscopic transition
rates defining the probability of birth and death of an
individual x′ can be written as
W
(
φ(x) −→ φ(x) + 1
Ω
δ(x− x′)
)
= b Ω φ(x′)M(x− x′)
W
(
φ(x) −→ φ(x)− 1
Ω
δ(x− x′)
)
= d Ω φ(x′) δ(x− x′) ×
×
∫
dz φ(z) Kc(z − x′)
(8)
The first rate states that the probability of birth of an
individual x′ is proportional to the density φ(x), modu-
lated by a mutation kernelM(x− x′) centred on x′. We
consider here mutation as Gaussian noise added to the
parents phenotype x′, so that the mutation kernel takes
the form:
M(x− y) = 1√
2pi(2D)
e−
(x−y)2
2pi(2D) (9)
7At the same time, the second rate implies that the prob-
ability of death of an individual x′ is proportional to the
product of the density φ(x′) and the number of individ-
uals similar to x′:
∫
dz φ(z) Kc(z−x′), where Kc(z−x′)
is the competition kernel. We can now write a Master
Equation (ME) for the evolution of the probability den-
sity P (φ(x), t):
∂tP (φ(x), t) =∫
dx′W (φ(x) + 1Ωδ(x− x′) −→ φ(x))
P (φ(x) + 1Ωδ(x− x′), t)
+
∫
dx′W (φ(x)− 1Ωδ(x− x′) −→ φ(x))
P (φ(x)− 1Ωδ(x− x′), t)
−
∫
dx′W (φ(x) −→ φ(x) + 1Ωδ(x− x′))P (φ(x), t)
−
∫
dx′W (φ(x) −→ φ(x)− 1Ωδ(x− x′))P (φ(x), t).
(10)
Introducing the step operators ∆+x′ and ∆
+
x′ , whose action
on a generic functional F [φ(x)] is defined as:
∆±x′f [φ(x)] = f
[
φ(x)± 1
Ω
δ(x− x′)
]
(11)
the ME takes the form:
∂tP (φ(x), t) =∫
dx′(∆−x′ − 1)
(
W (φ(x) −→ φ(x) + 1Ωδ(x− x′))P (φ(x), t)
)
+
∫
dx′(∆+x′ − 1)
(
W (φ(x) −→ φ(x)− 1Ωδ(x− x′))P (φ(x), t)
)
(12)
We can now perform a system size expansion on the step
operators, which can be viewed as a functional variant of
the Kramers-Moyal expansion, valid in the large popula-
tion regime:
∆±x′ = 1±
1
Ω
δ
δφ(x′)
+
1
2Ω2
δ2
δφ2(x′)
+O
(
1
Ω3
)
, (13)
where δ/δ(x) denotes a functional differentiation. By in-
serting into Eq.(12) the expansion given by Eq.(13) trun-
cated at the second order, we obtain to the Fokker-Plank
equation (FPE):
∂tP (φ(x), t) ≈
−
∫
dx′
δ
δφ(x′)
[
1
Ω
P (φ(x), t)
(
W (φ(x) −→ φ(x) + 1Ωδ(x− x′))−
W (φ(x) −→ φ(x)− 1Ωδ(x− x′))
)]
+
1
2
∫
dx′
δ2
δφ2(x′)
[
1
Ω2
P (φ(x), t)
(
W (φ(x) −→ φ(x) + 1Ωδ(x− x′))+
W (φ(x) −→ φ(x)− 1Ωδ(x− x′))
)]
(14)
which in turn can be mapped into the Langevin equation
∂tφ(x, t) =
∫
dx′
1
Ω
W (φ(x) −→ φ(x) + 1Ω δ(x− x′)) −∫
dx′
1
Ω
W (φ(x) −→ φ(x)− 1Ω δ(x− x′)) +∫
dx′
√
1
Ω2
(
W (φ(x) −→ φ(x) + 1Ω δ(x− x′)) +
W (φ(x) −→ φ(x)− 1Ω δ(x− x′))
)
· ξ(x, t).
(15)
ξ(x, t) is a Gaussian zero-mean white noise with correla-
tion function 〈ξ(x, t)ξ(x′, t′)〉 = δ(x− x′)δ(t− t′). Using
the explicit form of the transition rates (8), Eq.(15) be-
comes:
∂tφ(x, t) = b
∫
dx′ φ(x′)M(x− x′)
− d φ(x, t)
∫
dx′ φ(x′, t) Kc(x′ − x)
+
√
φ(x, t)√
Ω
√(
b+ d
∫
dx′′ φ(x′′, t) Kc(x′′ − x)
)
· ξ(x, t).
(16)
For small enough values of the mutation parameter D we
can approximate the expression of the birth term as
b
∫
dy φ(y)M(x− y) = b
∫
dx′
[
φ(x)+
(x′ − x)φ′(x) + 12 (x′ − x)2φ(x)′′ + ...
] e− (x−x′)22pi(2D)√
2pi(2D)
≈ b φ(x) + b D∂
2φ(x)
∂x2
.
(17)
Finally, approximating the demographic-noise term,
we obtain to the equation:
∂φ(x, t)
∂t
= b φ(x, t)− d φ(x, t)
∫
dx′ φ(x′, t) Kc(x′ − x)
+ D
∂2φ(x)
∂x2
+
1√
Ω
√
φ(x, t) · ξ(x, t).
(18)
It is now possible to see how Eq. (3) is just an extension
of Eq. (18), but where the phenotypes of any individual
is as set of two real valued variables (x, y) instead of
only one (x), and where competition is determined by
the only trait set x, while mutation, asexual reproduction
and demographic noise affects both characters.
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