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Abstract
The work of Kolmogorov, Arnold and Moser appeared just before the
renormalization group approach to statistical mechanics was proposed by
[1]: it can be classified as a multiscale approach which also appeared in
works on the convergence of Fourier’s series, [2, 3], or construction of
Euclidean quantum fields, [4], or the scaling analysis of the short scale
behaviour of Navier-Stokes fluids, [5], to name a few which originated a
great variety of further problems. In this review the KAM theorem proof
will be presented as a classical renormalization problem with the harmonic
oscillator as a “trivial” fixed point.
1 Introduction
The KAM theorem can be regarded as a multiscale analysis of the stability
of the harmonic oscillator viewed as a fixed point of a transformation which
enlarges a region of phase space focused around a nonresonant quasi periodic
motion. The problem considers a Hamiltonian
H0(A,α) =
1
2
(A, J0A) + ω0 ·A+ f0(A,α) ≡ h0 + f0 (1.1)
real analytic for (A,α) ∈ (D̺ × T
ℓ) with: D̺ = {A ∈ R
ℓ, |Aj | < ̺}, T
ℓ the
ℓ-dimensional torus [0, 2π]ℓ identified with unit circle {z| zj = e
iαj , j = 1, . . . , ℓ},
ω0 ∈ R
ℓ and J0 could be a ℓ× ℓ non degenerate symmetric matrix (detJ0 6= 0)
but here it will be just the identity matrix time a constant, to simplify notations.
The Hamiltonian is supposed holomorphic in the complex region C̺0,κ0 with
size of the perturbation f0 measured by ε0:
C̺0,κ0
def
= {(A, z)||Aj | ≤ ̺0, e
−κ0 ≤ |eiαj | ≤ eκ0 , j = 1, . . . , ℓ} ⊂ C2ℓ
ε0 = ||∂Af0||̺0,κ0 +
1
̺0
||∂αf0||̺0,κ0 , with :
||f ||̺0,κ0
def
= max
C̺0,κ0
|f(A, z)|, ∀f holomorphic in C̺0,κ0
(1.2)
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with ̺0 > 0, κ0 > 0, zj ≡ e
iαj ; generally C̺,κ(A) will denote a polydisk centered
at A, i.e. defined as in Eq.(1.2) with |Aj − Aj | ≤ ̺ replacing |Aj | ≤ ̺ and
e−κ ≤ |zj | ≤ e
κ; polydisks centered at the “origin” will be simply denoted C̺,κ
and called “centered polydisks”.
It is supposed, no loss of generality, that the α-average f0(A) of f0(A,α)
vanishes at A = 0.
Set |A| = max |Aj |, |z| = max |zj |, ∀A, z ∈ C
ℓ.
The idea is to focus attention on the center of C̺0,κ0 where, if ε0 = 0, a
motion (“free motion”) takes place which is quasi periodic “with spectrum”
ω0. This is done by changing variables in a small polydisk C˜̺,κ˜(a) ⊂ C̺0,κ0 ,
eccentric if a 6= 0, that is then recentered and enlarged back to the original size
so that it contains C̺0,κ′0 with κ
′
0 >
1
2κ0.
The motions developing in the initial polydisk can be studied as “through
a microscope”: in the good cases (i.e. under suitable assumption on the initial
parameters J0,ω0 and f0) the Hamiltonian will turn out to be substantially
closer to that of a harmonic oscillator (described by its “normal” Hamiltonian
ω0 ·A in the variables A,α).
Iterating the process the Hamiltonian changes but, remaining analytic in
the same polydisk C̺0, 12κ0 , converges to that of a harmonic oscillator: the in-
terpretation will be that, looking very carefully in the vicinity of the torus
Tω0 = {A = 0,α ∈ [0, 2π]
ℓ}, also the perturbed Hamiltonian exhibits a har-
monic motion with spectrum ω0: the result, proved below, is the KAM theorem.
This is not only reminiscent of the methods called “renormalization group”,
RG, in quantum field theory but in this review it will be shown to be just a
realization of them, correcting an error in [6] and adapting the correction to
more recent views on the RG: see concluding remarks where the mentioned
error is recalled.
2 A formal coordinate change
The Hamiltonian Eq.(1.1), considered as a holomorphic function on a domain
C̺0,κ0 (Eq.(1.2)), will be denoted H0 = h0 + f0. The label 0 is attached since
the beginning because Hn, fn, ̺n, κn will arise later with n = 1, 2, . . ..
The frequency spectrum ω0 will be supposed “Diophantine”, i.e. for some
C0 > 0 it is, for all 0 6= ν ∈ Z
ℓ where Zℓ is the lattice of the integers:
|ω0 · ν|
−1 < C0 |ν|
ℓ, ∀ν 6= 0 (2.1)
and the latter inequality will be repeatedly used to define canonical transfor-
mations with generating functions of the form Φ(A′,α) +A′ · α:
A = A′ + a+ ∂αΦ(A
′,α), α′ = α+ ∂A′Φ(A
′,α) (2.2)
with the function Φ chosen so that in the new coordinates (A′,α′) the perturba-
tion is weaker, at the price that the new coordinates will cover a (much) smaller
domain, inside the D̺ × T
ℓ.
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To simplify the notations the functions of α will always be implicitly regarded
as functions of zj = e
iαj whenever referring to their holomorphy properties,
and without further comments their arguments will be written as z or α, as
convenient.
At first the natural choice for Φ, temporarily forgetting the determination of
the domain of definition of the transformation would be
Φ(A′,α) = −
∑
0 6=ν∈Zℓ
f0,ν(A
′ + a)
i(ω0 · ν + ((A′ + a) · J0ν)
eiν·α
a = −J−10 ∂f0(a)
(2.3)
where f0,ν(A) is Fourier’s transform of f0(A,α), and f0(A
′) denotes the average
of f0(A
′,α) over α. The symbol ∂ with no further labels means gradient with
respect to the argument of the function to which it is applied.
Then inserting Eq.(2.2) into H0 the Hamiltonian is transformed into
(0) : H ′(A′,α′) =
1
2
(A′ · J0A
′) + ω0 ·A
′
(1) : + (ω0 + J0(A
′ + a)) · ∂αΦ + f0(A
′ + a,α)− f0(A
′ + a)
(2) : + f0(A
′ + a)− f0(a)− ∂f0(a) ·A
′
(3) : + f0(A
′ + a+ ∂Φ,α)− f0(A
′ + a,α) +
1
2
∂Φ · J0∂Φ
(2.4)
where the second of Eq.(2.3) has been used and a few terms have been added
or subtracted (including free addition or substraction of constants) so that:
• (0) The unperturbed Hamiltonian,
• (1) This term vanishes if Φ is defined via Eq.(2.3);
• (2) The term is of O(ε0(A
′)2), hence it is a higher order term if |A′| is
small enough.
• (3) The contributions are formally of higher order in the size ε0 of f0.
In a domain in which the transformation Eq.(2.2) could be defined, the
motions would be described by a simpler Hamiltonian which is still an integrable
Hamiltonian plus a perturbation of higher order in ε0.
However to make sense of the transformation in Eq.(2.2) it is not only nec-
essary to restrict the variables (A′,α) to a smaller domain, but it has to be
possible to solve the implicit functions problem in Eq.(2.2),(2.3) (namely to ex-
press (A,α) in terms of (A′,α′) and viceversa, and finding a), but also the
denominator in Eq.(2.3) will have to be modified to avoid dividing by 0: which
will happen, for generic f0 and for some ν, on a dense set of A
′ ∈ D̺0 , if J0
is not singular (as it is being supposed). Therefore the map in Eq.(2.2) will
now be modified and defined properly after recalling the notion of dimensional
estimate.
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3 Dimensional estimates
The very nature of the stability of quasi periodic motions is that it is a multiscale
problem: like many other problems in analysis, from the almost everywhere
convergence of Fourier series of L2([0, 2π])-functions ([3]), to the study of the
possible singularities of the Navier-Stokes problem ([5]), to the convergence of
the functional integrals arising in quantum field theory ([7]), to name a few.
The renormalization group method, [8, 9], unifies the approaches developed to
study such problems.
The main feature of the renormalization group applications is their being
based on what will be called here “dimensional estimates”.
Dimensional estimates deal with elementary bounds on holomorphic func-
tions. Let g(z) be any holomorphic function in a closed domain C ⊂ C (do-
main ⇒ closure of an open set in the complex plain C). The function g
can be bounded, toghether with its Taylor coefficients, in terms of ||g||C =
maxz∈C |g(z)|, inside the region Cδ consisting of the points in C at distance ≥ δ
from the boundary of C:
|∂nz g(z)| ≤ n! ||g||C δ
−n, ∀z ∈ Cδ, n ≥ 0 (3.1)
A consequence is that if g is holomorphic in a disk C̺ = {z| |z| ≤ ̺} or in an poli-
annulus Γκ = {z|e
−κ ≤ |zj| ≤ e
κ, j = 1, . . . , ℓ} then the following elementary
bounds on the derivatives of g or, respectively, the Fourier coefficients gν of the
function g(eiα) hold
||∂nz g||C̺′
≤ n! ||g||
C̺
(̺− ̺′)−n, ∀n ≥ 0
|gν | ≤ ||g||Γκ
e−κ|ν|, ∀ν ∈ Z, |ν| =
ℓ∑
i=1
|νi|
(3.2)
Holomorphic functions g of ℓ or 2ℓ arguments will be considered, in the
following, in domains
C̺ = {A||Aj | ≤ ̺, j = 1, .., ℓ}, Γκ = {z|e
−κ ≤ |zj | ≤ e
κ, j = 1, .., ℓ}
C̺,κ = C̺ × Γκ
(3.3)
and their maxima will be denoted by appending labels ̺ or κ or ̺, κ, as appro-
priate, to the symbol ||g||.
Hence if ||g||̺,κ = ε the bounds
||gν ||̺ ≤ ε e
−κ|ν|, ∀ν ∈ Zℓ,A ∈ C̺′
||∂n
A
gν ||̺′,κ ≤ n! ε e
−κ|ν|(̺− ̺′)−n, ∀ν ∈ Zℓ,A ∈ C̺′ (3.4)
hold and will be called dimensional bounds.
Summarizing: the dimensional bounds say that the n-th derivatives of a
function holomorphic in a domain C are bounded, at a point z at distance δ
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from the boundary of C, by the maximum of the function in C divided by the
n-th power of the distance of z to the boundary ∂C of C times n! (“Cauchy’s
theorem”).
4 A canonical map
The renormalization group generates a map R whose iterations can be inter-
preted as successive magnifications zooming on ever smaller regions of phase
space in which motions develop closer and closer to the searched quasi periodic
motion of spectrum ω0.
At step n = 0, 1, . . . the motions will be described by a Hamiltonian Hn+fn
which will be the sum of three terms
1
2
A · JnA+ ω0 ·A+ fn(A,α), (4.1)
see Eq.(1.1). In the renormalization group nomenclature and under the condi-
tions Eq.(2.1) and detJ0 6= 0 the first and third terms would be called “irrele-
vant” and the intermediate (i.e. the normal form for the ℓ-dimensional harmonic
oscillators Hamiltonian) would be called a “marginal trivial fixed point”: the
reason behind the latter names will become clear.
Introducing the parameters εn, Jn, ̺n, Cn, κn, characterizingHn in the same
sense in which ε0, J0, ̺0, C0, κ0 characterizeH0, it is convenient, for the purpose
of a rapid evalutation of several estimates, to keep in mind that the following
“dimensionless” quantities,
ηn = εnCn, e
κn (4.2)
will naturally occurr in the dimensional estimates: the latter will, therefore,
be expressed as products of selected dimensionless quantities times a suitable
factor chosen among the dimensional parameters εn, ̺n, Cn, Jn.
All bounds will be carefully written so that they will involve only dimension-
less constants and, when needed, a factor to fix the dimensions. Furthermore
the construction of the sequence Hn will be so designed that
Cn ≡ C0, ̺n ≪ ̺0, κn = κn−1 − 4δn >
1
2
κ0 (4.3)
with δn defined so that κ0 ≥ κn ≥
1
2κ0; to fix the ideas δn will be fixed as
δn = (n+ 10)
−2κ0. fn will tend to 0, with εn ≪ ε0, while Jn = J0.
It will not be restrictive to suppose, initially:
C0̺0J0 < 1, 2
−1 < e
κ0
2 < eκn < eκ0 < 2 (4.4)
because the theorem will apply for ε0 small enough and ̺0, κ0 can be initially
restricted as needed. Furthermore it is important to keep in mind that the
bounds that follow are naive dimensional bounds derived without any optimiza-
tion attempt, yet they will suffice for a complete proof.
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To define properly a tranformation inspired by Eq.(2.2) and to eliminate the
mentioned possible divisions by 0, while still keeping H ′ in Eq.(2.4) formally
close to H0 as in Sec.2, the first task is to determine the shift a, Eq.(2.3).
The implicit equation Eq.(2.3) for a, a = −J−10 ∂f0(a)
def
= n(a), can be solved
under a smallness condition on ε0 obtaining a close to a0 = −J
−1
0 ∂f0(0).
This follows from an application of a general implicit function theorem yield-
ing the existence of a constant χ such that the smallness condition |n|̺0 |̺
−1
0 < χ
implies existence of a solution. Since |n|̺0 |̺
−1
0 is dimensionally bounded by
ε0J
−1
0 ̺
−1
0
def
= θ0 the condition for the solubility of the equation is:
θ0 = ε0̺
−1
0 J
−1
0 < χ ⇒ |a| < θ0̺0 < χ̺0 <
1
16
̺0 (4.5)
see, for instance, proposition 19 in [10, Sec.5.11]. The further bound θ0 <
1
16
is an extra property useful for the coming analysis (with no attention to an
optimal χ-value).
The function f0(A
′+a,α) will then be defined and analytic in C 3
4
̺0,κ0
(from
3
4+
1
16 < 1). Then proceed to build Φ, but replace Eq.(2.3) with its second order
expansion in J0:
Φ0(A
′,α) =−
∑
0 6=ν∈Zℓ
f0,ν(A
′ + a)eiα·ν
iω0 · ν
·
(
1−
J0(A
′ + a) · ν
ω0 · ν
+ (
J0(A
′ + a) · ν
ω0 · ν
)2
) (4.6)
The function Φ0 is well defined in the polydisk C 3
4
̺0,κ0−δ0 as seen via the fol-
lowing general dimensional bounds (given in Eq.(3.4) on functions bounded by
ε0 and holomorphic in a domain C̺0,κ0).
Taking into account the Diophantine inequality Eq.(2.1), for 0 ≤ δ0 < κ0,
the definitions Eq.(4.2),(4.3),(4.4) and the dimensional inequality Eq.(3.4), with
the restrictions Eq.(4.4), leads to:
||Φ0|| 3
4
̺0,κ0−δ0 ≤ε0̺0
∑
ν 6=0
e−δ0|ν|
|ω0 · ν|
(1 +
|J0|̺0|ν|
|ω0 · ν|
+ (
|J0|̺0|ν|
|ω0 · ν|
)2) ≤ γ1η0̺0 δ
−c1
0
|Φ0,ν(A
′)| <γ1η0 ̺0 δ
−c1
0 e
−κ0|ν|, ∀|A′| < ̺0
(4.7)
with γ1 a dimensionless constant (depending only on the number of degrees of
freedom ℓ), η0 = ε0C0 and J0C0̺0 < 1 have been used and c1 = 5ℓ+ 2.
Hence the functions in the r.h.s of Eq.(2.2) admit the dimensional bounds:
||∂αΦ0|| 2
3
̺0,κ0−2δ0 ≤ γ2η0 ̺0δ
−c2
0 , ||∂A′Φ0|| 23̺0,κ0−2δ0 ≤ γ3η0 δ
−c3
0
||∂2
αA′
Φ0|| 2
3
̺0,κ0−2δ0 ≤ γ4η0 δ
−c4
0 , ||∂
2
A′A′
Φ0|| 2
3
̺0,κ0−2δ0 ≤ γ5η0̺
−1
0 δ
−c5
0
(4.8)
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where the derivatives with respect to αj should be interpreted as izj∂zj for
zj = e
iαj in the domain (A′,α) ∈ C 2
3
̺0,κ0−2δ0 , and the constants γi, ci can
be fixed to depend only on ℓ. The radius is reduced to 23̺0 to allow simple
dimensional bounds using 34−
1
16 >
2
3 (taking into account the second inequality
in Eq.(4.5)).
To define the canonical transformation (A′,α′)→ (A,α) the implicit func-
tions in Eq.(2.2) have to be solved. This can be done quite easily if one is willing
to define the map only for (A′,α′) contained in a small enough domain.
The condition of solubility for (A′,α′) ∈ C̺′,κ′ for ̺
′ = 12̺0, κ
′ = κ0 − 3δ0
is prescribed (simple implicit function theorem for analytic functions, see for
instance propositions 20,21 in Sec.5.11 and Appendix N in [10]) on dimensional
grounds simply by
||∂2
A′α
Φ0|| 2
3
̺0,κ0−2δ0 < γ6η0 δ
−c6
0 < 1 (4.9)
where the first inequality is just the bound Eq.(4.8) on the l.h.s. with γ4 modified
into a larger γ6 and c6 a constant (e.g. 5ℓ+ 4).
The solution can be obtained, again reducing the radius from 23̺0 to
1
2̺0
for ease of dimensional bounds in what follows, by first fixing A′ ∈ C 1
2
̺0
so
that the second inequality in Eq.(4.9) simply implies injectivity of the map
α
′ = α+ ∂A′Φ0(A
′,α) for α ∈ Cκ0−2δ0 , for all A
′ fixed in C 1
2
̺0
; it implies also
α ∈ Cκ0−2δ0 for α
′ ∈ Cκ0−3δ0 if γ6 is large enough, see appendix A. Therefore,
given A′ ∈ C 1
2
̺0
and using the injectivity, α can be computed from α′ in the
form
α = α′ +∆(A′,α′), α′ ∈ Cκ0−3δ0 , ∀A
′ ∈ C 1
2
̺0
∆(A′,α′) ≡ −∂A′Φ0(A
′,α)
||∆|| 1
2
̺0,κ0−3δ0 < γ7η0δ
−c7
0 < δ0,
(4.10)
where the second line in Eq.(4.10) is an identity which implies, via Eqs.(4.8),(4.9),
the inequalities in the third line, where γ7, c7 are suitable positve constants.
The second inequality in Eq.(4.9) also insures the injectivity of A = A′ +
∂αΦ0(A
′,α) for A′ in C 1
2
̺0
, for all α fixed in Cκ0−3δ0 . Hence having defined
∆(A′,α′) the angles α can be expressed in terms of α′,A′; and it is possible
to express, for each α′ ∈ Cκ0−3δ0 , A in terms of A
′, ∀A′ ∈ C 1
2
̺0
: simply by
substituting α by α′ +∆(A′,α′) and finding:
A = A′ + a+Ξ(A′,α′)
Ξ(A′,α′) ≡ ∂αΦ0
(
A′,α′ +∆(A′,α′)
)
,
(4.11)
and for (A′,α′) ∈ C 1
2
̺0,κ0−3δ0 the (A,α) will vary inside the original domain.
Then again Eqs.(4.8),(4.9), if γ′2η0δ
−c2
0 <
1
16 , for γ
′
2 suitably larger then γ2
yield
|A| <
1
2
̺0 + ||Ξ|| 1
2
̺0,κ0−3δ0 ≤
1
2
̺0 + γ3η0̺0δ
−c3
0 <
3
4
̺0 (4.12)
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Collecting all conditions to define a,∆,Ξ a canonical map
A =A′ + a+Ξ(A′,α′), α = α′ +∆(A′,α′)
||Ξ|| 1
2
̺0,κ0−3δ0 < γ8η0 ̺0δ
−c8
0
||∆|| 1
2
̺0,κ0−3δ0 < γ8η0 δ
−c8
0
(4.13)
will be defined, for suitably chosen γ8, c8, changing (A
′,α′) ∈ C 1
2
̺0,κ0−3δ0 into
C 3
4
̺0,κ0−δ0 .
The new function f ′0(A
′,α′) = f0(A
′+a+∂Φ,α)− f 0(a) will be expressed
by the three terms in Eq.(2.4) as discussed in the next section in terms of η0, δ0;
the conditions imposed in the construction can be all implied by the conditions
C0̺0J0 < 1, e
κ0 < 2 initial restrictions
ε0J
−1
0 ̺
−1
0 < χ, to define a = −J
−1
0 ∂f0(a)
γ9η0δ
−c9
0 < 1, to define ∆,Ξ
(4.14)
for γ9, c9 large enough and χ small enough, see Eq.(4.5).
The domain of variability in the initial variables (A,α), where the canonical
map is defined, will now contain (at least) a small domain of shape close to a
polydisk (eccentric because of the translation by a) inside the initial domain
C̺0,κ0 of the Hamiltonian H0. The small eccentric polydisk is the image of a
centered polydisk C 1
2
̺0,κ0−3δ0 in the new variables (A
′,α′).
5 Renormalization
The Hamiltonian H0 + f0 in the new coordinates A
′,α′ becomes:
H ′(A′,α′) =
1
2
A′ · J0A
′ + ω0 ·A
′ + f ′, (A′,α′) ∈ C 1
2
̺0,κ0−3δ0
(5.1)
in the domain (A′,α′) ∈ C 1
2
̺0,κ0−3δ0 . The function f
′ is defined, in the mixed
variables (A′,α), by Eq.(2.4).
• The contribution 1) in Eq.(2.4), does not vanish: but it carries the key
cancellation showing that the sum of terms individually formally O(ε0) is
in fact of higher order in ε0 as can be seen via the Fourier’s transform of
f0 − f0 =
∑
0 6=ν f0,νe
iα·ν which, after a few simplifications, is:
(ω0 + J0(A
′ + a) · ∂αΦ0 + f0(A
′ + a,α)− f0(A
′ + a)
=
∑
0 6=ν
f0,ν(A
′ + a)
(J0(A
′ + a) · ν)3
(ω0 · ν)3
eiα·ν
(5.2)
• using J0a = −∂f0(a), admits, if |A
′| < ˜̺, the dimensional bound, in the
sense of Eq.(1.2), (using (J0C0̺0) < 1, and Eq.(3.4) together with the
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bound |f0,ν | < ε0̺0e
−κ0|ν| from 1
̺0
|∂αf0| ≤ ε0):
γ10ε0
̺0˜̺ ((J0 ˜̺C0)3 + (C0ε0̺−10 )3)δ−c100
= γ10ε0
̺0˜̺ ( ˜̺
3
̺30
+ η30)δ
−c10
0 < γ11ε0η
2σ
0 δ
−c11
0
(5.3)
in the polydisk C˜̺,κ0−3δ0 , if ˜̺= ησ0 and 0 < σ ≤ 12 .
• The contribution 2) in Eq.(2.4), is bounded, still in the sense of Eq.(1.2),
in a disk of radius ˜̺= ησ0 ̺0 by
γ13ε0η0 (5.4)
making use of its α-independence (which permits to estimate the second
derivative of f0(A) in a disk of radius
1
2̺0) also yielding a contribution to
the higher order terms if ˜̺= ̺0ησ0 is suitably small.
• The terms in the contribution 3) are also bounded, still in the sense of
Eq.(1.2), by:
γ14ε0η0δ
−c14
0 (5.5)
in the polydisk C˜̺,κ0−3δ0 , using C0̺0J0 < 1.
Adding the bounds Eq.(5.3),(5.4),(5.5) it is found, for σ = 12 :
ε1 = (|∂A′f
′|
̺0η
1
2
0 ,κ0−4δ0
+
1
̺0η
1
2
0
|∂α′f
′|
̺0η
1
2
0 ,κ0−4δ0
< γε0η0δ
−c
0 ) (5.6)
for γ, c > 0 suitably fixed, if C0̺0J0 < 1, (seealso Eq.(4.5)).
The result is that in the coordinates A1,α1 the motion is Hamiltonian
with Hamiltonian H1, recalling the definitions of the dimensionless quantities
in Eq.(4.2):
H1 = A1 · J0A1 + ω0 ·A1 + f1(A1,α1)
̺1 = ̺0η
1
2
0 , κ1 = κ0 − δ0, J1 = J0, C1 = C0
η1 = γη
2
0δ
−c
0 , θ1 = γθ0η
1
2
0 δ
−c
0 , J1C1̺1 < J0C0̺0 < 1
(5.7)
where γ, c are constants and δn = 4δn = κ0(n+ 10)
−2.
The above transformation of coordinates, which will be denoted K0, is well
defined and holomorphic in the domain C 1
2
̺0,κ0−4δ0 provided ε0 is small enough
so that the conditions imposed during the construction, namely Eq.(4.14), and
the ones following it, are satisfied and remain satisfied under iteration allowing
to define the sequence of maps Kn, n ≥ 0: because if η0 (i.e. ε0) is small
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enough the map in Eq.(5.7) generates a sequence with Cnεn = C0εn = ηn
tending to 0, fixed arbitrarlily µ ∈ (0, 12 ) and a corresponding suitable constant
γ, superexponentially with
ηn ∼ (γη0)
(1+µ)n , γ > 0, 0 < µ <
1
2
(5.8)
and θn also tend to 0 at similar rates (e.g. θn ∼ (γ
′η0)
(1+µ)nc′ , c′ < 1), as can be
checked by induction from Eq.(5.7) with suitable γ′, c′. This implies that for all
n ≥ 0 the transformations Kn can be defined if ε0 (i.e. its dimensionless version
η0) is small enough.
Furthermore Kn is seen from Eq.(4.13) to be close to the identity within
γ8ηnδ
−c8
n . Hence the iteration of the renormalization procedure defines a se-
quence of transformations Kn under the only initial condition in Eq.(4.14) with
γ9, c9, χ
−1 large enough.
In the polydisk C̺n,κn the motions starting with An = 0 and (say)α = 0
become closer and closer to the motion of a harmonic oscillator with frequency
spectrum ω0 and in the limit n→∞ all motions in the “polydisk” (degenerated
to a torus 0 × T ℓ) are harmonic with spectrum ω0 This is checked simply by
remaking that the motion of the initial data is, if observed in an arbitrarily fixed
time t, is superxponentially close to the harmonic motionA = 0,α(t) = α+ω0t.
The torus on which the motion is quasi periodic is the limit of the tori with
equationsA = an+Ξn(an,α
′),α = α′+∆n(an,α
′) which is the torus which at
the n-th iteration of the renormalization has coordinates an,α
′). The successive
corrections to an and to the functions Ξn,∆n tend to 0 superxponentially and
the limits
a∞, Ξ∞(α
′), ∆∞(α
′), α′ ∈ T ℓ (5.9)
define an invariant torus on which motion is α′ → α′ + ωt.
It is also possible to define a sequence of maps K˜n defined in the fixed domain
C 1
2
̺0,
1
2
κ0
by rescaling the polydisks by a factor h
1
2
n−1 = ̺n−1/̺n, n ≥ 1 so that
they are all turned into C 1
2
̺0,
1
2
κ0
: the rescaling transformation will change An
into A′n = η
− 1
2
n An and the Hamiltonian into
H˜n = ω0 ·A
′
n + η
1
2
n
1
2
(A′n · J0A
′
n) + η
− 1
2
n fn(η
1
2
nA
′
n,α
′
n)−−−−→n→∞ ω0 ·A∞ (5.10)
This shows that the perturbation f and the twist J0 are, after renormaliza-
tion, “irrelevant operators”, while the harmonic oscillator is a “fixed point”: in
some sense the transformation has the harmonic oscillator as an attractive fixed
point. This completes a proof of the KAM theorem, [11, 12, 13, 14].
Remarks: (1) a simpler analysis (and an instructive warm-up exercise) can be
carried also if J0 = 0 provided the perturbation depends only on the angles α.
The independence of f0 from A has the consequence, in the proof development,
that all terms appearing to involve J−10 actually do not arise at all (and the
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system is integrable).
(2) Since the condition det J0 6= 0 is called “anisochrony condition” or “twist
condition” the invariant tori that may exist when f0 depends only on α and
detJ0 6= 0 are called “twistless”, [15]. Their construction, if f0 is an even
function of α (i.e. f0(α) =
∑
n fn cos(ν ·α)), can proceed via a simple graphical
algorithm leading to a new “direct” proof of the KAM theorem, [16, 17, 18],
that can even be extended to the general case, [19].
(3) The estimates in the above analysis are far from optimal and optimization
is desirable.
6 Comments
The analysis in Sec.5 is a reformulation of the original proof by Kolmogorov,
[11], reproduced in full detail in [14] and used to build a rigorous computation
algorithm in [20]. The feature of the approach, common also to Moser’s work,
[13], is to use canonical maps with fixed small denominators: this avoids dealing
with A dependent divisors appearing in [12, p.105], reproduced in [10].
The renormalization group interpretation has been proposed in in [21] with
prefixed divisors and [22, 6] still dealing with A-dependent divisors: the ap-
proach developed in Sections 4,5 is inspired by the latter development but
avoids A-dependent divisors, hence it is close to [11, 13, 14, 20, 23, 24] and
several other approaches. The definition of εn, see Eq.(1.2), can be replaced
by ε0 = maxC |f0|: this choice would be possible, jsut with obvious notational
changes.
The relation between the KAM theorem and the renormalization group has
been used in various forms for its proof, in several papers, for instance [22, 21,
25, 6, 26, 27, 23, 28, 29].
The difference between the approach of Kolmogorov and Moser, with respect
to Arnold’s, [12], is that in the second the small divisors are A-dependent and
are controlled by an increasing sequence of cut-offs on ν, at each order of the
perturbation expansion.
The analysis of the singularity at ε0 = 0, in the case of resonant quasi pe-
riodic motions (i.e. motions which dwell on lower dimensional tori), can also
be pursued via multiscale methods conveniently interpreted as methods of per-
forming the resummations of the perturbative series, which unlike the KAM
case, are divergent power series, [30, 31, 32].
A Appendix
Remark that the distance of the boundary of the polyannulus Γκ0 to that of
Γκ0−δ0 is bounded, if
1
2 ≤ e
±κ0 ≤ 2, below by 12δ0 and above by 2δ0.
The injectivity follows by writing zj = e
iαj and, integrating along the short-
est path enclosed in Cκ0−δ0 connecting z1 and z2:
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|z′1,j − z
′
2,j | =
∫ z2
z1
∑
j
dzj ∂zj
(
zj exp(i∂A′
j
Φ0(A
′,α))
)
≥ |z1 − z2|
(
1− ℓeγ3η0δ
−c3
0 γ4η0δ
−3ℓ−3
0 −
πℓ
2
γ4η0δ
−c4
0
)
≥
1
2
|z1 − z2|
(A.1)
deduced after taking into account the inequalities Eq.(4.8),(4.9).
Acknowledgements: I am indebted to G. Antinucci, G.Gentile and I. Jauslin
and to the referees for comments on an earlier version.
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