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Abstract 
Suitable project portfolio selection in inconsistent economy that can reduce the portfolio 
risks and increasing utilities for investors has gained significant research attentions.   This article 
addresses the project portfolio selection in which conventional certain (1) prediction, (2) 
optimization and (3) clustering approaches cannot be used to face uncertainty. To predict the real 
value of affecting project risk parameters, neural network has been used; Then to determine the 
optimized sequences and procedures, the proposed model have been evaluated using the multi-
objective shuffle frog leaping algorithm (SFLA) by robust optimization approach; To suggest 
different risk criteria, K-means algorithm utilized to categorize the candidate projects and 
differentiating the clusters.  As the proposed hybrid methodology is studied on 420 different 
construction projects in an Iranian construction company in two economic stable years and an 
instable year in Iran real estate market. The results show 96 percent prediction-optimization 
capability due to different desired criteria.  
Keywords: project portfolio selection; uncertainty; neural network; multi-objective shuffle 
frog leaping algorithm; K-means; robust optimization. 
 
Introduction 
Projects and its concepts as the means of development and goal achievements for 
organizations have been proposed in industrial era (Salo et al, 2011). In such situations, although 
project-based enterprises are formed to do their routine processes, projects have been introduced to 
maintain developing actions; Many success and failure stories have been told to share the 
experiences while to face uncertainty (Mohaghegi et al, 2015), asking the expert’s opinion have 
been suggested widely (Lourenço et al, 2012- Carazo et al, 2010- Tavana et al, 2015).  
Although these approaches can be accepted in sustainable economies, in in-sustainable 
situations can be an important source of risk for investments (Melina et al, 2016 -Gładysz et al, 
2015).  Reviewing the literature of prediction and optimization shows many novel and accepted 
certain and uncertain methods while the literature gap in hybrid methodologies simultaneously risk 
predication, optimization and clustering is apparent (Liesiö and Salo, 2012- Düzgün, Thiele, 2010- 
Arasteh et al, 2014).  
In section 2, the literature review of the close articles and researchers have been reviewed. 
The third section describes the hybrid methodology, notations, models and used tools. In section 
four, the results obtained by the methods have been reported and analyzed; While the fifth section, 
conclude the results and suggests the forthcoming directions of possible researches in this research 
extension.  
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Literature review 
To develop a novel hybrid methodology for simultaneous parameter prediction, optimization 
of project tasks and selecting the project portfolio based on risk is a necessity.  
Project outcome and parameter prediction 
Cepra et al (2015) believe that while classification models are widely accepted in scientific 
methods but little tries to project outcomes predictions have been done. They have proposed 
classification models to predict software outcomes. The results show that the prediction models are 
appropriate to forecast the outcomes and parameters of such projects. Hu et al (2015) also have used 
prediction models to estimate the project risks occurred during an outsourced software project. They 
have used SVM and decision tree to find the rate of failure and estimating the time and cost of such 
projects. Walters et al (2015) have suggested using artificial intelligence methods to forecast project 
durations. They have used a combination method that contains Monte-Carlo simulation, earned-
value system and AI-based algorithms. Son and Kim (2014) proposed a data mining approach to 
predict the success or failure of green building projects. The Proposed SVM, neural network, 
decision tree and logistic regression algorithms have been compared and results show significant 
differences. Chora et al (2013) has tried to improve the prediction accuracy by a two-phase 
forecasting system combined with fuzzy C-means and SVM optimized by genetic algorithm (GA). 
The observed and tested results showed efficient credibility to be utilized in such area. Cheng et al 
(2010) by proposing a support vector machine inference system, estimated the 415 construction 
projects success rate. The results gained by empirical studies shows sufficient validity to use such 
method. 
Portfolio risk optimization  
Borthen et al (2010) by supposing interdependencies among IT and software projects, 
proposed an optimization model to select the projects portfolio. They believe in that their approach 
would be helpful and meaningful for IT managers to decide effectively. Liesiö and Punkka (2014) 
have studied multi-attribute analysis based on projects baselines and used computational methods to 
deal with this approach. Fernandez et al (2015) believes that the performance of algorithms in 
selecting the project portfolio are questionable. They have proposed a new version of ant colony 
optimization (ACO) to overcome such problem. The results show good impacts of such version on 
different sizes success. Tavana et al (2015) also suggested a hybrid method contains different risk 
criteria. They have used multi-criteria decision making (MCDM) approach to select the portfolio. 
The efficiency of proposed methods have been verified under a real world case study. Hassnzadeh et 
al (2014) used a robust optimization model to decide the project portfolio in pharmaceutical research 
and development outsourcing. A mathematical programming model have been proposed and a 
robust optimization approach have been conducted. Hassenzadeh et al (2014) also conducted R%D 
project portfolio optimization research to model and evaluate different objectives under uncertainty. 
The robust approach is then applied to investigate the most desirable solutions. Rabbani et al (2014) 
proposed a multi-objective version of PSO algorithm for solving the cost and time risk 
simultaneously. Rafiee et al (2014) also studied the stochastic programming of project portfolio 
selection and scheduling.  Browning and Yassine (2014) have investigated the priority rules for 
product portfolio selection with the aim of minimizing the delays on many projects. Shou et al 
(2014) used multi-agent systems as a means of project portfolio selection and scheduling. Mild et al 
(2015) also provided a multi-criteria as multi-objective model assuming projects interdependencies 
and uncertainty to select the most robust solution. Fliedner and Liesiö (2016) have studied uncertain 
project parameters under multi-attribute project portfolio selection with dependencies among the 
projects scores. Fernandes et al (2016) also have conducted the research on the robust portfolio 
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selection with uncertain returns. The following table have summarized the literature in the intended 
aspects: 
 
Table 1: Summerized Literature Review 
author Aspects 
U
ncertainty 
interdependen
cies 
Optimization Estim
ation 
Prediction C
lustering 
R
obust 
M
ulti-
objective 
N
eural N
et
R
egression
etc. 
Mild et al (2015)          
Hassenzadeh et al 
(2014) 
         
Fliedner and Liesiö 
(2016) 
         
Rafiee et al (2014)          
Rabani et al (2014)          
Borthen et al (2010)          
Hu et al (2015)          
Cepra et al (2015)          
Shoe et al (2014)          
Son and Kim (2014)          
 
As table 1 figures out, the two gaps (boxes A and B) can be seen in the literature. The 
Reason for such gap would be different viewpoints about the phenomena and their approaches to 
deal with it. Therefore, the optimization articles have tried to propose models and solving 
corresponding algorithms while the data-mining or artificial intelligence approaches have aimed at 
parameter prediction or project clustering. In order to cover these gaps, the following hybrid 
methodology has been proposed. 
 
Research Methodology 
As the literature review implicitly figure out, a complete methodology that conducts the 
investors from reviewing the project proposals to select the most profitable portfolio, a three-step 
B
A
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hybrid method is a necessity. The following flowchart suggests the hybrid configuration of the 
methods.  
 
Figure 1: The flowchart of the proposed hybrid project portfolio risk management 
methodology 
 
As the figure 1 demonstrates, the first need is to investigate and predict the affecting 
parameter estimation of projects tasks. To predict the most relevant parameters, three groups of data 
have been used to train, check and test the performance and validate the results of the formed neural 
network by examining them through different validation criteria.  The input of this stage would be 
gathering the most similar completed projects during recent years, the process will result in finding 
the weights of neural networks arcs to show the most predictable needed resources amount, time, 
cost and income.  
The first stage outputs will then got used by the proposed model to get optimized by shuffle 
frog leaping algorithm.  The results will be optimized by robust optimization of different scenarios 
which have been predicted by the extracted neural network arcs. In such optimization method, 
different criteria will be tested and optimized independently. In other words, to evaluate the risks of 
projects in different aspects, each criteria will be chosen as the objective function which will be 
optimized by SFLA robust optimization version (Sarkheyli et al, 2015). As the third stage has the 
project risks evaluated in different criteria, a clustering algorithm (K-means) would be able to find 
the most suitable and sustainable project portfolio. The outcomes of portfolio can be advised to the 
no-taking risk investors in developing economics. The methods, model and tools are described as 
following:   
Prediction Phase: 
As a means of prediction and making relations among some inputs to gain outputs 
throughout a network configuration, neural network and its improved versions has been accepted 
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widely (Cao, 2015- Beigmoradi et al, 2014). In this paper, gathered parameters of same and most 
recent completed projects in the corporation or in that working region have been used as the inputs. 
The outcomes of prediction which has formed architecture would be able to estimate parameters. To 
use the prediction, adaptive neuro-fuzzy inference system is chosen.  
Scheduling Phase 
As the literature review has advised, the most usable approach to deal with the project 
portfolio scheduling problem would be mathematical programming and solving the obtained model 
by the metaheuristics.   
 
Table 2: Indices 
Index Description 
i Index for projects 
t Index for period of time 
j Index for project type 
k Index for resource 
 
Table 3: Parameters 
Index Description 
ܦݑݎܽݐ݅݋݊݉݅݊௜ The mínimum time for completing the ith project 
ܦݑݎܽݐ݅݋݊݉ܽݔ௜ The maximum time for completing the ith project 
ܤݑ݀௧ The upper limit of Budget at the tth period 
݊݁݁݀ݏ௜,௞ ቄIf the ith project needs kth resources is equal to oneܱݐℎ݁ݎݓ݅ݏ݁               0  
ܽݒ݈ܾ݈ܽ݅ܽ݁௞ Total amount of the kth resource 
ܿ݋ݏݐܣݎ௞,௧ The maximum cost of each unit of the kth resource at tth period 
ܿ݋ݏݐܫݎ௞,௧ The minimum cost of each unit of the kth resource at tth period 
ܲܣ௜ The maximum price of the ith project 
ܲܫ௜ The minimum price of the ith project 
ܿ݋݉݌݉݅݊௝,௧ The minimum competition of the jth type of project at tth period 
ܿ݋݉݌݉ܽݔ௝,௧ The maximum competition of the jth type of project at tth period 
݅ݏ௜,௝ ቄIf the project i is a project of type j      equal to oneܱݐℎ݁ݎݓ݅ݏ݁               0  
݀݁݉ܽ݊ ௝݀,௧ The total demand of type j at the time t 
ߙ௝,௧ The positive influencing factor of competition in the demand of jth 
type  at the tth period  
ߚ௝,௧ The negative influencing factor of competition in the demand of jth 
type  at the tth period 
 
 Mathematical Model Description 
To consider the beneficiary relations among different projects and optimizing the best 
project portfolio while considering different objectives, the following assumptions have been made: 
 Each project has costs having uniform distribution in occurrence. 
 Each project has incomes and benefits that gained during time and each occurrence 
have uniform distribution. 
 The project implementation duration is related to allocated resources for such project. 
  
M.R.Ghodoosi, Ramin Maftahi , VahidReza Yousefi 
 
Openly accessible at http://www.european-science.com                                                                   1104 
 
 The competition in project finish date will result in more willingness among 
customers and also higher price possibility. In other words, the upper limit for benefits is related to 
competitiveness in project duration. 
 Each project has its own type results in different demand and competition among 
constructors.  
 The budget constraint exists. 
 The number of in-process projects must not exceed a pre-defined number.  
Based on these assumptions, the model tries to select projects to (I) maximize the total 
benefits gained by projects incomes and other advantages and (II) minimizing the total cash flow 
that withdraw from bank account. The first step is to present the indices, parameters and variables. 
 
Table 4: The variables 
ܴܦܣ௜ The maximum duration of the ith project 
ܴܦܫ௜ The minimum duration of the ith project 
ܿ݋ݏݐ݉݅݊௜ The maximum cost of the ith project 
ܿ݋ݏݐ݉ܽݔ௜ The minimum cost of the ith project 
ݑݏ݁݀௜,௞ The units of the kth resource used in the ith project 
݅݊ܿ݋݉݁݉ܽݔ௜ The maximum income of the ith project 
݅݊ܿ݋݉݁݉݅݊௜ The minimum income of the ith project 
ܼ௜,௧ ቄIf the project i is startedin time t      equal to oneܱݐℎ݁ݎݓ݅ݏ݁                          0  
 
By defining the indexes, parameters and variables, the proposed model would be as follows: 
  
(0) 
C1: ܯܽݔ | ௜௡௖௢௠௘௠௔௫೔ି௜௡௖௢௠௘௠௜௡೔(ଵା௜௡௧௘௥௘௦௧)(ೃವಲ೔ష೟ೋ೔,೟) | 
 C2: ܯ݅݊ ฬ௜௡௖௢௠௘௠௔௫೔ି௖௢௦௧௠௜௡೔ோ஽஺೔ି௧௓೔,೟ ฬ + |
௜௡௖௢௠௘௠௜௡೔ି௖௢௦௧௠௔௫೔
ோ஽஺೔ି௧௓೔,೟ | 
C3: ܯ݅݊ ܸܴܽ 
(1) ܴܦܣ௜ = ܦݑݎܽݐ݅݋݊݉ܽݔ௜ − ෍ ߛ௞
௞
ݑݏ݁݀௜,௞݊݁݁݀ݏ௜,௞  
(2) ܴܦܫ௜ = ܦݑݎܽݐ݅݋݊݉݅݊௜ − ෍ ߛ௞
௞
ݑݏ݁݀௜,௞݊݁݁݀ݏ௜,௞  
(3) ෍ ݑݏ݁݀௜,௞݊݁݁݀ݏ௜,௞
௜
≤ ܽݒ݈ܾ݈ܽ݅ܽ݁௞  
(4) ݑݏ݁݀௜,௞ ≥ ݊݁݁݀ݏ௜,௞  
(5) ݅݊ܿ݋݉݁݉݅݊௜ = ܲܣ௜ − ߠ ෍ ෍ ܿ݋݉݌݉ܽݔ௝,௧
௧௝
݅ݏ௜,௝݀݁݉ܽ݊ ௝݀,௧  
(6) ݅݊ܿ݋݉݁݉ܽݔ௜ = ܲܣ௜ − ߠ ෍ ෍ ܿ݋݉݌݉݅݊௝,௧
௧௝
݅ݏ௜,௝݀݁݉ܽ݊ ௝݀,௧  
(7) ܿ݋ݏݐ݉݅݊௜ = ෍ ݑݏ݁݀௜,௞
௞
ܿ݋ݏݐܫݎ௞,௧  
(8) ܿ݋ݏݐ݉ܽݔ௜ = ෍ ݑݏ݁݀௜,௞
௞
ܿ݋ݏݐܣݎ௞,௧  
  
    Natural science section 
 
 
Openly accessible at http://www.european-science.com                                                     1105 
 
(9) ܿ݋ݏݐ݉ܽݔ௜ ≤ ܤݑ݀௧  
(10) 
ܼ௜,௧
∈ ሼ0,1ሽ, ܴܦܣ௜, ܴܦܫ௜, ܿ݋ݏݐ݉݅݊௜, ܿ݋ݏݐ݉ܽݔ௜, ݅݊ܿ݋݉݁݉ܽݔ௜, ݅݊ܿ݋݉݁݉݅݊௜  
∈ ܴା, ݑݏ݁݀௜,௞ ∈ ܼ 
 
As the model describes, three different criteria have been made to evaluate the portfolio. The 
first and second constraints calculate the maximum and minimum duration of the ith project 
respectively. The third one ensures that the used amount of each resource are less than the total 
available amounts. The fourth constraint checks that if the usage of resources happened, the needs 
are suitable. The fifth and sixth constraints calculate the maximum and minimum incomes of the ith 
project respectively, while the seventh and eighth, calculate the maximum and minimum costs of the 
ith project. The constraint 9 ensures that the maximum calculated cost is less than the total assigned 
budget at each period of time. 
The presented model is non-linear mixed integer programming model. As many portfolio 
optimization models in the literature suggest, the model could be categorized in the NP-Hard class. 
Therefore, the metaheuristics approach have been proposed to solve this problem with three 
different criteria in a timely manner attempts. 
 Solving algorithm: 
To find the best solutions obtained from the assumed model, the Shuffled Frog Leaping 
Algorithm (SFLA) as a metaheuristics approach have been used. This algorithm combines the 
concepts of local search in Memetic algorithm and global search of Particle Swarm Optimization 
(PSO) to achieve a better answer. While the literature has shown many applications of such 
algorithm, less have been told about the usage in solving robust optimization problems. To use it in 
such a way, the scenarios resulting from the neural network estimation phase must be applied as 
described in Pishvaee (2011). To do so, each population of frogs have been studied under different 
estimated parameters to achieve the most robust solution (having the least deviation from other 
solutions). By the computation of the objective function, robust optimization approach have been 
applied and different risk criteria have been calculated.  The Following Pseudo-code has been 
proposed relatively: 
 
Table 5:Multi-objective Shuffled Frog Leaping Algorithm Pseudo-code 
In
iti
al
 P
ha
se
 Generate random population of Frogs {assigning resources to the projects as a frog}  
FOR each individual feasible frogs do:  
Calculate the fitness of frog by different criteria {C1, C2, and C3}. 
END   
Sort the population P in descending order of their different fitness criteria 
Divide frogs into m memeplexes due to three different categories {C1, C2, and C3}. 
Lo
ca
l S
ea
rc
h 
an
d 
im
pr
ov
em
en
t 
WHILE the stopping criteria has not been met: 
FOR each memeplex (different categories) 
Find the best and worst frogs of that category. 
Modify the worst frog position due to the best frog of that category. 
IF this modification also suggests the improvement in other memeplex: 
Accept the modification and add the resulted frog to the next generation. 
END 
END 
END 
Sort the solutions due to their categories and pass it to the K-Means algorithm. 
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To determine the efficiency of such algorithm, the performance of SFLA has been compared 
with the results obtained from a commercial solver in the empirical result. 
Selection Phase: 
By achieving the different risk criteria of the sample projects, K-Means algorithm have been 
applied to find the segments of projects risk level and clustering them due to their similarities. At 
last, the cluster with the least risk level chosen as the suitable cluster has been compared with the 
real values of projects and their associated risks.  The following section describes the empirical 
study and results of the proposed hybrid methodology in practice.  
Empirical study and results 
To evaluate the proposed hybrid method to optimize the project portfolio risk, data of some 
real-world projects have been gathered during a 9-year study of a construction company that has 
constructed 420 different projects and also evaluated many other construction candidates that have 
been archived. To use the data, 60 percent of the gathered data have been subjected to train, 30 
percent have been used to check and 10 percent have been used to test the gained neural network. 
The gained network have been used to predict the 3-year (2012 and 2013 as the stable years and 
2014 as the instable year) real estate data in Iran.  
The following table demonstrates each step’s error in different sizes of suggested projects 
while comparing the risks obtained by different and combined risks criteria.  
 
Table 6: The trends among different phases and different criteria 
Size 
(number 
of 
candidate 
projects) 
Phase One Phase two Phase three criteria (rank) Cumulative 
Error 
error CPU
 tim
e
error CPU
 tim
e
error CPU
 tim
e
C1 C2 C3 
30 0.3 5s 0.8 3 0.7 9 1 3 2 2.11250575 
90 1.2 10 1.5 8 1.4 15 1 2 3 4.30039884 
150 1.5 14 1.8 15 1.9 27 2 3 1 5.39651439 
240 1.6 18 2.4 19 2.5 41 1 2 3 7.37583747 
300 1.9 22 3.2 26 4.1 49 2 1 3 8.6643861 
360 2.3 24 5.1 31 5.2 58 3 2 1 9.6570071 
420 3.9 30 6.2 37 6.1 69 1 3 2 10.4623913 
 
As the results show, by increasing the number of suggested candidate projects, the error and 
differences between criteria increases proportionally. A 4-percent error in the biggest size (420 
number of construction candidate projects) shows a reasonable error level to use such hybrid 
methodology.   
The following figure shows the trends of SFLA error in contrast with the global optimum 
obtained from ILOG CPLEX commercial solver. 
  
    Natural science section 
 
 
Openly accessible at http://www.european-science.com                                                     1107 
 
 
Figure 2: Comparing the performance of SFLA with ILOG CPLEX 
 
The calculated clusters have been figured out as follows:  
 
Figure 3: Clusters due to 
first and second criteria 
Figure 4: Clusters due to 
first and third criteria 
Figure 5: Clusters due to 
second and third criteria 
  
 Figure 6: Clusters due to all criteria  
 
As the above figures suggest, the clusters have been determined due to different criteria. By 
assuming all criteria, the clusters get closer to each other. The best cluster (as shown in Figure 6) 
would be the blue cluster.  
 
Conclusion and future research 
This article addressed the problem of selecting the most robust portfolio in instable industries 
and economics. To overcome the uncertainty in parameters, unknown projects schedules and facing 
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different risk criteria, the hybrid methodology has been proposed. Neural network as a data mining 
approach to estimate parameters in the first phase, scheduling project and finding the best portfolio 
based on the proposed model  
and evaluating the model performance by SFLA in the second phase and clustering the most 
suitable project portfolio based on K-Means algorithm in the third step have made up the 
methodology. 
To evaluate the proposed methodology in practice, datasets of 420 different construction 
projects have been gathered. Based on project characteristics, the projects tasks have been estimated 
based on the trained neural network architecture. The outputs, then have been utilized to find the 
solutions in the mentioned model and SFLA has contributed to solve such models as a robust 
optimization model. The outputs then have been inserted in K-Means algorithm to find clusters 
based on three different risk criteria and evaluate their risks.  
To further this study, it can be advised to (1) assume the decision making role for contractor 
as a Stackelberg game, (2) assume the value of different resources of the suppliers and contractors 
while (3) making a goal programming approach for finding the balance between different risk 
criteria. Using other data mining approaches or metaheuristics algorithms in addition to substituting 
other models in the second phased of the proposed methodology can make extensions and improve 
the results.  
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