We demonstrate that Daubechies wavelets can be used to construct a minimal set of optimized localized contracted basis functions in which the Kohn-Sham orbitals can be represented with an arbitrarily high, controllable precision. Ground state energies and the forces acting on the ions can be calculated in this basis with the same accuracy as if they were calculated directly in a Daubechies wavelets basis, provided that the amplitude of these contracted basis functions is sufficiently small on the surface of the localization region, which is guaranteed by the optimization procedure described in this work. This approach reduces the computational costs of DFT calculations, and can be combined with sparse matrix algebra to obtain linear scaling with respect to the number of electrons in the system. Calculations on systems of 10,000 atoms or more thus become feasible in a systematic basis set with moderate computational resources. Further computational savings can be achieved by exploiting the similarity of the contracted basis functions for closely related environments, e.g. in geometry optimizations or combined calculations of neutral and charged systems.
with 144 
The density -which can be obtained from the one- 
Thus the density kernel is the representation of the den-161 sity matrix in the support function basis. We choose to 162 have real support functions and thus from now on we will 163 neglect the complex notation for this quantity.
164
The density matrix decays exponentially with respect 165 to the distance |r − r ′ | for systems with a finite gap or 166 for metals at finite temperature [14] [15] [16] [17] [18] [19] [20] to minimizing the band structure energy, i.e.
181
E BS = α,β
subject to the orthonormality condition of the KS or-182 bitals,
where H αβ = φ α | H KS | φ β and S αβ = φ α | φ β are the
184
Hamiltonian and overlap matrices of the support func-185 tions, respectively. This is equivalent to imposing the 186 idempotency condition on the density kernel K αβ , 187 γ,δ
which can be achieved using the McWeeny purification 188 scheme 35 or directly imposing the orthogonality con-189 straint on the coefficients c α i
190
The algorithm therefore consists of two key compo-
191
nents: support function and density kernel optimization.
192
The workflow is illustrated in Fig. 1 ; it consists of a flex- for the basis optimization loop the hybrid scheme can be used instead of trace or energy minimization, and for the kernel optimization loop either direct minimization or the Fermi operator expansion method can be used in place of diagonalization. In a simulation domain, we have three categories of 219 grid points: those which are closest to the atoms ("fine 
232
A support function φ α (r) can be expanded in this 233 wavelet basis as follows:
where 
with the Lagrange multiplier coefficients Λ ij determined 297 by the relation
where (S −1 ) αβ is the inverse overlap matrix. The gradi-
However, we wish to impose the localization condition 301 |φ α = L (α) |φ α on the support functions and therefore 302 the functional to be minimized becomes 
Using the stationarity condition 0 = |g ′α and combining
307
with the fact that 1 − L (α) is a projection operator, i.e.
308
(
Therefore, using Eq. (17),
i.e. the gradient is explicitly localized. This yields the 311 following result for the gradient 
while applying both orthogonality and localization con- 
423
It is important to note that the support functions will 424 only be nearly orthogonal rather than exactly orthog- 
Gradient and preconditioning

446
The optimization is done via a direct minimization 
This is a generalization of the ordinary expression and 459 thus also valid if the Hamiltonian does not explicitly de-
460
pend on the support function, i.e. for the energy mode.
461
As discussed in Section III A the gradient is suitably lo- 
The coefficients are optimized using this gradient via 501 steepest descents or DIIS. Once the gradient has con-502 verged to the required threshold, the density kernel is 503 calculated from the coefficients and occupancies.
504
In the Fermi operator expansion method, the density 505 matrix may be defined as a function of the Hamiltonian given by the expression
involves only the functional derivative of the Hamiltonian
605
operator. This term is evaluated numerically in the com-
606
putational setup used to express the ground state energy.
607
As 
614
As demonstrated in Appendix C 2, it is given by 615
where
is the residual vector of the support function |φ α , which 617 is related to the support function gradient |g α (see
618
Eq. (15)). This term can be considered as the equivalent 
It is identical to the implementation in standard 
VII. SCALING AND CROSSOVER POINT
757
We have applied the minimal basis method to alka- imization which has larger quadratic and cubic terms, 777 mainly due to the linear algebra, as expected.
778
The minimal basis approach also gives considerable We have demonstrated such behavior for increasing sized 792 randomly generated non-equilibrium water droplets, as can be approximated to first order by
where |∆φ 
This value is then used to update the confinement pref- 
If 
Now the density kernel can be calculated according to
where I is the identity matrix, T i the Chebyshev polyno- operator onto the occupied subspace of the KS orbitals:
Since F and H have the same eigenfunctions, one can 985 express the polynomial p(H) in the same way, leading to 
where the first term of the right hand side of the above becomes, using the identityH ρσ = j c in a large overhead due to the latency of the network.
1107
We therefore use a different approach, which requires 1108 a so-called "transposed" rather than "direct" arrange- Fig. 10 . In step a, the data is rearranged locally on each MPI task, after which it is communicated using a single collective call (MPI Alltoallv), as shown in step b. Finally in step c it is again rearranged locally to reach the final layout.
determine the optimal layout a weight is assigned to each and in the lower part the resulting direct and transposed
1129
(both naive and optimal) data layouts are given.
1130
In addition to the better load balancing this approach 1131 has the advantage that considerably less data has to be 1132 communicated -since the transposed layout is just a re-1133 distribution of the standard layout, the total amount of 1134 data that is communicated is equal to the total size of 1135 all support functions, whereas in the point-to-point ap-1136 proach, the same data is often sent to multiple processes. 
