Introduction {#Sec1}
============

Thermally activated delayed fluorescence (TADF) has attracted significant attention as the emission mechanism in molecules used in organic light-emitting diodes (OLEDs)^[@CR1]^. Although the phenomenon of TADF has been known for a long time, its application in OLEDs was first reported by Endo *et al*. in 2009^[@CR2]^. TADF OLEDs utilize fluorescence via reverse intersystem crossing (RISC) from the triplet state, T~1~, generated during electrical excitation, as well as fluorescence from the singlet excited state, S~1~, generated during electrical excitation.

In order to make RISC possible in a molecule, the energy difference between S~1~ and T~1~, Δ*E* ~ST~, must be small enough that the RISC energy barrier can be overcome through thermal excitation. Δ*E* ~ST~ can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}{E}_{{\rm{ST}}}=2J=2\iint {{\psi }}_{{\rm{HO}}}^{\ast }({{r}}_{1}){\psi }_{{\rm{LU}}}({{r}}_{1})\frac{1}{{r}_{12}}{\psi }_{{\rm{HO}}}({{r}}_{2}){\psi }_{{\rm{LU}}}^{\ast }({{r}}_{2}){d}^{3}{{r}}_{1}{d}^{3}{{r}}_{2},$$\end{document}$$where *J* is an exchange integral, and *ψ* ~HO~(*r*) and *ψ* ~LU~(*r*) denote the HOMO and LUMO, respectively. Based on this equation, Endo *et al*. proposed a design principle to reduce Δ*E* ~ST~ ^[@CR2]^, i.e. candidates for TADF molecules must be donor-acceptor systems with small overlap between the HOMO and LUMO.

Based on this design principle for emitting molecules, a number of TADF OLEDs have exhibited very high external quantum efficiencies (EQEs). For example, a phenoxazine derivative, PXZ-TRZ, exhibits an EQE of 12.5% (photoluminescence quantum efficiency (PLQE): 65.7%)^[@CR3]^, a carbazolyl dicyanobenzene derivative, 4CzIPN, exhibits an EQE of 19.3% (PLQE: 94%)^[@CR4]^, a triazine derivative, CC2TA, exhibits an EQE of 11% (PLQE: 62%)^[@CR5]^, a spiro bifluorene derivative, Spiro-CN, exhibits an EQE of 4.4% (PLQE: 27%)^[@CR6]^, and an acridine derivative, ACRFLCN, exhibits an EQE of 10.1% (PLQE: 67%)^[@CR7]^. Recently, Kaji *et al*. reported a triazine derivative, DACT-II, exhibiting an extremely high EQE of 41.5% (PLQE:100%)^[@CR8]^. These results demonstrate the success of this design principle.

However, this design principle also has certain drawbacks: (1) the small overlap between the HOMO and LUMO leads to suppression of the oscillator strength^[@CR9],\ [@CR10]^, and (2) TADF OLEDs exhibit broad emission wavelengths because of charge-transfer (CT) excitation. In order to overcome these drawbacks, Sato *et al*. proposed other concepts for emitting molecules in OLEDs, viz. symmetry-controlled TADF (SC-TADF) and inverted singlet and triplet (iST) structure, wherein fluorescence via RISC from triplet states higher than T~1~ is utilized based on the selection rules of transition dipole moment (TDM) and spin-orbit coupling (SOC)^[@CR11]^. The order of the preferable point groups for realizing SC-TADF and iST is as follows:$$\documentclass[12pt]{minimal}
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These mechanisms are unlike TADF because they enable us to (1) use candidates not belonging to the donor-acceptor type and (2) induce RISC without thermal excitation. Uejima *et al*. and Sato *et al*. have already designed and proposed iST molecules based on anthracene^[@CR9],\ [@CR10]^ and perylene derivatives^[@CR11]^, respectively.

The concepts of SC-TADF and iST require a high molecular symmetry group. However, even for asymmetric molecules, RISC via higher T~*n*~ is possible as long as undesirable interactions are suppressed. Recently, a phenothiazin-benzothiadiazole derivative, PTZ-BZP, used as a fluorescent OLED exhibited a high EQE of 1.54% (PLQE:16%)^[@CR12]^, which was attributed to fluorescence via RISC from T~3~ based on the energy gap law. Sato also proposed that the high EQE in PTZ-BZP, which is an asymmetric molecule, can be attributed to suppressed radiative and non-radiative transitions from triplet states higher than T~1~ to lower triplet states because of small overlap densities in the pseudo-degenerate electronic structure as well as the small energy gap between the relevant triplet and singlet states^[@CR13]^.

The overlap density *ρ* ^*mn*^ between the *N*-electron wave functions of electronic states Ψ~*m*~ and Ψ~*n*~ is defined by$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rho }^{mn}({{r}}_{i})\,:=N\int \cdots \int {{\rm{\Psi }}}_{m}^{\ast }({{R}}_{0},{r}){{\rm{\Psi }}}_{n}({{R}}_{0},{r}){d}^{4}{{x}}_{1}\cdots {d}^{4}{{x}}_{i-1}d{s}_{i}{d}^{4}{{x}}_{i+1}\cdots {d}^{4}{{x}}_{N},$$\end{document}$$where *R* ~0~ denotes a reference nuclear configuration, and *x* ~*i*~ = (*r* ~*i*~, *s* ~*i*~) with spatial coordinate *r* ~*i*~ and spin coordinate *s* ~*i*~ for electron *i* ^[@CR9],\ [@CR10]^. Hereafter *r* ~*i*~ is simply denoted as *r*. *ρ* ^*mn*^(*r*) is sometimes called a transition density^[@CR14]^, especially within the orbital approximation. For example, in the case of the HOMO-LUMO transition, it is equal to HOMO-LUMO overlap density. The overlap density is related to the rate constants of radiative and non-radiative transitions as follows.

The rate constant of the radiative transition between electronic states *m* and *n* depends on the square of TDM, *μ* ~*mn*~, defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{\alpha }^{mn}$$\end{document}$ are described in more detail in Section [S1](#MOESM1){ref-type="media"} of the Supplemental Material. These rate constants were also derived on the basis of the Born--Oppenheimer approximation in past literatures^[@CR15],\ [@CR16]^. It should be noted that the present expression of the non-radiative rate constant is different from the other authors'^[@CR15],\ [@CR16]^. Eq. ([5](#Equ5){ref-type=""}) is based on the crude adiabatic approximation^[@CR17]^.

TDM *μ* ~*mn*~ can be rewritten using the transition dipole moment density (TDMD) *τ* ~*mn*~(*r*):$$\documentclass[12pt]{minimal}
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TDMD *τ* ~*mn*~(*r*) illustrates the origin of TDM which causes radiative transition as a local picture. The detailed derivation of TDMD is shown in Section [S2](#MOESM1){ref-type="media"} of the Supplemental Material. The off-diagonal VCC $\documentclass[12pt]{minimal}
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                \begin{document}$${\eta }_{\alpha }^{mn}({r})$$\end{document}$ illustrates the origin of VCC which gives rise to non-radiative transition as a local picture. The detailed derivation of VCD can be found in Section [S2](#MOESM1){ref-type="media"} of the Supplemental Material. Based on Eqs ([6](#Equ6){ref-type=""}), ([7](#Equ7){ref-type=""}), ([8](#Equ8){ref-type=""}) and ([9](#Equ9){ref-type=""}), both radiative and non-radiative transitions are suppressed when the overlap density *ρ* ^mn^(*r*) is small. As mentioned earlier, the unusual high EQE in PTZ-BZP^[@CR12]^ has been successfully explained using the concept of the overlap density^[@CR13]^.

Recently, Hu *et al*. have observed blue-light emission in OLEDs using bisanthracene derivatives including 1,4-bis(10-phenylanthracene-9-yl)benzene (BD1) (see Fig. [1](#Fig1){ref-type="fig"})^[@CR18]^. Since the observed PLQE of BD1 is 14% in the neat film while the maximum EQE is 8.9% in the doped film, the emission is not conventional fluorescence using only singlet excitons. In other words, triplet excitons must contribute to the observed emission. However, the detailed mechanism of the observed high EQE is still unclear. Although one possible mechanism is the TADF, Δ*E* ~ST~ between S~1~ and T~1~ was calculated to be too large to be overcome thermally^[@CR18]^. Therefore, the conventional TADF involving T~1~ is invalid. Another possible mechanism is the triplet-triplet annihilation (TTA). In the TTA mechanism, 62.5% of generated excitons can be used as fluorescent singlet excitons at best. Hu *et al*. have reported that the observed PLQE of the neat film is 14%^[@CR18]^. Using these values, the estimated upper-limit of the EQE is 1.8--3.5% even if the outcoupling efficiency is assumed to be 20--40%. However, the highest EQE value was reported to be 5.6% in the device employing a neat film of BD1 as an emitting layer. Therefore, we cannot explain the observed EQE on the basis of the TTA mechanism. The other mechanism is required to explain the observed EQE of BD1.Figure 1Bisanthracene derivative, BD1.

In this study, we theoretically investigate the mechanism of light emission from an OLED using a bisanthracene derivative, BD1, on the basis of the understanding of radiative and non-radiative transition processes. We propose *a fluorescence via higher triplets* (*FvHT*) mechanism to explain the high EQE in OLEDs using BD1. FvHT is valid as long as undesirable radiative and non-radiative transitions are suppressed. In this mechanism, the concept of overlap density plays a crucial role. In addition, we perform the analyses for electronic wave functions of BD1 in detail to obtain general design principles for the realization of the present mechanism.

Results {#Sec2}
=======

The symmetry of the optimized structure for the ground state is not *D* ~2*h*~ but *D* ~2~ because the dihedral angle (C1--C2--C3--C4) between the anthracene and benzene moieties (see Fig. [1](#Fig1){ref-type="fig"}) is not the right angle, as shown in Figs. [S1](#MOESM1){ref-type="media"} and [S2](#MOESM1){ref-type="media"} in the Supplemental Material. Therefore, it is not suitable as an iST nor SC-TADF molecule, as expressed in Eq. ([2](#Equ2){ref-type=""}) (see also Section [S4](#MOESM1){ref-type="media"} of the Supplemental Material).

Frontier orbitals and their energy levels at the optimized structure of the ground state are shown in Fig. [2](#Fig2){ref-type="fig"}. The NHOMO *ψ* ~NHO~ and HOMO *ψ* ~HO~ as well as the NLUMO *ψ* ~NLU~ and LUMO *ψ* ~LU~ are pseudo-degenerate, respectively. This is because these orbitals consist of the fragment orbitals localized on the anthracene moieties. From Fig. [2](#Fig2){ref-type="fig"}, the frontier orbitals can be approximately represented as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\psi }_{{\rm{HO}}}\approx \frac{1}{\sqrt{2}}({\varphi }_{{\rm{HO}}}(L)+{\varphi }_{{\rm{HO}}}(R)),\quad \quad {\psi }_{{\rm{NHO}}}\approx \frac{1}{\sqrt{2}}({\varphi }_{{\rm{HO}}}(L)-{\varphi }_{{\rm{HO}}}(R)),$$\end{document}$$where *ϕ* ~HO/LU~(*L*/*R*) denotes the fragment MOs consisting of the HOMO/LUMO of the anthracene moiety Left(L)/Right(R). These approximate expressions of the frontier orbitals will be used later.Figure 2Frontier orbitals of BD1: (**a**) *B* ~2~ LUMO, (**b**) *B* ~3~ NLUMO, (**c**) *B* ~3~ HOMO, and (**d**) *B* ~2~ NHOMO. The isosurface value is 2.0 × 10^−2^ a.u. (**e**) Frontier orbital levels of BD1. It should be noted that the HOMO and next HOMO as well as the LUMO and next LUMO are pseudo-degenerate, respectively.

Franck--Condon (FC) excited states were calculated at the optimized structure for S~0~. Figure [3](#Fig3){ref-type="fig"} shows the energy levels of the FC states. The singlet and triplet excited states from S~1~ to S~4~ and from T~1~ to T~4~ mainly consist of linear combinations of one-electron excited configurations of HOMO → LUMO, HOMO → NLUMO, NHOMO → LUMO, and NHOMO → NLUMO. The energy levels of T~3~ and T~4~ are close to those of S~1~, S~2~, S~3~, and S~4~. On the other hand, the energy levels of T~1~ and T~2~ are much lower than that of the lowest singlet excited state. Therefore, the TADF from the T~1~ and T~2~ states is not possible, as reported previously^[@CR18]^.Figure 3(**a**) Energy levels of the excited states in BD1 at the optimized structure for *S* ~0~, and (**b**) an enlarged view of the relevant levels.

In order to investigate roles of the higher excited states, the geometrical structures of T~4~, T~3~, S~4~, S~3~, S~2~, and S~1~ were optimized to discuss radiative and non-radiative transitions from the adiabatic excited states. Figures [S1](#MOESM1){ref-type="media"} and [S2](#MOESM1){ref-type="media"} in the Supplemental Material show the optimized structures of the relevant excited states. All the optimized structures show *D* ~2~ symmetry. The T~4~ state has lower energy than T~3~ at the T~*n*~ optimized structure (*n* = 3, 4), as shown in Fig. [S3](#MOESM1){ref-type="media"} in Section [S5](#MOESM1){ref-type="media"} of the Supplemental Material. Hereafter, we will refer to the electronic state at a certain geometry corresponding to the T~*n*~ FC state as T~*n*~.

Figures [4(a) and (b)](#Fig4){ref-type="fig"} show the energy levels of the excited states at the optimized structures for T~3~ and T~4~. Table [1](#Tab1){ref-type="table"} lists the triplet excited states at the optimized structure for T~3~. The selection rules are summarized in Section [S6](#MOESM1){ref-type="media"} of the Supplemental Material. Although T~3~ is close to S~2~ with $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}{E}_{{T}_{3}-{S}_{2}}$$\end{document}$ = 0.8 meV, RISC between T~3~ and S~2~ is symmetry forbidden (see Table [S5](#MOESM1){ref-type="media"}). The electric dipole transition T~3~ → T~4~ and internal conversion (IC) T~3~ → T~4~ via *b* ~1~ modes are allowed. Therefore, if the transition probability of T~3~ → T~4~ is large, a T~3~ exciton generated during electrical excitation is immediately converted into a T~4~ exciton. The transition rate will be discussed later by calculating off-diagonal VCCs.Figure 4Energy levels of excited states at the optimized structures for (**a**) T~3~, (**b**) T~4~, (**c**) S~2~, and (**d**) S~1~. Table 1Triplet excited states at the optimized structure for T~3~.Excitation EnergyMajor Configuration (CI Coefficient)eVnmT~4~(*B* ~1~)2.7508450.72HO−1 → LU + 1(0.524),HO → LU(−0.455)T~3~(*A*)2.7591449.37HO−1 → LU(−0.501),HO → LU + 1(0.496)T~2~(*A*)1.4403860.84HO → LU + 1(0.502),HO−1 → LU(0.497)T~1~(*B* ~1~)1.4252869.93HO → LU(−0.539),HO−1 → LU + 1(−0.458)

Table [S7](#MOESM1){ref-type="media"} of the Supplemental Material lists the triplet excited states at the optimized structure for T~4~. T~4~ is close to S~2~ with $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}{E}_{{S}_{2}-{T}_{4}}$$\end{document}$ = 21 meV, and RISC between T~4~ and S~2~ is symmetry allowed. Although the electric dipole transition T~4~ → T~1~ is symmetry forbidden, that between T~4~ and T~2~ is symmetry allowed. In addition, IC T~4~ → T~2~ with the help of *b* ~1~ modes and IC T~4~ → T~1~ with the help of *α* modes are symmetry allowed. Only if the transitions of T~4~ → T~2~ and T~4~ → T~1~ are suppressed, a T~4~ exciton can be up-converted into an S~2~ exciton with thermal excitation. Otherwise, a T~4~ exciton is immediately relaxed into a T~1~ or T~2~ exciton, resulting in the decrease of the EQE. The validity of this up-conversion path will be confirmed later by calculating off-diagonal VCCs.

The exciton dynamics is also important after the up-conversion of a T~4~ exciton into a S~2~ exciton. Figure [4(c) and (d)](#Fig4){ref-type="fig"} show the energy levels of the excited states at the optimized structures for S~2~ and S~1~. The singlet states at the optimized structure for S~2~ are tabulated in Table [S8](#MOESM1){ref-type="media"} of the Supplemental Material. IC S~2~ → S~0~ via *a* modes and IC S~2~ → S~1~ via *b* ~1~ modes are symmetry allowed. The electric dipole transition S~2~ → S~0~ is symmetry forbidden. On the other hand, the electric dipole transition S~2~ → S~1~ is symmetry allowed. Therefore, if the transition probability of IC S~2~ → S~0~ is small, an S~2~ exciton is relaxed into the S~1~ state. The singlet states at the optimized structure for S~1~ are listed in Table [S9](#MOESM1){ref-type="media"} of the Supplemental Material. S~1~ belongs to the *B* ~1~ irreducible representation and is the fluorescent state, as indicated by the oscillator strengths *f* listed in Table [S9](#MOESM1){ref-type="media"} of the Supplemental Material.

As discussed above, if the transition probability of T~3~ → T~4~ is large, those of T~4~ → T~2~ and T~4~ → T~1~ are small, and that of S~2~ → S~0~ is small, then, the FvHT mechanism is possible: the high triplet excitons, T~3~ and T~4~, can be effectively converted into a fluorescent S~1~ exciton. The calculated off-diagonal VCCs are shown in Fig. [5](#Fig5){ref-type="fig"}. Vibrational modes with strong couplings are shown in Section [S8](#MOESM1){ref-type="media"} of the Supplemental Material. From Fig. [5](#Fig5){ref-type="fig"}, the transition probabilities of the ICs are in the following order:$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{T}}}_{3}\to {{\rm{T}}}_{4} > {{\rm{S}}}_{2}\to {{\rm{S}}}_{1}\gg {{\rm{S}}}_{1}\to {{\rm{S}}}_{0}\gg {{\rm{S}}}_{2}\to {{\rm{S}}}_{0} > {{\rm{T}}}_{4}\to {{\rm{T}}}_{1} > {{\rm{T}}}_{4}\to {{\rm{T}}}_{2}\mathrm{.}$$\end{document}$$ Figure 5Off-diagonal VCCs of (**a**) T~4~\@T~4~ → T~2~\@T~4~, (**b**) T~4~\@T~4~ → T~1~\@T~4~, (**c**) T~3~\@T~3~ → T~4~\@T~3~, (**d**) S~2~\@S~2~ → S~1~\@S~2~, (**e**) S~2~\@S~2~ → S~0~\@S~2~, and (**f**) S~1~\@S~1~ → S~0~\@S~1~. \@T~*n*~/\@S~*n*~ denote the geometry used in optimization for the T~*n*~/S~*n*~ state.

Based on the discussion of the adiabatic excited states and Eq. ([13](#Equ13){ref-type=""}), the scheme of excited state dynamics is depicted in Fig. [6](#Fig6){ref-type="fig"}. From Fig. [5](#Fig5){ref-type="fig"} and Eq. ([13](#Equ13){ref-type=""}), the transition probabilities of these undesirable non-radiative processes for the present FvHT mechanism, S~2~ → S~0~, T~4~ → T~1~, and T~4~ → T~2~, are small. This is due to the disappearance of the overlap densities, as discussed later. It should be noted that the transition probabilities of the radiative transitions of S~2~ → S~0~, T~4~ → T~1~, and T~4~ → T~2~ are also small, because the TDMs as well as the VCCs depend on the overlap densities. On the other hand, the non-radiative transition probabilities of the ICs S~2~ → S~1~ and T~3~ → T~4~ are large. In addition, the transition probability of IC S~1~ → S~0~ is small enough for a S~1~ exciton to emit fluorescence. Accordingly, we can conclude that both T~3~ and T~4~ excitons generated during electrical excitation are effectively converted into a fluorescent S~1~ exciton.Figure 6Scheme of the excited state dynamics in BD1. Horizontal solid arrows indicate RISC, vertical straight arrows indicate radiative transitions, and wavy arrows denote non-radiative transitions.

Discussion {#Sec3}
==========

As was discussed in the previous section, the off-diagonal VCCs for T~3~--T~4~ and S~2~--S~1~ are large. On the other hand, the off-diagonal VCCs for T~4~--T~2~, T~4~--T~1~, and S~2~--S~0~ are small. These VCCs are the origin of the present FvHT mechanism. Figure [7](#Fig7){ref-type="fig"} shows the overlap densities having the same isosurface values. Among them, the overlap densities for T~4~--T~2~, T~4~--T~1~, and S~2~--S~0~ disappear. This is the reason why the transitions of T~4~ → T~2~, T~4~ → T~1~, and S~2~ → S~0~ are suppressed (see also vibronic coupling density analyses for these transitions in Section [S9](#MOESM1){ref-type="media"} of the Supplemental Material). In this section, we discuss the disappearance mechanism of these overlap densities.Figure 7Overlap densities for (**a**) T~4~\@T~4~--T~2~\@T~4~, (**b**) T~4~\@T~4~--T~1~\@T~4~, (**c**) T~3~\@T~3~--T~4~\@T~3~, (**d**) S~2~\@S~2~--S~1~\@S~2~, (**e**) S~2~\@S~2~--S~0~\@S~2~, and (**f**) S~1~\@S~1~--S~0~\@S~1~, respectively. All isosurface values are the same, i.e. 1.0 × 10^−3^ a.u.
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Φ~0~ represents a ground state electron configuration, and its overlap density *ρ* ~0~ is given by$$\documentclass[12pt]{minimal}
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According to Tables [1](#Tab1){ref-type="table"}, [S7](#MOESM1){ref-type="media"}, [S8](#MOESM1){ref-type="media"}, and [S9](#MOESM1){ref-type="media"}, the approximate wave functions for the relevant excited states can be written as follows:$$\documentclass[12pt]{minimal}
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In addition, we should consider the conditions of orbital overlap densities among the frontier orbitals (see Eqs ([11](#Equ11){ref-type=""}) and ([12](#Equ12){ref-type=""})). Since *ϕ* ~*i*~(*L*) and *ϕ* ~*j*~(*R*) are the localized fragment MOs, *ϕ* ~*i*~(*L*)*ϕ* ~*j*~(*R*) ≈ 0 (*i*, *j* = HO, NHO, LU, and NLU). Accordingly,$$\documentclass[12pt]{minimal}
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In general, these conditions can be satisfied in systems with pseudo-degenerate electronic states.

In order to elucidate the reason for the disappearance of the overlap densities shown in Fig. [7](#Fig7){ref-type="fig"}, we discuss the overlap densities between approximate excited wave functions.

(Case 1: Ψ~a~ and Ψ~e~) This case corresponds to T~4~--T~2~. The overlap density between Ψ~*a*~ and Ψ~*e*~ is given by$$\documentclass[12pt]{minimal}
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From the condition for the CI coefficients, (Eq. [25](#Equ25){ref-type=""}),$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${C}_{1}^{a}{C}_{3}^{e}+{C}_{2}^{a}{C}_{4}^{e}\approx \mathrm{0,}\quad {C}_{1}^{a}{C}_{4}^{e}+{C}_{2}^{a}{C}_{3}^{e}\approx 0.$$\end{document}$$

Thus, the overlap density between Ψ~*a*~ and Ψ~*e*~ is cancelled out. Note that the disappearance of overlap density originates from the condition of the CI coefficients.

(Case 2: Ψ~*a*~ and Ψ~*c*~) This case corresponds to T~4~--T~1~. The overlap density between Ψ~*a*~ and Ψ~*c*~ is given by$$\documentclass[12pt]{minimal}
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From the condition for the CI coefficients,$$\documentclass[12pt]{minimal}
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From the condition for the orbital densities, Eq. ([26](#Equ26){ref-type=""}),$$\documentclass[12pt]{minimal}
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Note that the disappearance of overlap density originates from the condition of the orbital densities of the frontier orbitals as well as that of the CI coefficients.

(Case 3: Ψ~*b*~ and Ψ~0~) This case corresponds to S~2~--S~0~. The overlap density between Ψ~*b*~ and Ψ~0~ is given by$$\documentclass[12pt]{minimal}
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According to Eq. ([26](#Equ26){ref-type=""}), *ρ* ^*b*0^ is cancelled out (see also Fig. [S16](#MOESM1){ref-type="media"} in the Supplemental Material). Note that the disappearance of overlap density originates from the condition of the orbital overlap densities of the frontier orbitals as well as that of the CI coefficients.

(Case 4: Ψ~*b*~ and Ψ~*d*~) This case corresponds to S~2~--S~1~. According to Eq. ([26](#Equ26){ref-type=""}), the overlap density between Ψ~*b*~ and Ψ~*d*~ is given by$$\documentclass[12pt]{minimal}
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Thus, *ρ* ^*bd*^ is not cancelled out.

General cases are discussed in Section [S11](#MOESM1){ref-type="media"} of the Supplemental Material. The reduced overlap densities of Cases 1--3, which originate from the pseudo degeneracy, are responsible for the suppression of undesirable radiative and non-radiative transitions, T~3~ → T~2~, T~3~ → T~1~, and S~2~ → S~0~, for the FvHT mechanism.

In conclusion, we proposed a *fluorescence via higher triplets* (*FvHT*) emitting mechanism for OLEDs based on a bisanthracene derivative, BD1. This mechanism is valid as long as all transitions from T~*m*~ (*m* \> 1) to all lower T~*n*~ (*m* \> *n* ≥ 1) are suppressed. In BD1, we found that this condition is satisfied because of its pseudo-degenerate electronic structure. The undesirable radiative and non-radiative transitions can be suppressed by utilizing the pseudo-degeneracy. We also discussed general conditions for the suppression of radiative and non-radiative transitions in a pseudo-degenerate system. Recently, Hu *et al*. have reviewed the RISC from upper triplet levels to excited singlet^[@CR19]^. Since some molecules are expected to have pseudo-degenerate electronic structures, the RISCs of such systems might be elucidated from the point of view of the present mechanism. The general conditions are applicable not only for transitions in a molecule, but also for exciton migrations in the solid phase. The design principle based on the FvHT mechanism allows the use of asymmetric molecules, differently from iST and SC-TADF based on the selection rules for a molecular symmetry group. Finally, we propose a superordinate concept, *fluorescence via RISC* (*FvRISC*) from T~1~ or higher triplet states. This concept includes TADF, SC-TADF, iST, and FvHT. The concept of FvRISC enables us to overcome the singlet exciton formation ratio of 25% for electrical excitations and to realize highly efficient OLEDs with a wide variety of molecular structures and symmetries.

Methods {#Sec4}
=======

The optimized structure of BD1 in the ground state was obtained. The structure was confirmed to be the minimum energy structure using vibrational analysis. In order to discuss radiative and non-radiative transition processes from excited states, excited adiabatic (AD) states were obtained by carrying out geometry optimizations in the excited states. The normal modes were also obtained by vibrational analyses. The vibrational analyses were carried out for S~0~ at the optimized structures for the excited states. These calculations were performed at the B3LYP/6-311 + G(d,p) and TD-B3LYP/6-311 + G(d,p) levels of theory for the ground and excited states, respectively. In the excited state calculations, ten singlet and ten triplet states were taken into consideration. Off-diagonal VCCs between triplet states T~*m*~--T~*n*~, as well as singlet states S~*m*~--S~*n*~, which govern the non-radiative transition rates, were calculated at the AD states. Furthermore, in order to analyze the results of the VCC calculations, VCD analyses were carried out for strong coupling modes. The electronic and vibrational states were calculated using Gaussian 09 Revision D.01^[@CR20]^, while the VCC calculations and VCD analyses were performed using our in-house codes.
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