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Abstract. Experiments are performed which demonstrate that parallel implementations of block sta-
tionary iterative methods can solve singular systems of linear equations in substantially less time that the
sequential counterparts. Furthermore, these experiments illustrate the behavior of dierent partitions of
matrices representing Markov chains, when parallel iterative methods are used for their solution. Several
versions of block iterative methods are tested.
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two-stage methods, Markov chains.
AMS(MOS) subject classication. 65F10, 65F15.
1. Introduction. In [8] it was shown that a threshold partitioning algorithm can have
benecial eects for the solution of singular linear systems arising in Markov chain modeling.
The solution methods studied in [8] include standard block stationary iterative methods
based on matrix splittings such as block Jacobi, block Gauss-Seidel, block SOR etc.; see,
e.g., [6], [29], or section 2. More recently, an exhaustive study by Dayar and Stewart [13]
demonstrates that for these problems stationary block methods based on matrix splittings
give better convergence than preconditioned Krylov subspace methods [14], [25]. These
experiments, as well as those in [8] were performed on sequential computers.
More explicitly, we know (e.g., from the experiments in [13]) that block stationary itera-
tive methods, including two-stage (or inner-outer) methods are some of the most competitive
methods for the solution of Markov chain problems on sequential computers. The conver-
gence of these methods has been extensively studied in the literature (see, e.g., [2], [3], [11],
[20], [22], [23], [24], [32]), but there is little experience in their use for the parallel and dis-
tributed solution of these problems. We know of the work reported in [4], and [21], where
some parallel or distributed solution methods of dierent kind are discussed. There is a need
to gain an understanding of how classical stationary block methods perform in the parallel
setting.
In this contribution we show that the use of parallel implementation of block stationary
iterative methods can solve singular systems of linear equations in substantially less time that
the sequential counterparts. Furthermore, we explore the question on whether (permutations
and) partitions such as TPABLO [8] or the ones produced in the MARCA package [19], [28]
are benecial when used in conjunction with parallel block iterative methods. Furthermore,
dierent versions of these methods and implementation strategies are explored and their
relative merit discussed.
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2. The Block Methods. We use block stationary iterative methods for the solution
of n n linear systems of equations of the form
Ax = b:(1)
We have in mind applications where the matrix A in (1) is singular and the linear system is
consistent. These include certain stochastic processes, queuing models [18], Markov chains
[26], [29], as well as performance evaluation of computer and other critical systems [9], [33],
where Petri Nets play an important role in the models [1], [10].
In the methods we study for the solution of (1), the variables (and equations) are per-
muted and partitioned into r groups, i.e., Px = [x
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with the diagonal blocks A
ii
being square of order n
i
. In this paper, we usually consider the
permutation obtained from either TPABLO [8] or from the MARCA package [19], [28]. We
refer the reader to these references for descriptions on how these permutations are obtained.
We also explored the use of blocks of (approximately) equal size. We have not tried the
partition algorithm recently developed by Dayar [12], but we would expect results similar to
those with TPABLO or MARCA; see further the discussion in section 3.2.
In the description of the algorithms that follows we assume that the permutations have
been performed, and that the matrix A of (1) has already the form in the right hand side of
(2). For the most part, we have chosen to divide the work among processors in an evenly fash-
ion, maintaining in all cases the blockings obtained by the partitioning algorithm (TPABLO,
MARCA, equal size blocks) in order to ensure an appropriate load balance among the proces-
sors. (See the comments in section 3.3 for the case of an uneven distribution of the blocks). In
the experiments reported in this paper, the number of groups obtained, r, is larger than the
number of processors p. Thus, we have assembled blocks from (2) into p groups, each group
assigned to one processor. In other words, within each of the p blocks we have maintained a
structure like that in the right hand side of (2) with the corresponding blocks of the partition
used (TPABLO, MARCA, equal size blocks). There are r
`
blocks assigned to processor `,
` = 1; : : : ; p, and thus
p
X
`=1
r
`
= r.
In order to describe the dierent versions of the iterative methods tested, we describe the
Block Jacobi (BJ) and Block Gauss-Seidel (BGS) algorithms for a generic number of blocks s.
The latter, shown in Algorithm 2 below, is the block version of the standard Gauss-Seidel
algorithm (GS) (where n
i
= 1 for all i, and r = n); see, e.g., [6], [29]. In the description
of the algorithms, as well as in the rest of the paper, we concentrate on the Markov chains
problem, and thus, we assume that b = 0 in (1), and that the solution x is normalized so
that x
T
e = 1, where e is a vector of all components equal to one. In fact, in the algorithms
described below, such normalization is assumed at every iteration.
Parallel Iterative Solution of Markov Chains 3
Algorithm 1. Block Jacobi (BJ). Given an initial vector
x
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For k = 1; 2; : : :, until convergence.
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The linear systems (3) can be solved independently of each other. Thus, this algorithm
is inherently parallel. This parallelism is best exploited if the number of blocks matches the
number of processors (s = p). When each solution of (3) is approximated by another iterative
method, this is called a two-stage (or inner-outer) method; see, e.g., [23] and the references
therein. We note that the sequential experiments reported in [8] and in [13] are of this kind.
Algorithm 2. Block Gauss-Seidel (BGS). Given an initial vector
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1
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],
For k = 1; 2; : : :, until convergence.
For i = 1 to s
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where the sums in (4) are not present if the lower limit is higher than the upper limit.
It is clear from the right hand side in (4) that the algorithm is inherently sequential.
This is because the computation of the previous subvector x
(k)
i 1
has to be completed before
the beginning of the solution or approximation of the system (4) can begin. We are ready to
describe the dierent parallel two-stage (actually three-stage or nested) methods explored in
this paper. We assume that there are p processors.
Algorithm 3. Divide the r blocks of (2) into p groups, each assigned to a dierent
processor.
1. Perform parallel BJ (with s = p in Algorithm 1), i.e., each processor approximates the
solution of one linear system (3). (This is the outer iteration).
2. Each solution of (3) in Step 1 is approximated using one step of BGS (with s = r
`
in
Algorithm 2).
3. Each solution of (4) in Step 2 is approximated by a xed number q of GS iterations.
As is well known, BJ, as well as BGS and the nested Algorithm 3, may not converge,
especially for singular systems. In order to guarantee convergence, one can use the customary
device described, e.g., in [6], of shifting the iteration matrix from T to
T

= T + (1  )I;(5)
where 0 <  < 1, T = M
 1
N and A = M  N is a splitting representing the iteration of the
corresponding algorithm; see, e.g., [5], [6], [23], [29]. This device guarantees that if  is the
eigenvalue of T

of largest absolute value other than 1, then jj < 1. This shift is performed
at the end of each outer iteration. (At this point of the computation is where the vector
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x
(k)
is normalized). Of course, neither the matrix T nor the shifted matrix T

are explicitly
computed, only their action on the previous iterate x
(k 1)
is computed.
In parallel and distributed computing, the communication time can be onerous. This is
the time spent sending data from one processor to another. In Algorithm 3, data is exchanged
between processors at the end of each outer iteration. Since the communication time can take
a signicant proportion of the total time, it is natural to try to perform more computations
before exchanging data. The following algorithm diers from Algorithm 3 in that Step 2 is
performed a xed number t of iterations before the outer iteration is completed.
Algorithm 4. Divide the r blocks of (2) into p groups, each assigned to a dierent
processor.
1. Perform parallel BJ (with s = p in Algorithm 1).
2. Each solution of (3) in Step 1 is approximated using t steps of BGS (with s = r
`
in
Algorithm 2).
3. Each solution of (4) in Step 2 is approximated by a xed number q of GS iterations.
In Algorithms 3 and 4, the stopping criterion of the innermost loop is a xed number
of iterations. This criterion has been used in several implementations of two-stage methods.
Another stopping criterion is to compute the norm of the dierence between two consecutive
iterates and stop when it falls below a prescribed (innermost) tolerance. This criterion is
what diers the following algorithm from Algorithm 4.
Algorithm 5. Divide the r blocks of (2) into p groups, each assigned to a dierent
processor.
1. Perform parallel BJ (with s = p in Algorithm 1).
2. Each solution of (3) in Step 1 is approximated using t steps of BGS (with s = r
`
in
Algorithm 2).
3. Each solution of (4) in Step 2 is approximated using GS until the norm of the dierence
between two consecutive iterates is below a prescribed xed tolerance "
inner
.
Implementations other than those described in Algorithms 3{5 are of course possible, and
we have experimented with some of them. For example, one can use the innermost tolerance
instead of a xed number of inner iterations in Algorithm 3. As we shall see in section 3.2,
for dierent values of "
inner
, Algorithm 5 was never better than the other two, and thus, we
concluded that this possible implementation was not warranted. Furthermore, everywhere
when we use BGS or GS, one can use the possible faster SOR (or block SOR) algorithm [29],
which includes a relaxation parameter. We have obtained faster parallel computational times
by varying this parameter, and for each case, one can approach experimentally an optimal
value for this parameter. Nevertheless, for the sake of brevity and clarity we report only
experiments with BGS or GS, i.e., with the relaxation parameter being equal to one.
We approximate the solution of each system (4), with GS (or SOR). Alternatively itera-
tive aggregation / disaggregation (see, e.g., [29]) can be used, as done in the experiments in
[13].
Another possible implementation is to use dierent number of inner iterations for dierent
blocks, i.e., various values of q in Step 3 in Algorithms 3 and 4, say q
i
for the ith block; see,
e.g., [23] and the references therein. See also an example in section 3.3.
In our experiments, we have used as the global stopping criterion (i.e., in the outer
iteration) a test for the change of two consecutive iterates (in all p blocks) to be less than a
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prescribed tolerance. In other words, we test if
kx
(k)
  x
(k 1)
k
1
< ":(6)
In all experiments reported in the next section we have used " = 10
 4
, while for the inner
tolerance we used "
inner
= 10
 3
.
3. Numerical Experiments. All matrices used in our experiments have been used in
sequential experiments by several authors, including [8], [13], [25], [30], and can be obtained
from [27]. We actually run our codes on all the models in [27] with matrices of various sizes,
but to focus our discussion, we present here results based on two dierent models, and three
matrices. The timings and conclusions we present here can be considered as representative
of the larger set of experiments performed.
One model corresponds to an interactive computer system, described as Example 1 in
[25] or in [30]. We obtained two resulting NCD matrices corresponding to 30 and 50 users.
These matrices have 5,456 and 23,426 states (n, the number of variables) and 35,216 and
156,026 nonzeros, respectively (NCD stands for nearly completely decomposable; see, e.g.,
[29] for more details).
The other one is a telecommunications model of impatient telephone customers on a
computerized telephone exchange, described, e.g., in [13], [25]. The matrix we use is of order
17,081 and has 84,211 nonzeros, and we label it TCOMM.
All experiments reported in this paper were performed on an IBM SP2 at the Universidad
de Alicante, running an IBM version of the library of parallel routines PVM [15], [16]. All
times are in seconds. With the stopping criterion (6), all nal approximations x were such
that kAxk
2
was of the order of 10
 4
to 10
 5
.
Table 1
Algorithm 3. Matrix: NCD of order 5456. TPABLO permutation.
p One Four Six
q Iter. time Iter. time Iter. time
1 7843 27.42 7848 27.69 7848 26.67
5 2275 18.39 2281 10.74 2281 9.58
10 1288 17.68 1294 8.20 1294 6.78
15 917 17.94 924 7.22 924 5.71
20 719 18.21 726 6.71 726 5.16
30 508 18.68 516 6.47 516 4.68
35 445 18.93 453 6.27 453 4.56
40 397 19.01 404 6.22 404 4.48
50 327 19.55 335 6.26 335 4.46
60 279 19.87 287 6.25 287 4.35
3.1. Performance of Dierent Algorithms. In this subsection we show how the
parallel algorithms are faster than the sequential ones (cf. [21]), and compare the performance
of the three nested algorithms described in section 2.
In Table 1 we report results corresponding to Algorithm 3 for the NCD matrix of order
5456, with varying numbers of inner iterations q, and with dierent number of processors
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Table 2
Matrix: NCD of order 5456. TPABLO permutation.
p = 4 blocks size 1309 1295 1474 1378
nonzeros in diag. blocks 6197 5995 6838 6266
p = 6 blocks size 931 979 851 966 904 825
nonzeros in diag. blocks 4415 4595 3871 4498 4232 3685
p = 1; 4; 6. The NCD matrix was rst permuted with the algorithm TPABLO
1
using as
blocking parameters  =  = 0:5 and a threshold of 0.01, with no minimum or maximum
block sizes; see [8] for an explanation of these parameters. A value of  = 0:95 was used for
the shift in (5). The same values for , , threshold, and  were used in all cases reported
in this paper. The resulting 31 blocks are grouped into p blocks. The order of each diagonal
block is reported in Table 2. In the same table, we note the number of nonzeros in the r
`
diagonal blocks in each group. Note that the total nonzeros in the diagonal blocks is 25,296,
or about 72% of the nonzeros in the original matrix.
Table 3
Algorithm 3. Matrix: TCOMM of order 17081. TPABLO permutation.
p One Four Six
q Iter. time Iter. time Iter. time
1 2914 32.70 2931 26.73 2942 24.19
3 1078 19.97 1096 17.53 1109 10.53
5 711 18.41 730 10.74 743 8.08
8 509 18.58 529 11.61 543 6.82
10 444 19.45 464 16.88 478 6.67
15 358 22.23 378 15.13 392 6.92
20 316 25.16 336 15.56 349 6.90
25 291 28.51 310 17.13 323 7.40
30 274 31.77 293 16.04 305 7.92
35 262 35.14 281 17.20 293 8.53
40 253 38.44 271 18.14 283 9.19
50 240 46.06 258 18.71 269 10.42
60 231 51.81 248 20.55 259 11.58
Let us highlight some observations of the results in Table 1. With q = 1 the parallel
implementations take about the same time as the sequential run (p = 1). The best parallel
implementations reduce the computational time by about a factor of 3 for p = 4 and by
about a factor of 4 for p = 6, compared to the best sequential run. In all cases, for xed
q, q > 1, the parallel runs are considerably faster than the uniprocessor time. Observe also
that the number of iterations to reach the stopping criterion (6) remains pretty constant as
the number of processors increases. Similar observations can be made on the results of the
matrix TCOMM of order 17,081 in Table 3. The TPABLO permutation resulted in 86 blocks,
grouped as described in Table 4. For this matrix, the TPABLO parameters for minimum
1
In this paper we use the version called TPABLO1 in [8].
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and maximum block size were set to 10 and 200, respectively. The number of nonzeros in
the diagonal blocks is 78,499, or more than 93% of the nonzeros in the matrix.
Table 4
Matrix: TCOMM of order 17081. TPABLO permutation.
p = 4 blocks size 4222 4221 4422 4216
nonzeros in diag. blocks 19480 19395 20350 19274
p = 6 blocks size 2815 2814 2814 2814 3015 2809
nonzeros in diag. blocks 13007 12942 12926 12958 13853 12813
It can also be observed in Tables 1 and 3 that for a xed number of processors p, the
computational time starts to decrease as the number of inner iterations q increases until
some \optimal" value of q after which the time starts to increase. This behavior can be
easily explained, and it is typical of nested iterative methods; see, e.g., [7], [17], [31]. If q
is small, the linear systems (4) are poorly approximated, and thus, a large number of outer
iterations, with its associated computational cost, is needed for global convergence. If q is too
large, even though the number of outer iterations decreases, the computational work grows
since too many inner iterations are performed. Somewhere in between these two cases, lies
some optimal value of q. In general, this optimal value is hard to predict and, as it can be
seen in Tables 1 and 3, it is has a dierent value for each value of p, the number of processors.
Table 5
Algorithm 4. Matrix: TCOMM of order 17081. TPABLO permutation.
p=q 4 / 5 6 / 10
t Iter. time Iter. time
1 730 10.74 478 6.67
2 393 10.65 280 5.61
3 281 10.33 214 5.73
5 192 10.21 160 6.33
6 171 8.06 146 6.77
9 134 9.47 122 8.05
15 105 11.45 101 10.70
The same rationale explains why for a xed pair of values of p and q (and the same
global stopping criterion (6)), a similar behavior is obtained when varying the number of
iterations t of Step 2 in Algorithm 4. In other words, increasing t will at rst decrease the
computational time until some optimal value is reached, and then increasing the number of
iterations t increases the computational time. This phenomenon is illustrated in Tables 5
and 6. The results in these tables are typical. The computational times always can be
improved by increasing t beyond t = 1 (which is the same as Algorithm 3); compare with
Tables 1 and 3. Sometimes, though this improvement is small. In other words, there always
will be a run with Algorithm 4 which will be faster than the best run with Algorithm 3.
We also note that, as any function of two variables, the \optimal" pair of values q, t,
may not correspond to rst nding the best q for t = 1 and then varying t. Nevertheless, this
strategy should give a good parallel time. To illustrate this situation, we note that the values
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of q chosen for Table 5 are those which provided the fastest times in Table 3, namely q = 5 in
the case of four processors and q = 10 in the case of six. We found values for q and t, which
improved the performance of Algorithm 4 reported in Table 5, namely for four processors
q = 3 and t = 20, converging in 8.01 sec. (112 iter.), or q = 4 and t = 15, in 7.87 sec.
(114 iter.). Similarly, for six processors Algorithm 4 converged in 5.40 sec. (340 iter.) for
q = 3 and t = 4, or 5.19 sec. (216 iter.) for q = 5 and t = 5.
Table 6
Algorithms 4 and 5. Matrix: NCD of order 5456. TPABLO permutation.
Algorithm 4 Algorithm 5
p 4 6 4 6
q or "
inner
20 50 .001 .001
t Iter. time Iter. time Iter. time Iter. time
1 726 6.71 335 4.46 7312 31.45 7312 32.33
2 404 6.38 187 4.41 4464 22.85 4464 21.75
3 287 6.36 134 4.52 3282 19.93 3282 17.95
5 187 6.62 90 5.00 2198 17.58 2198 14.73
7 142 6.81 72 5.42 1678 16.50 1678 13.73
9 116 7.11 63 6.11 1369 16.95 1369 13.19
10 107 7.23 61 6.54 1256 15.36 1256 12.40
15 80 8.01 54 8.65 900 14.76 900 11.09
We end this subsection with a discussion of the performance of Algorithm 5. The results
reported in Table 6 are representative of other runs we have performed. For t = 1, the
timings are almost always worse than those of Algorithm 3. When they are better, there are
always many values of q for which Algorithm 3 is better. Similarly, for the same value of t,
Algorithm 4 is better for a wide range of numbers of inner iterations q. We are convinced
that a xed number of inner iterations is a better choice than a xed tolerance.
3.2. Dierent Partitions. In this subsection we concentrate on the performance of
the three dierent permutation and partition methods considered in this paper, namely
TPABLO, MARCA, and equal size blocks. We emphasize that it is not our intention to
do a comparison study between these three partition methods. Instead, our goal is to point
to their suitability for generating partitions of the matrices representing Markov chains to be
used in conjunction with the parallel algorithms described in section 2.
We rst discuss computational results for the NCD matrix of order 23,426. These results
can be compared to those in Tables 1 and 2 of the smaller NCD matrix. The TPABLO
parameters are the same as for that matrix. The resulting 51 blocks are grouped as shown in
Table 7 for the case of four processors. For this matrix, the algorithm from MARCA with the
same threshold of 0.01 produced an equivalent permutation. By this we mean that the two
permutations produce the same 51 groups of variables, although these groups of variables
come in dierent order and the variables within each group (or block) are also not in the
same order. This observation is consistent with the experience reported in [8]. The total
number of nonzeros in the diagonal blocks is 111,826, or 71.6% of the nonzeros of the matrix.
Note that this is the same proportion as observed in the case of the smaller NCD matrix in
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section 3.1. The computational eort for convergence of Algorithm 3 for both partitions is
shown in Table 8.
Table 7
NCD Matrix of order 23426. Four Processors.
TPABLO blocks size 5660 6019 5797 5950
nonzeros in diag. blocks 27360 28587 27809 28070
MARCA blocks size 5984 5496 5816 6130
nonzeros in diag. blocks 27808 26312 28036 29670
Table 8
Algorithm 3. Four processors. Matrix: NCD of order 23426.
Permut. TPABLO MARCA
q Iter. time Iter. time
1 8772 146.68 9257 155.73
2 5112 88.46 5353 97.60
3 3692 70.31 3848 74.65
6 2092 48.90 2162 51.27
10 1366 37.31 1401 39.29
15 971 33.39 989 33.44
20 761 30.19 770 30.70
30 538 28.19 540 29.11
50 348 28.35 343 26.23
70 261 27.87 254 25.48
90 211 27.03 203 25.27
100 193 27.22 185 26.44
110 179 27.91 169 25.12
120 166 27.47 157 25.30
As it can be expected from equivalent partitions, the times and iteration counts reported
in Table 8 are similar for each value of q, with a variation of no more than 10%. The times
for TPABLO are better for smaller q, and those for MARCA are better for larger values of it.
For these NCD matrices, the sequential times for these two partitions were also similar [8].
Of course, this does not take into account the computer time for the partition itself which is
more expensive for TPABLO.
For other matrices in [27], TPABLO and MARCA do not produce equivalent partitions,
especially when a minimum and maximum block size is imposed in TPABLO, as was done
for the TCOMM matrix; see section 3.1. For all these matrices, our experience with MARCA
was that the blocks obtained were either too big or too small (depending of the threshold
parameter used) to combine them in approximately equal size groups for distribution to the
p processors. These partitions are consistent with the calculations in [13]. These groups are
of course determined by the nearly completely decomposable structure of these matrices, and
not by the method used by MARCA. This is why we expect similar results with the new
method by Dayar [12]. The use of the maximum block size in TPABLO allows us to obtain
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blocks which can be joined with others in a group for a processor, and at the same time take
advantage of the connectivity of the graph of the matrix. The results in Table 3 illustrates
the suitability of this approach for parallel computing.
As pointed out already in [13], there are cases where the connectivity of the graph of the
matrix does not constrain the choice of nodes by TPABLO, and the resulting partition is the
same as that produced by chosing the blocks of equal size (the maximum block size).
In our extensive experiments, when the TPABLO partitions are not exactly the same as
equal size blocks, the latter produces either worse or about the same computational times
with our parallel algorithms. This was observed for uniprocessors in [8]. Here we conrm
the same in the parallel setting. Furthermore, in some cases equal size groups obtained after
the matrix was permuted with MARCA (or TPABLO) is a better behaved partition than
that taken from the original order. We illustrate this with the large NCD matrix in Table 9.
Compare these times with those in Table 8.
Table 9
Algorithm 3. Four processors. Equal size blocks. Matrix: NCD of order 23426.
MARCA Original order
Size 100 by 100 200 by 200 300 by 300 100 by 100 200 by 200
q Iter. time Iter. time Iter. time Iter. time Iter. time
1 9198 167.96 9198 163.60 9198 163.97 8899 176.47 8899 164.69
2 6473 131.07 6371 124.62 5537 104.30 7560 163.27 7532 153.87
4 4752 107.29 4524 102.95 3260 76.21 6427 150.68 6389 146.55
6 4041 102.94 3791 100.19 2441 57.44 5869 149.52 5824 148.41
8 3615 101.30 3366 96.30 2017 56.15 5523 158.60 5473 150.75
9 3454 109.59 3210 94.59 1873 55.07 5394 156.96 5341 159.15
10 3317 108.50 3078 95.74 1757 51.42 5284 161.97 5228 161.24
15 2837 117.08 2629 112.10 1397 48.98 4914 191.31 4848 180.32
20 2535 137.10 2358 112.57 1208 53.28 4626 244.05
25 2319 172.17 2171 122.01 1086 53.22
30 2153 294.50 999 54.81
40 933 60.79
3.3. Uneven Distribution of Blocks. In selected cases, we have ran experiments with
an uneven distribution of the blocks, and in these cases always adjusting the number of inner
iterations in an attempt to maintain a balanced load. We present in Table 10 two such runs
for the two NCD matrices, for the case of four groups. The rst two groups are about half
the size of the other two, and thus, the number of inner iterations q for the rst two are
doubled. In these examples q for the rst two groups is 20 and for the last two is 10. We ran
these experiments with one and four processors.
If we compare these times with those corresponding to q = 10 and q = 20 in Tables 1
and 8, we see that they are about 10{20% worse than the best of these times (q = 10 for
the smaller matrix and q = 20 for the larger one), but better than the other time. Note
that the gain from one to four processors is similar to the case of evenly distributed groups.
In general, the best timings obtained in our experiments are about 10{20% worse than the
best times for the evenly distributed blocks, e.g., those reported in sections 3.1 and 3.2. We
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Table 10
Algorithm 3. NCD matrices. TPABLO permutation. Uneven blocks: q = 20, 20, 10, 10.
order blocks size Iter. time, p = 1 time, p = 4
5456 931 979 1817 1729 970 17.76 7.29
23426 3679 3622 8282 7843 1048 82.36 35.64
conclude therefore that the uneven partition is not generally recommended as a productive
approach. An exception could be when the blocks produced by the partition are so big to
make this uneven groups necessary to maintain the connected components of the graph of the
matrix intact. In the latter case, our experiments suggest that similar gains can be achieved
by a proper adjustment of the number of inner iterations in each block so as to maintain a
balanced load among the processors.
4. Conclusions. From the experiments presented, we can conclude that the parallel
implementation of classical block two-stage (or nested) methods provides a substantial reduc-
tion in computational time when solving singular systems of linear equations. Furthermore,
increasing the number of processors decreases the computational time.
For the stopping criterion of the innermost iteration, a xed number of iterations was
shown to be preferable over a xed tolerance.
All partitions discussed in the paper present computational savings in the parallel setting.
Dividing the matrix in blocks of equal size provides the cheapest partition, but the solution
times are in general slower than with partitions such as MARCA or TPABLO.
We observe that comparing Table 8 and Table 1, one can see that the algorithms discussed
in this paper scale well in the sense that for a similar problem of larger size, the computational
time is somehow proportional to the increase in size. In this case it is proportional to the
increase in the number of nonzeros in the matrix as well as the number of nonzeros in the
diagonal blocks. A similar observation follows from Table 10.
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