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RÉSUMÉ
L’aimant organique NIT-2Py a été caractérisé expérimentalement et ses propriétés ont été
simulées numériquement à partir de la théorie de la fonctionnelle de la densité. Le ma-
gnétisme dans ce matériau provient de la présence d’un électron non apparié sur chaque
molécule qui a ainsi un moment magnétique non nul. Ceci a été confirmé par des simu-
lations sur une molécule isolée. Les molécules de NIT-2Py cristallisent dans le groupe
d’espace P21/c avec huit molécules par maille élémentaire pour former la structure cris-
talline α étudiée dans ce document. Le moment effectif de la susceptibilité µeff et l’en-
tropie magnétique totale de R ln(2S+1) = Rln2 montrent que ce matériau est un système
de spins 12 avec un spin par molécule.
Les mesures de chaleur spécifique ont mis en évidence la présence de deux phases
magnétiques ordonnées à basse température qui sont séparées par un plateau en aiman-
tation. Une première phase est observée à des champs magnétiques inférieurs à 2.2 T et
a une température de transition de 1.32 K en champ nul. Les mesures de susceptibilité
magnétique et d’aimantation ont permis d’établir que cette phase ordonnée est antiferro-
magnétique. Ceci est confirmé par les simulations numériques.
La deuxième phase est induite par le champ magnétique avec une température de
transition de 0.53 K à 6 T. L’information disponible sur cette phase est limitée et l’étude
du système à l’extérieur des phases ordonnées en donne une meilleure compréhension.
Un modèle de spins S = 12 isolés et de dimères S = 0 isolés reproduit bien les mesures
d’aimantation et de chaleur spécifique au-dessus de 3 K. L’application d’un champ ma-
gnétique réduit l’écart d’énergie entre le singulet et le triplet du dimère jusqu’au croise-
ment qui se produit à 6 T. La phase induite émerge précisément à ce croisement et on
spécule l’existence d’un condensat de Bose-Einstein des états triplets.
Mots clés: Aimant organique, antiferromagnétisme, plateau d’aimantation, di-
mère, condensation de Bose-Einstein.
ABSTRACT
The organic magnet built from NIT-2Py molecules has been characterized experi-
mentally and its properties have been simulated using density functional theory. In this
material, an unpaired electron carrying a magnetic moment on each molecule is respon-
sible for the magnetism. This has been confirmed by numeric simulations on an isolated
molecule. NIT-2Py molecules crystallize in space group P21/c with eight molecules per
unit cell to form crystalline phase α studied in this document. The effective moment µeff
obtained from magnetic susceptibility and the total magnetic entropy R ln(2S+1) = Rln2
show that this material is a spin 12 system with one spin per molecule.
Specific heat measurements have highlighted the presence of two magnetically or-
dered phases at low temperature, which are separated by a plateau in magnetization. A
first phase is observed at magnetic field lower than 2.2 T and has a transition temperature
of 1.32 K in zero field. Magnetic susceptibility and magnetization measurements have
established that this ordered phase is antiferromagnetic. This is confirmed by numeric
simulations.
The second phase is induced by a magnetic field and has a transition temperature of
0.53 K at 6 T. Information concerning the field induced phase is limited and a study of the
system above the transition temperatures helps to gain a better understanding. A model
of isolated spins S = 12 and isolated dimers S = 0 reproduces nicely the specific heat and
magnetization data above 3 K. The application of a magnetic field reduces the energy gap
between the singlet and the triplet of the dimer and the crossover between these levels is
observed at 6 T. The field induced phase emerges precisely at this crossover suggesting
the occurrence of a Bose-Einstein condensation of triplets states.
Keywords: Organic magnet, antiferromagnetism, magnetization plateau, dimer,
Bose-Einstein condensation.
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CHAPITRE 1
INTRODUCTION
Dans le domaine de la physique des matériaux, on associe généralement le magné-
tisme dans les cristaux à la présence d’atomes possédant des couches électroniques d
ou f partiellement occupées, comme par exemple le fer, le cobalt et le nickel. L’origine
du magnétisme provient du spin de l’électron sur la ou les orbitales partiellement oc-
cupées. Dans cette configuration, le moment magnétique du spin n’est pas annulé par
la présence d’un autre électron de spin opposé sur la même orbitale comme dans les
couches remplies. Les matériaux purement organiques ne possédant pas d’orbitales d et
f ne devraient pas exhiber de magnétisme selon cette conception. Néanmoins, le magné-
tisme dans des cristaux moléculaires existe bel et bien ce qui démontre qu’il est possible
d’obtenir une couche électronique s ou p partiellement occupée dans ces matériaux.
1.1 Magnétisme dans les matériaux organiques
1.1.1 Historique
L’intérêt pour les aimants organiques est venu de McConnell qui a évoqué en 1963
la possibilité d’avoir des interactions ferromagnétiques dans les matériaux organiques
[1]. L’article de McConnell avait été motivé par des résultats expérimentaux qui met-
taient en évidence du ferromagnétisme mais en fait il était dû à des impuretés dans
les échantillons. La majorité des cristaux organiques magnétiques étudiés à ce moment
montraient une température de Curie-Weiss légèrement sous 0 K, indiquant des inter-
actions antiferromagnétiques. L’observation d’une température de Curie-Weiss positive
dans le galvinoxyl et le subérate TANOL ont donné les premiers indices de la présence
de ferromagnétisme. Cependant, il a été montré que ces deux matériaux s’ordonnent an-
tiferromagnétiquement [2]. C’est uniquement en 1991, presque 20 ans après l’article de
McConnell, que le premier ferroaimant organique a été découvert par Tamura et al. [3].
Il s’agit de la phase β du p-nitrophényl nitroxide de nitronyle (p-NPNN) ayant une tem-
2pérature de transition de 0.60 K [4, 5]. Depuis, un grand nombre d’aimants organiques
antiferromagnétiques et ferromagnétiques ont été découverts et le domaine est encore
très actif aujourd’hui. L’intérêt de ces matériaux en comparaison avec les matériaux ma-
gnétiques conventionnels provient principalement de leur versatilité et du contrôle qu’ils
offrent sur les interactions magnétiques.
1.1.2 Mécanismes physiques
Telle que mentionnée précédemment, la présence de magnétisme provient d’une or-
bitale occupée par un électron non apparié. Dans les matériaux organiques, on retrouve
cette situation dans les radicaux libres, des molécules ayant un nombre impair d’élec-
trons. Les radicaux libres sont hautement réactifs et généralement lors de la cristalli-
sation, il y a formation de liens covalents entre les molécules et ainsi la formation de
dimères. Dans cette situation, tous les électrons forment des paires et le matériau n’a pas
de propriétés magnétiques (à l’exception du diamagnétisme). Cette dimérisation peut
être évitée en rendant les radicaux libres plus stables grâce à des anneaux aromatiques,
ce qui permet de délocaliser les électrons non appariés[2]. La formation d’un cristal
organique magnétique est alors possible.
Les mécanismes physiques décrivant les interactions magnétiques dans les maté-
riaux organiques ont d’abord été décrits par McConnell [6]. Ceux-ci sont schématisés à
la figure 1.1 et mettent en évidence que le type d’interactions (ferromagnétique ou an-
tiferromagnétique) dépend de l’orthogonalité des orbitales qui se chevauche ainsi que
de la polarisation de spin (différence des densités électroniques de spin ↑ et ↓) dans la
région de chevauchement.
La nature des interactions peut être décrite par le mécanisme d’échange. Pour l’illus-
trer, considérons deux atomes d’hydrogène suffisamment rapprochés pour avoir un che-
vauchement de leur orbitale. La fonction d’onde totale comporte une composante spa-
tiale et une composante du spin. Le principe d’exclusion de Pauli force la fonction
d’onde des électrons à être antisymétrique. Pour ce cas (et pour la plupart des cas), la
fonction d’onde spatiale symétrique est énergiquement favorable alors que la symétrie
de la fonction d’onde du spin affecte peu l’énergie du système. L’état spatial symétrique
3Figure 1.1 – Schéma des interactions magnétiques selon le mécanisme de densité de
spin de McConnell. La flèche dans le losange représente la direction moyenne du spin
dans chaque molécule. Les orbitales sont schématisées pour montrer leur chevauche-
ment. Les orbitales de type p sont utilisées pour représenter l’orthogonalité des orbitales
moléculaires. La couleur des orbitales (noir et gris) représente leur polarisation de spin
(respectivement ↑ et ↓). Les petites orbitales représentent une polarisation locale de spin,
opposée à la celle de la molécule. La variable J correspond à la constante d’échange qui
est positive pour une interaction ferromagnétique (F) et négative pour une interaction
antiferromagnétique (AF) [6].
étant favorisé, la composante du spin doit être antisymétrique par le principe d’exclusion
de Pauli, ce qui correspond à un état singulet. Dans cet état, les spins sont alignés antipa-
rallèlement et on parle alors d’une interaction antiferromagnétique [7]. Cela correspond
au cas I de McConnell. Dans le cas II, puisque les orbitales des molécules en interaction
sont orthogonales, il n’y a pas de chevauchement et le principe de Pauli ne s’applique
pas. Les spins s’alignent alors parallèlement comme le dicte les règles de Hund dans
un atome avec des orbitales non remplies. On parle alors d’interaction ferromagnétique.
4Les cas III et IV sont équivalents aux cas I et II mais, dans l’une des molécules, le che-
vauchement s’effectue dans une région où la polarisation de spin locale est opposée à la
polarisation globale de la molécule.
Ces mécanismes donnent qualitativement les interactions attendues mais ne sont pas
infaillibles. Les cristaux ont fréquemment des structures complexes ne permettant pas
aisément l’utilisation de cette théorie. Des calculs plus poussés, tels que l’utilisation de
la théorie de la fonctionnelle de la densité, sont souvent nécessaires.
Les mécanismes de McConnell permettent de comprendre que la géométrie des mo-
lécules et la structure cristalline sont deux aspects extrêmement importants pour com-
prendre les interactions dans ces matériaux. Par exemple, l’aimant p-NPNN est un poly-
morphe connu pour cristalliser sous quatre formes différentes ayant des propriétés ma-
gnétiques complètement différentes [4, 8]. En plus du polymorphisme, les interactions
peuvent être modifiées par l’ajout de pression. Par exemple, la phase β du p-NPNN qui
est ferromagnétique devient antiferromagnétique à 6.5 kbar en raison d’un changement
dans le chevauchement des orbitales [9]. Il est aussi possible de changer les interactions
en modifiant un groupe annexe de la molécule qui n’affecte pas l’électron non appa-
rié. La nouvelle molécule est magnétiquement très similaire à l’ancienne mais le groupe
annexe peut forcer une structure cristalline différente et ainsi des chevauchements d’or-
bitales différents. La possibilité de contrôler les interactions à partir de cet ensemble de
paramètres attire beaucoup d’attention et ouvre la porte à l’ingénierie d’aimants molé-
culaires [10].
1.2 Types d’aimants organiques
Les aimants organiques peuvent être classés en deux catégories, soient les matériaux
purement organiques et les matériaux organométalliques. Les matériaux organométal-
liques sont des matériaux dans lesquels des ions des métaux de transition sont insérés
dans des structures organiques pour augmenter le couplage magnétique. Dans le cas pré-
senté ici, on ne traitera que de matériaux purement organiques et plus précisément de la
famille des nitroxides de nitronyle.
51.2.1 Famille des nitroxides de nitronyle
La famille des nitroxides de nitronyle est formée autour du radical libre représenté
à la figure 1.2a où R représente un regroupement d’atomes. Une multitude de groupes
moléculaires peut s’attacher à cette molécule et ainsi obtenir une multitude de structures
cristallines. Dans cette famille, l’électron non apparié se retrouve majoritairement délo-
calisé sur les deux regroupements N-O. Ceci a été confirmé grâce à la polarisation de spin
obtenue par diffusion de neutrons polarisés sur le p-NPNN (figure 1.2b). Le changement
du groupe R d’un nitroxide n’a en général pas d’impact significatif sur la localisation
du spin non apparié qui reste majoritairement sur les regroupements N-O. On peut donc
supposer la même localisation dans toute la famille de nitroxides de nitronyle.
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magnets field, which includes crystals whose radicals contain atoms other than C, O,
N, and H.
Well-known pure organic molecule-based magnets are many derivatives of the
nitronyl nitroxide family of neutral radicals [3] (see Figure 1 for the general struc-
ture) and some C60 molecular crystals (e.g. C60TDAE salts [4a] and pressed / heated
polymeric C60-fullerene neutral crystals [4b]). Among the non-purely organic subset
one can mention the Prussian Blue derivatives [5] and [Fe(Cp∗)2]TCNE (decamethyl
ferrocinium tetracyano ethenide) salts [6], both presenting ferromagnetism above
room temperature.
Progress in the field of molecule-based magnets has been fast, and a large num-
ber of compounds showing interesting macroscopic magnetic behaviors have been
found (e.g. ferromagnetism, ferrimagnetism, antiferromagnetism, metamagnetism,
spin-glass, spin-ladders . . . ). However, due to improper knowledge of the magnetic
interactions at the microscopic level, and also due to a lack of rigorous procedures to
compute macroscopic properties from m croscopic interactions, th pr gress in this
field has been difficult. As consequence, there ar cu rently no rigorous procedures
to design molecule-based magnets showing a given desired macroscopic magnetic
behavior.
With the aim of filling this gap, we have recently proposed a methodological pro-
cedure [7], hereafter called first-principles bottom-up methodology, which allows
a rigorous computation of the macroscopic magnetic behavior from the only
knowledge of the microscopic magnetic interactions (obtained from first-principles
computations of all uniq e radical–radical pairs f und in the crystal, making no
a priori assumptions abo t th mechanism of the magnetic interaction). Ther fo e,
this procedure allows connecting the crystal geometry with the macroscopic mag-
netic properties in a rigorous and unbiased manner. Consequently, the macroscopic
behavior can be associated to specific interactions between pairs of radicals.
The nature and strength of all radical–radical microscopic magnetic interactions










Figure 1. Chemical structure of a nitronyl nitroxide radical, where R is the substituent that different-
iates among members of this family (representative cases range from a simple H atom up to substituted
six-membered rings).
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mean field self-consistent magnetization. Assuming a 
collinear magnetic structure, we came to the conclusion 
that the angle between the spontaneous magnetization di- 
rection and the scattering vector is between 70 ° and 90 °, 
which is consistent with zfmSR experiments. 
The spin density in 13 p-NPNN was measured by means 
of polarized neutron diffraction. Using this method, it was 
not necessary to reach the ferromagnetic phase: a 'ferro- 
magnetic' component of the spin density was induced in a 
(5.7 × 1.9 × 0.8) mm 3 single crystal sample by an external 
magnetic field H =  4.65 T at T =  1.6 and 2.0 K in the 
paramagnetic phase. The 'flipping' ratios R(hkl),  which 
are related to the magnetic structure factors [6], were 
measured for 246 Bragg reflections on DN2 lifting counter 
diffractometer at the SILOE reactor. 
To obtain the spin density from the experimental flip- 
ping ratios, a parametrized magnetic atomic orbital model 
of this distribution was worked out [6]. The individual 
atomic spin populations were refined to best fit the experi- 
mental data. Fig. 3 shows the level contours for the spin 
density projected onto the O - N - C - N - O  plane of the 
radical. 
The spin populations of the nitrophenyl atoms are at the 
limit of experimental accuracy. Only the nitrogen atom of 
the NO 2 group carries a significant spin density. In the 13 
p-NPNN crystal arrangement the distances between the 
O - N - C - N - O  fragments of the neighbouring radicals are 






776 ! I 
0 400 8oo 
T (inK) 
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Fig. 3. Experimental spin density in 13 p-NPNN in projection onto 
the O - N - C - N - O  mean plane. Contour step 0.005/x B/,~2 (hair- 
line) and 0.1/x B/,~2 (bold). 
too large to account for ferromagnetism by direct ex- 
change. The intermolecular exchange interactions pass 
through the nitrophenyl fragments of a third molecule 
realizing the first McConnell mechanism [7]. The orthogo- 
nality between O1 and N2 magnetic orbitals explain the 
positive (ferromagnetic) sign of the coupling. Together 
with other exchange pathways leading through the nega- 
tively polarized phenyl groups, these intermolecular con- 
tacts form a 3-dimensional ferromagnetic network and 
account for bulk ferromagnetism. 
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Figure 1.2 – a) Molécule de NIT-R ù R peut être remplacé par un groupe moléculaire
approprié [11]. b) Densité de spin expérimentale du p-NPNN. Espacement de 0.2 µB/Å2




2.1.1 Cristal de radicaux libres
Le matériau étudié est un cristal formé à partir de radicaux libres de 2-(2-pyridyl)-
4,4,5,5,-tetramethyl-4,5-dihydro-1,H-imidazole-3-oxide-1-oxyl, communément appelé
NIT-2Py. Cette molécule, présentée à la figure 2.1, fait partie de la famille des radicaux
libres de nitroxides de nitronyle mentionnée précédemment. La synthèse de ce composé
a été effectuée par un groupe de collaborateurs chimistes, le professeur Christian Reber
de l’Université de Montréal, le professeur Dominique Luneau et son étudiant Anthony
Lannes de l’Université Claude BERNARD Lyon 1. Un schéma des étapes de la synthèse




Figure 2.1 – Représentation de la molécule de NIT-2Py
Le processus de cristallisation (et de recristallisation) des molécules a été effectué à
plusieurs reprises par Anthony Lannes, Reza Moosavi Askari et moi-même. Le principe
de base de la cristallisation est de dissoudre les molécules dans un solvant pour obte-
nir une solution saturée et de laisser précipiter le composé sous forme cristalline. On
7obtient ainsi des cristaux mauve foncé très fragiles ayant la forme de longues aiguilles
(voir figure 2.2a). En changeant le solvant et les paramètres de l’environnement, il est
possible d’obtenir des cristaux plus massifs (voir figure 2.2b). Pour plus de détails sur la
recristallisation, consultez l’annexe II.
(a) NIT-2Py en fines aiguilles (b) NIT-2Py en cristaux épais
Figure 2.2 – Photographies de cristaux de NIT-2Py
Lors du processus de recristallisation, au moins 3 types d’impuretés différentes ont
été observées. Tout d’abord, des dépôts verdâtres étaient visibles sur les parois du ré-
cipient contenant le composé initial. La nature de ce dépôt n’est pas connue mais pro-
vient probablement d’un résidu lors de la synthèse. On nommera ce résidu l’impureté
de synthèse. Pour la recristallisation, le dichlorométhane est généralement utilisé pour
dissoudre le NIT-2Py et dissout aussi les résidus verdâtres. Il est généralement possible
de se débarrasser d’une grande partie de cette impureté avec la méthode décrite à l’an-
nexe II.
Les deux autres types d’impuretés proviennent plutôt d’une dégradation du produit.
Ces impuretés ont été observées lors du processus de recristallisation alors que la solu-
tion a été exposée à la lumière du soleil de manière prolongée. On a alors obtenu une
solution orangée et la formation de cristaux translucides. La nature de la solution oran-
gée n’a pas été déterminée. Quant aux cristaux translucides, une mesure de diffraction
de rayons X a permis d’établir qu’il s’agit de bis(2-pyridylcarbonyl)amine (voir figure





Figure 2.3 – Représentation de la molécule de bis(2-pyridylcarbonyl)amine
De manière à éviter la dégradation des échantillons, ces derniers doivent être conser-
vés dans un réfrigérateur et les contenants doivent être enrobés de papier d’aluminium.
Les mesures expérimentales ont parfois été effectuées sur des échantillons polycristal-
lins et d’autres fois sur des échantillons monocristallins. On considère les échantillons
monocristallins comme étant très purs. Toutefois, le degré de pureté est inférieur pour
les échantillons polycristallins puisqu’ils n’ont pas été purifiés pour se débarrasser de
l’impureté de synthèse.
2.1.2 Détermination de la structure cristalline par diffraction de rayons X
La structure cristalline du composé de NIT-2Py est publiée dans la littérature [13]. Ce
système cristallise dans le système monoclinique avec le groupe d’espace P21/c conte-
nant huit molécules dans la maille élémentaire et deux molécules dans la maille asy-
métrique. La diffraction de rayons X a été utilisée pour s’assurer de la composition des
échantillons. Les mesures ont été effectuées au Laboratoire de diffraction de rayons X du
Département de Chimie de l’Université de Montréal avec l’assistance de Thierry Mar-
ris. L’appareil utilisé est un diffractomètre de monocristal de la compagnie Bruker, plus
précisément le Microstar X8/Proteum avec une anode tournante FR591 comme source
de rayons X.
La structure cristalline du NIT-2Py ainsi obtenue est présentée à la figure 2.4 et est en
bon accord avec celle qui était déjà connue. Les paramètres de maille sont comparés dans
le tableau 2.I. Tous les détails du raffinement de la structure se trouvent à l’annexe IV.
De plus, on a pu déterminer que l’axe long des aiguilles de NIT-2Py correspond à l’axe
cristallographique a. Aucun signe de dégradation due aux rayons X n’a été observée.
9(a) Direction~b
(b) Direction~a (c) Direction~c
Figure 2.4 – Structure cristalline du NIT-2Py dans la direction des trois axes principaux.
Les atomes d’hydrogène ne sont pas affichés.
La caractérisation par diffraction de rayons X a permis de mettre en évidence le
polymorphisme du composé de NIT-2Py. En effet, cette molécule peut cristalliser dans
deux arrangements différents. Les phases seront distinguées par les lettres grecques α
et β . La structure cristalline présentée ci-dessus est associée à la phase α . L’ensemble
des mesures présentées dans ce document ne concerne que cette phase. Les données
cristallographiques de la phase β se trouvent à l’annexe V à titre d’information. Malgré
la possibilité que les échantillons polycristallins utilisés soient un mélange des deux
phases, rien dans les résultats ne semble l’indiquer.
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Résultat de V. Barone et al. [13] Résultats obtenus
Formule chimique C12H16N3O2 C12H16N3O2
Groupe d’espace P21/c P21/c
Z 8 8
a (Å) 6.192 (3) 6.1471 (2)
b (Å) 30.284 (4) 30.061 (1)
c (Å) 13.118 (3) 12.9583 (4)
β (˚) 100.75 (2) 100.269 (2)
V (Å3) 2416.7 2356.14
R 0.0449 0.0638
Température (K) ? 150
Tableau 2.I – Données cristallographiques du NIT-2Py
2.2 Mesures des propriétés thermodynamiques et magnétiques
2.2.1 Résistance électrique
Des mesures de résistances conventionnelles ont été effectuées. L’échantillon mesuré
est présenté à la figure 2.5 où l’on voit les fils d’or fixés à l’aide de peinture d’argent.
Le courant I circule entre les bornes I+ et I− et la différence de potentiel V est mesuré
entre les bornes V+ et V−. Celle permet de déterminer la résistance R à partir de la loi
d’Ohm :
V = RI . (2.1)
Les mesures de résistance ont été effectuées dans un appareil de la compagnie Quan-
tum Design nommé Physical Properties Measurement System (PPMS) jusqu’à 0.5K en
utilisant l’option de réfrigérateur à Hélium-3.
Figure 2.5 – Échantillon de NIT-2Py pour une mesure de résistivité en quatre points.
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2.2.2 Aimantation et susceptibilité magnétique
L’aimantation M est une mesure de la densité de moments magnétiques dans un ma-
tériau et permet de mieux comprendre l’ordre magnétique. Cette propriété a été mesurée
dans trois montages différents. Elle a d’abord été mesurée dans un appareil de la compa-
gnie Quantum Design nommé Magnetic Properties Measurement System (MPMS). Cet
appareil peut atteindre une température de 1.8 K et un champ magnétique de 7 T. Ce
dernier est équipé d’un magnétomètre de type SQUID (pour Superconducting QUantum
Interference Device) et fonctionne avec le principe de la magnétométrie à échantillon vi-
brant (de l’anglais Vibrating Sample Magnetometer - VSM). Dans ce cas, l’échantillon
était monté sur une tige de quartz et fixé à l’aide de graisse Apiezon N. Afin d’atteindre
des températures inférieures à 1.8 K, un système iHelium3 de IQuantum a été utilisé
dans un MPMS traditionnel de 7 T (sans l’option de magnétométrie à échantillon vi-
brant). Dans ce cas, l’échantillon était retenu dans un tube de Kapton à l’aide de téflon.
Pour atteindre des champs magnétiques plus élevés, l’échantillon de NIT-2Py a été
mesuré en champ pulsé au Hochfeld-Magnetlabor Dresden (HLD) en collaboration avec
Dr. Joseph Law. L’échantillon était monté sur un porte-échantillon de plastique spécial
et fixé avec de la graisse Apiezon N. Il reposait dans un cryostat conventionnel d’4He
au milieu d’une bobine. Le voltage mesuré dans cette bobine est proportionnel au chan-
gement de l’aimantation dans le temps. En connaissant la valeur du champ magnétique
en fonction du temps, il est possible de retrouver la courbe d’aimantation. Chaque im-
pulsion du champ magnétique dure une fraction de seconde et permet la mesure d’une
courbe d’aimantation complète.
En fonction du champ magnétique H, l’aimantation est donnée par :
M(H) = χH , (2.2)
où χ est la susceptibilité magnétique. Il est donc trivial d’extraire la susceptibilité ma-
gnétique des mesures d’aimantation.
12
2.2.3 Chaleur spécifique
Les mesures de chaleur spécifique ont été effectuées dans un PPMS pouvant atteindre
un champ magnétique de 9 T et une température de 0.35 K avec l’option d’3He. La





où ∆Q est la variation de chaleur et ∆T est le changement de température. Pour effec-
tuer ce type de mesure, il faut limiter l’échange de chaleur entre l’échantillon et le bain
thermique. L’échantillon est donc monté avec de la graisse Apiezon N sur une plate-
forme reliée au bain thermique par quatre fils d’or tel qu’illustré à la figure 2.6. Ces fils
ont une conductivité thermique connue qui permet un échange de chaleur contrôlé entre
la plateforme et le bain. Ces fils électriques sont aussi nécessaires pour l’utilisation du
thermomètre et de l’élément chauffant qui se trouve sous la plateforme. Ils permettent
respectivement de mesurer la variation de température et d’injecter de la chaleur.
Figure 2.6 – Schéma du montage d’un échantillon pour une mesure de chaleur spécifique
avec le PPMS
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2.2.4 Chaleur spécifique sous pression
Une collaboration avec Dr. Michael Nicklas au Max Planck Institute - Chemical
Physics for Solids à Dresden a permis d’effectuer des mesures de chaleur spécifique de
NIT-2Py sous pression. Une cellule de pression à piston en CuBe conçu par Corneliu
F. Miclea [14] a été utilisé. Cette dernière qui est illustrée à la figure 2.7a est suffisam-
ment petite pour être utilisé dans un PPMS et permet d’atteindre une pression d’environ
10 kbar.






       0.47 mg
NIT-2Py: 
        0.14 mg
(b) Disposition de l’échan-
tillon de NIT-2Py et du
plomb dans la cellule de
pression
Figure 2.7 – Cellule de pression pour mesure de chaleur spécifique dans le PPMS
Pour connaître la pression à l’intérieur de la cellule, on ajoute une petite quantité
de plomb. Le plomb devient supraconducteur à 7.20 K à la pression ambiante et on
connaît la dépendance de la température critique de cette transition en fonction de la
pression[15]. Étant donné qu’un supraconducteur est un matériau diamagnétique parfait,
il est aisé de déterminer la température de transition du plomb avec une mesure de la
susceptibilité magnétique dans un MPMS. De plus, ce signal est suffisamment fort pour
être détectable même lorsque le plomb est en faible quantité (environ 0.150 mg dans le
cas présent) dans une cellule de pression beaucoup plus massive (176.6 mg de CuBe).
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Pour s’assurer que la pression est la même partout dans la cellule, une fine couche de
plomb est placée au fond de la cellule et une autre juste sous le piston. Tel qu’illustré à
la figure 2.7b, il y avait plutôt trois couches de plomb dans la cellule utilisée. Ceci est dû
à une erreur lors de la préparation : l’échantillon n’avait pas été suffisamment comprimé
avant de mettre la couche de plomb du dessus. Pour s’assurer de ne pas avoir d’air dans
la cellule, il a fallu ajouter davantage d’échantillon et une autre couche de plomb. Cette
erreur de manipulation ne devrait pas avoir d’impact significatif sur les résultats.
2.2.5 Résonance paramagnétique électronique
Le phénomène de résonance paramagnétique électronique (RPE) permet d’étudier
les électrons non appariés dans un matériau. Ceci s’applique bien dans pour les cristaux
de radicaux libres tels que le NIT-2Py. En appliquant un champ magnétique sur un élec-
tron libre, tel qu’illustré à la figure 2.8, on crée une différence d’énergie entre les états
de spin ↑ et ↓ due à l’effet Zeeman. Un photon ayant exactement cette différence d’éner-
gie sera absorbé par l’électron et c’est cette absorption qui est mesurée en RPE [16].
Le rayonnement électromagnétique utilisé est dans les radiofréquences pour un champ
magnétique de l’ordre du tesla. Le principe présenté pour un électron libre est essentiel-
lement le même sur les électrons non appariés d’un solide où les interactions internes
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ms = -1/2
Figure 2.8 – Effet Zeeman sur un électron libre non apparié pour illustrer la résonance
paramagnétique électronique.
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Les mesures de RPE ont été effectuées et analysées par Tobias Förster au Max Planck
Institute - Chemical Physics for Solids. La fréquence d’excitation était fixée à 9.4 GHz
et le champ magnétique était balayé pour mesurer l’absorption d’un monocristal à diffé-




À la température ambiante, l’échantillon de NIT-2Py est isolant. Sa résistance est trop
grande pour être mesurée avec un ohmmètre conventionnel et aussi avec l’électronique
d’un PPMS. Jusqu’à 0.5K, cet échantillon reste isolant avec une résistance trop grande
pour être mesurée avec le montage utilisé.
3.2 Susceptibilité magnétique
À haute température, la plupart des matériaux montrent un comportement parama-
gnétique dans la susceptibilité magnétique χm, donné par la loi de Curie-Weiss :
χPara =
C
T −θCW , (3.1)
où θCW est la température de Curie-Weiss et C =
Nµ2eff
3kB
est la constante de Curie avec
µeff = gµB
√
J(J+1) [16]. Dans la situation présente, on s’attend à ce que le moment ci-
nétique J provienne uniquement du spin S= 12 de l’électron non apparié sur chaque radi-
cal. Avec le facteur de Landé g= 2.002, le moment effectif µeff devrait être de 1.734 µB.
Dans la loi de Curie-Weiss, la température de Curie-Weiss peut être positive ou néga-
tive indiquant respectivement une prédominance des interactions ferromagnétiques et
antiferromagnétiques.
La susceptibilité magnétique d’un échantillon polycristallin de NIT-2Py mesuré dans
un MPMS traditionnel montre une déviation du comportement purement paramagné-
tique (une relation linéaire en 1/χm), tel qu’illustré à la figure 3.1a. Une composante
diamagnétique de la susceptibilité est aussi présente occasionnant une légère courbure
de la pente en 1/χm. Cette contribution est indépendante de la température et provient
des électrons de coeur qui modifient légèrement leur mouvement orbital pour s’opposer
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au champ magnétique. La susceptibilité totale est donc χm = χPara+χDia. Il est possible
d’obtenir une bonne estimation de la valeur de χDia à partir des constantes de Pascal, des
valeurs tabulées du diamagnétisme pour différents atomes et liaisons [17]. On obtient
ainsi χDia = −117 µemu/mol. Toutefois, pour s’assurer d’avoir la meilleure correction,
la valeur de la contribution diamagnétique a été déterminée en demandant que la courbe
paramagnétique en 1/χPara soit aussi linéaire que possible entre 50 et 250 K, comme
illustré à la figure 3.1b où la valeur du χ2 de l’ajustement linéaire est tracée en fonction
de la contribution diamagnétique. Dans ce cas, on obtient χDia = −131± 2 µemu/mol
ce qui est bon accord avec l’estimation à partir des constantes de Pascal. L’incertitude a
été déterminée en permettant un écart de 2% du χ2 autour du minimum.















































Chi squared: 100.847104 !
Constante: 4.191112 +- 0.038230 !
Slope: 3.041756 +- 0.000576 !
Chi Dia: -1.307880e-04 !
Curie-Weiss temperature: -1.377859 +- 0.012571  !
mu effective: 1.621426 +- 0.000154 
Constante: 4.326217 +- 0.038180 !
Slope: 3.038484 +- 0.000575 !
Chi Dia: -1.291411e-04 !
Curie-Weiss temperature: -1.423808 +- 0.012569  !
mu effective: 1.622298 +- 0.000154 
Constante: 4.062530 +- 0.038277 !
Slope: 3.044870 +- 0.000577 !
Chi Dia: -1.325210e-04 !
Curie-Weiss temperature: -1.334221 +- 0.012574  !
mu effective: 1.620596 +- 0.000154 
Chi squared: 100.847104 !
Chi Dia: -1.31e-04 +- 0.02e-04 !
Curie-Weiss temperature: -1.38 +- 0.05  !
mu effective: 1.621 +- 0.002 
Figure 3.1 – Susceptibilité magnétique d’un échantillon polycristallin de NIT-2Py à
1000 Oe (a) et corrigée pour la contribution diamagnétique par la minimisation du χ2
(b). L’ajustement de loi de Curie-Weiss est montré en (a) et (c) où l’on voit la température
de Curie-Weiss θCW =−1.38 K.
À partir de la lo de Curie-Weiss et de la susceptibilité magnétique corrigée, on ob-
tient une température de Curie-Weiss de -1.38±0.05 K, comme illustré à la figure 3.1c,
ce qui indique la présence d’interactions antiferromagnétiques. Le moment effectif est
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de 1.62± 0.01 µB, légèrement inférieure à la valeur attendue de 1.734 µB pour un spin 12 .
Les incertitudes sur ces valeurs proviennent de l’incertitude sur la masse de l’échantillon
et l’erreur de la contribution diamagnétique ainsi que la qualité de l’ajustement caracté-
risée par χ2.
Un échantillon monocristallin a aussi été mesuré dans un MPMS VSM avec le champ
magnétique parallèle et perpendiculaire à l’axe a. Les valeurs obtenues à partir de la loi
de Curie-Weiss sont présentées au tableau 3.I. On observe à la figure 3.2a que la pente de
1/χPara varie légèrement selon l’orientation de l’échantillon. Néanmoins, ceci est proba-
blement dû à la géométrie de l’échantillon. En fait, l’appareil mesure le nombre de lignes
de champs qui traversent le magnétomètre SQUID. Étant donné que l’échantillon a un
diamètre plus petit que les bobines, un certain nombre de lignes de champs se referment
à l’intérieur de la bobine donnant un flux magnétique nul. La mesure du moment est
donc légèrement réduite, mais l’appareil corrige cet effet avec la calibration d’un échan-
tillon standard de palladium (cylindre de 2.8 mm de diamètre et de 3.8 mm de long).
Toutefois, si un échantillon a une géométrie différente de l’échantillon de calibration, la
correction est partiellement erronée.
~H ‖~a ~H ⊥~a Polycristal
Minimum du χ2 49.54 15.47 100.85
χDia (µemu/mol) -146 ± 4 -176 ± 5 -131 ± 2
θCW (K) -1.53 ± 0.09 -1.5 ± 0.1 -1.38 ± 0.05
µeff (µB) 1.741 ± 0.007 1.771 ± 0.007 1.62 ± 0.01
Tableau 3.I – Paramètres ajustés de la loi de Curie-Weiss pour deux orientations d’un
monocristal et pour un échantillon polycristallin de NIT-2Py.
Dans le cas présent, l’échantillon mesurait environ 2 mm × 1 mm × 1 mm où l’axe
a est le plus long. En mettant cet axe long parallèle ou perpendiculaire à l’axe du ma-
gnétomètre, on change le nombre de lignes de champ qui ne sont pas détectées et ceci
peut être corrigé à partir d’une table produite par Quantum Design [18]. Les facteurs de
correction utilisés sont présentés au tableau 3.II. Suite à cette correction, on observe à la
figure 3.2b que la susceptibilité semble relativement isotrope.
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Figure 3.2 – Susceptibilité magnétique pour deux orientations d’un cristal et d’une
poudre de NIT-2Py à 1000 Oe (a) avant la correction pour la géométrie et la présence
d’impuretés et (b) après celle-ci.
À la figure 3.2a, on remarque aussi que la pente de 1/χPara de l’échantillon polycris-
tallin est plus grande que celles des monocristaux. Ceci est plutôt anormal étant donné
que le signal de l’échantillon polycristallin devrait correspondre à une moyenne pondé-
rée des signaux du monocristal. De plus, l’écart semble grand pour être dû simplement à
un effet de géométrie. On suppose donc que l’écart est dû à la présence d’impureté dans
l’échantillon que l’on croit être l’impureté de synthèse. Celle-ci a été enlevée dans les
échantillons monocristallins lors de la recristallisation mais rien n’a été fait pour s’en
débarrasser dans les échantillons polycristallins. On suppose ici que cette impureté n’a
aucun signal magnétique et qu’une fraction de la masse mesurée ne contribue pas. La
pente est ainsi corrigée pour se superposer aux résultats du monocristal et le ratio obtenu
indique que 10% de la masse proviendrait des impuretés.
Suite à ces corrections, on trouve les nouveaux paramètres de la loi de Curie-Weiss
au tableau 3.II. En ce qui concerne la contribution diamagnétique, une dépendance angu-
laire est observée. Ainsi, les orbitales et les liaisons à l’origine du diamagnétisme ne sont
pas isotropes, comme on pouvait s’y attendre. On remarque dans tous les cas un moment
effectif d’environ 1.71 µB en meilleur accord avec la valeur attendu de 1.734 µB.
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~H ‖~a ~H ⊥~a Polycristal
Facteur de correction 1.0361 1.0672 0.8962
Minimum du χ2 49.54 15.47 100.85
χDia (µemu/Oe) -141 ± 4 -165 ± 5 -146 ± 2
θCW (K) -1.53 ± 0.09 -1.5 ± 0.1 -1.38 ± 0.05
µeff (µB) 1.711 ± 0.007 1.715 ± 0.007 1.71 ± 0.01
Tableau 3.II – Paramètres ajustés de la loi de Curie-Weiss pour deux orientations d’un
monocristal et pour un échantillon polycristallin de NIT-2Py après la correction pour la
géométrie et la présence d’impuretés.
3.3 Aimantation
L’aimantation d’un autre échantillon polycristallin de NIT-2Py a été mesuré en champ
magnétique à différentes températures tel qu’illustré à la figure 3.3. Les données ont en-
core été corrigées en faisant une comparaison avec les données de monocristal. Dans ce
cas, 8.5% de la masse totale provenait d’impuretés. Jusqu’à 7 T, la saturation n’était pas
observée ce qui a justifié une expérience en champ magnétique pulsé. Étant donné que le
montage en champ pulsé ne donnait que l’aimantation relative, la courbe a été corrigée
d’un facteur multiplicatif basé sur l’interpolation de la valeur de la pente à faible champ.
On observe ainsi la saturation à 1 µB/molécule à partir d’environ 10 T. Ceci est cohérent
avec l’image d’un électron non apparié par molécule car mz = gµBSz [7]. À 0.5 K, on
observe l’apparition d’un plateau à la moitié de la saturation dont on peut voir un avant
goût à 1.43 K et 1.8 K. Ce plateau ne montre aucun signe d’hystérésis tel qu’illustré à la
figure 3.4. La présence d’un tel plateau en aimantation n’est pas chose commune. Dans
le cas présent, son origine serait l’existence d’états singulets ayant une aimantation nulle
sur la moitié des sites du réseau, ce qui sera discutée plus en détails au chapitre 5,
L’aimantation d’un monocristal de NIT-2Py a aussi été mesurée jusqu’à 1.8 K et 7 T
dans les orientations ~H ‖~a et ~H ⊥~a. Les données des deux orientations se superposent
1Correction pour un cylindre de 1 mm de diamètre et 2 mm de long
2Correction pour un cylindre de 2 mm de diamètre et 1 mm de long. Il faut noter que ceci n’est pas la
bonne géométrie mais dans les options disponibles dans le document [18], c’est celle qui se rapprochait le
plus de la géométrie réelle.
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Figure 3.3 – Aimantation d’un échantillon polycristallin de NIT-2Py à basse température.
La mesure à 1.43 K a été effectuée en champ magnétique pulsé alors que les autres
mesures ont été effectuées dans un MPMS.



















Figure 3.4 – Aimantation d’un échantillon polycristallin de NIT-2Py montrant l’absence
d’hystérésis à 0.5 K
et sont aussi en accord avec les résultats de l’échantillon polycristallin. La dépendance
en température de l’aimantation à de grands champs magnétique a aussi été étudié sur
un monocristal et les résultats pour ~H ‖~a sont présentés à la figure 3.5.
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Figure 3.5 – Aimantation en fonction de la température d’un monocristal de NIT-2Py
orienté ~H ‖~a. Les points (∗) proviennent de la courbe d’aimantation à 0.5 K. Les lignes
pointillées ne sont basées sur aucune donnée et sont simplement une aide visuelle.

























Champ magnétique (T) Champ magnétique (T)
H ‖ (102) H ⊥ (102)
a) b)
Figure 3.6 – Aimantation d’un monocristal de NIT-2Py en champ magnétique pulsé dans
deux orientations : a) ~H ‖ (102) et b) ~H ⊥ (102).
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De plus, des mesures orientées ont été effectuées en champ magnétique pulsé jus-
qu’à 1.3 K dont les résultats principaux présentés à la figure 3.6 ont été pris dans la
partie montante de l’impulsion du champ. Ces mesures ont été effectuées selon les trois
axes de croissance (environ 5 répétitions des mesures) et dans le plan (102) ainsi que
perpendiculairement à celui-ci (environ 10 répétitions)3. Ce plan a été étudié en particu-











































Figure 3.7 – Deux types de (a) courbes d’aimantation obtenues en champ magnétique
pulsé sur un monocristal de NIT-2Py ainsi que (b) leur dérivé.
Uniquement deux types de courbes différentes ont été observés dans l’ensemble des
mesures, peu importe l’orientation de l’échantillon. De plus, aucune courbe ne se re-
trouve entre ces deux courbes typiques. Un exemple représentatif de chacune est tracé
à la figure 3.7a ainsi que la dérivée en b. La principale différence apparaît entre 2 T et
3L’incertitude sur l’orientation des mesures relatives au plan (102) est de l’ordre de plusieurs degrés
en raison à la difficulté d’aligner et de fixer l’échantillon dans cette orientation.
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5 T où la pente d’une courbe est constante (Courbe I) alors que l’autre a un minimum
local (Courbe II). Dans la direction de deux des trois axes de croissance, les deux types
de courbes ont été observés alors que dans la troisième direction une seule des répéti-
tions avait des résultats valides. En ce qui concerne l’orientation ~H ⊥ (102), uniquement
la courbe II a été observée sur 6 répétitions valides. En ce qui concerne l’orientation
~H ‖ (102), les deux types de courbes ont été observés mais la courbe II n’a été observé
que 3 fois sur 13 répétitions valides. Malgré de faibles statistiques, ceci laisse croire que
la courbe I est favorisée lorsque ~H ‖ (102) alors que la courbe II est favorisée lorsque
~H ⊥ (102). Les résultats de la figure 3.6 prennent ceci en considération et les courbes de
type II ont été négligés pour ~H ‖ (102).






















1.39 K   -   H ‖ (102)
1.31 K   -   H ⊥ (102)
Polycristallin}
Figure 3.8 – Comparaison de l’aimantation d’un échantillon polycristallin de NIT-2Py
avec les résultats obtenus en champ magnétique pulsé sur un monocristal
À la figure 3.8, en comparant avec les résultats précédents, on remarque que la courbe
II est en assez bon accord avec ceux-ci alors que la courbe II a une aimantation générale-
ment beaucoup plus grande. Il est important de noter que l’aimantation sur monocristal a
aussi été mesurée en champ magnétique statique et qu’elle se superpose avec les données
de l’échantillon polycristallin. Rien n’indique quelconque similitude avec la courbe I. On
suppose donc que cette dernière n’est pas en équilibre thermodynamique et est due à la
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dynamique des spins dans le matériau. Il faut se rappeler que dans ce type d’expérience
les impulsions magnétiques sont très rapides (moins d’une seconde) ce qui ne laisse pas
nécessairement le temps aux systèmes de s’équilibrer. Aucune analyse supplémentaire
n’a été faite concernant cette courbe.
3.4 Chaleur spécifique
Les mécanismes qui peuvent accepter de l’énergie dans un solide contribue à sa cha-
leur spécifique. Dans un solide à basse température, ces contributions se résument aux
phonons (les vibrations du réseau), aux électrons de conduction et aux spins. Puisque le
NIT-2Py est un isolant, il n’y a pas de contribution électronique. Pour isoler la contribu-
tion magnétique des spins sur le signal total, il suffit donc de soustraire la contribution
phononique. (La contribution de la graisse Apiezon N qui a servi à maintenir l’échan-
tillon en place a préalablement été soustraite en connaissant sa masse et sa chaleur spéci-









(ex−1)2 dx , (3.2)
où θD est la température de Debye et N le d’éléments vibrants [20]. On utilise géné-
ralement une approximation à basse température de cette équation où C ∝ T 3 qui est
valide lorsque T  θD10 . Toutefois, pour le NIT-2Py, θD est trop petit pour que cette ap-
proximation soit valide. Donc, en utilisant l’équation 3.2, la contribution phononique
pour un échantillon monocristallin a été ajustée entre 12 K et 35 K à 0 T tel qu’illustré
à la figure 3.9. On obtient θD = 122.6± 0.2 K et N = 2.10± 0.03 par molécule. On
s’attendrait plutôt à N = 1 par molécule, c’est-à-dire que chaque molécule correspond
à un élément vibrant. En fait, le modèle de Debye décrit bien les phonons acoustiques
(vibrations intermoléculaires) alors que les phonons optiques (vibrations intramolécu-
laires) sont plus énergétiques et peuvent être décrits par le modèle de Einstein. La valeur
obtenue N = 2.10 indique donc la présence de modes optiques. La contribution phono-
nique mentionnée ci-dessus a été utilisée pour corriger les données à tous les champs
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magnétiques puisqu’elle devrait en être indépendante.
















K) Chaleur spécifique totale
Chaleur spécifique magnétique
Modèle des phonons de Debye
N = 2.10 ± 0.03
θ = 122.6 ± 0.2 K 
Figure 3.9 – Correction de la contribution phononique dans la chaleur spécifique d’un
monocristal de NIT-2Py à 0 T
Des mesures sur un échantillon polycristallin ont aussi été effectuées mais le contact
thermique entre la plateforme et l’échantillon n’était pas optimal et ces résultats ne sont
que brièvement présentés ici. Dans l’ensemble, les caractéristiques observées sur le mo-
nocristal sont les mêmes pour la poudre, à l’exception de la contribution phononique.
Comme illustrée à la figure 3.10, la contribution phononique est beaucoup plus grande
dans les polycristaux (avec ou sans pression) que dans les monocristaux (phase α ou β ).
On suppose que celle-ci est due à la présence d’impuretés dans les polycristaux tel que
mentionné précédemment pour les mesures de susceptibilité magnétique.
La chaleur spécifique magnétique présentée à la figure 3.11 montre les résultats ob-
tenus sur un monocristal jusqu’à 7 T. À tous les champs, on observe une large anomalie
dont le maximum augmente en température lorsque le champ augmente. À 3 T, cette
anomalie est la seule caractéristique notable et elle est bien décrite par une anomalie de









L’anomalie de Schottky est présente à basse température quand peu de niveaux d’énergie
sont accessibles. En particulier, cette anomalie a un maximum en chaleur spécifique
lorsque l’énergie thermique kBT est proche de kB∆, l’énergie qui sépare deux niveaux
d’énergie. On peut l’interpréter comme des fluctuations entre ces deux niveaux.





















P = 0 kbar
Polycristal
P = 5 kbar
Monocristal
P = 0 kbar
Monocristal
P = 0 kbar
Phase α
Phase β 
Figure 3.10 – Comparaison de la contribution phononique à la chaleur spécifique pour
des polycristaux et des monocristaux des deux phases de NIT-2Py avec et sans pression
à 0 T
À la figure 3.11, en plus de l’anomalie, on observe des pics très prononcés à 0, 1 et 6 T
qui sont associés à des transitions de phase. On peut voir à la figure 3.12a que le pic de
la transition en champ nul à 1.32 K est réduit en amplitude et diminue en température
lors de l’application d’un champ magnétique. À 3 T, le pic a complètement disparu.
Comme illustré à la figure 3.12b, un nouveau pic apparaît à 5.5 T à environ 0.5 K et
atteint une température de transition maximale de 0.53 K à 6 T. Cette phase induite en
champ magnétique disparaît au-dessus de 6.5 T. À 5 et 7 T, la chaleur spécifique ne tend
pas vers zéro ce qui laisse croire qu’un pic de transition pourrait être présent en dessous
de 0.4 K.
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Figure 3.11 – Chaleur spécifique magnétique d’un monocristal de NIT-2Py de 0 à 7 T.
La fonction d’une anomalie de Schottky a été ajustée sur les données à 3 T.






dT ′ . (3.4)
En intégrant numériquement les données de chaleur spécifique, on obtient l’entropie
magnétique à la figure 3.13a. Lors du calcul de l’entropie, la contribution de 0 K à 0.4 K
n’est pas connue et n’est pas nécessairement négligeable. Pour réduire l’erreur due à
ce problème, un point C/T nul a été ajouté à 0 K tel qu’illustré à la figure 3.13b. On
remarque que l’entropie tend vers R ln2 ce qui est la valeur attendue pour un système
de spin 12 car S = R ln(2S+ 1). On peut remarquer un léger manque d’entropie dans
les courbes à 5 T et 7 T relativement aux autres champs. Ceci est un autre indice de la
présence d’un pic de transition en dessous de 0.4 K.
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Figure 3.12 – Pics de transition en chaleur spécifique magnétique d’un monocristal de
NIT-2Py. a) Phase à faible champ magnétique. b) Phase induite en champ magnétique.






































Figure 3.13 – a) Entropie magnétique d’un monocristal de NIT-2Py de 0 à 9 T. b) Repré-
sentation de l’aire sous la courbe correspondant à l’intégrale de l’équation 3.4. Un point
a été rajouté à (0,0) pour inclure la zone grise dans le calcul de l’intégrale.
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3.5 Chaleur spécifique sous pression
La chaleur spécifique d’un échantillon polycristallin de NIT-2Py a été mesurée à trois
pressions différentes. La mesure de la transition supraconductrice du plomb a permis
d’établir à partir de son étendue que les conditions de pression n’étaient pas parfaitement
hydrostatiques. Les pressions mesurées de 1, 5 et 10 kbar doivent donc être considérées
comme pression moyenne.
Une grande partie du signal de la chaleur spécifique totale provient de la cellule de
pression. Cette dernière a été mesurée préalablement sans échantillon ce qui a permis de
soustraire cette contribution. Néanmoins, la chaleur spécifique de la cellule comportait
certaines irrégularités dont la densité de points était insuffisante pour en avoir une bonne
description. Ceci occasionne la présence d’artéfacts lors du traitement des données de
NIT-2Py. La calibration de la plate-forme de chaleur spécifique est aussi la cause de
certains artéfacts, particulièrement à 1.4, 1.9 et 5 K.
Pour la soustraction de la contribution phononique, les valeurs obtenues précédem-
ment ne sont pas adéquates comme illustré à la figure 3.10 et la gamme de températures
mesurées ne permet pas d’ajuster l’équation 3.2 convenablement. Une expression C∝ T 3
est aussi insuffisante sans l’ajout d’un autre terme :
Cphonons = αT 3+βT 5 . (3.5)
L’expansion en puissance de T de la densité d’états phononiques contient uniquement
des termes de puissance impaire et le second terme de l’approximation de l’équation
de Debye est donc en T 5 [22]. La pression ayant un impact important sur le réseau
lui-même, la contribution phononique a été considérée indépendamment pour chaque
pression et les résultats sont présentés dans le tableau 3.III.
La chaleur spécifique magnétique sous pression présentée aux figures 3.14 et 3.15
montre peu de changement significatif. On remarque principalement un léger déplace-
ment en température du pic de la première transition, de 1.32 K sans pression à 1.65 K
à 10 kbar. On remarque aussi qu’en augmentant la pression, le pic de transition est plus
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Pression ∼ 1 kbar ∼ 5 kbar ∼ 10 kbar
χ2 9.35 9.56 84.40
α (10−2 J/mol K4) 2.78 ± 0.05 2.15 ± 0.05 2.04 ± 0.04
β (10−5 J/mol K6) -4.5 ± 0.6 -2.9 ± 0.6 -3.0 ± 0.4
Tableau 3.III – Paramètres ajustées de la contribution phononique à la chaleur spécifique
d’un échantillon polycristallin de NIT-2Py à différentes pressions en utilisant l’équa-
tion 3.5.
arrondi mais cela peut être associé à une distribution de pressions dans la cellule. En ce
qui concerne la transition de phase induite en champ, elle apparaît à des champs magné-
tiques plus élevés tout en conservant la température de transition relativement inchangée.
Plus particulièrement, on peut voir la transition à 6 T disparaître de 1 kbar à 10 kbar alors
qu’un pic inexistant à 0 kbar apparaît à 9 T à 10 kbar. Essentiellement, la phase induite
en champ nécessite de plus grands champs pour apparaître.
Sur la figure 3.15, on remarque que le maximum de l’anomalie de Schottky à 3 T se
déplace à plus haute température avec la pression alors qu’il reste à la même température
à 5 et 7 T. On peut aussi observer plus aisément l’apparition du pic de la phase induite
en champ à 7 T. Finalement, on observe un pic inattendu à 5 T à une pression de 1 kbar
(indiqué par une flèche) qui semble correspondre à la phase induite mais qui n’est présent
à aucune autre pression. Il serait intéressant de refaire l’expérience sous pression pour
















P ≈ 5 kbar







































Figure 3.14 – Chaleur spécifique magnétique d’un échantillon polycristallin de NIT-2Py









































H = 5 T

















H = 0 T H = 3 T
H = 7 T
Figure 3.15 – Chaleur spécifique magnétique d’un échantillon polycristallin de NIT-2Py
de 0 à 10 kbar et à H =0, 3, 5 et 7 T. La flèche sur le graphique à 5 T indique le pic
inattendu mentionné dans le texte.
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3.6 Résonance paramagnétique électronique
À la figure 3.16, le facteur g de Landé obtenu par RPE est tracé en fonction de l’angle
φ défini comme l’angle entre ~H et ~a. L’ajustement d’une fonction sinusoïdale permet
d’en extraire les paramètres (tableau 3.IV). Il est intéressant de constater un changement
dans l’anisotropie entre les courbes à 100 K et 5 K. On peut supposer que l’anisotropie
à haute température provient simplement de l’anisotropie du facteur g dans la molécule
alors qu’à basse température, les interactions d’échange entre les molécules dominent et
sont responsables du changement de symétrie du signal RPE. Ceci indiquerait l’existence
de corrélations à courte portée au-dessus de la transition observée en chaleur spécifique.















Figure 3.16 – Facteur g de Landé en fonction de l’angle φ entre ~H et~a à 5, 100 et 293 K.
Chaque série de points a été ajustée avec une fonction sinusoïdale dont les paramètres se
trouvent au tableau 3.IV.
En plus du facteur g de Landé, on peut extraire la largeur du pic de résonance ∆H du
phénomène RPE. La dépendance en température de ces deux paramètres a été étudiée à
φ = 122◦ et 212◦ respectivement le minimum et le maximum de la courbe à 5 K, comme
illustrée à la figure 3.17. L’augmentation significative de ∆H à φ = 122◦ à basse tempé-
rature est typique de l’augmentation des corrélations entre les spins en approchant une
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transition de phase. La déviation du facteur g est aussi typique à ce genre de comporte-
ment.
T 293 K 100 K 5 K
χ2 59.8 51.4 44.9
gmoyen 2.002407 ± 0.000008 2.002510 ± 0.000008 2.003180 ± 0.000007
∆g 0.00191 ± 0.00002 0.00188 ± 0.00002 0.00389 ± 0.00001
φmax 163.6 ± 0.2◦ 165.1 ± 0.2◦ 211.41 ± 0.08◦
Tableau 3.IV – Paramètres ajustées de la dépendance angulaire du facteur g de Landé























Figure 3.17 – Dépendance en température du (a) facteur g de Landé et de (b) la largeur
du pic de résonance ∆H à φ = 122◦ et 212◦.
Une autre tentative de mesure RPE a été effectuée avec une fréquence plus élevée.
Celle-ci a mis en évidence que le pic d’absorption étudié est en fait une multitude de pics
mais la fréquence n’était pas suffisamment grande pour les résoudre.
CHAPITRE 4
SIMULATIONS NUMÉRIQUES BASÉES SUR LA THÉORIE DE LA
FONCTIONNELLE DE LA DENSITÉ
Les résultats expérimentaux présentés précédemment décrivent globalement les pro-
priétés du NIT-2Py mais ne permettent pas de comprendre directement le système au
niveau microscopique. Des simulations numériques ont été effectuées pour y arriver.
4.1 Méthode de simulations numériques
4.1.1 Théorie de la fonctionnelle de la densité
Les simulations utilisées sont basées sur la théorie de la fonctionnelle de la den-
sité (DFT). Dans cette théorie, au lieu d’utiliser la fonction d’onde pour calculer l’éner-
gie d’un système, les calculs se basent sur la densité électronique. Il a été montré par
Hohenberg et Kohn que la densité électronique contient toute l’information nécessaire
pour obtenir l’état fondamental [23]. Ceci est avantageux au niveau des calculs puisque
la densité est simplement une fonction de l’espace, soit 3 paramètres, alors que la fonc-
tion d’onde est fonction de la position de chaque électron, soit 3N paramètres. L’énergie
ε d’un système de densité n est donnée par :
ε[n] =
∫
d~rn(~r)U(~r)+F [n] , (4.1)
où U(~r) est le potentiel externe (les ions) et F [n] = T [n]+Uee[n] avec l’énergie cinétique
T et le potentiel de Coulomb Uee [20].
L’état fondamental exact d’un système peut être obtenu en minimisant l’énergie
par rapport à la densité. Toutefois, la fonctionnelle F [n] n’est pas connue et certaines
approximations doivent être faites. Les fonctionnelles utilisées comme approximation
doivent reproduire au mieux l’énergie d’échange associée au principe d’exclusion de
Pauli et l’énergie de corrélation entre les électrons due au potentiel coulombien.
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Dans ce travail, deux types de fonctionnelles ont été utilisées, soit la fonctionnelle
PBE [24] et la fonctionnelle UB3LYP [25–27]. La fonctionnelle PBE se base sur une
approximation généralisé des gradients qui considère la variation de densité pour dé-
terminer l’échange et la corrélation. La fonctionnelle UB3LYP est une fonctionnelle
hybride qui correspond à une combinaison linéaire de fonctionnelles de la densité locale
et de gradients de la densité ainsi que de l’énergie d’Hartree-Fock.
4.1.2 Logiciels utilisés
La théorie de la fonctionnelle de la densité a été appliquée à l’aide de deux logiciels,
soient Gaussian 03 [28] et ABINIT [29, 30] avec l’aide du professeur Michel Côté. Pour
résoudre ses équations, ces logiciels utilisent des bases de fonctions différentes pour re-
présenter la densité électronique. Ainsi, Gaussian utilise des fonctions gaussiennes qui
sont particulièrement appropriées pour représenter des densités électroniques localisées,
des molécules isolées par exemple. L’ensemble de fonctions utilisé ici est 6-311g(d,p),
une base triple zéta à valence séparée avec l’ajout de fonction de polarisation [31]. De
son côté, ABINIT utilise des ondes planes qui sont idéales pour représenter des den-
sités plus étendues ou périodiques. En particulier, ABINIT est conçu pour simuler des
réseaux cristallins. Pour les simulations effectuées, l’ensemble des ondes planes d’éner-
gie inférieures à 20 Ha a été utilisé. Dans ABINIT, il est aussi nécessaire de définir des
pseudopotentiels pour bien représenter le noyau des atomes. Les pseudopotentiels utili-
sés sont de type PAW (Projector augmented-wave) [32, 33] avec une énergie maximale
de 40 Ha et adaptés à l’approximation généralisée des gradients.
4.2 Étude d’une molécule isolée
Une molécule isolée de NIT-2Py a d’abord été étudiée en utilisant la fonctionnelle
PBE dans ABINIT. La structure de la molécule utilisée est celle d’une molécule de la
maille élémentaire obtenue par diffraction de rayons X. Cette simulation a permis de
vérifier que la polarisation de spin n↑−n↓ (où n est la densité électronique) était similaire
aux résultats connus de la famille des nitroxides de nitronyle présentée au chapitre 1. Sur
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la polarisation de spin du NIT-2Py présentée à la figure 4.1, on observe tel qu’attendu une
grande polarisation sur les deux regroupements N-O. On remarque aussi une polarisation
négative significative sur l’atome de carbone situé entre ces regroupements ainsi que de
plus petites contributions sur les regroupements méthyle et sur l’azote du pyridine. On
constate que la polarisation sur chaque atome de la branche O-N-C-N-O a une forme qui
ressemble à celle d’une orbitale p.
(a) (b) (c)
Figure 4.1 – Polarisation de spin d’une molécule isolée de NIT-2Py. Vues de (a) face, (b)
de côté et (c) de haut. Les isosurfaces rouges et bleues représentent respectivement une
polarisation positive +0.002 e−/r3Bohr et négative de −0.002 e−/r3Bohr.
Les niveaux d’énergie et les fonctions d’onde de la molécule isolée ont aussi été ex-
traits et sont présentés à la figure 4.2. L’état de plus haute énergie n’est occupé que par un
seul électron dont le spin crée le moment magnétique de la molécule. La fonction d’onde














Figure 4.2 – Niveaux d’énergie des spins ↑ et ↓ d’une molécule isolée de NIT-2Py à
proximité du dernier niveau occupé. Ce niveau se trouve à -3.5 eV et est occupée uni-
quement par un électron de spin ↑. L’isosurface de la norme des fonctions d’ondes de
spin ↓ associées à chaque niveau d’énergie est présentée à la droite de chaque niveau. La
représentation graphique pour les spins ↑ est qualitativement la même.
4.3 Détermination des constantes d’échange J
Pour étudier le système à l’échelle microscopique, on utilise l’Hamiltonien suivant :
Hˆ =−Σ JABSˆA · SˆB , (4.2)
où JAB est la constante d’échange entre les spins des molécules A et B et la somme
s’effectue sur toutes les paires possibles de spins dans la structure. La connaissance des
constantes d’échange est donc fondamentale pour comprendre le système.
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4.3.1 Méthode de calcul
Les constantes d’échange ont été calculées à partir de la méthode décrite par Deumal
et al. [11]. La première étape consiste à établir tous les chemins d’échange possible.
En considérant uniquement les interactions au premier voisin, 16 interactions d’échange
indépendantes ont été mises en évidence pour la structure du NIT-2Py. Par la suite, les
constantes d’échange sont calculées à partir de l’énergie de l’état singulet et celle de
l’état triplet. On peut montrer que J = ESingulet−ETriplet [20]. Toutefois, pour simuler
l’état singulet, on utilise l’approche de la symétrie brisée (de l’anglais broken symmetry)






Ainsi, l’état singulet en symétrie brisée et l’état triplet ont été simulés individuellement
pour toutes les paires de molécules liées par une interaction d’échange. Les molécules
ont été simulées en conservant leur orientation et leur distance relative de la struc-
ture cristalline4. Les simulations ont été effectuées avec Gaussian avec la fonctionnelle
UB3LYP. Les constantes d’échange calculées sont présentées au tableau 4.I. L’interac-
tion dominante est antiferromagnétique avec J1 = −4.68 K. Les trois interactions qui
suivent sont environ de la même force et une d’elle est ferromagnétique alors que les
deux autres sont antiferromagnétiques. Sur les 16 interactions étudiées, peu d’entre elles
sont négligeables à première vue et la structure magnétique semble extrêmement com-
plexe.
4.3.2 Modèle d’interaction magnétiques
À partir des résultats du tableau 4.I, un modèle magnétique pour décrire le système
peut être établi. Uniquement les interactions dont la valeur |Ji| est plus grande que 20%
de celle de l’interaction dominante J1 seront considérées, c’est-à-dire jusqu’à J6. En
indexant les huit molécules de la maille élémentaire comme indiqué à la figure 4.3,
4La structure cristalline a d’abord été obtenue par diffraction de rayons X et ensuite relaxer dans une
simulation utilisant ABINIT. Cette structure relaxée a été utilisée pour le calcul des J.
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Index dO-O (Å) Constante d’échange (µHa) Constante d’échange/kB (K)
1 5.759 −14.82 −4.680
2 5.877 −9.16 −2.89
3 4.093 −8.76 −2.77
4 5.150 +8.28 +2.62
5 5.795 +5.14 +1.62
6 5.246 +4.74 +1.50
7 5.089 +2.46 +0.777
8 7.391 −2.44 −0.770
9 8.523 −1.48 −0.467
10 6.914 −1.12 −0.354
11 4.819 −1.10 −0.347
12 5.689 +0.36 +0.114
13 4.911 +0.10 +0.032
14 8.434 −0.02 −0.006
15 10.613 −0.02 −0.006
16 7.530 0.00 0.000
Tableau 4.I – Valeurs des constantes d’échange calculées par pair de molécules en utili-
sant l’approche de symétrie brisée avec la fonctionnelle UB3LYP. La distance entre les
atomes d’oxygène les plus rapprochés de chaque paire de molécules est aussi indiquée.
Figure 4.3 – Maille élémentaire du NIT-2Py montrant les indices associés aux molécules
qui la composent. Les molécules 1, 3, 6 et 8 sont reliées entre elles par la symétrie de la





(J1 (~S1i, j,k ·~S8i+1, j−1,k +~S3i, j,k ·~S6i−1, j,k+1)
+ J2 (~S1i, j,k ·~S5i, j,k +~S2i, j,k ·~S6i, j,k+1+~S3i, j,k ·~S4i, j,k+1+~S7i, j,k ·~S8i, j,k)
+ J3 (~S1i, j,k ·~S2i+1, j,k +~S3i, j,k ·~S7i−1, j,k +~S4i, j,k ·~S8i+1, j,k+1+~S5i, j,k ·~S6i−1, j,k)
+ J4 (~S2i, j,k ·~S2i+1, j,k +~S4i, j,k ·~S4i+1, j,k +~S5i, j,k ·~S5i+1, j,k +~S7i, j,k ·~S7i+1, j,k)
+ J5 (~S2i, j,k ·~S5i, j,k +~S2i, j,k ·~S5i, j,k+1+~S4i, j,k ·~S7i, j,k +~S4i, j,k ·~S7i, j,k+1)
+ J6 (~S1i, j,k ·~S1i+1, j,k +~S3i, j,k ·~S3i+1, j,k +~S6i, j,k ·~S6i+1, j,k +~S8i, j,k ·~S8i+1, j,k)) ,
(4.4)
où ~Sni, j,k correspond au spin n de la maille i, j,k.
Selon les interactions considérées, on obtient un système de dimères isolés, un sys-
tème de spin 12 quasi-2D ou un système de spin
1
2 en 3D. Si on considère uniquement l’in-
teraction antiferromagnétique J1, seulement la moitié des spins de la maille élémentaire
interagissent et ils le font par paires que l’on appelle dimères5. L’autre moitié des spins
ne sont pas corrélés entre eux et agissent comme des particules isolées. Si on considère
les interactions jusqu’à J3, on observe la formation de chaînes en zigzag par l’alternance
des interactions J2 et J3. Ces chaînes sont fortement couplées entre elles par J1. Ces in-
teractions forment un système quasi-2D parallèle au plan (102) représenté à la figure
4.4 avec les molécules en (a) et une version allégée en (b). Alors que les interactions de
la chaîne en zigzag se font dans le plan, l’interaction J1 est presque perpendiculaire au
plan. Comme illustré à la figure 4.4c, il y a donc des sauts de haut en bas d’une chaîne
de zigzag à l’autre en raison de J1. Ceci est aussi schématisé aux figures 4.4a et b par des
teintes sombres et claires.
Le réseau devenant rapidement complexe en ajoutant des interactions, une version
simplifiée du modèle de la figure 4.4b est présentée à la figure 4.5a. Essentiellement,
les chaînes en zigzag ont été redressées et on observe plus aisément les chaînes avec le
couplage entre elles.






Figure 4.4 – Représentation des interactions magnétiques J1 à J3 dans le plan (102) du
NIT-2Py (a) avec les molécules réelles et (b) avec des points représentant les molécules.
Les interactions J2 (ligne rouge pleine) et J3 (ligne pointillée verte) forment une chaîne
en zigzag. Les interactions J1 (cercle bleu) connecte ces chaînes entre elles en alternant
de plan cristallographique. L’alternance entre ces plans bas et haut est schématisée par
des molécules et des interactions de couleur sombre et claire. (c) Le plan (102) est visua-
lisé de côté. Les molécules de même couleur appartiennent au même plan magnétique et
les lignes bleues correspondent à l’interaction J1.
Le modèle quasi-2D n’est pas réellement approprié étant donné que J4 ne peut pas
être négligé face à J2 et J3. On obtient alors un système 3D schématisé à la figure 4.5b.




























Figure 4.5 – Représentation simplifiée des interactions magnétiques en considérant les
interactions J1 à (a) J3, (b) J4 et (c) J6. Les interactions J4 et J6 représentées par des
cercles pointillés relient les molécules équivalentes d’une maille élémentaire à l’autre
dans la direction ~a. L’interaction J5 connecte les sites d’un plan à l’autre dans la même
direction cristallographique que J1.
eux. Chaque molécule est couplée avec sa molécule équivalente dans la maille suivante
dans la direction ~a. On a ainsi un système 3D où tous les plans sont couplés ferroma-
gnétiquement. À la figure 4.5c, les interactions ferromagnétiques J5 et J6 sont ajoutées.
L’interaction J6 est dans la direction ~a comme l’interaction J4 mais connecte des sites
différents. L’interaction J5 est dans la même direction que J1 mais connecte des sites
différents d’un plan magnétique à l’autre.
4.4 État fondamental du NIT-2Py
À partir des modèles précédents, on peut déterminer classiquement l’état fondamen-
tal du cristal de NIT-2Py en considérant un modèle de Ising. Pour le modèle quasi-2D,
l’état fondamental est simplement un ordre antiferromagnétique, représenté à la figure
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4.6a et décrit dans le tableau 4.II. En ajoutant l’interaction ferromagnétique J4, on ob-
tient un ordre 3D formé de plans antiferromagnétiques couplés ferromagnétiquement.
En considérant en plus J5 et J6, l’ordre n’est que renforcé. C’est uniquement à partir
de l’interaction J7 qu’il y aurait de l’opposition entre les interactions. Toutefois, celle-ci
est négligeable et on peut affirmer que la frustration magnétique n’est pas un facteur
important dans le NIT-2Py.
S1 =+1/2 S2 =−1/2 S3 =−1/2 S4 =+1/2
S5 =−1/2 S6 =+1/2 S7 =+1/2 S8 =−1/2
Tableau 4.II – Spin sur les huit sites de la maille élémentaire dans l’état fondamental






Figure 4.6 – État fondamental antiferromagnétique du NIT-2Py déterminé (a) classique-
ment à partir des constantes d’échange (vue du plan magnétique, c’est-à-dire le plan
(102) alterné) et (b) par simulation numérique avec ABINIT (vue du plan (102)). En (a),
les ronds gris et noirs représentent les spins ↑ et ↓. En (b), les isosurfaces rouges et bleues
de la polarisation de spin correspond à une densité de ±0.003 e−/r3Bohr. Le rectangle en
pointillés ceinture le motif périodique du plan.
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Pour confirmer l’état fondamental supposé à partir des interactions J, des simula-
tions du cristal ont été effectuées en utilisant ABINIT avec la fonctionnelle PBE et un
seul k-point. Un seul k-point a été utilisé puisque l’on ne s’attend pas à une grande dis-
persion des bandes dans ce type de matériaux. La structure cristalline a été relaxée pour
réduire le stress dans le matériau. Un total de 14 configurations antiferromagnétiques
indépendantes ont été simulées. Les spins ↑ et ↓ sur les atomes d’oxygène ont été initia-
lisés manuellement pour que les simulations convergent vers les configurations désirées.
Pour toutes ces configurations, la maille élémentaire n’a pas été doublée comme c’est
parfois le cas dans les systèmes antiferromagnétiques. La configuration donnant la plus
faible énergie correspond à l’état fondamental et est en accord avec l’ordre obtenu grâce
aux J. La polarisation de spin de cette configuration est présentée à la figure 4.6b. On
peut remarquer que la polarisation sur chaque molécule est similaire à celle qui avait été
obtenue pour une molécule isolée à la figure 4.1.
La configuration ferromagnétique du système a aussi été simulée. Néanmoins, celle-
ci convergeait vers un état sans aimantation, c’est-à-dire que la polarisation de spin était
nulle. L’état ferromagnétique a donc été négligé puisqu’il ne convergeait pas. Ceci pour-
rait possiblement être évité en utilisant plusieurs k-points dans la simulation.
CHAPITRE 5
ANALYSE DÉTAILLÉE ET DISCUSSION
5.1 Anisotropie du NIT-2Py
Malgré l’observation d’un facteur g anisotrope à la figure 3.16, on montrera dans
cette section que c’est un artéfact. Dans les matériaux organiques magnétiques, on uti-
lise généralement un modèle de Heisenberg parce que le couplage spin-orbite est très
faible et que les spins ne devraient pas avoir d’orientation préférentielle comme c’est
le cas dans les atomes plus lourds. On ne s’attend donc pas à observer de dépendance
angulaire importante dans ce matériau. Néanmoins, les résultats de RPE montrent clai-
rement un changement du signal avec l’orientation. L’interprétation de résultats de RPE
est souvent délicate. Dans le cas présent, une comparaison avec une étude effectuée sur
d’autres cristaux de nitroxides de nitronyle est pertinente. En fait, Stanger et al. ont mon-
tré l’importance de l’effet de démagnétisation (effet de l’aimantation du matériau sur le
champ magnétique ressenti) dans les expériences de RPE sur des cristaux organiques
[36]. Les effets typiques qu’ils décrivent, tel qu’un déplacement angulaire en tempéra-
ture, correspondent bien aux résultats expérimentaux du NIT-2Py. On ne peut donc pas
se fier sur cette expérience pour faire des affirmations sur l’anisotropie du composé.
La susceptibilité magnétique est relativement isotrope à l’exception de la contribu-
tion diamagnétique. Comme mentionné précédemment, cette anisotropie peut être justi-
fiée par les orbitales et les liaisons interatomiques à l’origine du diamagnétisme qui ne
sont pas isotropes. Néanmoins, le diamagnétisme ne fait pas partie des propriétés ma-
gnétiques qui ont de l’intérêt pour la présente étude. Un comportement anisotrope a aussi
été observé lors des mesures d’aimantation en champ magnétique pulsé. Cependant, on a
supposé que les résultats dans une des orientations provenaient d’un système hors équi-
libre et ne s’applique pas nécessairement à l’équilibre. Ainsi, dans l’ensemble, aucun
résultat ne permet de montrer que les propriétés magnétiques intéressantes du NIT-2Py
sont anisotropes et on considérera le matériau comme isotrope.
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5.2 Diagramme de phase
À partir des pics observés dans les mesures de chaleur spécifique, un diagramme de
phase pour le NIT-2Py a été créé et est présenté à la figure 5.1 conjointement avec des
mesures de chaleur spécifique et d’aimantation. On y observe bien la présence de deux
phases différentes, une à faible champ magnétique et une induite par le champ. Sous le
diagramme de phase, la chaleur spécifique en fonction de la température est tracée pour
montrer clairement la provenance des points du diagramme de phase. Certains points
ont aussi été extraits de la chaleur spécifique en fonction du champ magnétique et à
température fixe présentée à droite à la verticale. À gauche, l’aimantation est présentée
à la verticale et il est particulièrement intéressant de constater que la région du plateau
se trouve précisément entre les deux phases ordonnées. Il s’agit maintenant de pouvoir
identifier l’ordre magnétique de chacune des phases ainsi que d’expliquer la présence
d’un plateau dans une région où aucun ordre magnétique n’est observé.
À partir de la température de Curie-Weiss de −1.38 K obtenue par la susceptibilité
magnétique, on s’attend à un ordre antiferromagnétique près de |θCW|. La phase à faible
champ magnétique est observée à 1.32 K, ce qui correspond bien à cette description et
on peut donc supposer que cette phase est antiferromagnétique. En ce qui concerne la
phase induite en champ, il est plus dur d’établir sa nature et sera discuté davantage suite
au modèle présenté à la section 5.3.
La présence d’un plateau dans l’aimantation à une fraction de la saturation est géné-
ralement associée à système de faible dimensionnalité et/ou un système frustré [37–39].
Il a été déterminé à partir des résultats des simulations que la frustration est négligeable
dans le cas du NIT-2Py. Il existe des exemples de plateau en aimantation autant dans
les matériaux magnétiques basés sur des couches d et f [40, 41] que dans les aimants
organiques [42, 43]. Les modèles théoriques complexes pour les décrire sont nombreux










































Figure 5.1 – Diagramme de phases du NIT-2Py obtenu à partir des transitions observées
en chaleur spécifique présentées en dessous. Les résultats expérimentaux sont représen-
tés par les points et les phases sont schématisées par les zones de couleurs. La chaleur
spécifique et l’aimantation en fonction du champ magnétique sont présentées à la verti-
cale à droite et à gauche respectivement.
5.2.1 Anomalie de Schottky dans la chaleur spécifique
De l’information importante sur le système se trouve dans l’anomalie observée dans
la chaleur spécifique. Elle a été décrite précédemment par l’équation 3.3 de l’anomalie
de Schottky. Cette fonction est décrite à l’aide d’un seul paramètre qui est la différence
d’énergie kB∆ entre deux niveaux. La fonction théorique saisit bien l’allure globale des
données et la position du maximum qui est directement lié à ∆.
Néanmoins, à la plusieurs champs magnétiques, l’anomalie est déformée ou présente
une deuxième anomalie d’intensité plus faible. La présence d’une seconde anomalie est
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Figure 5.2 – a) Comparaison de la chaleur spécifique à 4 et 9 T avec une fonction de
Schottky, deux fonctions de Schottky et une fonction de Schottky généralisée pour 3
niveaux. b) Différences d’énergie kB∆ provenant d’une anomalie de Schottky simple ou
double en chaleur spécifique. La ligne pointillée correspond à la différence d’énergie
pour un spin soumis à l’effet Zeeman.
un indice soit d’un niveau d’énergie supplémentaire ou de deux sites indépendants. Il est
possible de dériver une équation similaire à celle de l’anomalie de Schottky en consi-
dérant la présence de trois niveaux. On remarque qu’en général cette nouvelle équation
n’améliore pas significativement l’accord des données avec la théorie et la possibilité
que les déformations proviennent d’un état d’énergie supplémentaire est rejetée. D’autre
part, l’ajustement de la somme de deux anomalies de Schottky associées à deux sites
différents donne dans plusieurs cas une amélioration significative. À titre d’exemple,
la figure 5.2a montre les résultats de la chaleur spécifique à 4 et 9 T en comparaison
avec une fonction de Schottky, deux fonctions de Schottky et une fonction de Schottky
généralisée pour 3 niveaux.
Les valeurs ∆ ainsi obtenues avec l’ajustement d’une ou deux anomalies sont présen-
tés à la figure 5.2b. À partir de H = 3 T, la valeur de ∆ de l’anomalie principale augmente
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linéairement avec le champ magnétique. En particulier, cette augmentation correspond
à la différence d’énergie de l’effet Zeeman pour des spins 12 présenté à la section 2.2.5.
Ainsi, on peut affirmer que l’anomalie principale à grand champ provient de spins 12
qui n’interagissent pas entre eux. En ce qui concerne l’anomalie secondaire, la valeur ∆
semble minimale à 6 T ce qui correspond précisément au champ magnétique où appa-
raît la phase induite. Ce rapprochement entre les niveaux d’énergie est probablement la
cause de la phase induite mais la nature de ces niveaux d’énergie reste à être déterminée.
5.2.2 Effet de la pression sur les phases ordonnées
À partir des mesures de chaleur spécifique sous pression, on peut observer l’évolution
des phases avec la pression à la figure 5.3. On remarque que la température critique de
la phase à faible champ magnétique augmente avec la pression. Cette augmentation peut
être expliquée par un rapprochement des orbitales occasionnant un chevauchement plus
important et donc des interactions plus fortes. L’ordre est ainsi stabilisé à plus haute
température.
Figure 5.3 – Diagramme de phases du NIT-2Py obtenu à partir des transitions observées
en chaleur spécifique de 0 à 10 kbar. Les résultats expérimentaux sont représentés par
les points et les phases sont schématisées par les zones de couleurs.
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En ce qui concerne la phase induite en champ magnétique, elle n’est pas très bien
définie sous pression en raison de la mauvaise qualité du signal. Les résultats à 10 kbar
semblent indiquer que la phase est aussi stabilisée à plus haute température mais aussi
que le champ nécessaire pour l’induire est plus grand. Ceci est aussi cohérent avec une
augmentation de la force des interactions.
5.3 Modèle magnétique simplifié : Spins et dimères isolés
Si on considère le modèle le plus simple établi à la section 4.3.2, on observe simple-
ment un ensemble de dimères (S = 0) isolés et un ensemble de spins 12 isolés. Ces deux
ensembles contiennent autant de spins. On peut traiter ces deux ensembles séparément
et faire le calcul de leur propriété thermodynamique.
Les dimères correspondent en fait à un système de deux spins 12 . Ce système est bien
connu en mécanique quantique et on obtient la formation d’un état singulet |0,0〉 et de
trois états triplets |1,−1〉, |1,0〉, |1,1〉. À champ nul, la différence d’énergie kB∆T entre
l’état singulet et les états triplets est donnée par la constante d’échange entre les deux
spins. En appliquant un champ, on observe aussi une séparation des états triplets et les
énergies sont :
E|0,0〉 = 0 ,
E|1,−1〉 = kB∆T +gµBH ,
E|1,0〉 = kB∆T et
E|1,1〉 = kB∆T −gµBH .
(5.1)
En ce qui concerne les spins isolés, chaque spin peut occuper deux états (↑ ou ↓) qui
sont dégénérés en énergie. Cette dégénérescence est levée par effet Zeeman lorsqu’un
champ est appliqué tel que décrit à la section 2.2.5. Les niveaux d’énergie en fonction
du champ magnétique d’un spin isolé et d’un dimère isolé sont présentés aux figures
5.4a et b respectivement. La comparaison avec les valeurs ∆ obtenues par l’anomalie de
Schottky à la figure 5.4c montre clairement la validité de ce modèle pour des champs
supérieurs à 3 T. On observe d’une part l’effet Zeeman des spins isolés et d’autre part le
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croisement du singulet et du triplet à 6 T. Sur la figure 5.4c, la différence d’énergie entre
le singulet et le triplet a été fixée à ∆T =8.07 K ce qui correspond à l’énergie gµBH d’un

































Figure 5.4 – a) Évolution en champ magnétique des niveaux d’énergie d’un spin 12 . b)
Évolution en champ magnétique des niveaux d’énergie d’un système de deux spins 12 .
Le singulet est représenté en bleu et les états triplets en rouge. c) Comparaison de (a) et
(b) avec l’évolution en champ magnétique des différences d’énergie kB∆Schottky.
Une comparaison plus précise peut être faite à partir des propriétés thermodyna-
miques. En ce qui concerne les spins isolés, l’aimantation est celle d’un système para-




















où S est le spin et β = 1kBT [16]. La chaleur spécifique d’un tel système est simplement
l’anomalie de Schottky présentée à l’équation 3.3 qui donne la chaleur spécifique d’un
système à deux niveaux dont la différence d’énergie est connue (kB∆ = gµBH). Ainsi,
l’aimantation et la chaleur spécifique d’un système de spins isolés sont connues exacte-
ment et sans paramètre variable.
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Pour les dimères, ces quantités thermodynamiques doivent être calculées à partir des
énergies de l’équation 5.1. La fonction de partition Z obtenue est :





À partir de l’énergie libre G :
G =−kBT lnZ , (5.4)
on peut calculer l’aimantation M :
MDimère(H,T ) =−∂G∂H = 2gµB
e−∆T /T sinh(βh)
1+ e−∆T /T [1+2cosh(βh)]
(5.5)




















1+ e−∆T /T A2
)2 (∆2T A22+h2A21−2∆T hA1A2) ,
(5.6)
où h= gµBH, A1 = 2sinh(βh) et A2 = 1+2cosh(βh). L’aimantation totale et la chaleur
spécifique totale sont obtenues par la somme des contributions des spins isolés et des
dimères et le seul paramètre inconnu est la différence d’énergie ∆T entre le singulet et le
triplet.
5.3.1 Aimantation de spins et de dimères isolés
Le paramètre ∆T a été obtenu en ajustant simultanément les données d’aimantation
en fonction de la température de 1 à 7 T. On trouve ∆T = 8.1±0.2 K, ce qui correspond
à l’énergie gµBH d’un champ de 6.0 T. À la figure 5.5, les courbes théoriques d’aiman-
tation se superposent bien sur les données expérimentales au-dessus de 2 K. L’accord
est moins bon à basse température et à faible champ. En particulier, l’aimantation ex-
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périmentale à 0.5 K est éloignée de la courbe théorique. Si on se réfère au diagramme
de phase, on réalise que ce point se trouve dans la phase ordonnée et il est donc normal
qu’il ne soit pas reproduit par un modèle de particules isolées. En fait, le modèle n’est
valide que pour des températures et champs magnétiques suffisamment grands pour que
les interactions entre les spins soient négligeables. Le modèle ne peut pas décrire les
phases ordonnées mais donne des indices importants quant à leur nature.
En théorie, on devrait avoir ∆T = J1/kB puisque J1 est l’interaction d’échange du
dimère. Numériquement, on a obtenu |J1|/kB = 4.68 K et expérimentalement |∆T | est
inférieur au double de cette valeur. Cette comparaison montre que l’ordre de grandeur
des résultats des simulations numériques est acceptable.
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Figure 5.5 – Aimantation en fonction de la température d’un monocristal de NIT-2Py
orienté ~H ‖~a (voir figure 3.5 pour description complète) avec les courbes théoriques du
modèle discuté dans le texte en ligne noire pleine pour chacun des champs.
L’aimantation en fonction du champ magnétique a aussi été comparée au modèle à
la figure 5.6. Dans ce cas, la valeur de ∆T a été prise de l’ajustement précédent. L’accord
entre la théorie et l’expérience est très bon au-dessus de la température de transition. En
dessous de la transition, la pente avant et après le plateau est surestimée.
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Figure 5.6 – Aimantation d’un échantillon polycristallin de NIT-2Py à basse température
avec les courbes théoriques du modèle discuté dans le texte en ligne pointillée pour
chaque température.
5.3.2 Chaleur spécifique de spins et dimères isolés
La comparaison entre la chaleur spécifique expérimentale et le modèle est présentée
à la figure 5.7. Le paramètre ∆T a été fixé à 8.1 K à partir des résultats précédents et
n’a pas été ajusté. On remarque que les courbes théoriques décrivent relativement bien
les données mais ne tiennent pas en compte des transitions de phases. Ainsi, à basse
température, de 0 à 2 T et de 5 à 7 T, il y a un écart significatif entre le modèle et
l’expérience. On peut remarquer qu’à haute température, les données expérimentales se
retrouvent systématiquement en dessous des courbes théoriques. Cela peut être dû à une
mauvaise soustraction des phonons et de la colle (graisse Apiezon N).
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Figure 5.7 – Chaleur spécifique magnétique d’un monocristal de NIT-2Py de 0 à 9 T
avec les courbes théoriques du modèle discuté dans le texte en ligne pointillé pour
chaque champ magnétique. Les données et les courbes ont été décalées à la verticale
de 1 J/(mol K) par tesla.
5.3.3 Effet de la pression pour un système de spins et dimères isolés
Les modifications du diagramme de phases en fonction de la pression ont été in-
terprétées comme une augmentation du chevauchement des orbitales entraînant un plus
grand couplage. En considérant le modèle de spins et de dimères isolés, la situation dé-
crite à la figure 5.4 est essentiellement la même à l’exception du paramètre ∆T qui devrait
être augmenté. Le champ nécessaire pour atteindre le croisement singulet-triplet serait
donc augmenté, ce qui cohérent avec ce qui est observé. De plus, la position de l’ano-
malie de Schottky principale à de grands champs magnétiques ne devrait pas changer en
fonction de la température lors que la pression change puisque la différence d’énergie
des spins isolés reste la même. C’est bien ce qui est observé. On remarque toutefois un
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déplacement de l’anomalie à 3 T. À ce champ, l’anomalie secondaire associée aux di-
mères devient importante et c’est cette dernière qui se déplace en raison du changement
de ∆T .
5.4 Détermination des phases ordonnées
La description du NIT-2Py comme un ensemble de spins isolés et un autre de dimères
isolés permet une meilleure compréhension de l’ensemble des résultats expérimentaux.
On peut ainsi postuler la nature des phases magnétiques mais les résultats obtenus jus-
qu’à maintenant sont insuffisants pour confirmer leur nature avec certitude. Une discus-
sion sur les expériences nécessaires pour s’en assurer se trouve à la section 6.2.




























Figure 5.8 – Diagramme de phases postulé pour le NIT-2Py avec des versions sché-
matisées de l’ordre magnétique dans différentes régions. La phase en bleu est un ordre
antiferromagnétique 3D et la phase en vert est une condensation de Bose-Einstein des
états triplets des dimères (BEC).
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Le diagramme de phases postulé est illustré à la figure 5.8 avec des schémas de la
structure magnétique. L’évolution de la structure magnétique à l’extérieure des phases
ordonnées est plutôt simple à comprendre. À haute température, on retrouve simplement
des spins et des dimères isolés. En diminuant la température, la contribution parama-
gnétique finit par saturer alors que les dimères ne sont pas dissociés. Ceci correspond
à la région entre les deux phases ordonnées et est parfaitement en accord avec un pla-
teau en aimantation à la moitié de la saturation totale. À grand champ magnétique, les
dimères sont excités dans leur état triplet et il y a saturation complète de l’aimantation.
La nature des phases ordonnées nécessite une discussion plus exhaustive et est présentée
ci-dessous.
5.4.1 Ordre magnétique à faible champ magnétique
Tel que mentionné précédemment, la valeur négative de la température de Curie-
Weiss indique la présence d’interactions antiferromagnétiques dominantes. Un ordre an-
tiferromagnétique est donc attendu. Ceci est appuyé par les simulations numériques.
D’une part, les trois constantes d’échange dominantes sont antiferromagnétiques et on
peut déterminer classiquement un état fondamental antiferromagnétique sans frustration
jusqu’à la sixième interaction dominante. De plus, des simulations du cristal ont trouvé
le même état fondamental antiferromagnétique alors que la structure ferromagnétique
ne convergeait pas vers un état magnétique. Un autre appui vient de la comparaison de
courbe d’aimantation à 0.5 K avec la courbe du modèle précédent à la figure 5.6. À cette
température, la contribution paramagnétique augmente plus rapidement que les résul-
tats expérimentaux ce qui indique qu’un mécanisme s’oppose à l’alignement des spins.
Pour un état ferromagnétique, les résultats auraient augmenté plus rapidement que la
contribution paramagnétique. L’ensemble de ces observations montre assez clairement
la présence d’un ordre antiferromagnétique.
Les simulations montrent que l’ordre devrait être tridimensionnel, formé à partir de
plans antiferromagnétiques couplés ferromagnétiquement. Il est possible de vérifier en
partie cette affirmation à partir de la dépendance de la chaleur spécifique sous la transi-
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Figure 5.9 – Transitions en chaleur spécifique d’un monocristal de NIT-2Py pour (a)
la phase à faibl champ magnétique et (b) la phase induite en champ magnétique. La
relation linéaire en échelle log-log sous la transition de phase permet d’obtenir la valeur
de l’exposant λ où C ∝ T λ .
d est la dimensionalité du système et n est l’exposant de la relation de dispersion ω ∝ kn
[47]. Pour un système antiferromagnétique, la relation de dispersion correspond à celle
des magnons, des quasiparticules représentant les excitations magnétiques. Pour les ma-
gnons, on devrait avoir n = 1 et donc C ∝ T 3 pour un système 3D. Dans un système
ferromagnétique 3D, on s’attendrait à C ∝ T 3/2. L’exposant λ a été extrait à 0 et 1 T en
ajustant une droite sur les données expérimentales en échelle logarithmique tel qu’illus-
tré à la figure 5.9a. On obtient respectivement pour ces deux champs λ = 2.509±0.007
et 2.75± 0.03. Il y a un écart significatif avec la valeur attendue λ = 3 mais l’écart est
encore plus grand avec le cas ferromagnétique. Le système antiferromagnétique 3D est
donc plus probable.
5.4.2 Ordre magnétique induit en champ magnétique
La quantité d’information concernant la phase induite par le champ magnétique est
limitée ce qui rend l’analyse plus spéculative. L’hypothèse la plus simple est la présence
d’un ordre antiferromagnétique sur le sous-réseau des dimères (l’autre sous-réseau étant
déjà saturé). Ceci semble aussi confirmé par l’exposant λ de la chaleur spécifique sous
la transition (figure 5.9b). En effet, on obtient des valeurs entre 2.75 et 3.06 ce qui est
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près de λ = 3 pour un ordre antiferromagnétique 3D.
Néanmoins, certaines observations laissent croire à la présence d’un mécanisme plus
complexe. Tel que mentionné précédemment, la phase induite par le champ magnétique
apparaît lors du croisement de l’état singulet |0,0〉 et de l’état triplet |1,1〉 à 6 T. Or, il
a été montré dans plusieurs systèmes de dimères qu’un phénomène de condensation de
Bose-Einstein a lieu au point critique quantique correspondant au croisement du singu-
let et du triplet [48–50]. Les états triplets y sont considérés comme des excitations ma-
gnétiques que l’on nomme triplons. Ces quasiparticules sont des bosons et peuvent en
théorie former un condensat de Bose-Einstein (BEC). On peut faire l’analogie entre un
condensat de Bose-Einstein typique et un condensat de triplons en comparant le nombre
de bosons condensés avec le nombre d’excitations présentes et le potentiel chimique µ
avec le champ magnétique H [49].
L’existence d’une telle phase nécessite la présence d’interactions entre les dimères.
Dans le cas présent, l’interaction directe dominante entre les dimères est l’interaction
ferromagnétique J6 formant des chaînes de dimères dans un environnement paramagné-
tique saturé.
Des condensats de Bose-Einstein des excitations magnétiques ont été observés dans
une gamme de matériaux magnétiques isolants (TlCuCl3 [48], PHCC [51], Ba3Cr2O8
[52], NiCl2-4SC(NH2)2 [50], BaCuSi2O6 [53]). À ma connaissance, le seul matériau
purement organique pour lequel la condensation de Bose-Einstein a été considérée est
le F2PNNNO [54]. Dans tous ces systèmes, l’émergence de cette phase quantique est
due à la présence de dimères et est induite par le champ magnétique lorsque ce dernier
est suffisamment grand pour qu’il y ait une dégénérescence de l’état singulet et d’un
état triplet. De tous ces matériaux, un des plus étudiés est le TlCuCl3 [48, 55–58]. En
particulier, la diffusion neutronique inélastique sur ce composé a clairement démontré la
séparation des niveaux d’énergie du triplet en fonction du champ magnétique ainsi que
le croisement avec le singulet où le BEC émerge [48]. Cette technique expérimentale a
aussi permis de mesurer la dispersion des bandes d’énergie des excitations magnétiques
qui est en accord avec la théorie du BEC [57]. Dans le même matériau, l’aimantation en
fonction de la température est caractérisée par un creux à la transition de phase et son
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augmentation juste sous la température de transition est un autre indice de la condensa-
tion des triplons [58].
Les résultats sur le TlCuCl3 sont des bons exemples des signatures expérimentales
particulières dues à un BEC de triplons. Pour différentes raisons, ces signatures n’ont
pas pu être observées dans le NIT-2Py. Tout d’abord, concernant le creux observé dans
l’aimantation à la transition de phase, aucune donnée n’a été prise pour le NIT-2Py dans
la région appropriée du diagramme de phase pour des raisons techniques. De plus, au-
cune expérience de diffusion neutronique inélastique n’a eu lieu pour l’instant et aucune
n’est encore prévue. Une autre signature du BEC est la valeur de l’exposant φ dans l’ex-
pression Tc ∝ (H −Hc)φ où Tc et Hc sont la température critique et le champ critique
respectivement. Pour un BEC en 3D, on s’attend à φ = 2/3 [49]. Néanmoins, les don-
nées actuelles ne sont pas à suffisamment basse température pour extraire une valeur
de φ . Les résultats actuels sont donc insuffisants pour conclure à la présence d’un BEC
dans le NIT-2Py. Néanmoins, l’émergence d’une phase induite en champ au croisement
du singulet et du triplet pointe fortement dans cette direction.
CHAPITRE 6
CONCLUSION
6.1 L’aimant organique de NIT-2Py
L’aimant organique formé de molécules de NIT-2Py a été caractérisé par diffrac-
tion de rayons X, susceptibilité magnétique, aimantation et chaleur spécifique. Chaque
molécule possède un nombre impair d’électrons et une orbitale partiellement remplie.
Le spin non apparié de l’électron sur cette orbitale est à l’origine du magnétisme dans
ces molécules et dans le cas du NIT-2Py, il est localisé sur les regroupements N-O, tel
que démontré par des simulations numériques basées sur la DFT. Le NIT-2Py cristallise
dans le groupe d’espace P21/c avec huit molécules par maille. Ce cristal correspond à
un système de spin 12 tel que démontré par le moment effectif µeff de la susceptibilité et
l’entropie magnétique totale de R ln(2S+1) = Rln2.
Les mesures thermodynamiques ont mis en évidence la présence de deux phases ma-
gnétiques ordonnées à basse température. L’ajout de pression sur le système a augmenté
les températures de transition, ce qui s’explique par une interaction magnétique plus
forte due à un chevauchement plus grand des orbitales.
La première phase ordonnée apparaît en champ nul à Tc = 1.32 K et est supprimé
au-dessus de 2.2 T. Une température de Curie-Weiss de −1.38± 0.05 K indique que
cette phase présente un ordre antiferromagnétique ce qui est en accord avec une courbe
d’aimantation saturant moins rapidement que celle d’un système paramagnétique. Les
simulations confirment cette observation et l’ordre magnétique de l’état fondamental a
été déterminé. La chaleur spécifique à basse température indique aussi un ordre antifer-
romagnétique en trois dimensions.
La seconde phase est plus complexe à comprendre et a nécessité l’étude préalable du
système dans l’état désordonné. Un modèle simple de spins S = 12 et de dimères S = 0
a été utilisé pour décrire l’aimantation en fonction du champ et de la température. Ce
dernier explique la présence d’un plateau en aimantation comme la saturation des sites
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paramagnétiques. La différence d’énergie kB∆T entre le singulet et les triplets du dimère
est le seul paramètre variable du modèle et est ∆T = 8.1± 0.2 K, soit un peu moins
de deux fois la constante d’échange de cette interaction J1/kB = 4.680 K obtenue par
simulation numérique. On constate que la phase induite en champ apparait au croisement
entre le singulet et le triplet lors de l’application d’un champ magnétique. Bien que la
phase induite pourrait être simplement décrite par un état antiferromagnétique du sous-
réseau de dimères, le croisement du singulet et du triplet laisse croire à la présence de
mécanismes plus complexes. En particulier, plusieurs systèmes de dimères ont été décrits
par un condensat de Bose-Einstein des excitations magnétiques.
6.2 Recommandations et perspectives
La poursuite de l’étude du NIT-2Py, autant au niveau théorique qu’expérimental, est
nécessaire pour comprendre complètement ce système. Quelques recommandations et
suggestions sont présentées ici. Tout d’abord, la comparaison entre les échantillons po-
lycristallins et monocristallins a mis en évidence la présence d’environ 10% d’impuretés
dans les échantillons polycristallins. Ces impuretés ne semblent pas magnétiques mais
l’utilisation de monocristaux est fortement recommandée.
Au niveau théorique, différents aspects peuvent être traités. En particulier, puisque
les constantes d’échange J sont connues, des simulations numériques pour étudier les
phases ordonnées seraient appropriées et très instructives. Néanmoins, une étude préli-
minaire des constantes d’échange J en utilisant la méthode de A. Saúl [59] à partir des
simulations effectuées avec ABINIT semble indiquer des ratios Ji/J j différents de ceux
obtenus par la technique utilisée dans ce document. Une étude complète serait nécessaire
pour comparer la valeur des constantes d’échanges avec les deux méthodes. Encore au
niveau théorique, la mesure en champ magnétique pulsé de la courbe aimantation hors
équilibre n’est pas encore comprise mais cela ne devrait pas être un axe prioritaire.
Bien que la nature antiferromagnétique de l’ordre à faible champ magnétique soit as-
sez évidente, une mesure plus directe pourrait être faite. Une mesure de la susceptibilité
qui traverse la transition permettrait de mettre en évidence le pic caractéristique d’une
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transition antiferromagnétique. Une expérience de diffusion neutronique pourrait confir-
mer la structure magnétique dans cette phase. Une expérience de ce type est déjà prévue
sur un échantillon polycristallin dans le diffractomètre C2 à Chalk River. Néanmoins,
la diffusion incohérente de l’hydrogène dans les molécules pourrait poser problème en
dissimulant le signal dans le bruit de fond. Dans ce cas, la deutération d’un échantillon
serait nécessaire pour observer l’ordre magnétique.
Sans aucun doute, l’intérêt futur porté à ce matériau dépendra de la confirmation
de la présence d’un condensat de Bose-Einstein de triplons. Ainsi, la priorité au niveau
expérimental doit être dans la caractérisation de la phase induite en champ magnétique.
Ceci peut se faire de différentes manières. La plus simple serait l’étude de l’aimantation
à la transition de phase où l’on devrait observer un creux caractéristique.
L’exposant φ reliant la température critique et le champ critique est plus complexe à
déterminer puisqu’il nécessiterait l’utilisation d’un réfrigérateur à dilution pour atteindre
des températures suffisamment basses. Il s’agirait simplement de déterminer la technique
expérimentale la plus simple pour observer la transition de phase et qui peut être utili-
sée dans ce type de montage. La susceptibilité et/ou l’aimantation sont probablement
les techniques les plus appropriées alors que la chaleur spécifique est plus complexe à
mesurer dans ce type d’environnement. Des résultats récents de spectroscopie de muons
(µSR) ne semblent pas montrer un grand signal lors de l’application d’un champ magné-
tique et cette technique n’est probablement pas idéale non plus. La diffusion élastique
de neutrons serait aussi possible mais comme mentionné précédemment, la diffusion in-
cohérente créera un grand bruit de fond. Toutefois, la diffusion inélastique de neutrons
pourrait être plus fructueuse. Étant donné que la diffusion incohérente est élastique, il
devrait être possible d’observer la diffusion inélastique avec un bruit de fond réduit à
condition que la séparation en énergie soit suffisamment grande. Une étude plus dé-
taillée est nécessaire pour vérifier la faisabilité de cette expérience. Cette dernière serait
particulièrement intéressante puisqu’elle permettrait de mettre en évidence les excita-
tions magnétiques et de les comparer avec la théorie du condensat de Bose-Einstein de
triplons.
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Annexe I
Synthèse de la molécule de NIT-2Py
Figure I.1 – Synthèse de la molécule de NIT-2Py. Schéma fourni par le professeur Do-
minique Luneau.
Annexe II
Technique de cristallization du NIT-2Py
La cristallisation s’effectue en dissolvant des molécules dans une solution. Lorsque
la solution est saturée, soit par l’ajout de molécules ou par l’évaporation du solvant,
les molécules précipitent et si ce processus est suffisamment lent, il y a formation de
cristaux. Les paramètres qui influent sur ce processus sont discutés ci-dessous.
II.1 Paramètres de cristallisation
Température
La température du solvant était gardée stable en plongeant le contenant dans un
bain refroidissant à l’eau. Des tentatives de recristallisation ont été faites à des
températures de 20 et 30˚C. Aucune corrélation n’a pu être établie entre la tempé-
rature et les résultats de la cristallisation. Néanmoins, il n’est pas recommandé de
soumettre les molécules de NIT-2Py à des températures trop élevées pour éviter la
dégradation.
Taux d’évaporation du solvant
Un taux d’évaporation lent favorise la formation de gros cristaux avec peu de
défauts. Un taux d’évaporation plus rapide favorise au contraire la formation de
nombreux petits cristaux avec plus de défauts. On désire généralement le premier
cas. Pour ce faire, on peut simplement ajouter sur le contenant un bouchon percé
d’une petite ouverture. Ceci peut aussi être fait de manière plus systématique en
contrôlant la circulation d’air dans le contenant.
Solvants
La nature du solvant peut avoir un impact sur la cristallisation. Dans le cas présent,
le solvant utilisé était composé de dichlorométhane et d’heptane (ou d’hexane)
dans un ratio 1 :3. Les cristaux de NIT-2Py se dissolvent dans le dichlorométhane
mais restent intacts dans l’heptane ou l’hexane.
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Agitation de la solution
L’agitation de la solution lors de la cristallisation peut favoriser la formation de
cristaux plus gros. Toutefois, dans une solution contenant des impuretés, l’agita-
tion empêche la décantation de ces impuretés.
Présence de germes
L’ajout d’un germe peut aider à la cristallisation mais celui-ci doit être ajouté dans
une solution saturée pour éviter sa dissolution.
Exposition à la lumière
La molécule de NIT-2Py est sensible à la lumière et toute exposition devrait être
évitée, particulièrement lors du processus de recristallisation où la possibilité de
réaction est plus grande que dans un solide. L’utilisation de papier d’aluminium
pour recouvrir le contenant est généralement une bonne solution.
II.2 Méthode optimale de purification et de recristallisation
1. Placer l’échantillon dans un ballon et ajouter suffisamment de dichlorométhane
pour le dissoudre complètement. Ajouter par la suite de l’heptane (ou de l’hexane)
en quantité trois fois plus grande que le dichlorométhane. Bien mélanger.
2. Placer le ballon dans un bain refroidissant à l’eau à 20˚C et l’installer sur un sys-
tème de circulation d’air pour contrôler le taux d’évaporation. Celui-ci doit être
relativement lent. L’évaporation complète du solvant devrait se faire en environ
une semaine, mais cela dépend de la quantité de solvant présent.
3. S’assurer que la solution n’est pas exposée à la lumière directe et attendre 24
heures.
4. Après 24 heures, il ne devrait pas y avoir de formation de cristaux. Dans le cas où
le composé initial comportait des impuretés, un dépôt, généralement verdâtre, sera
formé dans le fond du ballon. Si tel est le cas :
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(a) Transvider la solution dans un contenant temporaire. (Attention, si la solution
est presque saturée, il est possible que la cristallisation s’effectue dans le
contenant temporaire.)
(b) Nettoyer le ballon. Les dépôts verdâtres sont dissous par le dichlorométhane
mais pas par l’heptane ou l’hexane. Il y a une légère perte d’échantillon lors
de ce processus. En effet, en laissant reposer la solution contenant les rési-
dus, on observe des dépôts verdâtres et certains dépôts violets de la couleur
caractéristique du NIT-2Py.
(c) Remettre la solution de NIT-2Py dans le ballon et replacer ce dernier dans le
montage.
5. L’état de la solution doit être contrôlé chaque jour. S’il y a encore des dépôts ver-
dâtres, répéter les étapes précédentes. Lorsque la pureté de la solution est assurée,
la cristallisation peut être accélérée en augmentant le taux d’évaporation. Néan-
moins, celle-ci doit quand même être suffisamment lente pour éviter la formation
de dépôts amorphes.
6. L’ajout d’un germe après quelques jours peut aider mais n’est pas toujours néces-
saire.
II.3 Cristallisation de phases distinctes d’un polymorphe
Tel que mentionné précédemment, le NIT-2Py possède deux structures cristallines
distinctes, ce qui fait de lui un polymorphe. Suite à la synthèse des molécules, les échan-
tillons fournis par les chimistes étaient toujours de la phase α . En tentant de cristalliser
des échantillons plus massifs, la phase β a été découverte. Néanmoins, les échantillons
n’étaient pas analysés par diffraction de rayons X à chacune des étapes et le processus
qui a mené à la phase β n’est pas connu avec certitude. On suppose que ce changement
a eu lieu dans la tentative de cristallisation dans un bécher de dichlorométhane pur qui
se trouvait lui-même dans un plus grand bêcher d’hexane. Les autres essais de recristal-
lisation avaient eu lieu dans une solution de dichlorométhane et d’hexane. La présence
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d’hexane en solution est peut-être ce qui fait la différence.
Lors de la recristallisation, il est nécessaire de connaître la phase cristalline de départ
du composé utilisé. En effet, on a remarqué qu’en utilisant une solution de dichloromé-
thane et d’hexane (ou heptane) pour recristalliser un échantillon de la phase β , la même
phase était toujours obtenue. Bien que le dichlorométhane semble dissoudre le composé,
il reste probablement des cristaux de la phase β à l’échelle microscopique qui agissent
comme des germes.
Pour retrouver la phase α à partir de la phase β , il faut utiliser le dernier solvant
utilisé dans la synthèse, soit l’acétate d’éthyle. Ce solvant dissout le composé et dissocie
les cristaux microscopiques. En le laissant évaporer, on obtient un dépôt amorphe violet.
La phase α peut être retrouvée en utilisant du méthanol pour la recristallisation suivante.
Annexe III
Produit de dégradation du NIT-2Py
Lors du processus de recristallisation du NIT-2Py, une exposition prolongée à la
lumière du soleil a entraîné une dégradation du NIT-2Py. La solution initiale est violette
et celle-ci perd généralement sa coloration lors de la cristallisation du NIT-2Py. Dans le
cas présent, au lieu d’être incolore, la solution était orangée et des agrégats de cristaux
orangés (figure III.1a) y étaient présents. En réalité, les cristaux sont translucides et leur
coloration provenait des dépôts de la solution (figure III.1b).
(a) (b)
Figure III.1 – Photographies (a) des agrégats de cristaux d’impureté et (b) d’un cristal
translucide après nettoyage des dépôts oranges
Un de ces cristaux a été analysé par diffraction de rayons X avec l’assistance de
Thierry Marris sur le même montage que pour le NIT-2Py. Ce cristal est formé molécules
de bis(2-pyridylcarbonyl)amine montré à la figure 2.3 et sa structure cristalline n’est pas
présente dans les bases de données. Les données cristallographiques se trouvent dans le
tableau III.I et la maille élémentaire est présentée à la figure III.2.
Les propriétés magnétiques de ce composé ont été étudiées dans un MPMS VSM.
Les résultats sont présentés à la figure III.3 et ne montrent aucune caractéristique intéres-
sante pour des études magnétiques. À haute température, on observe un comportement
diamagnétique et à basse température, on observe un moment magnétique qui sature à




Masse par formule chimique (g/mol) 227.22
Température (K) 150(2)
Groupe d’espace Orthorhombique Pna21










Coefficient d’absorption (mm−1) 0.845
Collecte de données
Correction de l’absorption SADABS-2008/1 (Bruker,2008)
Tmin 0.6229
Tmax 0.7532
Nombre de réflexions observées 20507
Nombre de réflexions indépendantes 1948
Nombre de réflexions avec I > 2sσ(I) 1919
Raffinement
R[F2 > 2σ(F2)] 0.0290
wR(F2) 0.0732
S 1.050
Nombre de paramètres/contraintes 190/1
∆ρmin (e Å−3) -0.141
∆ρmax (e Å−3) 0.172
Tableau III.I – Données cristallographiques du bis(2-pyridylcarbonyl)amine. La position
des atomes d’hydrogène n’a pas été raffinée.
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(a) Direction~a
(b) Direction~b (c) Direction~c
Figure III.2 – Structure cristalline du bis(2-pyridylcarbonyl)amine dans la direction des
trois axes principaux. Les atomes d’hydrogène ne sont pas affichés.

























Figure III.3 – Aimantation d’un échantillon de bis(2-pyridylcarbonyl)amine
Annexe IV
Données cristallographiques de la phase α du NIT-2Py
Données du cristal
Formule chimique C12H16N3O2
Masse par formule chimique (g/mol) 234.28
Température (K) 150(2)
Groupe d’espace Monoclinique P21/c










Coefficient d’absorption (mm−1) 0.753
Collecte de données
Correction de l’absorption SADABS-2008/1 (Bruker,2008)
Tmin 0.6326
Tmax 0.7533
Nombre de réflexions observées 48435
Nombre de réflexions indépendantes 4456
Nombre de réflexions avec I > 2sσ(I) 3930
Raffinement
R[F2 > 2σ(F2)] 0.0638
wR(F2) 0.2086
S 1.287
Nombre de paramètres/contraintes 315/0
∆ρmin (e Å−3) -0.249
∆ρmax (e Å−3) 0.404
Tableau IV.I – Données cristallographiques de la phase α du NIT-2Py. La position des
atomes d’hydrogène n’a pas été raffinée.
Annexe V
Données cristallographiques de la phase β du NIT-2Py
Données du cristal
Formule chimique C12H16N3O2
Masse par formule chimique (g/mol) 234.28
Température (K) 298(2)
Groupe d’espace Monoclinique P21/c










Coefficient d’absorption (mm−1) 0.722
Collecte de données
Correction de l’absorption Sadabs (Sheldrick, 2008)
Tmin 0.5415
Tmax 0.8288
Nombre de réflexions observées 7824
Nombre de réflexions indépendantes 3423
Nombre de réflexions avec I > 2sσ(I) 3002
Raffinement
R[F2 > 2σ(F2)] 0.0523
wR(F2) 0.1390
S 1.069
Nombre de paramètres/contraintes 315/0
∆ρmin (e Å−3) -0.171
∆ρmax (e Å−3) 0.196
Tableau V.I – Données cristallographiques de la phase β du NIT-2Py. La position des
atomes d’hydrogène n’a pas été raffinée.
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(a) Direction~a
(b) Direction~b (c) Direction~c
Figure V.1 – Structure cristalline de la phase β du NIT-2Py dans la direction des trois
axes principaux. Les atomes d’hydrogène ne sont pas affichés.
