Wishart ratios with dependent structure: New members of the bimatrix beta type IV  by Bekker, A. et al.
Linear Algebra and its Applications 435 (2011) 3243–3260
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Wishart ratios with dependent structure: New members of
the bimatrix beta type IV
A. Bekker a,∗, J.J.J. Rouxa, M. Arashi b
a
Department of Statistics, Faculty of Natural and Agricultural Sciences, University of Pretoria, Pretoria, South Africa
b
Faculty of Mathematics, Shahrood University of Technology, Shahrood, Iran
A R T I C L E I N F O A B S T R A C T
Article history:
Received 21 April 2011
Accepted 2 June 2011
Available online 5 July 2011
Submitted by R.A. Brualdi
AMS classification:
Primary: 62H10
Secondary: 62E15
Keywords:
Bimatrix variate beta type IV distribution
Bimatrix variate Kummer extended beta type
IV distribution
Generalized Laguerre polynomial
Hypergeometric function of matrix argument
Invariant polynomials
Laplace transform
Meijer’s G-function
Moment generating function
Stress-strength
In multivariate statistics under normality, the problems of interest
are random covariance matrices (known as Wishart matrices) and
“ratios" of Wishart matrices that arise in multivariate analysis of
variance (MANOVA) (see [24]). The bimatrix variate beta type IV
distribution (also known in the literature as bimatrix variate gener-
alised beta; matrix variate generalisation of a bivariate beta type I)
arises from “ratios" of Wishart matrices. In this paper, we add a fur-
ther independent Wishart random variate to the “denominator" of
one of the ratios; this results in deriving the exact expression for the
density functionof thebimatrix variate extendedbeta type IV distribu-
tion. The latter leads to the proposal of the bimatrix variate extended
F distribution. Some interesting characteristics of these newly intro-
duced bimatrix distributions are explored. Lastly, we focus on the
bivariate extended beta type IV distribution (that is an extension of
bivariate Jones’ beta) with emphasis on P(X1 < X2)where X1 is the
random stress variate and X2 is the random strength variate.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Inmultivariate statistics under normality, the problems of interest are random covariancematrices
(known as Wishart matrices) and ratios of Wishart matrices that arise in multivariate analysis of
variance (see [24]). The Wishart ratio
U = (H + E)− 12 H (H + E)− 12
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(H ∼ Wp (n,) independent of E ∼ Wp (m,)) is the genesis of the matrix variate beta type I
distribution, denoted as U ∼ BIp (n,m) 1 (see [21]). (Note C
1
2 is the unique positive definite square
root of C.) Let H i ∼ Wp (ni,), i = 1, 2, independent of E ∼ Wp (m,), where
W i = (H1 + H2 + E)− 12 H i (H1 + H2 + E)− 12 , i = 1, 2,
then it is evident thatW1 ∼ BIp (n1, n2 + m) andW2 ∼ BIp (n2, n1 + m). However, they are correlated
with a common “denominator" and thedistributionofW = (W1 : W2)′ is termed the bimatrix variate
beta type I distribution (denoted as W ∼ BBIp (n1, n2,m)) (see [11]). The corresponding Dirichlet
distribution, that is for i = 1, . . . , r, was derived by Olkin and Rubin [28]. The distribution of U =
(U1 : U2)′ ,where
U i = (H i + E)− 12 H i (H i + E)− 12 , i = 1, 2,
(H i ∼ Wp (ni,), i = 1, 2, are independent of E ∼ Wp (m,)) has been independently studied by
the authors of Refs. [2,7,16]. This distribution ofU is referred by Bekker et al. [2] as the bimatrix variate
beta type IV distribution, denoted by U ∼ BBIVp (n1, n2,m). For detailed discussion on bimatrix variate
beta distributions with bounded domain the reader is referred to [11]. The refreshing contributions
made by Díaz-García and Gutiérrez-Jámez [7–9] should also be acknowledged.
In this paper, we propose the Wishart ratios
X1 = (H1 + E)− 12 H1 (H1 + E)− 12 and X2 = (H2 + H3 + E)− 12 H2 (H2 + H3 + E)− 12
(H i, i = 1, 2, 3, and E are independent, where H i ∼ Wp (ni,), i = 1, 2, 3, and E ∼ Wp (m,)).
From the construction it is easy to see that X1 ∼ BIp (n1,m) and X2 ∼ BIp (n2, n3 + m) andwe refer to
the distribution of X = (X1 : X2)′ as the bimatrix variate extended beta type IV distribution, denoted
asX ∼ BEBIVp (n1, n2, n3,m) . Furthermore, the ratios
F1 = E− 12H1E− 12 and F2 = (H3 + E)− 12 H2 (H3 + E)− 12 ,
that is
F = (F1, F2)′ =
(
(Ip − X1)− 12 X1(Ip − X1)− 12 , (Ip − X2)− 12 X2(Ip − X2)− 12
)′
for X = (X1 : X2)′ ∼ BEBIVp (n1, n2, n3,m) will also be studied; refer to the distribution of F as the
bimatrix variate extended F distribution, denoted by F ∼ BEFp (n1, n2, n3,m).
The rest of thepaper is organized as follows: In Section2,wederive thedensity functionof thebima-
trix variate extended beta type IV distribution, as well as the bimatrix variate extended F distribution.
These two distributions set the platform for Section 3.
Section 3 is devoted to the derivation of E
(
|X1|h1 |X2|h2
)
whereX = (X1 : X2)′ ∼ BEBIVp (n1, n2,
n3,m). This is used to obtain the exact expression for the density function of Z = Λ1
Λ2
where Λ1 ≡∣∣∣∣ H1
H1 + E
∣∣∣∣ = |X1| and Λ2 ≡
∣∣∣∣ H2
H2 + H3 + E
∣∣∣∣ = |X2| in terms of Meijer’s G-function by the inverse
Mellin transform. Note thatΛ1 is theWilks’ statistic [31] andΛ2 is a generalized statistic which arises
when testing whether two normal populations are identical [1]. (For more generalized statistics, the
reader is referred to [11].)
1 There exist other definitions for the beta matrix U , see [5].
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Furthermore, the moment generating function of the bimatrix extended beta type IV distribution
is derived, and used to define the bimatrix variate Kummer extended beta type IV distribution. For a
discussion on Kummer distributions the reader is referred, amongst others, to the work of [26] and
[27].
Subsequently, the Laplace transformofF (whereFhas the bimatrix variate extended F distribution)
is obtained and this results in the derivation of the density function of tr(F1 + F2). We conclude the
paper by specifically discussing the bivariate extended beta type IV distribution (an extension of Jones’
bivariate betamodel). It iswell known that the stress-strengthmodel describes the life of a component
which has a random strength X2 and is subjected to random stress X1. The component fails if the stress
(X1) applied to it exceeds the strength (X2) and the component will function satisfactorily whenever
P(X1 < X2). Therefore the distribution of X1/X2 receives attention where (X1, X2) has the bivariate
extended beta type IV distribution, together with some graphs and percentage points.
2. Newmembers of the bimatrix beta type IV
The key idea of this section is to propose the bimatrix variate extended beta type IV distribution,
as well as the bimatrix variate extended F distribution.
Let H i, i = 1, 2, 3, and E be independent, where H i ∼ Wp(ni,), i = 1, 2, 3, and E ∼ Wp(m,)
with Re (ni) >
1
2
(p − 1) , i = 1, 2, 3 and Re (m) > 1
2
(p − 1) and define
X1 = (H1 + E)− 12 H1 (H1 + E)− 12 and X2 = (H2 + H3 + E)− 12 H2 (H2 + H3 + E)− 12 (1)
then X = (X1 : X2)′ is said to have an bimatrix variate extended beta type IV distribution, denoted as
X ∼ BEBIVp (n1, n2, n3,m) . Theorem 1 presents the density function ofX, followed by some remarks.
Theorem 1. Assume thatX ∼ BEBIVp (n1, n2, n3,m) . Then its density function is given by
f (X1, X2) = C
2∏
i=1
|X i|
(ni−p−1)
2 |Ip − X1|−
(n1+p+1)
2 |Ip − X2|
(n1+n3+m−p−1)
2 (2)
×2F1
(
n1+m
2
, n1+n2+n3+m
2
; n1+n3+m
2
;−X1(Ip − X2) (Ip − X1)−1) ,
where 0 < X i < Ip, i = 1, 2, 2F1 (·) is the Gauss hypergeometric function of the matrix argument (see
[25, p. 258, 264]), C = βp
(
n1+m
2
,
n3
2
)
βp(
n1
2
,
n2
2
,
n3
2
;m
2 )
and βp (a1, . . . , an) =
∏n
i=1Γp(ai)
Γp
(∑n
i=1ai
) and Γp (a) is the multivariate
gamma function (see [25, p. 62]).
Proof. The joint density function of H i, i = 1, 2, 3, and E is
f (H1,H2,H3, E) = K
3∏
i=1
etr
(
− 1
2
−1H i
)
|H i|
(ni−p−1)
2 etr
(
− 1
2
−1E
)
|E| (m−p−1)2 ,
where
K−1 =
3∏
i=1
Γp
(
ni
2
)
Γp
(
m
2
)
|2| (n1+n2+n3+m)2 . (3)
On performing the transformations Y i = H−1i , i = 1, 2, X3 = E + H3, Z1 = E
1
2 Y1E
− 1
2 , Z2 =
X3
1
2 Y2X3
1
2 , X i = (Ip + Z i)−1, i = 1, 2, the Jacobian is
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J(H1,H2,H3, E → X1, X2, X3, E) = |E| p+12 |Ip − X1|−(p+1)|X3| p+12 |Ip − X2|−(p+1).
Therefore, the joint density of X1, X2, X3 and E is
f (X1, X2, X3, E) = Ketr
{
− 1
2
−1
[
E
1
2 (Ip − X1)−1X1E 12 + X
1
2
3 (Ip − X2)−1X2X
1
2
3 + X3
]}
× |E| (n1+m)2 − (p+1)2 |X1|
(n1−p−1)
2 |X2|
(n2−p−1)
2 |Ip − X1|−
(n1+p+1)
2
× |Ip − X2|−
(n2+p+1)
2 |X3|
n2
2 |X3 − E|
(n3−p−1)
2 . (4)
We consider the symmetrised density function of (X1, X2) (see Appendix), that is
fs (X1, X2) =
∫
X3>0
∫
0<E<X3
∫
O(p)
f
(
HX1H
′,HX2H′,HX3H′,HEH′
)
dHdEdX3 where H (p × p) is
orthogonal and dH is the normalised Haar invariantmeasure onO (p) (see [25, p. 72]). Note that dE =
dHEH′ and dX3 = dHX3H′. (Here C < Dmeans that the matrix D− C is positive definite.)
Therefore
f (HX1H
′,HX2H′,HX3H′,HEH′) = K|E|
(n1+m)
2
− (p+1)
2 |X3|
n2+n3
2
− (p+1)
2 |X1|
(n1−p−1)
2 |X2|
(n2−p−1)
2
× |Ip − X1|−
(n1+p+1
2
)|Ip − X2|−
(n2+p+1)
2 |Ip − X−13 E|
(n3−p−1)
2
× etr
{
−1
2
H′−1HE
1
2 (Ip − X1)−1X1E 12
−1
2
H′−1HX
1
2
3 (Ip − X2)−1X2X
1
2
3 −
1
2
H′−1HX3
}
. (5)
On performing the transformation R = X−
1
2
3 EX
− 1
2
3 , with Jacobian J(E → R) = |X3|
(p+1)
2 , then it
follows that
fs(X1, X2) = K|X1|
(n1−p−1)
2 |X2|
(n2−p−1)
2 |Ip − X1|−
(n1+p+1)
2 |Ip − X2|−
(n2+p+1)
2
×
∫
O(p)
∫
X3>0
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
− 1
2
H′−1HX3
)
×etr
(
− 1
2
H′−1HX
1
2
3 (Ip − X2)−1X2X
1
2
3
)
× I1 dX3dH.
Applying 0F0 (X) = ∑∞k=0∑κ Cκ (X)k! =etr(X), Eq. (A5) of [10] and Eq. (1.6.6) of [15], we obtain that
I1 =
∫
0<R<Ip
|R| (n1+m)2 − (p+1)2 |Ip − R|
(n3−p−1)
2
×etr
{
− 1
2
X
1
2
3
(
(Ip − X1)−1X1
) 1
2
H′−1H
(
(Ip − X1)−1X1
) 1
2
X
1
2
3 R
}
dR
= Γp
(
(n1+m)
2
)
Γp(
n3
2 )
Γp
(
(n1+n3+m)
2
) 1F1
(
n1+m
2
; (n1+n3+m)
2
;− 1
2
X
1
2
3 ((Ip − X1)−1X1)
1
2H′−1
×H((Ip − X1)−1X1) 12 X
1
2
3
)
where 1F1 (·) is the confluent hypergeometric function of matrix argument. To simplify the notation,
let us set 1 = (Ip − X1)−1X1, 2 = (Ip − X2)−1X2 and 3 = H′−1H . On performing the
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transformation Q = 
1
2
3 X3
1
2
3 with the Jacobian J(X3 → Q ) = |3|−
(p+1)
2 , using Eq. (A5) of [10] and
Eq. (1.6.4) of [15], we have (with K defined in (3)):
fs(X1, X2)
= K Γp
(
(n1+m)
2
)
Γp(
n3
2 )
Γp
(
(n1+n3+m)
2
) |X1| (n1−p−1)2 |X2| (n2−p−1)2 |Ip − X1|− (n1+p+1)2 |Ip − X2|− (n2+p+1)2
×
∫
O(p)
|3|−
(n1+n2+n3+m)
2
∫
Q>0
|Q | (n1+n2+n3+m)2 − (p+1)2 etr
(
−1
2
Q (Ip + 2)
)
× 1F1
(
(n1+m)
2
; (n1+n3+m)
2
;− 1
2
Q1
)
dQdH
= K Γp
(
(n1+m)
2
)
Γp(
n3
2 )Γp
(
(n1+n2+n3+m)
2
)
2
1
2
p(n1+n2+n3+m)
Γp
(
1
2
(n1+n3+m)
) |X1| (n1−p−1)2 |X2| (n2−p−1)2
× |Ip − X1|−
(n1+p+1)
2 |Ip − X2|−
(n2+p+1)
2
∫
O(p)
|3|−
(n1+n2+n3+m)
2 |Ip + 2|−
(n1+n2+n3+m)
2
× 2F1
(
(n1 + m)
2
,
(n1 + n2 + n3 + m)
2
; (n1 + n3 + m)
2
;−1(Ip + 2)−1
)
dH
Note that Ip+(Ip − X2)−1 X2 = (Ip − X2)−1 . Since fs (HX1H′,HX2H′) = f (X1, X2) (see Appendix),
the result (2) follows. 
Remark.
1. Using Eq. (4.4.22) p. 199 of [23], and after some simplification, the following alternative rep-
resentation of the density function of the bimatrix variate extended beta type IV distribution
follows:
f (X1, X2) = C
2∏
i=1
|X i|
(ni−p−1)
2 |Ip − X1|
(n2+n3+m−p−1)
2 |Ip − X2|
(n1+n3+m−p−1)
2
× |Ip − X1X2|−
(n1+n2+n3+m)
2 2F1
(
n3
2
, n1+n2+n3+m
2
; n1+n3+m
2
; X1 (Ip − X2)
× (Ip − X1X2)−1
)
(6)
where 0 < X i < Ip, i = 1, 2 and C = βp
(
n1+m
2
,
n3
2
)
βp(
n1
2
,
n2
2
,
n3
2
;m
2 )
.
2. From (6) follows that
f (X1, X2) =
[
fBBIVp (n1,n2,n3+m)(X1, X2)
] Γp( (n1+m)2 )Γp( (n3+m)2 )
Γp(m2 )Γp
(
(n1+n3+m)
2
)
× 2F1
(
n3
2
, (n1+n2+n3+m)
2
; (n1+n3+m)
2
; X1 (Ip − X2) (Ip − X1X2)−1)
where fBBIVp (n1,n2,n3+m)(X1, X2) is the density function of the bimatrix variate beta type IV dis-
tribution (see [2]) with
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fBBIVp (a1,a2,c)
(X1, X2) =
{
βp
(
a1
2
, a2
2
; c
2
)}−1 2∏
i=1
|X i|
ai
2
− (p+1)
2
∣∣Ip − X1∣∣ (a2+c)2 − (p+1)2
× ∣∣Ip − X2∣∣ (a1+c)2 − (p+1)2 ∣∣Ip − X1X2∣∣− (a1+a2+c)2
where 0 < X i < Ip, i = 1, 2. Therefore we refer to (2) as the bimatrix variate extended beta
type IV distribution.
3. For p = 1, result (6) simplifies to
fBEBIV (n1,n2,n3,m)(x1, x2)
= C∗
2∏
i=1
x
ni
2
−1
i (1 − x1)
(n2+n3+m)
2
−1
(1 − x2)
(n1+n3+m)
2
−1
(1 − x1x2)−
(n1+n2+n3+m)
2
× 2F1
(
n3
2
, (n1+n2+n3+m)
2
; (n1+n3+m)
2
; x1(1 − x2)
1 − x1x2
)
(7)
for 0  x1, x2  1, n1, n2, n3,m > 0, C∗ =
Γ
(
n1+n3
2
)
Γ
(
n1+n2+n3+m
2
)
Γ
( n1
2
)
Γ
( n2
2
)
Γ
( n3
2
)
Γ
(
n1+n3+m
2
) , and 2F1(·) is the
Gauss hypergeometric function with scalar argument. We refer to (7) as the bivariate extended
beta type IV distribution; denoted as (X1, X2) ∼ BEBIV (n1, n2, n3,m) . This distribution (7) was
obtained by El Bassiouny [12] after applying a transformation componentwise on the extended
bivariate F distribution; proposed in their paper.
Subsequently, the bimatrix variate extended F distribution is proposed in the next theorem.
Theorem 2. Let H i, i = 1, 2, 3, and E be independent, where H i ∼ Wp(ni,), i = 1, 2, 3, and
E ∼ Wp(m,) with Re (ni) > 12 (p − 1) , i = 1, 2, 3 and Re (m) > 12 (p − 1) and define
F1 = E− 12H1E− 12 and F2 = (H3 + E)− 12 H2 (H3 + E)− 12 , (8)
then F = (F1 : F2)′ is said to have the bimatrix variate extended F distribution, with density function
given by
f (F1, F2) = C
2∏
i=1
|F i|
(ni−p−1)
2 |Ip + F2|−
(n1+n2+n3+m)
2
× 2F1
(
n1+m
2
, (n1+n2+n3+m)
2
; (n1+n3+m)
2
;−F1 (Ip + F2)−1) (9)
where F i > 0, i = 1, 2, and C = βp
(
n1+m
2
,
n3
2
)
βp(
n1
2
,
n2
2
,
n3
2
;m
2 )
.
Proof. We know that if U ∼ BIp (n,m) , then (Ip − U)−1U has the matrix variate beta type II distrib-
ution. Now let
F =
⎛
⎝ F1
F2
⎞
⎠ =
⎛
⎝ (Ip − X1)− 12 X1(Ip − X1)− 12
(Ip − X2)− 12 X2(Ip − X2)− 12
⎞
⎠
with J(X1, X2 → F1, F2) = |Ip + F1|−(p+1)|Ip + F2|−(p+1), expression (9) follows.
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Alternatively: (9) can be proved from (8). Let X3 = E + H3, then the Jacobian is
J(H1,H2,H3, E → X1, X2, X3, E) = |E| p+12 |X3| p+12 and we have that
f (F1, F2) = K|F1|
(n1−p−1)
2 |F2|
(n2−p−1
2
)
∫
X3>0
∫
0<E<X3
|X3|
(n2+n3)
2
− (p+1)
2 |E| (n1+m)2 − (p+1)2
×|Ip − X−13 E|
(n3−p−1)
2 etr
(
− 1
2
−1X3 − 12−1E
1
2 F1E
1
2 − −1X
1
2
3 F2X
1
2
3
)
dEdX3; (10)
proceed now similarly as in the proof of Theorem 1 to obtain (9). 
3. Properties
In this section, some characteristics of (2) and (9) will be studied. Armed with these results some
new density functions will be proposed. Firstly, in this section the product moment for the bimatrix
variate extended beta type IV distribution (see (2)) is derived, then the exact expression for the density
function of Z = Λ1
Λ2
where Λ1 ≡
∣∣∣∣ H1
H1 + E
∣∣∣∣ = |X1| and Λ2 ≡
∣∣∣∣ H2
H2 + H3 + E
∣∣∣∣ = |X2| is obtained.
Secondly, themoment generating function of X ∼ BEBIVp (n1, n2, n3,m) is derived, and as a result the
bimatrix variate Kummer extended beta type IV distribution is proposed. Lastly, the Laplace transform
for F ∼ BEFp (n1, n2, n3,m) , is obtained. Using the expression of the Laplace transform, the density
function of tr(F1 + F2) is derived.
3.1. Density function of |X1| / |X2|
Lemma 1. Suppose thatX ∼ BEBIVp (n1, n2, n3,m), then
E
[
|X1|h1 |X2|h2
]
=
[
Γp
(
p+1
2
)]2
Γp
(
n1
2
)
Γp
(
n2
2
)
Γp
(
m
2
) ∑
κ1,κ2 ,J1,J2;φ∗∈J1·J2
(
κ1
J1
)(
κ2
J2
)
g
φ∗
J1,J2
× Γp
( n1
2
+h1,κ1
)(
n1+p+1
2
)
κ1
Cκ1 (Ip)
k1!k2!Γp
(
n1+p+1
2
+h1,κ1
)(
n1+p+1
2
)
J1
CJ1 (Ip)
Γp
( n2
2
+h2,κ2
)(
n2+p+1
2
)
κ2
Cκ2 (Ip)
Γp
(
n2+p+1
2
+h2,κ2
)(
n2+p+1
2
)
J2
CJ2 (Ip)
×Γp
(
n1+m
2
, J1
)
Γp
(
n1+n2+n3+m
2
, φ∗
)
Γp
(
n1+n3+m
2
, J1
) Cφ∗(−Ip) (11)
where
∑
κ1,κ2 ,J1,J2;φ∗∈J1·J2 =
∑∞
k1=0
∑
κ1
∑k1
j1=0
∑
J1
∑∞
k2=0
∑
κ
2
∑k2
j2=0
∑
J2
∑
φ∗∈J1·J2 , Cκ (·) is the zonal
polynomial corresponding to κ (see [18], (a)κ is the generalised Pochhammer symbol of weight κ and g
φ∗
J1,J2
is defined in [4, Eq. (2.10), p. 467]).
Proof. From (4) and performing the transformation R = X−
1
2
3 EX
− 1
2
3 , we have that E
[
|X1|h1 |X2|h2
]
equals
K
∫
X3>0
∫
0<R<Ip
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
× |R| (n1+m)2 − (p+1)2 |Ip − R|
(n3−p−1)
2 I2I3dRdX3 (12)
where K is defined in (3) (I2 and I3 are given below).
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Consider the transformation from X1 → HX1H′, H ∈ O(p), under the normalized invariant measure
dH , we have from 0F0 (X) =etr(X) and Eq. (A5) of [10] that
I2 =
∞∑
k1=0
∑
κ1
1
k1!
∫
0<X1<Ip
|X1|
(n1−p−1)
2
+h1 |Ip − X1|−
(n1+p+1)
2
×
∫
O(p)
Cκ1
(
− 1
2
−
1
2 X
1
2
3 RX
1
2
3 
− 1
2H(Ip − X1)−1X1H′
)
dHdX1
Using Eqs. (36), p. 243 and (5), p. 259 of [25]; if follows that I2 equals;
∫
0<X1<Ip
|X1|
(n1−p−1)
2
+h1 |Ip − X1|−
(n1+p+1)
2 0F
(p)
0
(
−1
2
−
1
2 X
1
2
3 RX
1
2
3 
− 1
2 ,
(
Ip − X1)−1 X1
)
dX1
Applying [25, Eq. (7), p. 283], [4, Eq. (3.2), p. 469], [25, Eq. (4) p. 282], I2 equals
∞∑
k1=0
∑
κ1
L
1
2
n
κ1
(
1
2
− 12 X
1
2
3 RX
1
2
3 
− 1
2
)
k1!
∫
0<X1<Ip
|X1|
(n1−p−1)
2
+h1 Cκ1(X1)
Cκ1(Ip)
dX1
= Γp
(
p+1
2
) ∞∑
k1=0
∑
κ
1
Γp
( n1
2
+h1,κ1
)(
n1+p+1
2
)
κ1
k1!Γp
(
n1+p+1
2
+h1,κ1
) Cκ1(Ip)
k1∑
j1=0
∑
J1
(
κ1
J1
)
CJ1 (− 12X
1
2
3 RX
1
2
3 
−1)(
n1+p+1
2
)
J1
CJ1 (Ip)
(13)
where L
γ
κ (·) is the generalised Laguerre polynomial (see [25, p. 282]).
Similarly,
I3 =
∫
0<X2<Ip
|X2|
(n2−p−1)
2
+h2 |Ip − X2|−
(n2+p+1)
2 etr
{
− 1
2
−1X
1
2
3
(
(Ip − X2)−1X2
)
X
1
2
3
}
dX2
= Γp
(
p+1
2
) ∞∑
k2=0
∑
κ
2
Γp
( n2
2
+h2,κ2
)(
n2+p+1
2
)
κ2
k2!Γp
(
n2+p+1
2
+h2,κ2
) Cκ2(Ip)
k2∑
j2=0
∑
J2
(
κ2
J2
)
CJ2
(
− 1
2
−1X3
)
(
n2+p+1
2
)
J2
CJ2 (Ip)
(14)
Substituting (13) and (14) in (12), using Eq. (36), p. 243 of [25]; follows that
E
[
|X1|h1 |X2|h2
]
= K
[
Γp
(
p+1
2
)]2 ∞∑
k1=0
∑
κ1
k1∑
j1=0
∑
J1
(
κ1
J1
)
Γp
( n1
2
+h1,κ1
)(
n1+p+1
2
)
κ1
Cκ1 (Ip)
k1!Γp
(
n1+p+1
2
+h1,κ1
)(
n1+p+1
2
)
J1
CJ1 (Ip)
×
∞∑
k2=0
∑
κ
2
k2∑
j2=0
∑
J2
(
κ2
J2
)
Γp
( n2
2
+h2,κ2
)(
n2+p+1
2
)
κ2
Cκ2 (Ip)
k2!Γp
(
n2+p+1
2
+h2,κ2
)(
n2+p+1
2
)
J2
CJ2 (Ip)
×
∫
X3>0
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
CJ2(− 12−1X3)
×
∫
0<R<Ip
|R| (n1+m)2 − (p+1)2 |Ip − R|
(n3−p−1)
2 CJ1(− 12−1RX3)dRdX3 (15)
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Since (Eq. (57), p. 254 of [25])
∫
0<R<Ip
|R| (n1+m)2 − (p+1)2 |Ip − R|
(n3−p−1)
2 CJ1
(
− 1
2
−1X
1
2
3 RX
1
2
3
)
dR
= Γp
(
n1+m
2
, J1
)
Γp
(
n3
2
)
Γp
(
n1+n3+m
2
, J1
) CJ1 (− 12−1X3
)
,
it follows from [4, Eq. (2.10), p. 467], [25, Eq. (43), p. 248] that
∫
X3>0
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
CJ1
(
− 1
2
−1X3
)
CJ2
(
− 1
2
−1X3
)
dX3
= ∑
φ∗∈J1·J2
g
φ∗
J1,J2
∫
X3>0
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
Cφ∗
(
− 1
2
−1X3
)
dX3
= ∑
φ∗∈J1·J2
g
φ∗
J1,J2
Γp
(
n1+n2+n3+m
2
, φ∗
)
|2| n1+n2+n3+m2 Cφ∗(−Ip). (16)
Substituting (16) in (15); the result (11) follows. 
Theorem 3. LetX ∼ BEBIVp (n1, n2,m) and Z =
Λ1
Λ2
where Λ1 =
∣∣∣∣ H1
H1 + E
∣∣∣∣ = |X1| and
Λ2 =
∣∣∣∣ H2
H2 + H3 + E
∣∣∣∣ = |X2| , then the density function of Z is given by
=
[
Γp
(
(p+1)
2
)]2
Γp
(
n1
2
)
Γp
(
n2
2
)
Γp
(
m
2
) ∑
κ1,κ2 ,J1,J2;φ∗∈J1·J2
(
κ1
J1
)(
κ2
J2
)
g
φ∗
J1,J2
(
n1+p+1
2
)
κ1
(
n2+p+1
2
)
κ2
Cκ1 (Ip)Cκ2 (Ip)
k1!k2!
(
n1+p+1
2
)
J1
(
n2+p+1
2
)
J2
CJ1 (Ip)CJ2 (Ip)
× Γp
(
n1+m
2
, J1
)
Γp
(
n1+n2+n3+m
2
, φ∗
)
Γp
(
n1+n3+m
2
, J1
) Cφ∗(−Ip)Gp,p2p,2p (z|a1,...,a2pb1,...,b2p
)
, z > 0 (17)
where
aj=
⎧⎨
⎩−
n2
2
− k2i + (i+1)2 for i = 1, 2, . . . , p
n1
2
+ p + k1i−p − i2 for i = p + 1, p + 2, . . . , 2p
,
bj =
⎧⎨
⎩
n1
2
+k1j− (j+1)2 for j = 1, 2, . . . , p
− n2
2
−k2j−p−p+ j2−1 for j = p + 1, p + 2, . . . , 2p.
where G (·) denotes Meijer’s G-function (see [22]).
Proof. Let h1 = h − 1 and h2 − h + 1. Applying Γp (a, κ) = π p(1−p)4
p∏
j=1
Γ
[
a + kj − (j−1)2
]
, [16,
Eq. (1.5.7)], Meijer’s G-function, the inverse Mellin transform and [22, Eq. (2.2.4), p. 72], the required
result (17) follows. 
3.2. Bimatrix variate Kummer extended beta type IV distribution
Lemma2. Suppose thatT = [T1 : T2]′. Thenunder the assumptions of Theorem1 themoment generating
function ofX is given by
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M(T) =
[
Γp
(
(p+1)
2
)]2
Γp
(
n1
2
)
Γp
(
n2
2
)
Γp
(
m
2
)
× ∑
κ1,Λ1,κ2,Λ2;J1;J2;φ∈κ1.Λ1 ;φ∗∈κ2 .Λ2 ;Ω∈J1.J2
(
θ
κ1,Λ1
φ
)2 (
θ
κ2,Λ2
φ∗
)2 (κ1
J1
)(
κ2
J2
)
× Γp
( n1
2
,φ
)
Γp
( n2
2
,φ∗
)(
n1+p+1
2
)
κ1
(
n1+p+1
2
)
κ2
k1!λ1!k2!λ2!Γp
(
n1+p+1
2
,φ
)
Γp
(
n2+p+1
2
,φ∗
)(
n1+p+1
2
)
J1
(
n2+p+1
2
)
J2
×Cφ(Ip)Cφ(−T1)Cφ∗(Ip)Cφ∗(−T2)
CΛ1(Ip)CJ1(Ip)CΛ2(Ip)CJ2(Ip)
×gΩJ1J2
Γp
(
n1+m
2
, J1
)
Γp
(
n1+n2+n3+m
2
, Ω
)
CΩ(−Ip)
Γp
(
n1+n3+m
2
, J1
) (18)
where
∑
κ1,Λ1,κ2,Λ2;J1;J2;φ∈κ1.Λ1 ;φ∗∈κ2 .Λ2 ;Ω∈J1.J2
= ∑∞k1=0∑κ1∑∞λ1=0∑Λ1∑k1j1=0∑J1∑φ∈κ1.Λ1∑∞k2=0∑κ
2
∑∞
λ2=0
∑
Λ2
∑k2
j2=0
∑
J2
∑
φ∗∈κ
2
.Λ
2
∑
Ω∈J1.J2
Proof. Similar as in theorem3, it follows from (4) and performing the transformationR = X−
1
2
3 EX
− 1
2
3 ,
that the moment generating function of X is given as follows
M(T) = Eetr(T1X1 + T2X2)
= K
∫
X3>0
∫
0<R<Ip
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
× |R| (n1+m)2 − (p+1)2 |Ip − R|
(n3−p−1)
2 I4I5dRdX3 (19)
where K is defined in (3) (I4 and I5 are given below).
Consider the transformation from X1 → HX1H′, H ∈ O(p), under the normalized invariant measure
dH , we have from [10, Eq. (A5)], [25, Eqs. (36), p. 243 and (5), p. 259] that I4 equals
∫
0<X1<Ip
|X1|
(n1−p−1)
2 |Ip − X1|−
(n1+p+1)
2
× etr
{
− 1
2
−
1
2 X
1
2
3 RX
1
2
3 
− 1
2 (Ip − X1)−1X1 + T1X1
}
dX1
=
∫
0<X1<Ip
|X1|
(n1−p−1)
2 |Ip − X1|−
(n1+p+1)
2
× etr {T1X1}0 F(p)0
(
− 1
2
−
1
2 X
1
2
3 RX
1
2
3 
− 1
2 ,
(
Ip − X1)−1 X1
)
dX1
Applying [25, Eq. (7), p. 283], [4, Eqs. (4), p. 259 and (2.8), p. 467], [3, Eq. (3.32), p. 60], [4, Eq. (2.2), p.
467] [25, Eq. (4), p. 282], I4 equals
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∞∑
k1=0
∑
κ1
∞∑
λ1=0
∑
Λ1
L
1
2
n1
κ1
(
1
2
− 12 X
1
2
3 RX
1
2
3 
− 1
2
)
CK1(Ip)k1!λ1!
∫
0<X1<Ip
|X1| 12 (n1−p−1) Cκ1(X1)CΛ1(T1X1)dX1
= Γp
(
p+1
2
) ∞∑
k1=0
∑
κ
1
∞∑
λ1=0
∑
Λ1
k1∑
j1=0
∑
J1
∑
φ∈κ1.Λ1
(
κ1
J1
)
×
(
θ
κ1,Λ1
φ
)2 Γp( n12 ,φ)( n1+p+12 )κ1
k1!λ1!Γp
(
n1+p+1
2
,φ
) Cφ(Ip)CΛ1 (−T1)CJ1 (− 12−1X
1
2
3 RX
1
2
3 )(
n1+p+1
2
)
J1
CΛ1 (Ip)CJ1 (Ip)
(20)
Similarly, I5 equals
∫
0<X1<Ip
|X2|
(n2−p−1)
2 |Ip − X2|−
(n2+p+1)
2
× etr
{
− 1
2
X
1
2
3 
−1X
1
2
3
(
(Ip − X2)−1X2
)
+ T2X2
}
dX2
= Γp
(
p+1
2
) ∞∑
k2=0
∑
κ
2
∞∑
λ2=0
∑
Λ2
k2∑
j2=0
∑
J2
∑
φ∗∈κ2.Λ2
(
κ2
J2
)
×
(
θ
κ2,Λ2
φ∗
)2 Γp( n22 ,φ∗
)(
n2+p+1
2
)
κ2
k2!λ2!Γp
(
n2+p+1
2
,φ∗
) Cφ∗ (Ip)CΛ2 (−T2)CJ2 (− 12−1X3)(
n2+p+1
2
)
J2
CΛ2 (Ip)CJ2 (Ip)
(21)
Substituting (20) and (21) in (19), followed by applying [25, Eq. (57), p. 254], [4, Eq. (2.10), p. 467], [15,
Eq. (1.5.12)], the result (18) follows. 
Definition. The p× p symmetric positive definite randommatrices X1 and X2 on the unit p-sphere are
said to have the bimatrix variate Kummer extended beta type IV distribution with parameters n1, n2, m
and  , denoted by (X1, X2) ∼ BKEBIVp (n1, n2, n3,m;) if their joint density is given by
K1
2∏
i=1
|X i|
(ni−p−1)
2 |Ip − X1|
(n2+n3+m−p−1)
2 |Ip − X2|
(n1+n3+m−p−1)
2 |Ip − X1X2|−
(n1+n2+n3+m)
2
× etr [−T (X1 + X2)] 2F1
(
n3
2
, (n1+n2+n3+m)
2
; (n1+n3+m)
2
; X1 (Ip − X2) (Ip − X1X2)−1)
where
K
−1
1 = C−1M(−  : −)
= C−1
[
Γp
(
(p+1)
2
)]2
Γp
(
n1
2
)
Γp
(
n2
2
)
Γp
(
m
2
) ∑
κ1,Λ1,κ2,Λ2;J1;J2;φ∈κ1.Λ1 ;φ∗∈κ2 .Λ2 ;Ω∈J1.J2
×
(
θ
κ1,Λ1
φ
)2 (
θ
κ2,Λ2
φ∗
)2 (κ1
J1
)(
κ2
J2
)
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× Γp
( n1
2
,φ
)
Γp
( n2
2
,φ∗
)(
n1+p+1
2
)
κ1
(
n1+p+1
2
)
κ2
k1!λ1!k2!λ2!Γp
(
n1+p+1
2
,φ
)
Γp
(
n2+p+1
2
,φ∗
)(
n1+p+1
2
)
J1
(
n2+p+1
2
)
J2
Cφ(Ip)Cφ()Cφ∗ (Ip)Cφ∗ ()
CΛ1 (Ip)CJ1 (Ip)CΛ2 (Ip)CJ2 (Ip)
×gΩJ1J2
Γp
(
n1+m
2
,J1
)
Γp
(
n1+n2+n3+m
2
,Ω
)
CΩ(−Ip)
Γp
(
n1+n3+m
2
,J1
) .
The expression for K1 follows directly from (18) and C = βp
(
n1+m
2
,
n3
2
)
βp(
n1
2
,
n2
2
,
n3
2
;m
2 )
.
3.3. Density of tr(F1 + F2)
Lemma 3. Suppose that S = [S1 : S2]′. Then under the assumptions of Theorem 2 the Laplace transform
of F is given by
L(S) = Γp
(
n1+m
2
)
Γp
(
n1+n2+n3+m
2
)
Γp
(
m
2
)
Γp
(
n1+n3+m
2
) |S1|− n12 |S2|− n22 ∑
κ1,κ2,φ∈κ1.κ2
θ
κ1,κ2
φ
× (
n1
2 )κ1
(
n1+m
2
)
κ1
(
n2
2 )κ2
k1!k2!
(
n1+n3+m
2
)
κ1
C
κ1,κ2
φ (−S−11 ,−S−12 ) (22)
where
∑
κ1,κ2,φ∈κ1.κ2 =
∑∞
k1=0
∑
κ
1
∑∞
k2=0
∑
κ
2
∑
φ∈κ1.κ2 and C
κ,J
φ (·, ·) denotes the invariant polynomial
with two matrix arguments (see [4]).
Proof. From (10) and performing the transformation R = X−
1
2
3 EX
− 1
2
3 , we have that the Laplace trans-
form of F is given by
L(S) = Eetr(−S1F1 − S2F2)
= K
∫
X3>0
∫
0<R<Ip
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
(23)
× |R| (n1+m)2 − (p+1)2 |Ip − R|
(n3−p−1)
2 I6I7dRdX3
where K is defined in (3) (I6 and I7 are given below).
From Eq. (1.4.6), p. 19 of [15] follows that I6 equals
∫
F2>0
|F2|
(n2−p−1)
2 etr
{
−
(
S2 + 1
2
X
1
2
3 
−1X
1
2
3
)
F2
}
dF2
= Γp(n2
2
) |S2|−
n2
2
∣∣∣∣Ip + 1
2
S
−1
2 X
1
2
3 
−1X
1
2
3
∣∣∣∣
− n2
2
(24)
and also I7 equals
∫
F1>0
|F1|
(n1−p−1)
2 etr
{
−
(
S1 + 1
2
−
1
2 X
1
2
3 RX
1
2
3 
− 1
2
)
F1
}
dF1
= Γp(n1
2
) |S1|−
n2
2
∣∣∣∣Ip + 1
2
S
−1
1 
− 1
2 X
1
2
3 RX
1
2
3 
− 1
2
∣∣∣∣
− n2
2
(25)
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Substituting (24) and (25) in (24), using [25, Eq. (4), p. 259], [15, Eq. (1.6.6), p. 36]; it follows that
L(S) = K Γp(
n1
2
)Γp(
n2
2
)Γp(
n3
2
)Γp(
n1+m
2
)
Γp(
n1+n3+m
2
)
|S1|−
n2
2 |S2|−
n2
2
×
∫
X3>0
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
×
∣∣∣∣Ip + 1
2
S
−1
2 
− 1
2 X3
− 1
2
∣∣∣∣
− n2
2
× 2F1
(
n1
2
,
n1 + m
2
; n1 + n3 + m
2
;− 1
2
X
1
2
3 
− 1
2 S−11 −
1
2 X
1
2
3
)
dX3 (26)
Applying Eqs. (1), p. 258 and (4), p. 259 of [25]; it follows that L(S) equals
K
Γp(
n1
2
)Γp(
n2
2
)Γp(
n3
2
)Γp(
n1+m
2
)
Γp(
n1+n3+m
2
)
|S1|−
n2
2 |S2|−
n2
2
∞∑
k1=0
∑
κ
1
∞∑
k2=0
∑
κ
2
(
n1
2 )κ1
(
n1+m
2
)
κ1
(
n2
2 )κ2
k1!k2!
(
n1+n3+m
2
)
κ1
×
∫
X3>0
|X3|
(n1+n2+n3+m)
2
− (p+1)
2 etr
(
−1
2
−1X3
)
×Cκ1
(
− 1
2
−
1
2 S
−1
1 
− 1
2 X3
)
Cκ2
(
− 1
2
−
1
2 S
−1
2 
− 1
2 X3
)
dX3
Using Eq. (2.8), p. 467 of [4] and Eq. (3.2), p. 58 of [3], we have after simplification (22). 
Theorem 4. Suppose that S = [sIp : sIp]′. Then under the assumptions of Lemma 3, the density function
of tr(F1 + F2) is given by
f (tr(F1 + F2)) =
Γp
(
n1+m
2
)
Γp
(
n1+n2+n3+m
2
)
Γp
(
m
2
)
Γp
(
n1+n3+m
2
)
× ∑
κ1,κ2,φ∈κ1.κ2
θ
κ1,κ2
φ (tr(F1 + F2))
n1p+n2p
2
+k1+k2−1
× (
n1
2 )κ1
(
n1+m
2
)
κ1
(
n2
2 )κ2
k1!k2!
(
n1+n3+m
2
)
κ1
Γ
(
n1p+n2p
2
+k1+k2
)Cκ1,κ2φ (−Ip,−Ip) (27)
Proof. From (22) and making use of the inverse Laplace transformation it follows that
f (tr(F1 + F2)) = 1
2π i
c+i∞∫
c−i∞
L(s) exp(s(tr(F1 + F2)))ds
= Γp
(
n1+m
2
)
Γp
(
n1+n2+n3+m
2
)
Γp
(
m
2
)
Γp
(
n1+n3+m
2
) ∑
κ1,κ2,φ∈κ1.κ2
× θκ1,κ2φ
(
n1
2 )κ1
(
n1+m
2
)
κ1
(
n2
2 )κ2
k1!k2!
(
n1+n3+m
2
)
κ1
C
κ1,κ2
φ (−Ip,−Ip)
× 1
2π i
c+i∞∫
c−i∞
s−(n1p+n2p+k1+k2) exp(s(tr(F1 + F2)))ds
Therefore from Eq. (1), p. 238 of [13] follows the result (27). 
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4. Discussion of the bivariate case
In this section, we focus on the bivariate case where (X1, X2) ∼ BEBIV (n1, n2, n3,m) with the
density function given by (7). Equivalently, (7) can be expressed as an infinite mixture of the popular
Jones’ bivariate beta distribution (which was independently proposed by Jones [20] and Olkin and
Rubin [29]):
fBEBIV (n1,n2,n3,m)(x1, x2) =
Γ
(
n1+m
2
)
Γ
(
n3+m
2
)
Γ
(
n1
2
)
Γ
(
n3
2
)
Γ
(
m
2
) ∞∑
k=0
Γ
(
n1
2
+ k
)
Γ
(
n3
2
+ k
)
k!Γ
(
n1+n3+m
2
+ k
)
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where for 0 < x1, x2 < 1,
fBBJONES(a1,a2,c)(x1, x2) =
Γ
(
a1+a2+c
2
)
Γ
(
a1
2
)
Γ
(
a2
2
)
Γ
(
c
2
)x a12 −11 x
a2
2
−1
2
× (1 − x1)
(a2+c)
2
−1 (1 − x2)
(a1+c)
2
−1 (1 − x1x2)−
(a1+a2+c)
2 . (28)
The following will be addressed in this section:
• The effect of the shape parameter n3 on the density function (7) is illustrated.• Thestress-strengthmodeldescribes the lifetimeof a componentwith randomstrengthX2 subjected
to a random stress X1. The measure P(X1 < X2) is of interest and thus the density function of the
ratio Z = X1
X2
, where (X1, X2) ∼ BEBIV (n1, n2, n3,m) is studied. Fig. 2 illustrates the shape of this
density function of Z for different values of the parameter n3.• Tabulation of some percentage points of Z is given, see Table 1.
The programming was done by making use of built-in routines of the package Mathematica. Fig. 1
illustrates the effect of the parameter n3 for n3 = 0, 4 and 10 when n1 = m = 4 and n2 = 6 on the
bivariate extended beta type IV density function. This figure also contains the contour plots for easy
comparison. As n3 increased and n1, n1,m remain constant, the density function shifts towards the x1
axes.
The density function of Z = X1
X2
for (X1, X2) ∼ BEBIV (n1, n2, n3,m) (see (7)) is given in the next
theorem.
Theorem 5. Suppose that (X1, X2) ∼ BEBIV (n1, n2, n3,m), then the density function of Z = X1
X2
is given
by
f (z) = Γ (
(n1+m)
2
)Γ ( (n2+n3+m)
2
)
Γ ( n1
2
)Γ ( n2
2
)Γ (m
2
)Γ ( n3
2
)
∞∑
j=0
∞∑
k=0
Γ ( n3
2
+ j)Γ ( n1+n2+n3+m
2
+ j + k)
j!k! G
1,1
2,2
⎡
⎣z
∣∣∣∣∣∣
α1 α2
β1 β2
∣∣∣∣∣∣
⎤
⎦
(29)
for z > 0, where α1 = −( n22 + k), α2 = n1+n2+n3+m2 + j + k − 1, β1 = n12 + j + k − 1 and
β2 = −( n1+n2+n3+m2 + j + k).
Proof. The proof of the density function of Z is based on the product moment of (X1, X2) and the
inverse Mellin transform. 
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Fig. 1. Effect of n3 on (7).
Remark. An alternative expression for the density function of Z = X1
X2
for (X1, X2) ∼
BEBIV (n1, n2, n3,m) is:
for 0 < z  1,
f (z) = z
n1
2
−1
Γ ( n1
2
)Γ ( n2
2
)Γ (m
2
)
∞∑
k=0
Γ ( n1+n2+n3+m
2
+ k)Γ ( n1+m
2
+ k)Γ ( n1+n2
2
+ k)
Γ (n1 + n2+n3+m2 + 2k)
(−z)k
k!
×2F1(n1 + n2
2
+ k, n1
2
+ k + 1; n1 + n2 + n3 + m
2
+ 2k; z)
for z > 1,
f (z) = z
−( n2
2
+1)
Γ ( n1
2
)Γ (m
2
)
∞∑
k=0
Γ ( n1+n2+n3+m
2
+ k)Γ ( n1+m
2
+ k)Γ ( n1+n2
2
+ k)Γ (− n1
2
− k)
Γ ( n1+n3+m
2
+ k)
× (−1)
k
k! 2F1(
n1 + n2
2
+ k, 1 − n1 + n3 + m
2
− k; n2
2
; 1
z
).
Note that since p = q = 2 for the Gm,np,q (.) function in (29), it is not necessary to split the domain into
0 < z  1 and z > 1.
The percentage points zα of Z are obtained numerically by solving the equation
zα∫
0
f (z)dz = α. Ev-
idently, this involves computation of the Meijer’s G-function and routines are widely available. We
used the built-in routines of the package Mathematica. Table 1 provides the numerical values of zα
for different values of parameters and α. Similar tabulations can be obtained for other values of the
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Table 1
The lower percentage points zα of Z .
n1 n2 m n3 α = 0.01 0.025 0.05 0.1
2 2 2 2 0.039786 0.098659 0.194604 0.378128
2 2 2 4 0.049761 0.123500 0.243952 0.475357
2 4 2 2 0.024911 0.061940 0.122754 0.240956
2 2 4 2 0.025015 0.062595 0.125387 0.251612
4 2 2 2 0.362734 0.550152 0.740030 0.976838
2 4 4 2 0.015012 0.037576 0.075310 0.151278
2 2 4 4 0.030032 0.075205 0.150838 0.303511
2 4 2 4 0.029903 0.074395 0.147569 0.290190
4 4 2 2 0.252780 0.388628 0.531727 0.716786
4 2 4 2 0.261564 0.410647 0.575883 0.805010
2 4 4 4 0.017519 0.043872 0.087994 0.177039
4 2 4 4 0.303411 0.477792 0.672716 0.948492
4 4 2 4 0.292869 0.451137 0.618720 0.839218
4 4 4 2 0.175456 0.276560 0.389742 0.548510
4 4 4 4 0.199540 0.315123 0.445135 0.628972
6 6 6 4 0.310616 0.424604 0.539504 0.689438
6 6 4 4 0.373029 0.502772 0.629632 0.790893
6 4 4 4 0.456135 0.612706 0.765111 0.960481
6 4 6 4 0.385280 0.526282 0.668507 0.855642
4 6 6 4 0.125511 0.20039 0.286764 0.413175
4 6 4 4 0.158147 0.250137 0.353973 0.501399
4 4 6 4 0.160546 0.256347 0.366930 0.529095
2 6 2 2 0.019943 0.049642 0.098564 0.194227
2 2 6 2 0.020058 0.050364 0.101484 0.206182
Fig. 2. Density (29) for (i) n1 = n2= m = 1 (ii) n1 = n2= m = 4.
parameters, as well as the upper percentiles. Note the percentage points in Table 1 confirm the shapes
for the densities in Fig. 2.
Fig. 2 illustrates the shape of the density function (29) for different values of the parameters.
The three curves in each panel are: tiny dotted line n3 = 2, large dotted line n3 = 4, solid line
n3 = 10.
5. Conclusion
In this paper, we introduced the bimatrix variate extended beta type IV distribution as well as the
bimatrix variate extended F distribution; both originated from “ratios" of Wishart random variates.
These are new additions to the bimatrix beta field that currently receives a lot of attention in the
literature. Some possible applications of bimatrix variate beta distributions were discussed by Díaz-
García and Gutiérrez-Jámez[7]. These newly proposed bimatrix distributions (arising from different
Wishart ratios) can serve as alternative to the well-known bimatrix variate beta type I distribution.
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Some properties of these bimatrix variate distributions in Section 2, were explored and here the
reader should note the derivation of (i) the density function of the ratio of the determinants of the
components of the bimatrix variate extended beta type IV distribution; (ii) density function of the
trace of the sum of the components of the bimatrix variate extended F distribution, as well as the
defining of the bimatrix variate Kummer extended beta type IV distribution. These exact expressions
for the distributions were in terms of complex functions that are suddenly more computable due to
dynamic programming and the availability of packages and algorithms. Therefore the theory can be
transformed into practice for the user. Applications of the ratio of Wilks’ statistic, or a variation of
it, for independent components was discussed by Pham-Gia [30], thus the potential to extend these
applications to dependent components can exist.
Lastly,we shifted attention to the bivariate case (X1, X2)with focus on the density of the ratioX1/X2
since stress-strengthmodels are important for thepractitioner. This study is concludedwith a fewopen
problems that need to be addressed in future research: (i) results for different covariance matrices,
1 and 2 of the Wishart distributions, will be an interesting study; (ii) to explore the use of these
expressions in the hypothesis testing context where two samples are present; (iii) in this study the
focus was only on bounded domain, but there is always the question about results for other domains.
Since matrix theory is now a big subject with applications in many disciplines of science, engineering
and finance, it is hoped that the results in this paper will be picked up by many researchers.
Appendix A
The expressions in this paper are expressed in terms of Meijer’s G-function, zonal polynomials,
Laguerre polynomial, hypergeometric functions with matrix argument, or homogeneous invariant
polynomials with twomatrix arguments. The reader is referred to the papers of [3,4,6,17–19] on these
functions; as well as the reference books [15,22,23,25].
[A.1] ([14])
Given a density function f (X), X : p × p, X > 0, the symmetrised density function is defined by
Greenacre [14] as fs (X) ≡ ∫O(p) f (HXH′) dH, H ∈ O (p)
where O (p) = {H (p × p) |HH′ = H′H = Ip} and dH denotes the normalised Haar invariant
measure on the orthogonal group O (p) [25, p. 72].
[A.2]
This idea from [14] was applied by Díaz-García and Gutiérrez-Jámez [5] in an inverse way, i.e. well-
known the explicit expression of the symmetrised density function of X , fs (X) ≡ ∫O(p) f (HXH′)dH.
The density function f (X), is then identified from f
(
HXH′
)
. This density obtained by applying the
idea underlying, fs (X) ≡ ∫O(p) f (HXH′) dH, was termed by Díaz-García and Gutiérrez-Jámez [5] as
the nonsymmetrised density function of X .
[A.3]
Note that fs (X) = f (X) if f (HXH′) = f (X) .
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