In self-similar fragmentations with a negative index, fragments split even faster as their mass is smaller, so that the fragmentation runs away and some mass is reduced to dust. Our purpose is to investigate the regularity of this formation of dust. Let M (t) denote the mass of dust at time t. We give some sufficient and some necessary conditions for the measure dM to be absolutely continuous. In case of absolute continuity, we obtain an approximation of the density by functions of small fragments. We also study the Hausdorff dimension of the support of dM and the Hölder-continuity of the dust's mass M .
Introduction
Fragmentation processes are random models for the evolution of an object that splits as time goes on. These models, together with their deterministic counterparts, have been widely studied by both mathematicians and physicists. We mention Aldous' survey [1] of the literature on the subject and Les Houches proceedings [10] for physical view points.
The self-similar fragmentations processes we consider in this work are those studied by Bertoin in [5] , [6] , [7] . Informally, a self-similar fragmentation is a process that enjoys both a fragmentation property and a scaling property. By fragmentation property, we mean that the fragments present at a time t will evolve independently with break-up rates depending on their masses. The scaling property specifies these mass-dependent rates. More precisely, there is a real number α, called index of self-similarity, such that the process starting from a fragment with mass m has the same distribution as m times the process starting from a fragment with mass 1, up to the time change t → tm α . The definition will be made rigorous in Section 2.
1
Our interest is more specifically in self-similar fragmentations with negative indices of self-similarity, in which a loss of mass occurs (see e.g. [7] ), corresponding to the appearance of dust -or microscopic fragments -whose total mass is non-zero. This phenomenon is a consequence of an intensive splitting that results from the scaling property: when α < 0, small fragments split faster than large ones, so that the average speed of splitting increases as time goes on and the fragmentation runs away and produces some dust. Let us mention [15] , [16] , [17] and [18] for discussions on the appearance of dust for some different classes of random fragmentations and for some deterministic fragmentation models.
The purpose of this paper is to study the regularity of this formation of dust. To be more precise, let M (t) be the dust's mass at time t, t ≥ 0. It is a non-decreasing function that can be written as M (t) = t 0 dM (u) for some non-negative measure dM . Our main point of interest is to investigate the existence of a Lebesgue density for the mass measure dM. We are also concerned with questions such as the approximation of the density (when it exists) by functions depending on small fragments, the Hausdorff dimension of dM 's support when dM is singular and the Hölder-continuity of the dust's mass M.
This study is motivated and illustrated by the "Brownian excursion fragmentation" example, introduced first in [6] and that we now roughly present. Let e = (e(x), 0 ≤ x ≤ 1) be the normalized Brownian excursion (informally, e is a Brownian motion on the unit interval, conditioned by e(0) = e(1) = 0 and e(x) > 0 for 0 < x < 1) and consider the family of random nested open sets of ]0, 1[ This family corresponds to a fragmentation of the interval ]0, 1[ as time passes (actually, one may prove that it is a self-similar fragmentation with index α = −1/2 -see [6] ). The interval components of F e (t) are the "fragments" present at time t with a positive mass (the mass of a fragment being the length of the corresponding interval) and their total mass is equal to 1 0 1 {e(u)>t} du. The dust's mass M e (t) is thus equal to 1 0 1 {e(u)≤t} du, which is positive for all t > 0. According to the Brownian motion theory, there is a local time process (L e (t), t ≥ 0) such that M e (t) = t 0 L e (s)ds for all t ≥ 0, a.s., so that the mass measure dM e has L e for Lebesgue density a.s. It is further known that this density L e can be approximated by functions of small interval components (i.e. fragments) as follows (see e.g. [22] ): for every t ≥ 0, lim ε→0 2π ε M e (t, ε) a.s. = L e (t),
= lim
where M e (t, ε) denotes the total length of excursions intervals of e above t of length less or equal to ε (that is, in terms of fragments, the total mass of fragments present at time t having a mass in ]0, ε]); and N (t, ε) is the number of excursions of e above t of length greater then ε (i.e. the number of fragments present at time t of mass greater than ε). Another point we are interested in, as mentioned above, is the Hölder-continuity of the dust's mass M e . It is well-known that that the local time L e is bounded a.s.: the dust's mass M e is therefore Lipschitz a.s.
Miermont [21] constructs similarly some fragmentations from the normalized excursions of some random continuous processes possessing a local time, which gives some more examples of fragmentations with absolutely continuous mass measure dM.
Our goal is to see how these regularity results extend to general self-similar fragmentations with negative indices. The paper is organized as follows. In Section 2, self-similar fragmentations are introduced and their main properties recalled. Section 3 concerns some preliminary results on the dust's mass M and on tagged fragments, a tagged fragment being a fragment containing a point tagged at random, independently of the fragmentation. The evolution of such fragments is well-known and is closely connected to the mass M as we shall see farther. Following one or several tagged fragments as time passes will then be a key tool in the regularity's study.
There are some self-similar fragmentations for which the mass measure dM does not have a Lebesgue density. Section 4 presents some sufficient (respectively necessary) conditions for dM to be absolutely continuous. These conditions are stated in terms of the index of selfsimilarity α and of a dislocation measure, introduced in Section 2, that, roughly, describes the distribution of sudden dislocations. For a large class of fragmentations the critical value is α = −1, in the sense that almost surely dM has a Lebesgue density if and only if α > −1. The sufficient conditions' proofs are coarser than the necessary ones and rely on Fourier analysis.
For fragmentations with an absolutely continuous mass measure dM, the approximation of the density is discussed in Section 5. Let L(t) := dM (t)/dt. In most cases, we prove the existence of a finite deterministic constant C such that for a.e. t, the functions M (t, ε)/ε |α| and N (t, ε)/ε 1−|α| converge a.s. to CL(t) as ε → 0. As in the Brownian excursion fragmentation, M (t, ε) denotes the total mass of fragments of mass in ]0, ε] at time t and N (t, ε) the number of fragments of mass greater than ε at time t.
Section 6 is devoted to the Hölder-continuity of the dust's mass M and, in cases where dM is singular, to the Hausdorff dimension of its support. The paper ends with an Appendix containing a technical proof of a result stated in Section 3.
(i) The process X is a fragmentation process if for each t 0 ≥ 0, conditionally on X(t 0 ) = (s 1 , s 2 , ...), the process (X(t + t 0 ), t ≥ 0) has the same law as the process obtained, for each t ≥ 0, by ranking in the decreasing order the components of sequences X 1 (t), X 2 (t), ..., where the r.v. X i are independent with respective laws P s i . (ii) If further X enjoys the scaling property, which means that there exists a real number α, called index of self-similarity, such that the law of (X(t), t ≥ 0) under P c is the same as that of (cX(tc α ), t ≥ 0) under P 1 , then X is a self-similar fragmentation process with index α. When α = 0, X is rather called a homogeneous fragmentation process.
We consider fragmentation processes starting from X(0) = (1, 0, 0, ...) and denote by X i (t), i ≥ 1, the components of the sequence X(t), t ≥ 0. Let F = (F (t) , t ≥ 0) be the natural filtration generated by X, completed up to P -null sets. According to [6] , the fragmentation property holds actually for F-stopping times and we shall refer to it as the strong fragmentation property.
In [6] , Bertoin shows that each self-similar fragmentation possesses a càdlàg versionwhich we may always consider -and that its distribution is entirely characterized by three parameters: the index of self-similarity α, an erosion coefficient c ≥ 0 and a dislocation measure ν, which is a sigma-finite measure on S ↓ that does not charge (1, 0, ...) and such that
Roughly speaking, the erosion is a deterministic continuous phenomenon and the dislocation measure describes the rates of sudden dislocations: a fragment with mass x splits in fragments with mass xs, s ∈ S ↓ at rate x α ν(ds). Conversely, given α, c, ν satisfying the requirements above, one can construct a corresponding self-similar fragmentation.
For technical reasons, we may need to work with an interval representation of the fragmentation: by combination of results of [3] and [6] , every α-self-similar fragmentation X can be constructed from a family (F (t), t ≥ 0) of nested random open sets of ]0, 1[ so that, for every t ≥ 0, X(t) = (X 1 (t), ...) is the ordered sequence of the lengths of the interval components of F (t). This process F possesses both an α-self-similarity and a fragmentation properties (we refer to [6] for precise definitions) and is called an interval representation of X. There is actually a one-to-one correspondence between the laws of S ↓ -valued and interval-valued self-similar fragmentations.
The advantage of this interval's view point is the passage from homogeneous to self-similar fragmentations by appropriate time-changes: consider a homogeneous interval fragmentation (F 0 (t), t ≥ 0) and define by I x (t) the interval component of
and consider the family of nested open sets of ]0, 1[ defined by
As proved in [6] , F α is an α-self-similar interval fragmentation and each self-similar interval fragmentation can be constructed like this from a homogeneous one. This associated homogeneous fragmentation has the same dislocation measure and erosion coefficient as the self-similar fragmentation.
This interval setting is particularly appropriate to tag fragments at random as detailed in the following section.
Tagged fragments and dust's mass
From now on, we shall focus on self-similar fragmentations such that α < 0, c = 0, ν = 0 and ν
That ν ( i s i < 1) = 0 means that no mass is lost within sudden dislocations. In terms of the fragmentation X, the dust's mass at time t then writes
The index α being negative, we know by Proposition 2 in [7] , that with probability one M is càdlàg, non-decreasing and reaches 1 in finite time. It can then be viewed as the distribution function of some random probability measure, that we denote by dM :
A useful tool to study this mass of dust is to tag a fragment at random in the fragmentation. To do so, consider F an interval representation of X as recalled in the previous section and let U be a random variable uniformly distributed on ]0, 1[ and independent of F. At each time t, if U ∈ F (t), denote by λ(t) the length of the interval component of F (t) containing U. If U / ∈ F (t), set λ(t) := 0. Bertoin, in [5] and [6] , has specified the law of the process λ :
where ξ is a subordinator with Laplace exponent φ given for all q ≥ 0 by
and τ is the time-change
We refer to [4] for background on subordinators and recall that E e −qξr = e −rφ(q) for r, q ≥ 0. Remark that formula (4) defines in fact a function φ on R such that φ(q) ∈ [0, ∞[ 5 for q ≥ 0 and φ(q) ∈ [−∞, 0[ for q < 0. Let ρ be the largest q such that φ(−q) > −∞. Since ν integrates (1 − s 1 ) , this definition is equivalent to ρ = sup q ≥ 0 :
Note that ρ ≤ 1. The Hölder-continuity of the dust's mass M , studied in Section 6.2, depends on this coefficient. The law of the first time I at which the tagged fragment is reduced to dust, i.e.
I := inf {t ≥ 0 : λ(t) = 0} , can then be expressed as a function of α and ξ :
One first important example of the use of tagged fragments is that the dust's mass M then coincides with the distribution function of I conditional on X, that is, a.s.
Indeed, I ≤ t if and only if U / ∈ F (t) and the conditional probability of this event given X is the total length of ]0, 1[ \F (t), i.e. 1− X 1 (t) − X 2 (t) − ... = M (t). The point is that the law of I has been extensively studied (see e.g. [13] , [9] ) and it will therefore give us some information on M.
The rest of the section concerns some preliminary results that will be needed in the sequel. Subsection 2.1 deals with some regularity properties of I's distribution. The main results of Carmona et al. [13] are recalled and some other properties developed. In Subsection 2.2, we tag several fragments independently and study their masses at the first time at which some tagged fragments are different. Subsection 2.3 is devoted to the first time at which all the mass is reduced to dust.
On the regularity of I's distribution
By (6) , I has the same law as ∞ 0 exp(αξ r )dr. Carmona, Petit and Yor studied in [13] these exponential functionals. They showed (Prop. 3.1 iv, Prop. 3.3) that I has entire moments of all positive orders and that
Remark with (4) , that
In the sequel, we will often assume that µ < ∞, because of the following lemma:
We point out that the existence of some β < 1 such that S ↓ (1 − s 1 ) β ν(ds) < ∞ is not necessary to prove the assertion (i).
Proof. (i) It is Proposition 2.1 of [13] .
(ii) The point is to show that for all a ≥ 0, the function x → e ax k(e x ) is bounded on R. To that end, we need the following result of [13] (Prop. 2.1): the density k is a solution of the equation
where π denotes the Lévy measure of ξ and π(x) := π (]x, ∞[) , x > 0. This leads to
where * denotes the convolution product. It is well-known (by Hölder inequality) that for p ≥ 1 the convolution product of a function of L p (dx) with a function of L p/(p−1) (dx) is bounded on R. So if we prove that the functions x → 1 {x<0} π(−x/ |α|)e ax and x → e (a+1)x k(e x ) respectively belong to L p (dx) and L p/(p−1) (dx) for some p ≥ 1, the proof will be ended. Let us first show that π ∈ L γ (dx) for all 1 < γ < 1/β such that S ↓ (1 − s 1 ) β ν(ds) < ∞ (such β exists by assumption). To see this, note that
(see e.g. the remarks at the end of [5] ), which gives
Then combine this with ∞ 0 xπ(dx) = φ (0 + ) < ∞ (which is a consequence of µ < ∞ and (4)) to get that
ax , belongs to L γ (dx) for all 1 < γ < 1/β. It remains to prove that for all a ≥ 0, the function x → e (a+1)x k(e x ) belongs to L γ/(γ−1) (dx) for some γ ∈ ]1, 1/β[. Fix such a γ and remark that it is sufficient to show that this function belongs to L γ n (dx) for all n ∈ N. We prove this by induction on n. For n = 0, this is an immediate consequence of
, which is finite for all a ≥ 0 by Proposition 3.3 of [13] . For the next step, we need the following result: for all p, q ≥ 1,
which we first prove. By applying Hölder inequality twice, first to the measure |f (x − y)| dy and second to |g(y)| q dy, we get
The last two integrals do not depend on x and are finite. The first integral, seen as a function of x, is integrable by Fubini's Theorem. So, f * g ∈ L pq (dx). Now we apply this result to functions x → 1 {x<0} π(−x/ |α|)e ax and x → e (a+1)x k(e x ), which belong respectively to L γ (dx) and L 1 (dx), and this shows with (9) that x → e ax k(e x ) ∈ L γ (dx) for a ≥ 0. Applying this recursively, we get that the function x → e ax k(e x ) ∈ L γ n (dx) for all a ≥ 0 and n ∈ N.
Tagging n fragments independently
We consider the joint behavior of n fragments tagged independently. More precisely, let U 1 , ...,U n be n independent random variables, uniformly distributed on ]0, 1[ and independent of the fragmentation process, and for i = 1, ..., n and t ≥ 0, let λ i (t) be the length of the interval component of F (t) containing the point U i if U i ∈ F (t) and set λ i (t) := 0 if U i / ∈ F (t). The law of (λ 1 , λ 2 , ..., λ n ) is exchangeable, but the processes λ 1 , λ 2 , ..., λ n are not independent. They coincide on [0, T n [ , where T n denotes the first time at which the U i 's, i = 1, ..., n, do not all belong to the same fragment, that is
Note that T n > 0 a.s., since, by independence of the
n−1 which tends to 1 as t → 0. At time T n , there are L distinct tagged fragments -for some random L ≥ 2 -which, according to the fragmentation and scaling properties, evolve independently and with a law depending on their masses. The aim of this subsection is to give some information on these masses.
Consider an integer l ≥ 2. Conditionally on L = l, we may assume, by exchangeability, that U 1 , U 2 , ...,U l belong all to different fragments at time T n , so that the masses of the l distinct fragments at time
The following lemma provides an integrability property of a function depending on the masses of tagged fragments at time T n . It will be a key point in the study of regularity. More precisely, it will be used to prove the Hölder-continuity of the dust's mass M (see Section 6) and, in the special case where n = 2, to show the absolute continuity of the mass measure dM for some (α, ν)-fragmentations (see Section 4).
Lemma 2 For all a 1 , ..., a l in R, the following assertions are equivalent
The proof of this technical result is provided in the Appendix at the end of the paper.
First time at which all the mass is reduced to dust
The first time at which the mass is entirely reduced to dust, i.e.
T := inf {t ≥ 0 : X 1 (t) = 0} (10) is almost surely finite (see [7] ). The asymptotic behavior of P (T > t) as t → ∞ is discussed in [17] and leads us to
Proof. According to Section 5.3 in [17] , there exist two positive finite constants A and B such that
That E [T ] < ∞ is then immediate. To prove the second assertion, assume first that
and denote by t 0 its largest element. Define then u by (t 0 − u) /t 0 = 1/2 |α| . Since u < t 0 , T ≥ u a.s. Thus, applying the fragmentation and scaling properties at time u,
where the T (i) are iid with the same law as T and independent of F(u). In other words, if (12) holds, then for all
To prove the statement, we therefore have to show that (13) is false. In that aim, suppose first that
By definition of t 0 and u, this implies that a.s. (t 0 − u)/X |α| 1 (u) ≤ t 0 and then X 1 (u) ≥ 1/2. Using the connections between homogeneous fragmentations and self-similar ones as explained in Section 2, we see that this leads to the existence of a homogeneous fragmentation X h with dislocation measure ν such that a.s. for all t ≥ 0, X h 1 (t) ≥ X 1 (t). In particular, X h 1 (u) ≥ 1/2 a.s. From Proposition 12 in [3] and its proof, we know the existence of a subordinator σ with Laplace exponent given by (4) 
We then have σ(u) ≤ ln 2 a.s. However, it is well known that the jump process of σ is a Poisson point process with intensity the Lévy measure of σ and since here this Lévy measure is not trivial and u > 0, the r.v. σ(u) can not have a deterministic upper bound. Thus (14) can not be true and for some (13) holds, that the sum
diverges with a positive probability. Yet, this is not possible: by (11) ,
where (15) is then finite a.s. and consequently (13) is false.
Regularity of the mass measure dM
This section is devoted to the study of existence or absence of a Lebesgue density for the mass measure dM of a fragmentation X with parameters α, c and ν satisfying hypothesis (H). More precisely, we give some sufficient conditions on α and ν for the existence of a density in L 2 (dt ⊗ dP ) and some sufficient conditions for the measure dM to be singular a.s. In the sequel, we will often assume 1 that the constant µ introduced in (8) is finite, i.e.
and that
We recall that I is a random variable that corresponds to the first time at which a tagged fragment vanishes and that its distribution is given by (6) . Here is our main result:
s j ν(ds) < ∞, then the measure dM is absolutely continuous a.s. and its density belongs to
In (i), the criterion S ↓ i<j s 1+α i s j ν(ds) < ∞ is optimal in the sense that there are some fragmentations with index α > −1, satisfying assumptions (A1) and (A2) on ν, and such that dM is absolutely continuous with a density in
s j ν(ds) is finite. Some illustrating examples are given after the proof of Theorem 4 (i).
In the special case where ν(s N +1 > 0) = 0 for some given N ≥ 2 (that is each dislocation gives rise to at most N fragments), note that when α > −1,
Both parts of Theorem 4 then complement each other and give the following result.
Corollary 5 Assume that ν(s N +1 > 0) = 0 for some integer N and that (A1) and (A2) hold. Then, with probability one, the measure dM is absolutely continuous if and only if α > −1. When α > −1, the density of dM is in L 2 (dt ⊗ dP ) and when α ≤ −1, dM is singular a.s.
We now turn to the proofs. That of Theorem 4 (i) uses Fourier analysis.
Proof of Theorem 4 (i).
Introduce the Fourier transform of dM , i.e.
It is well-known that the measure dM is absolutely continuous with a density L in L 2 (dt) if and only if the integral
dθ is finite and then that
Consequently, taking the expected values, dM is absolutely continuous with a density in
dθ is finite. To see when the latter happens, let us first rewrite M in a more convenient way. We know, by (7) , that the dust's mass can be expressed a.s. as M (t) = P (I ≤ t | X), t ≥ 0, where I corresponds to the first time at which a tagged fragment vanishes. In others words, dM is the conditional law of I given X and M can be written as
Dealing with M (θ) 2 suggests then to work with two fragments tagged independently. So, consider U 1 and U 2 , two independent random variables uniformly distributed on ]0, 1[ and independent of X, and the corresponding tagged fragments, as explained in Section 3.2. Let I 1 (resp. I 2 ) denote the first time at which the tagged fragment containing U 1 (resp. U 2 ) vanishes. These random variables are not independent, however they are independent conditionally on X and then, by (18) ,
Recall the notations of Section 3.2: T 2 is the first time at which the fragments containing the tagged points U 1 and U 2 are different and λ 1 (T 2 ) (resp. λ 2 (T 2 )) the mass of the fragment containing U 1 (resp. U 2 ) at that time T 2 . An application of the scaling and strong fragmentation properties at this (randomized) stopping time T 2 leads to the existence of two independent random variables I 1 and I 2 , independent of F(T 2 ) and (λ 1 (T 2 ), λ 2 (T 2 )), and with the same distribution as I, such that
This yields to
Our goal is then to show that the characteristic function of the random variable λ
To proof this, we use the following result (see [12] , p.20): if a function f ∈ L 1 (dx), is bounded in a neighborhood of 0 and has a non-negative Fourier transform f , then f ∈ L 1 (dx). We already know that the characteristic function of λ
. Next, recall that I 1 , I 2 and (λ 1 (T 2 ), λ 2 (T 2 )) are independent and that I has a bounded density k, according to Lemma 1 and assumptions (A1) and (A2). Let C be an upper bound of k. Then, easy calculations show that the random variable λ
which is bounded by
The first integral is bounded from above by E λ
and the second one by E λ α 2 (T 2 )1 {λ 2 (T 2 )≥λ 1 (T 2 )} . These two expectations are equal. By applying Lemma 2 to a 1 = |α| and a 2 = 0, we see that there are finite as soon as α > −1 and S ↓ i<j s 1+α i s j ν(ds) < ∞. Therefore f is bounded and the function θ
Some examples. Let us now give some examples of fragmentation processes with a dislocation measure satisfying assumptions (A1) and (A2) , an index of self-similarity α > −1 and such that the mass measure dM does not have a density in L 2 (dt ⊗ dP ) when
s j ν(ds) = ∞. Specifically, consider the dislocation measures ν(ds) = n≥1 a n δ n −1 , n −1 , ..., n −1 ,0,... n times (ds), n≥1 a n < ∞.
is finite for all β ≥ 0. If we moreover assume that n≥1 a n ln n < ∞ (which is equivalent to the integrability of n≥1 |log(s n )| s n with respect to ν), both assumptions (A1) and (A2) are satisfied. The measure ν is constructed so that when a fragment splits, it splits into n fragments with same masses for some 1 ≤ n < ∞. Combining this with (19) , we have that
where ψ I denotes the characteristic function of I. This characteristic function is in L 2 (dx), since the density k of the law of I 1 is in L 2 (dx) (see Lemma 1). Hence
The proof of Theorem 4 (ii) relies essentially on the following lemma:
Lemma 6 If α ≤ −1, for a.e. t, the number of fragments with positive mass present at time t is finite a.s.
This has already been proved in the last Section of [7] for α < −1 and extends to α ≤ −1 as follows.
Proof. For fixed time t, by applying the fragmentation and scaling properties at that time, we see that we can rewrite the differences M (t + ε) − M (t), ε > 0, as
where the processes M (i) are mutually independent and independent of F(t), and have the same law as M. Let then T (i) , i ≥ 1, denote the first time at which the dust's mass M (i) reaches 1 and remark that for all a > 0,
The Lebesgue differentiation theorem states that a.s., for a.e. t, lim ε→0 (M (t + ε) − M (t)) /ε exists and is finite. Note that the order of "almost surely" and "for almost every t" can be exchanged and therefore, for a.e. t, there exists a finite r.v. L(t) such that
For such a time t, denote by E t the event "the number of macroscopic fragments at time t is infinite" 13 and take ω in E t such that (23) holds. Given a positive a, we introduce the (random) sequence ε n = aX n (t)(ω). Since |α| ≥ 1 and ε n > 0 for all n ≥ 1, we deduce from (22) (ω being dropped from notations) that
By Lemma 3, P (T (1) ≤ a) > 0 and then, since the T (n) are iid, lim sup
This holds for every a > 0. In other words, for a.e. ω ∈ E t , L(t)(ω) = ∞. But L(t) < ∞ a.s, and so P (E t ) = 0.
Proof of Theorem 4 (ii).
First, remark that since the first time I at which a tagged fragment vanishes is supposed to satisfy
Next, choose a time t such that the number of fragments with positive mass present at that time is a.s. finite and remark that the convergence to 0 above combined with formula (21) implies that
Therefore, by Fatou's Lemma,
a.s.
= 0.
According to the previous lemma this holds for a.e t ≥ 0, and we conclude by Fubini's Theorem that a.s., for a.e. t ≥ 0, lim inf n→0 n (M (t + 1/n) − M (t)) = 0. By the Lebesgue differentiability Theorem, this is equivalent to the a.s. singularity of dM, which ends the proof.
Approximation of the density
When the mass measure dM of some (α, ν)-fragmentation X (satisfying hypothesis (H)) possesses a Lebesgue density, a question that naturally arises, is to know if, as in the Brownian excursion fragmentation discussed in the Introduction, this density can be approximated by functions of small fragments. In most cases, the answer is positive. To see this, introduce for t ≥ 0 and ε > 0
the total mass at time t of macroscopic fragments with mass at most ε, and
the number of fragments present at time t with mass greater than ε. We then have:
Theorem 7 Consider a dislocation measure ν such that (A1) holds and suppose that (a) the mass measure dM is absolutely continuous with a density L in L p (dx ⊗ dP ) for some p > 1, (b) the fragmentation is not geometric, i.e. there exists no r > 0 such that the mass of every fragment at every time t belongs to the set e −kr : k ∈ N . Then, for a.e. t,
The assumptions (a) and (b) are not so restrictive. First, recall that Theorem 4 (i), Section 4, gives sufficient conditions for the mass measure to have a density in L 2 (dx ⊗ dP ). Next, concerning assumption (b), it is easy to see that the fragmentation is not geometric as soon as ν S ↓ = ∞. This is a consequence of Corollary 24.6 in [23] and its proof (to see this, consider the subordinator ξ introduced in Section 3 and note that its Lévy measure is finite if and only if ν is finite).
To prove Theorem 7, we need the following lemma and the Wiener-Pitt Tauberian Theorem, which is recalled just after the proof of the Lemma.
Lemma 8 Let I be a r.v. independent of X, with the same distribution as the first time of vanishing of a tagged fragment (given by (6)). If the mass measure dM is absolutely continuous with a density L in L p (dx ⊗ dP ) for some p > 1, then for a.e. t,
Proof. As in the proof of Lemma 6, we rewrite the difference M (t + ε) − M (t), as
where the processes M (i) are independent copies of M and independent of F(t). If I denotes a r.v. independent of X and with the same distribution as (6) , we get from (7) that E[M (s)] = P (I ≤ s) , for s ≥ 0, and then that
Hence, almost surely,
For a.e. t, (M (t + ε) − M (t)) /ε converges to L(t) as ε → 0, L being the density of dM. Since this density is supposed to belong to L p (dx ⊗ dP ) for some p > 1, we may apply the maximal inequality of Hardy-Littlewood (see e.g. [24] , p.5), which yields
for some deterministic constant C. Then, for a.e. t, the r.v. sup ε>0 (M (t + ε) − M (t)) /ε has a moment of order p and the dominated convergence theorem can be applied in the left-hand side of (26). Therefore, for a.e. t,
since L(t) is F(t) -measurable, F being a right-continuous filtration. This right-continuity of F is a classical consequence of the Feller property of X (proved in [6] ).
The following Wiener-Pitt Tauberian Theorem is proved in [11] , on page 227. We recall that a function g with values in R is said to be slowly decreasing if
Theorem 9 (Wiener-Pitt) Consider f, g : (0, ∞) → R and letf (z) := ∞ 0 t z f (1/t)dt/t for z ∈ C such that the integral converges. Iff (z) exists and is non-zero for Rez = 0 and if g is bounded, measurable and slowly decreasing, then
By definition, a function g is slowly increasing if (−g) is slowly decreasing. The WienerPitt Theorem thus remains valid for slowly increasing functions g.
Proof of Theorem 7. Let us start with the convergence of ε a M (t, ε) as ε → 0. In that aim, consider I a r.v. independent of X and with the same distribution as the first time of vanishing of a tagged fragment and fix t ≥ 0 such that (24) holds. Then set
(g is a random function). The convergence (24) is equivalent to
so that, provided that the Wiener-Pitt Theorem applies,
(by (8)). Thus, we just have to check that f and g satisfy the assumptions of the Wiener-Pitt Theorem. Consider first f. For every x in R,f (ix) = E [I ix−1 ] exists since E [I −1 ] is finite. We would like to show that E [I ix−1 ] is non-zero for all x ∈ R. When x = 0, E [I −1 ] > 0 since I is a positive random variable. Now for x = 0, consider the subordinator ξ introduced in Section 3.2 and related to the law of I by (6) . As a consequence of assumption (b), the Lévy measure π α of the subordinator |α| ξ is not supported by a set rN, for some r > 0, so that the characteristic exponent ψ(x) = ∞ 0
(1 − e ixu )π α (du) of this subordinator is non-zero when x = 0. Then, following the proof of Proposition 3 in [13] , we get that
Thus we just have to prove that E [I ix ] is non-zero. We know ( [9] ) that there exists a random variable R, independent of I, such that IR law = e where e denotes the exponential r.v. with parameter 1. Therefore,
This last integral is equal to Γ(1 + ix), Γ being the analytic continuation of the Gamma function, and it is well-known (see e.g. [2] ) that Γ(z) = 0 for all z in the complex plane.
which is a.s. bounded on R * + (by (24) and since P (I ≤ 1) ≥ P (T ≤ 1) > 0 by Lemma 3). The function x → M (t, x) is a limit of step functions, thus it is measurable and g is measurable. It remains to show that g is slowly increasing, that is
We have that
For all l ≥ 1, the second term in the right-hand side of this identity is non-negative, which leads to inf
Now, since g is a.s. bounded, there exists a positive random constant C such that a.s.
and finally, lim
The Wiener-Pitt Theorem therefore applies to f and g and the convergence of ε α M (t, ε) to L(t)/ |α| µ as ε → 0 is proved.
The last point to show, is the a.s. convergence of ε 1+α N (t, ε) to L(t) (1 − |α|) / |α| 2 µ as ε → 0. Bertoin's proof, p.4. in [8] , which relies on Abelian-Tauberian theorems, adapts easily here to give
The asymptotic behavior of N (t, ε) as ε → 0 can then be deduced from that of M (t, ε).
Some remarks on small fragments behavior. Theorem 7 shows that for most of fragmentations with an index of self-similarity in ]−1, 0[ , the small fragments functions ε α M (t, ε) and ε 1+α N (t, ε) converge, for a.e. fixed time t, to non-degenerate limits as ε → 0. Moreover, for negative-index fragmentations that are not taken into account in Theorem 7, one can see 2 that for a.e. t ≥ 0, ε α M (t, ε) and ε 1+α N (t, ε) are anyway bounded a.s. When α ≤ −1, we more precisely have that M (t, ε) = 0 and N (t, ε) is constant for ε small enough, almost surely and for almost every t (it is Lemma 6).
This completes in some way the discussion on the asymptotic behavior of M (t, ε) and N (t, ε) as ε → 0 undertaken by Bertoin in [8] for fragmentations with a positive index of selfsimilarity. The investigating methods (and the results) are completely different according whether the index of self-similarity is positive or negative. The positive case relies on a martingale approach (that cannot be shifted to the negative case) and gives, with suitable assumptions on ν, that
for some constants C(t, ω), C and where f (ε) = S ↓ i s i 1 {s i <ε} ν(ds). Note that this function depends on ν but not on α, whereas in the negative case the convergence rate depends only on α.
Another remark when α < 0 and (A1) holds is that the measure dM is singular if and only if ε α M (t, ε) a.s.
→ 0 for a.e t. To see this, combine equations (22) and (26) .
2 With the notations of the proof of Lemma 6 and using (22) and (23) , one gets that for a.e. t,
Consider then a 1/2 such that P T (1) ≤a 1/2 ≥ 1/2. Since the r.v. T (i) are iid and independent of F(t),
By taking the sum, we see that ε α M (t, ε) is a.s. bounded for t such that (23) holds and so does ε 1+α N (t, ε) in view of equivalence (27) .
Hausdorff dimension and Hölder-continuity
When the measure dM is singular, it may be interesting to estimate the "size" of the support of dM (denoted here by supp(dM )), which is the smallest closed set C of R + such that dM (R + \C) = 0. An appropriate concept is then that of Hausdorff dimension:
where
the infimum being taken over all collections of intervals with length |B i | < ε, whose union covers E. For background on the subject, see e.g. [14] . Since the dust's mass M is the distribution function of dM, it is well known that the Hausdorff dimension of dM s support is connected to the Hölder-continuity of M, in the sense that dim H (supp(dM )) ≥ γ as soon as M is Hölder-continuous of order γ. In Subsection 6.1, we give some lower and upper bounds for dim H (supp(dM )). These bounds coincide in some interesting cases, as for example fragmentations where individual dislocations give rise to at most N fragments for some given N ≥ 2. Subsection 6.2 is devoted to the Hölder-continuity of M. For the sequel, we recall that ρ is defined as ρ = sup q ≥ 0 :
and set
A := sup a :
Remark that 0 ≤ ρ ≤ A ≤ 1.
Hausdorff dimension of the support of dM
Recall that T denotes the first time at which all the initial mass is reduced to dust, so that
The difference between the above results (ii) and (iii), can mainly be explained by the Poisson point process construction of homogeneous fragmentations (see [5] and [3] ) and the passage from homogeneous to self-similar fragmentations. Indeed, this construction shows that when ν is finite the notion of "first splitting" is well-defined and that it occurs at an exponential time T with parameter ν(S ↓ ), so that M is null near 0, whereas when ν is infinite the splitting times are dense in R + . This will be a key point in the proofs below.
We point out that in the case of a finite dislocation measure ν such that ν(s N +1 > 0) = 0 for some integer N, the assumptions (A1) and (A2) hold. Therefore, by Corollary 5, with probability one dM is singular if and only if α < −1 and in that case, by Proposition 10, dim H (supp(dM )) a.s. = 1/ |α| (since A = 1 when ν(s N +1 > 0) = 0 -see (16) ).
We now turn to the proofs. It is a standard result (see e.g. Theorem 2, chapter 10 of Kahane [19] ) that the convergence of
for some real number a ≤ 1 leads to dim H (supp(dM ) ≥ a. Thus, the proof of Proposition 10 (i) is an immediate consequence of the following lemma:
Lemma 11 Consider a positive real number a and suppose that assumptions (A1) and (A2) hold. Then
We point out that the implication ⇐ does not take into account the assumptions (A1) and (A2) . Proof. Using the same notations as in the proof of Theorem 4 (i), we have that
(30) Suppose first that a < 1 ∧ (A/ |α|) . By assumptions (A1) and (A2) and Lemma 1, we know that I has a density k such that k(x) and xk(x) are bounded on R * + , say by C and D, and then that λ |α| 1 (T 2 ) I 1 − λ |α| 2 (T 2 ) I 2 has a density f (see (20) for an explicit expression). Our goal is to prove that
By Fubini's Theorem, the second term in the right-hand side of this inequality is proportional to
which is finite. Indeed, recall that I has positive moments of all orders and remark that the expectation is bounded from above by E λ αa 2 (T 2 )1 {λ 2 (T 2 )≥λ 1 (T 2 )} , which is finite by Lemma 2, as a |α| < A ≤ 1. Next, in order to bound the first term in the right-hand side of (31), remark that
Using the upper bounds C of k(x) and D of xk(x), one gets
and so, the first term in the right-hand side of (31) is bounded from above by
aα 1 {λ 1 (T 2 )≥λ 2 (T 2 )} , which is finite, according to Lemma 2 and the assumption on a. All this shows that
To prove the converse implication, first note that
) and I 1 , I 2 are independent. Therefore, by identity (30) ,
which is, by Lemma 2 and the definition of A, equivalent to a < (A/ |α|) . On the other hand, it is well-known that
Proof of Proposition 10 (ii).
Consider an interval representation F of the fragmentation as explained in Section 2 and denote by ζ x , x ∈ ]0, 1[ , the time at which the fragment containing x vanishes, that is ζ x = inf {t > 0 : x / ∈ F (t)} . Then set
By formula (7) , M (t) = P (I ≤ t | X) for all t ≥ 0 a.s., and since I is the first time at which a tagged fragment vanishes, we have M (t) = 1 0 1 {ζx≤t} dx, t ≥ 0. Then the closure A of A contains the support of the measure dM and it is sufficient to bound from above dim H A . Since ν(S ↓ ) < ∞, we may consider the first splitting time, denoted by T . It is a stopping time. Let J 1 , J 2, ... denote the non-empty disjoint intervals obtained after this first split so that X 1 (T ) ≥ X 2 (T ) ≥ ... are their respective sizes and remark that
We first need to prove that
To that end, take a in ∪ i {ζ x , x ∈ J i } and consider a sequence (x n ) in ∪ i J i such that ζ xn → a. Extracting a subsequence if necessary, we may assume that (x n ) converges. Call x its limit and J xn the interval that contains x n , n ≥ 1. Either |J xn | 0 as n → ∞ and then
21
there is a subsequence x ϕ(n) such that the number of disjoint J x ϕ(n) , n ≥ 1, is finite, so that there is at least one of these intervals containing an infinite number of x ϕ(n) and then a ∈ ∪ i {ζ x , x ∈ J i }. Or, |J xn | → 0 as n → ∞, which implies that ζ xn a.s.
→ T as n → ∞. To see why this last point holds, introduce T n the first time at which the fragment J xn vanishes during the fragmentation, n ≥ 1. Of course, T < ζ xn ≤ T n . By application of the scaling and strong fragmentation properties at time T, we see that there exists a r.v. T (n) , independent of F(T ) and with the same distribution as T (see (10) ) such that T n − T = |J xn | |α| T (n) . Hence, using that E [T ] < ∞ (see Lemma 3) and extracting a subsequence if necessary,
So, in both cases,
The opposite inclusion is obvious. Now, for each i ≥ 1 set
It follows from the scaling and strong fragmentation properties that the sets A i are iid with the same law as A and are independent of F(T ). Combining this with (32) will lead us to m γ (A) = 0 for γ > 1/ |α|, which in turn will imply that dim H A ≤ 1/ |α| , by the definitions of m γ and dim H (see respectively (29) and (28)). To see this, fix γ > 1/ |α| and ε > 0 and define for every subset
coverings of E by intervals Bn of lengths≤ε n |B n | γ .
Using that
Since the first time T at which all the mass has been reduced to dust has a finite expectation and since A ⊂ [0, T ] , E mes ε γ (A) is finite. Moreover, i (X i (T )) = 1 and X 1 (T ) < 1 a.s., which implies that E i (X i (T )) −αγ < 1 when γ > 1/ |α| . Combining this with (33) and the fact that the random variables A i are independent of F(T ) and have the same law as A implies that E mes Proof of Proposition 10 (iii). Fix 0 < s < t and recall that the fragmentation and scaling properties applied at time s give
where the M (i) are mutually independent, independent of F (s) and with the same distribution as M. Since ν S ↓ = ∞, the number of splits before time s is almost surely infinite. So if M (s) = 0, that is no mass is lost at time s, none of the fragments with positive mass appeared before s has entirely vanished at time s, so that there is an infinite number of fragments with positive mass present at time s. In particular, if M (t) = 0, then M (s) = 0 and X i (s) > 0 for all i ≥ 1. This gives with (34) that when M (t) = 0, then
But this event has a 0-probability since P (M (u) = 0) < 1 for some u large enough. Therefore, P (M (t) = 0) = 0 and this holds for all t > 0. Next, using again (34) , remark that conditionally on X 1 (s) > 0, we have that 1 {X 1 (s)>0} M
(1) ((t − s)X α 1 (s)) > 0 a.s. and then that M (t) > M (s) a.s. In others words, P (M (s) < M (t) | s < T ) = 1. Since this holds for all 0 < s < t and since the dust's mass M is a non-decreasing function, P (M (s) < M (t) for all 0 ≤ s < t < T ) = 1.
6.2 Hölder continuity of the dust's mass M Proposition 12 Suppose that assumptions (A1) and (A2) hold. Then, (i) the mass M is a.s. Hölder-continuous of order γ for every γ < (1/2) ∧ (A/2 |α|).
(ii) if ν (s N +1 > 0) = 0 for some integer N, the mass M is a.s. Hölder-continuous of order γ for every γ < 1 ∧ (ρ/ |α|) .
The upper bound 1 ∧ (ρ/ |α|) is larger than (1/2) ∧ (A/2 |α|) as soon as ρ ≥ A/2 or |α| ≤ 2ρ. Remark also that when ν (s N +1 > 0) = 0 for some integer N, the coefficient A = 1 (see (16) ) and the coefficient ρ = 1 if and only if ν is moreover finite.
Part (i) of Proposition 12 is just a consequence of Lemma 11:
Proof of Proposition 12 (i). Consider γ ∈ ]0, 1 ∧ (A/ |α|)[ and remark that for all t > s ≥ 0,
s. finite by Lemma 11, and then,
for some a.s. finite constant B.
The proof of the second part of Proposition 12 is slightly longer. The point is to use the well-known Kolmogorov criterion (see e.g. [22] , p. 26, Theorem 2.1). In that aim, we first prove the following lemma.
Lemma 13
Suppose that there exists an integer N such that ν (s N +1 > 0) = 0 and fix an integer n ≥ 2. Suppose moreover that for all k ∈ {1, ..., n − 1} there exist a finite constant C k and a positive real number a k < k ∧ ((k − 1 + ρ) / |α|) such that
Then, for all a < infn 1 +n 2 +...+n l =n n i ∈N\{0}
(a n 1 +...+a n l )∧((n − 1) / |α|) , there exists a finite constant
Proof. Consider n points tagged independently, as explained in Section 3.2, and denote by I 1 , ..., I n their respective times of reduction to dust. The r.v. I i , 1 ≤ i ≤ n, have the same distribution as I (see (6) ). By construction, the I i 's are independent conditionally on X, and therefore, by formula (7) , we have that
As in the proof of Theorem 4 (i), the goal is now to "introduce some independence" in order to bound from above this expectation. To that end, consider T n , the first time at which the n tagged points do not belong to the same fragment and regard the distribution of the tagged points at that time. More precisely, for each integer l ≥ 2 and each l-tuple (n 1 , n 2 , ..., n l ) ∈ (N\ {0}) l satisfying n 1 + n 2 + ... + n l = n, consider the event
.., U l belong all to different fragments at time T n and there are n k tagged points in the fragment containing
Since the number of such events is finite and since the law of (I 1 , ..., I n ) is exchangeable, we just have to prove that for a fixed l-tuple (n 1 , n 2 , ..., n l ) and all a < (a n 1 + ... + a n l ) ∧ (n − 1) / |α| , there exists a finite constant C such that
Conditionally on A (n 1 ,n 2 ,...,n l ) , there are l tagged fragments at time T n , with respective masses, λ 1 (T n ), ..., λ l (T n ) and containing each, respectively, n 1 , ..., n l tagged points. Write then
and recall that the l fragments evolve independently after time T n . Recall also the scaling property of the fragmentation and consider the identity (36) (that holds for every integer n, and in particular the n k 's). Then, setting M (t) := 0 for t < 0, there exists a random process M with the same law as M and independent of F (T n ) , (λ 1 (T n ), ..., λ n (T n )) and A (n 1 ,n 2 ,...,n l ) such that
.
Now consider the assumptions we have made in the statement. Since M is a.s. bounded by 1, the inequality (35) holds actually by replacing a n k by any b n k ≤ a n k and C n k by C n k ∨ 1. Therefore, for each l-tuple (b n 1 , ..., b n l ) such that b n k ≤ a n k , 1 ≤ k ≤ l, there exists a finite deterministic constant C such that
And then
To see when the latter expectation is finite we use Lemma 2. Since, by assumption, ν (s N +1 > 0) = 0 and |α| b n k < n k (recall that ρ ≤ 1) for 1 ≤ k ≤ l, 
Proof of Proposition 12 (ii).
For all integer n ≥ 1, define γ n := sup {a ≥ 0 : ∃ C < ∞ such that E [(M (t) − M (s)) n ] ≤ C (t − s) a for all t ≥ s ≥ 0} .
It is well-defined since M is a.s. bounded by 1. Our goal is to prove that the claim
holds for all integers k ≥ 1. If this is true, the proof is finished, since the Kolmogorov criterion then asserts that for each k ≥ 1 and every γ such that
there is a γ-Hölder-continuous version of M. Since M is non-decreasing, it is actually M that is a.s. Hölder-continuous with these orders γ. Letting k → ∞, M is then a.s. γ-Hölder-continuous for every γ < (ρ/ |α|) ∧ 1.
So let us prove by induction the claims C(k), k ≥ 1. That C(1) holds is obvious. To prove C(2), remark first that γ 1 = 1. This is a consequence of formula (7) , which gives E [M (t) − M (s)] = E 1 {s<I<t} and then of assumptions (A1) and (A2) , which, by Lemma 1, imply that I has a bounded density. Then, γ 1 = 1 and Lemma 13 lead to γ 2 ≥ 2 (1 ∧ ((ρ ∧ 1/2) / |α|)) . And next, using recursively the same lemma and the fact that ρ ≤ 1, we get that γ n ≥ n (1 ∧ (ρ/ |α|) ∧ (1/2 |α|)) for all n ≥ 1.
Which proves the claim C(2). Fix now an integer k ≥ 2 and suppose that C(k) holds. We want to prove C(k + 1). By Hölder's inequality,
n/(n−1) (n−1)/n .
First, remark the existence of a finite constant C such that E (M (t) − M (s)) n/(n−1) ≤ C(t − s) since 0 ≤ M (t) − M (s) ≤ 1 for t ≥ s and since I has a bounded density. Next, by claim C(k), γ nk ≥ n ((k − 1) ∧ (kρ/ |α|) ∧ ((k − 1) / |α|)) for all n ≥ 1, and this implies, with the previous remark and (39) , that γ k+1 ≥ (k − 1) ∧ (kρ/ |α|) ∧ ((k − 1) / |α|) + (n − 1) /n for all n ≥ 1.
Letting n → ∞ and using that k − 1 > 0, it is easy to see that
When n ≤ k + 1,
and then γ n ≥ nγ k+1 /(k + 1). Hence, γ n ≥ n (k ∧ ((k + 1)ρ/ |α|) ∧ (k/ |α|)) / (k + 1) for all n ≤ k + 1.
Next, by applying Lemma 13 recursively, we get that γ n ≥ n (k ∧ ((k + 1)ρ/ |α|) ∧ (k/ |α|)) / (k + 1) for n > k + 1 and so C(k + 1) holds. Hence the claims C(k) hold for every integers k ≥ 1.
Remark. If for some deterministic γ ≤ 1, ε > 0 and some random C such that E [C 1+ε ] < ∞ the following holds 
and that So it just remains to specify for which (a 1 , ..., a l ) , the expectation E (λ 1,h (T n,h −)) − l k=1 a k is finite. To that end, remark that given λ 1,h , the probability that the tagged points U 2,h , ..., U n,h belong to the same fragment as U 1,h at time t is equal to λ n−1 1,h (t), since the U i,h 's are independent and uniformly distributed on ]0, 1[ . In other words, P (T n,h > t | λ 1,h ) = λ n−1 1,h (t) ∀t > 0.
As recalled in Section 3, the process (λ 1,h (t), t ≥ 0) can be expressed in the form (exp(−ξ t ), t ≥ 0), for some pure jumps subordinator ξ with Laplace exponent φ given by (4) . Therefore P (T n,h > t | λ 1,h ) = e −(n−1)ξt and for all a ∈ R:
E λ Finally, using the Master Formula (see [22] , p.475), we get 
