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ONE DIMENSIONAL PERTURBATIONS OF UNITARIES
THAT ARE QUASIAFFINE TRANSFORMS OF SINGULAR
UNITARIES, AND MULTIPLIERS BETWEEN MODEL
SPACES
MARIA F. GAMAL’
Abstract. It is shown that, under some natural additional conditions,
an operator which intertwines one cyclic singular unitary operator with
one dimensional perturbation of another cyclic singular unitary operator
is the operator of multiplication by a multiplier between model spaces.
Using this result, it is shown that if T is one dimensional perturbation of
a unitary operator, T is a quasiaffine transform of a singular unitary op-
erator, and T is power bounded, then T is similar to a unitary operator.
Moreover, supn≥0 ‖T
−n‖ ≤ (2(supn≥0 ‖T
n‖)2 + 1) · (supn≥0 ‖T
n‖)5.
1. Introduction
Let H and K be (complex, separable) Hilbert spaces, and let L(H,K) be
the space of (linear, bounded) operators acting from H to K. If H = K,
we will write L(H) instead of L(H,H). Let T ∈ L(H), and let R ∈ L(K).
An operator X ∈ L(H,K) intertwines T with R, if XT = RX. If X is a
unitary operator, then T and R are called unitarily equivalent, in notation:
T ∼= R. If X is invertible, that is, X−1 ∈ L(K,H), then T and R are called
similar, in notation: T ≈ R. If X is a quasiaffinity, that is, kerX = {0}
and closXH = K, then T is called a quasiaffine transform of R, in notation:
T ≺ R. Clearly, T ≺ R if and only if R∗ ≺ T ∗. If T ≺ R and R ≺ T , then
T and R are called quasisimilar, in notation: T ∼ R. Recall that if T and
R are unitary operators and T ≺ R, then T ∼= R [21, Proposition II.3.4].
Also, T is similar to a unitary operator if and only if T is invertible and
supn∈Z ‖T n‖ <∞ [20].
An operator T ∈ L(H) is called power bounded, if supn≥0 ‖T n‖ < ∞.
In [13] a question is raised: if a power bounded operator is quasisimilar to
a singular unitary operator, is it similar to a unitary operator? In some
particular cases, an answer is positive [18], [1], [8]. In particular, if U is
a unitary operator, W is an invertible operator, there exists a subsequence
{nk}k of positive integers such that Unk →k W weakly, T is a power bounded
operator, and T ≺ U , then
sup
n≥0
‖T−n‖ ≤ ‖W−1‖(sup
n≥0
‖T n‖)2.
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Therefore, by [20], T is similar to a unitary operator, and by [21, Propo-
sition II.3.4], T ≈ U . But the author does not know any example of a
power bounded operator T satisfying the above conditions and such that
supn≥0 ‖T−n‖ actually depends on ‖W−1‖.
In the present paper, it is proved that if T is a power bounded operator, U
is a singular unitary operator, T ≺ U and T is one dimensional perturbation
of a unitary operator, then
sup
n≥0
‖T−n‖ ≤ (2(sup
n≥0
‖T n‖)2 + 1) · (sup
n≥0
‖T n‖)5.
Consequently, T ≈ U . If U is an absolutely continuous unitary operator,
then there exists a contraction T , that is, ‖T‖ ≤ 1, such that T is one
dimensional perturbation of a unitary operator, T ∼ U , and T 6≈ U . Also,
for every a > 0 there exists a contraction T , such that T is one dimensional
perturbation of a unitary operator, T ≈ U , and ‖T−1‖ > a. Examples
are contractions with scalar outer characteristic functions [21, §VI.3, §VI.4].
On the other hand, if T is a contraction and T ≺ U for a singular unitary
operator U , then T ∼= U [21, Theorems I.3.2, II.6.4, II.2.3].
Clearly, T is one dimensional perturbation of a unitary operator if and
only if T ∗ is one dimensional perturbations of a unitary operator, and U is
a singular unitary operator if and only if U∗ is a singular unitary operator.
Therefore, one can consider one dimensional perturbation T of a unitary
operator such that U ≺ T for a singular unitary operator U . In the present
paper, it is shown that the question about similarity of such T and U can
be reduced to the case where the intertwining operator which realizes the
relation U ≺ T is the operator of multiplication by a multiplier between
model spaces. Multipliers between model spaces are studed in [6] and [7].
In particular, in [6] and [7] isometric multipliers are studed, that is, the
operator of multiplication by such multiplier is an isometry. In the case
considered in the present paper, multiplication by an isomertic multiplier
realizes the relation T ∼= U . Therefore, isometric multipliers, as well as such
multipliers that the range of the operator of multiplication by them is not
dense [7], are not considered in the present paper. On the other hand, a
result of the present paper can be formulated as follows. If the operator X
of multiplication by a multiplier realizes the relation U ≺ T and T is power
bounded, then T ≈ U . A natural question arises: is the relation T ≈ U
realized by X? As is shown in Theorem 3.6 (below), every multiplier with
dense range realizes the relation U ≺ T for some operator T . As is shown
in [7, Theorem 6.14], a multiplier with dense range can be noninvertible.
But the relationship between power boundedness of T and invertibility of
X does not considered in the present paper.
Main Theorem. Suppose T is a power bounded operator, T is one
dimensional perturbation of a unitary operator, U is a singular unitary op-
erator, and T ≺ U . Then
sup
n≥0
‖T−n‖ ≤ (2(sup
n≥0
‖T n‖)2 + 1) · (sup
n≥0
‖T n‖)5.
Consequently, T ≈ U .
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The paper is organized as follows. In Section 2, known facts about model
spaces and Clark measures are recalled. In Section 3, it is shown that opera-
tors of multiplication by multipliers between model spaces intertwine cyclic
singular unitary operators with one dimensional perturbations of cyclic sin-
gular unitary operators. In Section 4, auxiliary results using in Section 5 are
proved. In Section 5, it is shown that if the relation U ≺ T is realized by the
operator of multiplication by a multiplier between model spaces and T is
invertible, then supn≥0 ‖T−n‖ ≤ (supn≥0 ‖T n‖)5. In Section 6, some results
closed to results of Section 5 are proved. Namely, asymmetric truncated
Toeplitz operators as intertwining operators are considered. In Section 7,
Main Theorem is proved.
The following notation is used. For a subspace M of a Hilbert space, by
PM the orthogonal projection on M is denoted. For a positive measure ν,
by Uν the operator of multiplication by the independent variable in L
2(ν)
is denoted. The symbols T, D, and D denote the unit circle, the open unit
disk, and the closed unit disk, respectively. The symbols χ and 1 denote
the identity function and the unit constant function, respectively, that is,
χ(ζ) = ζ, 1(ζ) = 1, ζ ∈ D. The symbol m denotes the normalized Lebesgue
measure on T. For a finite positive Borel measure µ on T set
µ̂(n) =
∫
T
ζ−ndµ(ζ), n ∈ Z.
2. Model spaces and Clark measures
In this section, we recall facts about model spaces and Clark measures
(or Aleksandrov–Clark measures, in other terminology) of inner functions,
which will be needed in the sequel, see [5] and [17] for the references, see
also [10, Sec. 2.7], [9, Sec. 8] and references therein.
Denote by m the normalized Lebesgue measure on the unit circle T and
by H2 the Hardy space in the unit disk D. Indeed, functions from H2 have
nontangential boundary values on T a.e. with respect to m. Set H2− =
L2(T,m)⊖H2. Set χ(z) = z, 1(z) = 1, z ∈ D.
Let θ be an inner function. Put Kθ = H2 ⊖ θH2. The space Kθ is called
the model space corresponding to θ. It is well known and easy to see that
f ∈ Kθ if and only if θχf ∈ Kθ. For λ ∈ D put
(2.1) kθ,λ(z) =
1− θ(λ)θ(z)
1− λz and k∗θ,λ(z) =
θ(z)− θ(λ)
z − λ , z ∈ D.
Then kθ,λ, k∗θ,λ ∈ Kθ, k∗θ,λ = θχkθ,λ, and f(λ) = (f, kθ,λ) for any λ ∈ D
and f ∈ Kθ.
The space Kθ is coinvariant subspace of S ∈ L(H2), the operator of
multiplication by χ in H2. Put Sθ = PKθS|Kθ . It is easy to see that 1,
χθ ∈ Kθ if and only if θ(0) = 0.
Let θ(0) = 0. Then
(2.2) Sθf = χf − (f, χθ)θ, f ∈ Kθ.
For c ∈ T put
(2.3) U(θ)c = Sθ + c(·, χθ)1.
It is easy to see that U(θ)c is unitary for every c ∈ T.
ONE DIMENSIONAL PERTURBATIONS OF UNITARIES 4
Let µ be a positive Borel singular measure on T, and let µ(T) = 1. Then
the function θ defined by the formula
(2.4)
1
1− θ(z) =
∫
T
1
1− zζ dµ(ζ), z ∈ D,
is inner, and θ(0) = 0. Furthermore, θ has nontangential boundary values
equal to 1 on T a.e. with respect to µ. Conversely, for every inner function θ
such that θ(0) = 0 there exists a positive Borel singular measure µ := σ1 on
T such that µ(T) = 1 and (2.4) is fulfilled. Let c ∈ T. Applying (2.4) to cθ
one obtains a positive Borel singular measure σc on T such that σc(T) = 1
and
(2.5)
1
1− cθ(z) =
∫
T
1
1− zζ dσc(ζ), z ∈ D.
Since θ has nontangential boundary values equal to c on T a.e. with respect
to σc, we obtain that the measures σc are pairwise singular. Every function
f ∈ Kθ has nontangential boundary values f(ζ) for a.e. ζ ∈ T with respect
to σc, for all c ∈ T [17]. The operator
(2.6)
Jθ,c ∈ L(Kθ, L2(T, σc)),
(Jθ,cf)(ζ) = f(ζ) for a.e. ζ ∈ T with respect to σc, f ∈ Kθ,
is unitary, and
(2.7) (J−1θ,c γ)(z) = (1− cθ(z))
∫
T
γ(ζ)
1− zζ dσc(ζ), z ∈ D, γ ∈ L
2(σc)
[5]. Furthermore, by (2.2) and (2.3),
(2.8) Jθ,cU(θ)c = UσcJθ,c.
Lemma 2.1. Suppose θ is an inner function, θ(0) = 0, u ∈ Kθ, and
(2.9) T = Sθ + (·, χθ)u.
If T is an isometry, then u = c a.e. on T for some c ∈ T. Conversely, if
u = c a.e. on T for some c ∈ T, then T is unitary.
Proof. Indeed, T is an isometry if and only if T ∗T = I. It is easy to compute
that
T ∗T = I − (·, χθ)χθ + (·, χθ)S∗θu+ (·, S∗θu)χθ + ‖u‖2(·, χθ)χθ.
If T ∗T = I, then
(2.10) χθ = S∗θu+ (χθ, S
∗
θu)χθ + ‖u‖2χθ.
Therefore, S∗θu = aχθ for some a ∈ C. But χθ ⊥ S∗θKω, and we conlcude
that a = 0. Thus, u = c a.e. on T for some c ∈ C. Clearly, ‖u‖2 = |c|2. We
infer from (2.10) that ‖u‖2 = 1.
Now suppose that u = c a.e. on T for some c ∈ T. Then, by (2.3),
T = U(θ)c. Thus, T is unitary. 
The following lemma will be used in the proof of Proposition 5.2.
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Lemma 2.2. Suppose µ is a positive Borel singular measure on T, µ(T) = 1,
J−1θ,1 ∈ L(L2(µ),Kθ) acts by the formula (2.7), χ(ζ) = ζ, ζ ∈ D, γ ∈ L2(µ),
and a =
∫
T
γdµ. Set u = J−1θ,1 (χγ). Then
J−1θ,1γ = θχu and J
−1
θ,1γ = χu+ a(1− θ).
Proof. For λ ∈ D set γλ(ζ) = 1−θ(λ)1−λζ , ζ ∈ T. We have Jθ,1kθ,λ = γλ and
Jθ,1k∗θ,λ = χγλ. Thus, for u = J
−1
θ,1χγλ we have θχu = J
−1
θ,1γλ. Since
{γλ}λ∈D is total in L2(µ), we have that J−1θ,1γ = θχu, where u = J−1θ,1 (χγ),
for every γ ∈ L2(µ).
Recall that Uµ ∈ L(L2(µ)) is the operator of multiplication by χ. We
have
J−1θ,1γ = J
−1
θ,1Uµ(χγ) = J
−1
θ,1UµJθ,1J
−1
θ,1 (χγ) = J
−1
θ,1UµJθ,1u.
Since Jθ,1 is unitary,
(u, χθ)Kθ = (J
−1
θ,1 (χγ), J
−1
θ,1χ)Kθ = (χγ, χ)L2(µ) = a.
By (2.8), (2.2), and (2.3),
(J−1θ,1UµJθ,1f)(z) = zf(z) + (f, χθ)Kθ(1− θ(z)), z ∈ D, f ∈ Kθ.
Therefore,
(J−1θ,1γ)(z) = (J
−1
θ,1UµJθ,1u)(z) = zu(z) + (u, χθ)Kθ(1− θ(z))
= zu(z) + a(1− θ(z)), z ∈ D.

3. Multipliers between model spaces as intertwining operators
In this section, it is proved that, under some natural additional conditions,
an operator which intertwines a cyclic singular unitary operator with one
dimensional perturbation of another cyclic singular unitary operator, is the
operator of multiplication by a multiplier between model spaces. Also, the
converse is true.
Suppose θ, ω ∈ H∞ are inner functions, and g ∈ H2. If gf ∈ Kω for
every f ∈ Kθ, then g is called a multiplier between Kθ and Kω. Clearly, the
mapping
(3.1) Kθ → Kω, f 7→ gf, f ∈ Kθ,
is bounded by the closed graph theorem.
The following facts can be found in [6], [7], or can be easy checked straight-
forward.
Lemma 3.1. [6], [7]. Suppose θ, ω ∈ H∞ are inner functions, and g ∈ H2.
Set χ(z) = z, z ∈ T.
(i) The function g is a multiplier between Kθ and Kω if and only if there
exists a function g1 ∈ H2 such that g = ωθg1 a.e. on T and gf ∈ H2 for
every f ∈ Kθ.
(ii) If clos gKθ = Kω, then g is outer, and g = cωθg a.e. on T for some
c ∈ T. Furthermore, gKθ = Kω if and only if f/g ∈ H2 for every f ∈ Kω.
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Remark 3.2. Crofoot transform allows to consider Frostman shift of inner
functions θ and ω instead of θ and ω themselves when multipliers are studed
(see [6], [7], [9, Sec. 3.3]). Therefore, we can assume that θ(0) = 0 and ω(0)
=0.
Example 3.3. [6], [7] (i) There exist isometric multipliers g, i.e., such that
the operator of multiplication by g defined by (3.1) is a unitary operator [6].
(ii) There exist nonisometric multipliers g such that gKθ = Kω, in other
words, the operator of multiplication by g defined by (3.1) is nonunitary
invertible operator [6].
(iii) There exist multipliers g such that gKθ 6= Kω and the operator of
multiplication by g defined by (3.1) is left-invertible. Namely, let θ and
ϑ be two nonconstant inner functions such that their boundary spectrums
do not intersect (see [7] for definition). By [7, Theorem 3.5], the set of
multipliers between Kθ and Kϑθ is Kχϑ. Take g ∈ Kχϑ such that 1/g ∈ H∞
(for example, g can be defined by (2.1) applied to χϑ). Then the operator
of multiplication by g is left-invertible. If this operator is onto Kϑθ, then, by
[6], dimKχϑ = 1, a contradiction with the assumption that ϑ is nonconstant.
(iv) There exist multipliers g such that clos gKθ = Kω and gKθ 6= Kω
[7, Theorem 6.14] (the first equality follows from condition (ii) in the proof
of [7, Theorem 6.14]).
The following lemma can be easy checked straightforward, therefore, its
proof is omitted.
Lemma 3.4. Suppose R ∈ L(H), u, v ∈ H, T = R+ (·, v)u, and λ ∈ C. If
(R− λ)−1 exists and 1 + ((R − λ)−1v, u) 6= 0, then
(T − λ)−1x = (R− λ)−1x− ((R − λ)
−1x, v)
1 + ((R − λ)−1u, v) (R− λ)
−1u, x ∈ H.
The following theorem is the main result of this section.
Theorem 3.5. Suppose θ, ω ∈ H∞ are inner functions, θ(0) = 0, ω(0) = 0,
1(z) = 1, χ(z) = z, z ∈ T,
u ∈ Kω, T = Sω + (·, χω)u,
X ∈ L(Kθ,Kω), X∗χω = χθ, and XU(θ)1 = TX.
Set
g =
u− ω
1− θ .
Then g ∈ Kω and Xf = gf for every f ∈ Kθ.
Proof. Recall that kθ,λ is defined in (2.1). We have
((Sθ − λ)−1)∗χθ = − 1
θ(λ)
kθ,λ
for every λ ∈ D such that θ(λ) 6= 0. Therefore,
(3.2) ((Sθ − λ)−1f, χθ) = −f(λ)
θ(λ)
for every f ∈ Kθ and every λ ∈ D such that θ(λ) 6= 0.
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Let f ∈ Kθ, and let λ ∈ D be such that θ(λ) 6= 0, ω(λ) 6= 0, and
u(λ) 6= ω(λ). By Lemma 3.4 applied to T and (3.2) applied to ω,
(3.3)
((T−λ)−1Xf,χω)
= ((Sω − λ)−1Xf,χω)− ((Sω − λ)
−1Xf,χω)
1 + ((Sω − λ)−1u, χω)((Sω − λ)
−1u, χω)
= −(Xf)(λ)
ω(λ)
− (Xf)(λ)
ω(λ)
1
1− u(λ)ω(λ)
u(λ)
ω(λ)
=
(Xf)(λ)
u(λ)− ω(λ) .
By Lemma 3.4 applied to U(θ)1 and (3.2) applied to θ,
(3.4)(
X
(
(Sθ − λ)−1f − ((Sθ − λ)
−1f, χθ)
1 + ((Sθ − λ)−11, χθ)(Sθ − λ)
−11
)
, χω
)
=
(
(Sθ − λ)−1f − ((Sθ − λ)
−1f, χθ)
1 + ((Sθ − λ)−11, χθ)
(Sθ − λ)−11, χθ
)
=
f(λ)
1− θ(λ) .
Since
X(U(θ)1 − λ)−1 = (T − λ)−1X,
we obtain from (3.3) and (3.4) that
(Xf)(λ) =
u(λ)− ω(λ)
1− θ(λ) f(λ)
for every f ∈ Kθ and every λ ∈ D such that θ(λ) 6= 0, ω(λ) 6= 0, and
u(λ) 6= ω(λ). Therefore, Xf = gf . Since 1 ∈ Kθ and X1 = g, we conclude
that g ∈ Kω. 
Theorem 3.6. Suppose θ, ω ∈ H∞ are inner functions, θ(0) = 0, ω(0) = 0,
1(z) = 1, χ(z) = z, z ∈ T, and g is a multiplier between Kθ and Kω. Let the
function g1 be defined in Lemma 3.1(i), and let the operator X ∈ L(Kθ,Kω)
be defined by (3.1). Suppose g1(0) 6= 0. Let c ∈ T. Put
(3.5) u = ω +
1
g1(0)
(c− θ)g.
Then u ∈ Kω. Put
(3.6) T = Sω + (·, χω)u.
Then
(3.7) XU(θ)c = TX.
Proof. Clearly, u ∈ H2,
u = ω ·
(
1 +
(cθ − 1)g1
g1(0)
)
a.e. on T, and
(
1 +
(cθ − 1)g1
g1(0)
)
(0) = 0,
because θ(0) = 0. Thus, u ∈ Kω. Furthermore,
(3.8) X∗(χω) = g1(0)χθ.
It follows from (2.2) and (3.8) that
(3.9) SωX −XSθ = (·, χθ) · (θg − g1(0)ω).
Now (3.7) follows from (2.3), (3.5), (3.8) and (3.9). 
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Example 3.7. [6]. Suppose θ is an inner function, θ(0) = 0, and 0 6= λ ∈ D.
Recall that kθ,λ and k∗θ,λ are defined in (2.1). Put
ω = χk∗θ,λ/kθ,λ and g = 1/kθ,λ.
Clearly, g is outer, and g = ωθg a.e. on T. Let c ∈ T. Define u by (3.5) and
T by (3.6). Then u = ω + (c− θ)g and T ≈ U(θ)c. If
(3.10) card{w ∈ D : θ(w) = θ(λ)} > 2,
then T is not unitary.
Indeed, g is a multiplier between Kθ and Kω by Lemma 3.1(i). Define X
by (3.1). By Theorem 3.6, XU(θ)c = TX. By Lemma 3.1(i), X is invertible.
Thus, X realizes the relation T ≈ U(θ)c.
Suppose that T is unitary. By Lemma 2.1, u = c11 for some c1 ∈ T.
Thus,
(3.11) c1 = ω + (c− θ)g.
Take w ∈ D such that w 6= λ and θ(w) = θ(λ). By the definition of ω,
ω(w) = 0. We infer from (3.11) that
w =
1
λ
(
1− c1 1− |θ(λ)|
2
c− θ(λ)
)
.
This contradicts with (3.10).
In the following example an operator is constructed, which is two dimen-
sional perturbation of one unitary operator, is similar to this unitary oper-
ator, and is one dimensional perturbation of another unitary operator. The
idea from [11, Lemma 3.1] is used. In [11, Lemma 3.1], unitary operators
are considered, therefore, |ϕ| = 1 a.e. with respect to ν is supposed there.
In the present paper, nonunitary operators are considered. The obtained
multiplier is from [7, Corollary 7.6].
Example 3.8. [11, Lemma 3.1] [7, Corollary 7.6]. Suppose θ is an inner
function, θ(0) = 0, and 1 6= c ∈ T. Recall that U(θ)1 is defined by (2.3), and
σc is defined by (2.5). Set ν = σc. Let ϕ ∈ L∞(ν) be such that 1/ϕ ∈ L2(ν).
Without loss of generality, we can assume that
∫
T
1
|ϕ|2dν = 1. Put
Y = ϕ(Uν) and T = Uν + (c− 1)(·, χ/ϕ)ϕ.
Recall that Jθ,c is defined by (2.6). Taking into account that
U(θ)1 − U(θ)c = (1− c)(·, χθ)1,
it is easy to see that
Y Jθ,cU(θ)1J
−1
θ,c = TY and dim ran(T − Jθ,cU(θ)1J−1θ,c ) ≤ 2
(see (2.2), (2.3), and (2.8)). Put dν1 =
1
|ϕ|2dν. Then ν1(T) = 1. Define
Z ∈ L(L2(ν), L2(ν1)) by the formula
Zf = ϕf, f ∈ L2(ν).
It is easy to see that Z is a unitary operator. Define ω by ν1 as in (2.4).
Put T1 = J
−1
ω,1ZTZ
−1Jω,1. Then T ∼= T1, and it is easy to see that
T1 = Sω + (·, χω)
(
(c− 1)J−1ω,1|ϕ|2 + 1
)
.
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Set X = cJ−1ω,1ZY Jθ,c. It is easy to see that
XU(θ)1 = T1X and X
∗χω = χθ.
Thus, T1 and X satisfy to the conditions of Theorem 3.5 with
(3.12) u = (c− 1)J−1ω,1|ϕ|2 + 1.
By Theorem 3.5, g = u−ω1−θ is a multiplier between Kθ and Kω. Applying
(2.7) and (2.5), it is easy to see that
(3.13) J−1ω,1|ϕ|2 =
1− ω
1− cθ .
Therefore,
g = c
1− ω
1− cθ .
Applying Lemma 2.1 to T1 and taking into account (3.12) and (3.13), it is
easy to see that T1 is unitary if and only if ω = cθ. The latest equality
means that ν1 = σc = ν. Thus, T1 is unitary if and only if |ϕ| = 1 a.e. with
respect to ν. Therefore, if 1/ϕ ∈ L∞(ν), and |ϕ| is a nonconstant function,
then Y is invertible, T1 is nonunitary, and T1 ≈ U(θ)1.
4. Auxiliary results
In this section, auxiliary results using in the next section are proved.
The following lemma is a particular case of [8, Theorem 2.5 and Lemma
2.4], see also [1], [18]. Note that a misprint is in [8, Theorem 2.5]: x must
be deleted twice.
Lemma 4.1. Suppose {λj}j ⊂ T, {Hj}j is a family of Hilbert spaces,
H = ⊕jHj, U = ⊕jλjIHj ,
R ∈ L(K) is a power bounded operator, and R ≺ U . Then there exists an
invertible operator Y ∈ L(K,H) such that
Y R = UY, ‖Y ‖ ≤ sup
n≥0
‖Rn‖, and ‖Y −1‖ ≤ (sup
n≥0
‖Rn‖)2.
Proof. By [8, Theorem 2.5 and Lemma 2.4], R ≈ U and
sup
n≥0
‖R−n‖ ≤ (sup
n≥0
‖Rn‖)2.
Let Y be the canonical interwining mapping of R and its unitary asymptote
U (see [13]). We have
lim inf
n→+∞ ‖R
nx‖ ≤ ‖Y x‖ ≤ lim sup
n→+∞
‖Rnx‖ for every x ∈ K.
The needed estimate on ‖Y ‖ follows from the right inequality.
Let x ∈ K. Set y = Y x. We have
‖Y −1y‖ = ‖x‖ = ‖R−nRnx‖ ≤ (sup
n≥0
‖R−n‖) · ‖Rnx‖.
Therefore,
‖Y −1y‖ ≤ (sup
n≥0
‖R−n‖) · lim inf
n→+∞ ‖R
nx‖
≤ (sup
n≥0
‖R−n‖) · ‖Y x‖ = (sup
n≥0
‖R−n‖) · ‖y‖.
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Thus,
‖Y −1‖ ≤ sup
n≥0
‖R−n‖ ≤ (sup
n≥0
‖Rn‖)2.

Lemma 4.2. Suppose {λj}j , {ξj}j ⊂ T, {Hj}j is a family of Hilbert spaces,
H = ⊕jHj, U , W ∈ L(H),
U = ⊕jλjIHj , W = ⊕jξjIHj ,
{nk}k is a subsequence of positive integers, and
Unkx→k Wx for every x ∈ H.
Furthermore, suppose T ∈ L(K), M = supn≥0 ‖T n‖, X ∈ L(H,K) is a
quasiaffinity, and
XU = TX.
Then there exist R ∈ L(K) and an invertible operator Y ∈ L(H,K) such
that
T nkx→k Rx for every x ∈ H, XW = RX,
‖Y ‖ ≤M , ‖Y −1‖ ≤ M2, and R = YWY −1. Consequently, R is invertible,
‖R−1x‖ ≤M3‖Rx‖, and ‖(R∗)−1x‖ ≤M3‖R∗x‖ for every x ∈ K.
Proof. SetMj = closXHj for every j, then K = ∨jMj and T |Mj = λjIMj .
Note that λnkj →k ξj for every j. Let {xj}j ⊂ K be such that xj ∈ Mj for
every j, and let the cardinality of {j : xj 6= 0} be finite. Put x =
∑
j xj and
Rx =
∑
j ξjxj. Since T
nkx→k Rx, we have ‖Rx‖ ≤M‖x‖. Since the set of
x constructed as above is dense in K, the mapping R can be extended on the
whole K, that is, R ∈ L(K). Since T lnkx→k Rlx for every l ∈ N and every x
constructed as above, we obtain that ‖Rlx‖ ≤M‖x‖ for such x. Since the set
of such x is dense in K, we conclude that supn≥0 ‖Rn‖ ≤M . It easy follows
from the definition of R that RX = XW . Therefore, X∗R∗ = W−1X∗.
Applying Lemma 4.1 to R∗, we obtain an invertible operator Y∗ such that
Y∗R∗ = W−1Y∗, ‖Y∗‖ ≤ M , and ‖Y −1∗ ‖ ≤ M2. Set Y = Y ∗∗ . Then Y
satisfies the conclusion of the lemma. Finally, from the equalities
Y −1 =W−1Y −1R
and R−1x = YW−1Y −1x = YW−1W−1Y −1Rx, x ∈ K,
we obtain that
‖R−1x‖ ≤ ‖Y ‖‖W−1‖‖W−1‖‖Y −1‖‖Rx‖ ≤M3‖Rx‖, x ∈ K.
The estimate for R∗ is proved similarly. 
Lemma 4.3. Suppose U ∈ L(H) is a unitary operator, and {λj}j ⊂ T
are all eigenvalues of U . Then H = Hat ⊕ Hc, where Hat and Hc are
hyperinvariant subspaces of U , Hat = ⊕jHj , U |Hat = ⊕jλjIHj , and U |Hc
has no eigenvalues. Moreover, there exist a subsequence {nk}k of positive
integers and a family {ξj}j ⊂ T such that
Unkx→k (⊕jξjIHj )x for every x ∈ Hat
and Unk →k (⊕jξjIHj )⊕OHc weakly.
ONE DIMENSIONAL PERTURBATIONS OF UNITARIES 11
Proof. By Wiener theorem (see, for example, [12, I.7.13, Remark b]), there
exists a subsequence {nl}l of positive integers such that
(4.1) Unl |Hc →l OHc weakly.
There exist a subsequence {lk}k of positive integers and a family {ξj}j ⊂ T
such that λ
nlk
j →k ξj for every j. Clearly,
(4.2) Unlk |Hatx→k (⊕jξjIHj )x for every x ∈ Hat.
The conclusion of the lemma follows from (4.1) and (4.2). 
Proposition 4.4. Let T ∈ L(H) be an invertible operator, and let C > 0.
Set
X ={x ∈ H : there exist subsequences {nk}k and {lk}k
of positive integers such that lim
k
‖T−lkx‖ ≤ C lim
k
‖T nkx‖}
(we suppose that the limits in the definition of X exist). Suppose that
closX = H. Then supn≥0 ‖T−n‖ ≤ C(supn≥0 ‖T n‖)2.
Proof. Set M = supn≥0 ‖T n‖. For n ≥ 0, x ∈ X , and all sufficiently large k
we have
‖T−nx‖ = ‖T lk−nT−lkx‖ ≤M‖T−lkx‖.
Therefore,
‖T−nx‖ ≤M lim
k
‖T−lkx‖ ≤MC lim
k
‖T nkx‖ ≤ CM2‖x‖.
Since closX = H, the latest estimate takes place for every x ∈ H. 
5. Multipliers as intertwining operators: estimates of the
norms of powers of intertwined operators
We need the following simple lemma.
Lemma 5.1. Suppose ν is a positive measure, {ψn}n ⊂ L∞(ν), ψ ∈ L∞(ν),
supn ‖ψn‖∞ < ∞, ψn → ψ a.e., {ηn}n ⊂ L2(ν), g, η ∈ L2(ν), and ηn → η
weakly in L2(ν). Then (gψn, ηn)L2(ν) → (gψ, η)L2(ν).
Proof. We have∫
gψnηndν −
∫
gψηdν =
∫
g(ψn − ψ)ηndν +
∫
gψ(ηn − η)dν.
Second summand tends to zero due to the weak convergence ηn → η. First
summand can be estimated as follows:∣∣∣∫ g(ψn − ψ)ηndν∣∣∣ ≤
∫
|g(ψn − ψ)ηn|dν
≤
(∫
|g(ψn − ψ)|2dν
)1/2(∫
|ηn|2dν
)1/2
.
We have
sup
n
(∫
|ηn|2dν
)1/2
<∞,
because the sequence {ηn}n converges weakly in L2(ν). First factor tends
to zero by Lebesgue’s dominated convergence theorem. 
The following proposition is the main result of this section.
ONE DIMENSIONAL PERTURBATIONS OF UNITARIES 12
Proposition 5.2. Suppose µ is a positive Borel singular measure on T,
µ(T) = 1, χ(ζ) = ζ, ζ ∈ D, Uµ is the operator of multiplication by χ in
L2(µ), γ ∈ L∞(µ), Wγ is the operator of multiplication by γ in L2(µ), and
there exists a subsequence {nk}k of positive integers such that
Unkµ →k Wγ weakly.
Furthermore, suppose θ is defined by µ as in (2.4), J−1θ,1 ∈ L(L2(µ),Kθ) acts
by the formula (2.7), g ∈ L2(m),
X ∈ L(Kθ, L2(m)) acts by the formula Xf = gf, f ∈ Kθ.
Finally, let p be an (analytic) polynomial. Then
lim
k
(‖XJ−1θ,1Unkµ p‖2 − ‖pXJ−1θ,1χ−nk‖2) = ‖XJ−1θ,1Wγp‖2 − ‖pXJ−1θ,1γ‖2
and
lim
k
(‖XJ−1θ,1U−nkµ p‖2 − ‖pXJ−1θ,1χ−nk‖2) = ‖XJ−1θ,1W ∗γ p‖2 − ‖pXJ−1θ,1γ‖2.
Proof. Set κn = J
−1
θ,1χ
n, n ∈ Z. By Lemma 2.2,
κn = θκ−n + µ̂(−n)(1− θ), n ∈ N.
Therefore,
(5.1)
|κn|2 =|κ−n|2 + 2Re
(
θκ−nµ̂(−n)(1− θ)
)
+ |1− θ|2|µ̂(−n)|2
a.e. on T (with respect to m), n ∈ N.
For z ∈ D set
fz(ζ) = ζ
p(ζ)− p(z)
ζ − z = ζ
deg p∑
l=1
p̂(l)
l−1∑
s=0
ζ l−1−szs, ζ ∈ T,
and for n ∈ Z and z ∈ D set
(5.2) ψn(z) = (1− θ(z))(χn, fz)L2(µ).
There exists C > 0 which depends on p, but does not depend on n ∈ Z and
z ∈ D, such that
(5.3) |ψn(z)| ≤ C for all z ∈ D, n ∈ Z.
In particular, ψn ∈ H∞. Furthermore, (5.2) is fulfilled for nontangential
boundary values of ψn. It follows from (2.7) that
(J−1θ,1U
n
µ p)(z) = ψn(z) + p(z)κn(z), z ∈ D, n ∈ Z.
Thus,
(5.4) XJ−1θ,1U
n
µ p = gψn + gpκn, n ∈ Z.
We infer from (5.1) and (5.4) that
(5.5)
‖XJ−1θ,1Unµ p‖2 =‖gψn‖2 + 2Re(gψn, gpκn) + ‖gpκ−n‖2
+ 2Re
(
µ̂(−n)
∫
T
|g|2|p|2θκ−n(1− θ)dm
)
+ |µ̂(−n)|2
∫
T
|g|2|p|2|1− θ|2dm, n ∈ N,
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while
(5.6) ‖XJ−1θ,1U−nµ p‖2 = ‖gψ−n‖2+2Re(gψ−n, gpκ−n)+‖gpκ−n‖2, n ∈ N.
Set a =
∫
T
γdµ. We have
(5.7) lim
k
µ̂(−nk) = a.
Furthermore, κnk →k J−1θ,1γ and κ−nk →k J−1θ,1γ weakly in Kθ. Since X is
bounded,
(5.8) gκnk →k gJ−1θ,1γ and gκ−nk →k gJ−1θ,1γ weakly in L2(m).
Since (5.2) is fulfilled for nontangential boundary values of ψn,
(5.9)
ψnk →k J−1θ,1 (pγ)− pJ−1θ,1γ and ψ−nk →k J−1θ,1 (pγ)− pJ−1θ,1γ
a.e. with respect to m.
By Lebesgue’s dominated convergence theorem,
(5.10) lim
k
‖gψnk‖2 =
∫
T
|g|2|J−1θ,1 (pγ)− pJ−1θ,1γ|2dm
and
(5.11) lim
k
‖gψ−nk‖2 =
∫
T
|g|2|J−1θ,1 (pγ)− pJ−1θ,1γ|2dm.
By (5.3), (5.9) and (5.8), Lemma 5.1 can be applied to {ψnk}k ⊂ L∞(m),
{pgκnk}k ⊂ L2(m), and g ∈ L2(m). Thus,
(5.12)
lim
k
(gψnk , gpκnk) =
(
g(J−1θ,1 (pγ)− pJ−1θ,1γ), gpJ−1θ,1γ
)
= (gJ−1θ,1 (pγ), gpJ
−1
θ,1 γ)− ‖gpJ−1θ,1 γ‖2.
Similarly,
(5.13) lim
k
(gψ−nk , gpκ−nk) = (gJ
−1
θ,1 (pγ), gpJ
−1
θ,1 γ)− ‖gpJ−1θ,1 γ‖2.
From (5.5), (5.7), (5.8), (5.10), and (5.12), using elementary calculation,
we conclude that
(5.14)
lim
k
(
‖XJ−1θ,1Unkµ p‖2 − ‖gpκ−nk‖2
)
=
∫
T
|g|2|J−1θ,1 (pγ)|2dm−
∫
T
|g|2|p|2|J−1θ,1γ|2dm
+ 2Re
(
a
∫
T
|g|2|p|2(θ − 1)J−1θ,1γdm
)
+ |a|2
∫
T
|g|2|p|2|1− θ|2dm,
while from (5.6), (5.11), and (5.13), we conclude that
lim
k
(
‖XJ−1θ,1U−nkµ p‖2 − ‖gpκ−nk‖2
)
=
∫
T
|g|2|J−1θ,1 (pγ)|2dm−
∫
T
|g|2|p|2|J−1θ,1γ|2dm.
The second equality from the conclusion of the proposition is proved.
Set u = J−1θ,1 (χγ). By Lemma 2.2,
J−1θ,1γ = θχu and J
−1
θ,1γ = χu+ a(1− θ).
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From these equalities we conclude that
(5.15)
∫
T
|g|2|p|2|J−1θ,1γ|2dm− 2Re
(
a
∫
T
|g|2|p|2(θ − 1)J−1θ,1 γdm
)
− |a|2
∫
T
|g|2|p|2|1− θ|2dm =
∫
T
|g|2|p|2|J−1θ,1γ|2dm.
The first equality from the conclusion of the proposition follows from (5.14)
and (5.15). 
The following theorem is a corollary of Proposition 5.2.
Theorem 5.3. Suppose µ is a positive Borel singular measure on T, µ(T) =
1, Uµ is the operator of multiplication by the independent variable in L
2(µ),
θ is defined by µ as in (2.4), J−1θ,1 ∈ L(L2(µ),Kθ) acts by the formula (2.7),
ω ∈ H∞ is an inner function, g ∈ H2,
X ∈ L(Kθ,Kω) acts by the formula Xf = gf, f ∈ Kθ,
and closXKθ = Kω. Let T ∈ L(Kω) be invertible and such that
XJ−1θ,1Uµ = TXJ
−1
θ,1 .
Then
sup
n≥0
‖T−n‖ ≤ (sup
n≥0
‖T n‖)5.
Proof. We have µ = µat + µc, where µat and µc are the pure atomic and
continuous parts of µ, respectively. As in Proposition 5.2, for γ ∈ L∞(µ),
denote byWγ the operator of multiplication by γ acting in L
2(µ). By Lemma
4.3, there exist a subsequence {nk}k of positive integers and a function
γ ∈ L∞(µ) such that Unkµ →k Wγ weakly, Wγ |L2(µc) = OL2(µc), Wγ |L2(µat) is
unitary, and Unkµ x→k Wγx for every x ∈ L2(µat).
Put
U1 = Uµ|L2(µat), W =Wγ |L2(µat),
M = closXJ−1θ,1L2(µat), X1 = XJ−1θ,1 |L2(µat).
We have TM ⊂M. Put T1 = T |M. We have that X1 ∈ L(L2(µat),M) is
a quasiaffinity, and X1U1 = T1X1. Let R ∈ L(M) be an invertible operator
from Lemma 4.2 applied to U1, W , T1 and X1. We have RX1 = X1W .
Suppose p is a polynomial. Set
F (p) = −‖pXJ−1θ,1γ‖2.
We have T nXJ−1θ,1 p = XJ
−1
θ,1U
n
µ p for all n ∈ Z. By Proposition 5.2,
lim
k
(‖T nkXJ−1θ,1 p‖2 − ‖pXJ−1θ,1χ−nk‖2)
= lim
k
(‖XJ−1θ,1Unkµ p‖2 − ‖pXJ−1θ,1χ−nk‖2) = ‖XJ−1θ,1Wγp‖2 + F (p)
= ‖XJ−1θ,1WγPL2(µat)p‖2 + F (p) = ‖XJ−1θ,1WPL2(µat)p‖2 + F (p)
= ‖X1WPL2(µat)p‖2 + F (p) = ‖RX1PL2(µat)p‖2 + F (p).
Similarly,
lim
k
(‖T−nkXJ−1θ,1 p‖2 − ‖pXJ−1θ,1χ−nk‖2) = ‖R−1X1PL2(µat)p‖2 + F (p).
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Set M = supn≥0 ‖T n‖. Since supk ‖pXJ−1θ,1χ−nk‖ < ∞, there exists a
subsequence {kj}j of positive integers (which can depend on p) such that
limj ‖pXJ−1θ,1χ−nkj ‖ exists. Set
L(p) = lim
j
‖pXJ−1θ,1χ−nkj ‖2.
Since χ
−nkj → γ weakly, L(p) + F (p) ≥ 0. We have
(5.16)
lim
j
‖T nkjXJ−1θ,1p‖2 = limj (‖T
nkjXJ−1θ,1 p‖2 − ‖pXJ−1θ,1χ−nkj ‖2) + L(p)
= ‖RX1PL2(µat)p‖2 + F (p) + L(p)
and
(5.17)
lim
j
‖T−nkjXJ−1θ,1p‖2 = limj (‖T
−nkjXJ−1θ,1p‖2 − ‖pXJ−1θ,1χ−nkj ‖2) + L(p)
= ‖R−1X1PL2(µat)p‖2 + F (p) + L(p).
By Lemma 4.2, ‖R−1X1PL2(µat)p‖ ≤ M3‖RX1PL2(µat)p‖. From this esti-
mate, (5.16) and (5.17) we conclude that
lim
j
‖T−nkjXJ−1θ,1 p‖2 ≤M6 limj ‖T
nkjXJ−1θ,1 p‖2.
By Proposition 4.4 applied with X = {XJ−1θ,1 p : p is a polynomial} and
C =M3,
sup
n≥0
‖T−n‖ ≤M3(sup
n≥0
‖T n‖)2 = (sup
n≥0
‖T n‖)5.

6. Asymmetric truncated Toeplitz operators as intertwining
operators
In this section, for inner functions θ and ω, and g ∈ L2(m), operators
acting from Kθ to Kω by the formula f 7→ PKωgf , f ∈ Kθ, are considered.
These operators are called asymmetric truncated Toeplitz operators, see [3].
If θ = ω, then these operators are called truncated Toeplitz operators, see,
for example, [4], [10], [9, Sec. 12] and references therein. Recall that U(θ)1 is
defined in (2.3). It will be shown that if an asymmetric truncated Toeplitz
operator intertwines U(θ)1 with a power bounded operator T and some ad-
ditional conditions are fulfilled, then the estimate of the norms of negative
powers of T depends on the estimate of the norms of positive powers of T
only. Author do not know if the additional conditions can be dropped.
Theorem 6.1. Suppose θ, ω ∈ H∞ are inner function, θ(0) = 0, and U(θ)1
has no eigenvalues. Furthermore, suppose g ∈ L2(m), X ∈ L(Kθ,Kω) acts
by the formula
Xf = PKωgf, f ∈ Kθ,
closXKθ = Kω, K ∈ L(Kθ, L2(m)⊖Kω) acts by the formula
Kf = PL2(m)⊖Kωgf, f ∈ Kθ,
and K is compact. Let T ∈ L(Kω) be invertible and such that
XU(θ)1 = TX.
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Then
sup
n≥0
‖T−n‖ ≤ (sup
n≥0
‖T n‖)2.
Proof. Proposition 5.2 will be applied. For convenience, denote by µ a pos-
itive Borel singular measure on T which is defined by θ in (2.4). By (2.8),
Uµ ∼= U(θ)1. Therefore, Uµ has no eigenvalues. By Wiener theorem (see,
for example, [12, I.7.13, Remark b]), there exists a subsequence {nk}k of
positive integers such that Unkµ →k O weakly. Define X1 ∈ L(Kθ, L2(m)) by
the formula
X1f = Xf +Kf = gf, f ∈ Kθ.
Recall that χ(ζ) = ζ, ζ ∈ D. By Proposition 5.2,
(6.1)
lim
k
(‖X1J−1θ,1Unkµ p‖2 − ‖pX1J−1θ,1χ−nk‖2) = 0
and lim
k
(‖X1J−1θ,1U−nkµ p‖2 − ‖pX1J−1θ,1χ−nk‖2) = 0
for every (analytic) polynomial p.
Since K is compact, limk ‖KJ−1θ,1Unkµ x‖ = 0 and limk ‖KJ−1θ,1U−nkµ x‖ = 0
for every x ∈ L2(µ). Therefore, (6.1) can be rewritten as
(6.2)
lim
k
(‖XJ−1θ,1Unkµ p‖2 − ‖pXJ−1θ,1χ−nk‖2) = 0
and lim
k
(‖XJ−1θ,1U−nkµ p‖2 − ‖pXJ−1θ,1χ−nk‖2) = 0
for every (analytic) polynomial p.
Suppose p is a polynomial. Since supk ‖pXJ−1θ,1χ−nk‖ < ∞, there exists
a subsequence {kj}j of positive integers (which can depend on p) such that
limj ‖pXJ−1θ,1χ−nkj ‖ exists. By (2.8) and (6.2),
lim
j
‖T nkjXJ−1θ,1 p‖ = limj ‖XJ
−1
θ,1U
nkj
µ p‖ = lim
j
‖pXJ−1θ,1χ−nkj ‖.
Similarly,
lim
j
‖T−nkjXJ−1θ,1 p‖ = limj ‖pXJ
−1
θ,1χ
−nkj ‖.
By Proposition 4.4 applied with X = {XJ−1θ,1 p : p is a polynomial} and
C = 1,
sup
n≥0
‖T−n‖ ≤ (sup
n≥0
‖T n‖)2.

The following lemma gives sufficient conditions for the operator
K ∈ L(Kθ, L2(m)⊖Kω) acting by the formula
Kf = PL2(m)⊖Kωgf, f ∈ Kθ, g ∈ L2(m),
be compact. Recall that
QC = (H∞ + C(T)) ∩ (H∞ + C(T))
is the algebra of quasicontinuous functions, see, for example, [15, Appendix
4, §53], [16, §3.3].
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Lemma 6.2. Suppose θ, ω ∈ H∞ are inner function, ωθ ∈ H∞+C(T), and
g ∈ QC. Then the operator K ∈ L(Kθ, L2(m) ⊖ Kω) acting by the formula
Kf = PL2(m)⊖Kωgf , f ∈ Kθ, is compact.
Proof. We have L2(m)⊖Kω = ωH2 ⊕H2−. Set
K+ = PωH2K ∈ L(Kθ, ωH2) and K− = PH2−K ∈ L(Kθ,H
2
−).
Then K is compact if and only if K+ and K− are compact.
Define K+∗ ∈ L(ωH2, θH2−) by the formula
K+∗(ωh) = PθH2−gωh, h ∈ H
2.
Since PθH2−f = θPH2−θf for every f ∈ L
2(m), we have
K+∗(ωh) = θPH2−θgωh, h ∈ H
2.
By Hartman’s theorem (see, for example, [15, Appendix 4, §22], [16, Theo-
rem 1.5.5]), K+∗ is compact if and only if
(6.3) θgω ∈ H∞ + C(T).
Since H∞ + C(T) is an algebra, (6.3) follows from the conditions of the
lemma. Clearly, K+ = (K+∗)∗|Kθ , therefore, K+ is compact.
Define K1 ∈ L(H2,H2−) by the formula
K1h = PH2−gh, h ∈ H
2.
By Hartman’s theorem (see, for example, [15, Appendix 4, §22], [16, Theo-
rem 1.5.5]), K1 is compact if and only if g ∈ H∞+C(T). Since K− = K1|Kθ ,
K− is compact. 
In [4, Sec. 8], some results on invertibility of truncated Toeplitz operators
are given. Recall the simplest result. Let θ be an inner function, and let
g ∈ H∞. Let X be truncated Toeplitz operator with the symbol g. That
is, X ∈ L(Kθ), and X acts by the formula Xf = PKθgf , f ∈ Kθ. Denote
by α the greatest common divisor of the inner factor of g and θ. We have
kerX = αθKα and closXKθ = αKαθ. Furthermore, if 1/g ∈ H∞, then X
is invertible and X−1f = PKθ((1/g)f), f ∈ Kθ. The following lemma is
a simple generalization of these facts to the case of asymmetric truncated
Toeplitz operators.
Lemma 6.3. Let θ and ω be inner functions, and let g ∈ H∞. Let X be
asymmetric truncated Toeplitz operator with the symbol g. That is, X ∈
L(Kθ,Kω), and X acts by the formula Xf = PKωgf , f ∈ Kθ. Denote
by α the greatest common divisor of the inner factor of g and ω. Then
kerX = Kθ ∩ αωH2, and if Kθ ∨ αωH2 = H2, then closXKθ = αKαω.
Furthermore, suppose 1/g ∈ H∞. Then XKθ = Kω if and only if H2 =
Kθ + ωH2, and X is invertible if and only if
(6.4) H2 = Kθ ∔ ωH2.
Moreover, X−1f = PKθ||ωH2((1/g)f), f ∈ Kω, where PKθ||ωH2 is the (non-
orthogonal) projection on Kθ parallel to ωH2.
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Proof. Suppose f ∈ kerX. It means that gf ∈ ωH2. Since the inner factor
of αg and αω are relatively prime, we conclude that f ∈ αωH2. Conversely,
if f ∈ Kθ ∩ αωH2, then gf ∈ ωH2, therefore, Xf = 0.
Let ge be the outer factor of g. Then g = αβge, where β is an inner
function relatively prime with αω. Clearly, PKωgf = αPKαωβgef for every
f ∈ H2, and PKαωβgeαωh = 0 for every h ∈ H2. DefineX1 ∈ L(H2,Kαω) by
the formula X1h = PKαωβgeh, h ∈ H2. We have X1αωH2 = {0}. Therefore,
closXKθ = α closX1(Kθ ∨ αωH2).
If Kθ ∨ αωH2 = H2, then
closXKθ = α closX1H2 = α closPKαωβH2 = αKαω.
Suppose that 1/g ∈ H∞. We have
H2 =
1
g
H2 =
1
g
(Kω + ωH2) = 1
g
Kω + ωH2.
That is, an arbitrary function h ∈ H2 has the form h = (1/g)ψ+ωh1, where
ψ ∈ Kω and h1 ∈ H2. Suppose that XKθ = Kω. Then there exists f ∈ Kθ
such that ψ = Xf = gf + ωh2 for some h2 ∈ H2. We obtain that
h =
1
g
(gf + ωh2) + ωh1 = f + ω(
1
g
h2 + h1).
It means that H2 = Kθ + ωH2.
Conversely, suppose that 1/g ∈ H∞ and H2 = Kθ + ωH2. Let ψ ∈ Kω.
There exist f ∈ Kθ and h ∈ H2 such that (1/g)ψ = f+ωh. Clearly, ψ = Xf .
We obtain that XKθ = Kω.
If 1/g ∈ H∞, then g is outer, therefore, α is a constant function. Thus,
kerX = Kθ ∩ ωH2. Since X is invertible if and only if kerX = {0} and
XKθ = Kω, we obtain that X is invertible if and only if (6.4) is fulfilled.
The formula for X−1 can be checked straightforward. 
Remark 6.4. Let θ and ω be inner functions, and let Tθω ∈ L(H2) be
the Toeplitz operator with the symbol θω, i.e., Tθωh = PH2θωh, h ∈ H2.
(On Toeplitz operators, see, for example, [15], [16].) It is easy to see that
the conditions Kθ ∩ ωH2 = {0} and H2 = Kθ + ωH2 are equivalent to the
conditions ker Tθω = {0} and H2 = TθωH2, respectively. Thus, (6.4) is
equvalent to invertibility of Tθω.
Remark 6.5. The necessary and sufficient conditions on inner functions
θ and ω under which (6.4) is fulfilled can be found in [15, §VIII.6]. In
particular, the condition ‖θ − ω‖∞ < 1 is sufficient for (6.4). If θ is a
Blaschke product, that it is possible to find a Blaschke product ω with zeros
so closed to zeros of θ that ‖θ−ω‖∞ < 1 and ωθ ∈ C(T). Let g ∈ H∞∩QC
be such that 1/g ∈ H∞. Then θ, ω and g satisfy the conditions of Lemma
6.2, and X defined as in Lemma 6.3 is invertible.
7. Reducing one dimensional perturbations of unitaries to a
special case
Lemma 7.1. Suppose U ∈ L(K), T , V , K ∈ L(H), X ∈ L(K,H), U , V are
unitary, K is compact, T = V + K, XU = TX, and closXK = H. Then
σ(T ) ⊂ T.
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Proof. Since T = V + K and K is compact, σe(T ) = σe(V ) ⊂ T. If λ ∈
σ(T ) \ σe(T ), then ind(T − λ) = ind(V − λ) = 0, where ind is the Fredholm
index. In particular, λ is an eigenvalue of T ∗. Since kerX∗ = {0}, λ is an
eigenvalue of U∗. Thus, λ ∈ T. 
We need some notions and facts from [14] and [19]. An operator T is
called almost unitary, if there exists a unitary operator V such that T − V
is of trace class and D 6⊂ σ(T ). Clearly, T is almost unitary if and only
if T ∗ is almost unitary. For an almost unitary operator T ∈ L(H) denote
by Hs(T ) the set of x ∈ H such that for every y ∈ H and for a.e. ζ ∈ T
with respect to m, nontangential boundary values of ((T − λ)−1x, y) taking
inside of D and outside of D when λ→ ζ coincide. The space Hs(T ) is called
the singular subspaces of T . It is easy to see that THs(T ) ⊂ Hs(T ), and
it is proved in [14] that Hs(T ) is closed. The space Ha(T ) = H ⊖ Hs(T ∗)
is called the absolutely continuous subspaces of T . If T is unitary, then T
is singular if and only if Hs(T ) = H. It follows exactly from the definition
that if Hs(T ) = H for an almost unitary operator T , then Hs(T ∗) = H.
Lemma 7.2. Suppose U ∈ L(K), T ∈ L(H), X ∈ L(K,H), U is singular
unitary, T is almost unitary, XU = TX, and closXK = H. Then Hs(T ) =
H.
Proof. We have
X(U − λ)−1 = (T − λ)−1X for every λ /∈ T ∪ σ(T ).
Therefore,
((T − λ)−1Xx, y) = (X(U − λ)−1x, y) = ((U − λ)−1x,X∗y)
for every x ∈ K and y ∈ H.
Since U is singular, we conclude that Xx ∈ Hs(T ) for every x ∈ K. Since
Hs(T ) is closed, we obtain that Hs(T ) ⊃ closXK = H. 
The following theorem is a part of [19, Theorem 1.3].
Theorem 7.3. [19] Suppose T , V ∈ L(H), T − V is of trace class, V is
unitary, and D 6⊂ σ(T ). Put
D = {x ∈ Ha(T ) : there exists lim
n→∞V
−nT nx}.
For x ∈ D set Ωx = limn→∞ V −nT nx. Then
closD = Ha(T ) and clos ΩD = Ha(V ).
Corollary 7.4. Suppose T , V ∈ L(H), T−V is of trace class, V is unitary,
D 6⊂ σ(T ), and Hs(T ) = H. Then V is a singular unitary operator.
Proof. By Theorem 7.3, Ha(V ) = clos ΩD, where Ω is some linear mapping
and D ⊂ Ha(T ). Since Ha(T ) = {0}, we conclude that Ha(V ) = {0}.
Consequently, Hs(V ∗) = H. Therefore, V ∗ is a singular unitary operator.
Indeed, V is a singular unitary operator, too. 
Recall that, for a positive measure µ, by Uµ the operator of multiplication
by the independent variable in L2(µ) is denoted. The following elementary
lemma is given for a convenience of references.
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Lemma 7.5. Suppose χ(z) = z, z ∈ T, µ is a positive Borel measure on
T, ϕ ∈ L2(µ), and ϕ 6= 0 a.e. with respect to µ. Set a = ∫ |ϕ|2dµ and
dµ1 =
1
a |ϕ|2dµ. Define Z ∈ L(L2(µ), L2(µ1)) by the formula Zf =
√
aχϕf ,
f ∈ L2(µ). Then µ1(T) = 1, µ and µ1 are mutually absolutely continuous,
Z is unitary, ZUµ = Uµ1Z and Zϕ =
√
aχ.
Proposition 7.6. Suppose χ(z) = z, z ∈ T, µ, ν are positive Borel measures
on T, ϕ, ψ ∈ L2(ν),
T ∈ L(L2(ν)), T = Uν + (·, ψ)ϕ, Y ∈ L(L2(µ), L2(ν)), Y Uµ = TY,
ψ 6= 0 a.e. with respect to ν, and Y ∗ψ 6= 0 a.e. with respect to µ. Then
there exist positive Borel measures µ1, ν1 on T, ϕ1 ∈ L2(ν), and X ∈
L(L2(µ1), L2(ν1)) such that µ1(T) = 1, ν1(T) = 1, µ and µ1 are mutually
absolutely continuous, ν and ν1 are mutually absolutely continuous,
X∗χ = χ, XUµ1 = T1X, and T ∼= T1, where T1 = Uν1 + (·, χ)ϕ1.
Moreover, if ϕ 6= 0 a.e. with respect to ν, then ϕ1 6= 0 a.e. with respect to
ν1, and if Y is a quasiaffinity, then X is a quasiaffinity.
Proof. Define ν1, a1 and Z1 ∈ L(L2(ν), L2(ν1)) as in Lemma 7.5 applied to
ν and ψ. Set ϕ1 = a1
χ
ψϕ. Then Z1T = T1Z1. We have Y
∗Z−11 χ =
1√
a1
Y ∗ψ.
Define µ1, a2 and Z2 as in Lemma 7.5 applied to µ and
1√
a1
Y ∗ψ. Set X1 =
Z1Y Z
−1
2 . Then X1Uµ1 = T1X1 and X
∗
1χ = Z2Y
∗Z−11 χ = Z2
1√
a1
Y ∗ψ =
√
a2χ. Set X =
1√
a2
X1. Then X satisfies the conclusion of the proposition.

The following lemma is very simple, therefore, its proof is omitted.
Lemma 7.7. Suppose R ∈ L(H), u, v ∈ H, and T = R + (·, v)u. Set
M = ∨n≥0Rnu. Then
M =
∨
n≥0
T nu, T |M = R|M+ (·, PMv)u and PM⊥T |M⊥ = PM⊥R|M⊥ .
Corollary 7.8. Suppose R ∈ L(H), u, v ∈ H, T = R + (·, v)u, V ∈ L(K),
Y ∈ L(K,H), kerY = {0}, and TY = Y V . If v is a cyclic vector for R∗,
then Y ∗v a cyclic vector for V ∗.
Proof. Clearly, T ∗ = R∗+(·, u)v. By Lemma 7.7 applied to R∗ and T ∗, v is
a cyclic vector for T ∗. Since Y ∗T ∗ = V ∗Y ∗ and clos Y ∗H = K, we conclude
that Y ∗v a cyclic vector for V ∗. 
Lemma 7.9. Suppose T1 ∈ L(H1) and T2 ∈ L(H2) are invertible, and
T ∈ L(H1 ⊕H2) has the form
T =
(
T1 ∗
O T2
)
.
Then
‖T−n‖ ≤ max(1, ‖T−n1 ‖)·max(1, ‖T−n2 ‖)·
(
max(2, 2‖T n‖2+1))1/2 for n ≥ 0.
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Proof. Set An = PH1T n|H2 , n ≥ 1. Then ‖An‖ ≤ ‖T n‖ and
T−n =
(
T−n1 −T−n1 AnT−n2
O T−n2
)
=
(
T−n1 O
O I
)
·
(
I −An
O I
)
·
(
I O
O T−n2
)
.
The conclusion of the lemma follows from the estimate∥∥∥∥∥
(
I −An
O I
)∥∥∥∥∥
2
≤ max(2, 2‖An‖2 + 1) ≤ max(2, 2‖T n‖2 + 1)
and the equalities
‖T−n1 ⊕ I‖ = max(1, ‖T−n1 ‖) and ‖I ⊕ T−n2 ‖ = max(1, ‖T−n2 ‖).

Theorem 7.10. Suppose V ∈ L(H) is a reductive unitary operator, u,
v ∈ H, and
T = V + (·, v)u.
Then there exist a positive Borel measure ν on T, absolutely continuous
with respect to the spectral measure of V , ϕ, ψ ∈ L2(ν), such that ϕ 6= 0
and ψ 6= 0 a.e. with respect to ν, and unitary operators V1 and V2 such that
(7.1) T ∼=

V1 ∗ ∗O T1 ∗
O O V2

 , where T1 = Uν + (·, ψ)ϕ.
Consequently, if T is invertible, then
(7.2) sup
n≥0
‖T−n‖ ≤ (sup
n≥0
‖T−n1 ‖) · (2 sup
n≥0
‖T n‖2 + 1).
Proof. Set M = ∨n≥0 V nu. Since V is reductive and M is an invari-
ant subspace of V , M⊥ is an invariant subspace of V , too. Therefore,
PM⊥V |M⊥ = V |M⊥ is unitary. Set V2 = V |M⊥ . Since V |M is cyclic, there
exist a positive Borel measure ν1 on T, absolutely continuous with respect
to the spectral measure of V , such that V |M ∼= Uν1 . Let ϕ1 ∈ L2(ν1) be the
function which correspondents to u under this unitarily equivalence. Since
u is a cyclic vector for V |M, ϕ1 is a cyclic vector for Uν1 . Therefore, ϕ1 6= 0
a.e. with respect to ν1. By Lemma 7.7, there exists ψ1 ∈ L2(ν1) such that
T ∼=
(
Uν1 + (·, ψ1)ϕ1 ∗
O V2
)
.
There exists a Borel set τ ⊂ T such that ψ1 6= 0 a.e. on τ and ψ1 = 0 a.e.
on T \ τ . Set
ν = ν1|τ , ψ = ψ1|τ , ϕ = ϕ1|τ , V1 = Uν1 |L2(T\τ,ν1).
It is easy to see that
Uν1 + (·, ψ1)ϕ1 =
(
V1 ∗
O T1
)
with respest to the decomposition L2(ν1) = L
2(T \ τ, ν1)⊕ L2(τ, ν1). Thus,
(7.1) is proved.
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Suppose that T is invertible. Since V1 and V2 are invertible, it follows
from the matrix form of T that T1 is invertible. Set
T2 =
(
T1 ∗
O V2
)
.
Clearly, ‖T n2 ‖ ≤ ‖T n‖ for all n ≥ 0. By Lemma 7.9,
sup
n≥0
‖T−n2 ‖ ≤ (sup
n≥0
‖T−n1 ‖) · (2 sup
n≥0
‖T n‖2 + 1)1/2.
We have
T ∼=
(
V1 ∗
O T2
)
.
By Lemma 7.9,
sup
n≥0
‖T−n‖ ≤ (sup
n≥0
‖T−n2 ‖) · (2 sup
n≥0
‖T n‖2 + 1)1/2
≤ (sup
n≥0
‖T−n1 ‖) · (2 sup
n≥0
‖T n‖2 + 1).

Proof of Main Theorem. Denote by H the space in which T acts. We
have T = V + (·, v)u, where u, v ∈ H and V ∈ L(H) is a unitary operator.
By Lemma 7.1 (applied to T ∗), σ(T ) ⊂ T. Thus, T is almost unitary. By
Lemma 7.2 (applied to T ∗), Hs(T ∗) = H. Therefore, Hs(T ) = H. By
Corollary 7.4, V is a singular unitary operator.
By Theorem 7.10, (7.1) is fulfilled. Without loss of generality, we can
suppose that the identity takes place instead of the unitarily equivalence in
(7.1). Denote by H1 the space on which V1 acts, and by X0 the quasiaffinity
which realizes the relation T ≺ U . Set
K1 = closX0(H1 ⊕ L2(ν)), U1 = U |K1 ,
X1 = X0|H1⊕L2(ν) ∈ L(H1 ⊕ L2(ν),K1).
Then X1 is a quasiaffinity, and
X1T |H1⊕L2(ν) = U1X1.
We need the following fact. If a power bounded operator has the form
(7.3)
(
V1 ∗
O T1
)
,
where V1 is unitary, then it is similar to V1⊕T1, see, for example, [2]. Since
T |H1⊕L2(ν) has the form (7.3), T |H1⊕L2(ν) ≈ V1⊕T1. Therefore, there exists
an invertible operator X2 ∈ L(H1 ⊕ L2(ν)) such that
T |H1⊕L2(ν)X2 = X2(V1 ⊕ T1).
Set
K = closX1X2L2(ν), U2 = U1|K, X = X1X2|L2(ν) ∈ L(L2(ν),K).
Then X is a quasiaffinity, and XT1 = U2X. Recall that ν, ϕ, and ψ are
defined in (7.1). Since ν is singular (with respect to the Lebesgue measure
m), and ϕ 6= 0 a.e. with respect to ν, ϕ is cyclic for Uν . By Lemma 7.7, ϕ
is cyclic for T1. Since T1 ≺ U2, U2 is cyclic.
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Show that T ∗1 satisfy the conditions of Proposition 7.6 (up to unitarily
equivalence). Indeed, there exist positive Borel measures µ∗ and ν∗ on T
such that U−1ν ∼= Uν∗ and U−12 ∼= Uµ∗ . Note that both µ∗ and ν∗ are singular
with respect to the Lebesgue measure m. We have
T ∗1 ∼= Uν∗ + (·, ϕ∗)ψ∗,
where ϕ∗, ψ∗ ∈ L2(ν∗) and ϕ∗ 6= 0, ψ∗ 6= 0 a.e. with respect to ν∗, because
of ϕ 6= 0 and ψ 6= 0 a.e. with respect to ν. Set
R∗ = Uν∗ + (·, ϕ∗)ψ∗,
and denote by Y the quasiaffinity which realizes the relation Uµ∗ ≺ R∗. By
Corollary 7.8 applied with R = Uν∗ , T = R∗, and V = Uµ∗ , we obtain that
Y ∗ϕ∗ is a cyclic vector for U∗µ∗ . Therefore, Y
∗ϕ∗ 6= 0 a.e. with respect to
µ∗.
Applying Proposition 7.6 to R∗, we obtain positive Borel measures µ1,
ν1 on T, ϕ1 ∈ L2(ν1), and a quasiaffinity Z1 ∈ L(L2(µ1), L2(ν1)) such that
µ1(T) = 1, ν1(T) = 1, µ∗ and µ1 are mutually absolutely continuous, ν∗ and
ν1 are mutually absolutely continuous,
Z∗1χ = χ, Z1Uµ1 = R1Z1, and R∗ ∼= R1, where R1 = Uν1 + (·, χ)ϕ1.
Note that both µ1 and ν1 are singular with respect to m.
Denote by θ and ω the inner functions which are constructed by the
measures µ1 and ν1 as in (2.4). Recall that the unitary operators Jθ,1 and
Jω,1 are defined in (2.6). Set R = J
−1
ω,1R1Jω,1 and Z = J
−1
ω,1Z1Jθ,1. Since
R = U(ω)1 + (·, χω)u1 for some u1 ∈ Kω
and, by (2.3), U(ω)1 = Sω + (·, χω)1, we obtain that
R = Sω + (·, χω)u for u = u1 + 1 ∈ Kω.
Also,
Z∗χω = χθ, and ZU(θ)1 = RZ.
By Theorem 3.5 applied to R and Z, there exists g ∈ Kω such that Zf = gf
for f ∈ Kθ. By Theorem 5.3 applied to µ1, R and Z,
(7.4) sup
n≥0
‖R−n‖ ≤ (sup
n≥0
‖Rn‖)5.
Since T ∗1 ∼= R∗ ∼= R1 ∼= R, we obtain that (7.4) is fulfilled for T1, too. The
conclusion of Main Theorem follows from (7.2) and (7.4).
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