We consider the k-error linear complexity of binary sequences derived from Eluer quotients modulo 2p (p > 3 is an odd prime), recently introduced by J. Zhang and C. Zhao. We adopt certain decimal sequences to determine the values of k-error linear complexity for all k > 0. Our results indicate that such sequences have good stability from the viewpoint of cryptography.
Introduction
In recent years, Fermat quotients [12, 18] and Euler quotients [1, 11] have been widely used in the design of pseudorandom sequences. Research indicates that such sequences have good cryptographic and pseudorandom properties [3, 4, 6, 13, 21] . In the research of using Euler quotients to construct pseudorandom sequences, these works mainly concentrate on the modulus which are of odd prime power [5, 7, 10, 11] . Recently, J. Zhang and C. Zhao designed binary sequences with period 2p 2 by using the Euler quotients modulo 2p, they proved that such sequences had very high linear complexity [23] . A related construction had been considered from Euler quotients modulo 2p in an earlier work [22] . Very recently, R. Mohammed et al. extended the work of [23] to r-ary sequences and discussed their linear complexity [17] . * For an integer m > 1, the Euler quotients q m (u) is defined as
where integers u ≥ 0 with gcd(m, u) = 1 and φ( ) is the Euler totient function [1] . We also set q m (u) = 0 for gcd(m, u) = 1. When m is an odd prime, Eq.(1) is just the Fermat quotients [12, 18] . In the literature, Carmichael quotients are also studied by using the Carmichael function, the reader is referred to [19] .
Then, when m = 2p for an odd prime p, J. Zhang and C. Zhao [23] considered the following binary sequence (e u ):
which is 2p 2 -periodic. They proved that the linear complexity satisfied
It is well known that any periodic sequence can be reproduced by linear feedback shift register (LFSR) [8] . The linear complexity is an important cryptographic measure of sequences. The Berlekamp-Massey algorithm [2, 15] can effectively recover the entire sequence from a subsequence of length twice of its linear complexity by LFSR. Therefore, the linear complexity of a sequence must be larger than half of its period. In the following, we review the linear complexity of periodic sequences.
Let F be a field. For a T -periodic sequence (s n ) over F, recall that the linear complexity over F, denoted by LC F ((s n )), is the smallest positive integer L such that s n+L = c L−1 s n+L−1 + . . . + c 1 s n+1 + c 0 s n for n ≥ 0, which is satisfied by (s n ) and where c 0 = 0, c 1 , . . . , c L−1 ∈ F. Let
which is called the generating polynomial of (s n ). Then the linear complexity over F of (s n ) can be computed as
see, e.g., [8, 16] for details. We know that, for a sequence to be cryptographically strong, its linear complexity should be high. However, this complexity also should not significantly be reduced by changing a few terms which leads to the notion of the k-error linear complexity [20] ( also see [9] for the related sphere complexity that was defined even earlier). For integers k ≥ 0, the k-error linear complexity over F of (s n ), denoted by LC F k ((s n )), is the lowest linear complexity (over F) that can be obtained by changing at most k terms of the sequence per period. Clearly,
where w equals the number of nonzero terms of (s n ) per period. The organization of this work is as follows. Section 1 reviews some definitions needed in the work. Section 2 gives two results on the polynomials of degree < 2p 2 over F 2 , a binary field. Section 3 presents some lemmas that will be used in the proof of our main results. Section 4 discusses the k-error linear complexity of the recently proposed binary sequences derived from Euler quotients. Section 5 lists two examples. Finally, Section 6 concludes the work.
2 Some results of polynomials of degree < 2p 2
Because the period of binary sequences discussed in this work is 2p 2 , from Eq.(4) we only need to consider the polynomials with degree < 2p 2 over F 2 . Let
Therefore, we can get that
If 2 is a primitive root modulo p 2 , then Φ 1 (X ), Φ 2 (X ), Φ 3 (X ) are irreducible polynomials over F 2 [14] .
We define vectors
The vectors U i and V j also can be considered as the decimal sequences of the first period of (s n ). Let wt( ) denotes the Hamming weight of a vector, i.e., the number of nonzero elements in the vector. Then, we have the following two Lemmas.
(s j+l p +s j+p 2 +l p )X l p = 0 or p−1 ∑ l=0 (s j+l p + s j+p 2 +l p )X l p = Φ 3 (X ), which derives wt(V j ) ∈ {0, p}, for 0 ≤ j < p. We finish the proof.
Structure of the proposed binary sequence
In this section, we consider the binary sequence (e u ) defined in Eq.(2). For convenience, we introduce some vectors whose elements are in (e u ). Denote
B j = e j , e j+p , . . ., e j+(p−1)p , e j+p 2 , e j+p+p 2 , . . ., e j+(p−1)p+p 2 , C j = e j , e j+p , . . ., e j+(p−1)p , D j = e j+p 2 , e j+p+p 2 , . . . , e j+(p−1)p+p 2 , i.e., B j = C j , D j , where 0 ≤ j < p. Let E j = C j + D j , where '+' denotes the addition of two vectors over the finite field F 2 .
Firstly, we give some lemmas which are necessary for proving our main results.
Lemma 3. For integers u, v with gcd(uv, 2p) = 1, we have (1) . q 2p (u) is even,
Proof. See [23] for (1) and see [19] for (2) and (3).
Proof. By Lemma 3(2), for 0 ≤ t 1 ,t 2 < p and gcd(u, 2p)
Then by Lemma 3(1) we complete the proof.
Proof. The Lemma follows from Eq. (2) and Lemma 4.
Lemma 6. For 0 ≤ j < p, we have (1) . wt(B j ) = wt(C j ) + wt(D j ) = wt(E j ), (2) . wt(B 0 ) = 0 and wt(B j ) = p−1 2 , for 1 ≤ j < p. Proof. (1) . It is easy to see that wt(B j ) = wt(C j ) + wt(D j ) because of B j = C j , D j for 0 ≤ j < p.
Note that j + t p and j + t p + p 2 are of different parity for 0 ≤ t < p. Then, from Eq.(1) and Eq.(2), for odd j : 0 ≤ j < p we have e j+t p + e j+t p+p 2 = e j+t p , if t is even, e j+t p+p 2 , if t is odd.
We have a similar result for even j : 0 ≤ j < p. Thus, wt(E j ) = wt(B j ) since E j = C j + D j .
(2). Firstly, since q 2p (u) = 0 for gcd(2p, u) = 1, we can easily get wt(B 0 ) = 0. Secondly, for odd j : 0 ≤ j < p, we have q( j + (2t + 1)p) = 0 for 0 ≤ t < p and {q 2p ( j + 2t p) | 0 ≤ t < p} = {2ℓ | 0 ≤ ℓ < p} by Lemma 4. Thus, by Eq. (2), we get wt(B j ) = p−1 2 . Thirdly, for even j : 0 ≤ j < p, we have wt(B j ) = p−1 2 similarly. Clearly, by Lemma 6, there are (p−1) 2 2 many 1s in each period of (e u ).
Main results: k-error linear complexity
In this section, we consider the k-error linear complexity of (e u ) defined in Eq.(2). The generating polynomials of (e u ) is denoted as
Let E k (X ) ∈ F 2 [X ] be a polynomial of degree < 2p 2 with exactly k many monomials, and
Indeed, G k (X ) is the generating polynomial of the sequence obtained from (e u ) by changing exactly k terms of (e u ) in the first period and continued periodically. Therefore, to discuss the k-error linear complexity of (e u ), we only need to compute gcd(X 2p 2 − 1, G k (X )) by Eq. (4).
and
Theorem 1. Let (e u ) be the binary sequence of period 2p 2 defined by Euler quotients modulo 2p in Eq.(2), where p > 3 is an odd prime. If p ≡ 1 (mod 4) and 2 is a primitive root modulo p 2 , then the k-error linear complexity of (e u ) satisfies
Proof. From Eq.(3), we know that LC F 2 0 ((e u )) = 2(p 2 − p) when p ≡ 1 (mod 4) and 2 is a primitive root modulo p 2 . Now, we want to find a polynomial E k (X ) with the least number k such that Φ 3 (X ) | G k (X ). If so, by Eq.(5), Eq.(7) and Lemma 2, E k (X ) should be of the following form
Clearly, each F j (X ) has p−1 2 or p+1 2 many monomials. So E k (X ) at least contains (p−1) 2 2 many monomials.
Then we choose E k (X ) = G(X) which leads to G k (X ) = 0, where the least k = (p−1) 2 2 . It also means that changing (p−1) 2 2 many terms in one period of (e u ) will get a zero sequence, and changing any k < (p−1) 2 2 many terms will lead to Φ 3 (X ) ∤ G k (X ). At the same time, if Φ 3 (X ) 2 | G k (X ), by Lemmas 1 and 5 we need
in which case the least k = (p−1) 2 2 . Therefore, we get for k < (p−1) 2 2 min deg gcd(X 2p 2 − 1, G k (X )) = 2(p 2 − p).
We complete the proof.
Theorem 2. Let (e u ) be the binary sequence of period 2p 2 defined by Euler quotients modulo 2p in Eq.(2), where p > 3 is an odd prime. If p ≡ 3 (mod 4) and 2 is a primitive root modulo p 2 , then the k-error linear complexity of (e u ) satisfies
Proof. From Eq.(3), for p ≡ 3 (mod 4) and 2 is a primitive root modulo p 2 , we know that LC F 2 0 ((e u )) = 2(p 2 − 1).
Firstly, as the proof in Theorem 1, if we want to make Φ 3 (X ) | G k (X ), it must change at least k = (p−1) 2 2 many terms in each period of (e u ).
Secondly, we consider G(X) modulo X 2p − 1. We find that by Lemma 5
If we choose a polynomial E k (X ) such that E k (X ) = X p (mod X 2p − 1), in which case the least k is 1, then we get G(X) + E k (X ) = G(X) + X p = X Φ 2 (X ) 2 (mod X 2p − 1), and G(1) + E k (1) = G(1) + 1 = p = 0. Thus, LC F 2 If we choose a polynomial E k (X ) such that
in which case the least k is p − 1, then we get
i.e., (X 2p − 1) | G k (X ). At the same time, we consider G(X) modulo X p − 1. We find that by Lemma 6(2)
and we need to choose E k (X ) ≡
In fact, in this case k ≥ p − 1. According above, we have
We finish the proof.
Examples
We also run a program to confirm our theorems. The experimental data are listed below and the results are consistent with Theorem 1 and Theorem 2.
Example 1. Let p = 5 (i.e., p ≡ 1 (mod 4), 2 is a primitive root modulo 25). In this case, from Eq.(2) we can get the sequence (e u ):
1, if u (mod 50) = 3, 9, 13, 21, 29, 37, 41, 47, 0, otherwise.
That is, the first period of the sequence (e u ) is 00010, 00001, 00010, 00000, 01000, 00001, 00000, 00100, 01000, 00100.
The k-error linear complexity of the sequence (e u ) is
Example 2. Let p = 11 (i.e., p ≡ 3 (mod 4), 2 is a primitive root modulo 121). In this case, from Eq.(2) we can get the sequence (e u ): e u = 1, if u (mod 242) ∈ U, 0, otherwise.
where U = {5, 7, 13, 15, 17, 21, 25, 39, 45, 47, 51, 53, 59, 61, 63, 65, 75, 79, 83, 85, 89, 101, 107, 109, 117, 125, 133, 135, 141, 153, 157, 159, 163, 167, 177, 179, 181, 183, 189, 191, 195, 197, 203, 217, 221, 225, 227, 229 , 235, 237}. That is, the first period of the sequence (e u ) is 00000101000, 00101010001, 00010000000, 00000010000, 01010001010, 00001010101, 00000000010, 00100010100, 01000000000, 00100000101, 00000001000, 00001000000, 01010000010, 00000000001, 00010100010, 00100000000, 01010101000, 00101000101, 00000100000, 00000000100, 01000101010, 00001010000.
The k-error linear complexity of the sequence (e u ) is 
Conclusion
In this work, we considered the k-error linear complexity of recently proposed sequences with period 2p 2 derived from Euler quotients modulo 2p. The results indicated that such sequences had good stability. We also illustrated our results by two examples.
