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Povzetek
V tem delu se posvetimo avtomaticˇni transkripciji vecˇglasnega petja. Od
celotne transkripcije se omejimo na detekcijo tonov. Pripravimo si testno
mnozˇico vecˇglasnih slovenskih ljudskih pesmi, ki jih pridobimo iz teren-
skih posnetkov, in zanje zgradimo rocˇne transkripcije. Nad testno mnozˇico
pozˇenemo splosˇni algoritem za polifonicˇno detekcijo tonov. Razvijemo inte-
raktivno vizualizacijo, ki nam ponazori delovanje algoritma in olajˇsa iskanje
napak. Rezultatov algoritma ne moremo primerjati, ker je testna mnozˇica
nova. Algoritem poskusimo izboljˇsati. Utezˇitveno funkcijo magnitudnega
spektra nadomestimo z linearno, kar prinese slabsˇe rezultate od prvotnih.
Poskusimo tudi z dvakratnim beljenjem magnitudnega spektra, ki se obnese
nekoliko bolje, a sˇe vedno ne zadovoljivo. Z mehkejˇsim pristopom k vredno-
tenju opazimo, da je lahko vzrok tezˇav slabe detekcije tudi problematicˇna
testna mnozˇica, saj ima precej intonancˇnih tezˇav.
Kljucˇne besede: avtomaticˇna transkripcija, vecˇglasno petje, slovenske ljud-
ske pesmi, interaktivna vizualizacija, terenski posnetki.

Abstract
In this work we focus on automatic transcription of polyphonic singing. In
particular we do the multiple fundamental frequency (F0) estimation. From
the terrain recordings a test set of Slovenian folk songs with polyphonic
singing is extracted and manually transcribed. On the test set we try the
general algorithm for multiple F0 detection. An interactive visualization of
the main parts of the algorithm is made to analyse how it works and try
to detect possible issues. As the data set is new we cannot compare the
results. Steps are made towards improvements of the algorithm. The mag-
nitude spectrum weighting function is replaced with a simple linear function
but results in the degradation of the performance. Then we try to use double
spectral whitening of the magnitude spectrum which turns out more promis-
ing, but still not satisfactory. A softer evaluation criteria shows that errors
in performance might be due to the problematic test set, which has lots of
intonation errors.
Keywords: automatic transcription, polyphonic singing, Slovenian folk songs,
interactive visualization, terrain recordings.

Poglavje 1
Uvod
Ne mine dan, da ne bi bili oblegani z raznovrstnimi zvoki. Kriki in smeh
razposajenih otrok, jutranje prelestno petje ptic, besno rencˇanje sosedovega
psa na nicˇ hudega hotecˇega pismonosˇo, zˇvenketanje kljucˇev prihajajocˇega
sostanovalca, sˇkripanje tecˇajev omare pod tezˇo cˇasa, zˇivcˇno hupanje voznika
rdecˇi lucˇi na semaforju ali pa hrustljanje svezˇe pecˇene sˇkorjice. Mnogo je
razlicˇnih zvokov, za katere sploh ne vemo, kdaj smo se jih naucˇili. Mnoge
med njimi znamo poimenovati, nekatere celo posnemati.
Vsi nasˇteti zvoki so kratki in enostavni. V vsakdanjem zˇivljenju jih
srecˇujemo venomer, toda za vecˇino njih do vecˇera zˇe pozabimo, da so se tisti
dan sploh zgodili. So del nas in so globoko ponotranjeni. Lahko pritegnejo
nasˇo pozornost, nas opozarjajo, vodijo.
Poleg ljudi se oglasˇajo tudi zˇivali in se odzivajo na zvoke. Cˇloveka od
ostalih zˇivalskih vrst odlikuje zlasti sposobnost umetniˇskega izrazˇanja. Del
tega izrazˇanja je zmozˇnost oblikovanja kompleksnih, dolgih zvokov in to na
nacˇin, ki poslusˇalca lahko gane, se ga dotakne.
Vprasˇamo se, kaj je tisto v glasbi, kar cˇloveka gane. Morda je to melodija,
ki gre hitro v uho. Lahko je to harmonija, ubrano sozvocˇje akordov ali pa
zvocˇna barva glasbila. Morda je to ritem, ki izzove ples. Glasbene ustvarjalce
je vedno vodil obcˇutek za lepoto. Vse glasbene prvine, ki jih poznamo, so
morale biti enkrat razvite. Ni znano, koliko je tistih, ki izzovejo lepoto, pa je
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sˇe neodkritih. Cˇe bi znali odgovoriti na ta vprasˇanja, bi sebe razumeli dosti
bolje, kot se. Imamo prirojen obcˇutek za estetiko, ampak ga moramo odkriti,
pogosto s poskusˇanjem. Veliko glasbene teorije, kot jo poznamo danes, je sˇlo
skozi ta proces poskusˇanja. Nekatere stvari zvenijo naravno, druge ne.
1.1 Opis problema
Sedaj se koncˇno posvetimo nasˇemu cilju. Zanima nas, kako iz zvocˇnega
posnetka pridobimo viˇsine tonov, ki v njem nastopajo. Naj opozorimo, da
je v splosˇnem to tezˇek problem, tudi za ljudi. Morda lahko vsak zazˇvizˇga
melodijo, vcˇasih sliˇsi tudi bas, notranji glasovi pa so obicˇajno pretrd oreh.
Transkripcija glasbe, to je zapis zvocˇnega glasbenega dogajanja s simboli,
pogosto notami, je proces, ki se ga navadno lotevajo ljudje z dolgoletnim
glasbenim izobrazˇevanjem.
V procesu glasbenega izobrazˇevanja k boljˇsi zmozˇnosti transkripcije pri-
pomore poznavanje glasbene teorije: od lestvic, intervalov in akordov kot
tudi poslusˇanje in igranje le-teh. Bistveno je prepoznavanje in razumevanje
tega, kar je sliˇsano. To sposobnost se seveda gradi postopno s poslusˇanjem
posamicˇnih tonov, zatem intervalov (skupek dveh tonov), nato akordov (sku-
pek treh ali vecˇih tonov). Osvojiti je potrebno tudi ritmicˇne vzorce. Ome-
njene prvine bi lahko na nek nacˇin oznacˇili kot osnovne gradnike in kot take
nizkonivojske.
Na viˇsjem nivoju se opazuje zveze akordov, dolocˇa se stopnje glede na
potek harmonije, iˇscˇe se teme, motive, melodije, izpeljave, ponavljanja. Z
iskanjem ponavljajocˇih se tem se dolocˇa obliko skladbe.
Hainsworth je naredil raziskavo, ki je opisana v delu [9]. Vanjo je vkljucˇil
19 anketirancev, ki so bili izucˇeni glasbeniki, cilj pa je bil ugotoviti, kako se
lotijo transkripcij resnih glasbenih del. Kljub temu da so transkribirali dela
razlicˇnih zvrsti in z razlicˇnimi cilji, je bilo pri nacˇinu izvedbe mocˇ opaziti
podobne vzorce. Vecˇina najprej prepozna in skicira strukturo skladbe, vcˇasih
tudi s priblizˇno oznacˇenimi kljucˇnimi frazami. Ko je struktura dolocˇena, se
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oznacˇijo akordi in basovska linija, temu pa sledi sˇe melodija. Nazadnje se
razresˇi sˇe notranje glasove. Pri tem si pomagajo z igranjem insˇtrumenta,
ponavljajocˇim poslusˇanjem ali z ugibanjem na podlagi glasbenega konteksta.
Nadalje je ugotovil, da je proces transkripcije prej zaporeden kot vzpo-
reden, razen pri zelo preprostih skladbah. V tem pogledu se razlikuje od
vecˇine sistemov za avtomaticˇno transkripcijo. Druga opazka je, da se ljudje
lahko osredotocˇamo samo na dolocˇen del polifonicˇne skladbe, ostale pa se
miselno izlocˇi. Tretja ugotovitev se navezuje na uvodne misli tega poglavja,
da so nekatere stvari za ljudi samoumevne in jih zato redko obravnavamo kot
del problema. Med taksˇne spadajo prepoznavanje glasbil, sledenje ritmu in
tempu ter prepoznavanje zvrsti, ki nadalje vpliva na dolocˇena pricˇakovanja
glede vsebine.
Cˇeprav pojma transkripcije glasbe nismo posebej opredelili, pa se je iz
konteksta do sedaj dalo videti, da transkripcija zajema sˇiroko podrocˇje glas-
bene umetnosti. Za celostno transkripcijo je potrebno identificirati glasbila,
prepoznati zvrst in slog, slediti ritmicˇnim spremembam, ugotoviti pojavitve
in konce tonov, poiskati melodijo, akorde, bas, notranje glasove, slediti po-
udarkom, prepoznavati razlike v dinamiki (glasnosti), izlusˇcˇiti artikulacijo,
okraske in sˇe in sˇe, hkrati pa mora biti robustna, neobcˇutljiva na spremembe
zvocˇnih barv, neintonancˇnost, napake v igranju, odmev, morebitne sˇume,
ipd.
Zaradi obsezˇnosti problema transkripcije se na podrocˇju pridobivanja in-
formacij iz glasbe obravnava manjˇse podprobleme, ki jih je lazˇje razumeti,
lazˇje definirati, lazˇje implementirati in lazˇje ovrednotiti. Seveda pa tudi cˇe
obstajajo robustni in uspesˇni postopki za resˇevanje posamicˇnih podproble-
mov, je sˇe vedno izziv sestaviti celosten sistem.
V tem delu se posvetimo detekciji posameznih tonov iz vecˇglasnih skladb.
Nasˇo testno mnozˇico sestavljajo slovenske pe´te ljudske pesmi. Vokalna glasba
je za transkripcijo poseben izziv, saj je poleg vseh obicˇajnih prvin prisotno
sˇe besedilo. Cˇeprav nas besedilo sa´mo ne zanima, pa posamezni fonemi
spreminjajo zvocˇno barvo, zato je glasu tezˇje slediti kot pa kaksˇnemu glasbilu.
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Poleg tega se zvocˇne barve med pevci in pevkami bistveno bolj razlikujejo
kot pri istovrstnih glasbilih.
1.2 Razdelitev na poglavja
Delo je razdeljeno na vecˇ poglavij. V drugem poglavju predstavimo ozadje
problema. Sprehodimo se od nastanka zvoka pa vse do frekvencˇnega ana-
lizatorja v cˇlovesˇkem slusˇnem sistemu. Podobno potem skusˇamo dosecˇi z
metodami digitalnega procesiranja signalov, kjer zvok kot signal pretvorimo
iz cˇasovne v frekvencˇno domeno. V tretjem poglavju je opisan Klapurijev
algoritem, ki analizira cˇasovni zvocˇni signal in iz njega po kratkih cˇasovnih
odsekih izlusˇcˇi viˇsine tonov. V cˇetrtem poglavju je opisana priprava podat-
kov za testiranje. Peto poglavje opisuje interaktivno vizualizacijo delovanja
glavnega dela Klapurijevega algoritma. V sˇestem poglavju so zbrani rezultati
testiranja Klapurijevega algoritma nad testno mnozˇico podatkov in poskusi
izboljˇsav. Sedmo poglavje je namenjeno sklepnim mislim. V dodatku je
sˇtudija Butterworthovega filtra.
Poglavje 2
Ozadje problema
V tem poglavju nanizamo nekaj ugotovitev iz podrocˇja fizikalne akustike,
psihoakustike in digitalnega procesiranja signalov, ki so osnovno orodje za
pristop k problemu.
2.1 Akustika
Vse od nastanka nihanja izpod violinskega loka pa do interpretacije valovanja
kot obcˇuteno in prefinjeno izvedena mojstrovina je podrocˇje, ki ga pokriva
akustika. Pri tem se z valovanji ukvarja fizikalna akustika, s percepcijo pa
psihoakustika. V tem razdelku opiˇsemo zvok kot nihanje, nasˇtejemo vrste
zvoka in na kratko predstavimo cˇlovesˇki slusˇni sistem.
2.1.1 Nihanje in valovanje
Kadar opazujemo neko telo iz vidika referencˇnega telesa in opazovano telo
relativno na referencˇnega spreminja polozˇaj, pravimo, da se opazovano telo
giblje. Cˇe je opazovano telo v primerjavi z referencˇnim dovolj majhno oz. se
njegovi sestavni deli premikajo homogeno, je dovolj opazovati eno samo tocˇko
telesa.
Cˇe v nekem cˇasu opazovanja lahko zaznamo ponavljajocˇe se gibanje, go-
vorimo o valovanju. Pri pravem periodicˇnem gibanju se opazovano telo ne-
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prestano vracˇa v isti polozˇaj v enakih cˇasovnih intervalih, ne glede na izbran
polozˇaj opazovanja. Dolzˇino cˇasovnega intervala, v katerem se gibanje po-
novi, oznacˇimo s periodo τ .
Sinusno nihanje
Najpreprostejˇse periodicˇno nihanje si lahko predstavljamo z utezˇjo, pritrjeno
na vzmet. Cˇe bi na utezˇ v eno izmed smeri, ki je pravokotna na smer gibanja
vzmeti, pritrdili svincˇnik in bi na enakomerno drsecˇem papirju opazovali sled,
ki jo riˇse, bi opazili sinusno krivuljo, cˇe le bi papir drseli v smeri, pravokotni
na smer nihanja. Taksˇno gibanje nihala je preprosto harmonicˇno nihanje.
Zaradi krivulje, ki jo opiˇse, pa se imenuje tudi sinusno nihanje.
Graf, ki v vsakem trenutku opiˇse polozˇaj nihanja, je oscilogram, prika-
zana krivulja pa valovna krivulja. Preprosto harmonicˇno nihanje predstavlja
valovanje okrog ravnovesne tocˇke nicˇ. Najvecˇji odmik iz ravnovesne lege,
bodisi navzgor bodisi navzdol, imenujemo amplituda.
Sinusno nihanje lahko opiˇsemo tudi z opazovanjem tocˇke na krozˇnici, ki
jo projiciramo na premer krozˇnice in v vsakem trenutku belezˇimo polozˇaj
projicirane tocˇke. Zacˇetni odmik iz ravnovesne lege je povezan s faznim ko-
tom, tj. zacˇetnim kotom tocˇke na krozˇnici. S spreminjanjem hitrosti krozˇenja
vplivamo na frekvenco opisanega nihanja in njeno reciprocˇno vrednost —
periodo. Enota za frekvenco je Hertz (Hz = s−1). Ena perioda je cˇas vrtenja
krozˇnice za poln kot, merjena pa je v cˇasovnih enotah.
Cˇeprav je preprosto sinusno nihanje vsepovsod okrog nas, pa sˇe zdalecˇ
ni edino, je pa osnovni gradnik vseh periodicˇnih nihanj. Vsako periodicˇno
nihanje namrecˇ lahko izrazimo z vsoto preprostih sinusnih nihanj [16].
Zvok kot valovanje
Osnovni gradnik glasbe je zvok. To je mehansko valovanje nekega elasticˇnega
sredstva, najpogosteje zraka. Izvor valovanja, zvocˇilo, delce zraka periodicˇno
stiska in ustvarja spremenljiv tlak, kar v zraku povzrocˇa zgosˇcˇenine in ra-
zredcˇine, to nihanje delcev pa se sˇiri v smeri razsˇirjanja valovanja (tj. vzdolzˇno
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ali longitudinalno valovanje), obicˇajno vstran od zvocˇila.
Frekvenca valovanja je povezana z zaznavanjem viˇsine tona, amplituda
pa z jakostjo.
Sestavljeno valovanje
Omenili smo zˇe, da lahko vsako periodicˇno nihanje izrazimo kot vsoto eno-
stavnih sinusnih nihanj. Opazujmo, kaj se zgodi, kadar prekrijemo dve pre-
prosti sinusni valovanji, ki nihata z isto frekvenco. Cˇe sesˇtejemo dve valovanji
z enako frekvenco in enako fazo, se sestavljeno nihanje ojacˇi. Amplitudi obeh
valovanj se sesˇtejeta, medtem ko sta frekvenca in faza nespremenjeni. Torej
je nihanje sˇe vedno preprosto. Cˇe imata valovanji nasprotni fazi (razlika je pi
radianov), se zdruzˇeno valovanje oslabi in se v skrajnem primeru, ko imata
nihanji enaki amplitudi, iznicˇi. Cˇe sesˇtejemo sinusni nihanji z razlicˇnima
fazama, je frekvenca sestavljenega valovanja enaka frekvencama osnovnih
valovanj in je zato sˇe vedno preprosto sinusno nihanje, vendar pa (najviˇsja)
amplituda v splosˇnem zaradi razlike v fazi ni enaka vsoti najviˇsjih amplitud
osnovnih nihanj. Nihanje, sestavljeno iz dveh sinusnih nihanj z razlicˇnima
frekvencama, privede do zanimivega ucˇinka, ki je povezan s cˇlovesˇkim slusˇnim
sistemom in ga zato obravnavano nekoliko kasneje.
2.1.2 Kategorizacija zvoka
Zvok lahko glede na sestavljenost razvrstimo v sˇtiri skupine: ton, zven, sˇum
in pok. Kadar je zvok sestavljen samo iz preprostega sinusnega nihanja,
tak zvok opiˇsemo kot cˇisti ton. Ustvariti ga je mogocˇe le z elektronskim
glasbilom. Cˇe je zvok sestavljen iz vecˇ sinusnih nihanj, tj. vecˇ cˇistih delnih
tonov, govorimo o obarvanem tonu oz. zvenu in je zvok, ki ga ustvarjajo
glasbila ter cˇlovesˇki glas. Zvoka preostalih dveh skupin nasˇtejemo kasneje.
Razmerje delnih tonov v zvenu je lahko harmonicˇno ali neharmonicˇno.
Delni toni so v harmonicˇnem razmerju, cˇe lahko vse frekvence delnih to-
nov izrazimo kot celosˇtevilski vecˇkratnik najnizˇje, osnovne frekvence. Taksˇno
8 POGLAVJE 2. OZADJE PROBLEMA
razmerje delnih tonov je znacˇilno za nihanje strun in piˇscˇali. Pri nehar-
monicˇnem razmerju so razmerja frekvenc delnih tonov necela sˇtevila. Tipicˇni
predstavniki so zvonovi, plosˇcˇe in palice.
Zven in ton sta periodicˇni nihanji. Frekvenca, ki je pri zvenu najnizˇja v
vrsti delnih tonov, dolocˇa viˇsino tona in se imenuje osnovna frekvenca. Viˇsji
delni toni ton obarvajo. Ljudje zven prepoznamo kot da bi bil en sam ton
— obarvan ton. Zveni razlicˇnih glasbil se med sabo razlikujejo po kolicˇini
zastopanosti viˇsjih delnih tonov. K barvi prispevajo tudi t.i. formanti, ki
nastopijo zaradi lastnih frekvenc resonatorjev.
Preostali dve kategoriji zvoka sta za razliko od tona in zvena proizvedeni
z neperiodicˇnimi zvocˇili. Pri sˇumu je razmerje delnih tonov neharmonicˇno
in mu je tezˇko dolocˇiti viˇsino. Glede na spekter zastopanosti frekvenc sˇume
locˇimo med seboj po barvi. Poslednja vrsta zvoka je kratkotrajen zvok in se
imenuje pok. Barvo dolocˇa trajanje poka [11].
Temperirana uglasitev
Leta 1939 so na 2. mednarodni konferenci za komorni ton v Londonu dolocˇili
komorni ton a1. To je postal ton s frekvenco 440 Hz.
V zahodni glasbi se uporablja dvanajsttonski sistem. To pomeni, da je v
eni oktavi dvanajst razlicˇnih tonov. Ena oktava se v frekvencah razteza od
f do 2 · f Hz. Frekvencˇna razmerja med toni znotraj oktave pa so definirani
z uglasitvijo.
Glasbila s tipkami so praviloma uglasˇena v temperirani uglasitvi, ki ok-
tavo razdeli na 12 tonov tako, da so razmerja med sosednjimi toni enaka.
Cˇe izhajamo iz komornega tona, lahko frekvence vseh ostalih tonov podamo
relativno:
a1 + n = 440 · 2 n12 ,
kjer n pomeni sˇtevilo tonov vstran od komornega tona.
Piˇscˇali, pihala, trobila in ostala glasbila, ki se uglasˇujejo s podaljˇsevanjem
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cevi, niso uglasˇena v temperirani uglasitvi, saj toni nastajajo s spreminja-
njem valovne dolzˇine zracˇnega stebra, kar se naravno zgodi v harmonicˇnem
razmerju. Pri temperirani uglasitvi taksˇnemu razmerju sledijo samo oktave.
2.1.3 Cˇlovesˇki slusˇni sistem
Vso nasˇteto zracˇno valovanje ne bi imelo smisla pri ljudeh, cˇe ne bi bili
sposobni zracˇnih tresljajev razumeti kot glasbo. Poleg procesov, ki se ob
poslusˇanju izvajajo v mozˇganih in ki omogocˇajo razlocˇevanje sˇuma od Bee-
thovna, je predpogoj pretvorba zracˇnih tresljajev v mehansko valovanje in
sˇele nato v elektricˇne impulze, ki jih razumejo mozˇgani. V tem razdelku
opiˇsemo, kako slusˇni sistem zvocˇne tresljaje spremeni v elektricˇne signale.
Zunanje in srednje uho
Zracˇni tresljaji v cˇlovesˇki slusˇni sistem vstopijo skozi uhelj, ki je vidni zunanji
del usˇesa in se nato po cevastem sluhovodu, dva do trikrat ojacˇani, prebijejo
do bobnicˇa v srednjem delu usˇesa. Ta prenese tresljaje na tri kosˇcˇice: stre-
mence, kladivce in nakovalce, ki se nahajajo v bobnicˇni votlini, napolnjeni z
zrakom. Bobnicˇ je zelo obcˇutljiv in zazna zˇe nihanja z amplitudo 10−9 cm.
Kosˇcˇice nihanje okrepijo in ga prenesejo do ovalnega okenca.
Notranje uho
Z vstopom nihanja skozi ovalno okence se zacˇne notranji del usˇesa, ki je
za sˇtudijo delovanja slusˇnega sistema najpomembnejˇsi. V tem delu usˇesa
se nahaja osnovna membrana, potopljena v tekocˇino, in se razteza vzdolzˇ
celotnega kanala, od ovalnega okenca do vrha polzˇa. Membrana se odzove na
nihanje, cˇutne celice na membrani zaznajo izbocˇene dele, njih vzburjenje pa
privede do nastanka elektricˇnega impulza. Notranje uho deluje kot frekvencˇni
analizator. Pri ovalnem okencu so zaznane visoke frekvence, proti polzˇu pa
vedno nizˇje.
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Slusˇno obmocˇje
Cˇlovesˇki sluh zaznava frekvence med 16 Hz in 20 kHz. Najbolj je obcˇutljiv
na frekvence med 1 kHz in 3 kHz [11].
Utripanje
Cˇe valovanje sestavimo iz dveh osnovnih sinusnih nihanj, ki imata le nekoliko
razlicˇni frekvenci, f1 in f2, pride do pojava, ki mu pravimo utripanje. Name-
sto da bi slusˇni sistem zaznal dva tona, zazna enega s povprecˇno frekvenco
f1+f2
2
. Razlog za to je omejena frekvencˇna locˇljivost osnovne membrane. Za-
radi razlicˇnih frekvenc se tekom cˇasa spreminja tudi razlika med fazama, kar
v neki cˇasovni tocˇki privede do iznicˇenja valovanja, nato pa se amplituda
spet okrepi. To zaznamo kot utripanje. Cˇe sta frekvenci f1 in f2 dovolj
razmaknjeni, zaznamo dva razlicˇna tona [16].
2.1.4 Barkova in ERBS lestvica
Pri sistemih, ki posnemajo cˇlovesˇki slusˇni model, pogosto srecˇamo Barkovo
ali pa ERBS lestvico, ki predpisujeta razdalje med zaporednimi frekvencami.
Kriticˇna pasovna sˇirina
Kriticˇna pasovna sˇirina (critical bandwidth) je za dano osrednjo frekvenco f
(central frequency) definirana kot najvecˇja frekvencˇna pasovna sˇirina okrog
f , ki v notranjem usˇesu aktivira isti del osnovne membrane, in je mera spo-
sobnosti usˇesa pri razlocˇevanju socˇasnih tonov oz. delnih tonov [16].
Poskusa, s katerima so raziskovalci kriticˇno pasovno sˇirino izmerili, sta
dveh vrst. Pri prvem poskusu so opazovali najmanjˇso potrebno frekvencˇno
razliko med dvema delnima tonoma, da ju poslusˇalec lahko razlocˇi. Problem
tega pristopa je pojav utripanja, ko sta frekvenci tonov blizu skupaj, kar
pri poslusˇalcu otezˇuje zmozˇnost razlocˇevanja. Drug poskus tega problema
nima: cˇisti ton so prikrili z belim sˇumom in opazovali, koliksˇen je najvecˇji
mozˇni interval sˇuma okrog cˇistega tona, da poslusˇalec ton sˇe razlocˇi (vendar
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se meritev izvaja s krajˇsanjem tega intervala). Z rezultati drugega poskusa
so opisali novo mero, povezano s kriticˇnim razponom, in se s kratico imenuje
ERB [16, 17].
ERB
V psihoakustiki se z ERB, kratico za Equivalent Rectangular Bandwidth,
oznacˇuje mero, ki osrednji frekvenci predpiˇse frekvencˇno pasovno sˇirino, in
je dobljena izkustveno s posnemanjem delovanja sklopa filtrov (filterbank)
v cˇlovesˇkem notranjem usˇesu. Sklop filtrov je modeliran z enakovrednimi
pravokotniki.
Glasberg in Moore [6] sta leta 1990 enoto ERB predstavila s priblizˇkom
prvega reda, ki velja za zvoke srednje jakosti in v frekvencˇnem obmocˇju od
100 Hz do 10 kHz. Aproksimacija je dana z naslednjo linearno enacˇbo:
ERB(f) = 24,7 · (0,00437 · f + 1), (2.1)
kjer sta frekvenca f in ERB(f) izrazˇena v Hz. Osnovana je na predpostavki,
da vsaka kriticˇna pasovna sˇirina ustreza konstantni razdalji vzdolzˇ osnovne
membrane.
Barkova lestvica
Frekvenco f lahko izrazimo v enotah kriticˇne pasovne sˇirine. Na ta nacˇin
dobimo Barkovo lestvico in nam pove, koliko enot kriticˇne pasovne sˇirine
lahko zaporedoma, neprekrivajocˇe in tesno skupaj zlozˇimo med frekvencama
0 in f Hz.
ERBS lestvica
Podobno kot Barkovo lahko dobimo ERBS lestvico, cˇe kriticˇno pasovno sˇirino
nadomestimo z enotami ERB. Za frekvenco f =
∑n
k=0 ERB(fc(k)) + δf in
n ∈ N ∪ {0} lahko ERBS definiramo takole:
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Definicija 2.1.1.
ERBS(0) = 0,
ERBS(f) = ERBS
(
n∑
k=0
ERB(fc(k)) + δf
)
= n+ 1 + δf
ERB(fc(n+1))
,
kjer so fc(·) taksˇne osrednje frekvence, da se pasovne sˇirine ERB zlozˇijo
zaporedoma skupaj od frekvence 0 naprej in 0 6 δf < ERB(fc(n+ 1)).
Za argumente oblike f =
∑n
k=0 ERB(fc(k)) ERBS po zgornji definiciji
2.1.1 vedno vrne naravno sˇtevilo. Uvedba delezˇa pokritja naslednje pasovne
sˇirine v zgornji definiciji, tj. δf
ERB(fc(n+1))
, omogocˇa poizvedovanje po ERBS s
poljubno frekvenco. Za lazˇjo ponazoritev si to lestvico lahko predstavljamo
kot na sliki 2.1.
0
0
fc(0) fc(1) fc(2) fc(3)
ERB(fc(0))
1
∑1
k=0 ERB(fc(k))
2
∑2
k=0 ERB(fc(k))
3
∑3
k=0 ERB(fc(k))
4ERB(fc(0)) ERB(fc(1)) ERB(fc(2)) ERB(fc(3))
Slika 2.1: ERBS lestvica. Sˇtevila v oranzˇnih okvircˇkih oznacˇujejo frekvenco
v enotah ERB. Oznake v zelenih okvircˇkih so pasovne sˇirine okrog osrednjih
frekvenc fc(·).
Natancˇen izracˇun ERBS
Iz definicije ERBS je razvidno, da lahko ERBS izracˇunamo s poznavanjem
ERB in osrednjih frekvenc fc(k)
n+1
k=0 . Slednje je mogocˇe izracˇunati iz nasle-
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dnjega sistema enacˇb:
fc(n) =
n−1∑
k=0
ERB(fc(k)) +
1
2
ERB(fc(n)),
od koder lahko fc(n) za vsak n ∈ N izrazimo kot rekurencˇno relacijo, odvisno
le od fc(n− 1). Cˇeprav to ni potrebno, je taksˇno rekurzivno enacˇbo mogocˇe
analiticˇno izraziti v eksplicitni obliki, tako da je fc(n) taksˇna funkcija argu-
menta n, izracˇun katere ne zahteva poznavanja prejˇsnjih vrednosti, tj. fc(k)
pri k < n.
Aproksimacija ERBS
Naj bo δf > 0. Opazujemo naslednjo zvezo:
ERBS
(
n∑
k=0
fc(k) + δf
)
− ERBS
(
n∑
k=0
fc(k)
)
= n+ 1 +
δf
ERB(fc(n+ 1))
− (n+ 1) = δf
ERB(fc(n+ 1))
.
Po deljenju z δf se izraz prevede na
ERBS(
∑n
k=0 fc(k) + δf)− ERBS(
∑n
k=0 fc(k))
δf
= 1
ERB(fc(n+1))
. (2.2)
Izraz na desni strani (2.2), opazovan kot funkcija frekvence f , zaradi omejitve
na osrednje frekvence opisuje stopnicˇasto funkcijo. Nadomestimo jo lahko z
zvezno, cˇe osrednje frekvence zamenjamo z vhodno frekvenco f , 1
ERB(f)
.
V limiti δf → 0 gre leva stran (2.2) proti odvodu:
lim
δf→0
ERBS(
∑n
k=0 fc(k) + δf)− ERBS(
∑n
k=0 fc(k))
δf
=
d ERBS(f)
df
= 1
ERB(f)
,
ki pa s skupaj z zacˇetnim pogojem ERBS(0) = 0 predstavlja diferencialno
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enacˇbo za izracˇun ERBS. Cˇe za aproksimacijo ERB uporabimo (2.1), se
resˇitev glasi:
ERBS(f) =
∫
d f
24,7(0,00437f+1)
≈ 21,4 · log10(0,00437 · f + 1) (2.3)
in se ujema z rezultatom v [6].
Inverz ERBS
Z obratom (2.3) vrednost v enoti ERB pretvorimo nazaj v Hz.
f = 1000
4,37
(
10
ERBS(f)
21,4 − 1
)
. (2.4)
2.2 Digitalno procesiranje signalov
V prejˇsnjem razdelku smo zvok obravnavali kot nihanje. Od sedaj naprej
pa bomo o zvoku govorili kot o signalu. Zacˇeli bomo z obravnavo zvoka
kot analogen, oz. natancˇneje cˇasovno zvezen signal, nato pa bomo opravili
prehod na diskretno cˇasovno domeno in koncˇno prevedbo v digitalen signal.
Zvezen signal bomo zapisali kot vsoto preprostih sinusnih funkcij, ki vodi do
transformacije cˇasovne v frekvencˇno domeno. Signal bomo opazovali skozi
kratko cˇasovno okno in omenili s tem povezane tezˇave, nekatere od njih
bomo skusˇali resˇiti z uporabo okenskih funkcij. Kot je v elektro inzˇeniringu
obicˇajno, bomo imaginarno komponento kompleksnega sˇtevila oznacˇevali z j
in ne z i, kot je to obicˇajno v matematicˇni literaturi.
2.2.1 Zvok kot signal
Pri opazovanju zvoka kot nihanje smo izpostavili tri parametre, s katerimi
lahko v vsakem trenutku opiˇsemo stanje nihajocˇega telesa. To so ampli-
tuda, frekvenca in faza. Izkazˇe se, da zadostuje zˇe en sam parameter. Zve-
znocˇasoven signal lahko predstavimo kot funkcijo cˇasa t, katere vrednosti
opiˇsejo amplitude v cˇasu t. Oznacˇimo jo kot x(t).
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2.2.2 Priprava
Zaradi nekoliko bolj matematicˇne obravnave signala v tem delu podamo de-
finicije posebnih funkcij.
Diracova delta
Za potrebe racˇunanja Fourierjeve transformacije definiramo Diracovo delta
funkcijo.
Definicija 2.2.1.
δ(x) =
∞ x = 00 x 6= 0.
Zanjo velja ∫ ∞
−∞
δ(x)dx = 1.
To ni prava funkcija, saj bi bil pri tej definiciji njen integral nicˇeln. Ustreza
pa definiciji porazdelitvene funkcije gostote in jo lahko vidimo tudi kot limito
Gaussove porazdelitvene funkcije gostote z nicˇelno povprecˇno vrednostjo v
parametru standardnega odklona.
Pravokotniˇska funkcija Π
Funkcija, s katero signal odrezˇemo, kot je ucˇinek pravokotniˇske okenske funk-
cije.
Definicija 2.2.2.
Π(x) =

0 |x| > 1
2
1
2
|x| = 1
2
1 |x| < 1
2
.
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2.2.3 Kratkocˇasovna frekvencˇna analiza
Iz vhodnega signala v cˇasovni domeni zˇelimo pridobiti frekvence, ki v njem
nastopajo. Za vsako frekvenco zˇelimo tudi vedeti, kako mocˇno je v signalu
prisotna in kdaj se cˇasovno pojavi. Dekompozicijo signala na spektralne kom-
ponente (tj. enostavne sinusoide) lahko opravimo s hitro Fourierjevo transfor-
macijo, s katero pridobimo informacijo o frekvencah, ki v signalu nastopajo,
in njihovi mocˇi. Cˇe zˇelimo pridobiti sˇe cˇasovno informacijo, je ena mozˇnost
ta, da signal razdelimo na enake kratke cˇasovne intervale, ki jim recˇemo
okvirji, vsak okvir pa analiziramo s hitro Fourierjevo transformacijo. Tezˇava
pri tem pristopu je, med drugim, najti ustrezno dolzˇino cˇasovnega okvirja
— daljˇsi okvir pomeni slabsˇo cˇasovno, a boljˇso frekvencˇno locˇljivost, krajˇsi
okvir pa ravno nasprotno. Poglejmo sedaj omenjene stvari bolj podrobno.
Fourierjeva vrsta
Predpostavimo, da je x(t) zvezna funkcija v odvisnosti od cˇasa t > 0. Naj bo
τ perioda, izrazˇena v sekundah in t0 zacˇetni cˇas. Fourierjev izrek pravi, da
lahko vsako periodicˇno funkcijo s periodo τ , integrabilno na nekem intervalu
[t0 − τ2 , t0 + τ2 ], zapiˇsemo kot neskoncˇno vrsto sinusoid, ki nihajo s frekvenco
pri celosˇtevilskih vecˇkratnikih osnovne frekvence 1
τ
[1]:
x(t) = a0 +
∞∑
n=1
(an cos(2pin
t
τ
) + bn sin(2pin
t
τ
)), t ∈ [t0 − τ2 , t0 + τ2 ], (2.5)
kjer se koeficienti izrazˇajo kot
a0 =
1
τ
∫ t0+ τ2
t0− τ2
x(t)dt,
an =
2
τ
∫ t0+ τ2
t0− τ2
x(t) cos(2pin t
τ
)dt,
bn =
2
τ
∫ t0+ τ2
t0− τ2
x(t) sin(2pin t
τ
)dt. (2.6)
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Funkcija x je s Fourierjevo vrsto (2.5) na intervalu [t0 − τ2 , t0 + τ2 ] natancˇno
izrazˇena, zunaj tega intervala pa le, cˇe je periodicˇna s periodo τ . V splosˇnem
zvocˇni signal x ni periodicˇen s periodo τ , zato nanj gledamo kot na neko
splosˇno funkcijo. Toda cˇe je x integrabilna na celotnem definicijskem obmocˇju,
jo lahko s Fourierjevo vrsto zapiˇsemo po posameznih intervalih. Zato si lahko
predstavljamo, da cˇasovni parameter t0 drsimo vzdolzˇ signala x, ki ga s Fou-
rierjevo vrsto izrazimo pri razlicˇnih cˇasovnih vrednostih t0. Pri tem za fiksno
izbrano periodo τ in drsecˇ parameter t0 opazujemo koeficiente an ter bn, sku-
paj z n, saj n dolocˇa frekvenco sinusoid, ki znasˇa n
τ
Hz. Koeficienti an in bn
so amplitude sinusoid, ki so v zvocˇnem signalu povezane z jakostjo, frekvence
n
τ
pa z viˇsino tonov. Koeficient a0 predstavlja povprecˇno vrednost signala,
kot je razvidno iz njegove definicije. Obicˇajno zˇelimo, da je ta vrednost nicˇ,
saj ima nenicˇelna vrednost nezˇelene ucˇinke na zvocˇni signal [10]. Cˇe je si-
gnal x na voljo v celoti, tj. signala ne prejemamo in procesiramo v realnem
cˇasu, potem je a0 enostavno izracˇunati in odsˇteti iz signala, sicer je treba
uporabiti filtre. Kakorkoli zˇe, a0 v nadaljevanju izkljucˇimo iz razprave. Iz
dekompozicije signala x po (2.5) lahko torej pridobimo to, kar zˇelimo: fre-
kvence in amplitude, ki v signalu x nastopajo ob dolocˇenem cˇasu. Preden pa
ta problem prilagodimo za diskretne cˇasovne signale, si oglejmo dve omejitvi.
Omejitvi Fourierjeve vrste
Prva omejitev je, da moramo neskoncˇno vrsto (2.5) zamenjati s koncˇno, saj
ni niti mogocˇe niti prakticˇno, da bi si lahko shranili koeficiente an in bn za
sˇtevno neskoncˇno vrednosti n. To prinese s seboj dve posledici: x ne moremo
vecˇ izraziti natancˇno, pacˇ pa dobimo zgolj aproksimacijo, hkrati pa se nabor
frekvenc, ki jih lahko izrazimo, zmanjˇsa, saj so le-te odvisne od n. K srecˇi
pa tudi x ne vsebuje vseh frekvenc. Sˇe boljˇse, zaradi prakticˇnih omejitev
cˇlovesˇkega sluha, da je omejen na frekvence od 16 do 20000 Hz, ni potrebno,
da bi zvocˇni signal x vseboval frekvence, viˇsje od omenjene zgornje meje. Iz
tega sledi, da je smiselno obdrzˇati samo prvih nekaj cˇlenov vrste (2.5). Naj
K oznacˇuje zadnji cˇlen koncˇne Fourierjeve vrste.
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Druga omejitev je frekvencˇna locˇljivost. Frekvence, izrazˇene kot n
τ
Hz,
tvorijo koncˇno harmonicˇno zaporedje. S fiksno izbrano periodo τ lahko izra-
zimo K razlicˇnih frekvenc z locˇljivostjo 1
τ
Hz. Ocˇitno lahko s povecˇanjem τ ,
ki povzrocˇi tudi povecˇanje K, dobimo daljˇse zaporedje bolj gosto posejanih
frekvenc, ki jih lahko predstavimo. Po drugi strani pa vecˇji τ pomeni daljˇsi
cˇasovni interval, na katerem aproksimiramo x, zato je cˇas, pri katerem se
frekvence v vrsti pojavijo, tezˇje dolocˇiti. Potrebno je najti pravo ravnovesje
med cˇasovno in frekvencˇno locˇljivostjo, kar naredimo z izbiro parametra τ .
Majhna frekvencˇna locˇljivost je problematicˇna zlasti pri nizkih frekvencah,
saj nizki toni lezˇijo blizˇje skupaj kot pri visokih frekvencah, kar je posledica
dejstva, da frekvence tonov narasˇcˇajo v eksponentnem zaporedju (v eni ok-
tavi se frekvenca podvoji). Nekatere metode, npr. [4], zato za omilitev tega
problema uporabijo t.i. vecˇlocˇljivostni pristop, kjer τ prilagajajo glede na fre-
kvencˇno obmocˇje analize. Pri nizkih frekvencah uporabijo vecˇji τ , pri viˇsjih
frekvencah pa τ zmanjˇsajo. Druga mozˇna resˇitev pa je uporaba t.i. valjcˇne
transformacije [1].
Fourierjeva transformacija
Cˇeprav dekompozicija x s Fourierjevo vrsto dobro ustreza nasˇi definiciji pro-
blema, pa imamo kot vhod v algoritem sˇe vedno samo levo stran enacˇbe
(2.5). Zanima nas, kako dobimo koeficiente an in bn, skupaj s frekvencami,
pri katerih nastopajo. Odgovor je s korelacijo oz. natancˇneje, s Fourierjevo
transformacijo, ki je, nepresenetljivo, tesno povezana s Fourierjevo vrsto. Za-
radi njene izjemno sˇiroke uporabne vrednosti obstaja vecˇ oblik Fourierjeve
transformacije, ki so bolj ali manj enakovredne, vendar so prilagojene spe-
cificˇnim podrocˇjem uporabe. Zvezno Fourierjevo transformacijo definirajmo
takole:
X(Ω) =
∫ ∞
−∞
x(t)e−j2pitΩdt. (2.7)
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Ker je v integracijo vkljucˇena kompleksna sinusoida e−j2pitΩ, je transformacija
X(Ω) kompleksno sˇtevilo. Kompleksna sinusoida, ki jo po Eulerjevi formuli
sestavljata realen kosinus in imaginaren sinus, ima frekvenco Ω, ki pa je
realno sˇtevilo. Opazimo lahko podobnost med Fourierjevo transformacijo
(2.7) in koeficienti Fourierjeve vrste (2.6). Cˇe koeficienta an in bn zapiˇsemo
kot kompleksno sˇtevilo
an − jbn = 2τ
∫ t0+ τ2
t0− τ2
x(t)(cos(2pin t
τ
)− j sin(2pin t
τ
))dt
= 2
τ
∫ t0+ τ2
t0− τ2
x(t)e−j2pin
t
τ dt,
s pomocˇjo Eulerjeve enakosti podobnost postane ocˇitna. Fourierjeva trans-
formacija (2.7) je splosnejˇsa od (2.6), saj je definirana za vse frekvence (Ω
je poljubno realno sˇtevilo). Transformacija pa se ji recˇe zato, ker funkcijo
cˇasovne spremenljivke prevede na funkcijo frekvencˇne spremenljivke.
Cˇe zvezno frekvenco Ω nadomestimo s harmonicˇnim zaporedjem frekvenc
1
τ
, 2
τ
, . . . , K
τ
, se zdi, da bi s transformacijo (2.7) lahko uspesˇno izracˇunali ko-
eficiente an in bn za n = 1, . . . , K. Toda sˇe vedno moramo pojasniti, zakaj
transformacija res poiˇscˇe frekvence in amplitude v signalu x. Fourierjevo
transformacijo lahko vidimo kot korelacijo x s kompleksno sinusoido oz. ko-
relacijo x z dvema sinusoidama, medsebojno zamaknjenima za fazo pi
2
. Zaradi
relacije (2.5) lahko predpostavimo, da je funkcija x sestavljena iz vsote si-
nusoid, ki imajo razlicˇne amplitude, frekvence in faze (slednja je implicitno
prisotna v koeficientih an in bn). Od tod in iz linearnost integrala sledi, da je
dovolj opazovati, kako se obnasˇa korelacija med dvema enostavnima sinusoi-
dama. To lahko storimo z algebraicˇno telovadbo. Za lazˇjo ponazoritev sledi
primer.
Primer: zvezna Fourierjeva transformacije sinusoide
Naj bo x preprosta sinusoida z amplitudo a, frekvenco α in fazo φ, defini-
rana za vse t ∈ R (neskoncˇna periodicˇna funkcija): x(t) = a cos(2piαt + φ).
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Izracˇunajmo zvezno Fourierjevo transformacijo funkcije x.
X(Ω) =
∫ ∞
−∞
a cos(2piαt+ φ)e−j2piΩtdt.
Po Eulerjevi enakosti lahko kosinus nadomestimo z razliko konjugiranih kom-
pleksnih eksponentov: cos(2piαt + φ) = 1
2
(
ej2piαt+jφ − e−j2piαt−jφ). Cˇe upo-
sˇtevamo sˇe linearnost integrala, dobimo razliko dveh integralov.
X(Ω) = a
2
∫ ∞
−∞
ej2piαt+jφe−j2piΩtdt− a
2
∫ ∞
−∞
e−j2piαt−jφe−j2piΩtdt.
Zaradi podobnosti lahko izracˇunamo samo en integral.
a
2
∫ ∞
−∞
ej2piαt+jφe−j2piΩtdt = a
2
ejφ
∫ ∞
−∞
ej2pit(α−Ω)dt.
Preostali del integracije pa je najbolj zvit. Integriramo kompleksno sinusoido,
ki je enotska krozˇnica s srediˇscˇem v izhodiˇscˇu kompleksne ravnine. Ko t tecˇe
po realni osi, po tej krozˇnici krozˇimo. Po enem obhodu krozˇnice se zgodi
naslednje. Cˇe α − Ω 6= 0, se kompleksna sˇtevila med sabo odsˇtejejo. Cˇe
α − Ω = 0, je ej2pit(α−Ω) = e0 = 1 za vse t ∈ R, torej se v tem primeru enice
konstruktivno sesˇtejejo skupaj. To ravno ustreza definiciji Diracove delta
funkcije δ(α− Ω). Na podoben nacˇin resˇimo sˇe drugi integral. Rezultat je
X(Ω) = a
2
ejφδ(α− Ω) + a
2
e−jφδ(α + Ω). (2.8)
Od tod razberemo, da signal x niha pri frekvencah ±α. Sˇtevilo a
2
je polovica
amplitude originalnega signala x. Kompleksna faktorja e±jφ predstavljata
fazi dveh sinusoidnih komponent, ki sta ±φ. 4
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Zvezna Fourierjeva transformacija sinusoide v splosˇnem
Zvezna Fourierjeva transformacija neskoncˇne periodicˇne sinusoide s frekvenco
α je nenicˇelna le pri frekvencah Ω = ±α. Drugacˇe zapisano,
X(Ω) =

a
2
ejφδ(0), Ω = α,
a
2
e−jφδ(0), Ω = −α,
0, sicer.
Cˇe bi namesto kosinusa transformirali kompleksno sinusoido pri enakem kotu
in fazi, bi dobili aejφδ(α − Ω), tj. brez negativne frekvence in a namesto a
2
.
Kadar transformiramo realno funkcijo, kot je to v primeru zvocˇnega signala
obicˇajno, je rezultat vedno simetricˇen glede na Ω = 0 [10].
Primer: kratkocˇasovna analiza
V primeru neskoncˇne periodicˇne funkcije je iz zvezne Fourierjeve transfor-
macije mogocˇe natancˇno rekonstruirati amplitudo, frekvenco in fazo, kot je
pokazal rezultat (2.8). Skrajˇsanje periodicˇne funkcije privede do zanimivega
ucˇinka. Pokazˇimo ta ucˇinek na primeru konstantne funkcije x(t) = 1.
X(Ω) =
∫ ∞
−∞
1 · e−j2piΩtdt = δ(Ω). (2.9)
Konstantna funkcija ima frekvenco 0, saj je 1 = e−j2pi 0. Cˇe sedaj konstantno
funkcijo omejimo na koncˇen interval, kar lahko matematicˇno izrazimo kot
mnozˇenje konstantne funkcije s pravokotniˇsko Π funkcijo, dobimo
X(Ω) =
∫ ∞
−∞
Π(t)e−j2piΩtdt =
∫ 1
2
−1
2
e−j2piΩtdt = − 1
j2piΩ
e−j2piΩt
∣∣∣∣+
1
2
−1
2
=
je−jpiΩ
2piΩ
− je
jpiΩ
2piΩ
=
1
piΩ
j
2
(e−jpiΩ − ejpiΩ) = sin(piΩ)
piΩ
= sinc(Ω).
Tocˇki nezveznosti pri cˇasih ±1
2
povzrocˇita razprsˇitev spektralne komponente
okrog nosilne frekvence, kot je mogocˇe videti iz grafa funkcije sinc na sliki
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2.2a. Podobno spektralno porazdelitev ima tudi zvezna Fourierjeva transfor-
macija odrezane realne sinusoide, ki pa ima dva glavna vrhova (main lobes),
simetricˇna glede na Ω = 0. Transformacija kompleksne sinusoide je zgolj pre-
maknjena funkcija sinc, pomnozˇena s konstanto. Tako torej zgledajo spek-
tralne komponente, ko signal x analiziramo s pravokotniˇskim oknom.
−5 5
0.5
1
Ω [Hz]
sinc(Ω)
(a) Funkcija sinc.
−5 5
0.5
1
Glavni vrh
Stranski vrhovi
Ω [Hz]
|sinc(Ω)|
(b) Funkcija |sinc|.
Slika 2.2: Grafa funkcij sinc in njene absolutne vrednosti. Ko |Ω| narasˇcˇa,
funkcija sinc s pojemkom oscilira okrog 0. Stranski vrhovi (side lobes) abso-
lutne vrednosti te funkcije v magnitudnem spektru predstavljajo problem in
jih zˇelimo zmanjˇsati.
Ucˇinek stranskih vrhov zˇelimo zmanjˇsati, da so glavni vrhovi v spektro-
gramu cˇimbolj izraziti. Okenske funkcije so pristop k omilitvi tega problema,
cˇeprav zraven prinesejo kaksˇnega novega. 4
Magnitudni in fazni spektrogram
Za konec tega razdelka povejmo sˇe to, da je v splosˇnem rezultat zvezne Fou-
rierjeve transformacije kompleksno sˇtevilo. Ko s transformacijo analiziramo
signal x za vse frekvence harmonicˇne vrste n
τ
, n = 1, 2, . . . , K, dobimo K
kompleksnih sˇtevil, ki jih v magnitudnem spektrogramu pri ustreznih fre-
kvencah predstavimo z njihovimi absolutnimi vrednostmi (magnitudami), v
faznem spektru pa ponazorimo argumente (faze, kote) teh kompleksnih sˇtevil.
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2.2.4 Diskretnocˇasovna Fourierjeva transformacija
Cˇe zveznocˇasovne signale izmerimo samo v dolocˇenih cˇasovnih intervalih,
dobimo diskretnocˇasovne signale. Zaradi enostavnosti se obicˇajno uporablja
intervale enakih dolzˇin. Od dolzˇin teh intervalov in frekvenc v signalu je od-
visno, koliko vsebine se pri intervalnem zajemanju ohrani. Brzˇ ko uvedemo
diskretizacijo, se informacija o pravi zveznocˇasovni funkciji izgubi. Skozi opa-
zovane tocˇke namrecˇ lahko napeljemo neskoncˇno mnogo krivulj. K srecˇi pa
nam Fourierjeva vrsta omogocˇa opazovanje zgolj ene druzˇine funkcij, obenem
pa lahko zgolj na osnovi podatka o cˇasu in amplitudi obnovimo frekvence in
faze iz signala.
Priprava
Cˇasovno intervalno vzorcˇenje signala lahko opiˇsemo z neskoncˇnim zaporedjem
enakomerno razmaknjenih Diracovih delta funkcij.
Definicija 2.2.3.
III(x) =
∞∑
n=−∞
δ(x− n)
Cˇe cˇasovni signal pomnozˇimo s III funkcijo, nam ostane diskretiziran
signal. Vzorcˇenje s periodo τ se izrazˇa kot III( t
τ
)x(t). Izpostavimo, da je
III(a x) = 1|a|
∞∑
n=−∞
δ
(
x− n
a
)
, (2.10)
kar sledi iz definicij III in δ.
DFT
S pomocˇjo funkcije III lahko zveznocˇasovno Fourierjevo transformacijo pre-
vedemo na diskretnocˇasovno. Namesto zveznocˇasovnega signala x(t) opazu-
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jemo signal x(t)III(t fs), kjer je fs zˇelena frekvenca vzorcˇenja.
X(Ω) =
∫ ∞
−∞
x(t)III(t fs)e
−j2piΩtdt.
Iz lastnosti (2.10) sledi
X(Ω) = 1|fs|
∫ ∞
−∞
x(t)e−j2piΩt
∞∑
n=−∞
δ(t− n
fs
)dt.
Po zamenjavi vsote in integrala dobimo
X(Ω) = 1|fs|
∞∑
n=−∞
∫ ∞
−∞
x(t)δ(t− n
fs
)e−j2piΩtdt.
Iz definicije Diracove delta funkcije je izraz pod integralom nenicˇeln le za
t = n
fs
.
X(Ω) = 1|fs|
∞∑
n=−∞
∫ ∞
−∞
x( n
fs
)|fs|δ(0)e−j2piΩ
n
fs dt.
Preuredimo v
X(Ω) =
∞∑
n=−∞
x( n
fs
)e
−j2piΩ n
fs
∫ ∞
−∞
δ(0)dt.
Po integriranju ostane
X(Ω) =
∞∑
n=−∞
x( n
fs
)e
−j2piΩ n
fs .
Iz dobljene formule opazimo, da zveznocˇasovni signal x(t) vzorcˇimo s kora-
kom f−1s . Predpostavimo, da je x koncˇen signal. Torej obstaja tN > 0, kjer
je x(t) = 0 za t > tN . Brez izgube za splosˇnost lahko privzamemo, da je
x(t) = 0 za t < 0. Naj bo N sˇtevilo tocˇk diskretnega signala x[n], dobljenih
iz zveznega x(t) pri t = n
fs
za n ∈ {0, . . . N − 1}. Frekvenca Ω je sˇe vedno
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zvezen parameter. Zamenjava Ω← k fs
N
privede do ciljne formule za DFT.
X[k] =
N−1∑
n=0
x[n]e−j2pi
nk
N .
Digitalizacija diskretnega signala
Digitalni signal je diskreten v cˇasu, za razliko od diskretnocˇasovnega signala
pa je diskreten tudi v amplitudah. Proces pretvorbe zveznih amplitudnih vre-
dnosti v nek omejen diskreten nabor mozˇnih amplitud se imenuje kvantiza-
cija. Za domacˇo, neprofesionalno rabo obicˇajno zadostuje 16-bitna kvantiza-
cija, kar pomeni, da so amplitudne vrednosti predstavljene s 65536 razlicˇnimi
sˇtevili.
2.2.5 Okenske funkcije
Stranske vrhove v magnitudnem spektru, do katerih pride zaradi rezanja
signala s cˇasovnim oknom, zˇelimo zmanjˇsati. To lahko dosezˇemo z oken-
skimi funkcijami. Kot smo videli na primeru, do tega pojava pride zaradi
nenadnega padca signala na nicˇ. Ideja okenskih funkcij je narediti postopen
prehod iz polnega signala v nicˇelni signal. Najenostavnejˇsi primer taksˇne
okenske funkcije je trikotniˇsko okno z vrhom na sredini okna in simetricˇnem
na obe polovici.
Trikotniˇsko okno ima majhno plosˇcˇino, ravno polovico plosˇcˇine pravoko-
tniˇskega okna, zato iz signala zajame pol manj energije. Cˇe zˇelimo na sredini
okna zajeti vecˇ energije, iˇscˇemo druge funkcije, ki imajo na sredini bolj po-
stopen padec, blizu meja okna pa bolj nenadnega, razen cˇisto pri mejah, ko
se padanje zopet umiri.
Z uvedbo naslednje parametrizacije lahko opiˇsemo druzˇino pogosto upo-
rabljenih okenskih funkcij:
α (1 + β cos (γn)) .
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Za okna velikosti K vzorcev podamo nekaj primerov okenskih funkcij. Cˇe
izberemo α = 0, β = 1 in γ = 0, opiˇsemo pravokotniˇsko funkcijo. Parametri
α = β = 0,5, γ = 2pin
K−1 opiˇsejo Hannovo okno, α = 0,54, β = 0,46 in γ =
2pin
K−1
so parametri Hammingovega okna.
Vpliv okenskih funkcij na signal lahko preucˇujemo z opazovanjem magni-
tudnega odziva oken. Obicˇajno nas zanima relativna razlika med velikostjo
glavnega vrha in najviˇsjega stranskega vrha. Negativna posledica uporabe
oken je sˇirjenje glavnega vrha. Okna, ki dobro zadusˇijo stranske vrhove,
imajo sˇirsˇi glavni vrh kot tista, ki stranske vrhove dusˇijo slabsˇe.
Poglavje 3
Klapurijev algoritem
Ena izmed najpomembnejˇsih prvin v zahodni glasbi je viˇsina tonov. Skupaj z
dolzˇino tonov tvorita najosnovnejˇse ogrodje za opis kompleksnejˇsih struktur
v glasbi. Tako je npr. melodija zgrajena iz zaporedja tonov, harmonija pa je
dolocˇena z njihovo sozvocˇnostjo, pri obeh pa viˇsina tonov igra osrednjo vlogo.
Pridobivanje informacij iz zvocˇnega posnetka je zato pogosto in v veliki meri
odvisno od uspesˇnosti dolocˇanja viˇsine tonov, vendar je avtomaticˇen proces
dolocˇanja viˇsin tezˇaven, sˇe posebej pri polifonicˇni glasbi. V tem poglavju
se soocˇimo s problemom dolocˇanja viˇsin tonov in opiˇsemo algoritem, ki ga
poskusˇa resˇiti.
3.1 Splosˇni opis algoritma
Klapurijev algoritem [8], poimenovan po njegovem avtorju, je algoritem za
iskanje osnovnih frekvenc (F0) in deluje v frekvencˇni domeni. Izvorno kodo
je prispeval avtor sam in se v dolocˇenih delih nekoliko razlikuje od postopka,
opisanega v citiranem cˇlanku, razkriva pa tudi nekatere podrobnosti. Opis
v tem razdelku se nanasˇa na to izvorno kodo. Napisana je v programskem
jeziku C++. Zaradi poenostavitve je bila v celoti prepisana v MATLAB1.
Predpostavimo, da algoritem na vhodu prejme digitaliziran zvocˇni si-
1http://www.mathworks.com
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Slika 3.1: Shematicˇni prikaz Klapurijevega algoritma.
gnal v cˇasovni domeni. Iskanje osnovnih frekvenc poteka v frekvencˇni do-
meni. Potek algoritma shematicˇno prikazuje slika 3.1. Delovanje algoritma
lahko razcˇlenimo na dva dela. Najprej za posamezne kratkocˇasovne okvirje
izracˇuna utezˇen magnitudni spekter, nato v spektru poiˇscˇe osnovne frekvence.
Izracˇun magnitudnega spektra lahko strnemo v tri korake:
1. decimiranje oz. podvzorcˇenje vhodnega cˇasovnega signala,
2. transformacija signala v cˇasovno–frekvencˇno domeno, katero algoritem
opravi s kratkocˇasovno Fourierjevo transformacijo in
3. beljenje spektra v vsakem izmed okvirjev, tj. utezˇitev magnitudnega
spektra po vzoru slusˇnega sistema pri ljudeh.
Cˇeprav je za pridobitev magnitudnega spektra nujen samo drugi korak, pa je
koristno opraviti tudi podvzorcˇenje, kar se opazi pri izboljˇsani cˇasovni zah-
tevnosti racˇunanja Fourierjeve transformacije, in pa spektralno beljenje, ki
povecˇa robustnost sistema na razlicˇne zvocˇne vire, posledica pa je natancˇnejˇse
ocenjevanje osnovnih frekvenc.
V magnitudnem spektru je izrazˇena mocˇ prisotnosti posameznih frekvenc
v danem kratkem cˇasovnem okviru. Povsem intuitivno je, da bi kandidate
za F0 lahko predstavljajo prvih nekaj frekvenc z najvecˇjo magnitudo, vendar
bi na ta nacˇin povsem zanemarili barvno informacijo zvena. Pri glasbi z
akusticˇnimi insˇtrumenti in vokali je zato smiselno uposˇtevati tudi delne tone.
Avtor algoritma [8] je zato po zgledu v predhodnem delu nekaterih drugih
raziskovalcev dolocˇanje osnovne frekvence iz spektra zastavil kot naslednji
optimizacijski problem: kandidat za F0 je tista frekvenca f , kjer je dosezˇena
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najvecˇja vrednost kriterijske funkcije
s(f) =
M∑
m=1
w(f,m)|Y(f m)|, (3.1)
kjer f m za m ∈ {1, 2, . . . ,M} predstavlja frekvenco m-tega harmonicˇnega
delnega tona (tj. f m Hz), |Y| oznacˇuje magnitudni spekter danega cˇasovnega
okvira vhodnega signala, w pa utezˇitveno funkcijo, ki posameznemu delnemu
tonu predpisuje pomembnost. Koliko delnih tonov uposˇtevamo v izracˇunu
(tj. velikost parametra M), kaksˇna je funkcija w in kako je bila dobljena, je
opisano kasneje.
Na kriterijsko funkcijo (3.3) lahko gledamo kot na cenilko osnovnih fre-
kvenc. Dolocˇanje osnovne frekvence na podlagi soobstoja harmonicˇnih delnih
tonov v dolocˇenem razmerju glede na osnovno frekvenco se vsekakor zdi smi-
selno, zlasti pri tisti vrsti zvokov, pri katerih je razmerje frekvenc v zvenu
harmonicˇno. Tovrstne zvoke na primer ustvarjajo nihanja strun, pihala in
trobila. Po drugi strani pa formula (3.3) ne uposˇteva neharmonicˇnih del-
nih tonov, ki nastopajo v zvenu teles, ki nihajo v treh razsezˇnostih, kamor
spadajo npr. zvonovi, plosˇcˇice in palice. Z racˇunskega vidika je smiselna, saj
Fourierjev izrek pravi, da je vsako periodicˇno funkcijo s periodo T mogocˇe iz-
raziti kot superpozicijo (linearno kombinacijo) enostavnih nihanj, tj. sinusov
in kosinusov, s frekvencami k
T
, kjer je k ∈ {1, 2, . . .}. Drugacˇe povedano, v
Fourierjevi vrsti nastopajo sinusoidne funkcije v harmonicˇnem razmerju, tako
kot so tudi v formuli (3.3) spektralne komponente v harmonicˇnem razmerju.
Iz (3.3) ni neposredno razvidno, kako iz magnitudnega spektra prido-
biti vecˇ osnovnih frekvenc, kadar imamo opravka s polifonicˇnim zvocˇnim
virom. Klapuri je v svojem cˇlanku [8] opisal tri razlicˇne metode: direktna
metoda, iterativno ocenjevanje in odsˇtevanje ter zdruzˇena metoda. Recimo,
da za trenutni cˇasovni okvir vse tri metode vrnejo P osnovnih frekvenc (sto-
pnja razpoznane polifonije je P ). Direktna metoda izracˇuna (3.3) za nek
nabor osnovnih frekvenc f ∈ [fmin, fmax] in vrne P najboljˇsih lokalnih ma-
ksimumov. Iterativna metoda poiˇscˇe tisto osnovno frekvenco f , pri kateri
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je dosezˇena maksimalna vrednost s(f), in jo skupaj z delnimi harmonicˇnimi
toni odsˇteje iz spektra. Postopek ponavlja na preostanku spektra, dokler
ne najde P razlicˇnih osnovnih frekvenc. Zdruzˇena metoda zdruzˇuje idejo
direktne in iterativne metode. Najprej po (3.3) izracˇuna P1  P lokalnih
maksimumov (kot direktna metoda), nato s posebno kriterijsko funkcijo in
iterativnim postopkom poiˇscˇe P najboljˇsih kandidatov za osnovne frekvence.
Vecˇ o posameznih delih algoritma sledi v preostanku tega poglavja, a izmed
treh omenjenih metod je opisana in implementirana samo iterativna metoda.
3.2 Podvzorcˇenje
Prvi korak Klapurijevega algoritma je podvzorcˇenje (ali decimiranje) in je
na tem mestu podrobno opisano.
3.2.1 Priprava
Naj fs oznacˇuje sˇtevilo vzorcev na sekundo in naj bo N ∈ N sˇtevilo vseh
vzorcev v signalu x. Implementacija Klapurijevega algoritma deluje samo
za vhodne signale s frekvenco vzorcˇenja, ki je enaka standardu pri glasbenih
CD plosˇcˇah, in sicer fs = 44,1 vzorcev na sekundo, zato predpostavimo, da
je na vhodu podan signal x, ki tej omejitvi ustreza. Namen podvzorcˇenja
je zmanjˇsanje sˇtevila vzorcev v signalu, to pa posledicˇno vodi do izboljˇsane
cˇasovne zahtevnosti pri nadaljnem procesiranju signala. Hkrati s sˇtevilom
vseh vzorcev je potrebno zmanjˇsati tudi frekvenco vzorcˇenja za isti faktor,
sicer bi npr. ob predvajanju decimiranega zvocˇnega signala x pri nespreme-
njeni frekvenci vzorcˇenja poleg hitrejˇsega tempa glasba zvenela viˇsje. Podv-
zorcˇenje opiˇsemo s sˇtirimi koraki:
1. Izberemo cˇimvecˇji faktor podvzorcˇenja d ∈ N, kolikor to dopusˇcˇa apli-
kacija. Omejitev dolocˇa najviˇsja frekvenca, ki jo signal lahko vsebuje
in se pri podvzorcˇenju zmanjˇsa iz fs
2
na fs
2d
Hz.
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2. Nacˇrtujemo nizkopropustni filter tako, da iz signala odstrani frekvence,
viˇsje od fs
2d
Hz.
3. Signal x sfiltriramo, rezultat je signal y z odstranjenimi visokimi fre-
kvencami, nova frekvenca vzorcˇenja je fs
d
vzorcev na sekundo.
4. Izvedemo podvzorcˇenje. V signalu y obdrzˇimo vzorce y[1 + k d], kjer je
k ∈ {0, 1, . . . , bN−1
d
c}.
Naveden postopek deluje v teoriji, v praksi je potrebno nekoliko vecˇ previ-
dnosti. Pri potiskanju parametra d do teoreticˇne Nyquistove meje bo najvecˇja
frekvenca znasˇala fs
2d
Hz in bo opisana zgolj z dvema vzorcema na periodo. To
je pri sˇumnem signalu nezadovoljivo. Do sˇuma v signalu pride zaradi mno-
gih dejavnikov, npr. pri zajemanju zvoka z mikrofoni v nestudijskem okolju,
kjer so prisotni nezazˇeleni zvoki iz ozadja; pri pretvorbi mehanskega zvoka
v elektricˇni signal v mikrofonu; zaradi interference in slabenja elektricˇnega
signala, ki potuje po kablih in skozi razne naprave; pri pretvorbi elektricˇnega
signala kot nosilca zvocˇne informacije v digitalni signal v zvocˇni kartici za-
radi netocˇnega urinega generatorja in kvantizacije; zaradi izgubnega stiskanja
glasbenih datotek v formate kot so mp3, ogg in wma. Seznam se gotovo ne
koncˇa tu. V literaturi se zato predlaga, da je najviˇsja frekvenca, ki je za
aplikacijo smiselna, dolocˇena vsaj s tremi ali sˇtirimi vzorci [1, str. 495].
3.2.2 Nacˇrtovanje filtra
Definirajmo frekvencˇni razpon, primeren za nasˇ problem. Z osnovnimi fre-
kvencami v obmocˇju od 40 do 2100 Hz zajamemo tone od E1 (E v kontra
oktavi) do c4. Za primerjavo, pevski obseg sˇolanih glasov sega od najnizˇjega
basa, tona D (v veliki oktavi), do najviˇsjega soprana, tona e3. Izrazˇeno v
frekvencah je to nekje od 70 do 1320 Hz. Netrenirani glasovi imajo tipicˇno
manjˇsi obseg. Uposˇtevati je potrebno sˇe delne tone, zaradi katerih se fre-
kvencˇni razpon raztegne v viˇsje frekvence. Klapuri je sˇtevilo delnih tonov
omejil na 20 (v formuli (3.3) je M = 20), vendar najvecˇ do frekvence okrog
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6,3 kHz. To pomeni, da za osnovne frekvence v zgornjem mejnem obmocˇju
algoritem uposˇteva samo tri delne tone, v primeru netreniranih vokalov pa
vsaj sˇest. Teoreticˇno bi lahko faktor decimiranja nastavili na tri vzorce
( fs
2d
= 44100
6
= 7350 Hz), v praksi je zaradi zgoraj omenjenih razlogov varneje
izbrati d = 2, fs
4
= 11025 Hz.
Sedaj lahko sestavimo filter. Izberimo vrsto filtra in dolocˇimo frekvencˇna
obmocˇja prepustnosti in neprepustnosti. Ocˇitno zˇelimo ohraniti nizke fre-
kvence in zavrecˇi visoke, zato naj bo filter nizkoprepustni. Na osnovi defini-
ranega frekvencˇnega obmocˇja v prejˇsnjem odstavku lahko podamo specifika-
cije filtra. Naj |H(ejf
2pi
fs )| oznacˇuje magnitudni odziv filtra pri frekvenci f ,
izrazˇeni v Hz. Potem naj filter s prevajalno funkcijo H(z) zadosˇcˇa naslednjim
omejitvam:
1 > |H(ejf
2pi
fs )| > 0,9477, 0 6 f 6 6300 Hz, (3.2a)
0 6 |H(ejf
2pi
fs )| 6 0,0371, 11025 6 f 6 22050 Hz. (3.2b)
Frekvencˇno obmocˇje prepustnosti se razteza od 0 do 6,3 kHz, obmocˇje ne-
prepustnosti pa od 11025 Hz naprej.
Filtriranje lahko naredimo ucˇinkovitejˇse, cˇe posezˇemo po NEO filtru.
Toda tovrstni filtri za razliko od KEO filtrov z (anti)simetricˇnimi koefici-
enti (tj. (anti)simetricˇnim enotinim odzivom) praviloma nimajo linearne faze
(kaj to pomeni za filtriran signal, je razlozˇeno v poglavju A.5). K srecˇi lahko
fazo, ki jo v filtriran signal uvede filter, iznicˇimo — signal je potrebno filtri-
rati v obe smeri. Klasicˇne vrste NEO filtrov so Butterworthov, Cˇebiˇsev tipa
I, Cˇebiˇsev tipa II in elipticˇni. Ker je v nasˇem primeru med obmocˇjema prepu-
stnosti in neprepustnosti dokaj sˇiroko prehodno obmocˇje, si lahko omislimo
Butterworthov filter, katerega magnituda frekvencˇnega odziva, kadar je upo-
rabljen kot nizkoprepustni filter, v celotnem frekvencˇnem obmocˇju monotono
pada (v nobenem frekvencˇnem obmocˇju nima valovanja), posledicˇno pa je
prehodno obmocˇje bolj postopno in polozˇno kot pri Cˇebiˇsevem ali elipticˇnem
filtru. Izracˇun sistemske (prevajalne) funkcije H(z) z bilinearno transfor-
macijo se nahaja v razdelku A.4, dobljena cˇasovna diferencˇna enacˇba pa se
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glasi
y[n] = 0,004311x[n] + 0,025863x[n− 1] + 0,064658x[n− 2] + 0,086211x[n− 3]
+ 0,064658x[n− 4] + 0,025863x[n− 5] + 0,004311x[n− 6] + 1,9816 y[n− 1]
− 2,2524 y[n− 2] + 1,4693 y[n− 3]− 0,5963 y[n− 4] + 0,1354 y[n− 5]
− 0,0136 y[n− 6]. (3.3)
Slika 3.2 prikazuje magnitudni in enotin odziv filtra. Enotin odziv se hitro
priblizˇuje nicˇli, kar kazˇe na stabilnost filtra. Iz grafov je tudi razvidno, da
dvosmerno filtriranje ne vpliva le na fazo, temvecˇ tudi na magnitudni in
enotin odziv. Dvosmerno filtriranje namrecˇ na magnitudni odziv ucˇinkuje
kot kvadriranje magnitudnega odziva, zato se magnitudni odziv zmanjˇsa,
nezˇelena posledica pa je prekoracˇitev specifikacij v obmocˇju prepustnosti,
vendar pa vpliv ni znaten. Pri mejnem obmocˇju prepustnosti f = 6300 Hz
je faktor zmanjˇsanja magnitude priblizˇno 0,1, pri f = 6000 Hz pa le sˇe 0,05.
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Slika 3.2: Magnitudni in enotin odziv digitalnega Butterworthovega filtra
reda 6. Modra krivulja prikazuje odziv pri obicˇajnem enosmernem filtriranju,
oranzˇna pa odziv pri filtriranju z nicˇelno fazo (dvosmerno filtriranje).
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3.2.3 Dvosmerno filtriranje
Zadnja dva koraka podvzorcˇenja, kot zˇe omenjeno zgoraj, sta filtriranje in
zmanjˇsanje sˇtevila vzorcev v signalu. Postopek zmanjˇsanje sˇtevila vzorcev je
opisan zˇe zgoraj, 4. tocˇka v razdelku 3.2.1, zato opiˇsemo samo filtriranje. Fil-
triranje z nicˇelno fazo lahko opravimo po postopku [10, str. 518], prikazanem
na sliki 3.3. Vhodni signal x[n] sfiltriramo po enacˇbi (3.3), ki na izhod da
y1[n]. Signal y1[n] cˇasovno obrnemo v y2[n], tako da je ∀ k : y2[N−k] = y1[k].
Nato filtriranje in cˇasovni obrat ponovimo na enak nacˇin. Rezultat je signal
y[n] z nicˇelno fazo in zmanjˇsanimi magnitudami nezˇelenih frekvenc. Vsaka
izmed sˇkatlic na sliki 3.3 v posamezne spektralne komponente izhodnega si-
gnala priˇsteje lastno fazo, vendar cˇasovni obrat signala fazo konjugira, zaradi
cˇesar se v celotnem postopku vpeljane faze odsˇtejejo. V dejanski implemen-
taciji dvosmernega filtriranja cˇasovno obracˇanje ni potrebno, cˇe rutino filtri-
ranja prilagodimo tako, da zna filtrirati v obe smeri: od zacˇetka proti koncu
in od konca proti zacˇetku signala.
x[n] NEO filter
Cˇasovni
obrat
signala
NEO filter
Cˇasovni
obrat
signala
y[n]
Slika 3.3: Filtriranje z nicˇelno fazo. Povzeto po [10].
3.2.4 Implementacija
1 [y, newfs] = function decimate(x, fs)
2 [B, A] = butter(6, 1/3);
3 y = filtfilt(B, A, x);
4 y = y(1:2:end);
5 newfs = fs/2;
6 end
Izvorna koda 3.1: Podvzorcˇenje.
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Cˇeprav ima postopek podvzorcˇenja v ozadju kar nekaj teorije, pa je imple-
mentacija v MATLABU enostavna, kot prikazuje izvorna koda 3.1. Najtezˇji
del pri tem je seveda ugotoviti ustrezne parametre, ki pa so povezani z nasˇteto
teorijo. Funkcija decimate sprejme vhodni signal x in frekvenco vzorcˇenja
fs, na izhodu pa vrne sfiltriran signal y in novo frekvenco vzorcˇenja newfs.
V drugi vrstici izracˇunamo koeficiente Butterworthovega digitalnega filtra
reda 6 in frekvenco rezanja ωc =
pi
3
, ki je izracˇunana po (A.14). Funkcija
filtfilt opravi dvosmerno filtriranje, zadnji dve vrstici razpolovita sˇtevilo
vzorcev in frekvenco vzorcˇenja.
3.3 Kratkocˇasovna frekvencˇna analiza
Potem, ko smo iz signala odstranili polovico vzorcev, opravimo frekvencˇno
analizo. Tega problema se lahko lotimo na razlicˇne nacˇine. En pristop je po-
snemanje cˇlovesˇkega slusˇnega sistema, sˇe posebej delovanje notranjega usˇesa,
za katerega bi pripravili sklop razlicˇnih pasovno prepustnih filtrov, vsakega za
nek majhen frekvencˇni razpon. Skozenj bi poslali zvocˇni signal in v vsakem
frekvencˇnem obmocˇju poiskali prevladujocˇo frekvenco, npr. z avtokorelacijo
ali pa s kratkocˇasovno Fourierjevo transformacijo. Informacije o frekvencah
iz razlicˇnih frekvencˇnih obmocˇij bi nato zdruzˇili skupaj, kar bi bila mera
za prisotnost viˇsin [4]. Drug mozˇni pristop pa je kratkocˇasovna Fourierjeva
transformacija, ki je bila uporabljena tudi v Klapurijevem algoritmu in je
opisana v poglavju 2.2.3. V nadaljevanju tega razdelka podamo parametre
algoritma, ki opravi frekvencˇno analizo, in omejitve, ki so posledica teh.
Zvocˇni signal razdelimo na kratke cˇasovne okvirje. Klapuri je izbral dve
dolzˇini, in sicer 46 in 93 ms, kar se pri frekvenci vzorcˇenja fs = 22050 vzorcev
na sekundo prevede na K = 210 oz. K = 211 vzorcev. Sosedna okvirja se
polovicˇno prekrivata; razdalja med sosednima okvirjema je 23 oz. 46,5 ms. Za
zmanjˇsanje stranskih vrhov je uporabljeno Hannovo okno. Frekvencˇni okvir
je razsˇirjen z nicˇlami, tako da je njegova velikost dvakrat vecˇja od prvotnega
okvirja. V sˇtevilu vzorcev to znasˇa K0 = 2
11 oz. K0 = 2
12.
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Frekvencˇna locˇljivost pri nasˇtetih parametrih znasˇa 10,8 pri krajˇsem oz.
5,4 Hz pri daljˇsem oknu. Pri obeh dolzˇinah je frekvencˇna locˇljivost pri nizkih
frekvencah preslaba, kot je to razvidno na sliki 3.4. Sˇele nekje nad 100 Hz
postane locˇljivost pri daljˇsem okvirju zadovoljiva, pri krajˇsem pa sˇe kasneje.
V obmocˇju od 20 do 100 Hz pri vokalni glasbi najdemo nizke tone baritona
in basa, zato so pri vrednotenju delezˇni posebne pozornosti. Vendar pa je
iz mogocˇe opaziti, da viˇsji harmonicˇni delni toni, ki jih je lazˇje natancˇno
dolocˇiti, pomagajo pri dolocˇanju osnovne frekvence. Dodatno pa sˇe, kot
bomo videli kasneje, se lahko izracˇuna pri boljˇsi locˇljivosti, kot jo omogocˇajo
frekvencˇni kosˇi magnitudnega spektra.
Ton 93 ms okvir 46 ms okvir
20 30 40 50 60 70 80 90
0
1
2
3
Hz
Slika 3.4: Frekvencˇna locˇljivost pri nizkih tonih v frekvencˇnem obmocˇju od
20 do 100 Hz. V spodnji vrstici so prikazane frekvence tonov po formuli
440 · 2 n12 (tj. n poltonov vstran od komornega tona a1 s frekvenco 440 Hz).
V sredini je frekvencˇna locˇljivost okvirja dolzˇine 93 ms, na vrhu pa okvirja
dolzˇine 46 ms.
3.3.1 Implementacija
Izracˇun magnitudnega spektra s pomocˇjo kratkocˇasovne Fourierjeve transfor-
macije prikazuje izvorna koda 3.2 v MATLABU. Funkcija magSpec sprejme
zvocˇni signal x, velikost okvirja frameSize, z nicˇlami razsˇirjeno velikost
okvirja frameSizePad, razdaljo med sosednima okvirjema hopSize in najvecˇje
sˇtevilo frekvencˇnih kosˇev maxBin, ki je nastavljeno tako, da najviˇsja frekvenca
v magnitudnem spektru znasˇa okrog 6,3 kHz. V tretji vrstici pripravi Han-
novo okno, temu pa sledi izracˇun kratkocˇasovne Fourierjeve transformacije
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in nazadnje sˇe normaliziranega magnitudnega spektra.
1 absX = function magSpec(x, frameSize, frameSizePad, ...
hopSize, maxBin)
2 % hann(ing)
3 hw = window(@hann, frameSize);
4 % stft
5 X = spectrogram(x, hw, frameSize−hopSize, frameSizePad);
6 % magnitude spectrum (only up to maxBin needed)
7 absX = abs(X(1:maxBin, :)) / sqrt(frameSize);
8 end
Izvorna koda 3.2: Kratkocˇasovna Fourierjeva transformacija
3.4 Beljenje spektra
Razlicˇni zvocˇni viri in druge zvocˇne raznolikosti istega tona predstavljajo
barvo zvoka in kazˇejo svoj odsev v frekvencˇni porazdelitvi, ki tak zvok se-
stavlja. Zaradi barve je prepoznavanje osnovne frekvence tezˇje, zato je njen
vpliv v spektru dobro zmanjˇsati. Spektralno beljenje je proces ocenjevanja
in odstranjevanja barvne informacije iz spektra.
Nekateri modeli spektralnega beljenja posnemajo cˇlovesˇki slusˇni sistem,
zlasti delovanje notranjega usˇesa. Eden taksˇnih je sklop delno prekrivajocˇih
se pasovno prepustnih filtrov [12]. Pasovna sˇirina teh filtrov je tesno povezana
s kriticˇno pasovno sˇirino, definirano v poglavju 2.1.4. V frekvencˇni domeni
je tak sklop filtrov mogocˇe enostavno implementirati kot mnozˇenje spektra z
njihovimi magnitudnimi odzivi.
Za barvo, prisotno v signalu, si lahko predstavljamo, da je bila signalu
dodana skozi proces filtriranja. Cˇe poznamo model filtra, lahko barvno in-
formacijo izlocˇimo z inverznim filtriranjem. Zvocˇno barvo lahko ocenimo iz
porazdelitve spektralne energije.
V algoritmu je beljenje spektra implementirano v frekvencˇni domeni,
kjer se poskusˇa simulirati sklop pasovno prepustnih filtrov. Ti imajo v
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mocˇnostnem spektru odziv v obliki trikotnika. Sklop vsebuje 72 pasovno
prepustnih filtrov s srediˇscˇi v osrednjih frekvencah, enakomerno razporejenih
po ERB lestvici. Odzivi sklopa filtrov v mocˇnostnem spektru so prikazani
na sliki 3.5. Osrednje frekvence si lahko poljubno izberemo, razmak med
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Slika 3.5: Mocˇnostni odziv sklopa pasovno prepustnih filtrov.
njimi pa ustreza ERB lestvici. Klapuri je izbral najnizˇjo frekvenco 65 Hz
in najviˇsjo 5200 Hz, vmesne pa lahko izracˇunamo. Razmak med sosednima
osrednjima frekvencama po ERB lestvici lahko izracˇunamo po (2.3) in znasˇa
1
72−1(ERBS(5200)− ERBS(65)) = 0,3818 ERB.
Osrednja frekvenca filtra b = 1, 2, . . . 72 znasˇa
ERBS(65) + (b− 1) 1
72−1(ERBS(5200)− ERBS(65)) ERB. (3.4)
Z uporabo inverzne ERBS formule (2.4) lahko (3.4) pretvorimo v Hz, od tod
pa po f K0
fs
v frekvencˇni indeks diskretne Fourierjeve transformacije. Spodnja
in zgornja frekvencˇna meja pasovno prepustnega filtra b, ki ju zaporedoma
oznacˇimo s fb,⊥ in fb,>, se za vsako osrednjo frekvenco fb,c (v Hz) izracˇunata
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s pomocˇjo inverzne ERBS enacˇbe (2.4):
fb,⊥ = 10004,37
(
10
ERBS(fb,c)−1
21,4 − 1
)
Hz,
fb,> = 10004,37
(
10
ERBS(fb,c)+1
21,4 − 1
)
Hz.
Frekvence pretvorimo v frekvencˇne indekse kot i = f · K0
fs
in z ustreznim
zaokrozˇevanjem. Mocˇnostni odziv filtra b je trikotnik Hb(k), v spektru opi-
sanem s koordinatami {(dfb,⊥ · K0fs e, 0), (bfb,c · K0fs + 0,5c, 1), (bfb,>K0fs c, 0)}.
Spektralna energija se izracˇuna kot neke vrste standardna deviacija (utezˇena
RMS):
σb =
(
1
K0 − 1
∑
k
Hb(k) |X(k)|2
)1
2
, (3.5)
kjer je |X(·)|2 mocˇnostni odziv signala x[n]. Utezˇi Hb(k) za vmesne tocˇke
k ∈ {dfb,⊥ · K0fs e, . . . , bfb,> · K0fs c}
linearno interpoliramo, tj. tecˇejo po stranicah trikotnika filtra b. Natancˇneje,
Hb(k) =

k−fb,⊥
fb,c−fb,⊥ , cˇe k ∈
{⌈
fb,⊥ · K0fs
⌉
, . . . ,
⌊
fb,c · K0fs
⌋}
,
k−fb,>
fb,c−fb,> , cˇe k ∈
{⌈
fb,c · K0fs
⌉
, . . . ,
⌊
fb,> · K0fs
⌋}
,
0, sicer.
(3.6)
Vsaki spektralni komponenti zˇelimo dolocˇiti koeficient stiskanja, ki se
izracˇuna iz statistik σb, in sicer γb = C(
√
2σb)
ν−1, kjer je ν parameter, ki
dolocˇa kolicˇino beljenja, C ≈ 1,2 pa je konstanta. Privzeta vrednost beljenja
je ν = 0,33, vendar so testi pokazali, da je vcˇasih primernejˇsa izbira ν = 0,1,
ki pomeni vecˇ beljenja. Stiskanje se opravi po celotnem spektru, toda koe-
ficienti γb so dolocˇeni samo za osrednje frekvence filtrov, zato se manjkajocˇi
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koeficienti izracˇunajo kot linearna interpolacija med dvema sosednima osre-
dnjima frekvencama. Manjkajocˇe koeficiente med frekvencama fb,c in fb+1,c
geometrijsko interpretiramo kot tocˇke na daljici s krajiˇscˇema (fb,c
K0
fs
, γb) in
(fb+1,c
K0
fs
, γb+1).
Zadnji korak spektralnega beljenja je inverzno filtriranje. Pobeljen spek-
ter |Y (k)| izracˇunamo tako, da koeficiente stiskanja pomnozˇimo z istolezˇnimi
spektralnimi komponentami magnitudnega spektra |X(k)|, kar zapiˇsemo kot
|Y (k)| = γ(k)|X(k)|.
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Slika 3.6: Ucˇinek spektralnega beljenja.
Na sliki 3.6 je viden ucˇinek spektralnega beljenja. Krivulji sta normalizi-
rani tako, da je najviˇsja tocˇka pri obeh enaka ena. V pobeljenem spektru so
lokalni maksimumi bolj poudarjeni, vrhovi pa imajo relativno gledano med
sabo manjˇso viˇsinsko razliko.
3.5 Iskanje F0
Racˇunanje magnitudnega spektra s kratkocˇasovno Fourierjevo transforma-
cijo je v raznih aplikacijah, ki cˇasovno podan signal procesirajo v frekvencˇni
domeni, pogost pristop. Tudi iskanje osnovne frekvence v spektru je pogo-
sto opravilo, vendar pa se algoritmi v tem delu med sabo ponavadi najbolj
razlikujejo. Ideja Klapurijevega algoritma je preprosta in je bila podana
zˇe uvodoma — v magnitudnem spektru poiskati najbolj izstopajocˇe har-
monicˇno zaporedje, pri cˇemer je prvi ton zaporedja iskan ton. V uvodnem
delu pricˇujocˇega poglavja so bile tudi na kratko predstavljene tri razlicˇne me-
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tode obravnavanja polifonicˇnosti, vendar je implementirana samo iterativna
metoda in zato edina izmed njih, ki je opisana v tem razdelku. V nadalje-
vanju je najprej opisana kriterijska funkcija (3.3) v diskretni domeni, temu
sledi opis, kako so bile pridobljene utezˇi kriterijske funkcije, nazadnje pa je
sˇe podan ucˇinkovit algoritem iterativnega ocenjevanja in odsˇtevanja osnovne
frekvence iz spektra.
3.5.1 Diskretna kriterijska funkcija
Ocenjevalna funkcija (3.3) je funkcija zvezne spremenljivke, ki predstavlja
frekvenco v Hz. Najprej jo namesto frekvence f v Hz definiramo z zvezno
periodo τ = fs
f
v enoti sˇtevila vzorcev:
s(T ) =
M∑
m=1
w(fs
τ
,m)|Y (mfs
τ
)|. (3.7)
Ta oblika je povsem enaka prvotni (3.3), a z zamenjavo f = fs
τ
. Cˇe zˇelimo
magnitudni spekter |Y (·)| izracˇunati s pomocˇjo hitre Fourierjeve transforma-
cije (FFT), ga prevedemo na diskretno obliko Y [k], kjer je k ∈ N. Dodatno
uvedemo sˇe parameter natancˇnosti ∆τ , ki omogocˇa izbiro locˇljivosti, saj je
poizvedovanje po Y [k] omejeno samo na frekvence kfs
K0
, k = 0, 1, . . . , K0 − 1,
medtem ko je τ zvezen parameter. Ocenjevalna funkcija (3.7), prilagojena
za izracˇun s FFT, je
sˆ(τ) =
M∑
m=1
w(fs
τ
,m) max
k∈κτ,m
|Y [k]|, (3.8)
kjer κτ,m oznacˇuje mnozˇico zaporednih frekvencˇnih kosˇevm–tega harmonicˇnega
delnega tona glede na osnovno frekvenco fs
τ
in vkljucˇuje tudi natancˇnost
∆τ . Naj 〈·〉 oznacˇuje zaokrozˇevanje k najblizˇjemu celemu sˇtevilu. Potem je
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mnozˇica κτ,m definirana kot
κτ,m =
[〈
mK0
τ+
∆τ
2
〉
,
〈
mK0
τ−∆τ
2
〉]
∩ N. (3.9)
Ko ∆τ → 0, se mnozˇica κτ,m skrcˇi na eno samo sˇtevilo, zato je v tem primeru
max v (3.8) odvecˇ, oblika ocenjevalne funkcije pa ”prava”diskretna razlicˇica
funkcije (3.7). Privzeta natancˇnost je ∆τ = 0,1. Zahvaljujocˇ hitremu algo-
ritmu, opisanem v razdelku 3.5.3, izbrana vrednost ∆τ nima vecˇjega vpliva
na racˇunsko zahtevnost algoritma.
3.5.2 Utezˇitvena funkcija
Funkcija w(fs
τ
,m) iz prejˇsnjega razdelka 3.5.1 vzpostavi zvezo med osnovno
frekvenco in viˇsjimi harmonicˇnimi delnimi toni. Cˇe opazujemo magnitu-
dne spektre posamicˇnih ravnih tonov, zaigranih na dolocˇeno glasbilo, kjer
se osredotocˇimo zgolj na osnovno frekvenco in njene harmonicˇne delne tone,
lahko opazimo dolocˇene odvisnosti med njimi. Delni toni so v spektru vi-
dni kot lokalni vrhovi. Pri tem si lahko zastavimo razlicˇna vprasˇanja, kot
npr. kako se vrhovi pripadajocˇih delnih tonov razlikujejo med seboj po veli-
kosti, oz. kaksˇna so razmerja med njimi. Pri dolocˇenih glasbilih, zlasti pa pri
petju, so v spektru vidna dolocˇena frekvencˇna podrocˇja, ki imajo vedno ne-
koliko izrazitejˇse vrhove. Konkretno pri petju so ta podrocˇja dovolj izrazita,
da imajo celo svoje ime – vokalni oblikovalci ali formanti. Naloga funkcije w
je predstaviti ta razmerja.
Kadar imamo pri problemu transkripcije opravka z eno vrsto glasbil,
je izbira w precej lazˇje opravilo kot v splosˇnem. Klapurijev algoritem je
splosˇnonamenski, zato je za oceno w uporabil podatkovno zbirko 32 razlicˇnih
glasbil. V svojem delu [8] je predstavil postopek simulacije, s katerim je opti-
miziral parametrizirano funkcijo w(fs
τ
,m). Zaradi poenostavitve procesa op-
timizacije in boljˇse zmozˇnosti posplosˇevanja je to dvoparametricˇno funkcijo
razstavil na produkt dveh funkcij w(fs
τ
,m) = w1(
fs
τ
)w2(
mfs
τ
) in optimiziral
vsako posebej.
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Ucˇni podatki so zajemali razlicˇne mesˇanice tonov, skupaj z referencˇnimi
osnovnimi frekvencami. V postopku je bilo najprej nakljucˇno izbrano glas-
bilo, nato pa sˇe nakljucˇen ton iz obmocˇja med 40 in 2100 Hz, ki se je primesˇal
drugim tonom, dokler v mesˇanici ni bila dosezˇena zˇelena stopnja polifonije.
Na ta nacˇin je bilo narejenih 4000 ucˇnih primerov.
Stopnja polifonije je bila za vsako mesˇanico algoritmu podana kot para-
meter. Algoritem je analiziral 93 ms dolge cˇasovne okne vhodnih podatkov,
na izhod pa je podal seznam lokalnih maksimumov po funkciji sˆ(τ), skupaj
s pripadajocˇimi osnovnimi frekvencami. Detekcija posamezne osnovne fre-
kvence je sˇtela kot napacˇna, cˇe je od referencˇne odstopala za vecˇ kot 3%.
Minimizacijska kriterija sta bila dva: cˇim manjˇsa povprecˇna napaka delezˇa
napacˇnih detekcij v posameznem cˇasovnem oknu in pa cˇim manjˇsa povprecˇna
napaka, kjer je kot napaka sˇtelo, cˇe najmocˇnejˇsa osnovna frekvenca po sˆ(τ)
ni bila ena izmed tistih v referenci.
Optimizacija parametrov funkcije w2(
mfs
τ
) je potekala na naslednji nacˇin.
V frekvencˇnem obmocˇju med 30 in 7000 Hz je bilo priblizˇno po geometrijski
vrsti razporejenih 13 kljucˇnih tocˇk, ki so predstavljale parametre optimi-
zacije in se jim je v postopku nastavljalo amplitude. V primeru vmesnih
frekvencˇnih tocˇk je bila uporabljena linearna interpolacija med obema sose-
dnima amplitudama. Postopno se je spreminjalo po eno amplitudo naenkrat.
Za optimizacijo w1(
fs
τ
) je bil uporabljen enak postopek, le kljucˇnih tocˇk je
bilo 10 in frekvencˇno obmocˇje 30− 2500 Hz.
Dobljena funkcija w1 je v linearni odvisnosti s frekvenco: w1(
fs
τ
) = fs/τ+
α, funkcija w2 pa je v reciprocˇni odvisnosti od frekvence harmonicˇnega del-
nega tona: w2(
mfs
τ
) = 1/(mfs/τ + β). Cˇe uposˇtevamo te rezultate in sˇe
konstante in parametre iz izvorne kode, se w1 in w2 izrazˇata kot
w1(
fs
τ
) = fs/τ + α
w2(
mfs
τ
) =
γ
24,7ρ+ 0,1079mfs/τ
,
kjer so α, γ in ρ vhodni parametri algoritma. Slika 3.7 prikazuje obe utezˇitveni
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funkciji.
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Slika 3.7: Levi graf prikazuje utezˇitveno funkcijo w1(
fs
τ
) = fs
τ
+ 52, desni
pa funkcijo w2(
mfs
τ
) = 0,1
34,58 + 0,1079mfs/τ
pri parametrih α = 52, γ = 0,1 in
ρ = 1,4.
Linearna funkcija pokriva zgolj frekvencˇno obmocˇje, kjer se nahajajo kan-
didati za osnovne frekvence, medtem ko druga funkcija pokriva celotno fre-
kvencˇno obmocˇje. Faktorizacija funkcije w na dve funkciji omogocˇa eno-
stavno implementacijo. Magnitudni spekter je mogocˇe najprej utezˇiti z w2
vzdolzˇ celotnega frekvencˇnega obmocˇja, nato lahko sˆ(τ) izracˇunamo brez
utezˇi, nazadnje pa, da ne favoriziramo zgolj nizkih frekvenc, pred iskanjem
maksimuma izmed kandidatov za F0, vrednosti sˆτ pomnozˇimo z w1(
fs
τ
).
Da nizke frekvence res niso favorizirane, lahko ponazorimo z naslednjim
primerom. Naj bo magnitudni spekter enak ena po celem frekvencˇnem ob-
mocˇju. Naj bosta f0 in f1, izrazˇena v Hz in f0 6= f1, dva kandidata za F0.
Funkcijo w1 poenostavimo v w1(f) = f in w2 poenostavimo v w2(mf) =
1
mf
. Ko magnitudni spekter utezˇimo z w2, vrednosti kriterijske funkcije pri
kandidatih f0 in f1 zaporedoma znasˇata
s(f0) =
1
f0
+ 1
2 f0
+ . . .+ 1
M f0
,
s(f1) =
1
f1
+ 1
2 f1
+ . . .+ 1
M f1
.
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Iz f0 6= f1 sledi, da s(f0) 6= s(f1). Ko pa ju pomnozˇimo s funkcijo w1, je
s(f0)w1(f0) = f0
(
1
f0
+ 1
2 f0
+ . . .+ 1
M f0
)
= 1 + 1
2
+ . . .+ 1
M
= f1
(
1
f1
+ 1
2 f1
+ . . .+ 1
M f1
)
= s(f1)w1(f1).
4
3.5.3 Iterativno ocenjevanje in odsˇtevanje
Pri iskanju optimalnih parametrov utezˇitvene funkcije je bila uporabljena
t.i. direktna metoda, ki v magnitudnem spektru z uporabo kriterijske funk-
cije sˆ(τ) poiˇscˇe fiksno sˇtevilo najboljˇsih kandidatov za F0. Prvi problem
tega pristopa je, da je potrebno sˆ(τ) ovrednotiti za vse periode τ , ciljna fre-
kvencˇna locˇljivost pa je lahko manjˇsa, kot jo imajo FFT kosˇi, zato cˇasovna
zahtevnost hitro naraste. Drugi problem je nerobustna detekcija, cˇetudi je
sama kriterijska funkcija dokaj robustna. Tezˇava nastane, kadar je kaksˇen
ton bolj izrazit in ima posledicˇno obicˇajno tudi visoke harmonicˇne delne tone,
npr. drugega, ki je z F0 v oktavnem razmerju, ali tretjega, ki je duodecima
(tj. oktava in kvinta) nad F0.
Drugo tezˇavo lahko do neke mere odpravimo tako, da prepoznan ton,
skupaj z vsemi harmonicˇnimi delnimi toni, odsˇtejemo iz spektra in nato
postopek iskanja in odsˇtevanja ponavljamo, dokler v spektru ostane dovolj
energije oz. ne dosezˇemo zˇelene stopnje polifonije. Po vsaki ponovitvi iskanja
najboljˇsega kandidata in odsˇtevanju le tega je, kot da bi algoritem zacˇel
znova. Zato zadostuje, da s sˆ(τ) poiˇscˇemo samo tisto periodo τ , kjer je
dosezˇen maksimum. Izkazˇe se, da lahko z razdelitvijo frekvencˇnega obmocˇja
na bloke in uporabo ustrezne optimisticˇne hevristike maksimum ucˇinkovito
poiˇscˇemo po metodi najprej najboljˇsi, s tem pa resˇimo sˇe prvi problem. V
nadaljevanju sta predstavljena oba postopka.
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Algoritem 3.5.1 Iterativno prepoznavanje in odsˇtevanje.
Vhod: Y , win, F , P , w, K0, fs
Izhod: F0s, Sals
1 YR ← |Y |
2 W ← |FFT(win)|
3 `← blength(W )/2c
4 for n = 1 to F do
5 p← 0
6 c← 1
7 F0s(n)← [0]
8 Sals(n)← [0]
9 τp ← 0
10 while p < P do
11 τˆ ← arg maxτ sˆ(τ)
12 if τˆ 6∈ F0s(n) then
13 c← 1
14 p← p+ 1
15 F0s(n, p)← fs/τˆ
16 Sals(n, p)← ˆs(τˆ)
17 end if
18 YD ← [0]
19 for m = 1 to M do
20 YD
(〈mK0
τˆ
〉 − ` : 〈mK0
τˆ
〉+ `)← w(mfs
τˆ
)W (1 : 2 · `+ 1)
21 end for
22 YR(n)← YR(n)−max{0, c YD |Y |(n)}
23 if τp 6= τˆ then
24 c← 2 c
25 else
26 c← 1
27 end if
28 τp ← τˆ
29 end while
30 end for
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Psevdokoda 3.5.1 prikazuje postopek iterativnega prepoznavanja in odsˇte-
vanja. Vhodni parametri algoritma so frekvencˇni spekter Y za vsak cˇasovni
okvir, v cˇasovni domeni izrazˇena okenska funkcija win, sˇtevilo cˇasovnih okvir-
jev F , najvecˇja stopnja polifonije P , utezˇitvena funkcija w, velikost FFT okna
K0 in frekvenca vzorcˇenja fs. Algoritem za vsak cˇasovni okvir izracˇuna P
osnovnih frekvenc (v F0s), skupaj s pripadajocˇo energijo (v Sals).
Koraki iterativnega algoritma so naslednji:
1. V YR se nastavi vhodni magnitudni spekter in tekom izvajanja vsebuje
preostanek magnitudnega spektra, ki je rezultat odsˇtevanja zvokov iz
njega. V W se pripravi glavni rezˇenj FFT cˇasovnega okna, ki se uporabi
za odsˇtevanje.
2. Za vsak cˇasovni okvir izmed F -tih se poiˇscˇe P razlicˇnih najboljˇsih kan-
didatov za F0. Najboljˇsi kandidat, izrazˇen s periodo τˆ , se v vsaki pono-
vitvi izracˇuna s hitrim postopkom po metodi najprej najboljˇsi (opisan
je kasneje) iz preostanka magnitudnega spektra YR.
3. Cˇe je najboljˇsi kandidat τˆ sˇe nedetektiran ton v trenutnem cˇasovnem
okvirju, se ga doda v F0s(n), njegovo energijo pa v Sals(n).
4. V YD se v frekvencˇne kosˇe 〈mK0τˆ 〉 pri {m}M1 in njihovo lokalno okolico
na podlagi spektralne vsebine okenske funkcije W pripravi vsebino za
odsˇtevanje iz YR, ki je primerno utezˇena z utezˇitveno funkcijo w.
5. Iz YR se odsˇteje zaznan zvok v YD.
6. Postopek se za vsak cˇasovni okvir ponavlja, dokler ni dosezˇena najvecˇja
stopnja polifonije, P .
Spremenljivka c nadzira velikostni red odsˇtevanja detektiranega zvoka. V
primeru, da se v preostanku magnitudnega spektra istega cˇasovnega okvirja
isti ton τˆ pojavi vecˇkrat, se ga v izhodno strukturo F0s doda samo prvicˇ,
iz spektra pa se ga odsˇteva vsakicˇ. Cˇe se isti ton ponavlja zaporedoma, se
velikostni red odsˇtevanja podvoji, da se proces pohitri. Vendar pa iz spektra
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ni dobro odsˇtevati prevecˇ agresivno, da ne pokvarimo nadaljnih detekcij. Za
viˇsje harmonicˇne delne tone za to poskrbi utezˇitev w, pri nizˇjih pa ima c vecˇji
vpliv.
Dve periodi τ1 in τ2 pripadata istemu tonu, cˇe sta dovolj blizu skupaj,
npr. cˇe nista vecˇ kot cˇetrt tona narazen, kar lahko ob uposˇtevanju temperirane
uglasitve izrazimo kot |12 log2(τ1/τ2)| 6 0,5.
Pri racˇunanju YD je potrebno uposˇtevati ustrezno okensko funkcijo — ti-
sto, s katero je bil izracˇunan frekvencˇni spekter cˇasovnega signala. Ni dovolj,
da se odsˇteje zgolj vrhove v frekvencˇnih kosˇih 〈mK0
τˆ
〉 za {m}M1 , pacˇ pa je po-
trebno uposˇtevati, da se spektralna vsebina okrog osrednje frekvence razlije
sˇe v nekaj sosednih kosˇev. Razlog za to je stranski ucˇinek rezanja cˇasovnega
signala z oknom, saj tak odrezan signal ni periodicˇen, kar v frekvencˇni do-
meni povzrocˇi odzvanjanje stran od osrednje frekvence. Nepravokotne oken-
ske funkcije, ki ob robovih stisnejo amplitudno ovojnico signala v nicˇ, ucˇinek
odzvanjanja zmanjˇsajo, povecˇajo pa sˇirino glavnega rezˇnja spektra.
3.5.4 Hitro iskanje najboljˇsega kandidata
Cˇeprav odzvanjanje spektra povzrocˇa dolocˇene tezˇave pri odsˇtevanju, pa jih
toliko manj pri detekciji vrhov, saj lahko veliko energije zajamemo zˇe, cˇe se
osrednji frekvenci zgolj dovolj priblizˇamo. Cˇe to uposˇtevamo ob dejstvu, da
v posamezni iteraciji prepoznavanja in odsˇtevanja zadostuje en sam najboljˇsi
kandidat, lahko hitro iskanje maksimuma funkcije sˆ(τ) izvedemo na sledecˇ
nacˇin:
1. Algoritem iˇscˇe maksimum funkcije sˆ(τ) za periode τ ∈ [τmin, τmax] z
natancˇnostjo iskanja τprec.
2. Frekvencˇno obmocˇje iskanja F0, ki ga v frekvencˇnih kosˇih izrazimo
kot interval [K0/τmax, K0/τmin], razdeli na B neprekrivajocˇih se blokov.
Vsak blok b na zacˇetku zajema periode med τmin +
b−1
B
(τmax − τmin) in
τmin +
b
B
(τmax − τmin).
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3. Oznacˇimo spodnjo in zgornjo mejo bloka b zaporedoma kot τ⊥b in τ
>
b , ki
zajema frekvencˇne kosˇe med K0/τ
>
b in K0/τ
⊥
b . Algoritem za vsak po-
samezni blok b izracˇuna zgornjo mejo za sˆ(τ). To stori tako, da na vsa-
kem frekvencˇnem intervalu, katerega krajiˇscˇi sta k1(m) = 〈mK0/τ>b 〉 in
k2(m) = 〈mK0/τ⊥b 〉, izracˇuna maksimum v magnitudnem spektru YR,
ga utezˇi z vrednostjo funkcije w2 pri spodnji meji tega intervala, in do-
bljene maksimume sesˇteje za vse m. Vsoto nato utezˇi sˇe z w1(〈K0/τ⊥b 〉):
∀τ : τ⊥b 6 τ 6 τ>b : sˆ(τ) 6 w1
(〈K0/τ⊥b 〉) · (3.10)
M∑
m=1
w2
(〈mK0/τ>b 〉)max{YR(k1(m)), . . . , YR(k2(m))}.
4. Poiˇscˇe blok b∗, kjer je izmed vseh blokov dosezˇena najvecˇja vrednost
(3.10) in ga razdeli na dva bloka enakih dolzˇin.
5. Za oba nova bloka ponovno izracˇuna (3.10).
6. Koraka 4 in 5 ponavlja, dokler v najboljˇsem bloku sˇirina frekvencˇnega
intervala ni manjˇsa od τprec.
7. Rezultat je perioda 1
2
(τ⊥b∗ + τ
>
b∗) in zadnja izracˇunana energija naj-
boljˇsega bloka.
Prepricˇajmo se, da hitro iskanje res najde najboljˇsega kandidata τˆ . Opa-
zujemo vsoto (3.10). Na vsakem posameznem frekvencˇnem intervalu m-
tega harmonicˇnega delnega tona, tj. interval Im = [〈mK0/τ>b 〉, 〈mK0/τ⊥b 〉]
poiˇscˇemo maksimum magnitudnega spektra na tem intervalu. Ocˇitno nobena
druga vrednost ni viˇsja. Ta maksimalna vrednost je utezˇena z monotono pa-
dajocˇo funkcijo w2 na levem krajiˇscˇu intervala Im, kjer je na tem obmocˇju
funkcija w2 najvecˇja. Torej na posameznem intervalu Im vedno dobimo res
najvecˇjo vrednost. Vse omenjene lastnosti veljajo tudi za preostale intervale,
zato je vsota dobljenih maksimumov res zgornja meja. Utezˇevanje vsote z
monotono narasˇcˇajocˇo funkcijo w1 z vrednostjo, ki jo dosezˇe v desnem fre-
kvencˇnem krajiˇscˇu bloka, pomeni mnozˇenje z najviˇsjo mozˇno vrednostjo w1
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na tem obmocˇju. Od tod sledi, da razpolovitev bloka ne more povecˇati zgor-
nje meje energije za nobenega od novih dveh blokov.
Iskanje se lahko zacˇne z enim samim blokom (B = 1). Klapuri zacˇne z
B =
√
τmax−τmin
τprec
bloki.
3.5.5 Dolocˇanje stopnje polifonije
Iterativno prepoznavanje in odsˇtevanje ne poskusˇa ugotoviti stopnje poli-
fonije. Sˇtevilo osnovnih frekvenc in njihove energije, ki jih vrne za vsak
okvir, je vedno P . V splosˇnem se pri polifonicˇnih posnetkih sˇtevilo glasov ali
insˇtrumentov tekom cˇasa spreminja, zato je dobro algoritem nekako dopolniti,
da poskusˇa ta problem resˇiti npr. na osnovi energije, ki jo izracˇuna za vsak
vrnjen ton.
Kadar ima zvocˇni posnetek malo dinamicˇnih razlik, je morda dovolj dobra
ocena za polifonijo kar fiksno upragovljenje. V tem primeru tone, ki imajo
energijo manjˇso od nekega praga, zavrzˇemo. Klapuri predlaga ustavitveni
kriterij, ki za novo razpoznan ton τˆp v ponovitvi p ne povecˇa vecˇ kolicˇine
S(p) =
∑p
i=1 sˆ(τˆi)
pφ
, (3.11)
kjer je vrednost φ = 0,7 bila pridobljena izkustveno. Pri φ = 1 dobimo
povprecˇno vrednost energije, vrednost vsote S(p) pa z vsakim nadaljnjim p
pada. V tem primeru bi algoritem zajel enoglasje. Pri φ = 0 dobimo vsoto
energij, ki pa vedno narasˇcˇa, torej bi algoritem vrnil vseh P glasov. Iz tega
razloga ti dve mejni vrednosti v splosˇnem ne delujeta.
Poglavje 4
Priprava podatkov
Velik del problema je pogosto potrebno resˇiti zˇe s pripravo podatkov. V tem
poglavju si pogledamo, za kaksˇne podatke gre, kako so bili pridobljeni, kako
se jih je pripravilo v ustrezno obliko in kaksˇne so bile tezˇave pri tem.
4.1 Opis podatkovne mnozˇice
Podatki, ki so predmet avtomaticˇne transkripcije, so del terenskih zvocˇnih
posnetkov, zajetih iz razlicˇnih krajev po Sloveniji. Njihova vsebina po-
skusˇa zajeti ljudske obicˇaje. Med njimi najdemo govore, deklamacije, igranje
insˇtrumentov in ubrano ljudsko petje. Posnetki so del zbirke ZRC SAZU. Na
osnovi teh posnetkov so izdali tudi knjige. Zbirka slovenskih ljudskih pe-
smi, ki nosi istoimenski naslov [7], vsebuje po pokrajinah oznacˇene pesmi,
vsaka izmed njih je v knjigi zapisana z notacijo ene kitice, skupaj z besedilom
vseh kitic. Zraven je pripisano sˇe krajinsko podrocˇje. Pesmi so urejene po
tematikah.
4.1.1 Priprava pesmi
V terenskih posnetkih je bilo potrebno poiskati vecˇglasne pe´te pesmi. Iskanje
po posnetkih je potekalo rocˇno. V evidencˇni seznam (kot datoteka) se je k
imenu terenskega posnetka oznacˇilo cˇasovna mesta zacˇetkov in koncev delov,
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ki so vsebovali vecˇglasno petje. Ko je bilo precˇesavanje posnetkov koncˇano, se
je napisalo skripto, ki je iz dolgih terenskih posnetkov izlusˇcˇila zˇelene pesmi.
Za rezanje posnetkov je bil uporabljen program sox1.
Poleg celotnih dolgih terenskih zvocˇnih posnetkov so bila za vsako pesem
na voljo tudi besedila in bolj ali manj dobre transkripcije ene kitice (tisto,
kar je vkljucˇeno v prej omenjeno knjigo Slovenske ljudske pesmi). Slednje so
bile na voljo kot Sibeliusove2 datoteke (program za notacijo), nekatere pa zˇe
kot MIDI datoteke. Manjkajocˇe MIDI datoteke se je pridobilo z izvozom iz
Sibeliusa.
4.1.2 Seznam pesmi
Iz terenskih posnetkov je bilo pridobljenih 85 pesmi. Od teh je bilo zaradi
obilice rocˇnega dela (tj. transkripcije) v koncˇno uporabno obliko pripravljenih
le 37. Pesmi so izkljucˇno vecˇglasno petje. Sˇtevilo glasov je med dva in sˇtiri,
sˇtevilo pevcev in pevk pa je lahko tudi vecˇje. Glasovi so razlicˇni: lahko so
samo mosˇki, samo zˇenski ali mesˇani.
Tabela 4.1 vsebuje seznam pesmi in njihovo polifonicˇnost (sˇtevilo razlicˇnih
glasov). Tematika pesmi je zˇalostna, veliko naslovov je ponovljenih. Gre za
razlicˇice pesmi po okrajih. Vcˇasih to poleg nekoliko drugacˇnega narecˇja in
besedila pomeni tudi drugacˇno melodijo.
4.2 Samodejna poravnava
Preden je bila sprejeta odlocˇitev o rocˇni transkripciji posnetkov, je bil narejen
poskus samodejne poravnave zvocˇnega posnetka z MIDI datoteko. Vseeno
pa je bilo kot predpripravo potrebno postoriti nekaj rocˇnega dela. Obstojecˇo
transkripcijo prve kitice je bilo potrebno prestaviti v pravilno tonaliteto in
popraviti morebitne napacˇne viˇsine tonov. Nato je bilo potrebno to kitico ko-
pirati tolikokrat, kolikor je kitic v zvocˇnem posnetku. Nazadnje se je pognalo
1http://sox.sourceforge.net
2http://www.sibelius.com
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algoritem za poravnavo.
Preizkusˇena sta bila dva algoritma, prvi je delo Ellisa in Turetskega [19],
ki poravnava zvocˇne posnetke in MIDI, drugi pa je MATCH avtorjev Dixona
in Widmerja [3], ki podpira zgolj ujemanje dveh zvocˇnih posnetkov.
Prvi deluje tako, da tone v MIDI datoteki predstavi kot vrhove v ustre-
znih frekvencˇnih kosˇih spektrograma. Ta se nato primerja s spektrogramom
zvocˇnega posnetka. Neka kriterijska funkcija dolocˇi ujemanje med posame-
znima spektrogramoma. Zgradi se matrika vseh mozˇnih parov spektrogra-
mov. Nato se izvede cˇasovno ukrivljanje z uporabo dinamicˇnega programira-
nja. Pri tem se omeji zacˇetno in koncˇno tocˇko, zato je pri uspesˇni poravnavi
pricˇakovano, da pot od zacˇetne tocˇke do koncˇne poteka bolj ali manj po
glavni diagonali (ali antidiagonali, odvisno od polozˇaja omenjenih tocˇk).
Rezultati poravnave s prvim algoritmom so obetavni, dokler opazujemo
najbolje ujemajocˇo se pot na diagonali matrike. Slusˇno rezultati niso bili tako
dobri. V glavnem je algoritem praviloma uspel slediti zvocˇnemu posnetku,
vendar z nekaterimi pretiranimi zadrzˇki in pohitritvami. Poleg tega taksˇen
MIDI nima informacije o dobah in tempu, saj predpostavi fiksen tempo,
recimo 60 udarcev na minuto, trajanja tonov pa so prilagojena cˇasovnemu
ujemanju, zato informacije o dobah ni vecˇ.
Drugi algoritem, MATCH, pa je dal sˇe slabsˇe rezultate. Pravzaprav ni
nasˇel nobene korelacije med MIDI in zvocˇno datoteko. Za namecˇek je bilo
potrebno MIDI datoteke pred poravnavo sˇe sintetizirati v zvok.
4.3 Rocˇna transkripcija
Slabi rezultati poskusa avtomaticˇne poravnave, napacˇno dolocˇene tonalitete
v obstojecˇem notnem zapisu in raznolikosti posameznih kitic so vodili do
odlocˇitve, da bo transkripcijo najbolje opraviti rocˇno. To se je po vseh
pricˇakovanjih izkazalo za naporno opravilo, ki je vzelo precej cˇasa. Zlasti
tezˇavni so bili tisti posnetki, kjer nastopajo vsaj trije glasovi, sˇe posebej pa
kadar posamezen glas poˆje vecˇ pevcev. V nadaljevanju je opisan sam potek
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rocˇne transkripcije. Zaradi mozˇnosti urejanja tako zvocˇnega kot MIDI zapisa
in podpore enostavnemu dolocˇanju tempa je bila uporaba orodja Steinberg
Cubase3 logicˇna izbira.
4.3.1 Cubase
Digitalna zvocˇna delovna postaja (Digital Audio Workstation) Cubase je pro-
fesionalna programska oprema, namenjena studijskemu snemanju in digitalni
obdelavi zvoka tako v realnem cˇasu kot tudi zˇe obstojecˇih posnetkov. Podpira
tudi MIDI datoteke, katere je mogocˇe ustvariti in urejati na vecˇ nacˇinov (kot
npr. note ali seznam dogodkov). Namenjen je sˇirokemu obcˇinstvu: skladate-
ljem, producentom, glasbenim skupinam, pevcem, kitaristom ter producen-
tom elektronske in ritmicˇne glasbe [22]. V nadaljevanju na kratko opiˇsemo
tiste dele njegovega graficˇnega uporabniˇskega vmesnika, ki so bili za lazˇjo
izdelavo transkripcij kljucˇni.
Ko ustvarimo nov ali odpremo obstojecˇ projekt, se nam prikazˇe delovna
povrsˇina, kjer so navpicˇno nanizane sledi, ki se raztezajo v vodoravni smeri
(ali pa te sledi sˇele ustvarimo). Sledi so lahko razlicˇnih tipov, vsak tip pa
dolocˇa vrsto prikazane vsebine, kot npr. MIDI sled, sled z zvocˇnim zapisom,
sled z besedilom, sled s tempom, . . . . Tako je material razlicˇne vrste locˇen
med seboj.
Nad delovno povrsˇino je merilo, ki lahko prikazuje razlicˇne cˇasovne enote:
cˇas v sekundah, minutah in urah, dobe, vzorce idr. Pri poravnavi tempa
in dob je to merilo zelo uporabno. Pri postavljanju taktnic se na merilu
pojavijo rumeni navzdol obrnjeni trikotniki, vidne pa so tudi navpicˇne cˇrte
nad zvocˇnim posnetkom. Opozorimo, da taktnica ni povsem ustrezen izraz,
saj je cˇrte mogocˇe postavljati kjerkoli, odvisno od nastavitve kvantizacije in
lepljenja (snap, bomo pa vseeno ta izraz uporabljali v nadaljevanju.
Seveda ima tudi sama vsebina sledi dolocˇeno graficˇno podobo. Zvocˇni
posnetki so prikazani kot amplitudne ovojnice v krivuljni obliki. Viˇsine
in dolzˇine tonov MIDI datotek so prikazani kot pravokotniki v mrezˇi. Ob
3http://www.steinberg.net
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strani je navpicˇno prikazana klaviatura. Viˇsina tona je dolocˇena z navpicˇnim
polozˇajem pravokotnika glede na tipkovnico, dolzˇine pravokotnikov pa ustre-
zajo dolzˇini tonov, vendar relativno glede na izbrano metriko v merilu.
Viˇsine in dolzˇine MIDI tonov je mogocˇe urejati z orodji kot so svincˇnik,
radirka in sˇkarje. S svincˇnikom lahko nariˇsemo nove pravokotnike, z radirko
jih briˇsemo, s sˇkarjami rezˇemo. Z miˇskinim kazalcem jih lahko premikamo in
ob robovih tudi spreminjamo dolzˇino.
Cubase vodi seznam vseh odprtih sledi in vseh zvocˇnih posnetkov, ki
jih uporablja v ozadju. Seznam je dostopen preko glavnega menija in se
imenuje Media pool . Kadar projektu zˇelimo nastaviti tempo glede na tempo
obstojecˇega zvocˇnega posnetka, je pomembno, da v tem seznamu pri zvocˇnih
posnetkih izkljucˇimo t.i. glasbeni nacˇin (Music mode), saj v nasprotnem
primeru spreminjanje tempa projekta povzrocˇi spremembo tempa zvocˇnega
posnetka, kar ni zˇelen ucˇinek.
Za prilagajanje tempa projekta zvocˇnemu posnetku je zelo uporabno
orodje Warp tool , ki omogocˇa postavljanje in premikanje taktnic na ustre-
zna mesta. Pri tem je pomembno, da to pocˇnemo od zacˇetka proti koncu in
ne od poljubnega mesta, sicer moramo vcˇasih razveljaviti celotno zaporedje
napacˇno postavljenih taktnic, vse do mesta napake.
Ena izmed tipov sledi je tudi tempo sled, ki spremembe tempa prikazuje
graficˇno. Med poljubnima dvema taktnicama je mogocˇe dolocˇiti postopno
spremembo tempa (Linear mode) ali pa je sprememba nenadna (Step mode).
Ko izvazˇamo posnetke, je tempo sled mogocˇe izkljucˇiti. V tem primeru se
tempo projekta ne izvozi. Slednje je lahko uporabno, kadar si pripravljamo
transkripcije, ne zˇelimo pa podati informacije o tempu, npr. za algoritmicˇno
poravnavo med zvokom in MIDI posnetkom.
4.3.2 Cˇasovna poravnava
Cilj cˇasovne poravnave je cˇasovno ujemanje zapisa v MIDI datoteki z ustre-
znim cˇasovnim mestom v zvocˇni datoteki. Zvocˇni posnetek se je najprej
uvozilo v Cubase. Dolocˇiti je bilo potrebno taktovski nacˇin prvega takta in
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oceniti zacˇetni tempo posamezne skladbe. Pri tem so bile nekoliko v pomocˇ
obstojecˇe transkripcije. Zvocˇni posnetek se je zamaknilo v desno, tako da sta
se prvi dobi posnetka in sledi s tempom ujemali. Nato je sledila poravnava.
Zaradi nenehnega nihanja v tempu je bila poravnava vecˇinoma potrebna po
vsaki dobi, vcˇasih pa celo po ustrezni poddelitvi. Pri nekaterih posnetkih je
bilo potrebno paziti sˇe na menjave taktovskega nacˇina. Ritmicˇna poravnava
je bila lazˇji del procesa transkripcije.
4.3.3 Dolocˇitev tonskih viˇsin
Dosti tezˇje opravilo je bila transkripcija melodije, basa in vseh ostalih glasov.
Obicˇajno se je v Cubase v novo sled uvozilo MIDI datoteko z obstojecˇo eno ki-
tico transkripcije, v drugih primerih pa se je MIDI napisalo od zacˇetka. Pred-
hodna ritmicˇna poravnava zvocˇnega posnetka oz. dolocˇitev tempa projekta je
pri uvozu samodejno prilagodila tempo MIDI zapisa in dolzˇine posameznih
tonov, tako da so se ujemali z zvocˇnim posnetkom. Tako viˇsine kot tocˇne
dolzˇine posameznih tonov je bilo potrebno sˇe rocˇno popraviti, vcˇasih tudi
dolocˇiti pravilno tonaliteto. Na nekaterih mestih je bilo potrebno izboljˇsati
cˇasovno poravnavo z ustrezno poddelitvijo. Urejeno kitico se je potem kopi-
ralo na ustrezno mesto naslednje kitice v zvocˇnem zapisu ter prilagodilo na
enak nacˇin in tako za vse kitice do konca.
4.3.4 Izvoz
Koncˇni rezultat rocˇne transkripcije sta bili dve datoteki za vsako skladbo, ena
MIDI, ki vsebuje informacijo o notnih viˇsinah in dolzˇinah, dobah, taktovskem
nacˇinu in cˇasu pojavitve in konca vsakega tona, ter druga, originalni zvocˇni
posnetek z nekoliko dodane tiˇsine na zacˇetku in podvzorcˇenjem.
Ko je bila transkripcija koncˇana, se je izvozilo obe sledi, tako MIDI da-
toteko kot tudi zvocˇni posnetek, saj je bilo na zacˇetku zvocˇnega posnetka
zaradi lazˇje poravnave dodane nekoliko tiˇsine. Cubase je pri izvozu v MIDI
spremembe v tempu in taktovskem nacˇinu shranil v posebno konduktersko
4.3. ROCˇNA TRANSKRIPCIJA 57
sled. MIDI tako ohrani informacijo o dobah, vendar pa je pri kasnejˇsi obde-
lavi za pravilno cˇasovno interpretacijo zvocˇnih dogodkov potrebno uposˇtevati
podatke z omenjene sledi. To je posebej izpostavljeno, saj knjizˇnica MIDI
Toolbox [5] pri uvozu MIDI datoteke v MATLAB tovrstnih podatkov ne
uposˇteva in je zato bilo potrebno uvazˇanje ustrezno dopolniti z lastnim pro-
gramom, sicer bi bila cˇasovna poravnava brezpredmetna.
Zvocˇni posnetek se je izvozilo v MP3 format. Morebitni dva kanala (ste-
reo) se je zdruzˇilo v enega samega (mono). Originalni posnetki so vzorcˇeni
s frekvenco 48 kHz. Ker Klapurijev algoritem deluje samo pri 44,1 kHz, je
bilo opravljeno tudi podvzorcˇenje.
4.3.5 Tezˇave
Pri rocˇni transkripciji so bile dolocˇene tezˇave. Izvor le–teh najdemo tako pri
izvajalcih, kvaliteti zajemanja posnetka, kot tudi pri transkripciji sami, brez
prej nasˇtetih problemov.
4.3.6 Kakovost zajemanja posnetkov
Kot smo zˇe omenili, gre za terenske posnetke. Nadzor nad kvaliteto je ome-
jen in slabsˇi od studijske. Cˇas pridobivanja teh posnetkov sega lahko tudi
globoko v 20. stoletje, tj. v cˇas izkljucˇno analogne opreme za zajemanje.
V modernejˇsem cˇasu so bili zapisi pretvorjeni v digitalnega. Kot posledica
teh in sˇe nekaterih drugih vplivov so nekateri posnetki sˇumni, komaj sliˇsni,
vendar je velika vecˇina, s katero smo imeli opravka, solidne kakovosti, vcˇasih
celo presenetljivo dobre glede na vse okoliˇscˇine. Domnevno se je pevce in
pevke snemalo z enim mikrofonom, zato so jakosti glasov vcˇasih neizenacˇene,
mestoma pa se ta razmerja tudi kar obcˇutno spreminjajo. Dobra lastnost po-
snetkov pa je, da so suhi, torej vsaj nimamo opravka z odmevi.
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4.3.7 Kakovost izvajanja pesmi
Izpostaviti je potrebno tudi problem izvedbe. Ker gre za ljudsko petje, so
pevci in pevke vecˇinoma netrenirani, zato sama vokalna produkcija ni na
najviˇsjem nivoju. Po barvi glasu sodecˇ gre vecˇinoma za starejˇse osebe. Ne-
malokrat se zgodi, sˇe zlasti kadar je veliko kitic, da se nekateri izvajalci ne
spomnijo pravega besedila, zato nekako capljajo za glavnim, vodilnim pev-
cem (ali pevko), imajo svojo razlicˇico besedila, ali pa momljajo nerazlocˇno
besedilo. To je lahko vecˇji problem kot se zdi na prvi pogled, saj pri neizraziti
izgovorjavi ni jasnih, odprtih vokalov, podira pa se tudi ritmicˇna struktura
petja. So tudi primeri, kjer se pevci tako zapletejo, da se ustavijo in zacˇnejo
kitico peti ponovno.
Pogosto je vprasˇljiva tudi intonacija, to je viˇsina tonov, tako posameznih
glasov v razmerju do drugih, kot tudi vseh glasov relativno na komorno ugla-
sitev (440 Hz za ton a1). Obicˇajno se petje, govorimo o tonaliteti (tj. relativni
viˇsini glede na komorni ton), pricˇne v intonaciji. Najbrzˇ jim je intonacijo dal
snemalec. Scˇasoma pa intonacija odtava, najpogosteje so tonaliteto viˇsali.
Pri rocˇni transkripciji se je pogosto pojavila dilema, kako dolocˇiti tonaliteto,
saj so peli nekje vmes med dvema mozˇnima tonalitetama. MIDI pacˇ ne
omogocˇa cˇetrt tonov.
Sˇe ena znacˇilnost so neodlocˇni zacˇetki, oz. pogosteje nestabilni, saj into-
nacija ponavadi vznikne iz neke prenizke in po nekem kratkem cˇasu preide do
prave. Na kratko lahko ta pojav imenujemo drsenje. Te je v MIDI datoteko
tezˇko opisati zgolj z viˇsinami; nekoliko lazˇje bi jih bilo opisati kot ucˇinek, ki
pa jih nismo uporabljali.
4.3.8 Pomocˇ pri transkripciji
Transkripcija sama pa je tezˇavna, cˇim je opravka s tremi ali vecˇ glasovi, po
mozˇnosti sˇe s podvojenimi posameznimi glasovi. Pri tem si pomagamo na
razlicˇne nacˇine. Posnetek lahko z ustreznim programom, kot je Audacity4
4http://audacity.sourceforge.net/
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(ali tudi Cubase), predvajamo pocˇasneje, brez spremembe viˇsine. Pomagamo
si lahko tudi tako, da izberemo kratek problematicˇen segment in ga vrtimo v
zanki, da zveni kot dolg ton. Vcˇasih lahko segmentu tudi spremenimo viˇsino,
da je problematicˇen glas v za cˇlovesˇko uho bolj prijazni legi. Uporaba glasbila
in znanje harmonije in muzikologije v splosˇnem pa sta vedno dobrodosˇla.
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Sˇt. Naslov Sˇt. glas.
2 Macˇeha in sirota 3
3 Ocˇe umori sinova 3
4 Vdovec na zˇeninem grobu 3
5 Nevesta detomorilka 3
6 Obsojena detomorilka 2
7 Macˇeha in sirota 3
8 Zˇalostna usoda treh sinov 3
9 Nevesta detomorilka 2-3
10 Nezvesta gospa s tremi strazˇarji 2
11 Zapusˇcˇene sirote 2
12 Macˇeha in sirota 2
13 Macˇeha in sirota 2
14 Zˇalostna usoda treh sinov 2
15 Nevesta detomorilka 2
16 Obsojena detomorilka 2
17 Macˇeha in sirota 2
18 Nezvesta gospa s tremi strazˇarji 2
19 Zapusˇcˇene sirote 3
20 Nevesta detomorilka 3
21 Macˇeha in sirota 2
22 Zˇalostna usoda treh sinov 3
23 Macˇeha in sirota 2
24 Vdovec na zˇeninem grobu 3
25 Ocˇe umori sinova 2
26 Vdovec na zˇeninem grobu 3
27 Nezvesta gospa s tremi strazˇarji 4
28 Vdovec na zˇeninem grobu 2-3
29 Obsojena detomorilka 4
30 Macˇeha in sirota 3-4
31 Obsojena detomorilka 3
32 Zˇalostna usoda treh sinov 2
33 Nezvesta gospa s tremi strazˇarji 2
34 Nezvesta gospa s tremi strazˇarji 2
35 Vdovec na zˇeninem grobu 2
36 Nevesta detomorilka 2
37 Ocˇe umori sinova 2
38 Brat in sestra se najdeta 4
Tabela 4.1: Zbirka vecˇglasnih ljudskih pesmi.
Poglavje 5
Interaktivna vizualizacija
Cˇeprav je uho, tako kot oko, eno izmed nasˇih cˇutil, si ljudje stvari pogosto radi
predstavljamo v graficˇni podobi. Kako bi si prikazali glasbo? Ob poslusˇanju
zvocˇnega posnetka si lahko predstavljamo skupino glasbenikov ali kar cel
orkester, ki igra. Lahko si v mislih prikazˇemo glasbila. Glasbeniki si vcˇasih
med izvajanjem skusˇajo priklicati note v spomin. Za boljˇso izvedbo si lahko
predstavljajo sˇirno obcˇinstvo in velicˇastne dvorane.
Tukaj zˇelimo dosecˇi nekaj podobnega. Delovanje algoritma je lazˇje razu-
meti, cˇe si ga lahko predstavimo graficˇno. Klapurijev algoritem vecˇino dela
opravi v magnitudnem spektru, zato je smiselno, cˇe si ga na nek primeren
nacˇin prikazˇemo. Ena izmed primernih vizualizacij se zdi prikaz iterativne
detekcije in odsˇtevanja po posameznih korakih, kjer bi se dalo videti, kateri
ton je sistem prepoznal, kako ga je umestil v spekter, kaksˇen je preostanek
spektra po odsˇtevanju prepoznanega tona ter kaj se s spektrom dogaja v
nadaljevanju.
Razvit je bil graficˇni vmesnik, podoben opisu zgoraj, z nekaj sˇe dodatne
funkcionalnosti. Opiˇsemo ga v tem poglavju. Uporabimo ga na prakticˇnem
primeru analize napak pri detekciji tonov.
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5.1 Opis aplikacije
Aplikacija za vizualizacijo je bila napisana v MATLABU. Po zagonu apli-
kacija prebere zvocˇni in referencˇni MIDI posnetek, nato izvede Klapurijev
algoritem. Dobljene rezultate ovrednoti. Temu sledi izris graficˇne podobe.
Graficˇni uporabniˇski vmesnik je sestavljen iz dveh delov. Zgornji del pri-
kazuje zvocˇni signal kot valovno krivuljo in razdelitev signala na cˇasovno
prekrivajocˇe se okvirje. Spodnji del prikazuje magnitudni spekter trenutno
izbranega cˇasovnega okvirja. Po obeh delih je mogocˇe z miˇsko prosto navi-
girati v levo in desno in s kolesˇcˇkom spreminjati povecˇavo.
5.1.1 Prikaz cˇasovnega signala
V zgornjem delu vmesnika prikazani cˇasovni okvirji so osˇtevilcˇeni in se po
viˇsini prilagodijo glede na amplitudno ovojnico. Okvir lahko izberemo s po-
ljubnim miˇskinim gumbom. Cˇe to storimo z levim gumbom, potem izberemo
en sam okvir. Njegov magnitudni spekter se prikazˇe v spodnjem delu okna.
Z desnim ali srednjim miˇskinim gumbom lahko izberemo zaporedje okvirjev,
in sicer izberemo zadnjega v zaporedju. Prvi v zaporedju je tisti, ki je bil
predhodno izbran. Ob izbiri zaporedja okvirjev se predvaja zvocˇni signal, ki
cˇasovno ustreza izbranemu zaporedju okvirjev. Cˇe je okvir cˇasovno prekra-
tek, se posnetek predvaja z razpolovljeno frekvenco vzorcˇenja, torej dvakrat
pocˇasneje in oktavo nizˇje. Med predvajanjem se po celotni viˇsini podrocˇja
valovne krivulje premika navpicˇna rdecˇa cˇrta, ki oznacˇuje mesto predvajanja.
Nad zgornjim delom podrocˇja cˇasovnega signala se prikazˇe status iz-
branega okvirja: sˇtevilka okvirja, oz. razpon izbranih okvirjev (vidno kot
Selected frame). Cˇe je izbran en sam okvir, se izpiˇse sˇe sˇtevilo pravilno
prepoznanih tonov (prikazano kot ncors), sˇtevilo referencˇnih tonov (nref)
ter sˇtevilo tonov, ki jih je zaznal algoritem (nsys).
Cˇasovni okvirji so obarvani glede na pravilnost detekcije. To omogocˇa hi-
tro iskanje delov posnetka, kjer detekcija deluje slabo. Povsem modri okvirji
oznacˇujejo dobro detekcijo, povsem rdecˇi pa slabo. Sivi in rjavi so nekje
5.2. ANALIZA NAPAK 63
vmes. Slika 5.1 prikazuje izsek signala. Opazimo, da so najbolj rdecˇe obar-
vani okvirji na koncih in zacˇetkih kitic, najvecˇ modrih pa je na sredini.
5.1.2 Prikaz magnitudnega spektra
Spodnji del graficˇnega vmesnika je namenjen prikazu magnitudnega spek-
tra izbranega okvirja. Pod spektrogramom so oznacˇene frekvence, nad njim
pa na ustreznih frekvencˇnih mestih imena tonov brez oktavne informacije.
Osrednje frekvence tonov so kot navpicˇne rdecˇe cˇrte prikazane tudi v ozadju
spektrograma. Trikotniki oznacˇujejo sklop filtrov, ki so v Klapurijevem al-
goritmu namenjeni zajemanju energije spektra pri spektralnem beljenju.
V spektrogramu je poleg velikega modrega spektrograma v ospredju pri-
kazan sˇe manjˇsi zelen, ki oznacˇuje prepoznan zvok. Pod spektrogramom se
nahajata dva smerna gumba, s katerima lahko opazujemo potek delovanja
algoritma iterativne detekcije in odsˇtevanja. Klik na gumb v desno prikazˇe
naslednji ostanek magnitudnega spektra in naslednji prepoznan zvok. Klik
na gumb v levo deluje podobno, le v obratni smeri. Med obema gumboma
se nahaja oznaka, ki sˇteje zaporedni prikazani ostanek. Kako zgleda celoten
vmesnik, si je mocˇ ogledati na sliki 5.2.
5.2 Analiza napak
Cˇeprav je graficˇni vmesnik zelo preprost, pa vseeno nudi osnoven vpogled v
delovanje Klapurijevega algoritma. V tem razdelku si pogledamo primer, ko
sistem razpozna napacˇne tone, napake pa so tudi v referencˇni transkripciji.
Pri transkripcije glasbe, tako rocˇni kot avtomatizirani, so napake pogoste.
Za to je vecˇ razlogov. Eden izmed njih je, da je notni ali drug simbolni zapis
precej omejen, zato je dolocˇene glasbene prvine z njimi tezˇko, cˇe zˇe ne ne-
mogocˇe, izraziti. Drug razlog je nagnjenost k poenostavljanju, kar je v vecˇini
primerov bolj prednost kot slabost. Razloge za napake se da najti tudi v po-
manjkljivem muzikolosˇkem znanju ali pa preprosto zato, ker je transkripcija
tezˇek problem.
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Do napake lahko pride tudi pri pretvorbi MIDI dogodkov v cˇasovne
okvirje, saj so v okvir vkljucˇeni vsi toni, ki vsaj malo cˇasovno sovpadajo
z okvirjem. Vcˇasih so to kratki deli konca tona, ki zvenijo zˇe od prej in iz-
zvenijo v tem okvirju, spet drugicˇ se lahko ta ton sˇele zacˇenja. Taksˇne tone,
ki cˇasovno ne prekrivajo zadosten del okvirja, bi lahko pri pretvorbi iz MIDI
dogodkov v cˇasovne okvirje odstranili. Algoritem za pretvorbo ta delezˇ zˇe
izracˇuna, vendar ga zaenkrat ne uposˇteva.
V nasˇem primeru so napake v referenci zlasti pogoste na zacˇetkih in koncih
kitic. Vzroki za napake na zacˇetku kitic so zaradi nenatancˇne poravnave med
MIDIjem in zvocˇnim posnetkom, zaradi nestabilnih in neprepricˇljivih vstopov
pevcev, zaradi poenostavitve transkripcije in tudi prej omenjene pretvorbe
MIDI dogodkov v cˇasovne okvirje.
Poglejmo primer cˇasovnega okvirja, ko je referencˇna transkripcija napacˇna,
algoritem pa vrne pravilno. Zgodi se ob pricˇetku kitice, ko v dejanskem po-
snetku sˇe nista aktivna oba glasova, pacˇ pa samo eden, intonacija edinega
aktivnega glasu pa je nekje priblizˇno vmes med g# in a in v naslednjih
cˇasovnih okvirjih preide v a. MIDI za ta cˇasovni okvir vsebuje dvoglasje a,
c1#. Algoritem najde najizrazitejˇsi ton za ta okvir pri frekvenci 212 Hz, kar
je blizˇje g# pri 207,65 Hz kot a z 220. V magnitudnem spektru (desni del
slike 5.3) sta vidna modro obarvana vrhova tako pri g# kot pri a, vendar
se zeleno obarvan vrh, ki oznacˇuje prvi delni harmonicˇni ton prepoznanega
zvoka, nahaja jasno pri g#.
S klikom na gumb za prikaz naslednje iteracije (prikazan na sredini na sliki
5.3) je prepoznani ton sˇe vedno g#, vendar je tokrat prvi delni harmonicˇni
ton pomaknjen blizˇje k a, zato je zgolj na osnovi prvega delnega harmonicˇnega
tona tezˇko dolocˇiti pravega. Zˇe drugi, tretji in cˇetrti harmonicˇni delni ton,
ki so zaporedoma najblizˇje tonom g1#, d2# in g2#, potrdijo, da je g#
primernejˇsa izbira za F0 kot a. Ker se ton, zaznan v drugi iteraciji, od
prvega razlikuje za manj kot cˇetrt tona, ga algoritem ne vkljucˇi v izhodno
mnozˇico tonov, vendar ga vseeno odsˇteje iz spektra.
Z ogledom naslednje iteracije (levi del slike 5.3) se vidi, da tokrat algori-
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tem zazna neobstojecˇ ton G1 s frekvenco 48,7 Hz, ki ima kar visoko energijo.
Razlog za to lahko delno pripiˇsemo ucˇinku spektralnega beljenja, saj le-ta
poudari vrhove pri nizkih frekvencah. Vseeno pa se delni harmonicˇni toni
zaznanega zvoka v glavnem ujemajo z modrimi vrhovi, zato beljenje ni edini
razlog.
Iteracija se sˇe vedno nadaljuje, vendar pa energija zaznanih tonov ni vecˇ
visoka. Sicer pa lahko pri vseh zaznanih tonih opazimo, da so zeleni vrhovi
v primerjavi z modrimi vsaj dvakrat nizˇji, cˇeprav v tem primeru, ko je v
posnetku samo en glas, ni razloga, da bi algoritem odsˇteval tako zadrzˇano.
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Slika 5.1: Prikaz cˇasovnega signala z obarvanimi okvirji.
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Slika 5.2: Prikaz cˇasovnega signala in magnitudnega spektra v izbranem
okvirju.
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Slika 5.3: Primer napacˇne referencˇne transkripcije. Na desni in srednji sliki
algoritem zazna ton g#, ki je pravilen, v referenci pa je navedena terca a,
c1#. Na levi sliki algoritem zazna ton G1, ki ga ni niti v referenci niti
dejansko v zvocˇnem posnetku.
Poglavje 6
Rezultati
V tem poglavju najprej opiˇsemo, kako smo med sabo primerjali referencˇne
MIDI tone s toni, dobljenimi z algoritmom. Nato nasˇtejemo uporabljene mere
ocenjevanja. Nazadnje prikazˇemo rezultate algoritma in poskuse izboljˇsav.
6.1 Preurejanje podatkov pred vrednotenjem
V tem razdelku si poglejmo, kako pripravimo referencˇne MIDI datoteke in
izhodne frekvence Klapurijevega algoritma, da jih lahko med sabo primer-
jamo.
6.1.1 Pretvorba MIDI datoteke v cˇasovne okvirje
Klapurijev algoritem vrne seznam cˇasovnih okvirjev, v katerih so za pripa-
dajocˇi cˇas prepoznane osnovne frekvence, skupaj z njihovo mocˇjo (salience).
Zˇelimo, da so referencˇni podatki v enaki obliki. Iz referencˇnega MIDI zapisa
s knjizˇnico MIDI Toolbox [5] in lastnega programa pridobimo matriko not.
Posamezna vrstica v matriki not vsebuje sedem elementov. Ti so: cˇas v
sˇtevilu dob, trajanje v sˇtevilu dob, sˇtevilka kanala, viˇsina tona, hitrost, cˇas
pojavitve v sekundah in trajanje v sekundah. Izmed sedmerice so zanimivi
trije: viˇsina tona, cˇas pojavitve in trajanje.
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Dva izmed vhodnih parametrov Klapurijevega algoritma sta velikost okna
(K) in velikost skoka (Khop), tj. premika tega okna, oba v sˇtevilu vzorcev.
Z deljenjem teh dveh vrednosti s frekvenco vzorcˇenja fs ju pretvorimo v
cˇas v sekundah. Od tod poznamo cˇasovno lokalizacijo posameznih izhodnih
okvirjev.
Za MIDI si pripravimo enake cˇasovne okvirje in vanje na ustrezne cˇasovne
lokacije umestimo MIDI tone. Cˇe cˇasovni okvir n nastopi v cˇasu t⊥n in se
koncˇa v cˇasu t>n , potem v cˇasovni okvir n spadajo vsi MIDI toni z zacˇetkom
pred t>n in koncem kasnejˇsim od t
⊥
n . Ko to storimo za vse okvirje, je MIDI
strukturno enak obliki izhoda iz Klapurijevega algoritma. V nadaljevanju
pretvorimo sˇe vsebino.
6.1.2 Primerjava med frekvenco in MIDI sˇtevilom
Elementi izhoda iz Klapurijevega algoritma so frekvence v nekem podanem
razponu iskanja F0, medtem ko MIDI vsebuje MIDI tone, ki so vrednosti
od 0 do 127. Torej je potrebno pretvoriti sˇe frekvence v MIDI tone. Tukaj
vpeljemo nekaj odstopanja. Dovolimo, da F0 od tona, ki ga dolocˇa MIDI
sˇtevilo, odstopa za najvecˇ cˇetrt tona. MIDI viˇsina 69 ustreza komornemu
tonu a1 pri 440 Hz. Frekvence tonov pri temperirani uglasitvi izracˇunamo
po formuli
f = 440 · 2
p
12 , (6.1)
kjer je p sˇtevilo poltonov stran od tona a1. Za pretvorbo frekvence v sˇtevilo
poltonov od neke bazne frekvence uporabimo inverz od (6.1):
p = 12 log2
f
440
.
Frekvenca f se ujema z MIDI tonom p, cˇe velja:
∣∣p− 69− 12 log2 f440∣∣ < 0,5.
6.2. MERE VREDNOTENJA 71
V enotah cent to pomeni ujemanje na ±50 centov. Cent je definiran tako,
da je frekvencˇna razdalja med poljubnima dvema frekvencama s poltonom
razlike enaka 100.
6.2 Mere vrednotenja
Vrednotenje poteka neodvisno po posameznih istolezˇnih cˇasovnih okvirjih.
Naj TP = Ncor oznacˇuje sˇtevilo vseh pravilno prepoznanih tonov, Nsys =
TP + FP sˇtevilo vseh tonov sistema, ki ga testiramo (Klapurijev algoritem)
in Nref = TP + FN sˇtevilo vseh tonov v referencˇni MIDI datoteki. Od tod
definiramo naslednje mere:
Pr =
Ncor
Nsys
=
TP
TP + FP
,
R =
Ncor
Nref
=
TP
TP + FN
,
A =
Ncor
Nsys + Nref − Ncor =
TP
TP + FP + FN
,
F = 2
Pr · R
Pr + R
,
Etot =
∑
(max{Nref,Nsys} − Ncor)∑
Nref
,
Esub =
∑
(min{Nref,Nsys} − Ncor)∑
Nref
,
Emis =
∑
(max{0,Nref − Nsys}∑
Nref
,
Efa =
∑
(max{0,Nsys − Nref}∑
Nref
.
Mera Pr je delezˇ pravilno prepoznanih tonov v sistemu, ne glede na to, koliko
tonov je izpusˇcˇenih. Mera R je delezˇ pravilnih detekcij glede na vse tone v
referenci. Pri tem sˇtevilo odvecˇnih (nepravilnih) detekcij ne sˇteje. Mera A
uposˇteva napacˇne detekcije obeh vrst, prav tako jih F ocena, ki je kvocient
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med kvadratom geometrijske in aritmeticˇne sredine.
Preostale sˇtiri mere, E(·), so definirane v [15]. Etot je mera skupne napake,
Esub sˇteje, v razmerju glede na sˇtevilo vseh tonov v referenci, koliko zamenjav
z ustreznim tonom bi lahko uporabili, preden bi bodisi v sistemu bodisi v
referenci zmanjkalo tonov. Emis je delezˇ premajhnega sˇtevila detekcij glede
na referenco. Nasprotno je Efa delezˇ prevelikega sˇtevila detekcij glede na
referenco.
Mere Pr, R, A in F zˇelimo cˇim vecˇje, mere za napako pa cˇim manjˇse.
6.3 Evalvacija
V tem razdelku predstavimo rezultate delovanja Klapurijevega algoritma na
mnozˇici ljudskih pesmi. Najprej pa opiˇsemo parametre algoritma in njihove
uporabljene vrednosti.
6.3.1 Parametri Klapurijevega algoritma
Klapurijev algoritem z izbiro parametrov omogocˇa dolocˇene prilagoditve glede
na izbrano testno mnozˇico. Vecˇino teh parametrov je izpostavil zˇe originalen
avtorjev algoritem, dolocˇeni pa so bili izpostavljeni naknadno.
Poleg zvocˇnega signala s frekvenco vzorcˇenja fs = 44,1 kHz algoritem
sprejme sˇe parametre, prikazane v tabeli 6.1. Parameter K oznacˇuje ve-
likost cˇasovnega okna v sˇtevilu vzorcev. Vrednost 212 vzorcev pri frekvenci
vzorcˇenja fs se pretvori v priblizˇno 93 ms dolgo okno. H pomeni, koliko vzor-
cev algoritem preskocˇi do naslednjega okna. P oznacˇuje najvecˇjo polifonijo.
Parametri τmin, τmax in τprec predpisujejo frekvencˇno obmocˇje in natancˇnost
iskanja F0. Privzete vrednosti parametrov iskanje F0 omejijo na obmocˇje
40 – 2205 Hz. Taksˇen razpon je za vokalne glasove, sˇe zlasti ljudsko petje,
nepotreben. Obmocˇje iskanja smo zmanjˇsali na 80 – 1102 Hz, kar je rahlo
izboljˇsalo rezultat, saj je priˇslo do kar nekaj napak v obmocˇju med 40 in
80 Hz. Zadnje omenjeno obmocˇje se ujema z vrednostmi za dolzˇino periode
v tabeli. Parametri α, γ in ρ upravljajo utezˇno funkcijo w. Uporabljene so
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bile kar privzete vrednosti. Vedeti moramo, da sta bili utezˇitveni funkciji w1
in w2, ki sestavljata w, s strani avtorja optimizirani na vecˇjem sˇtevilu testnih
primerov, spreminjanje posameznih parametrov pa ni prineslo izboljˇsav. Pa-
rameter ν oznacˇuje kolicˇino spektralnega beljenja. Praviloma vrednost 0,1
na nasˇi testni mnozˇici daje nekoliko boljˇse rezultate kot privzeta vrednost
0,33. Nekoliko vecˇ beljenja ima torej praviloma pozitiven ucˇinek. Parameter
win dolocˇa uporabljeno okensko funkcijo pri racˇunanju FFT kot tudi pri gra-
dnji prepoznanih spektralnih komponent, ki se jih odsˇteva iz magnitudnega
spektra. Zamenjava okenske funkcije ni pokazala kaksˇnih opaznih razlik.
V nadaljevanju se bomo na to izbiro parametrov sklicevali kot na privzete
parametre.
Parameter Vrednost
K 212
Khop 2
11
P 8
τmin 40
τmax 551
τprec 0,1
α 52
γ 0,1
ρ 1,4
ν 0,1
win Hann
Tabela 6.1: Izbrane vrednosti parametrov Klapurijevega algoritma.
6.3.2 Dolocˇanje polifonije
Klapurijev algoritem za vsak cˇasovni okvir vrne P tonov skupaj z njiho-
vimi izracˇunanimi energijami, cˇetudi se v trenutnem cˇasovnem okvirju na-
haja tiˇsina. Dolocˇanje polifonije se izkazˇe kot tezˇek problem. Predlagana
Klapurijeva resˇitev iz razdelka 3.5.5 se ni izkazala prevecˇ dobro. Preprosto
upragovljenje se je obneslo bolje. Izkustveno je bilo ugotovljeno, da se vre-
dnosti izhodnih energij, gledane skozi vse okvirje, priblizˇno prilegajo logit
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funkciji. Optimalna vrednost upragovljenja se praviloma nahaja na tistem
delu logit funkcije, kjer zacˇne po polozˇnem delu zopet hitro narasˇcˇati. Mera
za dolocˇanje optimalne vrednosti je bil produkt mer Pr, R in A.
6.3.3 Uspesˇnost algoritma
Klapurijev algoritem smo preizkusili na testni mnozˇici slovenskih ljudskih
pesmi. Uporabljeni so bili parametri iz tabele 6.1. Izhodne frekvence smo
zaokrozˇili k najblizˇjemu tonu. Opravili smo tri vrste vrednotenja. Prvo vre-
dnotenje neposredno primerja referencˇne tone z izhodnimi. Drugo vredno-
tenje zanemari oktavno informacijo. Tretje vrednotenje sˇteje kot pravilno
prepoznan vsak ton, ki je najvecˇ poltona stran od kateregakoli referencˇnega
tona.
Prvo vrednotenje
Rezultati v tabeli 6.2 niso prevecˇ dobri. Nizke vrednosti napak Efa in vecˇje
Emis kazˇejo na to, da je fiksno upragovljenje nastavljeno nekoliko bolj agre-
sivno. Prepoznana stopnja polifonije v cˇasovnih okvirjih je zato v glavnem
nizˇja od referencˇne. Z nizˇanjem praga bi znizˇali napako Emis, vendar bi za-
radi napacˇno prepoznanih na novo vkljucˇenih tonov povecˇali napako Esub.
Vsekakor toliksˇna razlika med Emis in Efa kazˇe na neoptimalno detekcijo sto-
pnje polifonije. Toda prag je bil optimiziran glede na produkt mer Pr, R in
A, kar pomeni, da cˇetudi bi bila razlika med omenjenima merama napake
manjˇsa, bi bil rezultat glede na produkt mer Pr, R in A slabsˇi, torej bi se
napaka Esub poviˇsala.
Algoritem se je najbolje izkazal pri posnetkih 2 in 21, najslabsˇe pa pri 6.,
7., 20., 24., 26., 29. in 31. posnetku. Kaj je posebnega pri 6.? Cˇeprav je
dvoglasje in pojeta le ena zˇenska in mosˇki, so rezultati sodecˇ po ocenah slabi.
Problem je intonacija. Pri rocˇni transkripciji se je bilo potrebno odlocˇiti za
eno izmed dveh mozˇnih intonacij, saj pevca ves cˇas pojeta nekje vmes med
obema mozˇnima intonacijama. Pricˇakovano je, da bi mehkejˇse vrednotenje,
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ki dopusˇcˇa do 100 centov napake namesto 50, moralo pokazati boljˇse rezul-
tate. Cˇe je to res, je bila pri rocˇni transkripciji tonaliteta slabo izbrana.
V 7. posnetku pojejo trije glasovi. Melodijo in terco nad njo pojeta
dve zˇenski, mosˇki poje bas. Gibanje basa obsega samo dva tona, toniko
in dominanto. Izkazˇe se, da je tudi v tem primeru vzrok tezˇavna dolocˇitev
ustrezne intonacije, prav tako pri vseh ostalih s slabo oceno.
Drugo vrednotenje
Kot prikazuje tabela 6.3, zanemarjenje oktavne informacije pricˇakovano iz-
boljˇsa rezultate, vendar malo. Kot kazˇe, je sˆ(τ) dokaj robustna cenilka.
Tretje vrednotenje
Zaradi slabe intonacije v posnetkih se je to mehkejˇse vrednotenje izkazalo kot
veliko izboljˇsanje, kot je razvidno iz tabele 6.4. Kot kazˇe je ogromno napak, ki
so pol tona stran od prave vrednosti. Vendar pa je kljub obetavnim sˇtevilkam
potrebno opozoriti na naslednje. Denimo, da sta v nekem cˇasovnem okvirju
v referenci tona d in f, ki tvorita interval male terce. Vemo, da so terce v
ljudskem petju pogoste. Kateri toni bodo glede na to mehkejˇse vrednotenje
sˇteti kot pravilni? To bodo toni c#, d, d#, e, f in f#. Cˇe algoritem najde
denimo tona c# in f#, bo to sˇtelo kot pravilno. Njuna intervalna razdalja
je cˇista kvarta, kar je precej narobe. Bolj realno vrednotenje bi bilo taksˇno,
ki bi poskusilo ohranjati intervalna razmerja med prepoznanimi toni. Cˇe bi
sistem najprej nasˇel f#, bi to sˇtelo kot pravilno, vendar naslednji ton bi bil
pravilen le, cˇe bi bil malo terco pod f#, torej ton d#, medtem ko d ali c#
ne bi bila pravilna.
6.4 Poskusi izboljˇsave
Poskusˇanje razlicˇnih parametrov algoritma je cˇasovno zamudno opravilo.
Karkoli smo uspeli preizkusiti, so bili rezultati kvecˇjemu slabsˇi. Vselej pa
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se je spektralno beljenje izkazalo kot pomembno k prispevanju boljˇsega re-
zultata, zato smo izboljˇsave poskusili pridobiti na tem delu algoritma. Druge
mozˇnosti izboljˇsav so v utezˇitveni funkciji in je poleg beljenja prav tako pred-
met obravnave tega razdelka.
6.4.1 Spremembe spektralnega beljenja
Klapuri je kot privzet parameter spektralnega beljenja uporabil ν = 0,33 in
je bil fiksno vdelan v program. Spremenili smo ga v parameter in preizkusili
nekaj vrednosti. Za dano podatkovno mnozˇico smo nasˇli nekoliko boljˇso
vrednost. V vecˇini primerov daje parameter 0,1 rahlo boljˇse rezultate, to pa
pomeni vecˇ beljenja v spektru. Dodatno povecˇevanje kolicˇine beljenja pa je
vodilo v negativen ucˇinek. Cˇe hocˇemo to razumeti, moramo boljˇse poznati
ucˇinke beljenja.
Ucˇinek beljenja
Spomnimo, da beljenje uporabi nabor filtrov v frekvencˇni domeni. Vsak
filter ima obliko trikotnika. Po dualnosti med konvolucijo in Fourierjevo
transformacijo je konvoluiranje v cˇasovni domeni enakovredno mnozˇenju v
frekvencˇni, in obratno. Trikotniki pri nizkih frekvencah so ozki in zato iz
spektra zajamejo malo energije. V nasprotju so filtri pri visokih frekvencah
sˇiroki in zato pokrivajo vecˇji del spektra. Toda s parametrom beljenja na
intervalu [0, 1), ki nastopi kot eksponent v potenciranju zajete energije, je
ucˇinek beljenja obraten kolicˇini zajete energije iz spektra, kar pomeni, da
nizko energijo dvigne, visoko pa zadusˇi. To lahko ima do neke mere pozitiven
ucˇinek pri vokalni glasbi, zlasti zaradi vokalnih oblikovalcev. Spektralno
beljenje nekoliko zmanjˇsa ucˇinek le-teh, zato delni harmonicˇni toni okrog
frekvenc, ki so pri dolocˇenem vokalu sicer poudarjeni, postanejo manj izraziti
in se lepsˇe prilegajo obstojecˇi utezˇitveni funkciji.
Ker povecˇevanje spektralnega beljenja deluje samo do neke mere, smo
namesto povecˇevanja parametra beljenja poskusili beljenje izvesti dvakrat
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zapored. To se je izkazalo kot rahla izboljˇsava, vendar vseeno premajhna za
optimizem. Rezultati so prikazani v tabeli 6.5.
Spremembe utezˇitvene funkcije
Izboljˇsanje rezultatov smo poskusili dosecˇi tudi s spremembo utezˇitvene funk-
cije. Reciprocˇno linearno funkcijo frekvence w2 smo spremenili v linearno
funkcijo, ki smo jo definirali skozi tocˇki pri nicˇelni in koncˇni frekvenci pr-
votne w2. Taksˇna utezˇitvena funkcija deluje kot protiutezˇ funkciji w1, kar
povzrocˇi konstanten odziv v magnitudnem spektru. Utezˇitev spektra je po-
tem v celoti odvisna od spektralnega beljenja. Taksˇna sprememba je vodila
do slabsˇih rezultatov. Prikazani so v tabeli 6.6.
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# Pr R A F Etot Esub Emis Efa
2 0,6891 0,5639 0,4495 0,6203 0,4895 0,2010 0,2351 0,0535
3 0,6147 0,4717 0,3640 0,5338 0,5537 0,2703 0,2580 0,0254
4 0,5496 0,4690 0,3388 0,5061 0,5877 0,3277 0,2033 0,0567
5 0,4996 0,4178 0,2946 0,4551 0,6446 0,3560 0,2262 0,0624
6 0,3515 0,2885 0,1883 0,3169 0,7655 0,4784 0,2331 0,0540
7 0,3942 0,3211 0,2150 0,3539 0,7428 0,4296 0,2492 0,0639
8 0,5402 0,4487 0,3247 0,4902 0,6333 0,2999 0,2514 0,0820
9 0,5951 0,5292 0,3891 0,5602 0,5595 0,2714 0,1994 0,0887
10 0,5283 0,4698 0,3309 0,4973 0,6288 0,3209 0,2093 0,0986
11 0,6595 0,5480 0,4272 0,5986 0,5235 0,2115 0,2405 0,0715
12 0,5390 0,4994 0,3499 0,5184 0,5983 0,3294 0,1712 0,0977
13 0,5755 0,5101 0,3707 0,5409 0,5709 0,2952 0,1947 0,0811
14 0,6644 0,5091 0,4050 0,5765 0,5155 0,2325 0,2584 0,0246
15 0,4957 0,3452 0,2555 0,4070 0,6977 0,3083 0,3465 0,0429
16 0,5998 0,4734 0,3597 0,5291 0,5861 0,2564 0,2702 0,0595
17 0,6005 0,4457 0,3438 0,5117 0,5863 0,2645 0,2898 0,0320
18 0,7002 0,5421 0,4400 0,6111 0,4831 0,2069 0,2510 0,0252
19 0,5319 0,4417 0,3181 0,4826 0,6243 0,3227 0,2355 0,0660
20 0,4568 0,3886 0,2658 0,4200 0,6950 0,3784 0,2330 0,0836
21 0,6839 0,5712 0,4519 0,6225 0,4519 0,2409 0,1879 0,0231
22 0,5178 0,4822 0,3328 0,4993 0,6118 0,3551 0,1627 0,0940
23 0,5975 0,4828 0,3643 0,5340 0,5406 0,3018 0,2154 0,0234
24 0,5472 0,2846 0,2304 0,3745 0,7468 0,2041 0,5113 0,0315
25 0,4883 0,4601 0,3105 0,4738 0,6414 0,3806 0,1593 0,1016
26 0,4005 0,4163 0,2565 0,4083 0,7585 0,4483 0,1354 0,1748
27 0,4675 0,4114 0,2801 0,4376 0,6776 0,3797 0,2089 0,0890
28 0,5134 0,4088 0,2947 0,4552 0,6451 0,3335 0,2576 0,0540
29 0,4032 0,4456 0,2685 0,4234 0,7931 0,4208 0,1336 0,2387
30 0,5967 0,5125 0,3806 0,5514 0,5519 0,2820 0,2055 0,0645
31 0,3848 0,3525 0,2255 0,3680 0,7668 0,4442 0,2032 0,1193
32 0,6242 0,5461 0,4110 0,5825 0,5472 0,2355 0,2184 0,0933
33 0,5785 0,4822 0,3568 0,5260 0,5833 0,2859 0,2320 0,0654
34 0,5069 0,5306 0,3500 0,5185 0,6603 0,3252 0,1441 0,1909
35 0,5354 0,4959 0,3467 0,5149 0,6306 0,3038 0,2003 0,1265
36 0,5732 0,4817 0,3545 0,5235 0,5971 0,2799 0,2384 0,0789
37 0,6163 0,5154 0,3902 0,5613 0,5292 0,2763 0,2083 0,0446
38 0,5862 0,4963 0,3676 0,5375 0,5732 0,2808 0,2228 0,0695
x¯ 0,5461 0,4611 0,3352 0,4984 0,6160 0,3119 0,2271 0,0771
Tabela 6.2: Uspesˇnost Klapurijevega algoritma pri privzetih parametrih.
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# Pr R A F Etot Esub Emis Efa
2 0,7298 0,6339 0,5134 0,6785 0,4275 0,1733 0,2351 0,0535
3 0,6423 0,5451 0,4181 0,5897 0,5119 0,2466 0,2580 0,0254
4 0,5784 0,5160 0,3749 0,5454 0,5604 0,2998 0,2033 0,0567
5 0,5440 0,4939 0,3493 0,5178 0,6116 0,3086 0,2262 0,0624
6 0,3688 0,3361 0,2134 0,3517 0,7591 0,4801 0,2331 0,0540
7 0,4325 0,3634 0,2461 0,3949 0,7074 0,4060 0,2492 0,0639
8 0,5941 0,5007 0,3731 0,5434 0,5793 0,2621 0,2514 0,0820
9 0,6316 0,5452 0,4137 0,5852 0,5206 0,2522 0,1994 0,0887
10 0,5614 0,4915 0,3551 0,5241 0,5810 0,3116 0,2093 0,0986
11 0,6924 0,5594 0,4480 0,6188 0,4901 0,1991 0,2405 0,0715
12 0,5593 0,5062 0,3619 0,5315 0,5730 0,3195 0,1712 0,0977
13 0,5961 0,5190 0,3840 0,5549 0,5468 0,2858 0,1947 0,0811
14 0,6952 0,5179 0,4221 0,5936 0,4938 0,2154 0,2584 0,0246
15 0,5173 0,3530 0,2655 0,4196 0,6803 0,2961 0,3465 0,0429
16 0,6366 0,4850 0,3798 0,5505 0,5489 0,2430 0,2702 0,0595
17 0,6241 0,4559 0,3577 0,5269 0,5597 0,2590 0,2898 0,0320
18 0,7258 0,5513 0,4562 0,6266 0,4610 0,1960 0,2510 0,0252
19 0,5287 0,5282 0,3591 0,5284 0,6329 0,3098 0,2355 0,0660
20 0,4852 0,4612 0,3097 0,4729 0,6734 0,3547 0,2330 0,0836
21 0,6968 0,5729 0,4586 0,6288 0,4409 0,2354 0,1879 0,0231
22 0,5607 0,5301 0,3745 0,5450 0,5615 0,3237 0,1627 0,0940
23 0,6125 0,4858 0,3716 0,5419 0,5231 0,2984 0,2154 0,0234
24 0,5896 0,3030 0,2502 0,4003 0,7237 0,1843 0,5113 0,0315
25 0,5212 0,4741 0,3303 0,4965 0,5980 0,3634 0,1593 0,1016
26 0,4727 0,5047 0,3229 0,4882 0,6859 0,3723 0,1354 0,1748
27 0,5060 0,5547 0,3599 0,5293 0,6637 0,3231 0,2089 0,0890
28 0,5747 0,4550 0,3404 0,5079 0,5847 0,2970 0,2576 0,0540
29 0,4779 0,5580 0,3467 0,5149 0,7280 0,3236 0,1336 0,2387
30 0,6409 0,6008 0,4495 0,6202 0,4849 0,2509 0,2055 0,0645
31 0,4342 0,4232 0,2728 0,4286 0,7233 0,4049 0,2032 0,1193
32 0,6866 0,5719 0,4535 0,6240 0,4864 0,2029 0,2184 0,0933
33 0,6123 0,4915 0,3748 0,5453 0,5473 0,2724 0,2320 0,0654
34 0,5665 0,5631 0,3935 0,5648 0,5812 0,2866 0,1441 0,1909
35 0,5925 0,5167 0,3812 0,5520 0,5642 0,2744 0,2003 0,1265
36 0,6111 0,4938 0,3757 0,5462 0,5562 0,2643 0,2384 0,0789
37 0,6454 0,5218 0,4055 0,5771 0,4969 0,2681 0,2083 0,0446
38 0,6285 0,6049 0,4456 0,6165 0,5144 0,2383 0,2228 0,0695
x¯ 0,5831 0,5024 0,3705 0,5373 0,5779 0,2866 0,2271 0,0771
Tabela 6.3: Uspesˇnost Klapurijevega algoritma pri privzetih parametrih, ka-
dar zanemarimo oktavno informacijo.
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# Pr R A F Etot Esub Emis Efa
2 0,8792 0,7195 0,6548 0,7914 0,3340 0,0454 0,2351 0,0535
3 0,8886 0,6819 0,6282 0,7716 0,3435 0,0601 0,2580 0,0254
4 0,8623 0,7358 0,6584 0,7940 0,3208 0,0609 0,2033 0,0567
5 0,7592 0,6349 0,5285 0,6915 0,4276 0,1389 0,2262 0,0624
6 0,7677 0,6302 0,5293 0,6922 0,4238 0,1367 0,2331 0,0540
7 0,7549 0,6150 0,5127 0,6778 0,4489 0,1357 0,2492 0,0639
8 0,7827 0,6501 0,5507 0,7103 0,4319 0,0985 0,2514 0,0820
9 0,8228 0,7318 0,6322 0,7746 0,3569 0,0688 0,1994 0,0887
10 0,8277 0,7360 0,6382 0,7792 0,3626 0,0547 0,2093 0,0986
11 0,8688 0,7220 0,6510 0,7886 0,3496 0,0375 0,2405 0,0715
12 0,8364 0,7749 0,6730 0,8045 0,3227 0,0539 0,1712 0,0977
13 0,8494 0,7529 0,6642 0,7982 0,3282 0,0524 0,1947 0,0811
14 0,9077 0,6955 0,6495 0,7875 0,3291 0,0461 0,2584 0,0246
15 0,8277 0,5764 0,5146 0,6796 0,4665 0,0771 0,3465 0,0429
16 0,8619 0,6803 0,6135 0,7604 0,3792 0,0495 0,2702 0,0595
17 0,8932 0,6630 0,6143 0,7611 0,3690 0,0472 0,2898 0,0320
18 0,9300 0,7200 0,6830 0,8117 0,3052 0,0290 0,2510 0,0252
19 0,8389 0,6968 0,6146 0,7613 0,3693 0,0677 0,2355 0,0660
20 0,7452 0,6339 0,5210 0,6851 0,4497 0,1331 0,2330 0,0836
21 0,9245 0,7721 0,7263 0,8414 0,2510 0,0400 0,1879 0,0231
22 0,8347 0,7774 0,6736 0,8050 0,3167 0,0599 0,1627 0,0940
23 0,9009 0,7279 0,6740 0,8052 0,2955 0,0567 0,2154 0,0234
24 0,8439 0,4390 0,4060 0,5776 0,5925 0,0497 0,5113 0,0315
25 0,8012 0,7550 0,6358 0,7774 0,3466 0,0858 0,1593 0,1016
26 0,6872 0,7143 0,5390 0,7005 0,4605 0,1503 0,1354 0,1748
27 0,7518 0,6617 0,5431 0,7039 0,4273 0,1294 0,2089 0,0890
28 0,8117 0,6464 0,5621 0,7197 0,4076 0,0959 0,2576 0,0540
29 0,6413 0,7088 0,5076 0,6734 0,5299 0,1577 0,1336 0,2387
30 0,8213 0,7054 0,6116 0,7590 0,3590 0,0890 0,2055 0,0645
31 0,7325 0,6710 0,5389 0,7004 0,4483 0,1258 0,2032 0,1193
32 0,8290 0,7252 0,6308 0,7736 0,3681 0,0564 0,2184 0,0933
33 0,8603 0,7170 0,6422 0,7822 0,3484 0,0510 0,2320 0,0654
34 0,7557 0,7910 0,6299 0,7730 0,3999 0,0648 0,1441 0,1909
35 0,7852 0,7272 0,6066 0,7551 0,3993 0,0724 0,2003 0,1265
36 0,8446 0,7099 0,6279 0,7714 0,3690 0,0517 0,2384 0,0789
37 0,8888 0,7433 0,6801 0,8096 0,3013 0,0483 0,2083 0,0446
38 0,8051 0,6817 0,5851 0,7383 0,3879 0,0955 0,2228 0,0695
x¯ 0,8223 0,6953 0,6041 0,7510 0,3818 0,0777 0,2271 0,0771
Tabela 6.4: Uspesˇnost Klapurijevega algoritma pri privzetih parametrih, ka-
dar kot napacˇne sˇtejemo samo tone, ki so od tona v referenci oddaljeni vecˇ
kot pol tona.
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# Pr R A F Etot Esub Emis Efa
2 0,6723 0,5801 0,4522 0,6228 0,4888 0,2139 0,2061 0,0689
3 0,6111 0,4749 0,3647 0,5345 0,5535 0,2737 0,2514 0,0284
4 0,5658 0,4635 0,3419 0,5096 0,5778 0,3144 0,2221 0,0413
5 0,5169 0,4064 0,2946 0,4551 0,6390 0,3343 0,2592 0,0455
6 0,3735 0,2863 0,1934 0,3241 0,7522 0,4418 0,2720 0,0385
7 0,4161 0,3018 0,2120 0,3498 0,7321 0,3895 0,3087 0,0339
8 0,5537 0,4484 0,3294 0,4955 0,6232 0,2897 0,2619 0,0716
9 0,5930 0,5604 0,4047 0,5762 0,5320 0,2922 0,1475 0,0924
10 0,5576 0,4686 0,3416 0,5093 0,5716 0,3315 0,1998 0,0402
11 0,6584 0,5608 0,4344 0,6057 0,4738 0,2563 0,1829 0,0346
12 0,5719 0,4747 0,3503 0,5188 0,5715 0,3091 0,2161 0,0462
13 0,5637 0,5300 0,3758 0,5463 0,5837 0,2965 0,1736 0,1137
14 0,6688 0,5222 0,4150 0,5865 0,5033 0,2330 0,2447 0,0255
15 0,4981 0,3689 0,2689 0,4239 0,6683 0,3345 0,2966 0,0372
16 0,5814 0,4898 0,3621 0,5317 0,5733 0,2895 0,2207 0,0632
17 0,6107 0,4357 0,3410 0,5086 0,5893 0,2528 0,3115 0,0250
18 0,6993 0,5512 0,4456 0,6165 0,4823 0,2036 0,2452 0,0335
19 0,5623 0,4297 0,3220 0,4871 0,6043 0,3005 0,2698 0,0340
20 0,4424 0,4025 0,2670 0,4215 0,7079 0,3969 0,2006 0,1104
21 0,6768 0,5814 0,4551 0,6255 0,4331 0,2631 0,1555 0,0145
22 0,5272 0,4766 0,3339 0,5007 0,6008 0,3500 0,1734 0,0775
23 0,5974 0,4907 0,3688 0,5388 0,5280 0,3120 0,1973 0,0188
24 0,5610 0,2798 0,2296 0,3734 0,7438 0,1953 0,5248 0,0236
25 0,5021 0,4436 0,3081 0,4710 0,6275 0,3688 0,1876 0,0710
26 0,4096 0,4184 0,2610 0,4140 0,7548 0,4298 0,1517 0,1732
27 0,4660 0,4068 0,2775 0,4344 0,6816 0,3778 0,2154 0,0884
28 0,5207 0,4174 0,3016 0,4634 0,6383 0,3285 0,2540 0,0557
29 0,4262 0,4335 0,2737 0,4298 0,7502 0,4000 0,1665 0,1837
30 0,5922 0,5203 0,3830 0,5539 0,5522 0,2857 0,1940 0,0725
31 0,3954 0,3509 0,2283 0,3718 0,7531 0,4326 0,2165 0,1040
32 0,6357 0,5608 0,4244 0,5959 0,4902 0,2704 0,1688 0,0511
33 0,5527 0,5031 0,3575 0,5267 0,5532 0,3508 0,1461 0,0562
34 0,5555 0,5062 0,3603 0,5297 0,5474 0,3514 0,1423 0,0536
35 0,5369 0,5167 0,3574 0,5266 0,5916 0,3373 0,1460 0,1083
36 0,5805 0,4840 0,3586 0,5279 0,5613 0,3044 0,2116 0,0453
37 0,6145 0,5158 0,3897 0,5608 0,5293 0,2785 0,2057 0,0451
38 0,5497 0,5337 0,3714 0,5416 0,5965 0,3070 0,1593 0,1302
x¯ 0,5518 0,4648 0,3394 0,5030 0,5989 0,3161 0,2191 0,0637
Tabela 6.5: Uspesˇnost Klapurijevega algoritma pri privzetih parametrih, ka-
dar spektralno beljenje izvedemo dvakrat.
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# Pr R A F Etot Esub Emis Efa
2 0,5641 0,4486 0,3331 0,4998 0,6073 0,2907 0,2607 0,0559
3 0,5517 0,3006 0,2416 0,3892 0,7032 0,2404 0,4590 0,0038
4 0,4309 0,3255 0,2276 0,3708 0,7137 0,3907 0,2838 0,0392
5 0,5333 0,3114 0,2447 0,3932 0,6999 0,2612 0,4274 0,0113
6 0,3478 0,2586 0,1741 0,2966 0,7963 0,4300 0,3114 0,0548
7 0,3173 0,2912 0,1790 0,3037 0,8864 0,4489 0,2599 0,1777
8 0,3280 0,3027 0,1868 0,3149 0,8537 0,4638 0,2335 0,1564
9 0,5594 0,5063 0,3620 0,5315 0,5699 0,3225 0,1712 0,0762
10 0,5350 0,3234 0,2525 0,4031 0,6897 0,2680 0,4086 0,0132
11 0,5894 0,5161 0,3796 0,5503 0,5363 0,3072 0,1767 0,0524
12 0,4857 0,4714 0,3144 0,4784 0,6267 0,4011 0,1276 0,0980
13 0,5300 0,4651 0,3293 0,4955 0,5950 0,3523 0,1826 0,0602
14 0,6053 0,4603 0,3540 0,5229 0,5763 0,2635 0,2762 0,0366
15 0,4578 0,3727 0,2586 0,4109 0,6839 0,3848 0,2425 0,0566
16 0,5411 0,4957 0,3490 0,5174 0,5805 0,3443 0,1600 0,0762
17 0,5728 0,4667 0,3462 0,5143 0,5526 0,3288 0,2045 0,0192
18 0,6517 0,5555 0,4283 0,5998 0,4994 0,2420 0,2025 0,0549
19 0,3983 0,3776 0,2404 0,3876 0,8001 0,3928 0,2296 0,1777
20 0,3796 0,2755 0,1900 0,3193 0,7616 0,4130 0,3115 0,0371
21 0,6634 0,5924 0,4555 0,6259 0,4317 0,2766 0,1311 0,0240
22 0,4315 0,3760 0,2514 0,4018 0,7004 0,4190 0,2050 0,0764
23 0,5706 0,4750 0,3499 0,5184 0,5375 0,3449 0,1801 0,0125
24 0,4606 0,2508 0,1938 0,3247 0,7938 0,2491 0,5002 0,0446
25 0,4643 0,4043 0,2757 0,4323 0,6382 0,4239 0,1718 0,0425
26 0,3426 0,3715 0,2169 0,3565 0,8470 0,4944 0,1342 0,2185
27 0,3288 0,3099 0,1898 0,3191 0,8150 0,5079 0,1822 0,1249
28 0,4503 0,2719 0,2042 0,3391 0,7468 0,3132 0,4149 0,0187
29 0,2002 0,3254 0,1415 0,2479 1,3357 0,6387 0,0359 0,6611
30 0,4185 0,4829 0,2890 0,4484 0,7595 0,4286 0,0885 0,2424
31 0,3677 0,2606 0,1799 0,3050 0,7759 0,4117 0,3277 0,0365
32 0,5442 0,5311 0,3676 0,5376 0,5879 0,3258 0,1431 0,1190
33 0,5028 0,3705 0,2712 0,4267 0,6724 0,3234 0,3061 0,0430
34 0,4357 0,4596 0,2881 0,4473 0,6928 0,4429 0,0974 0,1525
35 0,4734 0,4612 0,3048 0,4672 0,6659 0,3860 0,1528 0,1270
36 0,4775 0,4714 0,3110 0,4745 0,6485 0,3959 0,1327 0,1199
37 0,5372 0,4527 0,3257 0,4914 0,5754 0,3618 0,1855 0,0282
38 0,3827 0,4702 0,2674 0,4220 0,8702 0,4181 0,1117 0,3404
x¯ 0,4711 0,4017 0,2777 0,4293 0,6980 0,3705 0,2278 0,0997
Tabela 6.6: Uspesˇnost Klapurijevega algoritma, kadar je utezˇitvena funkcija
w2 linearna.
Poglavje 7
Zakljucˇek
V tej diplomski nalogi smo se ukvarjali s problemom avtomaticˇne transkrip-
cije vecˇglasnega ljudskega petja. Najprej smo se v grobem spoznali z zvo-
kom in cˇlovesˇkim slusˇnim sistemom. Podali smo nekaj teorije iz podrocˇja
digitalnega procesiranja signalov s poudarkom na kratkocˇasovni frekvencˇni
analizi. Spoznali smo splosˇen algoritem za iskanje socˇasnih tonov v zvocˇnem
posnetku, ki deluje v frekvencˇni domeni in deloma posnema cˇlovesˇki slusˇni
sistem. Pripravili smo testno mnozˇico slovenskih ljudskih pesmi, ki so bile
posnete na terenu pri pristnih ljudskih pevcih. Transkripcije pesmi smo opra-
vili rocˇno. Za boljˇse razumevanje delovanja algoritma za detekcijo tonov in
lazˇjo analizo napak smo razvili interaktivno graficˇno aplikacijo. Nad mnozˇico
ljudskih pesmi smo preizkusili algoritem in ga poskusili izboljˇsati.
Glavni pridobitvi tega dela sta testna mnozˇica slovenskih ljudskih pesmi
in interaktivna vizualizacija. Poskusi izboljˇsav algoritma niso prinesli novih
odkritij. Zaradi dobrih rezultatov nekoliko mehkejˇsega obravnavanja napak
sta mozˇna dva scenarija: bodisi je potrebno v algoritmu boljˇse frekvencˇno
lokalizirati prepoznane tone bodisi je potrebno izboljˇsati rocˇne transkripcije
testne mnozˇice. Ponuja se tudi ideja za novo mero ocenjevanja posnetkov s
problematicˇno intonacijo, sˇe zlasti, kadar se na osnovi ocene postavlja kriterij
pri metodah strojnega ucˇenja.
Pri izboljˇsavah algoritma je na voljo sˇe veliko mozˇnosti. Cˇeprav ni ja-
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sno, kaj bi prispevalo k boljˇsi detekciji, pa so se pokazale nekatere smernice.
Eno smo zˇe omenili in je boljˇsa frekvencˇna lokalizacija tonov, ki jo lahko
dosezˇemo na vecˇ nacˇinov, npr. z opazovanjem frekvenc harmonicˇnih delnih
tonov ali pa s pomocˇjo faznega spektra. Druge mozˇnosti so nadaljnje sˇtudije
ucˇinka spektralnega beljenja in utezˇitvenih funkcij. Pri tem bi opazovali
kakovost detekcije nad enostavnimi primeri in postopoma na sestavljenih,
kompleksnejˇsih. Tretja mozˇnost je vkljucˇitev muzikolosˇkih modelov, saj zˇe
pri trenutnih rezultatih tonaliteto uspesˇno prepoznamo na relativno kratkem
segmentu prepoznanih tonov in s preprostimi statisticˇnimi metodami. Ven-
dar pa se pri muzikolosˇkih modelih dela sˇe vecˇje predpostavke kot prej na
nizˇjih nivojih, zato tovrstne resˇitve niso vedno zazˇelene.
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Dodatek A
Butterworthov filter
V elektro inzˇeniringu so zˇe desetletja pred prihodom racˇunalnikov upora-
bljali filtre. Teorija o nacˇrtovanju filtrov se je oblikovala kasneje. S prihodom
racˇunalnikov in njihovega razvoja do te mere, da so postali bolj uporabni,
so inzˇenirji mnoge ideje poskusˇali prenesti v njihov diskretni svet. Tako je
potreba po nacˇrtovanju digitalnih filtrov nastala po tem, ko so bile metode
nacˇrtovanja zvezno–cˇasovnih filtrov zˇe utecˇene. Sˇe danes sta impulzna inva-
rianca in bilinearna transformacija primera metod za nacˇrtovanje digitalnih
NEO filtrov, ki se zanasˇata na nacˇrtovanje filtra v zvezno–cˇasovni domeni. Ta
razdelek opisuje en primer aproksimacije idealnega nizkoprepustnega filtra.
Leta 1930 je britanski inzˇenir in fizik Stephen Butterworth objavil cˇlanek
[2], v katerem je zapisal trditev, da idealni elektricˇni filter naj ne bi samo
v celoti zavrgel nezˇelene frekvence, temvecˇ bi tudi moral imeti enakomerno
obcˇutljivost za zˇelene frekvence. Taksˇen idealni filter seveda ne obstaja, se
je pa temu zadovoljivo priblizˇal z opisanim filtrom. Bil je znan po tem,
da se je loteval nemogocˇih matematicˇnih problemov in je za tisti cˇas ob
pomanjkanju teorije o nacˇrtovanju filtrov, ki jo poznamo danes, potreboval
precej inzˇenirskih izkusˇenj. Zato ni nicˇ cˇudnega, da je od objave do splosˇne
uporabe njegovega filtra trajalo vecˇ kot 30 let [21].
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A.1 Magnitudni odziv Butterworthovega fil-
tra
Butterworthov filter sodi v skupino NEO filtrov in je najenostavnejˇsi izmed
sˇtirih klasicˇnih filtrov te skupine. Preostali trije so sˇe Cˇebiˇsev filter tipov
ena in dva ter elipticˇni. Magnitudni odziv Butterworthovega filtra v zvezni
domeni je podan s funkcijo
|Hc(j Ω)| =
√√√√ G20
1 +
(
Ω
j Ωc
)2n . (A.1)
G0 je zacˇetna amplituda (pri Ω = 0). Ωc > 0 oznacˇuje frekvenco rezanja,
magnituda pri tej frekvenci pa je enaka G0√
2
. Funkcija |Hc(jΩ)| je za 0 6
Ω < ∞ monotono padajocˇa in ima v frekvencˇno prepustnem delu najbolj
raven magnitudni odziv, saj je prvih 2n−1 odvodov kvadrata magnitudnega
odziva (|Hc(j Ω)|2) pri Ω = 0 enakih nicˇ. Red filtra je n ∈ N. Z vecˇanjem
reda se filter priblizˇuje idealnemu, a za ceno vecˇ racˇunanja pri nacˇrtovanju
in filtriranju. Pri frekvenci rezanja (Ω = Ωc) je naklon magnitudnega odziva
filtra enak − n√
8Ωc
, kar pomeni, da filter dosezˇe idealni (navpicˇni) naklon,
kadar n→∞. V tocˇkah Ω = 0 in Ω =∞ filter najbolje aproksimira idealni
filter, najslabsˇe pa okrog tocˇke Ω = Ωc. Magnitudni odziv filtra je gladek
na celotnem frekvencˇnem obmocˇju Ω > 0, gladka je tudi faza, a ni linearna.
Slika A.1 prikazuje magnitudni odziv v odvisnosti od n.
A.2 Prevajalna funkcija, nicˇle in poli
Izrazimo prevajalno funkcijo Hc z Laplacovo kompleksno spremenljivko s. Do
sedaj je bila Hc izrazˇena s tocˇkami na imaginarni osi s = jΩ, kar je frekvencˇni
odziv filtra, ali drugacˇe, Fourierjeva transformacija impulznega odziva filtra
pri realnih frekvencah Ω. Prevajalna funkcija je racionalna funkcija (kvocient
polinomov kompleksne spremenljivke s). Za pasovno omejene filtre mora
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Slika A.1: Magnitudni odziv Butterworthovega filtra v odvisnosti od reda n.
Ne glede na red filtra je vrednost pri frekvenci Ωc enaka
G0√
2
. Polna rdecˇa cˇrta
oznacˇuje idealni nizkoprepustni filter.
biti polinom v imenovalcu viˇsje stopnje kot v sˇtevcu. Za lazˇje nadaljnje
racˇunanje [14, str. 161] uvedemo novo funkcijo kompleksne spremenljivke s,
Hc(s) = Hc(s)Hc(−s), ki je za tocˇke na imaginarni osi kvadrat magnitudnega
odziva filtra: Hc(jΩ) = |Hc(jΩ)|2. Torej je
Hc(s) = G
2
0
1 +
(
s
jΩc
)2n = G20
1 + (−s
2
Ω2c
)n
. (A.2)
Funkcija (A.2) ima 2n polov (tj. nicˇel polinoma v imenovalcu) in eno 2n-
kratno nicˇlo (tj. nicˇel polinoma v sˇtevcu) pri s→ j∞. Pole izracˇunamo kot
resˇitve enacˇbe
(
s
jΩc
)2n
= −1, ki so
(
sk
jΩc
)2n
= −1 = ejpi
sk = jΩce
j
pi
2n
(1+2k) pri k = 0, 1, . . . , 2n− 1
sk = Ωce
j
pi
2n
(1+2k+n) (A.3)
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Dobljene resˇitve so kompleksna sˇtevila, enakomerno razporejena po krozˇnici
s srediˇscˇem v koordinatnem izhodiˇscˇu in polmerom Ωc (slika A.2). Kot med
poljubnima sosednima poloma v polarnih koordinatah je konstanten, in sicer
arg(sk+1)−arg(sk) = pin . Kompleksni poli nastopajo v konjugiranih parih (so
simetricˇni glede na realno os) in velja sk = s2n−1−k (poli so simetricˇni glede
na imaginarno os). Za dosego stabilnega filtra racionalno prevajalno funk-
cijo Hc(s) v imenovalcu zgradimo iz vseh n polov, ki imajo negativni realni
polravnini , v sˇtevcu pa iz n nicˇel. Preostalih n nicˇel in n polov (ti imajo
pozitivno realno komponento) sestavlja Hc(−s). Cˇe bi prevajalno funkcijo
sestavili iz drugih n polov, bi filter lahko imel neskoncˇen impulzni odziv.
Oba polinoma prevajalne funkcije predstavimo v nicˇelni obliki. Magnitudni
odziv Butterworthovega nizkoprepustnega filtra je monotona funkcija, ki se
priblizˇuje nicˇli, ko gre s → j∞, zato nicˇlo dosezˇe sˇele v neskoncˇnosti. Po-
sledicˇno ima prevajalna funkcija v sˇtevcu samo konstanto, v imenovalcu pa
polinom stopnje n:
Hc(s) = G0
n−1∏
k=0
Ωc
s− sk = G0
n−1∏
k=0
Ωc
s− ej pi2n (1+2k+n)
. (A.4)
Ni tezˇko preveriti, da imajo poli za k ∈ {0, 1, . . . , n − 1} negativno realno
komponento (fazni koti polov lezˇijo med pi
2
in 3pi
2
), torej dobljena prevajalna
funkcija Hc(s) zagotavlja stabilen filter.
A.3 Razvoj Butterworthovega magnitudnega
odziva
V tem razdelku pokazˇemo, kako iz magnitudnega odziva idealnega filtra v
procesu aproksimacije pridelamo kvadrat magnitudnega odziva Butterwortho-
vega filtra, tj. (A.2). Zaradi enostavnosti predpostavimo, da zˇelimo aproksi-
mirati magnitudni odziv nizkoprepustnega idealnega filtra pri G0 = 1 in
Ωc = 1. Magnitudni odziv idealnega filtra je z rdecˇo cˇrto prikazan na sliki
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Slika A.2: Poli funkcije (A.2) lezˇijo v s ravnini enakomerno razporejeni po
krozˇnici s polmerom Ωc. Prikazani so poli pri n ∈ {1, 2, 6}. Za stabilen
filter v prevajalno funkcijo vkljucˇimo samo pole, ki lezˇijo v polravnini levo
od imaginarne osi (<(s) < 0). Na sliki so oznacˇeni z rdecˇo barvo.
A.1). Ker je koncˇni rezultat aproksimacije enak (A.2), aproksimacijsko funk-
cijo oznacˇimo kar z Hc(s). Vemo, da je Hc(s) racionalna funkcija in da je
splosˇna oblika kvadrata magnitudnega odziva soda funkcija realnega argu-
menta Ω [14], zato lahko Hc izrazimo kot
Hc(jΩ) =
∑m
`=0 a2` Ω
2`∑n
`=0 b2` Ω
2`
. (A.5)
Koeficiente a0, . . . , a2m in b0, . . . , b2n lahko izracˇunamo iz razvoja kvadrata
magnitudnega odziva idealnega filtra (oznacˇimo ga s Hi) v Taylorjevo vrsto
okrog tocˇke Ω = 0, ki je
Hi(jΩ) =
∞∑
`=0
H(`)i (0)
`!
Ω` in
razvoja Hc v Taylorjevo vrsto okrog Ω = 0 ter primerjavo cˇlenov obeh vrst.
H(`)i (0) oznacˇuje `-ti odvod funkcije Hi v tocˇki nicˇ. Funkcija Hi je v tocˇki
nicˇ neskoncˇnokrat odvedljiva, a vsi odvodi razen pri ` = 0 so nicˇ (odvod
konstantne funkcije). Da dobimo nizkoprepustni filter, dolocˇimo Hc(j0) = 1,
od koder sledi a0 = b0 in Hc(j∞) = 0, ki se prevede na pogoja m < n in
b2n 6= 0. Z nekaj algebraicˇne telovadbe izracˇunamo odvode H(`)c (0) za vse
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` ∈ {1, 2, . . . , 2n− 1} in jih enacˇimo z nicˇ. Dobimo naslednji sistem enacˇb:
b2` = a2`, ` ∈ {0, 1, . . . ,m},
b2` = 0, ` ∈ {m+ 1, . . . , n− 1},
b2n 6= 0.
Resˇitev sistema je (m+ 2)–parametricˇna in zato ni enolicˇna. Sledi, da lahko
koeficiente sˇtevca za optimalno aproksimacijo (A.5) izberemo poljubno, prvih
m + 1 koeficientov imenovalca nastavimo enako kot v sˇtevcu in izberemo sˇe
nenicˇelni koeficient pri najviˇsji potenci v imenovalcu. Cˇe je a0 = 1, a2` = 0
za ` > 0 in b2n = 1, se dobljena Hc(jΩ) ujema z (A.2) pri G0 = Ωc = 1. V
splosˇnem koeficient b2n predstavlja obrat frekvence rezanja (b2n = Ω
−1
c ).
Butterworthov filter je aproksimacija idealnega filtra s pomocˇjo Taylor-
jeve vrste pri Ω = 0 in Ω→∞. Izmed klasicˇnih NEO filtrov Cˇebiˇseva filtra
tipov ena in dva ter elipticˇni NEO filter poleg aproksimacije s Taylorjevo
vrsto uporabljajo sˇe Cˇebiˇsevo aproksimacijo [14].
A.4 Primer nacˇrtovanja digitalnega filtra
Pri aplikacijah, ki v magnitudnem odzivu v nobenem frekvencˇnem obmocˇju
ne dopusˇcˇajo valovanja, lahko uporabimo Butterworthov filter. Za zvezno–
cˇasovne signale lahko pole in sistemsko funkcijo analognega filtra izracˇunamo
po postopku iz razdelka A.2, sistemsko funkcijo digitalnega Butterworthovega
filtra pa lahko pridobimo s transformacijo sistemske funkcije analognega filtra
v z ravnino. Preslikavo s ravnine v z ravnino lahko opravimo z metodo
impulzne invariance ali pa z bilinearno transformacijo. V tem razdelku je
podan primer nacˇrtovanja nizkoprepustnega digitalnega Butterworthovega
filtra s pomocˇjo bilinearne transformacije. Izhodiˇscˇe so podane specifikacije
iz razdelka 3.2, kjer je potrebno skonstruirati filter za potrebe podvzorcˇenja.
Naj ω oznacˇuje frekvenco v radianih na vzorec. Specifikacije 3.2, pretvor-
jene v radialno frekvenco po formuli fs ω = f 2pi pri fs = 44,1 vzorcev na
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sekundo in frekvenci f v Hz, so naslednje:
1 > |H(ejω)| > 0,9477, 0 6 ω 6 2pi
7
, (A.6a)
0 6 |H(ejω)| 6 0,0371, pi
2
6 ω 6 pi. (A.6b)
Sistemsko funkcijo H(z) digitalnega filtra izracˇunamo tako [13]:
1. Kriticˇne frekvence diskretno–cˇasovnega filtra iz specifikacij preslikamo
v ustrezne frekvence zvezno–cˇasovnega filtra.
2. Iz novih specifikacij in znane analiticˇne formule kvadrata magnitudnega
odziva Butterworthovega filtra izracˇunamo najmanjˇsi mozˇni red filtra,
ki mora biti celo sˇtevilo, in frekvenco rezanja.
3. Izracˇunamo pole in sistemsko funkcijo Hc(s).
4. Hc(s) z bilinearno transformacijo preslikamo v H(z).
Kriticˇne frekvence diskretnocˇasovnega filtra iz specifikacij (A.6) pretvo-
rimo v frekvence zveznocˇasovnega filtra po formuli Ω = tan(ω
2
), kot to zahteva
metoda bilinearne transformacije. Nove specifikacije so
1 > |Hc(jΩ)| > 0,9477, 0 6 Ω 6 0,481575, (A.7a)
0 6 |Hc(jΩ)| 6 0,0371, 1 6 Ω 6∞. (A.7b)
V primerjavi s specifikacijami (A.6) je spremenjeno le frekvencˇno obmocˇje, in
sicer iz intervala [0, pi] v interval [0,∞). Zaradi monotonosti magnitudnega
odziva Butterworthovega filtra se specifikacije poenostavijo v
|Hc(j 0,481575)| > 0,9477, (A.8a)
|Hc(j 1)| 6 0,0371. (A.8b)
Na podlagi neenakosti (A.8) dolocˇimo najmanjˇsi red filtra in frekvenco re-
zanja. V specifikacijah (A.8) neenakosti nadomestimo z enakostma, dobljeni
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enacˇbi kvadriramo, za |Hc(·)|2 pa uporabimo (A.1) pri G0 = 1. Ostane nam
1
1 +
(
0,481575
Ωc
)2n = 0,94772, (A.9a)
1
1 +
(
1
Ωc
)2n = 0,03712. (A.9b)
Resˇimo sistem. Najprej eliminiramo Ωc in izracˇunamo red:
n =
⌈
log(0,9477−2 − 1)− log(0,0371−2 − 1)
2 log 0,481575
⌉
≈ d5,99675e = 6.
Red filtra n vstavimo v eno izmed enacˇb (A.9) in izracˇunamo Ωc. Po enacˇbi
(A.9a) dobimo
Ωc =
(
0,481575
0,9477−2 − 1
) 1
12 ≈ 0,577352, (A.10)
po enacˇbi (A.9b) pa Ωc ≈ 0,57758. Izracˇunani vrednosti frekvence rezanja se
razlikujeta zaradi zahteve, da je red n naravno sˇtevilo. Z izbiro enacˇbe (A.9a)
so specifikacije v obmocˇju prepustnosti natancˇno izpolnjene, v obmocˇju ne-
prepustnosti pa so nekoliko prekoracˇene. Za Ωc, izracˇunanem po (A.9b),
je situacija ravno obratna. V nadaljevanju za frekvenco rezanja uporabimo
vrednost (A.10).
Ko sta red filtra in frekvenca rezanja izracˇunana, poznamo funkcijo Hc(s)
v s ravnini (A.2). Od tod poiˇscˇemo sistemsko funkcijo Hc(s) analognega
filtra. V ta namen izracˇunamo vseh 2n nicˇel in 2n polov funkcije Hc(s). Vse
nicˇle se nahajajo pri s→∞, poli pa so enakomerno razporejeni po krozˇnici s
srediˇscˇem v izhodiˇscˇu in polmerom (A.10) in jih izracˇunamo po (A.3). Vseh
12 polov funkcije Hc(s) je prikazanih na sliki A.2c. Ker so nicˇle in poli
izracˇunani iz kvadrata magnitudnega odziva sistemske funkcije Hc(s), vanjo
vkljucˇimo samo polovico nicˇel in polovico polov. Za stabilen filter izberemo
pole, ki imajo negativno realno komponento (na sliki A.2c so obarvani rdecˇe).
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Cˇe konjugirane pare polov zdruzˇimo skupaj, je Hc(s) po (A.4) pri G0 = 1
enaka
Hc(s) =
5∏
k=0
Ωc
s− Ωcej
pi
12
(7+2k)
=
0,0370377
(s2 + 0,298859s+ 0,333335)(s2 + 0,816499s+ 0,333335)
· 1
(s2 + 1,11536s+ 0,333335)
. (A.11)
Ostane sˇe preslikava sistemske funkcije Hc(s) iz s ravnine v z ravnino.
Definicija preslikave je
s =
1− z−1
1 + z−1
, (A.12)
ki navpicˇne premice v kompleksni s ravnini (vzporednice z imaginarno osjo)
preslika v krozˇnice z izhodiˇscˇem v koordinatnem izhodiˇscˇu v kompleksni z
ravnini. Koncˇno, (A.12) vstavimo v (A.11), preoblikujemo v
H(z) =
S(z)
I(z)
, S(z) = 0,004311 + 0,025863z−1 + 0,064658z−2 (A.13)
+ 0,086211z−3 + 0,064658z−4 + 0,025863z−5 + 0,004311z−6
I(z) = 1−1,9816z−1 + 2,2524z−2−1,4693z−3 + 0,5963z−4
−0,1354z−5 + 0,0136z−6
in s tem dobimo sistemsko funkcijo digitalnega filtra H(z) za podane speci-
fikacije (A.6). Frekvenca rezanja (A.10) je v diskretni domeni enaka
ωc = 2 arctan(Ωc) = 2 arctan(0,577352) ≈ 1,0472 ≈ pi3 . (A.14)
Ali pravkar izracˇunan filter zadosˇcˇa specifikacijam? Sliki A.3a in A.3b
prikazujeta magnitudni in logaritmicˇni mocˇnostni odziv filtra. Na grafih je
oznacˇena meja med prepustnim in prehodnim delom ter prehodnim in ne-
prepustnim delom, kot to zahtevajo specifikacije. Razvidno je, da filter tem
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Slika A.3: Magnitudni in logaritmicˇni mocˇnostni odziv Butterworthovega
digitalnega filtra H(z) za specifikacije (A.6). Na slikah A.3a in A.3b mo-
dra cˇrtkana navpicˇna cˇrta oznacˇuje mejo prepustnosti, vodoravna pa fak-
tor najvecˇjega zmanjˇsanja magnitude v prepustnem delu. Podobno rdecˇa
navpicˇna cˇrta oznacˇuje mejo neprepustnosti po specifikacijah, vodoravna pa
najmanjˇsi faktor zadusˇitve nezˇelenih frekvenc. Cˇrna cˇrtkana cˇrta oznacˇuje
frekvenco rezanja in magnitudno vrednost pri tej frekvenci.
omejitvam zadostuje. Kako pa je s prekrivanjem? V razdelku A.2 je recˇeno,
da magnitudni odziv zvezno–cˇasovnega Butterworthovega filtra dosezˇe nicˇlo
pri s → j∞. Bilinearna transformacija frekvence iz zvezne domene na in-
tervalu [0,∞) v diskretni domeni skrcˇi na interval [0, pi), zato je v diskretni
domeni nicˇla pri z = ejpi = −1. Magnitudni odziv se v diskretni domeni peri-
odicˇno ponavlja s periodo 2pi. Posamezen cikel nenicˇelnega odziva se razteza
na intervalu ((2k− 1) pi, (2k+ 1) pi), pri k ∈ Z, zato med ponovitvami odziva
ni prekrivanja. Zˇal pa to sˇe ne pomeni, da lahko pri nacˇrtovanju digitalnih
filtrov z bilinearno transformacijo na ta problem pozabimo. Spomnimo, da
je filter (A.13) bil uporabljen za potrebe podvzorcˇenja signala pri faktorju
podvzorcˇenja dva. Po filtriranju signala x se frekvenca podvzorcˇenja razpo-
lovi. Kaj se zgodi, lahko vidimo na sliki A.5. V okolici frekvence pi
2
pride do
prekrivanja, vendar se njegov vpliv v pasu prepustnosti skoraj povsem iznicˇi,
zato lahko sklepamo, da je bil filter primerno nacˇrtovan.
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Slika A.4: Fazni odziv in skupinska zakasnitev Butterworthovega digitalnega
filtra H(z) za specifikacije (A.6).
A.5 Faza Butterworthovega filtra
Skozi celotno poglavje o Butterworthovem filtru A je bilo do sedaj le malo
besed namenjeno fazi, saj nacˇrtovanje filtra, kot opisano zgoraj, uposˇteva
samo magnitudni odziv filtra. Fazni odziv filtra vpliva na fazo izhodnega
filtriranega signala [10]. Kadar je faza filtra nenicˇelna, je izhodni signal
iz filtra v primerjavi z vhodnim cˇasovno zamaknjen. Idealni filter bi imel
linearno fazo in konstantno skupinsko zakasnitev, kar pomeni, da imajo vse
frekvence na izhodu iz idealnega digitalnega filtra enako cˇasovno zakasnitev,
medtem ko imajo razlicˇne frekvence na izhodu iz filtra z nelinearno fazo
razlicˇno cˇasovno zakasnitev. Taksˇen idealen filter obstaja — vsak KEO filter
z (anti)simetricˇnimi koeficienti (tj. impulznim odzivom) je idealen v tem
pogledu [13].
Povejmo sˇe, kaksˇen je fazni odziv dobljenega Butterworthovega filtra
(A.11). Iz grafov A.4a in A.4b je razvidna nelinearnost faze. Prvi graf
prikazuje fazo v radianih, drugi pa skupinsko zakasnitev (enota je sˇtevilo
vzorcev), ki je odvod faze po frekvenci. V primeru linearne faze je skupinski
zamik konstanten (v grafu bi bila ravna vodoravna cˇrta). Iz grafa A.4b lahko
razberemo, da je izhodni signal iz filtra (A.11) v primerjavi z vhodnim pri
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frekvenci pi
4
zakasnjen priblizˇno pet vzorcev, pri frekvenci pi
2
je zakasnjen tri
vzorce in pri frekvenci pi en vzorec. Tej tezˇavi se lahko izognemo, cˇe filtriramo
v obe smeri [10], saj tako iznicˇimo vpliv faze filtra.
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Slika A.5: Grafi prikazujejo problem prekrivanja, cˇe po filtriranju frekvenco
vzorcˇenja razpolovimo. Graf 1 prikazuje magnitudni odziv digitalnega filtra
(A.13), ki je periodicˇen s periodo 2pi. Na grafu 2 se zaradi razpolovitve
frekvence vzorcˇenja razpolovi tudi perioda. V okolici frekvence pi
2
se sosednja
magnitudna odziva prekrijeta. Na grafu 3 je s krepko rdecˇo cˇrto prikazan
dejanski magnitudni odziv po razpolovitvi frekvence vzorcˇenja (prekriti deli
se sesˇtejejo). Vsebina grafa 3 znotraj zelenega okvircˇka je priblizˇana na
grafu 4, kjer je razvidno, da se vpliv prekrivanja v prehodnem delu do pasu
prepustnosti pri 2pi
7
skoraj povsem iznicˇi.
