Introduction
This paper is part of a sequence of papers ( [9] , [10] , [11] , [12] ) resulting from our Habilitation thesis [8] addressing the following question:
What is the impact on the growth of extractable uniform bounds the use of various analytical principles Γ in a given proof of an ∀∃-sentence might have?
In particular we are interested in analyzing proofs of sentences having the form
where A 0 is a quantifier-free formula 1 (containing only u, k, v, w as free variables) in the language of a suitable subsystem T ω of arithmetic in all finite types, t is a closed term and ≤ ρ is defined pointwise (ρ being an arbitrary finite type). Lets suppose that (1) is provable in T ω . Then from a given such proof one can extract an effective uniform bound Φuk on ∃w, i.e.
(2) ∀u 1 , k 0 ∀v ≤ ρ tuk∃w ≤ 0 Φuk A 0 (u, k, v, w),
where the complexity (and in particular the growth) of Φ is limited by the complexity of the system T ω (see [7] , [9] ). The predicate 'uniform' here means that the bound Φ does not depend on v ≤ ρ tuk. In [7] we have shown, how sentences (1) naturally arise in analysis and why such uniform bounds are of numerical interest (see also [5] , [6] ). Proofs in analysis can be formalized in a suitable base theory T ω plus certain (in general nonconstructive) analytical principles Γ (typically not derivable in T ω ). In [9] a hierarchy of weak subsystems G n A ω of arithmetic in all finite types (whose definable type-1-objects correspond to the well-known Grzegorczyk hierarchy of functions) was introduced to calibrate faithfully the contribution of the use of Γ to the growth of extractable bounds Φ. The set of all closed terms of G n A ω is denoted by G n R ω . G n A ω i is the intuitionistic variant of G n A ω (for details see [9] ).
We used monotone functional interpretation (introduced in [7] ) as the basic proof-theoretic method to extract bounds Φ (given by closed term of G n A ω ) from proofs where G 0 is a quantifier-free formula containing only x, y, z free and s is a closed term.
In particular for n = 2 (resp. n = 3) one can extract a bound Φuk which is a polynomial (resp. a finitely iterated exponential function) in u M x := max i≤x u(i) and k (see [9] for details).
For suitable ∆ already G 2 A ω + ∆+ AC-qf covers a substantial part of standard analysis (see [8] , [9] ).
In [9] also we introduced new axioms F and F − which both (essentially) have the form (4) and are true in the type structure of all strongly majorizable functionals (see [1] ) but are false in the full set-theoretic model (weaker versions of these axioms were studied already in [7] ). Thus, whereas F, F − do not contribute to the construction of bounds extracted from a proof, the verification of these bounds so long uses these axioms. However F − can be eliminated from the verification proof by further proof-theoretic transformations (which do not effect the bounds themselves) so that the bounds extracted can also be verified without F − . For bounds of type ≤ 1 this is also possible for proofs using F . The importance of the F, F − rests on the fact that they imply combined with AC 1,0 -qf (which also has a trivial monotone functional interpretation) relative to G 2 A ω strong principles of uniform boundedness Σ This is achieved by the axiom F : From the work on the program of so-called 'reverse mathematics' (see [3] , [16] ) it is known that e.g. 1) and 2) when suitably encoded are provable in a subsystem RCA 0 +WKL of second-order arithmetic which is based on the binary König's lemma and Σ 0 1 -induction 3 . The provably recursive functions of RCA 0 +WKL are just the primitive recursive ones. This was firstly proved by H. Friedman in 1979 (in an unpublished paper) using model-theoretic methods. Later on W.Sieg gave a prooftheoretic treatment of this result using cut-elimination (see [14] ). In [4] we proved the conservativity of WKL over the finite type theories PRA ω and PA ω even for higher type sentences ∀x 1 ∀y ≤ ρ sx∃z τ A 0 (x, y, z), where ρ, τ are arbitrary types. Moreover we gave a perspicuous method for the the extraction of bounds from proofs using WKL and arbitrary axioms (4) by a new combination of functional interpretation with majorization which, in [7] , was simplified even further to the monotone functional interpretation. In [5] , [6] this was applied to concrete proofs in best approximation theory yielding new numerical estimates which improved known estimates significantly (see [7] for a discussion of these results). In [5] we also gave a detailed representation of IR, C[0, 1] and more general complete separable metric spaces and showed that e.g. the theorem stating the attainment of the maximum value for f ∈ C([0, 1] [8] we were able to show that these principles can be expressed as axioms (4) 
Since 1)-4) do not have the logical form (4) one has to consider their proofs. The proofs of 1) and 2) using WKL (relative to RCA 0 ) require a tedious coding technique. In particular pointwise continuous functions have to be coded as a complicated set of quadruples of rational numbers (see [15] ). Although working in the more flexible language of finite types makes it much easier to speak about such functions (namely as certain functionals of type 1(1)) this does not help as long as one has to use WKL as the basic principle of proof. In fact even the formulation of WKL itself uses the coding of sequences of variable length and therefore cannot be carried out in G 2 A ω . The motivation for our axioms F , F − was to formulate a more general higher type version of WKL which can be formulated and applied without the need of coding up objects like functions [0, 1] → IR. This allows very short proofs for 1)-
is studied in detail in [9] .
All undefined notions are used in the sense of [9] on which this paper relies. Furthermore, in section 3 we refer to the representation of IR
2 The axiom F and the principle of uniform boundedness
In [9] we introduced the following 'non-standard' axiom F which is not valid in the full set-theoretic type structure S ω of all set-theoretic functionals but is true in the type structure of all strongly majorizable functionals M ω which was introduced in [1] for different purposes (see [9] for details; a special case of F -called F 0 in [9] -was already studied in [7] ). In this section we review some of the results on F from [9] .
F implies the existence of a sequence of bounds for a sequence Φ 2(0) of type-2-functionals on a sequence of fan's:
Using the extensionality axiom (E) (rather than the quantifier-free rule of extensionality from G n A ω )
F can be transformed into a sentenceF having the logical form ∀x∃y ≤ sx∀z A 0 of an axiom ∆ (because of the universal quantifier hidden in z ≤ 1 yk, F itself does not have this form):
Proof: '→' is trivial. '←' follows from z ≤ 1 yk → min 1 (z, yk) = 1 z by the use of the extensionality axiom (E).
In the following b-AC:= δ,ρ∈T
Because of the lemma above we can treat F as an axiom ∈ ∆ in the presence of (E). In order to apply our monotone functional interpretation one firstly has to eliminate (E) from the proof. In [9] the following result on F is established:
Theorem 2.4 ( [9] ) Assume that n ≥ 1. Let ∆ be a set of sentences having the form
be a quantifier-free formula containing only x, y, z free and let α, β ∈ T such that (α = 0 ∧ β ≤ 1) or (α = 1 ∧ β = 0), and τ ≤ 2. Then the following rule holds:
⇒ by elimination of (E). neg. transl. and monotone functional interpretation ∃Ψ ∈ G n R ω :
Ψ is built up from 0 0 , 1 0 , max ρ , Φ 1 f x := max(f 0, . . . , f x) and majorizing terms 4 for the terms t occurring in the quantifier axioms ∀xGx → Gt and Gt → ∃xGx which are used in the given proof by use of λ-abstraction and substitution.
(An analogous result holds for E-PRA
Note that the conclusion of theorem 2.4 is valid in S ω although F is not.
Our applications of F actually are based on the following consequence of F +AC 1,0 -qf:
where A ≡ ∃lA 0 (l) and l is a tuple of variables of type 0 and A 0 is a quantifier-free formula (which may contain parameters of arbitrary types).
Proof: ∀k
. Thus using the fact that k, x as well as z, v, l can be coded together in G 2 A ω , one obtains by AC 1,0 -qf the existence of a functional Φ 2(0) such that ∀k 0 ∀x ≤ 1 yk A(x, y, k, Φkx). By proposition 2.2 we finally obtain ∃χ 1 ∀k 0 ∀x ≤ 1 yk(χk ≥ 0 Φkx).
In [9] we have shown that Σ where ext(Φ) :≡ ∀z
For many applications (in particular for most of the ones given in the present paper) a weaker version F − of F is sufficient which we also have studied in [9] for the following reasons:
1) F − has directly the logical form ∀x∃y ≤ sx∀zA 0 of an axiom ∈ ∆. Thus a transformation like F →F is not needed. This simplifies the extraction of bounds and allows the generalization to higher types (see thm.2.13 below).
2) There is a simple purely syntactical way to eliminate F − from the proof for the verification of the bound extracted (see thm.2.13 ) thereby yielding a verification in G max(3,n) A ω i . In particular no relativization to M ω is needed. For F a much more complicated elimination yielding a verification only in HA ω and only for τ ≤ 1 and without ∆ in thm.2.4 is given in [7] . Recently we have succeeded to extend the elimination procedure for F − to F however the verification then needs PA ω plus a restricted form of b-AC.
Remark 2.9 F − is a weakening of F (to 'finite' sequences) and therefore is also true in
However F − still does not hold in S ω (see [9] ).
Definition 2.11
The schema Σ 
where
Proposition 2.12 ([9]) For each n ≥ 2 we have
G n A ω +AC 1,0 -qf ⊢ F − → Σ 0 1 -UB − . Theorem 2.13 ([9]) Assume n ≥ 1, τ ≤ 2, s ∈G n R ω . Let A 0 (x, y, z) ∈ L(G n A ω )
be a quantifierfree formula containing only x, y, z as free variables. Then the following rule holds:
⇒ by neg. transl. and monotone functional interpretation ∃Ψ ∈ G n R ω such that
Ψ is built up from 0 0 , 1 0 , max ρ , Φ 1 f x := max(f 0, . . . , f x) and majorizing terms for the terms t occurring in the quantifier axioms ∀xGx → Gt and Gt → ∃xGx which are used in the given proof by use of λ-abstraction and substitution. In [9] we showed that F − implies (relatively to G 1 A ω +AC 1,0 -qf) a generalization of the binary ('weak') König's lemma WKL:
Definition 2.14 (Troelstra (74))
e. T (f ) asserts that f represents a 0,1-tree).
Let WKL 2 seq denote the following sequential version of WKL, which states that for every sequence of infinite 0,1-trees there exists a sequence of infinite branches and represents binary trees by functionals of finite types thereby avoiding the coding functional f x = f 0, . . . , f (x − 1) which is available in G n A ω only for n ≥ 3 (whereas the case n = 2 where polynomial bounds are extractable is of particular mathematical relevance).
Definition 2.15
Together with (the proof of) prop.2.12 this theorem implies the following 
where s ∈ G 2 R ω and A 0 is a quantifier-free formula of G 2 A ω which contains only x, y, z as free variables and (α = 0 ∧ β ≤ 1) or (α = 1 ∧ β = 0). See [9] for a discussion of the relationship between F − and WKL 
is equivalent to
where · max denotes the maximum metric 7 on IR d .
Since x 1 , x 2 can be coded together, Σ 0 1 -UB yields (using the monotonicity of A w.r.t. n)
Since real numbers are represented as Cauchy sequences with fixed rate of convergence, ≤ IR ∈ Π 0 1 and < IR ∈ Σ 0 1 ; see [12] for details. 7 Instead of · max we can also use e.g. the Euclidian metric on IR d thereby obtaining a modulus of continuity w.r.t. this metric. However, since both norms on IR d are constructively equivalent, a modulus of uniform continuity w.r.t. one norm can be easily transformed into a modulus for the other norm.
Since (x, l) − IR dx max ≤ 2 k+1 for l > 3(k + 1), this together with the pointwise continuity of Φ implies the claim . Proof: ¿From the proof of 1) above we obtain a function χ 
This result generalizes also to variable rectangles [a
is an upper bound for x 1 max + 1. Hence Proof: We have to show
When formalized in G 2 A ω i (1) has the form (compare application 1 above)
Using Σ 0 1 -UB − and the fact that < IR ∈ Σ 0 1 we obtain Proof: By the assumption we have
).
Similarly to the proof of prop.3.5 one obtains using Σ 0 1 -UB
Since (Φ n ) n∈IN is increasing this implies 
