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Abstract-A preconditioner is developed which increases the rate of convergence of SOR for 
convection dominated equations with a central differencing discretisation scheme. An important link 
with the forming of auxiliary equations from the original governing equation is indicated. It was 
found that the present preconditioner also dramatically reduced the variation in the optimal value of 
the relaxation parameter. 
1. INTRODUCTION 
For equations dominated by convective terms, such as the Navier Stokes equations for large 
Reynolds numbers or the energy equation with small thermal diffusivities, iterative methods 
such as SOR or Gauss-Seidel are either divergent or very slowly convergent when used to solve 
the resultant discrete equations. Unfortunately this is the very case of interest for many industrial 
and geophysical flows, for example, when the flow is highly convective but viscous or turbulent, 
effects can still not be neglected in particular regions [l]. 
To guarantee convergence using SOR or Gauss-Seidel, the matrix formed from these equations 
must be diagonally dominant. This is never the case for convection dominated equations under 
any usual form of discretisation. In fact, using a symmetric central differencing scheme the ratio 
of diagonal to off diagonal terms is 0(1/R,) for the Navier-Stokes equations where R, is the cell 
Reynolds number, typically R, = uA/ Y where u is the velocity, A is the distance between the 
discrete nodes and Y is the viscosity. R, can be of order 100 for convection dominated flows. 
It is known that in some circumstances iterative techniques such as Chebyshev and Conju- 
gate Gradient methods converge more rapidly when applied to a reduced system formed by the 
application of one step of cyclic reduction on the original discrete equations [2-41. Elman and 
Golub [5] presented a convergence analysis of a block Jacobi method for both the full and the 
reduced system. Expressions were derived for bounds on the spectral radius for a range of cell 
Reynolds numbers indicating that, particularly for large R,, the bound on the reduced system 
is generally smaller than the original. This was confirmed by numerical experiments using block 
Gauss-Seidel. It was shown that one cycle of cyclic reduction had the effect of increasing the 
magnitude of the main diagonal terms relative to the off-diagonal terms for large R,. In a later 
paper Elman and Golub [6] also found that the ordering of the grid also affected the convergence 
properties of the various iterative methods. 
This paper is concerned with the use of a family of preconditioners which causes the main 
diagonal of the discrete system to be no longer infinitesimal for convective dominated flows 
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discretised with a symmetric three-point scheme-one application of cyclic reduction being a 
member of this family. The effects on the rate of convergence using an SOR method is then 
investigated. This was found to be favourable, particularly when there is a large range in either 
the velocity magnitudes throughout the flow or local viscosities/diffusivities. 
The use of higher-order asymmetric differencing [I] produces a contribution to the main diago- 
nal of the discrete system and, in principle, avoids the need for further preconditioning. However, 
higher order differencing schemes can be more cumbersome with adaptive gridding on unstruc- 
tured grids. 
It will be shown later that of the present family of preconditioners, the one which gave the 
best results generally was of the form 
(AD, + BD, + I), 
where D, and D, are discrete derivative operators in the x, y directions, respectively, and A, B 
are diagonal matrices which allows directional weighting depending on the local velocity vector. 
This procedure can be likened to the Surrogate Equation Technique (SET) of Johnson [8] where 
the first-order equation is embedded into a second order (surrogate) equation. This is done by 
differentiating the first-order equation so that the convective process is described by second order 
derivatives. This operation is carried out prior to discretisation. In contrast, in the present paper 
the ‘differentiation process’ is performed at the discrete level. By preconditioning the discrete 
system, the present procedure has the aim of accelerating the convergence of the solution of the 
discrete system. This avoids the problem of choosing boundary conditions for the higher order 
surrogate equation to regain the solution of the original equation. 
2. THEORETICAL BACKGROUND 
The two-dimensional transport equation with small diffusivities is typical of an equation dom- 
inated by convective terms. This is given by 
21(x,y)!g + w(x,Y)g - wg - wg = 9(&Y), 
where T(x, y) is the temperature distribution to be solved for, u and 2) are the known horizontal 
and vertical velocities, QK is the thermal diffusivity and g(x, y) is the source term. This equation 
describes the transport of T due to convection and diffusion in the presence of a source term. 
Consider, as an illustrative example, a rectangular region which is divided into 11 x n grid 
points equidistant in both directions. Each grid point can be referred to by the ith row and jth 
column. The transport equation can be discretised using a symmetric central differencing scheme. 
Numbering the grid points along consecutive rows gives, for each grid point, 
where 1 = i + n(j - 1) and 
(&=-x-- 
2Ax (&’ 
where UI, ~1 are the known values of the horizontal and vertical velocity at the i, jt” node, Tl is 
the temperature and Ax is the distance between neighbouring nodes in the same horizontal line, 
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etc. It may be noted that the term cl, which is on the main diagonal of the resultant matrix, 
depends only on the diffusivities and is much smaller in magnitude than the off-diagonal terms 
for a convection dominated flow. 
Consider the five equations, one at the i, jth grid point and one at each of the nearest physical 
grid points (in the i and jth direction): 
Q+I%+~+I +b+lZ+2 +cl+lZ+l +4+1X + el+lE-,+l = gl+l, Pb) 
al Z+n + 4 Z+I + cl Z f&Z-I + el Tl-, = gl, PC) 
(%--1X+,-i +b-1% +a-~Z-i +&I E-2 +el_lT~_,_i =QI_~, (2d) 
a~-~ T + k-, E-,+1 + ckn E--n + dl-, TL,_~ + el_, TL2n = gl-n. Pe) 
We can replace the lth (2~) by itself added to the the weighted sum of the four other equations. 
Note that this does not effect the solution as these are elementary row operations and can be 
interpreted as preconditioning. We are simply adding degrees of freedom to the system to form 
a family of matrix equations, all with the same solution. We can then choose the member of 
this family that best suits our needs, i.e., the weightings can be chosen to give the fastest rate of 
convergence with an SOR procedure. 
If the weights of (2a)-(2e) are ol, pl, Al and 51, respectively, then (2~) is replaced by 
where 
ct’ = wh+n + Wl-1, c; = m+1, c; = Pm+1 + h, 
CT = wl+, + ,&A+1 + cl + Y&-1 + &a~~~, 
c: = 4 + TCl-1, c& = --d-l, Go = Pm+1 + O-,, 
Cfl = et + &cl-n, Cl2 = ylel-1 + &dl_,, Cl3 = 61el-n, 
h = 91 + w7lfn + Pm+1 + YlQl-1 + 491-n. 
This can be done for all n2 equations. In the case when the physical point is on a boundary 
only three (or perhaps two) neighbors are used. 
It can be shown [9] that if the subsequent matrix formed from equation (3) is diagonally 
dominant then the Gauss-Seidel algorithm will converge, as will SOR for a symmetric matrix. It 
therefore seems plausible that if the ratio of the magnitude of the main diagonal term to that of 
the sum of the magnitudes of the off-diagonal terms (for each row) is maximised with respect to 
the weights, then this should increase the rate of convergence. If we set this ratio to be &, then 
under the condition that cz~ is small and the velocity field is slowly varying between the grid 
points, we obtain 
where tl = A,vl/A,ul and can be interpreted as a grid weighted flow direction parameter. 
To maximise this ratio, we first set 
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to guarantee that the terms of the numerator do not cancel. Rl can then be reduced to 
X&-tY 
R1 = 2(1 + Itll) + (1 + 21&l)Y + (2 + Itll)lxl’ 
where X = 61 - crl, Y = yl - /3~. The values for X 
shown to be 
x-+-oo,Y=O, 
-x+y-+oo, 
X=O,Y--+co, 
x+y+co, 
x + co, Y = 0, 
and Y that maximise Rl for a given tl can be 
tl < -1, 
tl = -1, 
-l<tl<l, (5) 
tl = 1, 
t1 > I, 
with Xtl 2 0, Y 2 0. It may be noted that this does not uniquely define the four weights 
~1, pl, yl or 61, but does allow the determination of the optimal value of the four weights to 
be categorised against intervals of tl. An application of one step of cyclic reduction would be 
equivalent to setting the weights to sign (u~)X + co, sign (vl)Y -+ 0;) with tl # (0, co), followed 
by suitable scaling. Note that this does not maximise Rl. 
3. NUMERICAL EXPERIMENTS 
The assumption that the solution matrix preconditioned by the above procedure using optimal 
weights will converge faster than without preconditioning, was tested numerically with an SOR 
procedure. A simple unidirectional flow field defined by u = l/J= and u = t/dm, for a 
given t, was used (note that dn = 1 and V/U = t). The two-dimensional transport equation 
was then discretised as above over the unit square with n = 40. The source term was set to 
dGY) = - y b sech2b(z - 0.5)(1 + tanh b(y - 0.5)) 
+ V(X:,Y) 4 b sech2b(y - 0.5)(1 - tanhb(a: - 0.5)) 
- i abbe tanhb(a: - 0.5) sech2b(a: - 0.5)(1 + tanhb(y - 0.5)) 
+ i aKb2 tanhb(y - 0.5) sech2b(y - 0.5)(1 - tanhb(z - 0.5)), 
giving an exact solution of 
T(z,y) = a (1 + tanhb(y - 0.5)) (1 - tanhb(z - 0.5)). 
The boundary conditions were set to be consistent with this solution. This made it possible to 
check the difference between the exact and numerical solution. For large b the solution for T is 
T = 1 in the top left hand quadrant of the unit square and zero elsewhere. The term l/b can 
be considered to be a smoothing parameter. One would expect slow convergence when b is large 
due to the large temperature gradients. 
The discretised system was repeatedly solved numerically with b = 5 and oK = 0.0012 using 
an SOR procedure with differing values for the weights and relaxation parameter. As tl was kept 
constant over the whole flow set crl = cr etc. This gave a five-dimensional system to optimise to 
find the best weights and relaxation parameter for a given value of t. Each weight was varied 
from -3 to 3 in increments of 1. This gave 74 = 2401 combinations. The relaxation parameter was 
also varied from 0.1 to 1.6 in increments of 0.3. The coarseness of the increments was necessary 
due to the large number of dimensions. Convergence was considered to be attained when the 
maximum change in any component of the solution between iterations was less than 10V7. The 
difference between the numerical and exact results was never more than three significant figures. 
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A list of the set of weights and relaxation parameter for the fastest convergence can be seen 
in Table 1. Several generalisations can be made about the optimal weights. First, (Y = -6 
and p = -y is the best choice in nearly all cases. Where a optimal value for the weight should 
have been large according to theory, an increase in the magnitude of the weight past a critical 
value (of approximately unity) decreased the rate of convergence in all cases investigated. In 
several cases, e.g., t = -0.5 or 0.375, the optimal set of weights were all nonzero implying that 
the weights should be increased and decreased smoothly when t is near unity, despite theoretical 
predictions (see (5)). It is not completely understood why there is a departure from symmetry 
when t is replaced by -t or l/t in these numerical results as would be expected (replacing t by -t 
is equivalent to a reflection about the horizontal axis, etc.). This is probably due to the asymmetry 
of the source function. It should be emphasised, however, that there is little difference in the rate 
of convergence between the sets of weights listed and many other combinations. For example, 
for t = -3.0, convergence was attained in 192 iterations with CY = -6 = 1 and /3 = y = 0. In 
all cases when at least one weight was nonzero, the optimal relaxation parameter was either 1.0 
or 1.3. 
It may be noted, also, that these empirically found optimal weights do not correspond to 
those of cyclic reduction, indicating that although initially applying cyclic reduction to the orig- 
inal system can increase the rate of convergence of the iterative scheme it is not the optimal 
‘preconditioner.’ 
Table 1. Optimal weights for a given flow direction. The terms oyo, flO, etc. are 
the optimal weights for a minimum number of iterations while w0 is the optimal 
relaxation parameter. The column labelled ‘Iter.’ gives the number of iterations for 
convergence. 
t = v/u a0 
-3.0 2 
-1.0 1 
-0.5 1 
-0.25 1 
0.0 0 
0.25 0 
0.5 0 
1.0 -1 
3.0 -1 
PO 
0 
-1 
-2 
-1 
-1 
-1 
0 
-1 
0 
Yo k3 WO Iter. 
0 -1 1.3 163 
1 -1 1.0 194 
2 -1 1.3 207 
1 0 1.0 210 
1 0 1.0 100 
1 0 1.0 136 
0 0 0.1 242 
1 1 1.0 203 
0 1 1.0 68 
The fact that the weights were optimal when cy = -6 and 0 = -y has important implications. 
Taking the difference of (2b) and (2d) (and dividing by LAX) is equivalent to the discrete version 
of differentiation in the horizontal direction using a three-point central difference formula. The 
set of operations to form (3) from (2) can then be expressed in terms of discrete differential 
operators in both z and y directions. In particular, the preconditioned system be expressed as 
(PW) T = ((AD, + BD, + I)W) . T, 
where W is the solution matrix formed from (lb), T is the vector formed by the elements Tl, P 
is the preconditioning matrix, A and B are diagonal matrices with elements 2,&Ax and 2oAy, 
respectively in the I-th row, while D, and D, are the discrete differentiation operators in the x 
and y directions. I is the identity matrix. 
It is possible to apply a different set of weights for each set of 5 rows in the matrix according 
to the local value of tl. Further numerical experiments were performed to investigate the best 
values for the weights as a function of the local velocity for a relatively complex flow field. The 
flow field was defined as being 
u = 1, ~(5, y) = --E tanhb(a: - 0.5) sech b(~ - 0.5) tanhb(y - 0.5) sech b(y - 0.5), 
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with b = 5 and E = 4 such that IV/ < 1. This form was chosen as it is anti-symmetric about 
x = .5 and y = .5 and can be used to approximate linearised flow about a small symmetric body. 
The boundary conditions were T = 0, at x = 0, 1 and T = 1 at y = 0,l with QK = 0.0012 
and n = 40. The source function g(x, y) was set to zero. 
The weights were assumed to take the form 
a1 = -t11q”, Pl = -1 - mlt11, 71 = -p1, 61 = -a, WAX wl where tl = - =- 
WAY w ’ 
and can be interpreted as a grid weighted flow direction parameter. The cases with Ic = 0, 1, 2 
and m = 0, 1 were investigated. Fastest convergence was found when k = 1 and m = 0. 
A reasonable choice of weights would then be 
as one would expect theoretically Icul( = l/31( l/t)/ etc. by symmetry. 
This set of weights was tested on the above flow field with u replaced by u - jzll so that tl could 
take on all values. The results are shown in Table 2. It can be seen that for moderate values 
of diffusivity the preconditioned case failed to converge. At QK = 0.00125, the iteration count 
became comparable. The operation count per iteration for the preconditioned case is actually 
larger by a factor of 2.6 due to larger number of terms in (3) compared to (lb). On the other 
hand, the range of relaxation parameter where convergence is attained is much larger for the 
preconditioned case at low diffusivities. Note also that the value of the relaxation parameter for 
fastest convergence varies over several orders of magnitude for the unpreconditioned case, while 
there is relatively little variation in the preconditioned case. This implies that less searching 
would be necessary to obtain a relaxation parameter for convergence, possibly making the total 
computational work less. 
Table 2. Influence of diffusivity on convergence behaviour. Range of relaxation 
parameters for convergence, together with the optimal relaxation parameter and 
the respective number of iterations for convergence for the unpreconditioned and 
preconditioned case. 
Unpreconditioned Preconditioned 
~ 
It seems preferable for no preconditioning to take place when (la) is dominated by the 
diffusive term, but full preconditioning when strongly convective. The weightings were there- 
fore modified by multiplying by the function C$(aK, ul, 211) = exp{-0.16&K}, where &K = 
(YK/ (ulAx)s + (qAy)z and will be termed the local nondimensionalised diffusivity. Note that 
~~lasbK~Oand~~Oas(YK’~. 
This new set of weights was applied to the more realistic flow field [lo] shown in Figure 1. 
This is a typical flow around a corner for a viscous fluid. The magnitude of the flow velocity, and 
hence the local nondimensionalised diffusivity, varies by several orders of magnitude making it a 
particularly demanding example. The flow field was discretised over a unit square with n = 65 
and boundary conditions T = 0 when x = 0 or y = 1 and T = 1 when x = 1 or y = 0. The 
results can be seen in Table 3. 
Note that here the number of iterations for convergence is now smaller by a factor of 2 for the 
preconditioned case with (YK = 0.00152, making the operation count comparable. Further, the 
Preconditioner for Equations 65 
Figure 1. Flow of a viscous fluid around a corner. 
Table 3. Effect of preconditioner on rate of convergence for a complex flow field. 
Optimal relaxation parameter and number of iterations for convergence for the flow 
field in Figure 1 
Unpreconditioned 
WO Iter. 
1.6 431 
1.3 780 
0.6 2641 
0.7 2157 
Preconditioned 
wn Iter 
use of the preconditioner has made it possible to obtain convergence for diffusivities a factor of 5 
smaller than the unconditioned case. It appears that the preconditioner gives a greater benefit 
for flows with increased complexity and larger ranges of local nondimensionalised diffusivities. 
Again the range of the optimal relaxation parameter has been reduced, particularly for small 
diffusivities. 
It would be expected that this constancy in the relaxation parameter to have a favourable 
effect on the rate of convergence if the present preconditioner is applied to convection dominated 
problems in a multigrid context. In the multigrid technique, the physical domain is represented 
by successively coarser grids. The discretised equations are (partially) solved in each region 
using a relaxation procedure such as SOR. If the optimal relaxation parameter for each grid is 
common (and known) irrespective of the local conditions, without the need to introduce artificial 
viscosity in the coarser grids, then one would expect a more stable procedure and a faster rate 
of convergence. 
4. CONCLUSION 
A matrix preconditioner has been derived in terms of discrete differentiation operations. As 
differentiation takes place at the discrete level no boundary information is lost, unlike the SET 
method used by Johnson [8]. This preconditioner is most effective when applied to equations 
dominated by convection terms, particularly for complex flows with large variations in the velocity 
field. 
The improvement occurs in two ways. Firstly, the number of iterations using a relaxation 
procedure is reduced due to an increase in the magnitude of the diagonal term in the solution 
matrix. Secondly there is far less variation in the optimal relaxation parameter over a range 
1.6 431 
1.3 780 
1.0 1244 
1.0 1086 
1.0 943 
1.0 785 
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of flow fields and nondimensionalised diffusivities. This would imply a more robust iterative 
procedure for complex problems, as was found to be the case. 
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