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En la actualidad, podemos encontrar una inmensa cantidad de información con la que la 
sociedad trabaja diariamente. Ya sea en la vida laboral como en la vida cotidiana. Un 
estudio de DOMO1 nos ha mostrado la cantidad de datos y de recursos que se gastan en 
apenas un minuto. 
 
Los usuarios de Twitter escriben 473.000 tuits, en Instagram se publican casi 50.000 
fotos, en Amazon se realizan más de 1000 pedidos, los usuarios de Reddit escriben cerca 
de 2000 comentarios nuevos y se realizan casi 4 millones de búsquedas en Google, todo 
esto en un minuto, y muchas más cosas que podemos observar en el estudio mencionado 
anteriormente.  
 
Otro estudio realizado por los analistas de IDC (International Data Corporation), principal 
proveedor mundial de inteligencia de mercado, servicios de consultoría y eventos para 
los mercados de tecnología de la información, telecomunicaciones y tecnología de 
consumo2, nos indican que el crecimiento es tan rápido que cerca de un 90% de los datos 
actuales se habría creado solamente en los últimos dos años, además de indicar en una de 
su “Guía mundial de gasto semestral en 'Big data' y analítica” que todo el sector 
relacionado que trabaja con grandes cantidades de información crecerá casi un 12% para 
2022, debido al incremento exponencial de los datos3. 
 
Ante tal cantidad de información, es donde entran en acción los sistemas de 
Procesamiento de Lenguaje Natural (PLN), los cuales, nos permiten desarrollar 
herramientas capaces de comprender y generar el lenguaje que utilizan las personas para 
comunicarnos entre sí (F. J. Martín Mateos y J. L. Ruiz Reina, 2012-2013). 
 
                                                          
1 Es un sistema operativo móvil, basado en la nube, que unifica todos los componentes de un negocio 
(https://www.domo.com/learn/data-never-sleeps-6) visitada última vez 14/04/2019 
2 https://idcspain.com/sobre-idc visitada última vez 14/04/2019 
3 https://almacenamientoit.ituser.es/noticias-y-actualidad/2018/08/el-mercado-de-big-data-y-business-
analytics-seguira-creciendo-hasta-2022 visitada última vez 14/04/2019 
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Hay que destacar la importancia del concepto “Text-Mining”, el cual surgió a principios 
de los 80 cuando los textos empezaban a necesitar una gran cantidad de esfuerzo humano 
para su correcta comprensión. Lo que engloba este término es “una serie de procesos, los 
cuales se encargan de analizar colecciones de materiales textuales con el fin de capturar 
conceptos y temas clave y descubrir relaciones y tendencias ocultas sin requerir que 
conozca las palabras o términos precisos que los autores han usado para expresar esos 
conceptos en el texto analizado” 
 
“Aunque son bastante diferentes, el Text-Mining a veces se confunde con la recuperación 
de información. Si bien la recuperación y el almacenamiento precisos de la información 
son un desafío enorme, la extracción y la gestión del contenido de calidad, la 
terminología y las relaciones contenidas en la información son procesos cruciales y 
críticos”.4 
 
Y es que esos procesos cruciales y críticos que se citan anteriormente los encontramos 
implementados en la gran variedad de herramientas PLN que actualmente son capaces de 
ayudarnos a trabajar con toda la inmensa cantidad de datos que tenemos en nuestra 
sociedad. 
 
Dentro de este conjunto de herramientas, podemos encontrar herramientas de generación 
automática de resúmenes que permiten sintetizar grandes cantidades de información en 
un pequeño fragmento de texto que contenga las ideas más relevantes de los documentos 
procesados. 
 
En este trabajo me centraré en poder evaluar el rendimiento de dichas herramientas 






                                                          






Estas herramientas de PLN se podrían utilizar en muchos ámbitos de nuestra sociedad, 
como puede ser en el caso de la enseñanza o del servicio médico, también en el mundo 
empresarial, ya que dispone de una gran variedad de aplicaciones5: 
- Comprensión del lenguaje. 
- Recuperación y extracción de la información. 
- Búsqueda de respuestas 
- Generación y reconstrucción de la información 
- Traducción automática 
- Reconocimiento del habla 
- Síntesis de voz 
 
Pero en este trabajo nos centraremos en el ámbito político. Todos sabemos que en la 
política se generan una gran cantidad de documentos que son resultado de informes, 
discursos políticos, apertura/clausura de actos, jornadas, conferencias, exposiciones o 
comparecencias. Además, se trata con documentos extensos y, en ocasiones, muchos de 
estos documentos provienen de diferentes partidos políticos o grupos parlamentarios 
distintos, con puntos de vista y políticas distintas.  
 
La lectura y comprensión de estos documentos puede resultar una tarea tediosa y difícil, 
más aún cuando se desea realizar un resumen que sea lo más objetivo e imparcial posible. 
En ocasiones, conseguir esta imparcialidad es complicado, sobre todo, si es una persona 
la que realiza el resumen, ya que éste puede reflejar una cierta subjetividad, aunque no 





                                                          






En este trabajo vamos a redactar todas las pautas que hemos seguido para conseguir 
diseñar y desarrollar un método y una interfaz capaz de evaluar correctamente la 
generación de resúmenes de textos políticos de manera automática, usando para ello, los 
resúmenes generados de manera manual, es decir, realizados por una persona. 
 
De esta manera, tendremos como entrada un documento o varios documentos del ámbito 
político, un resumen generado de forma automática y otro realizado de forma manual, 
donde ambos contendrán las ideas principales del documento/s de entrada. 
 
El objetivo es poder comparar las similitudes y diferencias entre ellos y con respecto a 
los documentos de entrada, poder asignar una valoración a dicho resumen automático. 
 
Cabe indicar que los resúmenes generados de forma manual por una persona dotan de una 
cierta subjetividad que puede verse reflejada en ellos, la cual no aparecería en el caso de 
un resumen automático. Para la obtención de los resúmenes automáticos disponemos de 
una gran variedad de herramientas que se encargan de dicha labor, con las cuales 
obtenemos unos resultados que se ajustan a las necesidades de nuestro trabajo.  
 
Lo realmente complicado es llegar a encontrar un resumen automático que contenga todas 
las ideas principales respecto al documento político original sin verse afectado 
notablemente, por los términos indicados anteriormente. Es aquí donde entraría en juego 
los distintos métodos de evaluación que he propuesto y desarrollado en este trabajo para 








Este objetivo principal que he indicado anteriormente, he decidido dividirlo en objetivos 
más específicos para poder conseguir un buen desarrollo e implementación para este 
trabajo. 
 
IDENTIFICADOR OBJETIVO ESPECÍFICO 
OE1 
Aprender nociones básicas sobre el procesamiento del lenguaje 
natural y de las tecnologías del lenguaje humano, orientadas a 
la generación de resúmenes y recuperación de resúmenes. 
OE2 
Aprender y utilizar herramientas y librerías específicas de 
Procesamiento de Lenguaje Natural. 
OE3 
Analizar y aprender técnicas para la detección de información 
relevante. 
OE4 Diseñar y desarrollar un método de evaluación de resúmenes. 
OE5 
Implementar una interfaz que integre el método de evaluación 
de resúmenes desarrollado. 
OE6 
Evaluar el método propuesto para determinar la calidad y 
adecuación de los resultados obtenidos. 
 
 
4 MARCO TEÓRICO 
 
En este apartado se va a tratar con varios conceptos que están directamente involucrados 
en el trabajo y que sería conveniente conocer para poder ver como de relevantes han sido 
para la realización de la aplicación. 
 
Se va a empezar con un término que engloba más conceptos, es el caso del Procesamiento 
del Lenguaje Natural (PLN), el cual pertenece a la rama de conocimiento de la 
Inteligencia Artificial (IA) y que se encarga de la investigación y desarrollo de 
mecanismos computacionales para el establecimiento de una comunicación entre 
personas y maquinas, mediante el uso de Lenguajes Naturales (F. J. Martín Mateos y J. 




Los Lenguajes Naturales son los elementos de comunicación que usa de forma habitual 
el ser humano, ya sea de forma escrita u oral. 
Como ya he indicado anteriormente, la rama de PLN nos brinda muchas aplicaciones, 
pero en este trabajo vamos a trabajar con la generación de resúmenes, la cual consiste en 
la obtención de las ideas principales de un texto. Actualmente vivimos en un mundo 
donde lo que más abunda es la información, cantidades inmensas de documentación, ya 
sean en formato físico o digital, y es por lo que la generación de resúmenes es vital para 
dotar al ser humano, una forma ágil y sencilla en la cual pueda apreciar las ideas u 
objetivos principales de un texto. 
 
Pero la generación de un resumen tiene que cumplir ciertos requisitos. 
“Resumir consiste en producir, a partir de un texto origen, un escrito que debe cumplir 
con las obligaciones de ser más breve, informacionalmente fiel y formalmente distinto 
del texto fuente.” (CHAROLLES, 1991)  
 
Con los términos de “informacionalmente fiel” y “formalmente distinto” Charolles nos 
quiere decir que “un resumen no puede perder la esencia informativa que tenía el texto, 
que no se pierda lo que realmente se quiere informar, simple y llanamente por abreviar 
dicha información”. Y con formalmente distinto, no se refería a una sustitución léxica de 
ciertos términos que aparezcan, sino “otorgar al receptor una comprensión global del 
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Actualmente se puede encontrar fácilmente en Internet aplicaciones que están 
fuertemente enlazadas con conceptos del Procesamiento del Lenguaje Natural y a 
continuación se van a poder observar algunas de ellas. 
 
Me he centrado en aquellas que generan los resúmenes automáticos para el español, pero 
también aparecerá una aplicación web donde solo será válida para inglés y otras donde 
encontramos la capacidad de utilizar más idiomas a parte del español e inglés. 
 
Para poder evaluar correctamente cada una de estas aplicaciones he utilizado parte de una 
noticia del periódico EL PAÍS7, la cual usaré como texto original para poder generar un 
resumen automático, no es el caso de la primera aplicación que mostraré a continuación, 
ya que esta aplicación web no te da la posibilidad de introducirle el texto original, sino es 





Ilustración 1: Interfaz de Travelsum mostrando un resumen mixto 
                                                          
7 https://elpais.com/politica/2019/05/13/actualidad/1557745303_133586.html visitada última vez 
20/05/2919 
8 TRAVELSUM: (http://travelsum.gplsi.es/) visitada última vez 20/05/2019 
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Esta web diseñada por Alberto Esteban García, también estudiante de la Universidad de 
Alicante y que desarrolló e implementó en su trabajo de fin de grado9, tiene como objetivo 
brindarle al usuario la oportunidad de conocer las características de los hoteles y 
restaurantes mediante un breve resumen que utiliza como fuentes de información las 
opiniones escritas por los clientes en TripAdvisor y Twitter. 
Para más información relacionada con esta aplicación web, podemos consultar los 
siguientes artículos (Esteban y Lloret, 2017) (Esteban y Lloret, 2017b).  
 
Como se puede apreciar, hay tres tipos de resúmenes que la web genera, el primero es un 
resumen mixto donde utiliza las opiniones tanto positivas como negativas. Luego aparece 
la opción de resumen positivo donde solo usará las opiniones positivas y por último el 
resumen negativo que actuará igual que el resumen positivo, pero en esta ocasión con 
opiniones negativas. 
 
Además de estos resúmenes podemos ver como dispone de una serie de graficas donde 
aparece la puntuación corresponde al análisis que se ha realizado sobre los comentarios 
de los clientes publicados en TripAdvisor y Twitter. 
 
Para poder ver mejor su funcionamiento, en la foto anterior se puede apreciar un ejemplo 
de lo que sería la generación de un resumen mixto, como he dicho anteriormente, donde 
se juntan opiniones tanto positivas como negativas. En la siguiente imagen podemos ver 
un ejemplo de resumen generado con opiniones positivas: 
 
 
Ilustración 2: Interfaz de Travelsum con resumen generado solo con opiniones positivas 
                                                          
9 http://rua.ua.es/dspace/handle/10045/57069 visitada última vez 20/05/2019 
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Y este sería el caso del resumen generado con opiniones negativas: 
 





Ilustración 4: Interfaz de inicio para la aplicación web Resoomer 
 
Es de las primeras aplicaciones que aparecen si buscamos desde nuestro navegador al 
escribir “generar resúmenes online”. Esta aplicación tiene tanto parte gratuita como parte 
de pago. La parte gratuita tiene una limitación de caracteres (20000 máximo, lo que 
equivale a 2000 palabras). Además, la parte premium dispone de multi-idioma para 
procesar los textos en francés, inglés, alemán, español e italiano. 
 
                                                          
10 RESOOMER: (https://resoomer.com/es/) visitada última vez 20/05/2019 
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La versión gratuita por lo que he podido probar también acepta estos idiomas, pero la 
cantidad de palabras o el diccionario que disponga la parte premium será más amplio. 
 
La parte premium también te permite la importación a documentos en formato PDF, 
EPUB, DOCX, ODT, TXT. Y no tiene anuncios. 
 
Esta aplicación es útil si quieres resumir cierto texto que no sea muy extenso, además, 
una vez ejecutado, en la demo que enseñaré posteriormente podremos ver como esta 
aplicación web nos da la oportunidad de indicar el porcentaje de reducción que quieres 
que tenga el resumen. 
 
También veremos una parte de análisis, donde nos resaltará las frases más relevantes del 
texto. Seguido de una opción de filtro, donde podremos introducir una o más palabras 
claves y se mostrarán las frases del texto donde aparezcan esas palabras. 
 
Una pequeña demo de la aplicación web seria la siguiente: 
 
 






He introducido el texto de la noticia que he indicado anteriormente y solo habrá que darle 
al botón “Resoomer” y nos aparecerá lo de la siguiente ilustración: 
 
Ilustración 6: Interfaz con resumen automático generado en Resoomer 
 
Lo primero que nos aparece ya sería el resumen automático, donde nos indica el 
porcentaje de reducción que ha decidido usar la página web, mostrando cuantas palabras 
tiene ese resumen automático respecto el texto original. 
 
Si vamos a la pestaña “Manual”, como he dicho anteriormente, podremos seleccionar el 
porcentaje de reducción que se ajuste a nuestras necesidades. 
 
 
Ilustración 7: Interfaz de la pestaña Manual en Resoomer 
16 
 
La siguiente pestaña seria la parte de análisis y mostraría lo siguiente: 
 
 
Ilustración 8: Interfaz de la pestaña Análisis en Resoomer 
 
Y ya por último nos quedaría la pestaña “Filtro”, donde se introducirán las palabras 
claves: 
 










Ilustración 10: Interfaz de inicio en Linguakit 
 
Otra herramienta online que podemos encontrar es Linguakit, en el apartado Resumidor. 
 
Aquí volvemos a tener el mismo problema, tienes un límite de caracteres para la versión 
sin registrar y a pesar de registrarte también tienes limitación de caracteres (el registro es 
gratuito). 
 
Los idiomas que te permite seleccionar son español, gallego, inglés y portugués. 
 
Una ventaja respecto al que hemos visto anteriormente es que en esta web si puedes 







                                                          




Vamos a pasar a ver una pequeña demo de cómo se generaría un resumen automático es 
dicha aplicación web: 
 
 
Ilustración 11: Interfaz introduciendo un texto en Linguakit 
 
Volvemos a poner el mismo texto que hemos usado en la aplicación anterior, indicamos 




Ilustración 12: Interfaz con resumen generado en Linguakit 
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Podemos observar como la página ya nos avisa que puede haber un cierto margen de error 
si estamos buscando una solución muy específica. Justamente abajo ya nos aparece el 
resumen automático que se ha generado. Y si le damos a la pestaña “Vista resaltada” nos 
aparecerá todo el texto, resaltando las frases con las que se ha generado el resumen 
automático: 
 















Ilustración 14: Interfaz de inicio en Compendium 
 
Como último ejemplo de aplicación web que vamos a ver, tenemos Compendium. Esta 
aplicación web ha sido desarrollada por Elena Lloret como parte de su tesis doctoral13. 
Esta aplicación le da la posibilidad al usuario de dotar su resumen con tres técnicas 
diferentes a la hora de generarlo. Estas técnicas son las siguientes: 
Redundancy Detection (RedD): mediante un algoritmo que usa técnicas semánticas de 
implementación textual. 
Topic Identification (TI): usa un algoritmo el cual tiene en cuenta la frecuencia de 
palabras. 
Relevance Detection (ReID): usa un algoritmo basado en la estructura sintáctica de una 
oración y el número de sintagmas nominales que contenga. 
                                                          
12 COMPENDIUM (http://gplsi.dlsi.ua.es/demos/compendium/) visitada última vez 20/05/2019 
13 http://rua.ua.es/dspace/handle/10045/23297 visitada última vez 20/05/2019 
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Además de estas técnicas, también puedes introducir cualquier porcentaje de reducción, 
facilitándole al usuario la tarea de generar el resumen. 
La única desventaja notable es que solo está implementado para textos en inglés. 
  
En este caso para la demo, he traducido al inglés la noticia que he usado en los otros 
casos, mediante la web DeepL14 y quedaría así: 
 
 







                                                          
14 https://www.deepl.com/es/translator visitada última vez 20/05/2019 
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Como se puede apreciar, dejo indicadas las tres técnicas que esta aplicación nos ofrece e 
indico un 30% para el porcentaje de reducción y el resultado es el siguiente: 
 
Ilustración 16: Interfaz resumen generado en Compendium 
 
 
OPEN TEXT SUMMARIZER CON LIBRERÍA LibOTS15 
Este sistema que usa la librería LibOTS nos permite de una manera más libre poder 
generar resúmenes automáticos sin tener las limitaciones de caracteres como es el caso 
del resto de aplicaciones online que he analizado. 
Además de tener distintos parámetros donde indicar el porcentaje de reducción del texto, 
generar el resumen en formato HTML, indicar palabras claves del texto a resumir y, por 
último, indicar el fichero de entrada y de salida donde va a estar el resumen. 
A todo esto, hay que sumarle que permite una gran cantidad de idiomas (se pueden 
consultar todos desde el fichero README de su GitHub). 
Yo he utilizado la librería que viene por defecto en Linux y esto sería un ejemplo de 
ejecución para conseguir el resumen automático de la noticia que he utilizado en las otras 
aplicaciones. 
 
                                                          
15 Github OpenTextSummarizer: (https://github.com/neopunisher/Open-Text-Summarizer) visitada 
última vez 20/05/2019 
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Primero tendríamos que tener el fichero de texto con la noticia tal y como se ve en la 
siguiente imagen: 
 
Ilustración 17: Fichero de texto con la noticia para Open Text Summarizer 
 
Seguidamente, después de haber leído los diferentes parámetros que podemos usar para 
ejecutar el comando, solo tendríamos que irnos desde terminal hasta donde se encuentra 
dicho fichero y ejecutar el siguiente comando: 
 
 





Lo que hemos indicado con este comando es que el porcentaje de reducción sea un 30% 
y que el resumen me lo genere en un fichero de texto llamado “noticiaResumen.txt”, así 
queda dicho fichero: 
 





Una vez visto tanto las distintas aplicaciones web como el último sistema que utiliza una 
librería externa, las conclusiones que obtengo son que si disponemos de un fichero 
relativamente corto (varios párrafos), me decantaría por usar cualquier aplicación web, 
por su facilidad y rapidez a la hora de poder conseguir el resumen automático. 
Pero si lo que buscamos es obtener un resumen automático de un texto muy amplio, 














Para este trabajo se ha seguido una metodología ágil, dividiendo en hitos o fases la 
planificación del proyecto para poder seguir un orden de desarrollo ordenado y bien 
estructurado. A continuación, explicaré en que me he basado para dividir las fases y el 




Estas fases o etapas de desarrollo se han ido dividiendo en un periodo de tiempo entre 
una y dos semanas, coincidiendo con el tiempo que pasaba de una reunión a otra con mis 
tutores. 
Para la creación de los hitos de este proyecto he utilizado los objetivos específicos para 
que hubiera una relación entre hito completado y objetivo específico completado. Para 
así poder pasar al próximo objetivo específico sabiendo que el anterior se ha cumplido 
correctamente. 
Por lo tanto, al tener seis objetivos específicos, el proyecto constará de los siguientes 
hitos: 
HITO DESCRIPCIÓN 
1 Aprendizaje de nociones básicas y conceptos sobre el PLN. 
2 Aprendizaje y utilización de herramientas usadas en PLN. 
3 
Análisis, aprendizaje e implementación de técnicas relacionadas con 
detección de información relevante. 
4 Diseño y desarrollo del método para evaluar resúmenes. 
5 Implementación de interfaz. 







Una vez he asignado los hitos vamos a pasar a ver lo que ha sido el desarrollo del trabajo, 
indicando la semana, la tarea, el hito al que pertenece esa tarea, las fechas y la relación 
de los objetivos específicos con respecto a la tarea y al hito. 
 
SEMANA TAREA HITO FECHA OBJETIVO 
1 - 3 
Conocer conceptos relacionados con el 
Procesamiento del Lenguaje Natural 
(PLN) a través de páginas web y videos 
1 y 2 
del 26/10/2018 
al 15/11/2018 
OE1 y OE2 
4 
Implementación del código encargado de 







Solucionados problemas surgidos en la 
tarea de la semana 3 (error a la hora de leer 






Implementación del código encargado de 
almacenar las palabras en un mapa Hash 






Implementación del proceso encargado de 
eliminar las “stopwords” o “palabras 






Implementación de un lematizador para 
poder agrupar las palabras en lemas. 






Planteamiento e implementación de 
cálculos a realizar para obtener los datos 
estadísticos y medidas de cobertura. 
(explicación en el apartado 6.3.2) 
4 




Creación de tablas en Excel del primer 
conjunto de pruebas para mostrar los 
primeros datos estadísticos obtenidos para 





                                                          
16 Vacaciones de Navidad, vuelta a las reuniones el 10/01/2019 
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11 – 13 






Cambios en la interfaz e implementación 
de la técnica “Drag & Drop” para 












16 – 17 
Uso de la librería Chart.js para poder 
utilizar gráficas en la interfaz. (explicación 






Uso del plugin jQCloud de la librería 
JQuery para poder crear y agregar nubes 






19 – 21 
Uso de la librería jsPDF para poder 
generar un informe en la interfaz y darle la 
posibilidad al usuario de descargarlo. 





22 – 23 
Creación del conjunto de pruebas 
(creación de ficheros originales, 












25 – 28 














5.2 ANÁLISIS DE REQUISITOS 
 
Dentro de la fase de desarrollo encontramos las funcionalidades que se encargan de: 
- Darle al usuario la posibilidad de poner buscar en su equipo el fichero que desea 
evaluar o directamente arrastrar dicho fichero en la web, lo que se conoce como 
la técnica de “Drag & Drop”. 
- Mostrar una previsualización de los ficheros que el usuario ha introducido. 
- Mostrar unas nubes de palabras donde aparecen las palabras más frecuentes de los 
ficheros introducidos y si pulsamos sobre ella, nos muestra la lematización. 
- Mostrar todos los datos estadísticos y medidas de cobertura generadas en forma 
de gráfico, ya sea de tipo barra o circular. 
- Generar un informe donde engloba todos estos datos estadísticos y medidas de 
cobertura que hemos implementado para la correcta evaluación de los ficheros, 




5.3.1 TÉCNOLOGIAS EMPLEADAS 
 
Para la realización de este trabajo he usado las siguientes tecnologías: 
- HTML: es el lenguaje que se usa para escribir el contenido de las páginas web. 
En este trabajo he usado la versión 5 para la creación de todas las páginas web. 
- CSS: es el lenguaje encargado de dar estilo al contenido generado en el HTML.  
- JavaScript: es el lenguaje encargado de llevar a cabo las acciones que realiza el 







Para englobar todas esas tecnologías me he ayudado de las siguientes librerías y 
framework: 
- Bootstrap: es un framework que nos hace más ágil y sencillo el diseño de la 
interfaz web utilizando una gran variedad de clases predefinidas. El framework 
usado es el Start Bootstrap - Grayscale v5.0.317. 
- JQuery: es una librería multiplataforma de JavaScript que permite simplificar la 
manera de interactuar con los documentos HTML, manipular el árbol DOM, 
manejar eventos, desarrollar animaciones y agregar interacciones con la técnica 
AJAX a las páginas web18. 
- AJAX: es una técnica la cual mantiene la comunicación asíncrona con el servidor 
en segundo plano, lo que permite realizar cambios sobre las páginas sin necesidad 
de recargarlas, mejorando la interactividad, velocidad y usabilidad en las 
aplicaciones19. 
- Chart.js: es una librería que te da la posibilidad de incluir gráficos animados e 
interactivos a tu página web de forma gratuita20. 
- jsPDF: es una librería que se encarga de generar informes o certificados en 
formato PDF para tu página web de forma gratuita21. 
- JQuery + jQCloud: es un plugin de la librería JQuery que te permite generar 
nubes de palabras para tu página web de forma gratuita22. 
Por último, encontramos la parte del servidor que he usado: 
- XAMPP: XAMPP es una distribución de Apache completamente gratuita y fácil 
de instalar que contiene MariaDB, PHP y Perl. He usado la versión 3.2.223. 
 
                                                          
17 Bootstrap – Grayscale (https://startbootstrap.com/themes/grayscale/) visitada última vez 25/05/2019 
18 jQuery (https://es.wikipedia.org/wiki/JQuery) visitada última vez 25/05/2019 
19 AJAX (https://es.wikipedia.org/wiki/AJAX) visitada última vez 25/05/2019 
20 Chart.js (https://www.chartjs.org/) visitada última vez 25/05/2019 
21 jsPDF (https://parall.ax/products/jspdf) visitada última vez 25/05/2019 
22 jQCloud (https://mistic100.github.io/jQCloud/) visitada última vez 25/05/2019 
23 XAMPP (https://www.apachefriends.org/es/index.html) visitada última vez 25/05/2019 
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5.3.2 DESARROLLO DE LOS MÉTODOS (BACK-END) 
 
Para conseguir implementar este trabajo he usado la siguiente arquitectura de procesos de 
implementación, ya que cada una de ellas depende de la anterior. Por este motivo 
empezaré explicando el método separación en palabras. 
 
SEPARACIÓN EN PALABRAS 
El primer paso de la arquitectura de implementación que realicé fue leer un fichero de 
texto y poder ser capaz de separar en palabras, para en un futuro poder trabajar con esas 
palabras y poder ver la frecuencia de aparición sobre el texto de cada una de ellas. 
 
Como he indicado en la planificación, surgieron problemas en esta fase de 
implementación, esto ocurría cuando aparecían palabras que tenían el carácter ‘ñ’, algún 
carácter que tuviera tilde y alguna palabra con signos de exclamación e interrogación ‘¿’ 
y ‘¡’.  
 
Esto era debido a que leía el fichero línea a línea y a partir de esa línea ya extraía las 
palabras, al usar este método de lectura estos caracteres me los representaba con 
caracteres especiales, los cuales no eran representables en UTF-8. Este problema se 
solucionó cambiando el método de lectura de línea a línea por carácter a carácter.  
 
Además, con este nuevo método de lectura me sirvió para poder quitar los signos de 
puntuación y convertir las mayúsculas en minúsculas para así ya poder almacenar la 
palabra en el mapa Hash. 
 
MAPA HASH 
Una tabla o mapa Hash es un contenedor asociativo (tipo Diccionario) que permite un 
almacenamiento y posterior recuperación eficientes de elementos (denominados valores) 
a partir de otros objetos, llamados claves. 
 
Una tabla hash se puede ver como un conjunto de entradas. Cada una de estas entradas 
tiene asociada una clave única y, por lo tanto, diferentes entradas de una misma tabla 
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tendrán diferentes claves. Esto implica, que una clave identifica unívocamente a una 
entrada en una tabla hash. 
 
Por otro lado, las entradas de las tablas hash están compuestas por dos componentes, la 
propia clave y la información que se almacena en dicha entrada24.  
 
En mi caso, para una entrada de dicha tabla, su clave seria la palabra que extraigo del 
texto y la información que almacena será las veces que esa palabra aparece en el texto. 
 
De esta manera, usando posteriormente una función que ordene de forma ascendente, 
podré obtener las palabras que más se repiten en el texto. 
 
 
STOPWORDS O PALABRAS VACIAS 
Una vez obtenía esas palabras tocaba pasar al siguiente procedimiento, eliminar las 
palabras que no dotaran de información relevante para indicar de qué podría ir el texto, 
es decir, palabras que carecen de un significado por sí solas. Este conjunto de palabras es 
conocido por el término “stopwords” o “palabras vacías”. Dicho conjunto está formado 
por artículos, preposiciones, conjunciones y pronombres25. 
 
Para la implementación de dicho conjunto he vuelto a usar un mapa hash, donde la clave 
única es la palabra vacía o stopword y la información que almacena será por defecto un 
uno. De esta manera consigo recorrer de una forma más fácil los dos mapas Hash creados 
(uno sería el que almacena todas las palabras del texto que he leído y el otro todas las 
palabras del conjunto de stopwords) para ver si una palabra aparece en dicho mapa hash 
de stopwords y por lo tanto pasar al proceso de eliminarla. 
 
Una vez eliminadas esas stopwords, nos quedaría ya un mapa hash con todas las palabras 
que usaremos más adelante. 
                                                          
24 Mapa Hash (http://www.hci.uniovi.es/Products/DSTool/hash/hash-queSon.html) visitada última vez 
25/05/2019 





“La lematización es el proceso mediante el cual las palabras de un texto que pertenecen 
a un mismo paradigma flexivo o derivativo son llevadas a una forma normal que 
representa a toda la clase. Esta forma normal, llamada lema, es típicamente la palabra 
utilizada como entrada en los diccionarios de lengua: el infinitivo para las conjugaciones 
verbales, el masculino singular para adjetivos, etc. Otra manera de enfrentar la 
normalización es separar las palabras analizadas en un núcleo conceptual (lexema) y 
agregados morfológicos (morfemas). En este caso, la lematización consiste en encontrar 
el lexema de las palabras analizadas. Para la mayoría de las lenguas europeas, esto se 
traduce por encontrar una combinación raíz + sufijo en que la raíz corresponde al 
lexema buscado y el sufijo a un morfema. El proceso de eliminar sufijos morfológicos se 
conoce como “stemming” en la literatura técnica, sin embargo, puede considerarse como 
una variante de lematización.” (Alejandro Bassi A.) 
 
Para poder entenderlo mejor, un ejemplo de lematización podría ser el siguiente. Nosotros 
encontramos en un texto las palabras educación, educativo y educar. Si miramos su 
significado, vienen a significar lo mismo, por lo tanto, si agrupamos todas las palabras 
por el lema “educ” estaríamos englobando todas estas palabras en un solo lema. 
 
Con esto estamos consiguiendo optimizar mucho más el texto y a la hora de poder evaluar, 
este proceso ayuda a conseguir una mejor evaluación del conjunto, ya que siempre será 
mejor una evaluación formada por un grupo de palabras que significa lo mismo a hacerla 
de forma individual, palabra por palabra.  
 
DATOS ESTADISTICOS 
Como se indicó en el objetivo del trabajo, para poder conseguir un método capaz de 
evaluar un resumen automático y uno manual hacen falta generar datos y medidas para 
poder comparar uno con otro, a continuación, explicaré como obtener dichos resultados. 
 
En primer lugar, vamos a tener en cuenta el total de palabras tanto del fichero original, 
el resumen automático y el resumen manual. Sin aplicarle el conjunto de palabras vacías, 
también conocido como stopwords (total de palabras sin eliminar las que aparecen en la 
lista de stopwords) 
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El total de palabras es un dato importante a la hora de poder evaluar en las mismas 
condiciones tanto un resumen automático como un resumen manual. Ya que, si uno de 
estos posee más o menos palabras que el otro, los resultados de las medidas favorecerán 
o empeorarán a uno de los dos. 
 
Por lo tanto, pasaremos al siguiente dato estadístico, el porcentaje de reducción, el cual 
representa el grado de reducción que ha tenido tanto el resumen automático, como el 
manual, sobre el original. 
 
Es importante que estos porcentajes no disten mucho entre ellos, precisamente, por el 
motivo que he indicado anteriormente. 
 
En los siguientes datos estadísticos es donde entra en juego el grado de palabras 
(internamente se representará con lemas) que el usuario quiere utilizar para realizar la 
evaluación. Este grado de palabras lo indica el usuario desde la interfaz de la web. Una 
vez haya introducido los ficheros, tendrá tres opciones disponibles, Bajo/Medio/Alto. 
Internamente yo le he asignado al grado Bajo un 1%, esto quiere decir que tanto, para 
calcular el grado de coincidencia de vocabulario, como las medidas de cobertura que más 
adelante veremos, usará el 1% de los lemas que más se repiten sobre cada fichero 
introducido. Si indica un grado Medio usará el 5% y para un grado Alto será un 10%. 
 
He definido estos porcentajes ya que, una vez analizado los lemas para todo el conjunto 
de pruebas, he comprobado que entorno a partir de un 7% y 12%, según qué ficheros, los 
lemas que aparecen, solo tienen asignados una palabra, por lo que el impacto de comparar 
un conjunto de lemas que solo tienen asignados una palabra con otro conjunto de lemas 
que también tiene asignado solo una palabra, no tendrá tanto impacto como para variar la 
diferencia usar un 10% a un 50% o 60%.  
 
Es decir, el hecho de usar un 10% a un 30%, 40% o 50% no afectaría a la diferencia entre 
la valoración obtenida sobre un resumen automático y uno manual, ya que esa diferencia 






Pongo un ejemplo para que se entienda mucho mejor: 
 
Dado un fichero original “O”, un resumen automático “A” y un resumen manual “M”. 
Usamos para el grado de palabras un porcentaje de 10%. Y para una de las medidas que 
explicaré más adelante, “A” recibe una valoración de 3.75 y “M” una de 3. La diferencia 
de evaluación entre la medida de “A” respecto a “M” es de 0.75. 
 
Si posteriormente usáramos para un grado de palabras un porcentaje de un 60%, “A” 
recibiría una valoración de 4.25 y “M” una valoración de 3.50. Resulta que las 
valoraciones aumentan, pero la diferencia entre la medida para “A” y para “M” sigue 
siendo la misma. Podrá verse afectada en un ±0.1% o ±0.2% pero estamos hablando de 
algo muy insignificante ya que, aun habiendo esta varianza, “A” seguiría teniendo mejor 
valoración que “M”.  
 
Una vez conocido esto, llegamos al último dato estadístico, los grados de coincidencia 
de vocabulario respecto al original, este dato se representa de la siguiente forma. Dado 
un fichero original “O”, un resumen automático “A” y un resumen manual “M”, usando 
un grado de palabras “Bajo”.  
 
“A” obtendría para este dato estadístico un 70% (7/10) y “M” un 60% (6/10). Esta 
representación viene a decir que debido a que el usuario ha indicado que desea usar un 
grado de palabras “Bajo” (1% de los lemas que más se repiten), de los diez primeros 
lemas que más se repiten en “O”, siete de estos aparecen entre los diez que más se repiten 










MEDIDAS DE COBERTURA 
En este trabajo propongo dos tipos diferentes de medidas de cobertura, las cuales voy a 
utilizar para poder obtener un valor numérico teniendo en cuenta la posición donde 
aparecen los lemas para cada conjunto. A mayor medida que se obtenga, indicará una 
mejor evaluación para el resumen que he evaluado. He usamos las siguientes fórmulas 
para obtener su valor. La primera se llama medida de cobertura uniposicional y esta es 




Donde “n” indica el grado de palabras que se va a usar para calcular la medida y “pos” la 
posición donde se encuentra un lema del conjunto de lemas automático o manual sobre el 
original. 
 
La ejecución de la fórmula es la siguiente, para esta medida vamos a usar los conjuntos 
de lemas del fichero original y del automático, para calcular la medida de cobertura 
uniposicional del automático y haremos lo mismo para el manual, para poder obtener la 
medida de cobertura uniposicional del resumen manual. 
 
Teniendo los dos grupos de lemas, ambos con el mismo número de lemas, definido por 
el tipo de grado de palabras que el usuario haya indicado (Bajo/Medio/Alto). 
Empezaremos comprobando si el primer lema del conjunto automático o manual aparece 
en el conjunto de lemas del original. De ser así, la letra “i” pasará a tener el valor de la 
posición donde se encuentra ese lema dentro del conjunto original y se pasaría a sumar 
1/i. Volveríamos a comprobar el conjunto de lemas del automático o manual y si en este 
caso, el segundo lema no apareciera en el conjunto de lemas del original, no incrementaría 
el valor de la medida. Este procedimiento seguiría hasta llegar a “n”, que como he 






Voy a poner un ejemplo para poder entenderlo mejor: 
 
Dado un conjunto de lemas del original = [educ, niñ, sistem] donde el lema “educ” se 
encuentra en la posición 1, “niñ” en la posición 2 y “sistem” en la posición 3, tenemos un 
conjunto de lemas del automático tal que así, [educ, sistem, person], donde “educ” se 
encuentra en la posición 1, “sistema” en la posición 2 y “person” en la posición 3. Por lo 
tanto, n vale 3 (número total de lemas para cada conjunto que voy a usar). 
 
Ahora aplicaríamos la fórmula, primer paso sería ir al conjunto de lemas del automático 
y ver si “educ” aparece en el conjunto de lemas del original. Como sí aparece, lo siguiente 
que tenemos que hacer es ver en qué posición se encuentra “educ” dentro del conjunto de 
lemas del original. En este caso, la posición 1, por lo tanto, “i” pasaría a ser 1 y la 
operación a realizar seria 
1
1
 . Pasamos al segundo lema del conjunto de lemas del 
automático, es decir, “sistem”, comprobamos que esté en el conjunto de lemas del original 
y como sí está, tendremos que ver en qué posición, en este caso sería la posición 3. Luego, 
“i” pasa a valer 3 y la operación a realizar sería el 
1
1
 anterior más el 
1
3
 de ahora. 
 
Por último, seria comprobar si “person” aparece en el conjunto de lemas del original y 
como no aparece pues no incrementaría el valor de la medida. 
 











La segunda se llama, medida de cobertura multiposicional, y su fórmula es la siguiente: 
 
Donde “n” vuelve a indicar el grado de palabras que se va a usar para calcular la medida, 
el cual tendrá el mismo valor que para la medida anterior, “pos1” será la posición dentro 
del conjunto de lemas original donde aparezca un lema del conjunto de lemas del 
automático o manual y “pos2” será la posición dentro del conjunto de lemas automático 
o manual donde aparezca ese lema que también se encuentra en el conjunto de lemas 
original. 
 
En este caso también vamos a tener los mismos conjuntos de lemas que la medida 
anterior, pero ahora vamos a tener en cuenta la posición donde se encuentran esos lemas 
dentro de cada conjunto, en lugar de solo en el conjunto original como la medida 
calculada anteriormente. 
 
Es decir, comprobaremos en qué posición del conjunto de lemas original está el lema del 
conjunto automático o manual. Por eso “i” tendrá el valor de la posición donde se 
encuentra el lema del conjunto original que coincide con el lema del conjunto automático 
o manual. Mientras que “j” será la posición donde se encuentre el lema del conjunto 
automático o manual. 
 
En el caso de no coincidir el lema del conjunto automático o manual con el original, el 
valor de la medida no incrementará. 
 
Voy a utilizar el mismo ejemplo anterior para poder explicar esta medida, para recordar, 
teníamos un conjunto de lemas del original = [educ, niñ, sistem] y un conjunto de lemas 







Aplicamos la fórmula, primero vamos a comprobar si “educ” aparece en el conjunto de 
lemas del original y vemos que sí aparece, y además está en la posición 1. Por lo tanto “i” 
va a valer 1 y ahora hay que ver en qué posición está “educ” en el conjunto de lemas del 







 . Pasamos a ver si “sistem” aparece en el conjunto de lemas original, vemos que 
sí y su posición dentro del conjunto de lemas original es la 3, por lo que, “i” va a valer 3. 
 
Ahora miramos en qué posición del conjunto de lemas del automático está “sistem”, está 
en la posición 2, luego “j” va a valer 2 y la operación a realizar sería, a la operación 






 ), sumarle 
1
3





Por último, comprobamos si “person” aparece en el conjunto de lemas del original y como 




USO DE GRÁFICAS 
Para poder representar de una forma mucho más visual todos los cálculos de los datos 
estadísticos y de las medidas de cobertura he decidido usar gráficas tanto de barra como 
circulares. 
 
Para ello he utilizado la librería “Chart.js” que he indicado anteriormente en el apartado 
de tecnologías empleadas. Esta librería me daba una gran posibilidad de personalización 
para cada gráfica que generaba. Además de poder incluir una leyenda para que se pudiera 
entender mucho mejor qué representaba cada gráfica. 
 




NUBES DE PALABRAS 
“Las nubes de palabras, también conocidas como nubes de tags o nubes de etiquetas, son 
la representación visual de las palabras más importantes que componen un texto.” 
 
“Esta representación visual se realiza con diversos colores y tamaños. Teniendo en 
cuenta el número de veces que cada palabra aparece en el texto. De esta forma aquellas 
palabras que aparecen más veces se representan con un mayor tamaño en la nube de 
palabras. También se es habitual el uso de colores para resaltar algunos términos dentro 
de la nube de etiquetas.” 26 
 
Para la generación de palabras he usado un plugin de la librería JQuery llamado jQCloud 
como he indicado anteriormente. Con este plugin he generado tres nubes de palabras 
distintas. Una palabra mostrar las palabras más frecuentes del fichero original, otra para 
las del resumen automático y otras para las del resumen manual. 
 
Añadiendo la posibilidad al usuario de pulsar sobre cada una de ellas y mostrar tanto su 
conjunto de lemas como la frecuencia de aparición de cada palabra. Esa funcionalidad se 
podrá ver en el apartado 6.3.3. 
 
INFORME 
Por último, me decanté por generar un informe en formato PDF donde agrupara toda la 
información que el usuario estaba utilizando y que la web le estaba ofreciendo, para darle 
la posibilidad de descargar todo esto en un informe, para no volver a tener que introducir 
de nuevo todos los ficheros en el caso de volver a querer consultar un dato. 
 
Este informe contiene los nombres de los ficheros que se han utilizado, el total de palabras 
de cada fichero, el porcentaje de reducción tanto para el automático como para el manual, 
el grado de coincidencia de vocabulario y las dos medidas de cobertura que he explicado 
anteriormente. 
 
Podremos ver un ejemplo de informe en el apartado 6.3.3. 
                                                          
26 https://www.economiasimple.net/glosario/nube-de-palabras visitada última vez 26/05/2019 
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5.3.3 DESARROLLO DE LA INTERFAZ (FRONT-END) 
 
En el siguiente apartado voy a mostrar lo que sería un ejemplo de ejecución desde la web, 
mostrando las diferentes posibilidades que se puede encontrar un usuario y como la 
interfaz representa esos datos estadísticos y medidas de cobertura, tanto en forma de 
gráfica como en el informe generado en formato PDF. 
Esta sería la página de inicio que le aparecería al usuario: 
 
Ilustración 20: Interfaz de inicio de iSummary 
 
Cuando el usuario pulsa el botón “¡Comencemos!”, le llevaría a la página donde tendría 





Ilustración 21: Interfaz introducir ficheros en iSummary 
 
Se puede apreciar como el usuario tiene distintas opciones para indicar los ficheros que 
quiere evaluar, si pulsara sobre el recuadro gris, se le abrirá el Explorador de archivos, 
pero si el usuario lo prefiere, podría arrastrar directamente el fichero dentro del recuadro 
delimitado con los guiones. 
 
Además, se le ofrece al usuario un botón de ayuda ( ) para que sepa en todo momento 
que acción debe realizar para que la evaluación sea correcta y se ajuste a lo que realmente 
quiere evaluar. Ese botón de ayuda aparecerá posteriormente también en el cálculo de las 




Ilustración 22: Mensaje de ayuda para grado de palabras a utilizar 
 
También, en la opción de introducir el Fichero automático, si el usuario no dispone del 
resumen generado automáticamente, se le aconseja una serie de páginas donde podría 
obtenerlo. 
 
Ilustración 23: Mensaje de ayuda para conseguir resúmenes automáticos 
 
Una vez el usuario haya introducido los ficheros, le aparecerá la opción de 
previsualización del fichero, representada con un botón verde tal y como se muestra en la 
imagen: 
 







Si pulsara sobre él, nos aparecería la siguiente previsualización: 
 
Ilustración 25: Previsualización de un fichero en iSummary 
 
Donde aparece indicado el nombre del fichero que estamos previsualizando y todo su 
contenido. 
 
Una vez introducido los tres ficheros en sus correspondientes secciones, pasamos al 
apartado donde el usuario tiene que elegir el grado de palabras que quiere utilizar para el 
proceso de evaluación. Como ya he indicado anteriormente, puede ser Bajo, Medio o 
Alto, tal y como se muestra en la imagen. 
 
Ilustración 26: Tipos de grado de palabras que el usuario puede seleccionar 
 
 
Si el usuario ha indicado ya que grado desea utilizar (por defecto está asignado en Bajo), 




Ilustración 27: Desplegables con los resultados en iSummary 
Como se puede observar, he dividido en tres desplegables los diferentes métodos y 
opciones que utiliza la web para evaluar los ficheros. Primero nos encontramos con las 
“Nubes de palabras y las medidas de cobertura”. Al abrir el desplegable aparece lo 
siguiente: 
 




Ilustración 29: Nubes de palabras y medidas de cobertura Parte 2 
Lo primero que aparecen son las nubes de palabras, donde se muestran las palabras más 
frecuentes para cada fichero de texto y si pulsamos sobre cualquiera de ellas nos mostrará 
su correspondiente conjunto de lemas: 
 




Esta imagen serían los lemas para el fichero original, mientras que si pulsáramos sobre la 
nube de palabras del automático nos aparecerían los siguientes lemas: 
 
Ilustración 31: Lemas para el fichero resumen automático en iSummary 
 
Y para el resumen manual estos otros: 
 






Para el caso de las medidas de cobertura se puede apreciar la utilización de dos gráficos 
de barra para mostrar los resultados obtenidos, aparte de indicarlo en modo texto justo 
debajo, si pasas el cursor por encima de la gráfica aparece también el resultado: 
 
Ilustración 33: Mostrar valor obtenido pasando el cursor por encima 
 
Como he indicado anteriormente, con el botón de ayuda para cada tipo de medida de 
cobertura podremos saber que se ha tenido en cuenta para obtener dicho valor. 
 




A continuación, pasaré al desplegable de “Datos estadísticos” donde se muestra lo 
siguiente: 
 
Ilustración 35: Datos estadísticos Parte 1 
 




Lo primero que aparece es el total de palabras para cada fichero y seguidamente aparecen 
dos gráficas, la primera empezando por la izquierda, nos indica el porcentaje de reducción 
tanto del resumen automático como del resumen manual sobre el original.  
Y la otra gráfica representa el grado de coincidencia de vocabulario tanto para el resumen 
automático como para el manual respecto al original. 
Ya solo quedaría el desplegable del “Informe”, el cual se muestra así: 
 
Ilustración 37: Generación de informe en iSummary 
 
Tal y como indiqué en el apartado 6.3.2, este informe muestra los nombres de los ficheros 
que se han utilizado, el total de palabras de cada fichero, el porcentaje de reducción tanto 
para el automático como para el manual, el grado de coincidencia de vocabulario y las 








Y su resultado una vez descargado sería el siguiente: 
 






Por último, en el caso de que el usuario quisiera volver a evaluar otros ficheros o 
simplemente cambiar el grado de palabras, solo tendría que pulsar donde dice “Volver a 
evaluar”: 
 
Ilustración 39: Botón volver a evaluar para introducir nuevos ficheros 
 
 
6 EVALUACIÓN Y RESULTADOS 
 
CONJUNTO DE PRUEBAS 
Para poder evaluar los métodos desarrollados e implementados para saber si son correctos 
o no, lo primero que necesito es tener y conocer un conjunto de pruebas. 
Mi conjunto de pruebas va a estar formado por 50 comparecencias que se hicieron en el 
congreso, cada una de ellas realizadas por personas que están relacionadas con el ámbito 
de la educación, ya sean directores o profesores que imparten o impartieron clases en 
universidades o en centros escolares, organizadores de cursos relacionados con la 
educación, directores de fundaciones que luchan por una educación para todo el mundo 




Para ello, necesitaba obtener de alguna manera los resúmenes manuales de aquellas 
comparecencias, trabajo el cual me facilitó mi tutor Fernando Llopis. Por lo tanto, 
teniendo ya esos resúmenes manuales, tendría que conseguir encontrar las 
comparecencias originales y generar un resumen automático para cada una de ellas. 
Para conseguir las comparecencias originales tuve que buscar en el diario de sesiones del 
congreso, ya que en los resúmenes manuales indicaban la persona que había hecho la 
comparecencia y la fecha en la que se realizó. 
También conocía que esas comparecencias se habían realizado en diferentes comisiones, 
luego, desde la web del congreso27 pude encontrar esos diarios de sesiones y sus 
respectivas comisiones, ya que en los resúmenes manuales también aparecía la 
Legislatura cuando se realizaron. Ahora solo tenía que buscar la fecha cuando se realizó 
la comparecencia y obtener de esa comisión el fragmento donde dicha persona la había 
realizado. 
Al estar en formato PDF tuve que ir página a página copiando el contenido de la 
comparecencia en un fichero TXT, ya que la web necesita que los ficheros que introduzca 
el usuario estén en formado TXT. 
Una vez que ya disponía de las 50 comparecencias, cada una en un fichero distinto. Tenía 
que conocer un dato importante, el porcentaje de reducción que tenían los resúmenes 
manuales respecto a los originales. Porque cuando yo genere el resumen automático, 
tendré que conocer ese porcentaje. 
Pero la aplicación desarrollada iSummary ya tenía implementada esa función, la cual se 
encarga de decir al usuario el porcentaje de reducción de un resumen respecto al original, 
por lo tanto, fui introduciendo comparecencia y su respectivo resumen manual y anotando 
el porcentaje de reducción. 
 
 








Ahora ya tenía todo, a falta de los resúmenes automáticos, para la generación de dichos 
resúmenes utilicé el sistema Open Text Summarizer el cual usa la librería LibOTS. Para 
ello me cree una máquina virtual de Linux e instalé la librería LibOTS que viene por 
defecto en este sistema. 
Como ya expliqué con anterioridad en el apartado de Aplicaciones, esta librería funciona 
con comandos, los cuales, asignándole una serie de parámetros, personalizamos la 
generación del resumen automático. 
Esta captura muestra un ejemplo de cómo obtuve dichos resúmenes automáticos: 
 
Ilustración 40: Ejecución de comandos en LibOTS para generar resúmenes automáticos 
 
Ahora ya sí que tenía todo el conjunto de pruebas por completo, listo para usarlo en la 
web y comprobar si los métodos desarrollaos e implementados funcionaban 
correctamente. (OE6) 
 
Me ayudé de dos hojas de cálculos para guardar todos los datos estadísticos y medidas de 






MATRIZ DE RESULTADOS 
Una vez tenía todos los resultados (adjunto las tablas en el apartado 10. ANEXO), solo 
faltaba analizarlos y para ello utilicé una matriz de resultados para poder representar de 
una forma más entendible y sencilla todos esos datos numéricos y porcentajes que 
aparecen en el Anexo. 
La matriz de resultados es la siguiente: 
 
 
Ilustración 41: Ejemplo de matriz de resultados con explicación 
 
Vemos como en el eje Y de la matriz, aparecen los tres tipos de grado de palabras que un 
usuario puede utilizar y en el eje X, el grado de coincidencia de vocabulario o lemas y las 
dos medidas de cobertura. Y también vemos que esta matriz está rellena con las letras 





Estas letras representan cuál de los dos resúmenes ha obtenido mejores resultados, 
teniendo en cuenta su grado de palabras y los distintos métodos de evaluación que se 
implementaron.  
 
En el caso de esa matriz, para un grado de palabras “Alto” y usando la “medida de 
cobertura uniposicional”, el resumen automático ha obtenido mejores resultados que el 
manual. 
 
Otro caso de esa misma matriz, para un grado de palabras “Bajo” y usando el “grado de 
coincidencia de vocabulario” el resumen manual ha obtenido mejores resultado que el 
automático. 
 
Por último, para un grado de palabras “Alto” y usando la “medida de cobertura 
multiposicional”, ambos resúmenes han obtenido el mismo valor, por lo tanto, ni el 
automático es mejor que el manual ni viceversa. 
 
Para que se entienda mucho mejor esta matriz de resultados, vamos a poner un ejemplo 
de una comparecencia cualquiera, mostrando las tablas con sus resultados. Para ello 
vamos a usar la comparecencia de “CARLES LÓPEZ PICÓ” y estos son sus resultados: 
 
 
Ilustración 42: Ejemplo de resultados obtenidos representados en una tabla 
 
Ahora vamos a tener que rellenar la matriz de resultados, vamos a ir paso a paso: 
 
Primero miraremos para un grado de palabras “Alto” y usando el método de evaluación 
de “grado de coincidencia de vocabulario” que resumen ha obtenido mejor resultado. En 
este caso vemos que el automático ha obtenido un 65.94% (91/138) frente a un 61.59% 
(85/138), por lo que el automático es el que mejor valor ha obtenido y añadiremos una 




Ilustración 43: Ejemplo creación de una matriz de resultados (1) 
 
Todavía seguimos con el grado de palabras en “Alto”, solo que ahora usaremos el método 
de evaluación de “medida de cobertura uniposicional”. En este caso para el resumen 
automático ha obtenido una medida de 4.94 y el resumen manual un 4.62, luego, se repite 
lo del caso anterior. El resumen automático ha obtenido una mejor valoración que el 
manual, por lo tanto, añadiremos una “A” en la matriz de resultados y se quedaría así: 
 
 
Ilustración 44: Ejemplo creación de una matriz de resultados (2) 
 
Para terminar con el grado de palabras en “Alto”, ahora vamos a utilizar el método de 
evaluación “medida de cobertura multiposicional”, donde el resumen automático tiene un 
valor de 1.51 y el resumen manual un valor de 1.51. Es este caso, ambas medidas han 




Ilustración 45: Ejemplo creación de una matriz de resultados (3) 
 
Lo siguiente, ya seria repetir el mismo procedimiento tanto para el grado de palabras 
“Medio” como el “Bajo” y la matriz final de resultados quedaría así: 
 
 











CRITERIO DE EVALUACIÓN PARA MATRIZ DE RESULTADOS 
Una vez he obtenido todas las matrices de resultados para todas las comparecencias que 
tenía en el conjunto de pruebas, falta aplicar unos criterios para decir mediante esa matriz 
de resultados, si para esa comparecencia, el resumen automático es más apto que el 
resumen manual o viceversa. 
 
El criterio que he usado engloba las siguientes reglas: 
- Si en una matriz de resultados aparecen más “A” que “M”, se asumirá que para 
esa comparecencia el resumen automático ha obtenido mejores resultados que el 
manual. 
- Si en una matriz de resultados aparecen más “M” que “A”, se asumirá que para 
esa comparecencia el resumen manual ha obtenido mejores resultados que el 
automático. 
- Si en una matriz de resultados aparecen las mismas veces tanto “A” como “M”, 




Aplicando este criterio para todas las matrices de resultados, he obtenido que, en 32 
comparecencias el resumen automático ha obtenido mejor valoración que el manual, en 
16 comparecencias el resumen manual ha obtenido mejor valoración que el automático y 
en 2 comparecencias se ha obtenido la misma valoración, tanto para el resumen 
automático como para el manual. 
 
Por lo tanto, se puede decir que, del total de comparecencias, en un 64% el resumen 
automático ha obtenido mejor valoración, frente a un 32% donde el resumen manual ha 
obtenido mejor valoración respecto al automático. 
 
Estos serían los resultados globales, pero también podemos obtener resultados 




Como es el caso, para un grado de palabras “Alto” y usando el método de evaluación 
“grado de coincidencia de vocabulario” he obtenido que en 27 comparecencias el resumen 
automático ha obtenido mejor valoración que el manual, en 19 comparecencias el 
resumen manual ha obtenido mejores resultados que el automático y en 4 comparecencias 
se ha obtenido la misma valoración. Estos resultados en porcentaje serían que en un 54% 
el resumen automático ha obtenido mejor valoración frente a un 38%, donde el resumen 
manual ha obtenido mejor valoración que el automático. 
 
Para el resto de los casos quedaría representado de la siguiente forma: 
 
 
Ilustración 47: Tabla resultados usando las matrices de resultado para el grado de coincidencia de vocabulario 
 
Donde se puede ver, como el automático obtiene mejor puntuación para todos los grados 
de palabras, de igual forma que el automático gana en todo, tanto en el método de evaluar 
“medida de cobertura uniposicional” como en “medida de cobertura multiposicional”, tal 
y como se puede ver en las siguientes tablas: 
 
 




Ahora que ya he conocido y analizado los resultados, puedo sacar como conclusión que 
con dichos métodos de evaluación que he desarrollado e implementado y utilizando el 
conjunto de pruebas junto a los resultados, los resúmenes automáticos han obtenido mejor 
valoración que los manuales. 
 
Esto quiere decir, que podríamos usar los resúmenes automáticos, en lugar de los 
resúmenes manuales, evitando así la subjetividad que un resumen manual podía tener al 
ser realizado por una persona.  
 
Además, generar un resumen automático necesita muy poco tiempo, si lo comparamos 
con el necesario para realizar un resumen manual, por lo tanto, otro factor importante a 
favor de los resúmenes automáticos. 
 
 
7 CONCLUSIONES Y TRABAJO FUTURO 
 
Una vez terminado todo el proceso de evaluación, puedo ver como se han cumplido, tanto 
el objetivo principal, como los objetivos específicos que se plantearon anteriormente. 
 
Toda la implementación del proyecto se puede encontrar en GitHub, en el siguiente 
enlace: https://github.com/lpmm1/isummary 
 
Para un trabajo futuro, me gustaría poder añadir más métodos de evaluación y así poder 
conseguir más valoraciones para tener en cuenta a la hora de comparar un resumen 
automático con un resumen manual. 
 
También darle la posibilidad al usuario de poder introducir más de un fichero original y 
más de un resumen, tanto automático como manual. Facilitando así la tarea en el caso de 
que tuviera que comparar varios ficheros. 
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TABLAS RESULTADOS DATOS ESTADÍSTICOS Y MEDIDAS DE COBERTURA 
 









Ilustración 51: Tabla anexo total palabras y porcentaje reducción (3) 
 











Ilustración 54: Tabla anexo total palabras y porcentaje reducción (6) 
 































Ilustración 59: Tabla anexo grado de coincidencia de vocabulario y medidas de cobertura (4) 
 
 
Ilustración 60: Tabla anexo grado de coincidencia de vocabulario y medidas de cobertura (5) 
