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Abstract
Drug discovery using deep learning has attracted a lot of attention of late as it
has obvious advantages like higher efficiency, less manual guessing and faster
process time. In this paper, we present a novel neural network for generating
small molecules similar to the ones in the training set. Our network consists of
an encoder made up of bi-GRU layers for converting the input samples to a latent
space, predictor for enhancing the capability of encoder made up of 1D-CNN
layers and a decoder comprised of uni-GRU layers for reconstructing the samples
from the latent space representation. Condition vector in latent space is used for
generating molecules with the desired properties. We present the loss functions
used for training our network, experimental details and property prediction metrics.
Our network outperforms previous methods using Molecular weight, LogP and
Quantitative Estimation of Drug-likeness as the evaluation metrics.
1 Introduction
Deep learning has achieved tremendous success in many areas tackling a range of datasets from
images to text. One of those areas is Chemoinformatics. Neural networks have been used to solve
a variety of problems like molecule property prediction, drug design, chemical reaction prediction
etc. In this work, we propose a novel network for de novo molecular design using deep learning.
Neural networks clearly offers a better approach as it speeds up the process while also increasing the
efficiency compared to the traditional methods.
The total number of potential organic molecules is very large while the chemical space contains more
than 1060 molecules (Virshup et al., 2013). Of these only some 108 molecules are discovered, All
traditional methods discovered new molecules using the chemical space of the molecules which were
already discovered (Kim et al., 2016). A lot of newly discovered molecules were born out of hit and
trial methods.
The main challenge is to generate new molecules with desired property (molecular weight, toxicity,
solubility etc). Deep learning optimizes the computational overhead to search for new molecules.
This approach is not only fast but also cheaper and more efficient. Also the whole chemical space
can be utilized to search for potential small molecules. The process of de novo molecular design can
be separated into the following parts: 1. molecular generation; 2. approach to rank molecules; 3.
function to optimize the molecular space in search of new molecules.
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2 Related Work
Generative models primarily driven by GANs and VAEs have been used successfully for efficient
molecular design. (Gómez-Bombarelli et al., 2018) used VAEs to optimize the molecular properties
in latent space where molecules are expressed as a real vector. Since the latent space is continuous
and differentiable, hence gradient based optimization can be done. (Blaschke et al., 2018) used
adversarial autoencoder and bayesian optimization to generate molecules according to a specific
property. (Kadurin et al., 2017) compared AAE and VAE using reconstruction error and variability of
the output molecular fingerprints as the evaluation metrics.
(Segler et al., 2018) and (Gupta et al., 2018) used generative models using Natural Language
Processing(NLP) techniques. The molecules are represented as SMILES string and the model learns
the probability distribution of the next character of a given piece of SMILES. Transfer learning was
used using a pre trained backbone. (Popova et al., 2018) and (Segler et al., 2018) used Recurrent
Neural Networks, (Kusner et al., 2017) and (Dai et al., 2018) used Variational Autoencoders. The
models directly generating the graph structures of molecules are used in (Simonovsky and Komodakis,
2018) and (Jin et al., 2018).
Lately conditional molecular design has been used to generate molecules with properties close to
pre-determined target conditions. (Segler et al., 2018) used recursive fine tuning while (Gómez-
Bombarelli et al., 2018) used bayesian optimization. Here the need is to find a latent representation
which is close to the target condition. Since an additional optimization procedure is used, this method
is inefficient especially when there are multiple target conditions.
Our main contributions can be summarized as follows:
•We present a novel network for generating new but similar molecules to the ones it is trained on.
• Our network can be divided into three parts: encoder which converts the training data into a latent
space, predictor is used to enhance the function of encoder using another latent space conversion
while the decoder is responsible for generating new molecules from the latent space.
•We present the loss functions, experimental details and evaluation metrics for property prediction.
• Our network outperforms previous methods on most of the metrics.
3 Background
3.1 Recurrent Neural Networks
Recurrent Neural Networks are used where data in sequential in nature ie there is a connectivity with
previous terms. Generating SMILES sequences requires understanding of the sequence of characters.
The outputs in case of RNN depends on previous computations thus creating a loop where information
at every stage is influenced by previous stages. RNNs is represented mathematically as in Equation 1:
ht = σh (Uhxt + Vhht−1 + bh)
ot = σy (Wyht + bh)
(1)
Where xt denotes input vector (m× 1), ht denotes hidden vector (n× 1), ot denotes output vector
(n × 1), bh denotes bias vector (n × 1), U,W denotes parameter matrices (n × m), V denotes
parameter matrix (n× n) and σh, σy denotes activation functions.
Thus RNNs form a chain of repeating units which are all linked together for making sense of
sequential information.
3.2 Gated Recurrent Unit
RNNs are very difficult to train. A lot of factors make training a challenge of which the most common
is the vanishing gradient problem. As the training proceeds, the value of gradient which is used to
update the weights of the network becomes less. In the earlier layers, the value becomes infinitely
small thus there is a memory loss. Gated Recurrent Unit were used to counter this as it has an
additional forget gate to forget the information when it is no longer needed. Together with the
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input gate, forget gate is used to decide which information to forget and which is important to make
predictions (Cho et al., 2014). GRUs is represented mathematically as in Equation 2:
zt = σ (Wz · [ht−1, xt] + bz)
rt = σ (Wr · [ht−1, xt] + br)
h˜t = tanh (Wh · [rt  ht−1, xt] + bh)
ht = (1− zt) ht−1 + zt  h˜t
(2)
Where ht denotes hidden layer vectors, xt denotes output vector, bz, br, bh denotes bias vector,
Wz,Wr,Wh denotes parameter matrices and σ, tanh denotes activation functions.
3.3 1D-CNN
Although CNNs have been mostly used with image data, however it can also be used for text based
data. The need is to convert the text into one hot encoded format in the form of matrix. Each row of
the matrix represents a word or character. In case of images, data is represented in two dimensional
form along with a two dimensional filter. However text data is in a 1D format along with a one
dimensional kernel. There is also a need to use zero padding at places where character is null.
3.4 Variational Autoencoder
A vanilla autoencoder is good at reconstructing the samples given as input to encoder. However
it lacks the ability to generate new samples using existing samples. This is where Variational
Autoencoder comes to rescue. They are a kind of generative model which takes a standard normal
distribution as input to encoder and decoder generates new samples from the latent space (Kingma
and Welling, 2013). The objective function of vanilla VAEs is defined in Equation 3:
E[logP (X | z)]−DKL[Q(z | X)||P (z)] (3)
where E denotes expectation value, P,Q denotes probability distributions, DKL denotes Kullback-
Leibler divergence, X denotes data and z denotes latent spaces.
3.5 Conditional Variational Autoencoder
The decoder of VAE is not suitable since the goal is to design drugs with the desired property.
However CVAE solves this problem using labels along with the input sample to encoder. The latent
vector contains information about sampled data and hence the decoder is able to synthesize new
samples with the desired property. Condition vector c is concatenated and is used for both the encoder
and decoder (Sohn et al., 2015). The objective function of CVAE is changed accordingly and is
defined in Equation 4:
E[logP (X | z, c)]−DKLQ(z | X, c)||P (z | c)] (4)
where E denotes expectation value, P,Q denotes probability distributions, DKL denotes Kullback-
Leibler divergence, X denotes data, z denotes latent spaces and c denotes condition vector.
4 Method
4.1 Dataset
A sample of 100,0000 SMILES strings of drug like molecules was randomly sampled from ZINC
database. We use 90,000 molecules for training and 10,000 molecules for testing the property
prediction performance. A special sequence indicating end of sequence is appended at the end of
every sequence. To evaluate the performance of our network, we used three properties molecular
weight (MolWt), Wildman Crippen partition coefficient (LogP) and quantitative estimation of drug-
likeness (QED).
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4.2 Molecular Representation
A lot of molecular representations have been used in literature. The most common among them are
the SMILES (Weininger, 1988) and the Graph representation. The more detailed the representation is,
the more computational burden it demands. Simplified Molecular Input Line Entry System (SMILES)
is a one dimensional representation of a two dimensional chemical drawing. It contains atoms and
bond symbols with an easy vocabulary.
Since it is easy to understand and parse, hence Natural Language Processing (NLP) techniques can
be used on them. More than one SMILES representation of a molecule is possible, however only one
canonical form is used per molecule. The molecular latent space visualized in two dimensions using
principal component analysis is shown in Figure 1:
Figure 1: 2D visualization of around 8000 molecules encoded into the latent space.
The results are visualized using RDKit Python package.
4.3 Benchmarks
The following benchmarks was used to determine the performance of our network for generating
molecules:
1. Validity: It assesses whether the molecules generated are realistic or not. Examples of not valid
molecules are one with wrong valency configuration or wrong SMILES syntax.
2. Uniqueness: It assesses whether the molecules generated are different from one another or not.
3. Novelty: It assesses whether the molecules generated are different from the ones in the training
set or not.
4.4 Network Architecture
Our network was trained on SMILES from ChEMBL database. Since the context is in small molecular
generation, hence only SMILES string with less than 120 characters were used. The data was divided
into 80% training data and 20% testing data. Bayesian optimization was done to optimize the
hyper-parameters like number of hidden layers, activation functions, learning rate etc.
Our model is comprised of an encoder, predictor and decoder networks. The encoder in our network
has three bi-GRU layers, flatten layer and a dense layer. The predictor is comprised of a dense layer
and three 1D convolutional layers. The latent space dimensions were set to 292. The encoder was fed
data from SMILES database after one hot encoding. The encoded data is sampled in the latent space
using mean and standard deviation vectors. The latent vector produces new samples after passing
through the decoder. The decoder has three uni-GRU layers followed by a dense and flatten layer.
4
The input variable x is generated from a generative distribution pθ(x|y, z), which is conditioned on the
output variable y and latent variable z. The prior distributions are denoted by p(y) = N(y|σy,∑ y)
and p(z) = N(z|θ, I). In our case, x denotes molecules while y denotes properties. Standard
deviation is used on both y and z terms before passing through the decoder. Our network is shown in
Figure 2:
Figure 2: Illustration of our network architecture
4.5 Loss Functions
After the network is trained, property prediction is done using prediction network qφ(y|x). The
unlabeled instance is represented by x, the corresponding properties yˆ are predicted as defined in
Equation 5:
yˆ ∼ N (µφ(x),diag (σ2φ(x))) (5)
The point estimate yˆ can be obtained by maximizing the probability which is represented by µφ(x).
The decoder network pθ(x|y, z) is used to generate a molecule. A molecule representation xˆ is
obtained from y and z as defined in Equation 6:
xˆ = argmax log pθ(x | y, z) (6)
Let a sequence S of symbols si at steps ti ∈ T , our language model assigns a probability as defined
in Equation 7:
Pθ(S) = Pθ (s1) ·
T∏
t=2
Pθ (st | st−1, . . . , s1) (7)
where the parameters θ are learned from the training set. We use a GRU to estimate the probabilities
of Equation 7.
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The probability distribution Pθ(st+1|st, ..., s1) of the next symbol given the already seen sequence is
thus estimated using the output vector yt of the recurrent neural network at time step t as defined in
Equation 8:
Pθ (st+1 = k | st, . . . , s1) =
exp
(
ykt
)∑K
k′=1 cxp
(
yk
′
t
) (8)
where ykt corresponds to the k
th element of vector yt. Novel molecules can be generated by sampling
from this distribution. This sampling procedure is repeated until the desired number of characters has
been generated.
4.6 Experimental Details
An open source package named RDKit was used for testing the validity of the generated SMILES
strings and calculating the properties of the molecules. Samples of dataset is drawn from ZINC
database (Irwin et al., 2012). Learning rate in our experiments was set to 0.0001 with exponential
decay of 0.99. The model was trained until it converged. The condition for generated molecules to
be successful is if the target property of generated molecules was within 10% range of given target
value. The molecules are encoded to the latent representation and gaussian noise is added to it.
The standard deviation value was important to tune as a lower value generated molecules similar to
the ones in the training set. On the other hand using a larger standard deviation generated molecules
very different from the ones it was trained on. The optimal value of standard deviation was found
to be 0.05. During training, we normalize each output variable to have a mean of 0 and standard
deviation of 1. Batch size value of 50 was used along with ADAM as the optimizer.
The property prediction performance is evaluated using mean absolute error (MAE) on the test set.
The encoder, predictor and decoder networks consist of three hidden layers each having 50 gated
recurrent units (GRU). The target values for MolWt, LogP, and QED are set as (250, 350, 450), (1.5,
3.0, 4.5), and (0.5, 0.7, 0.9), respectively.
4.7 Evaluation Metrics
Tanimoto Similarity: Several similarity and distance metrics are used for quantifying the distance
between two molecules. The most common among them is Tanimoto similarity which has a value
between 0 and 1. Measuring the similarity between two molecules is very important as new molecules
are designed using the data of drugs which are already present. Designing drugs with new property
but similar profile requires changing the previous structure nominally. Tanimoto Similarity metric is
defined in Equation 9:
d(a,b) =
n(A ∩B)
n(A) + n(B)− (A ∩B) (9)
where n(A) denotes number of bits set to 1 in molecule a′s fingerprint, n(B) denotes number of
bits set to 1 in molecule b′s fingerprint, (A ∩B) denotes number of bits set to 1 that molecule a and
molecule b have in common.
4.8 Property Prediction
The fraction of invalid molecules using our network was less than 1%. The fraction of unique
molecules generated is 90.2%. The average and standard deviation values are reported in Table 1
using MAE as the evaluation metric with the varying fractions of labeled molecules. Our network
outperforms others in most of the cases.
An important tool for evaluating the performance of network is done using properties distribution.
The following three properties are used:
1. Molecular weight (MW): It is the sum of atomic weights in a molecule. To figure out if the
generated samples are biased towards lighter or heavier molecules histograms of molecular weight
for the generated and test sets are plotted.
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2. LogP: It is the ratio of a chemical’s concentration in the octanol phase to its concentration in the
aqueous phase.
3. Quantitative Estimation of Drug-likeness (QED): It is a measure of how likely a molecule is a
viable candidate for a drug. It’s value lies between 0 and 1 both included.
5 Results
The property prediction performance with varying fractions of labeled molecules compared with
networks: ECFP (Rogers and Hahn, 2010), GraphConv (Kearnes et al., 2016), VAE (Gómez-
Bombarelli et al., 2018) and SSVAE (Kang and Cho, 2018) is shown in Table 1:
Table 1: Property prediction performance with varying fractions of labeled molecules.
frac(%) property ECFP GraphConv VAE SSVAE Ours
5 MolWt 17.713±0.396 6.723±2.116 3.463±0.971 1.639±0.577 1.215 ± 0.383
5 LogP 0.380±0.009 0.187±0.015 0.125±0.013 0.120±0.006 0.135 ± 0.005
5 QED 0.053±0.001 0.034±0.004 0.029±0.002 0.028±0.001 0.014 ± 0.004
10 MolWt 15.057±0.358 5.255±0.767 2.464±0.581 1.444±0.618 1.104 ± 0.279
10 LogP 0.335±0.005 0.148±0.016 0.097±0.008 0.090±0.004 0.086 ± 0.012
10 QED 0.045±0.001 0.028±0.003 0.021±0.002 0.021±0.001 0.023 ± 0.002
20 MolWt 12.047±0.168 4.597±0.419 1.748±0.266 1.008±0.370 0.796 ± 0.105
20 LogP 0.249±0.004 0.112±0.015 0.074±0.006 0.071±0.007 0.068 ± 0.010
20 QED 0.033±0.001 0.021±0.002 0.015±0.001 0.016±0.001 0.016 ± 0.001
50 MolWt 9.012±0.184 4.506±0.279 1.350±0.319 1.050±0.164 0.994 ± 0.081
50 LogP 0.180±0.003 0.086±0.012 0.049±0.008 0.047±0.003 0.058 ± 0.011
50 QED 0.023±0.000 0.018±0.001 0.009±0.002 0.010±0.001 0.009 ± 0.001
Sample of molecules generated using standard deviation value of 0.05 is presented in Figure 3:
Figure 3: A few randomly selected, generated molecules. Sampled molecules using different signature
and standard deviation of 0.05
We demonstrate that our network can generate with target properties for Aspirin and Tamiflu. The
condition vector was made up of custom values for target properties. The molecules generated by our
network for Aspirin is shown in Figure 4:
The molecules generated are considerably different from original molecules since the latent vectors
were chosen randomly. The molecules generated by our network for Tamiflu is shown in Figure 5:
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Figure 4: Molecules generated by our network with the condition vector made of the five target
properties of Aspirin
Figure 5: Molecules generated by our network with the condition vector made of the five target
properties of Tamiflu
5.1 Interpolation
The generative models like VAE and CVAE are able to learn smooth latent representation of input
data and perform interpolations on them. For carrying out the interpolations, starting and end points
are needed. Both of these points should represent a molecule in chemical space. The interpolation
samples between Aspirin and Paracetamol is shown in Figure 6:
Figure 6: Generated samples using interpolation.
6 Conclusions
Drug discovery or new molecule generation has garnered a lot of attention from the deep learning
community. Since it a very important but challenging problem in Cheminformatics, hence a lot of
work has been done using a variety of neural networks. In this paper, we propose a novel network
for generating similar but new molecules to the one it has been trained on. The network is made up
of three parts: encoder, predictor and decoder networks. We present the loss functions, molecular
representation and experimental details. Using Molecular weight, LogP and Quantitative Estimation
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of Drug-likeness as the property prediction metrics, our network performs better than previous state
of the art approaches.
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