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Multipole Perfectly Matched Layer for
Finite-Difference Time-Domain electromagnetic
modelling
Antonios Giannopoulos
Abstract—A new multipole perfectly matched layer (PML)
formulation is presented. Based on the stretched-coordinate
approach the formulation, that utilises a recursive integration
concept in its development, introduces a PML stretching function
that is created as the sum of any given number of complex-
frequency shifted (CFS) constituent poles. Complete formulae
for up to a 3-pole formulation, to facilitate its implementation
in finite-difference time-domain (FDTD) codes, are developed.
The performance of this new multipole formulation compares
favourably with existing higher order PMLs that instead utilise
stretching functions that are developed as the product of elemen-
tary CFS constituent poles. It is argued that the optimisation of
the new multipole PML could be more straightforward when
compared to that of a higher order PML due to the absence of
extra terms generated by the process of multiplication used in
the development of the overall PML stretching function in higher
order PMLs. The new multipole PML is found to perform very
well when compared to standard CFS-PMLs requiring equivalent
computational resources.
Index Terms—Absorbing Boundary Conditions, Finite Differ-
ence Methods, Perfectly Matched Layer.
I. INTRODUCTION
THIS paper presents a novel idea in creating more generalperfectly matched layer (PML) stretching functions and a
PML formulation to support their implementation in the finite-
difference time-domain (FDTD) method which is widely used
by the electromagnetic modelling community. The underlying
design idea of this new general PML stretching function is
based on a simple additive combination of different elementary
complex frequency shifted (CFS) stretching functions. To use
such a general stretching function a multipole PML (MPML)
formulation is developed and tested.
From the inception of the PML, as a mechanism for
outgoing wave absorption in terminating FDTD [1] [2] compu-
tational grids, the application of the PML resulted into a step-
change in the use of FDTD for modelling complex electromag-
netic problems. After the initial split-field formulation [3] and
the independent introduction of the stretched-coordinate PML
[4] [5] there have been a number of PML formulations for
the FDTD method [6]. Soon it became apparent that although
the PML was performing a lot better than local absorbing
boundary conditions, based on approximations of one-way
wave equations, it exhibited performance issues for a number
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of electromagnetic problems, especially ones involving evanes-
cent waves [7] [8] and this was clearly demonstrated in wave-
structure interaction problems [9]. The introduction of the
complex frequency shifted PML (CFS-PML) [10] and its wider
adoption [11] remedied somewhat the issues. A comprehensive
review of the PML method in FDTD is given in [12].
The search however, for better performing PMLs continued
and eventually led to the development of a second order PML
formulation [13] in an effort to combine the benefits of the
good absorption, offered primarily for body waves, by the
original standard PML with the better performance of CFS-
PML in cases where inhomogeneous waves were encountered.
In [13] Correia and Jin introduced a split-field formulation of
a 2nd order PML and since then unsplit FDTD formulations
of 2nd order PMLs have been reported [14], [15] and a
formulation for a general N-order PML was given in [16].
These have confirmed that at least a 2nd order PML can
perform better than either a standard PML or a CFS-PML
can do on their own, highlighting that increasing the order
might benefit the PML absorption. Obviously, this increase
in performance has to be weighted against the expected
increase in the computational load. However, this was not
taken into account when higher order PMLs where previously
evaluated. One of the problems in developing a higher order
PML is that the resulting stretching function is obtained as a
product of individual CFS stretching functions. The underlying
design idea for a higher order PML was that the combination
will allow to reap the benefits of each term in the product.
However, it is clear from a simple inspection that one will
have to contemplate and deal with added terms resulting
from multiplying together these stretching functions and as a
result optimisation is not as straightforward [17]. In addition,
careful consideration is required in examining new higher
order stretching functions to ensure stability of the PML
application [16].
The proposed formulation here is based on the simple com-
bination of any number of required CFS stretching functions in
a summation; hence calling it the multipole PML. The idea of
using a summation draws parallels to the use of such multipole
formulations in modelling the complex frequency dependent
behaviour of materials (e.g. [18]). As no product of stretching
functions is used in the development of the multipole PML
no other extra terms as in the case of higher order PMLS are
present. Hence, it is suggested that the optimisation of such
a multipole PML should be in principle more straightforward
when compared to the one of a higher order PML. Although,
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the derivation of the formulation might seem to be somewhat
tedious the final result is simple to implement in existing
FDTD codes [19] in a similar way as presented in [20] for
the general CFS-PML and in [16] for higher order PMLs. The
formulation presented here is given in a general form and for
any required number of CFS poles and it does not add any
more computational burden compared to existing higher order
PML formulations. This paper focuses on the development
of the MPML formulation leaving a detailed study of its
optimisation for further research effort in future.
II. THEORY
The fundamental concept of the PML is based on the
use of a spatial complex stretching function that primarily
through its imaginary part provides a mechanism for the
effective attenuation of the electromagnetic waves inside the
PML without significant reflection. In the continuous case a
PML offers reflectionless transmission of the electromagnetic
energy inside it in order to be effectively attenuated and
eliminated. The numerical implementation is not reflectionless
but it can be designed to offer great absorption performance.
The original PML stretching function was of the form
sstd = κ+
σ
ω0
(1)
where often κ = 1 in most early uses. This can be shown
to provide frequency independent attenuation for propagating
waves where their wavenumber can be considered to be of the
simple form ω/c. To mitigate problems with unsatisfactory
PML performance involving inhomogeneous waves in a num-
ber of different settings [12] the complex frequency shifted
(CFS) stretching function was introduced [10]. Defined as
scfs = κ+
σ
α+ ω0
(2)
it has been shown to improve PML performance in a number
of cases. A further development was the introduction of higher
order stretching functions in an attempt to enhance more the
performance of PMLs. This was initially conceived to be best
facilitated using a 2nd order stretching function of the form
[13]
sho = sstd × scfs = (κ1 + σ1
ω0
)(κ2 +
σ2
α2 + ω0
) (3)
generalised to a Nth order PML in [16] as
sho =
N∏
i=1
κm +
σm
αm + ω0
(4)
In general, it is the imaginary part of the stretching function
that is responsible for the attenuation offered by the PML [13].
Examining the imaginary parts of equations (1) , (2) and (3)
=(sstd) = σ
ω0
(5)
=(scfs) = σω0
α2 + ω220
(6)
=(sho) = κ2σ1
ω0
+
κ10σ2ω
α22 + 
2
0ω
2
+
α2σ1σ2
0ω(α22 + 
2
0ω
2)
(7)
it is easily observed that the imaginary part of the higher
order stretching function does not just provide the desired
combination of that of a standard (1) and of a CFS (2)
stretching function attenuation mechanisms, as given by (5)
and (6), but it clearly introduces other terms that result from
the process of multiplying the two stretching functions that
provide, in this case, a 2nd order PML. In contrast, it is
simple to show that a simple addition of the same constituent
stretching functions given in (1) and (2) will have provided an
imaginary part of the form
=(s) = σ1
ω0
+
0σ2ω
α22 + 
2
0ω
2
(8)
which it seems that it is a better fit to the initial intention and
design idea for combining different PML stretching functions.
Although the higher order PML can be optimised to perform
well [13] [16], and it has been demonstrated that can outper-
form same thickness simpler CFS-PMLs, the process of its
optimisation is not as straightforward [17]. For example, an
important constrain in selecting appropriate range of values
for a 2nd order PML results from examining the real part of
(3) that is easily obtained as
<(sho) = κ2 + σ2α2
α22 + ω202
− σ1σ2
α22 + ω202
(9)
It is a requirement to ensure that <(sho) ≥ 1 in order to
guarantee stability as otherwise the PML introduces a real
contraction of space [16]. This results in setting α2 = α0 +σ1
[13] which is not really following the rationale of introducing
the α parameter in CFS stretching functions. So, evidently
the fact that extra terms, than the ones desired, are present in
the combined 2nd order stretching function, that need to be
taken into account, makes the 2nd order PML rather difficult to
optimise in practice. This is a lot worst if higher order PMLs
than the 2nd are to be considered.
In the following, a PML formulation based on a new
multipole stretching function is proposed and its formulation
is presented. Although, the concept is simple it appears that
it has not been pursued before. This new PML termed the
multipole PML (MPML) will have a stretching function of
the form
smp = sstd + scfs = (κ1 + κ2) +
σ1
ω0
+
σ2
α2 + ω0
(10)
or in the more general form
smp = κ+
N∑
m=1
σm
αm + ω0
(11)
this will be shown that it compares favourably with higher
order PMLs but it can be reasonably argued that it is easier
to optimise and possibly to even extent to include a higher
number of poles, if required, without having to consider as
a cumbersome and restrictive optimisation as required by the
higher order PML formulations. Further, selecting essential
PML parameters (e.g.values for αm) for the MPML follows
the more familiar design idea and purpose according to their
original development and introduction into PMLs (e.g. general
inverse scaling of α values).
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III. FORMULATION OF THE MPML
The development of the MPML follows a similar approach
used in the development of the recursive integration PML
(RIPML) as presented in [20] and [16] and uses similar
underlying concepts.
Maxwell’s equations in frequency domain and in stretched
co-ordinates can be written compactly with the help of the
cyclic notation (i, j, k) ∈ (x, y, z), (y, z, x), (z, x, y) as
ωD˜i =
1
sj
∂H˜k
∂j
− 1
sk
∂H˜j
∂k
(12)
ωB˜i =
1
sk
∂E˜j
∂k
− 1
sj
∂E˜k
∂j
(13)
where su with u ∈ (i, j, k) is a multipole CFS stretching
function defined by
su = κ+
N∑
m=1
σum
αum + ω0
(14)
where N is the number of general CFS poles that make up
the multipole stretching function and its individual terms are
of the general form presented originally in [10]. Introducing
in (12) and (13) the simple variable transformation
ψu =
1− su
su
(15)
results in
ωD˜i = (1 + ψj)
∂H˜k
∂j
− (1 + ψk)∂H˜j
∂k
(16)
ωB˜i = (1 + ψk)
∂E˜j
∂k
− (1 + ψj)∂E˜k
∂j
(17)
Examining (16) and (17), in the PML region, they can be
interpreted as the normal Maxwell’s equations with added
electric and magnetic field dependent currents as follows
ωD˜i =
∂H˜k
∂j
− ∂H˜j
∂k
+ J˜ij − J˜ik (18)
ωB˜i =
∂H˜j
∂k
− ∂H˜k
∂j
+ M˜ik − M˜ij (19)
where these currents are given by
J˜ij = ψj
∂H˜k
∂j
, J˜ik = ψk
∂H˜j
∂k
(20)
M˜ij = ψj
∂E˜k
∂j
, M˜ik = ψk
∂E˜j
∂k
(21)
The key concept in using the recursive integration idea is to
efficiently calculate J˜ij and J˜ik in (20) and M˜ij and M˜ik in
(21) leading to a simple implementation of the multipole PML
as a correction that can be easily applied to the electromagnetic
fields after updating the complete FDTD computational grid
using standard FDTD equations. In this paper only the detailed
procedure for obtaining J˜ij for a multipole PML is presented.
The remaining field dependent electric and magnetic current
terms found in (20) and (21) can be derived completely
analogously.
Substituting in (20) (1− sj)/sj for ψj results in
sj
(
J˜ij +
∂H˜k
∂j
)
=
∂H˜k
∂j
(22)
using ((14)) in ((20)) gives(
κ+
N∑
m=1
σjm
αjm + ω0
)(
J˜ij +
∂H˜k
∂j
)
=
∂H˜k
∂j
(23)
Defining a set of functions Λ˜ijm for every m ∈ [1, N ] CFS
pole as
Λ˜ijm =
(
σjm
αjm + ω0
)(
J˜ij +
∂H˜k
∂j
)
(24)
allows J˜ij to be obtained by
J˜ij =
1− κ
κ
∂H˜k
∂j
− 1
κ
N∑
m=1
Λ˜ijm (25)
It is obvious that because Λ˜ijm contain itself terms involving
J˜ij solving (25) is not simple. However, using the process
of recursive integration for evaluating Λ˜ijm allows for an
efficient solution for J˜ij , as it will be presented bellow. It
is worth noting that balancing equation (25) in terms of the
time instance that is evaluated (e.g. n+ 12 ) it is very important
and an alternative formulation using an auxiliary differential
equation approach will have resulted in difficulties to achieve
such balance in a straightforward manner as Λ˜ijm would have
had to be evaluated half a time-step apart from J˜ij .
Manipulating (24) algebraically results in
αjmΛ˜ijm + ω0Λ˜ijm = σjm J˜ij + σjm
∂H˜k
∂j
(26)
following the main concept in developing the RIPML as
discussed in [20] after dividing (26) by ω0, rearranging and
grouping similar terms gives
Λ˜ijm =
1
ω
[σjm
0
J˜ij +
σjm
0
∂H˜k
∂j
− αjm
0
Λ˜ijm
]
(27)
Transforming (27) into the time domain requires the evaluation
of a time integral. However, there will be no need to calculate
any time derivatives. So, transforming (27) into the time
domain results in
Λijm =
∫ τ
0
σjm
0
Jij +
σjm
0
∂Hk
∂j
− αjm
0
Λijm dτ (28)
The magnetic field dependent currents J˜ij and J˜ik in (18)
are evaluated at the same time instance as the magnetic field
components H˜k and H˜j while the electric field dependent
current M˜ij and M˜ik in (19) are evaluated at the same
time instance as the electric field components E˜k and E˜j .
Therefore, after assuming that magnetic field components are
evaluated at half steps (i.e. n+1/2 ) and that all field quantities
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are zero for t ≤ 0, applying the extended trapezoidal rule in
(28) gives
Λ
n+1/2
ijm
=
n−1∑
p=0
[σjm∆t
0
J
p+1/2
ij +
σjm∆t
0
∂H
p+1/2
k
∂j
−
αjm∆t
0
Λ
p+1/2
ijm
]
+
σjm∆t
20
J
n+1/2
ij +
σjm∆t
20
∂H
n+1/2
k
∂j
− αjm∆t
20
Λ
n+1/2
ijm
(29)
Rearranging ((29)) results in(
1 +
αjm∆t
20
)
Λ
n+1/2
ijm
=
σjm∆t
20
J
n+1/2
ij +
σjm∆t
20
∂H
n+1/2
k
∂j
+ Φ
n−1/2
ijm
(30)
where the memory variable Φijm has been introduced to hold
the summation
Φ
n−1/2
ijm
=
n−1∑
p=0
[σjm∆t
0
J
p+1/2
ij +
σjm∆t
0
∂H
p+1/2
k
∂j
− αjm∆t
0
Λ
p+1/2
ijm
] (31)
and therefore Λn+1/2ijm can be obtained by
Λ
n+1/2
ijm
=
σjm∆t
20 + αjm∆t
J
n+1/2
ij +
σjm∆t
20 + αjm∆t
∂H
n+1/2
k
∂j
+
20
20 + αjm∆t
Φ
n−1/2
ijm
(32)
Considering the time domain version of (25) and the above
result for Λijm , the required Jij can be obtained by
J
n+1/2
ij =
1− κ
κ
∂H
n+1/2
k
∂j
− 1
κ
N∑
m=1
σjm∆t
20 + αjm∆t
J
n+1/2
ij −
1
κ
N∑
m=1
σjm∆t
20 + αjm∆t
∂H
n+1/2
k
∂j
− 1
κ
N∑
m=1
20Φ
n−1/2
ijm
20 + αjm∆t
(33)
It is easily observed that Jn+1/2ij and the spatial derivative
of the magnetic field ∂Hn+1/2k /∂j are constant factors with
respect to the summation index. Therefore, they can be brought
outside the sum and hence Jn+1/2ij can be finally obtained,
after some algebraic manipulations, in an easy to use form as
J
n+1/2
ij =
( 1
κ+
∑N
m=1
σjm∆t
20+∆tαjm
− 1
)∂Hn+1/2k
∂j
−
( 1
κ+
∑N
m=1
σjm∆t
20+αjm∆t
) N∑
m=1
20Φ
n−1/2
ijm
20 + αjm∆t
(34)
The update of the Φn+1/2ijm memory variable follows by in-
specting (31) and can be easily be written as
Φ
n+1/2
ijm
= Φ
n−1/2
ijm
+
σjm∆t
0
J
n+1/2
ij +
σjm∆t
0
∂H
n+1/2
k
∂j
− αjm∆t
0
Λ
n+1/2
ijm
(35)
It is obvious that getting a simple expression for Φn+1/2ijm
requires substitutions first for Λn+1/2ijm given by (32) and then
for Jn+1/2ij as calculated by (34). After some tedious but
simple algebraic manipulations Φn+1/2ijm can be obtained by
Φ
n+1/2
ijm
=
20 − αjm∆t
20 + αjm∆t
Φ
n−1/2
ijm
+
( 2∆tσjm
20 + αjm∆t
)( 1
κ+
∑N
l=1
σjl∆t
20+∆tαjl
)∂Hn+1/2k
∂j
−
( 2∆tσjm
20 + αjm∆t
)( 1
κ+
∑N
l=1
σjl∆t
20+∆tαjl
) N∑
l=1
20Φ
n−1/2
ijl
20 + αjl∆t
(36)
In order to develop simple formulae for MPML implementa-
tions it is useful to define the following variables that are only
computed once and depend only on the properties of su, the
MPML stretching function
RAj = κ+
N∑
m=1
σjm∆t
20 + αjm∆t
RBjm =
20
20 + αjm∆t
REjm =
20 − αjm∆t
20 + αjm∆t
RFjm =
2∆tσjm
20 + αjm∆t
with these (34) is presented compactly and simply as
J
n+1/2
ij =
{
1
RAj
− 1
}
∂H
n+1/2
k
∂j
− 1
RAj
N∑
l=1
RBjlΦ
n−1/2
ijl
(37)
and (36) can be similarly simplified as
Φ
n+1/2
ijm
= REjmΦ
n−1/2
ijm
+
RFjm
RAj
{∂Hn+1/2k
∂j
−
N∑
l=1
RBjlΦ
n−1/2
ijl
}
(38)
and then used to derive individual update equations for each
memory variable Φijm as required.
One summation memory variable Φijm is required for
every pole in the multipole PML presented here. Therefore,
the memory footprint of this multipole PML formulation
is the same as the one required by the higher order PML
formulations presented in [16] . Φijm can simply be updated
in the same computational loop after the application of the
multipole PML as a “correction procedure” to the FDTD field
components in the PML regions by using (37). Λijm is not
required any more and there is no need to explicitly calculate
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it or store it. Its use supported the development of the concept
for the multipole PML but is not required by its numerical
implementation in an FDTD algorithm. Similarly, Jij does not
need to be explicitly computed as the RHS of (37) can be used
directly as needed. However, if desired it can be calculated “on
the fly” and does not require additional computer memory.
A. One-pole MPML
Assuming that the PML stretching function su has only one
pole, which is equivalent to the standard scfs ((2)), and is of
the form
su = κ+
σ1
α1 + ω0
(39)
the updates for Jn+1/2ij and Φ
n+1/2
ij1
are simply written as
J
n+1/2
ij =
{
1
RAj
− 1
}
∂H
n+1/2
k
∂j
− 1
RAj
RBj1Φ
n−1/2
ij1
(40)
followed by the update of Φn+1/2ij1
Φ
n+1/2
ij1
= REj1Φ
n−1/2
ij1
+
RFj1
RAj
{∂Hn+1/2k
∂j
− RBj1Φn−1/2ij1
}
(41)
These formulae, as expected, result to a first order PML
implementation that is exactly equivalent to the one reported in
[20] and [16]. The Φij1 used here is κ times the Φij1 employed
in the development of the higher order RIPML of [16]. By
taking this into account the two formulations become identical.
Numerical tests have verified this assertion.
B. Two-pole MPML
Assuming that the PML stretching function su has two
poles, which is equivalent to having two scfs, or by setting
α1 = 0 an additive combination of a standard streching
function sstd with a scfs. The overall general form of su
becomes
su = κ+
σ1
α1 + ω0
+
σ2
α2 + ω0
(42)
and Jn+1/2ij is given by
J
n+1/2
ij =
{
1
RAj
− 1
}
∂H
n+1/2
k
∂j
− 1
RAj
{
RBj1Φ
n−1/2
ij1
+ RBj2Φ
n−1/2
ij2
}
(43)
and the updates for Φn+1/2ij1 and Φ
n+1/2
ij2
can follow as
Φ
n+1/2
ij1
= REj1Φ
n−1/2
ij1
+
RFj1
RAj
{∂Hn+1/2k
∂j
− RBj1Φn−1/2ij1
− RBj2Φn−1/2ij2
}
(44)
Φ
n+1/2
ij2
= REj2Φ
n−1/2
ij2
+
RFj2
RAj
{∂Hn+1/2k
∂j
− RBj1Φn−1/2ij1
− RBj2Φn−1/2ij2
}
(45)
It should be noted that this 2-pole PML is not equivalent to
the 2nd order PML presented in [16], [13] and [14]
C. Three-pole MPML
To develop a multipole PML with three poles the stretching
function su takes the form
su = κ+
σ1
α1 + ω0
+
σ2
α2 + ω0
+
σ3
α3 + ω0
(46)
and Jn+1/2ij can be easily obtained as
J
n+1/2
ij =
{
1
RAj
− 1
}
∂H
n+1/2
k
∂j
− 1
RAj
{
RBj1Φ
n−1/2
ij1
+ RBj2Φ
n−1/2
ij2
+ RBj3Φ
n−1/2
ij3
}
(47)
the updates for Φn+1/2ij1 , Φ
n+1/2
ij2
and Φn+1/2ij3 can follow as
Φ
n+1/2
ij1
= REj1Φ
n−1/2
ij1
+
RFj1
RAj
{∂Hn+1/2k
∂j
− RBj1Φn−1/2ij1
− RBj2Φn−1/2ij2 − RBj3Φ
n−1/2
ij3
}
(48)
Φ
n+1/2
ij2
= REj2Φ
n−1/2
ij2
+
RFj2
RAj
{∂Hn+1/2k
∂j
− RBj1Φn−1/2ij1
− RBj2Φn−1/2ij2 − RBj3Φ
n−1/2
ij3
}
(49)
Φ
n+1/2
ij3
= REj3Φ
n−1/2
ij3
+
RFj3
RAj
{∂Hn+1/2k
∂j
− RBj1Φn−1/2ij1
− RBj2Φn−1/2ij2 − RBj3Φ
n−1/2
ij3
}
(50)
Looking to increase computational efficiency, it is easy to
note that the same terms in curly brackets { } are appearing
in the calculation of both Jn+1/2ij and in the updates of all
Φ
n+1/2
ijm
memory variables. So, these can be easily stored in a
temporary variable in the beginning of the update process and
reused efficiently simplifying greatly the computation. Further
computational gains can be achieved by noting the common
occurrence of RBjlΦ
n−1/2
ijl
and using the memory variable to
hold that quantity instead of simply Φn−1/2ijl .
It is important to note that contrary to the implementation
of higher order PMLs [13] [16] after the correction of the
corresponding field component by Jn+1/2ij the update of the
memory variables Φn+1/2ijm does not have to proceed in any
particular order. In terms of an FDTD implementation the
PML dependent currents Jij , Jik, Mij and Mik need only
to be applied in the PML regions after the normal update
of all the fields in the FDTD grid. In terms of memory
requirements N extra memory variables – one per pole – are
required per stretched co-ordinate derivative. So, a two-pole
MPML requires twice the memory of the standard CFS-PML
formulation. The formulation is equally applicable with the
standard PML stretching function by just letting αm = 0.
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However, it is easily observable from the form of su that
setting αm = 0 for more than one of the poles is wasting
computer memory and resources.
IV. NUMERICAL RESULTS
To demonstrate the feasibility of a multipole PML as an
alternative to a higher order PML formulation the numerical
tests used in [16], as adopted from [13], are used here to
test the proposed new MPML formulation. These tests are by
no means exhaustive, they have been chosen for reasons of
maintaining consistency in comparing with results obtained
from previous similar works and because they have been used
in the past for testing PML performance [2]. Parameters for
CFS-PMLs and 2nd order PMLs have been obtained from [16]
but optimum PML parameters for the multipole PMLs used
here have been obtained using a trial and error approach.
Although, the computational requirements of a multipole
PML are almost identical to the ones of an equivalent higher
order PML, this clearly is not the case for comparisons with
standard CFS-PMLs which clearly require at least less memory
storage. In Table I a relative comparison of computational
load in terms of computing time and memory storage, for
a number of CFS-PMLs of various thickness is given. The
basis for the comparison are the computational effort and
memory storage required by an implementation of a 2-pole
MPML. Negative numbers indicate a more efficient CFS-PML
formulation for the two criteria. A 1-pole PML formulation
has been used for the standard CFS-PML calculations. This
is equivalent to the RIPML implementation of the CFS-PML
[20]. The results of the comparison are restricted to the two
examples presented here and used to inform the selection
of test cases for evaluating relative PML performance. From
analysing the results presented in Table I, it emerges that a 14-
cell CFS-PML is more storage efficient from a 10-cell 2-pole
PML whilst a 15-cell one is only slightly more demanding.
However, for the 3D example only a 13-cell CFS-PML is more
efficient, in terms of storage, from a 10-cell 2-pole MPML
whilst a 14-cell one being marginally less storage efficient.
However, interestingly when computational effort (i.e. run
time) is considered it appears that only a 12-cell CFS-PML is
more efficient from the 10-cell 2-pole MPML in 2D without
any marginal differences and when considering the 3D case,
only an 11-cell CFS-PML requires less computational time
than the 10-cell 2-pole MPML.
When the size of the FDTD computational grid increases
the PML becomes a smaller fraction of its dimensions which
is not the case in the examples tested here. In such cases
the thickness of CFS-PMLs that are more efficient than a 2-
pole MPML, in terms of storage, could increase by 1 cell
from the above given figures. However, the analogies relating
to the computational effort do not change. The reason for
this discrepancy between memory storage requirements and
computational effort between 2-pole MPMLs and expanding
standard CFS-PMLs, is easily understood considering that for
every extra PML cell the computational grid should increase
analogously and the computation of three, in the case of 2D
domains, and of six, in the case of 3D ones, FDTD update
TABLE I
RELATIVE COMPUTATIONAL REQUIREMENTS OF CFS-PMLS COMPARED
TO A 2-POLE 10-CELL MPML
PML Thickness Time 2D Storage 2D Time 3D Storage 3D
10 cells -16.97% -32.47% -16.42% -35.66%
11 cells -9.11% -26.22% -3.96% -27.50%
12 cells -2.17% -19.9% +15.09% -18.84%
13 cells +5.01% -13.3% +32.26% -9.67%
14 cells +13.9% -6.64% +53.40% +0.02%
15 cells +33.56% +0.15% +76.79% +10.24%
Fig. 1. TEz FDTD model of a y-directed electric current source at the centre
of a 126×26 1 mm cell TEz . A 10-cell thick PML is included in the model.
The sampling point A for the Ey field is located at the edge of the PEC sheet
and is 3 cells away from the PML boundary.
equations are needed. Although, a 2-pole MPML doubles
the memory storage footprint of the PML itself, it does not
require the expansion of the computational domain, which
is clearly needed for thicker CFS-PMLs. In addition, a 2-
pole MPML requires modest additional computational effort,
compared to a CFS-PML, than the effort required for updating
of the FDTD field equations that are needed in addition to the
extra PML cells when the size of the PML is increased. This
is easy to establish comparing the one-pole MPML and the
two-pole MPML equations presented here. Further, if more
complex FDTD update equations need to be considered in
such a comparison (e.g. when modelling frequency dispersive
materials) the 2-pole MPML will have a further advantage as
its computational load in terms of both storage and run time
is independent of the nature of the underlying FDTD update
equations.
In the following the more efficient CFS-PMLs in terms of
memory storage and computational effort are compared to
2-pole MPMLs and 2nd order PMLs using the 2D and 3D
modelling examples. In addition, comparisons with a standard
CFS-PML of the same thickness as the 2-pole MPML are
given as well as used in [16].
A. Line Source over finite 2D PEC Sheet
The 2D numerical test, as illustrated in Fig. (1), is based
on a TEz FDTD grid containing a y-directed electric current
source Jy centred over a 100 cell wide PEC sheet. The time
dependent current of the source is defined as
I(t) = −2(t− t0)
tw
e−(
t−t0
tw
)2 (51)
where tw = 26.53 ps and t0 = 4tw.
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Fig. 2. Error in the Ey field component at point A for 2D TEz PEC
sheet models terminated using a 10-cell CFS-PML, a 2nd Order RIPML as
developed in [16] and a 2-pole MPML.
To build the FDTD model a uniform 1mm square cell was
used and the time step ∆t was set to be ∆t = 0.99∆l/c
√
(2).
The electric field Ey is sampled three cells away from the
PML boundary. A reference solution was obtained using a
large FDTD grid having truncation boundaries at a suitable
distance that did not influence the computation of the electric
field at location A. The metric used to get an estimate of the
PML error at location A relative to the reference solution is
given by the formula
Errordb|ni,j = 20 log10
‖E|ni,j − Eref|ni,j‖
‖Erefmax |i,j‖
(52)
Errors from terminating the FDTD grid using a 10-cell CFS-
PML, a 2nd order RIPML, and a 2-pole MPML, are illustrated
in Fig. (2). In the following the value of σopt is given by [6]
σopt =
m+ 1
150pi∆l
(53)
where m is the order of the polynomial scaling used. In the
case of the CFS-PML the parameters for scfs where [16]
κ = 1 + κmax
(x
d
)m
σ = 1.1σopt
(x
d
)m
, α = 0.05
where κmax = 11 and m = 4. d is the thickness of the PML
and x is distance from the inner PML interface (x ∈ [0, d])
For the 2nd order RIPML the parameters were set to
κ1 = 1
σ1 = σ1opt
(x
d
)6
, α1 = 0
κ2 = 1 + κ2opt
(x
d
)3
σ2 = σ2opt
(x
d
)2
, α2 = α0 + σ1
where α0 = 0.09, κ2opt = 7, σ1opt = 0.175/(150pi∆l) adn
σ2opt = 2.5/(150pi∆l) [16]
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Fig. 3. Error in the Ey field component at point A for 2D TEz PEC sheet
model using a 10-Cell 2-pole MPML and a 12-Cell and a 14-Cell CFS-PMLs.
Optimum parameters of smp for the 2-pole MPML where
found using trial and error to be
κ = 1 + κmax
(x
d
)m1
σ1 = 0.65σopt
(x
d
)m2
, α1 = 0.11
σ2 = 0.5σopt
(x
d
)m3
, α2 = 0.05
(
1− x
d
)
where κmax = 7, m1 = 4 and for the first pole m2 = 2 and α1
is constant. For the second pole m3 = 8 and α2 is inversely
linearly scaled from the maximum value at the inner PML
interface to zero at the outer PML perfect electric conductor
boundary. An interesting observation here is that using m3 =
8, in this case, offers almost a negligible σ2 in the first few
PML layers as this high order scaling results in offering most
of the added σ2 at deeper PML layers. It is important to clarify
that in a multipole PML the constituent CFS-PML poles do
not act independently and it is the combined attenuation profile
that they produce that is important. Having the extra degrees
of freedom in defining the overall PML attenuation profile is
what helps to improve the overall performance of the multipole
PML. The performance of the 2-pole MPML is excellent when
compared to the performance of the 2nd order PML requiring
similar computational resources. There is a clear improvement
in performance with regard to the 10-cell CFS-PML however,
the computational effort is not comparable in this case.
In Fig. (3) the errors obtained from a 12-cell and a 14-cell
CFS-PMLs and a 2-pole MPML are compared. These two
CFS-PMLs have maximum PML sizes that result in being
more efficient in terms of computational load and memory
storage than the 2-pole MPML as obtained from Table I. It is
clear that the 2-pole MPML is still outperforming the CFS-
PMLs. In Table II the maximum errors as obtained by (52)
are listed. Considering the given maximum errors and the late
time reduction of error by the 2-pole MPML as well as the
computational efficiency in terms of run time the suitability of
a 2-pole MPML as a viable approach for terminating FDTD
models is clearly evident.
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TABLE II
MAXIMUM ERROR IN 2D CFS-PMLS AND A 2-POLE MPML
PML type Maximum Error (db)
10-cell CFS-PML -69.81
11-cell CFS-PML -72.68
12-cell CFS-PML -77.07
13-cell CFS-PML -81.89
14-cell CFS-PML -89.72
10-cell 2nd order RIPML -83.30
10-cell 2-pole MPML -89.42
100 mm
Jz
25 mm
Ey
z
x
y
Fig. 4. A z-directed (Jz) electric current dipole source placed 1 mm above
the corner of a 25× 100 mm thin plate. The Ey field component is sampled
1 mm away from the plate’s opposite corner [2].
B. Hertzian dipole response from a thin PEC plate
A model, presented in Fig. (4), of an elongated thin PEC
plate (25 × 100 mm) is used to test the performance of the
multipole PML formulation in a 3D FDTD code [13], [2]. The
y-directed electric field response (Ey) one cell away from the
thin PEC plate, due to a z-directed Hertzian dipole source
placed diagonally opposite the field monitoring point and at
1mm above one of the PEC sheet corners, has been obtained.
The FDTD grid used a uniform spatial-step ∆l = 1 mm and a
time-step ∆t = 1.906 ps. The time variation of the source is
the same as used in the previous 2D example and is given by
(51). The FDTD grid was comprised of 51 × 126 × 26 cells
and the 2-pole MPML was set to have a 10-cell thickness.
In the testing model only three cells of free space separated
the PEC sheet target from the inner surface of the PMLs. A
reference solution was obtained using a substantially larger
FDTD model [19].
The time dependent error calculated using (52) is presented
for a 10-cell CFS-PML, a 10-cell 2nd order RIPML and a 10-
cell 2-pole MPML in Fig. (5). The parameters for the CFS-
PML scfs where [16]
κ = 1 + κmax
(x
d
)m
σ = 1.1σopt
(x
d
)m
, α = 0.05
where κmax = 7 and m = 4. For the 2-pole MPML optimum
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Fig. 5. Relative error in the response of the y-directed electric field component
obtained one cell away from a PEC thin plate. A 10-cell thick PML has been
used and was placed three cells away from the edge of the thin PEC sheet.
Errors are presented for a CFS-PML, a 2nd order RIPML and a 2-pole MPML.
parameters for smp where found using a trial and error process
κ = 1 + κmax
(x
d
)m1
σ1 = 0.65σopt
(x
d
)m2
, α1 = 0.15
(
1− x
d
)m3
σ2 = 0.65σopt
(x
d
)m4
, α2 = 0.8
(
1− x
d
)
where κmax = 11, m1 = 4 and for the first pole m2 = 4
and m3 = 2 as α1 is inversely quadratically scaled from the
maximum value at the inner PML interface to zero at the outer
PML perfect electric conductor boundary. For the second pole
m4 = 2 and α2 is inversely linearly scaled as in the 2D case.
Finally, the parameters of the 2nd order RIPML stretching
function sho were set as defined for the previous 2D example
but with σ1opt = 0.275/(150pi∆l), σ2opt = 2.75/(150pi∆l) and
α0 = 0.07 instead [16].
It is evident from Fig. (5) that the 2-pole MPML improves
the overall performance of the boundary condition for the 3D
case in a similar way as for the 2D case. An optimised 2-
pole MPML having α1 = 0 had also been found to perform
well in tests but it was clear that a 2-pole using two CFS poles
MPML having different inverse polynomials for scaling of the
α parameters performed better.
In Fig. (6) a comparison of the time dependent PML errors
from an 11-cell and a 13-cell CFS-PMLs and the 10-cell 2-pole
MPML is presented. The 11-cell CFS-PMLs corresponds to
the maximum PML size that is more computational efficient in
terms of run-time from a 10-cell 2-pole MPML. Equivalently,
the 13-cell CFS-PML is the one that is more efficient in terms
of memory storage than the 10-cell 2-pole MPML. The 10-cell
2-pole MPML is clearly better performing and as can be seen
from Table III has a very small maximum error in addition to
an improved late time performance.
V. CONCLUSION
A new PML formulation based on the stretched coordinate
approach, that is agnostic of the underlying media proper-
ties, has been presented. The formulation, developed using
recursive integration, utilises a new stretching function that
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Fig. 6. Relative error in the response of the y-directed electric field component
obtained one cell away from a PEC thin plate. Errors are presented for a 11-
cell CFS-PML a thicker 13-cell CFS-PML and from a 10-cell 2-pole MPML.
TABLE III
MAXIMUM ERROR IN 3D CFS-PMLS AND A 2-POLE PML
PML type Maximum Error (db)
10-cell CFS-PML -71.00
11-cell CFS-PML -77.14
12-cell CFS-PML -83.65
13-cell CFS-PML -89.75
14-cell CFS-PML -95.50
10-cell 2nd order RIPML -76.51
10-cell 2-pole MPML -91.12
is build as a summation of elementary CFS-PML stretching
functions thus introducing into the PML a generic multipole
stretching. Application into an FDTD code is straightforward
especially if the PML is considered as applying field dependent
sources to relevant electric and magnetic fields. This approach
allows the PML to be applied as a correction after normally
updating the FDTD field components and simplifies coding
greatly [19]. One important aspect is that the optimisation
of the new multipole PML follows more naturally the design
of the CFS-PML stretching function as the α parameters are
found to require inverse scaling when compared to the PML
conductivity terms. This is in agreement with the underlying
design idea of the CFS-PML. Further, the fact that a multi-
pole stretching function does not generate extra terms in its
imaginary and real parts, contrary to the stretching function of
higher order PMLs, is an advantage as it makes optimisation
easier and does not require special arrangements of the PML
parameters to guaranteed stability as is in the case for example
of the 2nd order PML. In terms of stability very long runs,
in excess of 106 iterations, performed during testing did not
reveal any issues. The empirically optimised 2-pole MPML
used in the examples presented here has been found to perform
very well when compared to standard CFS-PMLs that in
essence are equivalent to 1-pole MPMLs, requiring similar
computational resources both in terms of execution time and
of memory storage. As computer memory is becoming less
of a limiting factor in FDTD modelling it is computational
time that should be the main criterion in picking a suitable
formulation for a PML. In this case the 2-pole MPML appears
to have a clear and distinct performance advantage from an
equivalently thick CFS-PML or a similar 2nd order PML. It
is, however, important to stress as well the fact that significant
further research effort is required in order to arrive at efficient
optimisation guidelines in order for the MPML to be useful for
practical everyday FDTD modelling problems without having
to iteratively optimise its parameters which is time consuming
and requires relevant PML expertise by the user. For example,
an approach similar to [17], recently reported for optimising
2nd order PMLs, could be a potential starting point for such
research effort.
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