Business analytics refers to methods and practices that create value through data for individuals, firms, and organizations. This field is currently experiencing a radical shift due to the advent of deep learning: deep neural networks promise improvements in prediction performance as compared to models from traditional machine learning. However, our research into the existing body of literature reveals a scarcity of research works utilizing deep learning in our discipline. Accordingly, the objectives of this work are as follows: (1) we motivate why researchers and practitioners from business analytics should utilize deep neural networks and review potential use cases, necessary requirements, and benefits. (2) We investigate the added value to operations research in different case studies with real data from entrepreneurial undertakings. All such cases demonstrate a higher prediction performance in comparison to traditional machine learning and thus direct value gains.
Introduction
What was once described by Davenport & Harris (2007) as "firms compet[ing] on analytics" is now more true than ever. Innovations in business analytics have become not only desirable but a key necessity for the successful performance of firms (Mortenson et al., 2015; Lim et al., 2013; Ranyard et al., 2015) . This holds true for all areas of business operations. Examples include, for instance, supply chain management (Carbonneau et al., 2008) , risk modeling (Lessmann et al., 2015) , commerce (Scholz et al., 2017) , preventive maintenance (Sun et al., 2009) , and manufacturing (Hu et al., 2017) . The core component for successfully competing with business analytics is the underlying predictive model. This represents the unit responsible for making the actual forecasts and its accuracy contributes directly to the overall value creation.
With recent advances in machine learning, a specific type of predictive model has received great traction lately: deep learning . The underlying concept is not specific to machine learning or data-analytics approaches from operations research, as it simply refers to deep neural networks. However, what has changed from early experiments with neural networks is the dimension of the networks, which now can easily contain up to hundreds of layers, millions of neurons and complex structures of connections between them (e. g. He et al., 2016) . This introduces the unprecedented flexibility to model even highly complex, non-linear relationships between predictor and outcome variables, a quality that has allowed deep neural networks to outperform models from traditional machine learning in a variety of tasks.
The expected improvement in prediction performance provided by deep learning has led to a selection of showcases. 1 For example, computerized personal assistants, such as Apple's Siri, Amazon's Alexa, Google Now or Microsoft's Cortana, now make heavy use of deep neural networks to recognize, understand and answer human questions. 2 In this regard, Microsoft unveiled a speech recognition system in 2016 that is capable of transcribing spoken words almost as accurately as professionally trained humans. In October 2016, Google launched an update to its translation system that utilizes deep learning in order to improve translation accuracy, thereby approaching the performance of humans. 3 Deep learning has not only shown great success in natural language processing but also in image classification, object detection, object localization and image generation. For instance, Alipay introduced a mobile payment app to more than 120 million people in China that allows them to use face recognition for payments. This technology was ranked by Technology Review as one of the ten breakthrough technologies of 2017. 4 Aside from these applications, deep learning has also been successfully applied to recommendation systems. In this regard, both Amazon and Netflix utilize deep neural networks for personalized product recommendations.
Why deep neural networks have only now become so powerful has several explanations (Goodfellow et al., 2017):
1 Harvard Business Review (2017): "Deep learning will radically change the ways we interact with technology" https://hbr.org/2017/01/deep-learning-will-radically-change-the-ways-we-interact-with-technology, accessed February 20, 2018. 1. Computational power. Computational capabilities have increased rapidly, especially due to the widespread use of graphics processing units (GPUs). These are particularly suited to executing the operations from linear algebra necessary for fitting neural networks. For instance, Google DeepMind optimized a deep neural network using 176 GPUs for 40 days to beat the best human players in the game Go (Silver et al., 2017) . This would have required far greater computational resources without acceleration through GPUs.
2. Data. Second, large datasets are needed to train deep neural networks in order to prevent overfitting and fine-tune parameters (see Figure 1 ). The performance of deep neural networks generally improves with increasing amounts of data; smaller datasets incorporating only several hundred of datapoints were not sufficient to optimize DNNs in previous years. Empirical results show that even DNNs still benefit from additional data even when already having millions of datapoints (Goodfellow et al., 2017) . As a result, large datasets have been created, often by mining public content from the Web. One prominent example, the so-called ImageNet dataset, was developed to support tasks in computer vision and comprises more than 14 million images.
We later detail this aspect by studying how the size of the dataset affects the overall performance of deep learning.
3. Optimization algorithms. Optimizing the parameters in deep neural networks is a challenging undertaking. Several optimization algorithms have been proposed since Hinton & Salakhutdinov (2006) published what is now regarded as the seminal work of deep learning. In this publication, the authors increase the depth of neural networks gradually by alternating between adding a new layer and optimizing the network parameters. This technique, which stabilizes the optimization, paved the way for learning deeper networks. Further innovations deal with the optimizer itself.
For instance, the large size of datasets prohibits one from optimizing the overall performance directly; deep neural networks are instead trained by stochastic optimization (LeCun et al., 1998) . Here parameters are updated based on an approximation of the objective function (i. e.
by evaluating it on a subsample of the whole dataset). For this purpose, there are a number of common optimization methods (e. g. Adam, Adagrad, RMSprop) that implement variants of stochastic gradient descent, often paired with an adaptive regulation of the step size. In addition, deep neural networks with millions of parameters suffered from overfitting the model to the training data. As a remedy, it is now recommended that one integrate regularization into the optimization procedure (i. e. weight decay, dropout or batch normalization) in order to improve the generalizability.
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Figure 1: Illustrative comparison between performance of deep learning against that of most other machine learning algorithms. Deep neural networks still benefit from large amounts of data, whereas the performance increase of other machine learning models plateaus (Ng, 2016a) While deep learning is on the way to becoming the industry standard for predictive analytics within business analytics and operations research, our discipline is still in its infancy with regard to adopting this technology. To support this claim, we conducted an extensive literature review of all papers published by June of 2018 across the premier journals in our field, namely, European Journal of Operational Research, Operations Research, Production and Operations Management, Journal of Operations Management, and Decision Sciences. We specifically searched for papers containing the terms "deep neural network" or "deep learning". Our search returned 15 matches but a closer inspection led us discard 12 of them, since these only contained the term in passing but without actually using deep learning. The resulting two matches are listed in Table 1 . This is an interesting observation as the operations research community has a longstanding tradition of applying neural networks. Examples of 1-hidden layer networks appear in the areas of, for instance, healthcare (Misiunas et al., 2016; Oztekin et al., 2018) , demand forecasts (Carbonneau et al., 2008; Venkatesh et al., 2014) and maintenance (Mahamad et al., 2010; Mazhar et al., 2007) .
It is not only academia that has yet to fully incorporate deep learning in its decision-making routines. This fact also holds true for a majority of enterprises: a 2016 report on "The Age of Analytics"
by the McKinsey Global Institute refers to deep learning as "the coming wave" (Henke et al., 2016) . This is also borne out by our own expertise when collaborating with large-cap companies, including consulting firms, across Europe and the United States. One member from a top management consulting firm even admitted to us that "we don't have a clue how deep learning works, neither do our clients". Hence, the above mentioned showcases of deep learning are largely exceptions among a handful of selected firms, thereby highlighting the dire need for company professionals to better understand deep learning, its applications and value (cf. Lee, 2018) .
The objective of this paper is to foster the use of deep learning in academia and practice. In-dividual contributions of this paper are as follows: (1) The remainder of this paper is structured as follows. Section 2 recapitulates deep neural networks by rewriting the concept as an optimization problem using conventional terminology of operations research. To demonstrate the potential use of deep learning in practice, we then conduct three experiments with real-world data from actual business problems (see Section 3). All of our findings reveal superior prediction performance on the part of deep neural networks. Finally, Section 4 provides recommendations for the use of deep learning in operations research and highlights the implications of our work for both research and management. Section 5 concludes.
Mathematical background: From neural networks to deep learning
This section reviews the transformation from "shallow" neural networks to deep learning. For a detailed description, we refer to Russell et al. (2010) and specifically to Goodfellow et al. (2017) .
In addition, Schmidhuber (2015) presents a chronological review.
Predictive analytics
Predictive models in business analytics exploit input features x ∈ X ⊆ R m to predict an unknown variable y ∈ Y. In practical settings, the input features could be recent sales figures in order to forecast future production needs, or historic sensor data to anticipate machinery failure. Depending on whether this is a discrete label (y ∈ {0, . . . , k}) or a real value (y ∈ R), we refer to it as a classification or regression task, respectively. The objective is then to find a mapping f : x → y.
The choice of such functions is given by the predictive model f (·; w) with additional parameters w; that is, y ≈ f (x; w). Then, in practice, the objective behind the prediction results in an optimization problem whereby one must find the best parameters w. A variety of models f are common in business analytics: examples from traditional machine learning involve, for instance, linear models (e. g. Bertsimas & King, 2016; Bertsimas & Shioda, 2007) , decision trees, support vector machines, neural networks (e. g. Delen et al., 2012; Oztekin et al., 2016) , or even deep neural networks as motivated by this work. Each of them is often accompanied by a tailored optimization strategy; see Bertsimas & Kallus (2014) .
The above optimization requires a performance measure that assesses the model, i. e. the error between the predicted valueŷ = f (x; w) and the true observation y. This is formalized by a loss
The actual choice depends on the desired objective (e. g. whether one
wants to penalize false-positives or true-negatives) and the prediction task, i. e. classification or regression. In the case of classification, a frequent choice is the 0-1 loss L(ŷ, y) = I(ŷ = y), where I refers to the indicator function in order to count the number of erroneously classified samples. For a regression task, a traditional choice is the L 1 norm (i. e. Manhattan or rectilinear distance ) or
Predictive modeling now simplifies to minimizing the loss L(ŷ, y) = L(f (x; w), y), usually summed over a set of samples i. Hence, we yield the optimization problem
where W denotes the weight space. With the increasing dimensionality of the weight space, the predictive model gains flexibility and thus becomes able to adapt to complex relationships between features and outcome. At the same time, a high-dimensional space heightens the computational requirements for solving the optimization problem. In addition, a large number of pairs (x, y) are required to ensure that there are sufficient samples with each combination of value, due to the curse of dimensionality (Bellman, 1972) .
Usually, one is interested in optimizing the predictive model so that it performs well on samples that it has not seen before. Therefore, the dataset is split into two disjoint subsets: the training set, which includes samples for optimization, and the test set, in which we keep samples on the basis of which we report the final performance. It denotes the actual quality of the model and we thus refer to it as the generalization error. If the loss on the training set diverges greatly from the generalization error, the predictive model has adjusted too much to the data during the optimization. In other words, the model has overfitted to the specific characteristics of the training set and will not make accurate predictions for unseen data samples. To overcome this problem, various enhancements have been proposed that have been essential for the success of deep learning (cf. Section 2.3.2). In practice, one often introduces a third subset of the data, i. e. the validation set, which is used for choosing the hyperparameters w.
The following sections address three issues: how to define the function f in deep neural net-works (as compared to traditional neural networks); how to find the parameters w; how to prevent overfitting. Finally, the output is passed to connected neurons as their inputs. If all connections follow a forward structure (i. e. from input neurons that process features of x to the output neurons), we call this a feedforward neural network. Accordingly, the network is free of cycles or feedback connections that pass information backwards. The latter are called recurrent neural networks and are discussed in Section 2.4.2.
The simplest neural network follows the above concept and is thus represented by a single-layer perceptron where the network f 1NN is computed via a linear combination embedded in an activation function σ. We yield
with parameters W (the weight matrix) and b (an intercept called bias). Here the flexibility of the network stems from choosing an activation that is non-linear.
Common choices of activation functions are as follows:
• the sigmoid function σ(x) = 1 1 + e −x ∈ (0, 1) ,
• the hyperbolic tangent σ(x) = e 2x − 1 e 2x + 1 ∈ [−1, 1], and
Figure 3 visualizes these activation functions. It is apparent that they all share a particular characteristic, namely, that a certain threshold must be exceeded in order for the activation functions to pass through values. Hence, the idea of activation functions is biologically inspired in the sense that they resemble neurons in the human brain, which also have to receive a certain stimuli in order to be activated (Stachenfeld et al., 2017) . In practice, the different choices entail their own (dis-)advantages; for instance, the ReLU activation function can lead to neurons which output zero for essentially all inputs, thereby losing flexibility.
[ Because of the activation functions, neural networks can model non-linear and non-convex functions. However, this also makes the optimization problem denoted by Equation (1) difficult to optimize. In particular, there exists no direct closed-form solution that gives the global optimum of the optimization problem. Instead, one uses gradient descent to find local optima. This technique has been shown to provide solutions that are close to the global optimum (Choromanska et al., 2015) . Mathematically, one updates parameter w ∈ W by calculating the partial derivative of w with respect to the loss L of the training samples, i. e.
Accordingly, one updates the parameter w such that the loss L decreases via
where η denotes the step size or learning rate of the gradient descent optimization. One proceeds similarly to update the bias b.
Single-layer neural networks have many limitations. Most famously, for monotonic activation functions, they cannot learn the XOR function given by
As a remedy, multi-layer neural networks consist of many layers that first transform their input into higher-dimensional representations and then into the output. In theory, the universal approximator theorem guarantees that neural networks with three layers are sufficient to represent arbitrary functions f : X → Y (Cybenko, 1989) . However, the layer must then be infinitely large and the optimization will likely fail to generalize correctly.
Nevertheless, practical experience suggests that deeper models can better reduce the generalization error (Goodfellow et al., 2017) .
Deep neural networks
While the previous neural networks consisted of only a single layer, one can extend the mathematical specification to multi-layered perceptrons. We refer to these using the term "deep", which can reflect an arbitrary number of layers. In such networks, the number of free parameters increases, as well as the flexibility of the network to represent highly non-linear functions. We can formalize this mathematically by stacking several single-layer networks into a deep neural network with k layers, i. e.
The first layer is referred to as the input layer, the last as the output layer and the remainder are termed hidden layers.
We note that the dimension of each layer is not necessarily equal across all layers, that is to say it can differ. Figure 4 depicts an illustrative sketch of a network with four layers. In practice, the depth of deep neural networks varies across applications, ranging between 8 layers (i. e. AlexNet for image classification) to potentially several hundred. Together with the corresponding dimension of each layer, this can easily result in networks that entail tens of millions of degrees of freedom. As a result, optimizing the weights in a deep neural network is a daunting task, requiring (1) gradient-based optimization methods and (2) regularization. Both are detailed in Section 2.3. The task of choosing an adequate number of layers and the number of neurons in each layer represents a challenging undertaking. Montavon et al. (2012) recommend adding layers until the generalization error stops improving. Other best practices suggest adding layers until the predictive model overfits on the training data and then removing the overfitting by regularization methods.
Moreover, a large dimension of neurons in each layer is generally preferred, as these seldom interfere with the generalization error. Yet, we note that optimizing these hyperparameters is still subject to active research.
For deep neural networks, the activation function is commonly set to the rectified linear unit . This choice leads to sparse settings whereby a large portion of hidden units are not activated, thus having zero output. On the other hand, the recurrent network architectures (cf. Section 2.4.2) are frequently utilized with sigmoid activation functions, since these constrain the output to between 0 and 1. Thereby, so-called gates can be defined which circumvent exploding gradients during the numerical optimization.
In classification tasks, the traditional loss functions, such as L 1 and L 2 , suffer from slow learning.
That is, the partial derivatives of the loss function are small as compared to a large value of the loss itself. Accordingly, classification tasks generally output a discrete probability distribution over all possible classes by using a softmax activation in the output layer (Russell et al., 2010) .
However, for large losses, the partial derivative for traditional losses vanishes and, as a consequence, one typically prefers the cross entropy to measure the similarity between the output distribution and the target distribution (Goodfellow et al., 2017) . In regression tasks, neural networks output a continuous probability distribution, for which one frequently draws upon the KullbackLeibler divergence (Kullback & Leibler, 1951) or the Jensen-Shannon divergence (Lin, 1991) .
Model estimation 2.3.1. Weight optimization
The optimization in deep learning is analogous to the general setting in predictive analytics, the loss is minimized via
While the weights in a simple perceptron can be identified through convex optimization, the optimization problem for deep neural networks is computationally challenging due to the high number of free parameters. In fact, Judd (1990) proves that it is NP-hard to optimize a neural network so that it produces the correct output for all the training samples. That study also shows that this problem remains NP-hard even if the neural network is only required to produce the correct output for two-thirds of the training examples.
The conventional solution strategy for optimizing deep neural networks involves gradient-based numerical optimization (Saad, 1998) . Similar to optimizing single-layer neural networks, one computes the partial derivatives of the parameters with respect to the loss L and changes the parameters in order to decreases the loss (cf. Equation (4)). However, this must be done for all layers, from the output back to the input layer. Hence, a technique called backpropagation is preferable for reasons of efficiency (Rumelhart et al., 1986) . Backpropagation exploits the chain rule to reuse computations it has already calculated for the previous layer. Since these operations involve simple matrix operations from linear algebra, they can be run in parallel, turning GPUs into an effective accelerator for optimizations in deep learning.
The runtime for optimization of a deep neural network can still be very high, since a single update of the parameters requires predictionsŷ i of all samples x i . As a remedy, stochastic gradient descent approximates the loss function across all samples with the loss of a smaller subset, called the "minibatch". The size of the minibatch presents another hyperparameter, for which we typically recommend values between 32 and 256 based on our experience.
The learning rate ν in Equation (4) controls the step size during the optimization process. When this learning rate decreases at an appropriate rate, then stochastic gradient descent is guaranteed to converge to the global optimum under mild mathematical assumptions (Kiwiel, 2001) . Hence, the learning rate poses another hyperparameter that is usually chosen by visual inspection of the the learning curve, which traces the loss L as a function of time. Too high a learning curve coincides with oscillations, whereas a learning rate that is too low results in a slow optimization. To facilitate the choice, one may utilize an early stopping technique, which terminates the optimization when no improvement is achieved on the validation set for a certain time period.
Even though stochastic gradient descent is popular for optimizing deep neural networks, its performance for training can be very slow when the direction of the gradients changes (similar to a second-order derivative). A technique called momentum helps solve this issue by adding a velocity vector to the gradient (Goodfellow et al., 2017) . It accumulates a moving average of past gradients.
As a result, momentum follows the drift of past gradients.
The above mentioned concepts have been integrated into tailored optimization routines for deep learning. This has resulted in a variety of optimizers, such as as Adam (often considered a baseline), Adagrad, Adadelta and RMSProp, which are common in practice (Goodfellow et al., 2017) . The question of which algorithm performs best is still to be further studied.
Regularization
Optimizing deep neural networks typically requires a trade-off: on the one hand, one aims at a high number of free parameters as this allows for the representation of highly non-linear relationships. On the other hand, this makes the network prone to overfitting. The following remedies (sometimes used in combination) are common in deep learning and present forms of regularization to the weights:
1. Weight decay adds a regularization term to the loss function, penalizing large weights in the network. With W denoting the set of all parameters, the loss function thus changes to
Consequently, the gradient descent utilizes a new update rule given by
As a result, the decision boundaries become smoother, thereby facilitating generalization of the network (Goodfellow et al., 2017) .
2. Dropout discards a small but random portion of the neurons during each iteration of training (Srivastava et al., 2014) . The underlying intuition is that the several neurons are likely to model the same non-linear relationship simultaneously; dropout thereby prevents neurons from coadapting to the same features. Mathematically, this can be achieved by setting the corresponding rows in the weight matrix W to zero.
3. Batch normalization (not to be mistaken with the previous updating in minibatches) performs a normalization of the output of each layer before forwarding it as input to the next layer (Ioffe & Szegedy, 2015) . As a result, this shrinks values closer to zero and, in practice, allows one to use higher learning rates with less care concerning the initialization of parameters.
Optional preprocessing
Deep neural networks entail an inherent advantage over traditional machine learning as they can handle data in its raw form without the need for manual feature engineering . In contrast, the conventional approach is to first devise rules and extract specific representations from the data. Examples are extracting edges from images instead of taking only the pixels as input, counting word triplets in natural language processing instead of processing the raw characters, or replacing individual time series observations with descriptive statistics such as minimum and maximum values. Deep learning largely circumvents the need for feature engineering and operates on the original data -pixels, characters, words or whole time series.
In a variety of applications, the only compulsory preprocessing step is to replace categorical values with a numeric representation. One usually approaches this by utilizing a one-hot encoding: the categorical value with K different entities is replaced by a K-dimensional vector where a 1 in an element indicates that the corresponding category is active and will otherwise be 0. Hence, the vector is 0 almost everywhere except for a single 1 that refers to the category.
One-hot vectors of large size lead to networks that become numerically difficult to optimize.
An alternative is to replace sparse one-hot vectors with a so-called embedding, which maps them onto low-dimensional but dense representations (Goodfellow et al., 2017) . Such embeddings are again modeled by a simple neural network and can even be optimized at the same time as the original deep neural network. Notably, embeddings can be constructed in such a way that they map from several neighboring input vectors onto the low-dimensional representation in order to encode additional semantics (Hirschberg & Manning, 2015) . When processing natural language, one can utilize pre-computed word embeddings such as word2vec or GloVe.
Advanced architectures
Beyond the multi-layered perceptron discussed above, an array of alternative architectures have been proposed, often targeting specific data structures. Goodfellow et al. (2017) , as well as Schmidhuber (2015) , offer comprehensive overviews, while we summarize the most widely utilized choices in the following: convolutional networks that are common in vision tasks and recurrent networks for handling sequential data (see Table 2 ). These can also be combined with the previous dense layers as additional building blocks. Number of layers and neurons Table 2 : Overview of common network architectures in deep learning.
Convolutional neural network
The convolutional neural network (CNN) exploits spatial dependencies in the data, e. g. among neighboring pixels in an image. In other words, each neuron is no longer connected with every other.
Rather, neurons are now densely connected only in a small neighborhood (see Figure 5 ). This choice is motivated by the human visual cortex, which also experiences stimulation in a restricted region of the visual field. Mathematically, the CNN applies a convolution operation (also known as kernels or filters) to the input and then passes the result to the next layer. Let x ij denote the element in row i and column j of a matrix x ∈ R m×m that represents the values from the input layer. Then, the CNN calculates
when convolving x with a kernel k of width l. Here one usually pads x with zeros in order to avoid accessing non-existing values beyond the bounds of x. The above operation can be analogously extended to higher-dimensional tensors.
Recurrent neural networks
Traditional machine learning is limited to input vectors x ∈ R m of a fixed dimension m. This is rarely suited for sequences, which do not fit into such a structure of fixed size, since they entail varying lengths, ranging between 1 and an arbitrary number of elements. For this reason, sequence learning requires a problem specification whereby f RNN : X → Y can handle input from X = R, R × R, R 3 , . . . . In other words, this formalization takes sequences x i = x Recurrent neural networks are specifically developed to handle such sequential input. They iterate over input sequences x i without making assumptions regarding the length of the sequence.
Hence, the same neural network is applied to each element in the sequence; see Figure 6 . Here the caveat is that the neural networks are not only fed with the current element in the sequence, but also with the hidden layer from the neural network belonging to the previous sequence element. As a result, the recurrent structure allows for the passage of information onwards from one neural network to another. This implicitly creates a "state" whereby information is stored and accumulated. It thus encodes the whole sequence in the hidden layer h Mathematically, the network input for element k ∈ {1, . . . , τ i } is given by a concatenation between the current element x (i) k and the previous hidden state h
where the underlying network f can be, for instance, a simple single-layer neural network or a deep one. In practice, long sequences result in a large number of recurrent calls. This causes the optimization to become numerically highly unstable (Bengio et al., 1994) . Hence, one might consider two extended network architectures that explicitly control how information is passed through:
• Gated recurrent unit (GRU). The gated recurrent unit utilizes two underlying neural networks, an update gate and a reset gate, in order to explicitly determine how values in the hidden states are computed. Each of the gates is linked to an element-wise multiplication with values between 0 and 1, thus determining what ratio of each value is kept or discarded.
• Long short-term memory (LSTM). In addition to the hidden state, this network structure builds upon an internal representation (called cell) which stores information (Hochreiter & Schmidhuber, 1997) . It further includes multiple feedforward layers that formalize how values in cell are erased (called forget gate), how the input is written to the cell (input gate), and how the cell computes output (output gate).
The gated recurrent unit can be seen as a modification of the LSTM with fewer parameters. Yet, practical evidence suggests that both networks yield a comparable performance across a variety of tasks (Chung et al., 2014) .
Computational experiments
We perform a series of computational experiments in order to demonstrate the added benefit of deep learning in business analytics. For this purpose, we draw upon three case studies with public and proprietary industry data from different business areas as outlined in Table 3 . As part of our benchmarks, we utilize common methods from traditional machine learning, namely, linear models (Lasso and ridge regression), a tree-based approach (i. e. the random forest) and further non-linear variants (i. e. a support vector machine and a single-layer neural network). 
Hyperparameter tuning
Following general conventions, we tune all parameters in traditional machine learning using 10-fold cross-validation and reduce the computational time for deep learning by selecting 10 % of the training samples for validation (i. e. a random sample for case study 1 and chronological splits for the remaining time series predictions). Our tuning range for each hyperparameter is listed in 4. 
Case study 1: Insurance credit scoring
Our first case study relates to credit risk analysis (Bassamboo et al., 2008) , as it aims at identifying insurance credit scores. This translates into computing the likelihood of a customer filing a claim within a given time period. Based on these predictions, an insurance company can adapt their risk scoring and charge a corresponding premium. In general, predictive models found widespread application for tasks related to risk scoring (Lessmann et al., 2015) .
This dataset comprises 595,212 real-world customer records with 57 discrete and continuous covariates provided by an insurance company for automotives. 5 The variable that is to be predicted is whether a customer would file an insurance claim in the subsequent year. Hence, we obtain a classification task with two classes: filed and not filed. Given the inherent nature of risk modeling, the dataset is highly unbalanced, as only 3.6 % of the customers filed a claim. For this reason, we assess models in terms of the area under the curve (AUC) of the receiver operating characteristic and the Gini coefficient, both of which account for imbalanced classes in the dataset. 6 Figure 7 depicts the architectures of our deep neural networks. We experimented with a variety of specifications by following common guidelines and our own expertise: we used embeddings to represent each categorical feature by a 6-dimensional dense vector. Further, we concatenated all representations and the numerical inputs to one vector which is then fed into the first layer. There is no strict rule for choosing the number of neurons, which is the challenging part of undertaking studies with deep learning, but one commonly conducts a series of experiments for this purpose and uses the choice that works well. Moreover, we tuned all remaining parameters, namely, batch size, learning rate, and dropout rate. Table 5 compares the prediction performance of traditional machine learning to that of deep learning. Among the baseline models, we find the highest Gini coefficient and the highest AUC score on the test data when using the logistic regression. This model shows an improvement of 26 % to the majority vote.
Deep learning models outperform all baseline models. For instance, the two layer deep neural network increases the AUC score by 0.01 (i. e. 1.59 percentage points) and the Gini coefficient by 0.019 (i. e. 6.51 percentage points) as compared to the best-performing traditional machine learning model. Statistical tests on the AUC show that the improvement of the deep learning models is significant at the 1 % level. Altogether, deep learning can successfully improve predictive accuracy over traditional models from machine learning, thereby allowing for a more precise identification of insurance scores and thus premiums. 737,617 0.280 0.640 † We utilize a kernel approximation along with a linear support vector machine to reduce computation time. Table 5 : Numerical results for determining insurance credit scores. Here the prediction performance is compared between common baselines from traditional machine learning and deep neural networks. The best performance is highlighted in bold.
Case study 2: Load forecasting of IT service requests
The second case study focuses on operations management, where the number of incoming service requests for an IT department is predicted in order to better adapt available capacities to the load.
An accurate prediction of workloads is essential in order to coordinate employees in IT services (Bassamboo & Zeevi, 2009) , as well as to avoid long waiting times for customers. For this purpose, we forecast the hourly number of tickets for the next work day based on historic values.
This experiment draws upon a proprietary dataset of helpdesk tickets from a Swiss organization with approximately 10,000 employees. Our dataset spans January 2011 to mid-November 2017, totaling 267,397 tickets. On average, 5.163 tickets are sent per day with a peak value of 547. In the first step, we counted the number of tickets in each hour of the study horizon. In total, this results in 60,192 samples. We augmented this dataset with additional categorical variables that encode year, month, day and hour as one-hot vectors (i. e. a vector that is 0 almost everywhere except for a single 1 that refers to the category). This representation is common for time-related features in order to reflect seasonal patterns. Our objective requires that we take a sequence of features x 1 , . . . , x τ as input that represent the workload at each hour. We then predict the workload of the following day y τ +1 , . . . , y τ +24 across each hour.
We utilize the following models: all traditional machine learning models are fed with the time variable and 48 lags of both the number of tickets in each lag and the categorical variables that encode the time (i. e. representing load and time of the past two days). We also experimented with 72 lags with similar results. Further, we compare traditional machine learning to sequence learning with deep neural networks, namely, GRU and LSTM. For computational reasons, we use input sequences that represent the load of the past 200 lags. We use a single-layer of 32 neurons to map each time variable onto a low-dimensional representation (i. e. this is commonly termed squashing).
We found the choice of 32 neurons to work well in this study. Subsequently, the low-dimensional representation of each time variable is fed to the GRU or the LSTM architecture. 8 Table 6 compares the prediction performance of traditional machine learning with that of deep learning. Among the baseline models from traditional machine learning, we find the lowest mean squared error on the test set when using the ridge regression, which yields an improvement of 46.73 % compared to mean value as the predictor. Deep learning outperforms all traditional machine learning. For instance, the LSTM yields an improvement of 26.82 % as compared to the best performing baseline, totaling in an improvement of 61.02 % points over the mean value as the baseline predictor. Statistical significance tests on the mean squared error demonstrate that deep neural networks outperform our baselines to a statistically significant degree at the 1 % level. 11,672 0.192 0.264 † We utilize a kernel approximation along with a linear support vector machine to reduce computation time. Table 6 : Numerical results for hourly prediction of incoming service requests. Here the prediction performance is compared between common baselines from traditional machine learning and sequence learning with deep neural networks. Reported are the mean squared error (MSE) and mean absolute error (MAE). The best performance is highlighted in bold.
Case study 3: Sales forecasting
Sales forecasting facilitates the decision-making and planning within firms (Lau et al., 2017; Boone et al., 2018) . Hence, this case study evaluates deep learning for sales forecasting, where the one-day-ahead sales volume for each store is predicted based on the history of previous sales.
The dataset comprises 842,806 days of past sales from 1113 different pharmacies. 9 . In terms of preprocessing, we generate the following variables that can serve as predictors: distance to the next competitor, store ID, day of week, week of year, binary indicator of whether it is a public holiday or a school holiday, store type and assortment.
This task again involves time series forecasting. Hence, all traditional machine learning models are fed with the time variable and 7 lags (i. e. representing load of the past week). For sequence learning based on deep neural networks, we again utilize GRU and LSTM. Similar to Section 3.2, we use input sequences that represent the sales of the past 50 days. In regards of the architecture, we squash (i. e. flatten) each time variable to a low-dimensional representation by using a single-layer of 32 and, subsequently, feed the representation to a GRU or LSTM network. 10 Table 7 lists the prediction performance of traditional machine learning and deep neural networks. Among the baseline models, we find both the lowest mean squared error and the lowest mean absolute error on the test data when using the random forest. This model shows an improvement of 90 % in terms of mean squared error. Both the long short-term memory network and the gated recurrent unit decrease the mean squared error by 0.029 (i. e. 28.71 %). These improvements are also significant at the 1 % level shown by the statistical t-test. In total, our deep learning models yield an impressive improvement of up to 93.14 % compared to predicting the mean value. Altogether, similar to the first two case studies, deep learning outperforms traditional models from machine learning. 10,849 0.072 0.180 † We utilize a kernel approximation along with a linear support vector machine to reduce computation time. Table 7 : Numerical results for predicting sales. The text dataset is kept the same as in previous experiments, yet we vary the size of the training set, i. e. we take a subset of our original set in order to study the sensitivity of deep learning to large-scale datasets. Here the prediction performance is compared between common baselines from traditional machine learning and sequence learning with deep neural networks. Reported are the mean squared error (MSE) and mean absolute error (MAE). The best performance is highlighted in bold.
Sensitivity to size of training set
The aforementioned case studies show that deep neural networks outperform traditional machine learning methods. This section shows results of further experiments that (1) compare the performance of deep learning and traditional machine learning for a variety of training observations
and (2) give insights to the training process of deep neural networks.
To evaluate the impact of the number of training observations on the performance, we utilize a subset of the training set and train a deep neural network and a random forest with it. Figure 8 shows that the random forest outperforms the deep neural network up until 10 % of the training observations. However, utilizing the complete dataset yields favorable results for the deep neural network. This experiment supports our statement that large datasets are needed to train deep neural networks (cp. Section 1) FRPSOHWH 5DWLRRIGDWDVDPSOHVIRUWUDLQLQJ 0HDQVTXDUHG HUURU 'HHSQHXUDOQHWZRUN 5DQGRPIRUHVW Figure 8 : Experiment comparing number of training samples with the performance for sales forecasting. Deep neural networks still benefit from large amounts of data, whereas the performance increase of the random forest plateaus.
Figure 9 depicts our optimization processes for the LSTM and the GRU network for the load forecasting and the sales forecasting tasks.
Discussion
Summary of findings
Deep learning is essential in the context of big data and, for this purpose, its performance across different scenarios is compared and contrasted in this study. The empirical results of the different cases studies suggest that deep learning is a feasible and effective method, which can considerably and consistently outperform its traditional counterparts from the family of data-analytics models.
As such, DNNs are able identify previously unknown, potentially useful, non-trivial, and interesting patterns more accurately than other popular predictive models such as random forest, artificial neural networks, and support vector machines. One of the reasons they yield superior results On the left, we see that the gated recurrent unit overfits after around 40 epochs. Therefore, additional regularization is needed to stabilize the optimization. On the right, both long short-term memory network and gated recurrent unit perform equally and converge nicely.
originates from the strong mathematical assumptions in traditional machine learning, whereas these are relaxed by DNNs as a result of their larger parameter space.
Managerial implications
Business analytics refers to the art and science of converting data into business insights for faster and more accurate managerial decision-making. It is positioned at the intersection of several disciplines, of which machine learning, operations research, statistics, and information systems are of particular relevance. Accordingly, the underlying objective concerns the ability of understanding and communicating insights gleaned from descriptive, predictive, and prescriptive analytics. Business analytics is arguably the most critical enabler for businesses to survive and thrive in the stiff global marketplace, where evidence-based decisions and subsequent actions are driven from data and analytical modeling. Yet, a recent survey across 3,000 executives reveals that 85 percent of them believe that predictive analytics implies a competitive advantage, though only one in 20 companies has adopted these techniques (Ransbotham et al., 2017) . This becomes especially crucial in the light of deep learning, which is forecasted to deepen competition over analytics.
A challenge for most managers remains with regard to how they can identify valuable use cases of predictive analytics and especially deep learning. Strategically positioned at this target, the current work presents a framework to show the viability and superiority of DNNs within the business analytics domain through several case studies. Hence, the primary message of this commentary is to demonstrate the applicability of deep learning in improving decision support across core areas of businesses operations. As a direct implication, the generic approach proposed in this work can be utilized to create an automated decision support system, which in turn would increase the quality of decisions both in terms of efficiency and effectiveness. To facilitate implementation, prior research has suggested a simple rule-of-thumb: all tasks which involve only one second of thought can be replaced by predictive analytics (Ng, 2016b) . This is confirmed by out findings, since it can be safely claimed that the proposed DNN-based methodologies would bring significant financial gains for organizations across various areas of business domain as exemplified here in insurance credit scoring, IT service request predictions, and sales forecasting.
Data is the key ingredient for deep learning to become effective. In fact, a distinguishing feature of deep neural networks links to its ability to still "learn" better predictions from large-scale data as compared to traditional methods which often end up in a saturation point where larger datasets no longer improve forecasts. Hence, firms require extensive datasets and, for this topic, we refer to Corbett (2018) for an extensive discussion.
Despite the challenges surrounding the use of deep learning, this technique also entails practical benefits over traditional machine learning. In particular, feature engineering was a critical element hitherto when deriving insights from big data (Feng & George Shanthikumar, 2017) . Conversely, deep neural networks circumvent the need for feature engineering. This is especially helpful in the case of sequential data, such as time series or natural language , where the raw data can now be directly fed into the deep neural network. A similarity becomes evident between feature engineering and embeddings, yet the latter is fully data-driven and can easily be customized to domain-specific applications (Kraus & Feuerriegel, 2017) .
Deep learning can achiever higher prediction accuracies than traditional machine learning, though they are still at the embryonic stage within the areas of business analytics. Therefore, practitioners should be aware of the caveat that DNNs introduce fairly complex architectures, which, in turn, necessitate a thorough understanding and careful implementation for valid and impactful results. In addition, the value of deep learning expands beyond the scope of mere business analytics within popular areas of medicine, healthcare, engineering, and etc. with a direct societal benefit could be realized. Yet conservative estimates suggest that firms at the frontier of predictive analytics need up to 1-2 years for replicating results from research (Ng, 2016b) , while the actual number for the average firm is likely to be larger. Hence, practitioners can take our study as a starting point for devising a corresponding analytics strategy.
Roadmap for future research
Deep learning has great potential to create additional value for firms, organizations, and individuals in a variety of business units and domains. Yet, its actual use in the field of operations and analytics remains scarce. Hence, it is recommended that the goal of future research in the realm of business analytics could be centered around at identifying precious use cases, as well as outlining potential value gains. This further necessitates better recommendations with regard to combinations of network architectures, training routines, parameter fine-tuning that yield favorable prediction performances in the case of DNNs. For instance, further research efforts could eventually lead to novel techniques that customize network architectures when fusing different data sources.
Similar to the other forms of machine learning methods in predictive analytics, deep learning also merely provides predictive insights, but rarely presents actual management strategies to reach the desired outcome. As a remedy to this, future studies could focus on determining how predictions can actually be translated into effective decision-making. This is another compelling direction for future research, since the OR community is more important than ever to translate predictions into decision (Feng & George Shanthikumar, 2017 ). Here we point towards inverse control (Bertsimas & Kallus, 2014; Bertsimas & King, 2016) , Markov decision processes and bandits as promising techniques.
Further enhancing deep learning algorithmically could also be addressed by future work. We point towards three key challenges that we consider as especially relevant for the operations research community. ( There is further untapped potential as a number of innovations in the domain of deep learning have not found its way into widespread adoption. First, sequence learning as presented in this paper takes sequences as input but still yields predictions in the form of a vector with fixed dimensions.
So-called "seq2seq" techniques allow to make inferences where each prediction is a sequence of arbitrarily varying length (Goodfellow et al., 2017) . This could be helpful when deep neural networks should compute routes or graphs as output. Second, datasets from practical applications often cannot warrant the necessary size that is needed for an effective use of deep learning. A remedy is given by transfer learning where a different yet related dataset is utilized for an inductive knowledge transfer. This can even facilitate an interesting strategy for domain customizations of predictive analytics . Third, generative adversarial networks draw upon the idea of zero-sum games and train two competing neural networks, where one provides predictions in the usual fashion, while the generates a sample input that matches a given label (Goodfellow et al., 2014) . As an illustrative example, this can essentially yield a creativity mechanism (Hope et al., 2017 ), yet its benefit in OR applications still needs to be demonstrated.
Conclusion
Business analytics refers to the ability of firms and organization to collect, manage, and analyze data from a variety of sources in order to enhance the understanding of business processes, operations, and systems. As companies generate more data at ever-faster rates, the need for advances in predictive analytics becomes a pertinent issue, which can hypothetically improve decision-making processes and decision support for businesses. Consequently, competition in terms of analytics has become prevalent as even minor improvements in prediction accuracy can bolster revenues in greater folds and thus demands a better understanding of deep learning.
The case studies conducted in this work are purposefully selected from different areas of operations research in order to validate the fact that DNNs perform better than their counterparts in real-world applicaitons. Sampling these case studies both from private and publicly available data also presents an opportunity and flexibility to re-run the models. Moreover, the nature of the outcome metric being numeric or categorical (as a regression prediction problem vs. classification prediction) further helps in establishing the generalizability of our findings, thereby contributing to the specific goal of this special issue with regard to defining the field of business analytics and identifying a research agenda.
