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Annotation.
In the paper we obtain some new upper bounds for exponential sums over multiplicative subgroups
Γ ⊆ F∗p having sizes in the range [pc1 , pc2 ], where c1, c2 are some absolute constants close to 1/2. As
an application we prove that in symmetric case Γ is always an additive basis of order five, provided by
|Γ| ≫ p1/2 log1/3 p. Also the method allows us to give a new upper bound for Heilbronn’s exponential sum.
1 Introduction
Let p be a prime number, Fp be the finite field, and F
∗
p = Fp\{0}. Let Γ ⊆ F∗p be a multiplicative
subgroup. Such subgroups were studied by various authors (see e.g. [1, 2, 4, 5, 7, 9, 11, 13, 14,
21, 26]). One of the main questions in the field is to give a good upper bound for the exponential
sums over multiplicative subgroups. More precisely, denote by M(Γ) the maximal nonzero Fourier
coefficient over Γ, that is
M(Γ) := max
ξ 6=0
∣∣∣∣∣∑
x∈Γ
e
2piixξ
p
∣∣∣∣∣ .
So, what can we say nontrivial about the quantity M(Γ)? The question was studied both ana-
lytical (e.g. [14]) and combinatorial tools (e.g. [4]). One of the main results of the paper is the
following.
Theorem 1 Let Γ ⊆ Fp be a multiplicative subgroup, |Γ| ≤ p2/3. Then
M(Γ)≪ |Γ|1/2p1/6 log1/6 |Γ| . (1)
Actually, we obtain a new estimate for the moments of such exponential sums, see inequality
(21) as well as a more general bound for sums over arbitrary multiplicative character of subgroup
(30), (31). Our estimate (1) is better than the previous bounds in the range |Γ| ∈ (p52/141, p29/48),
roughly, and this explains the name of the paper.
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2There is a well–known conjecture that the sumset 2Γ := Γ + Γ contains F∗p, provided by
|Γ| > p1/2+ε, where ε > 0 is any number. We consider the question from an inverse perspective.
Let |Γ| > p1/2+ε; what is the smallest k such that kΓ contains F∗p? A.A. Glibichuk proved in
[8] that k can be taken equals 8. After that several authors (see [9, 18, 19, 21, 24]) prove that
k = 6 is possible and, actually, the condition |Γ| > p1/2+ε can be relaxed slightly. The subgroups
of cardinality near
√
p are exactly what we called ”medium” size, so we can say something
nontrivial on the question. That is our second result.
Theorem 2 Let Γ ⊆ F∗p be a multiplicative subgroup such that |Γ| ≫ p1/2 log1/3 p, and −1 ∈ Γ.
Then for all sufficiently large p, we have F∗p ⊆ 5Γ.
Another application of our method is a new upper bound for so–called Heilbronn’s expo-
nential sum (see section 5), which is connected [3], [6], [15], [16], [27], [28] with the distribution
of so–called Fermat quotients defined as
q(n) =
np−1 − 1
p
, n 6= 0 (mod p) .
Heilbronn’s exponential sum can be expressed as quantity M(Γ) of some subgroup of Z/p2Z,
|Γ| = p− 1. So, that is exactly subgroup of ”medium” (square root of the cardinality of group)
size and our approach can be applied in the case.
Let us say a few words about the method of the proof. In papers [21]—[23], [25] we obtain a
new upper bound for so–called the additive energy (see the definition in book [30] or in section
2) of a multiplicative subgroup and after that derive form it an upper bound for the exponential
sum over the subgroup. In the proof we calculated the spectrum of some operators. Here we
use a more direct approach counting the quantity M(Γ) via operators having another special
weights (more precisely, see section 4). The results say nothing new about the additive energy
of multiplicative subgroups.
2 Definitions
Let G be an abelian group. If G is finite then denote by N the cardinality of G. It is well–
known [17] that the dual group Ĝ is isomorphic to G in the case. Let f be a function from G
to C. We denote the Fourier transform of f by f̂ ,
f̂(ξ) =
∑
x∈G
f(x)e(−ξ · x) , (2)
where e(x) = e2piix. We rely on the following basic identities∑
x∈G
|f(x)|2 = 1
N
∑
ξ∈Ĝ
∣∣f̂(ξ)∣∣2 , (3)
and
f(x) =
1
N
∑
ξ∈Ĝ
f̂(ξ)e(ξ · x) . (4)
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If
(f ∗ g)(x) :=
∑
y∈G
f(y)g(x− y) and (f ◦ g)(x) :=
∑
y∈G
f(y)g(y + x)
then
f̂ ∗ g = f̂ ĝ and f̂ ◦ g = f̂ cĝ = f̂ ĝ , (5)
where for a function f : G → C we put f c(x) := f(−x). Clearly, (f ∗ g)(x) = (g ∗ f)(x) and
(f ◦g)(x) = (g◦f)(−x), x ∈ G. The k–fold convolution, k ∈ N is defined by ∗k, so ∗k := ∗(∗k−1).
We use in the paper the same letter to denote a set S ⊆ G and its characteristic function
S : G→ {0, 1}. Write E(A,B) for the additive energy of two sets A,B ⊆ G (see e.g. [30]), that
is
E(A,B) = |{a1 + b1 = a2 + b2 : a1, a2 ∈ A, b1, b2 ∈ B}| .
If A = B we simply write E(A) instead of E(A,A). Clearly,
E(A,B) =
∑
x
(A ∗B)(x)2 =
∑
x
(A ◦B)(x)2 =
∑
x
(A ◦ A)(x)(B ◦B)(x) . (6)
Put for any A ⊆ G
Tk(A) := |{a1 + · · ·+ ak = a′1 + · · · + a′k : a1, . . . , ak, a′1, . . . , a′k ∈ A}| .
Let
Ek(A) =
∑
x∈G
(A ◦ A)(x)k , (7)
and
Ek(A,B) =
∑
x∈G
(A ◦A)(x)(B ◦B)(x)k−1 = E(∆k(A), Bk) , (8)
be the higher energies of A and B. Here
∆(A) = ∆k(A) := {(a, a, . . . , a) ∈ Ak} .
Similarly, we write Ek(f, g) for any complex functions f and g. Quantities Ek(A,B) can be
expressed in terms of generalized convolutions (see [19]).
Definition 3 Let k ≥ 2 be a positive number, and f0, . . . , fk−1 : G→ C be functions. Write F
for the vector (f0, . . . , fk−1) and x for vector (x1, . . . , xk−1). Denote by Ck(f0, . . . , fk−1)(x1, . . . , xk−1)
the function
Ck(F )(x) = Ck(f0, . . . , fk−1)(x1, . . . , xk−1) =
∑
z
f0(z)f1(z + x1) . . . fk−1(z + xk−1) .
Thus, C2(f1, f2)(x) = (f1 ◦ f2)(x). If f1 = · · · = fk = f then write Ck(f)(x1, . . . , xk−1) for
Ck(f1, . . . , fk)(x1, . . . , xk−1).
4Let g : G → C be a function, and A ⊆ G be a finite set. By TgA denote the matrix with
indices in the set A
TgA(x, y) = g(x− y)A(x)A(y) . (9)
It is easy to see that TgA is hermitian iff g(−x) = g(x). The corresponding action of TgA is
〈TgAa, b〉 =
∑
z
g(z)(b ◦ a)(z) .
for any functions a, b : A→ C. In the case g(−x) = g(x) by Spec (TgA) we denote the spectrum
of the operator TgA
Spec (TgA) = {µ1 ≥ µ2 ≥ · · · ≥ µ|A|} .
Write {f}α, α ∈ [|A|] for the corresponding eigenfunctions. General theory of such operators
was developed in [20, 23].
We conclude with few comments regarding the notation used in this paper. For a positive
integer n, we set [n] = {1, . . . , n}. All logarithms are of base 2. Signs ≪ and ≫ are the usual
Vinogradov symbols. By δ0(x) denote the delta–function, that is δ0(0) = 1 and δ0(x) = 0
otherwise.
3 Preliminaries
In the section G = Fp, where p is a prime number and Γ ⊆ F∗p is a multiplicative subgroup. A
set Q ⊆ F∗p is called Γ–invariant if QΓ = Q. In the situation the following lemma which is a
consequence of Stepanov’s approach [29] can be formulated (see, e.g. [13] or [24]).
Lemma 4 Let p be a prime number, Γ ⊆ F∗p be a multiplicative subgroup, and Q,Q1 ⊆ F∗p be
any Γ–invariant sets such that |Q||Q1| ≪ |Γ|4, |Q||Q1||Γ|2 ≪ p3. Then∑
x∈Γ
(Q ◦Q1)(x)≪ |Γ|1/3|Q|2/3|Q1|2/3 . (10)
Using Lemma 4, one can easily deduce upper bounds for moments of convolution of Γ (see,
e.g. [18]).
Corollary 5 Let p be a prime number and Γ ⊆ F∗p be a multiplicative subgroup, |Γ| ≤ p2/3.
Then
E(Γ)≪ |Γ|5/2 , E3(Γ)≪ |Γ|3 log |Γ| , (11)
and for all l ≥ 4 the following holds
El(Γ) = |Γ|l +O(|Γ|
2l+3
3 ) . (12)
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Certainly, the condition |Γ| ≪ p2/3 in formula (12) can be relaxed.
The same method gives a generalization (see [13]).
Theorem 6 Let Γ ⊆ F∗p be a multiplicative subgroup, |Γ| <
√
p. Let also d ≥ 2 be a positive
integer. Then arranging values of (Γ ∗d−1 Γ)(ξ) in decreasing order (Γ ∗d−1 Γ)(ξ1) ≥ (Γ ∗d−1
Γ)(ξ2) ≥ . . . , where ξj 6= 0 belong to distinct cosets, we have
(Γ ∗d−1 Γ)(ξj)≪d |Γ|d−2+3−1(1+22−d)j−
1
3 .
In particular
Td(Γ)≪d |Γ|2d−2+21−d . (13)
We need in a lemma about Fourier coefficients of an arbitrary Γ–invariant set (see e.g. [13]
and [18]).
Lemma 7 Let Γ ⊆ F∗p be a multiplicative subgroup, and Q be an Γ–invariant subset of F∗p. Then
for any ξ 6= 0 the following holds
|Q̂(ξ)| ≤ min
{( |Q|p
|Γ|
)1/2
,
|Q|3/4p1/4E1/4(Γ)
|Γ| , p
1/8
E
1/8(Γ)E1/8(Q)
( |Q|
|Γ|
)1/2}
. (14)
Moreover for any positive integers l and m one has
M(Γ) ≤ p1/2lmT1/2lml (Γ)T1/2lmm (Γ) · |Γ|1−1/l−1/m . (15)
In particular, the first formula of (14) implies that M(Γ) ≤ √p. In the case of small (|Γ| > pε)
multiplicative subgroups nontrivial upper bounds for M(Γ) were obtained by additive combina-
torics methods (see [1, 4, 5]).
We conclude the section recalling some results on the additive energy of multiplicative
subgroups. It was proved in [11] (see also [13]) that E(Γ) = O(|Γ|5/2), provided by |Γ| ≤ p2/3.
At the moment the best upper bound for the additive energy of multiplicative subgroups was
obtained in [21].
Theorem 8 Let p be a prime number and Γ ⊆ F∗p be a multiplicative subgroup, |Γ| ≤ p2/3. Then
E(Γ)≪ min{|Γ| 3213 log 4165 |Γ|, |Γ|3p− 13 log |Γ|+ p 126 |Γ| 3113 log 813 |Γ|} . (16)
64 The proof of the main result
We begin with a simple lemma.
Lemma 9 Let A ⊆ G be a set and g be a function, g(−x) = g(x). Let also c be a complex
constant, gc(x) := g(x) + cδ0(x). Then the operators T
g
A and T
gc
A have the same eigenfunctions
and Spec (TgcA ) = Spec (T
g
A) + c.
In the proof we need a result on operators with special weights. The method develops the
arguments from [19, 21, 23].
Proposition 10 Let A ⊆ G be a set, and ϕ ≥ 0, ψ be two real functions of G. Then(∑
x
ϕ(x)|f̂1(x)|2
)2(
1
|A|
∑
x
ψ(x)|Â(x)|2
)4
≤ E3(A)E3(ϕ,ψ, ψ)N2 , (17)
where f1 is the main eigenfunction of the operator T
ψ̂
A. In particular, if for some constant c one
has ϕ(x) = ψ(x) + c then(
1
|A|
∑
x
ϕ(x)|Â(x)|2
)2(
1
|A|
∑
x
ψ(x)|Â(x)|2
)4
≤ E3(A)E3(ϕ,ψ, ψ)N2 . (18)
P r o o f. Consider operators T1 = T
ϕ̂
A, T2 = T
ψ̂
A. By assumption ϕ,ψ are real functions, thus
ϕ̂(−x) = ϕ̂(x), ψ̂(−x) = ψ̂(x) and hence T1,T2 are hermitian matrices. We have
σ :=
∑
x,y,z
T1(x, y)T2(x, z)T2(y, z) =
∑
x,y,z∈A
ϕ̂(x− y)ψ̂(x− z)ψ̂(y − z) =
=
∑
a,b
C3(A)(a, b)ϕ̂(a− b)ψ̂(a)ψ̂(b) .
Using the Cauchy–Schwartz inequality, the Fourier transform and formula∑
a,b
C23(A)(a, b) = E3(A) ,
see e.g. [24], we have
σ2 ≤ E3(A)
∑
a,b
|ϕ̂(a− b)|2|ψ̂(a)|2|ψ̂(b)|2 = E3(A)E3(ϕ,ψ, ψ)N2 .
On the other hand, let {µα}, α ∈ [|A|] be the spectrum of the operator T2 and let {fα}, α ∈ [|A|]
be the correspondent eigenfunctions. Substituting the formula
T2(x, y) =
∑
α
µαfα(x)fα(y)
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into the definition of the quantity σ, we get
σ =
∑
α
|µα|2 · 〈T1fα, fα〉 .
By assumption ϕ(x) ≥ 0 and hence T1 is a nonnegatively defined operator. Thus, we have (17).
To obtain (18) note that ϕ̂ = ψ̂ + cNδ0 and by Lemma 9 we get in the situation
σ =
∑
α
|µα|2µα(T1) ≥ |µ1|2µ1(T1) ≥
(
1
|A|
∑
x
ψ(x)|Â(x)|2
)2
·
(
1
|A|
∑
x
ϕ(x)|Â(x)|2
)
.
In the last inequality we have used the variational principle, see e.g. [12]. This completes the
proof. ✷
Clearly, inequality (18) holds in the case of any three different nonnegative functions.
Now let us formulate the main result of the paper.
Theorem 11 Let Γ ⊆ Fp be a multiplicative subgroup, |Γ| ≤ p2/3. Then
M(Γ)≪ |Γ|1/2p1/6 log1/6 |Γ| . (19)
Further, if
p10 ≪ |Γ|22E2(Γ) · log9 |Γ| (20)
then ∑
ξ 6=0
|Γ̂(ξ)|32/5 ≪ |Γ|16/5E2/5(Γ)p6/5 · log9/5 |Γ| . (21)
P r o o f. Put t = |Γ|, E = E(Γ). There is ξ 6= 0 such that
M2 := M2(Γ) = t−1
∑
x∈ξΓ
|Γ̂(x)|2 = 〈Tξ̂ΓΓ Γ(x)/t−1/2,Γ(x)/t−1/2〉 . (22)
Using Proposition 10 with ϕ = ψ = ξΓ, we obtain by Lemma 5
M12 ≤ E23(Γ)p2 ≪ t6p2 log2 t
and inequality (19) follows.
To get (21), for any ρ ∈ (0,M] consider the set
Q = Qρ = {x ∈ F∗p : ρ < |Γ̂(x)| ≤ 2ρ} .
Let q = |Q| and let us obtain an upper bound for q. Without loss of generality we can assume
that q > 0. Take any element ξ from Q. Using Lemma 5 and Proposition 10 with ϕ = ξΓ, ψ = Q,
we have (q
t
)4
ρ12 ≤ E3(Γ)p2E3(Q,Q, ξΓ)≪ t3p2 log t · E3(Q,Q, ξΓ) . (23)
8Our task is to estimate E3(Q,Q, ξΓ). Applying the pigeonhole principle, we find ω and a set
Sω ⊆ ((Q−Q) ∩ (ξΓ− ξΓ)) \ {0} with the property (Q ◦Q)(x) differ at most twice on Sω and
such that
E3(Q,Q, ξΓ)≪ q2t+ ωE(Q, ξΓ) · log t .
Using Lemma 4 and assuming that q ≤ t2, we obtain
E3(Q,Q, ξΓ)≪ q2t+ ωtq3/2 · log t , (24)
provided by q3/2t3 ≪ p3. Further, the number ω is bounded by
ω ≤ max
x 6=0
(Q ◦Q)(x) ≤ ρ−4max
x 6=0
∑
y
|Γ̂(y)|2|Γ̂(x+ y)|2 ≤ ρ−4Ep .
Thus, substitution of the last two estimates into (24) gives us
E3(Q,Q, ξΓ)≪ q2t+ tq3/2(ρ−4Ep) · log t . (25)
It is easy to see that the second term in (25) dominates. Indeed, by formula (13) of Theorem 6,
we get
qρ8 ≤ pT4(Γ)≪ pt4+1/8 ≤ E2p2 · log2 t
because of E ≥ t2 and t < p. Thus(q
t
)4
ρ12 ≪ t4p2q3/2(ρ−4Ep) · log2 t
and after some calculations, we get
q ≪ (t16p6E2)1/5ρ−32/5 · log4/5 t . (26)
It is easy to check that (26) implies (21). Indeed, for any parameter ∆ > 0 and the Parseval
identity, we have
σ :=
∑
ξ 6=0
|Γ̂(ξ)|32/5 ≪ ∆22/5tp+ t16/5E2/5(Γ)p6/5 · log9/5 t = ∆22/5tp+ s ,
provided by |Q∆| ≤ t2 and |Q∆|3/2t3 ≪ p3. Taking ∆ = (s/(tp))5/22, we see σ ≪ s. It remains
to check that |Q∆| ≤ t2 and |Q∆|3/2t3 ≪ p3. By (26), we have
|Q∆| ≪ s∆−32/5 = (tp)16/11s−5/11
and, hence, the first inequality is equivalent to
p10 ≪ t22E2 · log9 t , (27)
which is our condition. Similarly, the second estimate is equivalent to
t66 ≪ p36E6 · log27 t . (28)
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Inequality (28) follows easily from a trivial bound E ≥ t2 and the assumption t ≤ p2/3. This
completes the proof. ✷
In view of Theorem 8 and formulas (14), (15) of Lemma 7 our bound (19) beats (up to
logarithms) the previous estimates of M(Γ) in the interval |Γ| ∈ (p52/141, p29/48), roughly, and
coincide with it in the interval |Γ| ∈ (p29/48, p2/3). The constant 52/141 appears if one take l = 3,
m = 2 in formula (15) of Lemma 7 and apply first bound of Theorem 8 as well as Theorem 6.
Remark 12 Condition (20) says that the size of our subgroup Γ is not so small. Using a trivial
bound E(Γ) ≥ |Γ|2, we have that (20) takes place for any multiplicative subgroup Γ such that
p5/13 log−9/26 |Γ| ≪ |Γ| ≤ p2/3.
Remark 13 The sum σ from (21) can be estimated as
σ ≤ pT3(Γ)M2/5(Γ) .
In view of inequality (13) of Theorem 6 as well as bound (19), we have
σ ≪ p|Γ|17/4(|Γ|1/2p1/6 log1/6 |Γ|)2/5 . (29)
One can check that our estimate (21) is better than (29) in the range |Γ| ∈ (p116/231, p2/3) (up
to logarithms).
Remark 14 The arguments of the proof of inequality (19) show also that
max
ξ 6=0
∣∣∣∣∣∑
x
χ(x)e
2piixξ
p
∣∣∣∣∣≪ |Γ|1/2p1/6 log1/6 |Γ| , (30)
where χ is any multiplicative character on a subgroup Γ, |Γ| ≤ p2/3. Such sums are studied in
[26]. Moreover, using the variational principle (see e.g. [12]) and the convexity of the function
z → z3 or just Proposition 45 of paper [19], we get for any x ∈ F∗p
|Γ|∑
α=1
|χ̂α(x)|6 ≤ pE3(Γ) , (31)
where {χα}α∈[|Γ|] forms the orthogonal family of all multiplicative characters on Γ.
An application of Theorem 11 gives us a result on basis properties of multiplicative sub-
groups.
Corollary 15 Let Γ ⊆ F∗p be a multiplicative subgroup such that |Γ| ≫ p1/2 log1/3 p, and −1 ∈ Γ.
Then for all sufficiently large p, we have F∗p ⊆ 5Γ.
10
P r o o f. Put S = Γ + Γ = Γ− Γ, n = |Γ|, m = |S|, and ρ = M(Γ). Applying inequality (19) of
Theorem 11, we get ρ ≤ n1/2p1/6 log1/6 n. If F∗p 6⊆ 5Γ then for some λ 6= 0, we obtain
0 =
∑
ξ
Ŝ2(ξ)Γ̂(ξ)λ̂Γ(ξ) = m2n2 +
∑
ξ 6=0
Ŝ2(ξ)Γ̂(ξ)λ̂Γ(ξ) .
Therefore, by the upper bound for ρ and the Parseval identity, we get
n2m2 ≤ ρ2mp≪ (n1/2p1/6 log1/6 n)2mp .
Now by Theorem 1.1 from [18], say, that is m≫ min{np1/3 log−1/3 n, n7/3p−1/3 log−2/3 n}, and
the assumption |Γ| ≫ p1/2 log1/3 p, we obtain the required result. ✷
5 An application to Heilbronn’s exponential sum
Heilbronn’s exponential sum is defined by
S(a) =
p∑
n=1
e
2pii· an
p
p2 . (32)
D.R. Heath–Brown obtained in [10] the first nontrivial upper bound for the sum. After that
the result was improved in papers [11], [22], [25].
The method of the previous section gives a new upper bound for Heilbronn’s exponential
sum.
Theorem 16 Let p be a prime, and a 6= 0 (mod p). Then
|S(a)| ≪ p 56 log 16 p .
Indeed, consider the following multiplicative subgroup
Γ = {mp : 1 ≤ m ≤ p− 1} = {mp : m ∈ Z/(p2Z) ,m 6= 0} ⊆ Z/(p2Z) (33)
and note that maxa6=0 |S(a)| = M(Γ).
To obtain Theorem 16, we need in a lemma, see e.g. [22], which is another consequence of
Stepanov’s method [11].
Lemma 17 For Heilbronn’s subgroup (33), one has
E3(Γ)≪ p3 log p . (34)
After that apply the arguments of the proof of Theorem 11, Fourier transform on Z/(p2Z)
and use bound (34). It gives us Theorem 16.
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6 Appendix
Corollary 5 holds for subgroups of size O(p2/3). Now we extend the result of the statement on
E3(Γ) for large subgroups.
Proposition 18 Let Γ ⊆ Fp be a multiplicative subgroup, p1/2 ≪ |Γ| ≪ p3/4. Then
E3(Γ) =
|Γ|6
p2
+O(|Γ|3 log3 |Γ|) +O(p1/3M4/3(Γ)|Γ|5/3 log3 |Γ|) . (35)
Moreover, for any Γ–invariant set S, we get
E3(Γ, S) =
|Γ|2|S|4
p2
+O
(
|S|2|Γ| log3 |Γ|+ |S|
3M2(Γ)
p
)
+
+O(p2/3M2/3(Γ)|S|2|Γ|−1/3 log3 |Γ|) , (36)
and
E3(S) =
|S|6
p2
+O(|S|4|Γ|−1) +O(p|S|3|Γ|−4/3 log3 |Γ|) . (37)
P r o o f. Let t = |Γ|, M = M(Γ). By the first bound of Lemma 7 and formulas (3), (5), we have
E3(Γ) =
1
p2
∑
x,y
|Γ̂(x)|2|Γ̂(y)|2|Γ̂(x− y)|2 =
=
t6
p2
+O
(
t3M2
p
)
+
1
p2
∑
x 6=0, y 6=0, x−y 6=0
|Γ̂(x)|2|Γ̂(y)|2|Γ̂(x− y)|2 = t
6
p2
+O
(
t3M2
p
)
+ σ . (38)
Let ω = t1/2, and
Ωj = {ξ ∈ F∗p : ω2j−1 < |R̂(ξ)| ≤ ω2j} , j ∈ [l], l≪ log t .
Clearly, there are j1, j2, j3 ∈ [l] such that
σ ≤ l
3
p2
∑
x∈Ωj1 , y∈Ωj2 , x−y∈Ωj3
|Γ̂(x)|2|Γ̂(y)|2|Γ̂(x− y)|2 .
Let Qi = Ωji , qi = |Qi|, and ρi = ω2ji , where i ∈ [3]. Then
σ ≤ l
3
p2
ρ21ρ
2
2ρ
2
3
∑
x∈Q1
(Q2 ∗Q3)(x) . (39)
Suppose that q1q2q3 ≫ p3t−1. Using the first bound of Lemma 7 and Parseval identity (3), we
get ∑
x∈Q1
(Q2 ∗Q3)(x) = 1
p
∑
z
Q̂1(z)Q̂2(z)Q̂3(z) = O
(
q1q2q3
p
)
.
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Whence, by a trivial bound qj ≪ ptρ−2j , we obtain
σ ≪ l
3
p3
ρ21ρ
2
2ρ
2
3q1q2q3 ≪ l3t3
and the result follows in the case.
Now suppose that q1q2q3 ≪ p3t−1. Clearly, qj ≥ t, j = 1, 2, 3. If tq2q3 ≫ t5 then we have
a contradiction with the assumption t≫ p1/2. Thus, tq2q3 ≪ t5, and, similarly, tq1q2 ≪ t5 and
tq1q3 ≪ t5. Because of q1q2q3 ≪ p3t−1 and q1 ≥ t, we get t2q2q3 ≪ p3. Returning to formula
(39) and applying Lemma 10, we obtain
σ ≪ l
3
p2
ρ21ρ
2
2ρ
2
3 ·
q1(q2q3)
2/3
t2/3
.
Using the bound qj ≪ ptρ−2j several times as well as the estimate ρj ≤ M, we get
σ ≪ l
3
t2/3p2
ρ
2/3
2 ρ
2/3
3 (pt)
7/3 ≪ l3t5/3M4/3(Γ)p1/3
as required. The proofs of formulas (36), (37) are similar, one just need to apply Lemma 7 for
Γ–invariant set S not Γ. ✷
Remark 19 The term O(p1/3M4/3(Γ)|Γ|5/3 log3 |Γ|) in (35) is quite tight up to our current
knowledge of multiplicative subgroups. Indeed, suppose that we have M(Γ) ∼ p and |Γ̂(x)|2,
|Γ̂(y)|2, |Γ̂(x−y)|2 ∼ M2(Γ) in formula (38). The choice of the Fourier coefficients is admissible
in view of the first bound from formula (14) of Lemma 7. Now suppose that for x, y ∈ ξΓ the
following holds (ξG◦ξΓ)(x−y)≫ |Γ|2/3. This choice is also possible in view of Lemma 4. Thus,
in the situation we get p|Γ|5/3 which coincide with (35).
Remark 20 For |Γ| ≫ p3/4 another asymptotic formulas hold.
Using formulas (35), (36), (37) as well as an ”asymmetric” (applied to the correspondent
balanced functions) case of Proposition 10 one can obtain upper bounds for sums similar to
(21) in the situation when the size of our subgroups greater than p2/3. We do not make such
calculations here.
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