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Abstract
In many practical settings one can sequentially and adaptively guide the collec-
tion of future data, based on information extracted from data collected previously.
These sequential data collection procedures are known by different names, such as
sequential experimental design, active learning or adaptive sensing/sampling. The in-
tricate relation between data analysis and acquisition in adaptive sensing paradigms
can be extremely powerful, and often allows for reliable signal estimation and detec-
tion in situations where non-adaptive sensing would fail dramatically. In this work
we investigate the problem of estimating the support of a structured sparse signal
from coordinate-wise observations under the adaptive sensing paradigm. We present
a general procedure for support set estimation that is optimal in a variety of cases
and shows that through the use of adaptive sensing one can: (i) mitigate the effect
of observation noise when compared to non-adaptive sensing and, (ii) capitalize on
structural information to a much larger extent than possible with non-adaptive sens-
ing. In addition to a general procedure to perform adaptive sensing in structured
settings we present both performance upper bounds, and corresponding lower bounds
for both sensing paradigms.
1 Introduction
Consider the problem of estimating the support set of an unknown vector (which we re-
fer to as a signal) through noisy coordinate wise measurements. Such a problem may
arise in various contexts, ranging from gene expression studies (where one tries to identify
genes that are differentially expressed under some specific condition) or network monitor-
ing (where one wishes to either detect or locate anomalous elements in a network). Under
non-adaptive sensing paradigms, the most natural way to collect data is to measure each
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coordinate of the vector with the same accuracy (that is, provided each coordinate of the
vector is equally likely to be in the support set). However, what if we have the additional
flexibility of also choosing the precision and location of each measurement based on the
data collected so far? It is not immediately clear how much can be gained by these adaptive
sensing strategies over the non-adaptive ones.
In this paper we consider sparse signals, meaning the size of the support set is signifi-
cantly less than the total number of components of the signal. Sparsity has enjoyed quite a
lot of success as a modeling tool [16, 15, 19] . However, in addition to this sparsity assump-
tion one might consider further structural restrictions on the unknown support set. For
instance, in network anomaly monitoring one may assume anomalous behavior “radiates”
from certain networks elements, giving rise to star-shaped patterns on the network graph.
In gene expression studies one may expect certain groups of genes that are involved in cer-
tain biological mechanisms to share common expression levels among different individuals
with the same type of disease. In this case the support set of the gene-expression matrix is
a submatrix. Can we use such additional structural knowledge to further increase the per-
formance of support set estimation algorithms? If so, to what extent does such structural
knowledge help us? In this work we aim to address the questions above in the framework
considered in [22] and [8]. In particular we shed light on how adaptive sensing can cap-
italize on structural information, by providing general and practical algorithms endowed
with performance guarantees. Furthermore we show that these algorithms are essentially
optimal as we give matching performance lower bounds.
Inference methods where data collection is sequential and adaptive have been studied
in many different disciplines. In statistics, these are often referred to as sequential design
of experiments [29, 10, 18, 17, 20, 5, 24, 25]. In machine learning and computer science,
these methodologies are often known as active learning, and are of great importance in
applied settings [27, 11, 12, 13, 14, 30, 7, 4, 23, 21]. The effect that structural information
regarding the unknown parameter of interest has on statistical inference is an important
question, and was studied in e.g. [2, 1, 6] in non-adaptive sensing settings, and investigated
for a particular class of structural information in [3] in an adaptive sensing setting.
The paper is structured as follows. Section 2 describes the framework we are considering
in this work. In Section 3 we introduce a general procedure for support set estimation.
We analyze the performance of the procedure in Section 4. The performance limitations of
any support estimation recovery procedure is investigated in Section 5. Finally we provide
concluding remarks in Section 6.
2 Problem Setting
Let x = (x1, . . . , xn) ∈ Rn be a vector of the form
xi =
{
µ if i ∈ S
0 if i /∈ S , (1)
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where µ > 0, and S is a subset of {1, . . . , n}. We refer to the vector x as the signal, and
to S as the signal support or the significant components of the signal. The latter is our
main object of interest, as neither x and S are directly available. We are allowed to collect
multiple noisy measurements of each individual component of x, namely
Yj = xAj + Γ
−1/2
j Wj , j = 1, 2, . . . ,
where j indexes the jth measurement. For each measurement we can choose Aj, the entry
of x to be measured, and the corresponding precision of the measurement Γj > 0. Finally
Wj ∼ N (0, 1) are independent and identically distributed standard normal random vari-
ables. Also for any given j, Wj is independent of {Ai,Γi}ji=1. Under the adaptive sensing
paradigm Aj and Γj are allowed to be functions of the past observations {Yi, Ai,Γi}j−1i=1 .
This model is only interesting if one includes some constraint on the total amount of pre-
cision available. Let PS denote the joint probability distribution of {Yi, Ai,Γi}∞i=1 and ES
denote the expectation with respect to PS. In this paper we require that
ES
(∑
j
Γj
)
≤ m , (2)
where m is our total precision budget, given in advance. This constraint arises naturally
in many practical settings, and can be viewed as a total measurement time constraint in
sensing modalities where precision is directly proportional to the amount of time neces-
sary to collect a measurement (see for instance [9]). Finally, using the collected data we
construct an estimator Ŝ ≡ Ŝ({Yi, Ai,Γi}∞i=1) that is desirably as close to S as possible.
At a first glance it might seem that the model (1) is overly restrictive, as all the
significant components of x have exactly the same value µ. However, the results in this
paper can be generalized to sparse signals with non-zero significant components of arbitrary
signs and magnitudes, provided the minimum magnitude of these is large enough. For the
sake of clarity and simplicity we do not consider this extension here, but refer the reader
to [8] for details on how this can be done.
In this work the primary focus is on adaptive sensing algorithms. However, for compar-
ison purposes we will also consider non-adaptive sensing inference, which means {Ai,Γi}∞i=1
must be chosen before any observations are collected. In other words, non-adaptive sensing
requires {Ai,Γi}∞i=1 to be statistically independent from {Yi}∞i=1.
2.1 Inference Goals
Since our goal is to characterize the fundamental limitations of adaptive sensing, we will
assume µ is known, in addition to n and m. Therefore the only unknown quantity is the
signal support S. Our aim is to construct adaptive sensing methodologies that are able to
estimate S. This is only possible if the signal magnitude µ is large enough. Furthermore, it
is reasonable and desirable to make some concrete assumptions about S, namely that the
signal has a sparse support meaning the cardinality of S is small, and also extra structural
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assumptions. All these can be formalized by assuming S belongs to some class C of subsets
of {1, . . . , n}.
There are various ways one can define reliable estimation of a support set [9]. In this
work we consider the worst-case Hamming-distance as an error metric of our estimator.
Let Ŝ ≡ Ŝ({Yi, Ai,Γi}∞i=1) be a specific estimator. We wish to ensure that for a given ε > 0,
max
S∈C
ES(|Ŝ△S|) ≤ ε , (3)
where Ŝ△S is the symmetric set difference of Ŝ and S, and | · | denotes the cardinality of
a set. In words, we require the expected number of errors to be less than ε, regardless of
the true unknown support set S.
One can also consider a slightly less stringent metric, namely the probability of falsely
identifying the support set, that is PS(Ŝ 6= S). Note that we have
PS(Ŝ 6= S) ≤ ES(|Ŝ△S|) ≤ 2|S| PS(Ŝ 6= S) , (4)
where second inequality holds provided |Ŝ| = |S| (this property holds for all the estimators
we consider). According to this we are able to control the expected number of errors of
a procedure by controlling the probability of error. This is exactly what we do, so the
analysis of the procedure we propose will be applicable to both error metrics. In addition,
we also derive lower bounds in terms of expected Hamming-distance. Whenever possible
we also provide lower bound in terms of probability of error.
Naturally, the choice of support set class C plays a crucial role. The classes we consider
in this paper fall into two categories: (i) all support sets of cardinality s, which we call
s-sets. This is the maximal class for a given level of sparsity s, thus we refer to this
class, or the union of such classes with different values of s, as the unstructured case. In
contrast, other classes we consider are more stringent as the sets are structurally restricted.
For instance, the class of s-intervals, which are sets of the form {i, i + 1, . . . , i + s − 1}
for i ∈ {1, . . . , n − s + 1}. This class of sets is much smaller than the class of s-sets,
and therefore we expect the support recovery task to be significantly easier. We use the
umbrella term structured case for such classes. In particular, we study the following classes:
• s-sets: any subset of {1, . . . , n} with size s
• s-intervals: sets consisting of s consecutive elements of {1, . . . , n}
• unions of s-intervals: unions of k disjoint s-intervals
• s-stars: any star of size s in a complete graph (where the edges of the graph are
identified with {1, . . . , n})
• unions of s-stars: unions of k disjoint s-stars
• s-submatrices: any submatrix of size s of a √n×√n matrix
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Non-Adaptive Sensing Adaptive Sensing
(necessary) (necessary) (sufficient)
s-sets µ ∼ √logn µ ∼√ n
m
log s µ ∼√ n
m
log s
unions of k disjoint s-intervals µ ∼√ n
sm
log n
ks
µ ∼√ n
sm
log ks µ ∼√ n
sm
log ks
unions of k disjoint s-stars µ ∼
√
n
m
log
√
n
ks
µ ∼√ n
sm
log ks µ ∼
√
n
sm
log2 ks
s-submatrices of an
√
n×√n matrix µ ∼
√
n√
sm
log n
s
µ ∼√ n
sm
log s µ ∼
√
n
sm
log2 s
Table 1: Summary of scaling laws for the signal magnitude µ (constants omitted) which
are necessary/sufficient for maxS∈C E(Ŝ△S) → 0 as n → ∞, where C denotes the corre-
sponding class of support sets. All the results assume sparsity, meaning both s = o(
√
n)
and ks = o(
√
n) and n→∞.
Table 1 summarizes the results obtained in this paper, stated in terms of asymptotic
behavior when the signal dimension n is large and the support set (of size s or ks) is small.
Note that most results in the paper are not asymptotic in nature, and furthermore the
constant factors in the scaling laws are also accounted for. Nevertheless the results become
easier to state and interpret in asymptotic terms.
A first point to notice is that the necessary condition for non-adaptive sensing always
includes a
√
logn factor, regardless of class considered. This factor is essentially due to the
extreme value properties of Gaussian random variables. Note, however, that for adaptive
sensing that factor is replaced by a
√
log ks term (where k = 1 for the class of s-sets
and s-submatrices). This means that adaptive sensing can always mitigate the effect of
measurement noise. This is particularly interesting when m = n (or more generally m is
proportional to n) meaning that one can make, on average, one measurement of precision
one per signal entry. In that case the dependence on the extrinsic dimension n vanishes
completely when considering adaptive sensing, as opposed to non-adaptive sensing where
the factor
√
log n is ever-present. However, the gains of adaptive sensing when structure
is present can sometimes be much more remarkable. For discussion purposes consider the
case m = n: for the class of unions of disjoint s-stars one gets that µ ∼ √logn is necessary
for non-adaptive sensing, but if suffices that µ ∼
√
(1/s) log2 ks for adaptive sensing.
Therefore, apart from logarithmic factors, there is also a factor
√
1/s reduction on signal
magnitude with adaptive sensing. This can be rather beneficial, for instance when s ∼ nβ
for some 0 < β < 1/2. These gains stem from the strong structural constraints in the class,
which can be exploited by adaptive sensing strategies. However, as the cardinality of this
class is still very large it renders the structural information almost useless for non-adaptive
sensing. A similar situation happens for the s-submatrices class, although the gains there
are less dramatic (apart from logarithmic factors there is a factor s−1/4 reduction in signal
magnitude). Finally, for the class of unions of s-intervals such structural gains are not
present (although the logarithmic factors are still significantly improved). In summary,
adaptive sensing can both remove the dependence on the extrinsic dimension n due to noise
5
(which is reflected in the logarithmic terms), and further improve the signal magnitude
scaling laws (compared to non-adaptive sensing) when further structural information is
present.
Remark 1. In this paper we consider only Gaussian observation noise. However, all
the results in this paper can be generalized to non-Gaussian noise models, and will lead
to different scaling laws. Nevertheless, the qualitative comparison between adaptive and
non-adaptive sensing will remain essentially the same.
3 A General Adaptive Sensing Estimation Procedure
At the core of the problem setting we described is the issue of noise and measurement
uncertainly, which is embodied by the precision budget in (2). Without this restriction
the inference task is much easier, as one can make noiseless (infinite precision) measure-
ments. Nevertheless, a sharp distinction between adaptive and non-adaptive sensing is
still present, meaning one can still devise powerful adaptive sensing procedures. This gives
rise to a simple, yet very powerful idea: take the noiseless adaptive sensing procedures
and transform them to be robust to noise. Our general approach hinges precisely on this
“robustification” of noiseless procedures, which we refer to as noiseless-case algorithms or
algorithms for the noiseless case. When the noiseless case algorithm observes an entry of
x, we take multiple noisy measurements of that entry and perform a sequential hypothesis
test to decide whether the entry in question is zero or not. Then we use the result of the
test as a surrogate for the noiseless observation. If we ensure these tests have small enough
probabilities of error, we can recover the support set with high probability. By carefully
controlling these error probabilities we can also control the expected Hamming-distance
performance of the devised estimator. To better illustrate the ideas we will make use of
two running scenarios (corresponding to two different classes C): (i) the class of s-sets,
that is when the support set S is an arbitrary subset of {1, . . . , n} with cardinality s; the
class of s-intervals, that is all sets consisting of s consecutive elements of {1, . . . , n}.
3.1 Noiseless-case algorithms
An algorithm based on coordinate wise sampling for the noiseless case can be described as
follows. At each time t ∈ N, the algorithm either collects an observation of a coordinate
of the signal vector x, or stops and returns the estimate Ŝ for the support set S ∈ C.
The observation collected at time t is denoted by Y˜t = 1{xQt 6= 0}, where Qt ∈ {1, . . . , n}
determines the coordinate of x that we sample at time t, and 1{·} denotes the usual
indicator function. We call Qt the query at time t, and it plays a role analogous to that of
At in the problem description. In case the component indexed by Qt is a signal component
the value of Y˜t is 1, otherwise it is 0. Note that if 1S(.) : {1, . . . , n} → {0, 1} denotes the
indicator function of the support set S, the observations can be written as Y˜t = 1S(Qt).
After taking a number of observations we may decide to stop and return the estimator of
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the support set. T denotes the stopping time for the procedure and Ŝ denotes the estimate
of the support set S ∈ C.
To fully describe such an algorithm, one needs to give the queries Qt : t = 1, 2, . . ., a
stopping time T and a rule for constructing Ŝ. The query Qt : t = 1, 2, . . . is a measurable
function of {Qi, Y˜i}t−1i=1 mapping to {1, . . . , n}. It determines the coordinate of x that we
wish to sample at time t. The query Qt can be random, so that randomized procedures
can be considered. Note that because the observations are noiseless, it is unnecessary to
sample any coordinate of x more than once, and therefore we only consider procedures
satisfying this property.
The stopping time T is the possibly random time at which we stop sampling and return
an estimate of the support set. Thus T is an N valued measurable function of the filtration
generated by {Qi, Y˜i}i=1,2,... which we define in the following way
T = inf
{
t : exists at most one S ′ ∈ C : Y˜i = 1S′(Qi) ∀i ∈ {1, . . . , t}
}
. (5)
This means that we consider procedures that stop sampling when there is a unique set in C
that agrees with all the observations, or if there is no such set. Note that T is well defined,
and since it is unnecessary to sample any coordinate of x more than once in the noiseless
case T ≤ n. Furthermore in the noiseless case the procedure stops when there is exactly
one set in C in line with our observations (since we assume S ∈ C). However, we will later
modify the procedure to be able to handle noise and thus there will be a chance of making
errors. Because of this, it is possible that there is no set in C which is in agreement with
all our observations. For this reason we enforce the procedure to stop when this happens
to ensure it remains well-defined after the modification.
The estimator Ŝ is then defined in the noiseless case as the unique set in S ′ ∈ C which
agrees with our observations. Since T is well-defined, Ŝ is also well-defined in the noiseless
case (and actually Ŝ = S). However, to ensure that Ŝ remains well-defined after we modify
this procedure to handle noise we define the estimator as
Ŝ =
{
S ′ if ∃! S ′ ∈ C : Y˜t = 1S′(Qt) ∀t ∈ {1, . . . , T}
∅ otherwise . (6)
To illustrate how such a procedure may look like, consider the examples of s-sets and
s-intervals. In the first case consider a deterministic procedure, which samples every coor-
dinate one after the other. That is let Qt = t, ∀t = 1, . . . , T . The procedure will stop once
there is a unique s-set that agrees with our observations. This means it will stop when
either it finds all the elements of S or when T = n−1 (because the last element is uniquely
determined by all the previous ones). Once sampling has stopped, the estimate of the sup-
port set is Ŝ = S ′, where S ′ ∈ C is the unique set satisfying Y˜t = 1S′(Qt), ∀t ∈ {1, . . . , T}.
Next, consider the class of s-intervals. Consider a randomized procedure consisting of two
phases. In the first phase sample random coordinates of the vector x until a non-zero
coordinate is found. In the second phase search for the left endpoint of the interval by
sampling coordinates one after the other, which are to the left of the one containing signal
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that was found in the previous phase. The interval S is exactly determined either when
a 0 is found in the second phase, or when all the s signal components are found. For-
mally, denoting by Unif the discrete uniform distribution, the procedure can be written as
Qt ∼ Unif ({1, . . . , n} \ {Q1, . . . , Qt−1}) , ∀t ≤ T ′, where
T ′ = inf
{
t : Y˜t = 1 and Y˜j = 0 ∀j = 1, . . . , t− 1
}
,
and Qt = Qt−1 − 1, ∀t = T ′ + 1, . . . , T . The estimator Ŝ is defined as before as the
unique set compatible with the observations. Note that no claim is made about whether
this procedure is optimal in any sense. In particular it is possible to construct a procedure
which takes less number of steps in expectation than this one, for instance by performing
a binary search in the second phase.
3.2 From the noiseless to the noisy case
Assume now that one has a noiseless-case procedure. The next step is to translate this
procedure to the noisy case, to handle the situation when the observations are contami-
nated by noise (1), and there is a total precision budget (2). The main idea is to replace
each query Qt by multiple observations of the entry of x indexed by Qt, and perform a
hypothesis test to assess whether the component corresponding to that query is zero or
not. Specifically, we will set type I and type II error probabilities αt and βt for each Qt,
perform a Sequential Likelihood Ratio Test (SLRT) with these error probabilities, and use
its result as a surrogate for Y˜t. How to properly choose the error probabilities αt and βt
depends on the specific problem at hand, but for now assume these are simply given to us.
The procedures we propose have the nice property that all observations are made with
the same precision Γ, namely Γj = Γ > 0 ∀j ∈ N. This is not at all restrictive, provided
Γ is relatively small, as justified by Proposition 1. For the first query Q1 set the target
type I and type II error probabilities to be α1 and β1 respectively. The SLRT collects
observations
Yj = xQ1 + Γ
−1/2Wj , j = 1, . . . , N1 ,
where N1 is an appropriate stopping time defined as follows. Let f0(·) and f1(·) denote the
density of the observations when Q1 /∈ S and Q1 ∈ S respectively. Define the likelihood
ratio
z¯k =
k∑
j=1
log
f1(Yj)
f0(Yj)
. (7)
The stopping time N1 is defined as
N1 = inf {k ∈ N : z¯k /∈ (l1, u1)} ,
where l1 < 0 < u1 are chosen so that P (ZN1 ≥ u1|Q1 /∈ S) ≈ α1 and P (ZN1 ≤ l1|Q1 ∈ S) ≈
β1. Once N1 observations have been collected a decision is made regarding whether or not
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Qt belongs to the support set. Namely we define the test function Ψ1 as
Ψ1 =
{
0 if z¯N1 ≤ l1
1 if z¯N1 ≥ u1 .
We use the value of Ψ1 as a surrogate for Y˜1 in the noiseless case procedure. This then
determines the next query Q2. Again we perform another SLRT by taking observations
of the coordinate xQ2. We set the type I and type II error probabilities to be α2 and
β2, determine upper and lower stopping boundaries l2, u2, perform the test resulting in
Ψ2 which we use as a surrogate for Y˜2, and so on. We continue in this manner until the
condition for the stopping time T of the noiseless case procedure is met, and return the
corresponding estimate Ŝ. The whole procedure is summarized in Algorithm 1.
Algorithm 1: General Adaptive Sensing Support Estimation
Input:
• A noiseless procedure characterized by: queries Qj , j = 1, 2, . . . , stopping
criterion T , and estimator Ŝ
• Precision parameter Γ > 0
• Type I and II error probabilities αt and βt corresponding to query Qt
for t← 1 to · · · do
Perform an SLRT for entry xQt with error probabilities αt, βt resulting in Ψt
Set Y˜t = Ψt
If T = t stop and return Ŝ
end
It is important to notice that the procedure is well defined. In particular, each of the
SLRTs terminates with probability one, as shown in Proposition 1. Furthermore, by the
definition of T (see (5)) the entire procedure is guaranteed to terminate with probability
one, even if some of the SLRTs result in errors (meaning Ψt 6= 1S(Qt)). Finally, the
definition (6) ensures Ŝ is also well defined in the event of errors.
4 Performance Upper Bounds
In this section we use the procedure outlined in the previous section to characterize attain-
able inference limits in various settings. The SLRT is at the heart of our procedure, and
therefore we begin by deriving some important properties these satisfy. We then move on
to the analysis of the full procedure.
4.1 Analysis of the SLRTs
Most tools used in our analysis stem from the seminal work in [29]. However, some of
these results have to be specialized for our setting. Consider a SLRT that we use to decide
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between the two simple hypotheses H0 and H1. We collect independent and identically
distributed measurements y1, y2, . . ., where y1 ∼ N (0,Γ−1) under H0 and y1 ∼ N (µ,Γ−1)
under H1. We set as target type I and type II error probabilities α and β respectively.
These determine upper and lower stopping boundaries which we denote by l = log β
1−α and
u = log 1−β
α
. Recall the definition of the log-likelihood ratio in (7), and define the stopping
time NΓ as
NΓ = inf {k ∈ N : z¯k /∈ (l, u)} ,
where f0 and f1 are the densities of y1 under H0 and H1 respectively, and the subscript Γ
is meant to emphasize the dependence in Γ. Finally define the test Ψ as
Ψ =
{
0 if z¯NΓ ≤ l
1 if z¯NΓ ≥ u .
We know from the theory of SLRTs that P (NΓ <∞) = 1 (see [29]), so it is guaranteed
the data collection terminates almost surely. We also know that
E0(NΓ) ≥ 1−D(P0‖P1)
[
α log
1− β
α
+ (1− α) log β
1− α
]
,
and
E1(NΓ) ≥ 1
D(P1‖P0)
[
(1− β) log 1− β
α
+ β log
β
1− α
]
,
where P0 and P1 are the distributions of y1 under H0 and H1 respectively, E0 and E1
are the expectations with respect to P0 and P1 respectively and D(·‖·) is the Kullback-
Leibler divergence of two distributions. Since P0 and P1 are normal distributions we have
D(P1‖P0) = D(P0‖P1) = Γµ2/2 and therefore
ΓE0(NΓ) ≥ 2
µ2
[
α log
α
1− β + (1− α) log
1− α
β
]
(8)
and
ΓE1(NΓ) ≥ 2
µ2
[
(1− β) log 1− β
α
+ β log
β
1− α
]
. (9)
The derivation of these lower bounds goes roughly as follows. The cumulative log-likelihood
z¯k, k = 1, 2, . . . is a discrete time stochastic process. The process terminates when it leaves
the interval (l, u). By assuming that the process exactly hits the boundaries of this interval
we can get the lower bounds above. In reality the log-likelihood ratio will never be exactly
equal to l and u. However, when the precision Γ is small, the increments to the stochastic
process z¯k are also small, and so this process will nearly hit the exact boundaries of the
interval (l, u). This in turn means the above lower bounds should be attainable when Γ
approaches zero. This is indeed the case, as stated in the following result, which is proved
in the Appendix.
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Proposition 1. Let αΓ = P0(Ψ = 1) and βΓ = P1(Ψ = 0) be, respectively, the type I and
II error probabilities of the SLRT. Then
αΓ → α and βΓ → β
as Γ→ 0. Furthermore
ΓE0(NΓ)→ 2
µ2
[
α log
α
1− β + (1− α) log
1− α
β
]
and
ΓE1(NΓ)→ 2
µ2
[
(1− β) log 1− β
α
+ β log
β
1− α
]
,
as Γ→ 0.
This result shows that, provided the precision of each individual measurement is rela-
tively small we have a precise characterization of the total expected precision used by the
SLRT. Furthermore it shows that the lower bounds on the expected amount of precision
used by the SLRT with error probabilities α, β can be achieved in the limit when Γ → 0.
Thus, when analyzing the performance of our procedures in terms of expected precision
used we can use these lower bounds to calculate the expected precision used by the SLRTs.
Note that we are interested in the case when α and β are small. Thus, to make the dis-
cussion even more transparent we note that when α and β are both at most 1/2 we have
2
µ2
[
α log
α
1− β + (1− α) log
1− α
β
]
≤ 2
µ2
log
1
β
(10)
and
2
µ2
[
(1− β) log 1− β
α
+ β log
β
1− α
]
≤ 2
µ2
log
1
α
. (11)
When α and β are approximately zero, the inequalities above are essentially tight. In what
follows we will use the quantities on the right hand sides when calculating the expected
precision used by a SLRT. By the previous proposition if we choose Γ to be small enough,
these quantities upper bound the expected precision used by the SLRT.
4.2 General Analysis of Algorithm 1
Now we turn our attention to the analisys of the general procedure of Section 3. Recall that
a procedure for the noiseless case is characterized by queries Qt, t = 1, 2, . . . , a stopping
time T which indicates the time when we stop sampling, and the estimator Ŝ. In what
follows we consider always the definition of the two last quantities given by (5) and (6).
The queries Qt will be defined separately for each special case.
Given a certain noiseless case procedure we translate it to the noisy case by replacing
each noiseless query Qt by a surrogate SLRT Ψt. This requires the specification of type I
and type II error probabilities αt and βt for each of the tests Ψt, t = 1, 2, . . .. Naturally, αt
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and βt can be, in general, functions of {Qi,Ψi}t−1i=1, and we wish to choose them to ensure
that the final estimator Ŝ satisfies ES(|Ŝ△S|) ≤ ε, ∀S ∈ C on one hand, and that the total
precision budget (2) is not exceeded. Clearly to meet the former goal αt and βt need to be
small enough, while if these are too small the latter goal might not be attained. Therefore
we need to make a compromise in setting the error probabilities αt, βt. How to optimally
choose αt, βt, t = 1, 2, . . . depends on the specific procedure under consideration (and class
of possible support sets), and it is difficult to get a general answer. However, we will see
that in many interesting cases simple and intuitive choices for αt, βt yield near optimal
results.
We illustrate the analysis of the procedure by first considering the unstructured case
of all s-sets. In the unstructured case the near optimal procedure is very simple, and our
choice of αt, βt does not depend on t, which greatly facilitates the analysis. Formally the
class of s-sets is defined as
C = {S ⊆ {1, . . . , n} : |S| = s} .
A simple procedure for the noiseless case is defined by taking Qt = t, t = 1, 2, . . . , T .
Because of the sparsity of the signal we expect the majority of the coordinates we sample
to be zero, and we know that there are exactly s that are non-zero. So it is sensible to
take αt ≈ ε/n and βt ≈ ε/s. We will take the following concrete choice
αt = ε/2n and βt = ε/2s , t = 1, 2, . . . .
In the worst case, for any S ∈ C we query all the entries of x. Using this crude upper
bound we get
ES(|Ŝ△S|) ≤
T∑
t=1
PS(Ψt 6= 1S(Qt))
≤
∑
t/∈S
αt +
∑
t∈S
βt
≤ n ε
2n
+ s
ε
2s
≤ ε .
Since the inequality above holds for all S ∈ C we conclude that the expected number of
errors for any S ∈ C is at most ε. Furthermore the total amount of precision used by this
procedure is
ES
(∑
j
Γj
)
≤
∑
t/∈S
2
µ2
log
2s
ε
+
∑
t∈S
2
µ2
log
2n
ε
≤ 2n
µ2
log
2s
ε
+
2s
µ2
log
2n
ε
,
where we used (10) and (11), and take Γ small. Note that the total amount of precision
increases if the signal magnitude µ decreases. Combining this result with the bound on
the total precision available (2) we can characterize the conditions on µ for which this
procedure fits all the requirements outlined in Section 2.
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Proposition 2. Let C denote the class of all s-sets, and suppose
µ ≥
√
2n
m
log
2s
ε
+
2s
m
log
2n
ε
. (12)
Then the estimator Ŝ resulting from the procedure above satisfies max
S∈C
ES(|Ŝ△S|) ≤ ε, and
the precision budget of (2).
Since s ≤ n the first term on the right hand side of (12) is always as large as the second
term. Thus the scaling of µ as a function of n,m, s and ε is determined by the first term.
Therefore we have the following corollary.
Corollary 1 (s-sets). Consider the setting of Proposition 2. Whenever
µ ≥
√
4n
m
log
2s
ε
,
the procedure above produces an estimator Ŝ satisfying max
S∈C
ES(|Ŝ△S|) ≤ ε, and the pre-
cision budget of (2).
We know from [8] that, apart from constants, this is the best performance we can
hope for when considering the expected Hamming-distance of the estimator (when s≪ n).
The procedure presented in [26] has essentially the same performance as this one, and is
also a coordinate-wise method that it is based on sequential thresholding. However, it is
parameter adaptive and agnostic about s for a wide range of values.
We now turn our attention to a number of special cases, where the sets belonging to
the class C have some sort of structure. As before, the starting point is some procedure
for the noiseless case, specified by Q1, Q2, . . . , QT . We will make no claim on whether
the procedure we define for the noiseless case is optimal in any sense, although in most
cases these do give rise to optimal scaling limits. All the noiseless procedures we consider
share the common attribute that they consist of two phases. They begin with a search
phase, where one identifies the general spatial location of the support set. In this phase
we sample components of x according to some searching method, until we find a certain
number l1 ≤ |S| of signal entries. Then we switch to a refinement phase, where we exploit
the structure of the support set to find a number of entries of S. In some cases the proposed
procedures alternate between these two phases. Consider the following procedure for the
class of s-intervals. The search phase simply scans the components until an element of S
is found, and the refinement phase explores the coordinates in the neighborhood of the
element of S found earlier.
The exact form of queries Q1, Q2, . . . depends on the specific class under consideration.
Likewise, the number of search phases K and how many components to find in each search
phase l1, . . . , lK depends on the class of possible support sets. In the previous example for
the s-intervals K = 1 and l1 = 1. In what follows we denote the total number of signal
entries we wish to find throughout the search phases as l =
∑K
k=1 lk.
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To translate the noiseless-case procedures to the noisy case we must specify αt, βt for
each test Ψt, t = 1, 2, . . . , T to ensure the overall probability of error of the procedure is
small. Afterwards we turn our attention to the expected precision used by the procedure.
Combining the latter bound with the total amount of precision available (2) we get a
condition on the minimal signal strength µ which is sufficient to ensure the support is
recovered accurately. For the control of the overall error probability we can take advantage
of the two phases. Suppose we want to keep the probability of error to be less than δ. First,
note that since the noiseless case procedure does not sample any coordinate of x more than
once, we perform at most n tests, thus the conservative choice αt ≈ δ/n, t = 1, 2, . . . , T
suffices. Now note that throughout the search phases we plan to encounter no more than l
non-zero coordinates of x, so it is reasonable to set βt ≈ δ/l. Finally, since there are at most
|S| significant components we can observe, in the refinement phase we take βt ≈ δ/|S|.
It is crucial to note for a given t, αt, βt are in general functions of {Qi,Ψi}t−1i=1. This
means that when defining the error probabilities we can only use the results of the tests
carried out so far, but not the true identity of the entries we sampled. It is important to
keep this in mind in the analysis of the procedure. Also, note that the choices above are
likely not optimal. For instance the type I error probability will be the same throughout
the procedure, and we do not take advantage of the two phases when setting it. Also, for
some classes to be considered later on, one can immediately improve the αt, βt of the next
proposition (e.g. for the s-intervals we will perform at most n/s tests in the first phase
so setting αt = sδ/n for the search phase suffices). Nevertheless, these choices for the
probabilities of type I and II errors are simple and general, and yield essentially optimal
results.
Proposition 3. Suppose the noiseless case procedure is of the form described above, and
let αt = δ/4n, t = 1, 2, . . . , βt = δ/2l for search phase and βt = δ/4|S| for refinement
phase. Then
PS(Ŝ 6= S) ≤ δ, ∀S ∈ C .
Proof. Consider a noiseless case procedure given by Q1, Q2, . . . , and any support set S ∈ C.
Let Et denote the event that we make an error in the test Ψt, meaning Ψt 6= 1S(Qt). Let E t
denote the complement of Et. In what follows we compute the probability that no errors
are made.
The support set will be correctly identified if all tests are correct. So clearly
PS(Ŝ 6= S) = 1− PS(Ŝ = S)
≤ 1− PS
(
T⋂
t=1
Et
)
= 1− PS
(E1)PS (E2∣∣ E1) · · ·PS
(
ET
∣∣∣∣∣
T−1⋂
t=1
Et
)
.
The above expression upper bounds the probability of error, by considering the case where
all the test results coincide with the noiseless case. Since there are at most n zero compo-
nents being measured in the entire noiseless-case procedure, l significant components being
measured in the search phase, and at most |S| significant components being measured in
the refinement phase we conclude that
PS(Ŝ 6= S) ≤ 1− (1− δ/4n)n(1− δ/2l)l(1− δ/4|S|)|S|
≤ n δ
4n
+ l
δ
2l
+ |S| δ
4|S| ≤ δ .
This proposition ensures that the noisy case procedure has a probability of error that is
sufficiently small. The next step is to evaluate the total expected precision used (consider-
ing that the precision Γ of each measurement is arbitrarily small). This quantity depends
highly on the noiseless case procedure we use for the specific class under consideration. For
that reason this calculation is done separately for each case considered.
4.2.1 s-intervals
Consider the class of intervals of length s. Formally
C = {S ⊆ {1, . . . , n} : S = {i, i+ 1, . . . , i+ s− 1}, i = 1, . . . , n− s+ 1} .
For sake of simplicity assume n/s is an integer. This is merely to ease notation in the
calculations that follow. The first step is to define a procedure for the noiseless case. Our
choice consists of one search and one refinement phase. In the search phase we sample
coordinates 1, s + 1, 2s + 1, . . . , until we find a non-zero coordinate. This gives us the
approximate position of the interval. Then we move to the refinement phase to find the
left endpoint of the interval by sampling coordinates of x to the left of the previously found
non-zero coordinate. Note that in the second phase we query at most s− 1 coordinates.
FormallyQt = (t−1)s+1 for t = 1, . . . T ′, where T ′ = inf{t : Y˜t = 1}, andQt = Qt−1−1
for t = T ′, . . . , T , where T is defined in general in (5). The estimator Ŝ is defined in (6)
as usual. Note that this is an instance of the general procedure described in the setting
of Proposition 3 with K = 1 and l1 = l = 1. Taking the corresponding choices for
αt, βt, t = 1, 2, . . . we ensure that PS(Ŝ 6= S) ≤ δ, ∀S ∈ C. As for the expected precision
we can conclude that
ES
(∑
j
Γj
)
≤ ES

T ′−1∑
t=1
2
µ2
log
1
βt
+
2
µ2
log
1
min{αt, βt}︸ ︷︷ ︸
search
+
T∑
t=T ′+1
2
µ2
log
1
min{αt, βt}︸ ︷︷ ︸
refinement

≤ 2
µ2
(
n
s
log
2
δ
+ s log
4n
δ
)
.
Combining this with the bound on the total precision available (2) we get the following.
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Proposition 4. Let C denote the class of s-intervals, and suppose
µ ≥
√
2n
sm
log
2
δ
+
2s
m
log
4n
δ
.
Then the procedure above results in an estimator Ŝ satisfying max
S∈C
PS(Ŝ 6= S) ≤ δ and the
precision budget (2).
In addition we can also control the expected Hamming-distance ES(|Ŝ△S|) by recalling
(4). To guarantee that ES(|Ŝ△S|) ≤ ε we simply have to be slightly more conservative,
and require the probability of error δ to be at most ε/s. A analogous result to that of
Proposition 4 follows immediately. In case signals are sufficiently sparse, meaning s ≪ n,
the first term inside the square root dominates the bound. Therefore we have the following
result
Corollary 2 (s-intervals). Consider the setting of Proposition 4. Suppose that s =
o
(√
n/ logn
)
as n→∞, and let ωn →∞ be arbitrary.
(i) If
µ ≥ ωn
√
n
sm
,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
PS(Ŝ 6= S) = 0, and that
satisfies (2).
(ii) If
µ ≥
√
2n
sm
(log s+ ωn) ,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0, and that
satisfies (2).
4.2.2 Unions of s-intervals
Now we consider the class whose elements are the union of k disjoint s-intervals, where s-
intervals were defined in the previous subsection. Formally let C′ be the class of s-intervals
as defined previously. Then
C =
{
S ⊆ {1, . . . , n} : S =
k⋃
i=1
Si, Si ∈ C′ ∀i, Si ∩ Sj = ∅ ∀i 6= j
}
.
Again, assume n/s is an integer for simplicity. Note that the cardinality of the support
sets belonging to this class is ks. In case s = 1 and k = s this class is the same as the class
of s-sets considered in Proposition 2. When we choose k = 1 this is the class of s-intervals
described in Section 4.2.1. In that sense this class can be viewed as a bridge between the
two previous classes.
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The procedure for the noiseless case will again consist of one search and one refinement
phase. In the search phase we sample coordinates 1, s+ 1, 2s+ 1, . . . until we find k non-
zero coordinates. Then in the refinement phase, we sample coordinates to the left of the
previously found non-zero coordinates to find the left endpoints of all k intervals. Note
that we make at most k(s− 1) queries in the second phase. This procedure is an instance
of that described in the setting of Proposition 3 with K = 1 and l1 = l = k. Taking the
corresponding choices for αt, βt ensures PS(Ŝ 6= S) ≤ δ, ∀S ∈ C. As for the expected
precision used we can write
ES
(∑
j
Γj
)
≤ ES
(
T ′∑
t=1
2
µ2
log
1
βt
+ |S| 2
µ2
log
1
min{αt, βt}
)
≤ 2
µ2
(
n
s
log
2k
δ
+ ks log
4n
δ
)
.
Combining this with the bound on the total precision available (2) we arrive to the
following.
Proposition 5. Let C denote the class of unions of s-intervals as defined above, and
suppose
µ ≥
√
2n
sm
log
2k
δ
+
2ks
m
log
4n
δ
.
The procedure above results in an estimator Ŝ satisfying both max
S∈C
PS(Ŝ 6= S) ≤ δ and the
precision budget (2).
In case of sparse signals, that is, when both s and k are small, the first term on the
right side dominates this bound. More precisely we have the following.
Corollary 3 (unions of s-intervals). Consider the setting of Proposition 5. Assume k ≥ 2
and s ≥ 1 such that s = o
(√
n log k
k logn
)
as n→∞. Let ωn →∞ be arbitrary.
(i) If
µ ≥
√
2n
sm
(log k + ωn) ,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
PS(Ŝ 6= S) = 0, and that
satisfies (2).
(ii) If
µ ≥
√
2n
sm
(log ks + ωn) ,
then the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0, and that
satisfies (2).
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4.2.3 s-stars
Consider a setting when the coordinates of x correspond to edges of a complete undirected
graph G = (V,E) with p vertices. We call a support set S an s-star if the edges in G
corresponding to S form a star in G (see Figure 1 in [1]). Formally, let ei ∈ E denote the
edge of G corresponding to coordinate i of x for all i = 1, . . . , n. The class of s-stars is
defined as
C =
{
S ⊆ {1, . . . , n} :
⋂
i∈S
ei = v ∈ V, |S| = s
}
,
where ei ∩ ej is the set of common vertices of edges ei, ej ∈ E. Unlike what was done for
the previous classes we use a randomized procedure for the noiseless case. Like was done
for s-intervals the procedure consists of one search and one refinement phase. In the search
phase we randomly search the coordinates of x until we find a non-zero coordinate. In the
refinement phase we sample the coordinates of x which correspond to edges that share a
vertex with the non-zero coordinate found in the search phase.
Define Qt ∼ Unif
({1, . . . , n} \ {Q1, . . . , Qt−1}) for t = 1, . . . , T ′ where T ′ = inf{t : Y˜t =
1}, and Qt ∼ Unif
(
X˜ \ {Q1, . . . , Qt−1}
)
, where X˜ =
{
i ∈ {1, . . . , n} : ei ∩ eT ′ 6= ∅
}
. The
stopping time T and estimator Ŝ are defined as usual in (5) and (6). Note that this is an
instance of the general procedure described in the setting of Proposition 3 with K = 1 and
l1 = 1.
The expected amount of precision used is now a bit more tedious to calculate due to the
randomness in the search phase, which in the noisy case is prone to errors. For this reason
we slightly modify the procedure above to greatly simplify the analysis. The modification is
that in search phase we only take at most J queries. Therefore, if J is small one might end
the search phase without finding a star. However, we choose J large enough such that the
probability of not querying a signal component is small. If we adjust the error probabilities
αt, βt accordingly, we can still ensure that the probability of error of the procedure is small.
More precisely, we choose J such that PS(∀t = 1, . . . , J : Qt /∈ S) ≤ δ/2. Since
PS (∀t = 1, . . . , J : Qt /∈ S) =
(
n−s
J
)(
n
J
) ≤ (1− s
n
)J
,
choosing J = n/s log 2/δ ensures that the probability above is less than δ/2. Now choosing
αt, βt according to Proposition 3 with δ replaced by δ/2 ensures PS(Ŝ 6= S) ≤ δ, ∀S ∈ C.
With this modification the expected amount of precision is bounded by
ES
(∑
j
Γj
)
≤ ES
(
T ′∑
t=1
2
µ2
log
1
βt
+ |S| 2
µ2
log
1
αt
+
T∑
t=T ′+1
2
µ2
log
1
βt
)
≤ 2
µ2
(
J log
4
δ
+ |S| log 8n
δ
+ 2(p− 2) log 8s
δ
)
≤ 2
µ2
(
n
s
(
log
4
δ
)2
+ s log
8n
δ
+
√
8n log
8s
δ
)
.
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Combining this with the bound on the total precision available (2) we get the following.
Proposition 6. Let C be the class of s-stars as defined above and suppose
µ ≥
√
2n
sm
(
log
4
δ
)2
+
2s
m
log
8n
δ
+
√
32n
m
log
8s
δ
.
The procedure above results in an estimator Ŝ satisfying both max
S∈C
PS(Ŝ 6= S) ≤ δ and the
precision budget (2).
In case of sparse signals the first term on the right side dominates this bound. More
precisely we have the following.
Corollary 4 (s-stars). Consider the setting of Proposition 6. Suppose n → ∞ such that
s = o(
√
n/ logn). Let ωn →∞ be arbitrary.
(i) If
µ ≥ ωn
√
n
sm
,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
PS(Ŝ 6= S) = 0, and that
satisfies (2).
(ii) If
µ ≥
√
2n
sm
(log s+ ωn)
2 ,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0, and that
satisfies (2).
4.2.4 Unions of s-stars
The unions of k non-intersecting s-stars is a generalization of the class of s-stars defined
in the previous section. Suppose for technical reasons that k < s. Let C′ be the class of
s-stars as defined previously. Then
C =
{
S ⊆ {1, . . . , n} : S =
k⋃
i=1
Si, Si ∈ C′ ∀i, Si ∩ Sj = ∅ ∀i 6= j
}
.
Note that the cardinality of the support sets belonging to this class is ks. In contrast
to what we have done before, the proposed noiseless procedure will consist of alternating
search and refinement phases. In the search phases we randomly search coordinates of x
until we find a signal coordinate. Then we switch to the a refinement phase and sample
every coordinate of x which correspond to edges that share a vertex with the non-zero
coordinate found previously. After doing so it may happen that we find signal entries
corresponding to more than one star, since the stars may share vertices. If there are
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stars left partly explored, we continue sampling edges that possibly belong to not yet fully
explored stars. If there are no partly explored stars, we switch back to the search phase.
We keep iterating until we found all k stars of the graph.
Formally Qt ∼ Unif
({1, . . . , n} \ {Q1, . . . , Qt−1}) in the search phases. Let X˜t denote
the set of edges that can belong to partly explored stars up to time t. Then the queries of the
subsequent search phase can be defined as Qt ∼ Unif
(
X˜t \ {Q1, . . . , Qt−1}
)
. Note that this
stills fits the setting of Proposition 3 with K ≤ k being random and l1 = l2 = · · · = lK = 1.
Analogously to what was done for s-stars we consider a simple modification to facilitate
the analysis: each time we are in a search phase we take at most J queries. We choose J
such that the noiseless case procedure fails with small probability. Note that we perform
at most k search phases, and in each of them there are at least s unexplored signal com-
ponents. Thus, using essentially the same calculation as before, we get that by choosing
J = n/s log 2k/δ we ensure that the probability of not querying a signal coordinate in any
of the search phases is at most δ/2. Finally, choosing αt, βt according to (3) with δ replaced
by δ/2 yields PS(Ŝ 6= S) ≤ δ, ∀S ∈ C.
Note that the number of queries we perform in all of the search and refinement phases is
at most kJ and 2kp, respectively. However, for the expected number of queries performed
throughout the search phases we can get a slightly better upper bound, which is necessary
to get a more accurate dependence on the parameter k. Recall that Et denotes the event
that we make an error in the test Ψt, i.e. Ψt 6= 1S(Qt), t = 1, 2, . . . . Also, let E0 denote
the event that there is a search phase in which we do not query any coordinate containing
a signal, and TA denote the number of queries in search phases. Finally, let the number
of queries in the jth search phase be T
(j)
A . Using the mean of the negative hypergeometric
distribution, we have ES
(
T
(j)
A
∣∣∩Tt=0 E t) ≤ n/(skj), where kj is the number of unexplored
stars in search phase j. Noting that k1 = k and kj+1 < kj, j = 1, . . . , K we have the
following bound
ES
(
TA
∣∣∣∣∣
T⋂
t=0
E t
)
=
K∑
j=1
ES
(
T
(j)
A
∣∣∣∣∣
T⋂
t=0
E t
)
≤
k∑
j=1
n
js
≤ n
s
(log k + 1) .
Finally, through the law of total expectation we get
ES (TA) ≤ n
s
(log k + 1) + δkJ .
We are now ready to compute a bound on the precision used by procedure, which is
given by
ES
(∑
j
Γj
)
≤ ES
(
TA
2
µ2
log
4k
δ
+ |S| 2
µ2
log
8n
δ
+ 2k(p− 2) 2
µ2
log
8ks
δ
)
≤ 2
µ2
((n
s
(log k + 1) + δkJ
)
log
4k
δ
+ ks log
8n
δ
+ k
√
8n log
8ks
δ
)
≤ 2
µ2
(
n(1 + δk)
s
(
log
4k
δ
)2
+ ks log
8n
δ
+ k
√
8n log
8ks
δ
)
.
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Combining this with the bound on the total precision available (2) we get the following.
Proposition 7. Let C be the class of unions of k disjoint s-stars as defined above and
suppose
µ ≥
√
2n(1 + δk)
sm
(
log
4k
δ
)2
+
2ks
m
log
8n
δ
+
k
√
32n
m
log
8ks
δ
.
The procedure above results in an estimator Ŝ satisfying both max
S∈C
PS(Ŝ 6= S) ≤ δ and the
precision budget (2).
The result of the above proposition is perhaps a bit difficult to digest, but provided s
and k are small relative to n the first term in the right side dominates the bound.
Corollary 5 (unions of s-stars). Consider the setting of Proposition 7. Suppose s, k →∞
such that s = o
(√
n log k
k logn
)
.
(i) If
µ ≥
√
4n
sm
log2 4k ,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
PS(Ŝ 6= S) = 0, and that
satisfies (2).
(ii) If
µ ≥
√
4n
sm
log2 ks ,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0, and that
satisfies (2).
4.2.5 s-submatrices
In this setting the entries of x are identified with the elements a matrixM ∈ Rn1×n2 (let the
number of elements in the matrix be n = n1n2). We assume the support set S is a subset
of {1, . . . , n1} × {1, . . . , n2} and furthermore we assume it corresponds to a submatrix of
size s. Formally, the class of all s-submatrices is defined as
C = {S1 × S2 : S1 ⊆ {1, . . . , n1}, S2 ⊆ {1, . . . , n2}, and |S1| · |S2| = s} ,
where S1 × S2 denotes the cartesian product of S1 and S2. Note that if either n1 or n2 is
of the same order as n, then this setting becomes similar to the unstructured case, but if
n1, n2 ≈ √n there is a significant amount of structure on can take advantage of. Consider
the following simple noiseless support recovery procedure: in a first phase randomly search
the coordinates of x to find a non-zero coordinate. Once such a coordinate is found explore
coordinates of x corresponding to the row and column of the non-zero coordinate found
in the previous phase. Clearly, this fits the general procedure described in the setting of
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Proposition 3, with K = 1 and l1 = l = 1. Like in the case of s-stars we stop the random
search in the first phase after J = (n/s) log(2/δ) queries to facilitate the analysis. For the
expected amount of precision used we have
ES
(∑
j
Γj
)
≤ 2
µ2
(
J log
4
δ
+ s log
8n
δ
+ (n1 + n2) log
8s
δ
)
≤ 2
µ2
(
n
s
(
log
4
δ
)2
+ s log
8n
δ
+ (n1 + n2) log
8s
δ
)
.
Proposition 8. Let C denote the class of submatrices as defined above with and suppose
we have
µ ≥
√
2n
sm
(
log
4
δ
)2
+
2s
m
log
8n
δ
+
2(n1 + n2)
m
log
8s
δ
.
The procedure above results in an estimator Ŝ satisfying both max
S∈C
PS(Ŝ 6= S) ≤ δ and the
precision budget (2).
In case of sparse signals, that is when s ≪ n, and both n1 ≈
√
n and n2 ≈
√
n the
first term on the right side dominates this bound. When max{n1, n2} is at the order of n,
the situation becomes similar to the unstructured case, and the third term dominates the
bound (so one recovers essentially the result in Corollary 1). Concerning the former case
one has the following result.
Corollary 6 (s-submatrices). Consider the setting of Proposition 8. Assume n1 = n2 =√
n and s = o(
√
n/ logn) as n→∞. Let ωn →∞ be arbitrary.
(i) If
µ ≥ ωn
√
n
sm
,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
PS(Ŝ 6= S) = 0, and that
satisfies (2).
(ii) If
µ ≥
√
2n
sm
(log s+ ωn)
2 ,
the procedure above gives an estimator Ŝ such that lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0, and that
satisfies (2).
Remark 2. In all settings considered one can get exactly the same results with some degree
of adaptivity to sparsity level, characterized by s and k. For instance, if one considers the
class of all k and k − 1 unions of s-intervals or s-stars the results of Corollaries 3 and 5
still hold. Likewise mild adaptivity to s is also possible. Furthermore, all the results above
will hold if the empty set if added to the class C under consideration.
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5 Lower Bounds
In this section we derive bounds for the signal strength µ for each special case considered
earlier, such that if µ falls below these bounds, reliably recovering the support set S ∈ C
is impossible. First we derive bounds for non-adaptive sensing for comparison purposes.
For the non-adaptive case we derive lower bounds considering the error metric PS(Ŝ 6= S).
These are lower bounds considering the error metric ES(|Ŝ△S|) as well, since the latter
dominates the former. The bounds we present for the non-adaptive case are not sharp,
particularly when the signal is not sparse. Nonetheless in the sparse setting they capture
the essence of the difficulty of support recovery, and illustrate well the gains one might
achieve by using adaptive sensing procedures.
Second, we derive lower bounds for adaptive sensing, which will show the near-optimality
of the proposed procedure for the classes considered. In this case we are considering the
Hamming-distance as a metric for evaluating the performance of an estimator. It is not yet
clear if similar methods can be used to construct lower bounds when considering PS(Ŝ 6= S)
as an error metric in general. The proofs of the results of this section make use of tools
from [8] and [28].
5.1 Non-Adaptive Sensing
In this subsection we consider non-adaptive sensing for support recovery. The problem
setting is the same as in Section 2, the only difference being that in the non-adaptive
setting we have to specify {Aj,Γj}j=1,2,... before any observations are made. All the bounds
presented here are based on Proposition 2.3 in in [28], which states
Lemma 1. Let P0, . . . ,PM be probability measures on (X ,A) and let Ψ : X → {0, . . . ,M}
be any A-measurable function. If
1
M
M∑
j=1
D(Pj‖P0) ≤ a
then
max
j=0,...,M
Pj(Ψ 6= j) ≥ sup
0<τ<1
(
τM
1 + τM
(
1 +
a+
√
a/2
log τ
))
.
We can use this result directly to get general lower bounds for µ in the non-adaptive
setting. First let P0, . . . ,PM be the probability measures induced by the sampling x with
parameters {Aj,Γj}j=1,2,..., when the support sets are S0, . . . , SM respectively, where Si ∈ C.
We take S0, . . . , SM to be all the support sets in C, so that M = |C| − 1. For fixed
Sk, Sl, k 6= l we have D(Pk‖Pl) = µ2/2
∑
j:Aj∈Sk△Sl Γj. Let us define bi =
∑
j:Aj=i
Γj .
Then
M∑
j=1
D(Pj‖P0) = µ
2
2
∑
S′∈C\{S0}
∑
i∈S0△S′
bi .
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We need to evaluate the quantity above. Since we can choose any S0 ∈ C we can consider
the set which makes the hypothesis test harder. On the other hand, the measurement
budget constraint (2) implies that
∑
i bi ≤ m. This yields the following optimization
problem
max
b∈Rn+,0: ||b||1≤m
min
S∈C
∑
S′∈C\{S}
∑
i∈S△S′
bi .
where b = (b1, . . . , bn)
T . The solution of this problem can be found explicitly if the class C
under consideration has the following symmetry property (as introduced in [8]).
Definition 1. Let S ∈ C be drawn uniformly at random. If for all i ∈ {1, . . . , n} we have
P(i ∈ S) = s/n the class C is symmetric.
We have the following proposition, proved in the Appendix.
Proposition 9. Suppose C is symmetric. Then
max
b∈Rn+,0: ||b||1≤m
min
S∈C
∑
S′∈C\{S}
∑
i∈S△S′
bi
is attained when bi = m/n, i = 1, . . . , n.
We are now in position to prove the proposition which we can use to get lower bounds
for µ in our special cases.
Proposition 10. Let C be symmetric and suppose 1 +√2 ≤ (1− 2ε) log(|C| − 1). If
µ2 ≤ (1− 2ε) n
2|S|m log(|C| − 1) ,
then no non-adaptive procedure can have
PS(Ŝ 6= S) ≤ ε, ∀S ∈ C .
Proof. Let P0, . . . ,PM be the probability measures induced by the sampling x with pa-
rameters {Aj ,Γj}j=1,2,..., when the support sets are S0, . . . , SM respectively, where Si ∈ C.
We take S0, . . . , SM to be all the support sets in C, that is M = |C| − 1. By Proposition 9
we know bi = m/n, i = 1, 2, . . . is the optimal choice for distributing the precision in the
non-adaptive setting for symmetric C. From this we have
1
M
M∑
j=1
D(Pj‖P0) ≤ max
j=1,...,M
D(Pj‖P0) = |S|m
n
µ2 := a .
Then by Lemma 1 we have
sup
S∈C
PS(Ŝ 6= S) ≥ sup
0<τ<1
(
τM
1 + τM
(
1 +
a+
√
a/2
log τ
))
.
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Setting τ = 1/M we get
sup
S∈C
PS(Ŝ 6= S) ≥ 1
2
(
1− a+
√
a/2
logM
)
.
The right side of the above expression is bounded below by ε whenever
a+
√
a/2 ≤ (1− 2ε) logM (13)
Plugging the values of a and M into the above inequality immediately yields bounds for
µ. However, to make the bound more transparent, assume C is such that 1 + √2 ≤
(1− 2ε) log(|C| − 1). Then every a satisfying
2a ≤ (1− 2ε) logM
also satisfies (13). The statement now follows.
Note that the condition 1+
√
2 ≤ (1−2ε) log(|C|−1) is not necessary to get the bound
for µ, its role is merely to make the bound more transparent. Furthermore, it simply
requires C to be large enough compared to ε. Since we are interested in cases where C is
large and ε is small we can always safely assume this condition holds provided ε is small
enough. The result of Proposition 10 is remarkably simple, as the lower bound depends
exclusively on the cardinality of the class under consideration. With this in hand it is
immediate to get non-adaptive lower bounds for all the classes considered in the paper.
Proposition 11. A necessary condition to ensure that any non-adaptive procedure satisfies
PS(Ŝ 6= S) ≤ ε, ∀S ∈ C is given by the following expressions, for the different classes C:
• s-sets: µ ≥
√
(1− 2ε) n
2sm
log
((
n
s
)− 1) .
• s-intervals: µ ≥
√
(1− 2ε) n
2sm
log
(
n
s
− 1) .
• unions of k disjoint s-intervals: µ ≥
√
(1− 2ε) n
2ksm
log
((
n/s
k
)− 1) .
• unions of k disjoint s-stars1: µ ≥
√
(1− 2ε) n
2ksm
log
((
p
k(s+1)
)− 1) .
• s-submatrices: µ ≥
√
(1− 2ε) n
2sm
log
((
n1√
s
)(
n2√
s
)− 1) .
1assuming k(s+ 1) ≤ p.
25
Proof. The case of s-sets is straightforward from Proposition 10. The class of s-intervals
is not symmetric, however, its subclass
{{1, . . . , s}, {s+ 1, . . . , 2s}, . . . , {n− s+ 1, . . . , n}}
is, therefore we can apply Proposition 10 for this subclass. For the class of unions of
intervals, we consider a similarly constructed subclass to get the bound above. In case of
the unions of stars, we can consider the subclass of stars with distinct vertices. The size of
this subclass is lower bounded by
(
p
k(s+1)
)
. For the submatrices, we consider the subclass
of submatrices of size
√
s×√s.
Using the previous results we can state the following corollary considering the large n
behavior of the non-adaptive lower bounds.
Corollary 7. In order to have lim
n→∞
PS(Ŝ 6= S) = 0 for n→∞ any non-adaptive procedure
must satisfy, for some constant c > 0
• s-sets: µ ≥ c√ n
2m
log n
s
, when s = o(n).
• s-intervals: µ ≥ c√ n
2sm
log n
s
, when s = o(n).
• unions of k disjoint s-intervals: µ ≥ c√ n
2sm
log n
ks
, when ks = o(n).
• unions of k disjoint s-stars: µ ≥ c
√
n
2m
log
√
2n
ks
, when ks = o(
√
n).
• s-submatrices: µ ≥ c
√
n
4
√
sm
log n
s
, when n1 = n2 =
√
n, s1 = s2 =
√
s, and s = o(n).
The previous results sheds some light on the limits of support recovery in the non-
adaptive setting. If the size of the support set (s or ks) is sufficiently small relative to n
the log n factor is unavoidable for non-adaptive support recovery. On the contrary, this
factor does not appear in the performance bounds in any of the cases we consider. For the
class of unions of intervals, a factor of
√
1/s appears in the lower bounds above, which
means it might be possible to capitalize on the structure in the non-adaptive case as well
(and this is indeed the case). For the unions of stars, however, this is no longer true. In fact
this class is so large that non-adaptive procedures can no longer take significant advantage
from the structure of the support sets. This is in stark contrast with what is possible with
adaptive sensing (see Corollary 4). Similar remarks apply to the class of submatrices as
well.
5.2 Adaptive Sensing
In this section we derive lower bounds for the signal strength µ in the adaptive sensing
setting. We measure the performance of an estimator by the expected Hamming-distance
ES(|Ŝ△S|). In some cases we are also able to prove lower bounds for the error metric
PS(Ŝ 6= S). Comparing the bounds of this section with the performance bounds of Section 4
shows the near optimality of the proposed procedure for sparse signals for all the classes
considered.
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5.2.1 s-sets (unstructured case)
This case is considered in [8] and lower bounds are shown for a slightly larger class, which
consists of all s, s − 1 and s + 1 sets. However, it turns out that a similar result holds
also if one considers the class of all s and (s − 1)-sets only. Let C′ denote this class, and
suppose there is a sensing procedure and estimator Ŝ for which
max
S∈C′
ES(|Ŝ△S|) ≤ ε .
Lemma 4.1 in [8] shows that it suffices to consider only symmetric estimators, which satisfy
∀i, j ∈ S : PS(i /∈ Ŝ) = PS(j /∈ Ŝ) ,
and
∀i, j /∈ S : PS(i /∈ Ŝ) = PS(j /∈ Ŝ) ,
for any S ∈ C′. This follows since any estimator Ŝ can be symmetrized without affecting
their worst case performance when the class under consideration is closed under permuta-
tions. It is easily shown that, for symmetric estimators we have
∀i, j ∈ S : ES
( ∑
k:Ak=i
Γk
)
= ES
( ∑
k:Ak=j
Γk
)
,
and
∀i, j /∈ S : ES
( ∑
k:Ak=i
Γk
)
= ES
( ∑
k:Ak=j
Γk
)
,
for any S ∈ C′. We can then proceed as follows. Let S ∈ C′ and i ∈ {1, . . . , n} be arbitrary,
and such that |S| = s− 1 and i /∈ S. Define also S ′ = S ∪ {i}. For the event {i /∈ Ŝ} we
have
D(PS‖PS′) ≥ − log
(
2PS(i /∈ Ŝ) + 2PS′(i = Ŝ)
)
.
Using the symmetry of the estimator we can easily bound the left hand side as follows.
D(PS‖PS′) = µ
2
2
ES
 ∑
j:Aj=i
Γj
 ≤ µ2
2
m
n− s+ 1 .
Furthermore, also by symmetry
PS(i ∈ Ŝ) ≤ ε/(n− s+ 1), PS′(i /∈ Ŝ) ≤ ε/s ,
whenever we have ES(|Ŝ 6= S|) ≤ ε. Putting everything together yields the following
proposition.
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Proposition 12. Let C′ denote the class of all subsets of {1, . . . , n} with cardinality either
s− 1 or s. Suppose that max
S∈C′
ES(|Ŝ△S|) ≤ ε. Necessarily
µ ≥
√
2(n− s)
m
(
log s+ log
n− s
n + 1
+ log
1
2ε
)
.
In the large n regime and when considering sparse signals we have the following result.
Corollary 8 (s-sets). Consider the setting of Proposition 12, and suppose s = o(n) as n→
∞. If there is an adaptive sensing and estimation strategy such that lim
n→∞
max
S∈C′
ES(|Ŝ△S|) =
0 then necessarily
µ ≥
√
2n
m
(log s+ ωn) ,
where ωn →∞.
This shows that, in the asymptotic regime, our adaptive-sensing procedure is near
optimal in the unstructured case, when the signal is sparse.
5.2.2 s-intervals
In the case of s-intervals we can get a lower bound for the probability of error as the metric
of interest. This lower bound is, however, a bit loose on the dependence on ε.
Proposition 13. Let C be the class of s-intervals. Assume max
S∈C
PS(Ŝ 6= S) ≤ ε, where
ε > 0. Then necessarily
µ ≥ (1− ε)
√
n
2sm
.
Proof. Assume without loss of generality that n/s is an even integer. Define the class of
disjoint intervals
D = {{1, . . . , s}, {s+ 1, . . . , 2s}, . . . , {n− s+ 1, . . . , n}} . (14)
Since D ⊆ C it suffices to show the lower bound for this smaller class. Now partition the
class in two disjoint sets of the same size, namely D1 and D2, such that D1 ∪ D2 = D
and D1 ∩ D2 = ∅. To show the lower bound we consider a test of two simple hypothesis.
Namely, under H1 assume S ∼ Unif(D1) and under H2 assume S ∼ Unif(D2). In words,
data under each hypothesis is generated by first selecting the support set S from either
distribution, and then collecting data D = {Yj, Aj,Γj}1,2,... under the model indexed by S.
Therefore this is a test between two simple hypothesis.
Given a support estimator Ŝ one can construct a test
Φ(D) =
{
1 if Ŝ ∈ D1
2 otherwise
.
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Clearly, if PS(Ŝ 6= S) ≤ ε ∀S ∈ D, then P1(Φ(D) = 2) + P2(Φ(D) = 1) ≤ ε, where Pi
denotes the distribution of D = {Yj, Aj,Γj}1,2,... under Hi. Let P0 denote the distribution
of D when S = ∅ and TV (·, ·) denote the total-variation distance. We have
P1(Φ(D) = 2) + P2(Φ(D) = 1) ≥ 1− TV (P1,P2)
≥ 1− (TV (P0,P1) + TV (P0,P2))
= 1− 2TV (P0,P1)
≥ 1−
√
2D(P0‖P1) , (15)
where the second inequality follows from the triangle inequality, and the third inequality
follows from the first Pinsker inequality [28].
The Kullback-Leibler between P0 and P1 can be bounded as follows.
D(P0‖P1) =
∑
j
E0
[
log
dP0(Yj|Aj ,Γj)
dP1(Yj|Aj ,Γj)
]
= −
∑
j
E0
[
log
dP1(Yj |Aj,Γj)
dP0(Yj |Aj,Γj)
]
= −
∑
j
E0
[
log
1
|D1|
∑
S∈D1 dPS(Yj|Aj,Γj , S)
dP0(Yj|Aj ,Γj)
]
= −
∑
j
E0
[
log
1
|D1|
∑
S∈D1
exp
(
−Γj
2
µ1{Aj = S}(µ− 2Yj)
)]
≤ −
∑
j
E0
[
1
|D1|
∑
S∈D1
−Γj
2
µ1{Aj = S}(µ− 2Yj)
]
,
where the last step follows from Jensen’s inequality. Therefore
D(P0‖P1) ≤ 1|D1|
∑
S∈D1
E0
[∑
j
Γj
2
µ1{Aj = S}(µ− 2Yj)
]
=
1
|D1|
∑
S∈D1
E0
[∑
j
Γj
2
µ1{Aj = S}(µ− 2Yj)
]
=
1
|D1|
∑
S∈D1
E0
 ∑
j:Aj=S
Γj
2
µ2

≤ µ
2
2
1
|D1|
∑
S∈D1∪D2
E0
 ∑
j:Aj=S
Γj
 ≤ µ2
2
2s
n
m .
From this and (15) we immediately get the result of the proposition.
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A closer look at the above proof gives an interesting insight. It appears the problem
of interval estimation is as hard as the problem of detection. Note that in essence the
previous proof claims that estimating an interval is as hard as the problem of detection,
that is, deciding between the hypotheses H0 : S = ∅ and H1 : S ∈ C. In fact, the method
proposed in Section 4.2.1 already deals with this case, and exhibits the same performance
if one “adds” the empty set to the class of s-intervals. The following proposition gives
lower bounds both when considering PS(Ŝ 6= S) and ES(|Ŝ△S|) as the error metric, that
also captures the dependence on ε.
Proposition 14. Let C be the class of s-intervals. Let ε ∈ (0, 1).
(i) if max
S∈C∪∅
PS(Ŝ 6= S) ≤ ε necessarily
µ ≥
√
2n
sm
log
1
2ε
.
(ii) if max
S∈C∪∅
ES(|Ŝ△S|) ≤ ε necessarily
µ ≥
√
2(n− s)
sm
(
log
n− s
n + s
+ log
s
8ε
)
.
Proof. The assertion considering PS(Ŝ 6= S) as the error metric immediately follows from
Theorem 3.1 in [8]. This theorem is directly applicable as having an estimator Ŝ satisfying
(i) implies having a test Φ for the hypothesis testing problem
H0 : S = ∅ versus H1 : S ∈ C
with sum of type I and type II error probabilities no greater than ε.
As for the case when Ŝ satisfies (ii), consider the following reduction of the problem.
Let C˜ denote the class that contains the empty set and the class of disjoint consecutive
intervals defined in (14). For sake of simplicity assume that n/s is an integer. It suffices
to consider estimators of the form
Ŝ =
⋃
d∈D
Sd , (16)
where D is a subset of D. In other words, the estimator is a (possibly empty) union of
some disjoint s-intervals in D. It is not restrictive to consider such estimators since if one
has an arbitrary estimator Ŝ with expected number of errors at most ε, then we can define
the estimator S˜ of the form in (16) which has error at most 4ε. For instance let S˜ be such
that Sd ⊆ S˜ if and only if |Ŝ ∩ Sd| ≥ s/2 for all d ∈ D. Then ES(|S˜△S|) ≤ 4ε for all
S ∈ C ∪ ∅.
Considering such estimators we can write the expected number of errors as
ES(|Ŝ△S|) =
n/s∑
i=1
s PS(1{Si ⊆ Ŝ} 6= 1{Si ⊆ S}) .
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This means that the above problem is similar to that of Proposition 12 with a vector of
length n/s, and support set size at most 1 (but error bounded by 4ε/s), concluding the
proof.
In the asymptotic regime for sparse signals we have the following corollary, which shows
that the procedure proposed in Section 4.2.1 is nearly optimal when considering both error
metrics.
Corollary 9 (s-intervals). Consider the setting of Proposition 14, and suppose s = o(n)
as n→∞.
(i) if lim
n→∞
max
S∈C∪∅
PS(Ŝ 6= S) = 0 necessarily
µ ≥ ωn
√
n
sm
,
(ii) if lim
n→∞
max
S∈C∪∅
PS(Ŝ 6= S) = 0 necessarily
µ ≥
√
2n
sm
(log s+ ωn) ,
where ωn is an arbitrary sequence such that ωn →∞.
5.2.3 Unions of s-intervals
Consider again a slight modification of the class of interest, namely let C denote the class
of all disjoint unions of k or (k − 1) s-intervals. Similarly to the previous case, we reduce
the problem to look like the general s-sparse case, and apply Proposition 12.
Proposition 15. Let ε ∈ (0, 1) be fixed and suppose that max
S∈C
ES(|Ŝ△S|) ≤ ε. Then
necessarily
µ ≥
√
2(n− sk)
sm
(
log k + log
n− sk
n+ s
+ log
s
8ε
)
.
Proof. Assume again for sake of simplicity that n/s is an integer and consider the class of
consecutive s-intervals D defined in (14). Let D˜ ⊂ C be the class which contains unions of
k or (k − 1) elements of D. It suffices to consider only estimators that satisfy (16) since if
there is a general estimator Ŝ for which maxS∈C ES(|Ŝ△S|) ≤ ε for all S ∈ C then there is
an estimator S˜ of the form (16) satisfying maxS∈C ES(|S˜△S|) ≤ 4ε. Therefore the problem
can once again be viewed as the unstructured case involving a vector of length n/s and
sparsity k or (k − 1), and requiring that the estimator has expected Hamming-distance at
most 4ε/s. Using Proposition 12 concludes the proof.
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Corollary 10 (unions of s-intervals). Consider the setting of Proposition 15, and suppose
sk = o(n) as n → ∞. If there is an adaptive sensing and estimation strategy such that
lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0 then necessarily
µ ≥
√
2n
sm
(log ks+ ωn) ,
where ωn is an arbitrary sequence for which ωn →∞.
The previous statements show the near-optimality of the procedure proposed in Sec-
tion 4.2.2.
5.2.4 s-stars and unions of s-stars
The lower bounds for this class follow from similar arguments as the ones used for s-
intervals by considering a maximal subclass of disjoint s-stars (meaning these do not share
any edges). Let N(p, s) be the size of such a subclass. We have the following lemma.
Lemma 2. Let N(p, s) denote the maximal number of disjoint stars of size s in a complete
graph with p vertices. We have
N(p, s) ≥ p(p− 1− s)
2s
.
With this in mind we can get a performance lower bound, proved in an analogous way
to that of Proposition 13.
Proposition 16. Let C be the class of s-stars. Assume max
S∈C
PS(Ŝ 6= S) ≤ ε. Then
necessarily
µ ≥ (1− ε)
√
N(p, s)
2m
.
We can also get results analogous to Propositions 14 and 15, and Corollaries 9 and 10.
We only state the results for the unions of s-stars, which shows the near-optimality of the
proposed procedure.
Proposition 17. Let C′ denote the class of unions of k or k − 1 disjoint s-stars. Let
ε ∈ (0, 1) be fixed and suppose that max
S∈C
ES(|Ŝ△S|) ≤ ε. Then necessarily
µ ≥
√
2(N(p, s)− k)
m
(
log k + log
N(p, s)− k
N(p, s) + 1
+ log
s
8ε
)
.
Corollary 11 (unions of s-stars). Consider the setting of Proposition 17, and suppose
ks = o(n) as n → ∞. If there is an adaptive sensing and estimation strategy such that
lim
n→∞
max
S∈C
ES(|Ŝ△S|) = 0 then necessarily
µ ≥
√
2n
sm
(log ks+ ωn) ,
where ωn is an arbitrary sequence for which ωn →∞.
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5.2.5 s-submatrices
Again, akin to the s-intervals and s-stars we can get lower bounds without including the
empty set to the class when considering the probability of error as the metric of interest.
Proposition 18. Let C be the class of submatrices, and suppose n1, n2, s are such that we
can cover the matrix M entirely with disjoint submatrices of size s. Let ε > 0 and suppose
max
S∈C
PS(Ŝ 6= S) ≤ ε. Necessarily
µ ≥ (1− ε)
√
n
2sm
.
We can once more derive results when including the empty set in the class.
Proposition 19. Suppose n1, n2, s are such that we can cover the matrix M entirely with
disjoint submatrices of size s, and fix ε ∈ (0, 1).
(i) if max
S∈C∪∅
PS(Ŝ 6= S) ≤ ε, then necessarily
µ ≥
√
2n
sm
log
1
2ε
,
(ii) if max
S∈C∪∅
ES(|Ŝ△S|) ≤ ε, then necessarily
µ ≥
√
2(n− s)
sm
(
log
n− s
n + s
+ log
s
8ε
)
.
The condition about the relation between n1, n2 and s in the previous propositions is
merely to simplify presentation. This can be easily relaxed by bounding the number of
disjoint submatrices of size s in a matrix of size n1 × n2. For instance, one such bound
is max{n1 · ⌊n2/s⌋, n2 · ⌊n1/s⌋}. This condition does not play a role when considering the
behavior of the bound in the asymptotic regime for sparse signals in the following corollary.
Corollary 12 (s-submatrices). Consider the setting of Proposition 19, and suppose s =
o(n) as n→∞.
(i) if lim
n→∞
max
S∈C∪∅
PS(Ŝ 6= S) = 0, then
µ ≥ ωn
√
2n
sm
,
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(ii) if lim
n→∞
max
S∈C∪∅
ES(|Ŝ△S|) = 0, then
µ ≥
√
2n
sm
(log s+ ωn) ,
where ωn is an arbitrary sequence such that ωn →∞.
The previous results show the near optimality of the procedure proposed in Section 4.2.5,
in the case when n1, n2 are the same order of magnitude. When either of them is close to
n the problem becomes similar to the unstructured case (however, this is not captured by
the corollary above).
6 Final Remarks
In this work we investigated the problem of support estimation of structured sparse signals
under the adaptive sensing paradigm. These results broaden our understanding of the
fundamental limits of adaptive sensing and also provide a practical method for estimating
signal supports. The procedure suggested in this work is rather general and simple, and
also turns out to be near-optimal in a variety of interesting cases. It is important to point
out that the proposed procedure requires knowledge of some parameters of the problem
that might not be available in a real-life setting. Also, neither the fundamental performance
limits nor the performance of the proposed procedure are yet fully understood for arbitrary
classes of signal support sets. These might prove to be interesting areas for future research.
Appendix
Proof of Proposition 1. To ease notation we write N ≡ NΓ. The proof of all the statements
in the proposition hinges on the derivation of upper bounds for the expected value of the
stopping time N . Recall the definition of the log-likelihood ratio
z¯k =
k∑
i=1
log
f1(yi)
f0(yi)
=
k∑
i=1
zi ,
where zi =
Γ
2
µ(2yi − µ). From Wald’s identity [29] we know that
E(z¯N ) = E(N)E(z1) .
Since it is easy to compute E(z1) directly, in order to control E(N) we need to control
E(z¯N ). Note that E0(z1) < 0 < E1(z1), thus to get an upper bound on E0(N) we need
to lower bound E0(z¯N ), and to get an upper bound on E1(N) we need to upper bound
E1(z¯N). In what follows assume H0 is true, as the case for H1 is entirely analogous. Our
proof hinges on the following technical lemma.
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Lemma 3.
l + E0(z1|z1 ≤ 0) ≤ E0(z¯N |z¯N ≤ l) ≤ l ; (17)
elE0 (e
z1 | z1 ≤ 0) ≤ E0 (ez¯N | z¯N ≤ l) ≤ el ; (18)
eu ≤ E0 (ez¯N | z¯N ≥ u) ≤ euE0 (ez1 | z1 ≥ 0) . (19)
Proof. We prove only the first statement, as the proof of the other two statements follow
with essentially the same reasoning. First note that for any normal random variable ξ ∼
N (ν, σ2) and c ≤ 0 we have
E(ξ − c|ξ ≤ c) ≥ E(ξ|ξ ≤ 0) . (20)
This can be justified by writing the conditional densities of ξ − c|ξ ≤ c and ξ|ξ ≤ 0,
respectively
fξ−c|ξ≤c(x) = K1e
− ((x−ν)+c)2
2σ2 1{x ≤ 0}
fξ|ξ≤0(x) = K2e
− (x−ν)2
2σ2 1{x ≤ 0} ,
where K2 > K1 > 0 are the appropriate normalization constants. It is easy to show that
these densities satisfy
fξ−c|ξ≤c(x) ≤ fξ|ξ≤0(x) if x ≤ x0
fξ−c|ξ≤c(x) ≥ fξ|ξ≤0(x) if x ≥ x0 ,
where x0 is simply given by
x0 =
2σ2 log K1
K2
− c2
2c
+ ν .
This, in turn implies (20), as
E(ξ − c|ξ ≤ c)− E(ξ|ξ ≤ 0) =
∫
xfξ−c|ξ≤c(x) dx−
∫
xfξ|ξ≤0(x) dx
=
∫
x
(
fξ−c|ξ≤c(x)− fξ|ξ≤0(x)
)
dx− x0
∫
fξ−c|ξ≤c(x)− fξ|ξ≤0(x) dx
=
∫
(x− x0)
(
fξ−c|ξ≤c(x)− fξ|ξ≤0(x)
)
dx
≥ 0 .
We are now ready to prove the lemma. First note that
z1 = log
f1(y1)
f0(y1)
= Γµy1 − Γµ
2
2
H0∼ N
(
−Γ
2
µ2,Γµ2
)
.
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Therefore
E0
(
z¯N
∣∣∣z¯N ≤ l) = E0(E0 (z¯N |N, z¯N−1, z¯N ≤ l ) ∣∣∣z¯N ≤ l)
= l + E0
(
E0 (zN − (l − z¯N−1) |N, z¯N−1, zN ≤ l − z¯N−1 )
∣∣∣z¯N ≤ l)
≥ l + E0
(
E0 (zN |N, z¯N−1, zN ≤ 0)
∣∣∣z¯N ≤ l)
= l + E0
(
E0 (z1 |N, z¯N−1, z1 ≤ 0)
∣∣∣z¯N ≤ l)
= l + E0
(
z1 |z1 ≤ 0
)
,
where the inequality follows from (20), concluding the proof of statement (17). The other
two statements are shown in a similar fashion, by noting also that the exponential function
is monotone increasing.
With the lemma result at hand, note that
E0(z¯N ) = αΓE0(z¯N |z¯N ≥ u) + (1− αΓ)E0(z¯N |z¯N ≤ l)
≥ αΓu+ (1− αΓ)l + (1− αΓ)E0(z1|z1 ≤ 0) ,
where the last step follows simply from the lemma. Using this together with Wald’s
inequality yields
ΓE0(N) ≤ − 2
µ2
(
αΓu+ (1− αΓ)l + (1− αΓ)E0(z1|z1 ≤ 0)
)
=
2
µ2
(
αΓ log
α
1− β + (1− αΓ) log
1− α
β
− (1− αΓ)E0(z1|z1 ≤ 0)
)
.
So, provided we can show that αΓ → α and E0(z1|z1 ≤ 0)→ 0 as Γ→ 0 the statement of
the proposition follows, as we obtain the same limit as in (8).
Note first that P0(z1 ≤ 0) = Φ(µ
√
Γ/2)→ 1/2 as Γ→ 0, where Φ denotes the standard
normal cumulative distribution function. Now, since −|z1| ≤ z11{z1 ≤ 0} ≤ 0 we conclude
that E0(z11{z1 ≤ 0}) → 0 when Γ → 0, since E0(|z1|) ≤
√
E0(z21) → 0. Therefore
E0(z1|z1 ≤ 0) = E0(z11{z1 ≤ 0})/P0(z1 ≤ 0)→ 0.
To conclude the proof we need to show that αΓ → α as Γ→ 0. We can check this using
the moment generating function of z¯N . Begin by noting that
1 = E0
(
N∏
i=1
f1(yi)
f0(yi)
)
= E0(e
z¯N ) = (1− αΓ)E0 (ez¯N | z¯N ≤ l) + αΓE0 (ez¯N | z¯N ≥ u) .
Hence
αΓ =
1− E0 (ez¯N | z¯N ≤ l)
E0 (ez¯N | z¯N ≥ u)− E0 (ez¯N | z¯N ≤ l) . (21)
We can now use the statements (18) and (19) of Lemma 3.
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It can be easily shown that E0(e
z1 |z1 ≤ 0) → 1 and E0(ez1 |z1 ≥ 0) → 1 as Γ → 0.
Therefore from Lemma 3 we get that
E0 (e
z¯N | z¯N ≤ l)→ el ,
and
E0 (e
z¯N | z¯N ≥ u)→ eu
as Γ → 0. This, together with (21) concludes the proof of the first statement of the
proposition. The proof of the second statement in entirely analogous.
Proof of Proposition 9. The maximum of the quantity above is attained when ||b||1 = m,
so we will assume this in what follows. For a fixed i ∈ {1, . . . , n} let Ci = {S ∈ C : i ∈ S}.
In case of symmetric classes we have that |Ci| = c does not depend on i. Also note
that c/|C| = s/n. To see the latter consider a random coordinate J which is uniform on
{1, . . . , n}, and a random coordinate K, which is selected sequentially: first select S ∈ C
uniformly at random, then select i ∈ S uniformly at random. When C is symmetric the
distribution of J and K are the same, and
1
n
= P(J = i) = P(K = i) =
c
|C|
1
s
With this we can write
min
S∈C
∑
S′∈C\{S}
∑
i∈S△S′
bi = min
S∈C
∑
S′∈C\{S}
 ∑
i∈S\S′
bi +
∑
i∈S′\S
bi

= min
S∈C
∑
i∈S
∑
S′∈C\{S}
1{i /∈ S ′} bi +
∑
i/∈S
∑
S′∈C\{S}
1{i ∈ S ′} bi

= min
S∈C
(∑
i∈S
(|C| − c) bi +
∑
i/∈S
c bi
)
= min
S∈C
((|C| − c) bS + c (m− bS))
= cm+ (|C| − 2c) min
S∈C
bS ,
where bS =
∑
i∈S bi. However,
min
S∈C
bS ≤ 1|C|
∑
S∈C
bS =
1
|C|
∑
S∈C
∑
i∈S
bi
=
1
|C|
n∑
i=1
1{i ∈ S}bi = 1|C|c
n∑
i=1
bi
=
cm
|C| .
Now note that when bi = m/n for all i = 1, . . . , n, we have bS = sm/n = cm/|C| for all
S ∈ C.
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Proof of Lemma 2. Consider the following sequence of graphs denoted by G0, G1, . . . , GK ,
where K ∈ N. Let G0 denote the graph with p vertices and no edges. The graphs
G1, . . . , GK are obtained recursively by adding a disjoint star of s to the graph until this
is no longer possible. In other words, for k ∈ {1, . . . , K} the graph Gk is constructed by
adding a disjoint s-star of Gk−1. Let dk(v) denote the degree of v ∈ Gk. Notice that for
any k ∈ {0, . . . , K} if there exists v ∈ Gk such that dk(v) < p − 1 − s we can add a star
to Gk centered in v. This means that for the index K we have that dK(v) ≥ p− 1− s for
all v ∈ GK . Thus the graph GK has at least p(p − 1 − s)/2 edges and is built entirely of
disjoint stars of size s. The statement now follows.
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