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Abstract
A novel phase field material point method is introduced for robust simula-
tion of dynamic fracture in elastic media considering the most general case of
anisotropic surface energy. Anisotropy is explicitly introduced through a prop-
erly defined crack density functional. The particular case of impact driven frac-
ture is treated by employing a discrete field approach within the material point
method setting. In this, the equations of motion and phase field governing equa-
tions are solved independently for each discrete field using a predictor-corrector
algorithm. Contact at the interface is resolved through frictional contact con-
ditions. The proposed method is verified using analytical predictions. The
influence of surface energy anisotropy and loading conditions on the resulting
crack paths is assessed through a set of benchmark problems. Comparisons are
made with the standard Phase Field Finite Element Method and experimental
observations.
Keywords: Dynamic fracture, Brittle fracture, Frictional contact, Anisotropy,
Phase field, Material Point Method
1. Introduction
Failure of materials subjected to dynamic loading is commonly associated
with complex yet intriguing phenomena, i.e., crack merging, branching and ar-
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rest [1, 2]. These phenomena become even more pronounced in the case of
anisotropy and high-rate loading conditions, e.g., impact. Anisotropy governs5
the fracture response of both natural and manufactured materials as in the
case of granitic rocks [3], biological tissues [4], single crystals [5], and composite
sheets [6]. Furthermore, the response of such materials under impact loading is
being receiving considerable attention as it pertains to numerous industrial ap-
plications particularly within the automotive and aerospace sector, see, e.g., [7].10
Numerical simulation of fracture propagation under such conditions can provide
valuable insight into the underlying mechanical processes while also providing
a framework for optimum design of materials considering their post-fracture
response under impact loading. However, robust and accurate simulation of
impact driven dynamic fracture is a challenging task as it requires the fusion of15
robust fracture propagation modelling with contact induced non-linearities and
large displacement kinematics.
Within the framework of Computational Fracture Mechanics, a variety of
methods has been introduced to address the problem of crack propagation.
Among the most commonly used mesh based methods are the element deletion20
method [8], the Cohesive Zone Method [9, 10] , the eXtended Finite Element
Method (XFEM) [11, 12] and crack-driving configurational force approaches
[13, 14]. In these methods, algorithmic tracking of individual cracks is required
as these evolve, merge, or branch. This results in considerable increase of the
underlying computational complexity especially in the three dimensional case.25
Furthermore, an ad-hoc crack growth criterion is required for crack evolution.
Francfort and Marigo [15] introduced a framework for avoiding these issues
by establishing brittle fracture as an energy minimization problem within a
robust variational structure. More recently, Bourdin et al. [16] provided a reg-
ularization of the variational formulation which is more suitable for numerical30
solution schemes using as point of departure the phase field approximation of
the Mumford-Shah potential presented in [17]. Within this variational setting,
brittle fracture is formulated as a coupled, i.e., displacement and phase field
problem, and the crack path naturally emerges from the solution of correspond-
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ing field equations.35
As a result, standard re-meshing or enrichment strategies near the crack
tip and the requirement for algorithmic tracking of the crack front are avoided.
Complex crack topologies, e.g., crack merging and/or branching as well as appli-
cations to three dimensional domains are efficiently resolved in the same man-
ner, see, e.g., [18]. Finite element based phase field formulations have been40
introduced to treat brittle [19, 20], ductile fracture [21, 22] and hydraulic frac-
ture [23, 24]. Phase field models for anisotropic fracture have been presented
[25, 26, 27, 28] although not within a dynamic setting. Very recently, Hesch et
al. [29] have developed a method to resolve contact problems involving isotropic
phase field fracture. In this formulation, a finite element based mortar contact45
algorithm in conjunction with a hierarchical refinement scheme is employed that
reduces computational costs although relying on the predefinition of contact ar-
eas. Therefore, an adaptive hierarchical refinement is required for arbitrary
impact fracture problems to resolve the local contact features.
The Material Point Method (MPM) [30] has been introduced as a promis-50
ing alternative to computationally expensive particle based methods that can
efficiently deal with contact and large displacement problems. MPM is an exten-
sion of Particle-In-Cell (PIC) methods that efficiently treats history-dependent
variables. In MPM, the continuum is represented by a set of Lagrangian parti-
cles, i.e., the material points, that are mapped onto a non-deforming Eulerian55
mesh (computational grid) where the governing equations are solved. This com-
bined Eulerian-Lagrangian approach has been proven particularly advantageous
in problems pertinent to high material and geometric nonlinearities since the
distortion error is minimized [31, 32, 33]. Within this context, MPM has already
been used to simulate very challenging engineering problems e.g. penetration60
[34], cutting process simulations [35] and solid-fluid interaction problems [36, 37].
To this point, few research has been conducted in damage simulation utilizing
MPM using either discrete [38, 39], cohesive [40, 41], or continuum damage
models [42, 43]. Taking advantage of the good qualities of phase field modelling
in naturally resolving complex crack paths, a Phase Field Material Point Method65
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(PF-MPM) has been successfully introduced by the authors in [44] for quasi-
static brittle fracture problems while a variant accounting for anisotropy in the
quasi-static regime has been developed in [45].
Moving beyond the state-of-the-art, we present a phase field MPM method
for the solution of dynamic fracture considering materials with anisotropic frac-70
ture energy; isotropy emerges as a special case of the proposed formulation.
Following, the method is extended to also account for frictional contact fracture
problems. We use as point of departure the MPM contact algorithm intro-
duced in Bardenhagen et al. [46] where multiple fields, termed discrete fields,
are introduced in the non-deforming Eulerian mesh so that each contact body75
corresponds to a different field. We define the variational structure of our phase
field implementation of impact driven fracture at each discrete field from which
the coupled weak form of the contact problem naturally emerges. Finally, we
develop a predictor corrector solution algorithm for the solution of the governing
equations over time.80
This paper is organized as follows. In section 2 phase-field modelling is
briefly described in both isotropic and anisotropic brittle fracture. The discrete
field formulation for phase field fracture due to impact is presented in section
3. The Material Point Method implementation for frictional contact fracture is
presented in section 4. Finally, in section 5, a set of benchmark problems are85
examined to demonstrate the accuracy and robustness of the proposed method.
2. Preliminaries
2.1. Phase field modelling
In the following, the case of an arbitrary deformable domain Ω is considered,
with an external boundary ∂Ω and a crack path Γ as shown in Fig. (1a).90
The deformable domain Ω with domain volume V , is subjected to body forces
b =
[
b1 b2 b3
]T
. Furthermore, a set of traction/pressure loads t̄ is applied
on the boundary ∂Ωt̄ ⊆ ∂Ω. A prescribed displacement field, denoted as ū, is
imposed on the boundary ∂Ωū ⊆ ∂Ω.
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According to Griffith’s theory [47] the stored energy Ψs of the body Ω can
be expressed as
Ψs = Ψel + Ψf =
∫
Ω
ψel (ε) dV +
∫
Γ
Gc (θ) dΓ (1)
where Ψel and Ψf are the elastic strain energy and the fracture energy (surface
energy), respectively. Moreover, ψel (ε) corresponds to the elastic energy density
and ε is the symmetric strain tensor which under the small strain assumption
is defined as
ε =
1
2
(
∇u +∇uT
)
(2)
The (∇) symbol in Eq. (2) stands for the gradient operator and u(x, t) for the95
displacement field of a point x =
[
x1 x2 x3
]T
at time t.
Due to material anisotropy, the critical fracture energy density Gc (θ) in
equation (1) explicitly depends on the orientation angle of the crack θ (s), s ∈ Γ.
In the 2D case, the orientation angle is defined as the angle between the tangent
vector at any point to the crack path Γ and the horizontal. In the 3D case, the100
orientation can be defined by considering the direction cosines of the normal to
the tangent plane of the fracture surface with respect to the global coordinate
system.
In principle, the stored energy Ψs is known provided that both Γ and θ at
the current configuration are known. Hence, the computational treatment of105
elastic fracture mechanics gives rise to a nonlinear problem whereby standard
procedures revert to path tracking and optimization algorithms to predict and
resolve the crack path as this evolves. In the phase field approximation, the
path dependent fracture energy surface integral is transformed into a volume
integral defined over the entire domain Ω (Bourdin et al. [16]) - see also, Fig.110
1b. Hence, the phase field approximation gives rise to equation (3)
Ψf =
∫
Γ
Gc (θ) dΓ ≈
∫
Ω
ḠcZc,AnisdV (3)
5
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Figure 1: (a) Solid body Ω with a crack path Γ and (b) Phase field approximation of the crack
path Γ.
where the functional Zc,Anis = Zc,Anis (c, θ) and c is the phase field. Parameter
Ḡc in Eq. (3) corresponds to the energy required to create a unit area of fracture
surface Ac (θ). This is assumed to be constant for all directions even though
the actual surface energy of an anisotropic material is direction dependent. To115
resolve this inconsistency, directionality of the fracture toughness is accounted
for in the definition of the functional Zc,Anis by introducing a fourth-order
anisotropic sensor γ as discussed in section 2.2. This formulation enables for
a direct comparison to be drawn between isotropic and anisotropic models by
controlling the value of a single parameter as further discussed in section 5.120
Although strain rate dependence of the fracture toughness has been reported in
the literature [48], such concepts are beyond the scope of this work.
2.2. Anisotropic crack density functional
To account for the general case of anisotropic material behaviour, Zc,Anis is
defined as the fourth-order functional utilized in [25, 45] according to Eq. (4)
Zc,Anis =
 (c− 1)2
4l0
+ l0|∇c|2 + l30
∑
ijkl
γijkl
∂2c
∂xi∂xj
∂2c
∂xk∂xl
 (4)
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where c(x, t) ∈ [0, 1] is the phase field defined over the domain Ω, l0 ∈ R+
is a length scale parameter and γijkl, i, j, k, l = 1 . . . 3 are the components of125
the fourth-order anisotropic tensor corresponding to the anisotropic constitutive
behaviour of the material. Phase field values of c = 1 correspond to uncracked
regions of the domain Ω. Conversely, values of c = 0 correspond to cracked
regions. The length scale parameter l0 controls the width of the regularized
crack topology.130
Remark 1. A second-order functional can be employed to model anisotropy
on the fracture properties. However, on the modelling side, fourth-order phase
field functionals have been shown to successfully and robustly account for strong
anisotropies [49, 26] while avoiding ill-posedness associated with second-order
anisotropic models [50]. On the simulation side, they improve the convergence135
rate of the underlying Newton procedure [51].
Remark 2. A mathematical proof on the Γ− convergence of the fourth-order
anisotropic theory presented in this work has not been yet established. The
extensive numerical studies performed in this work, within the bounds of the
anisotropic tensors consider, hint that solutions provided by the fourth-order140
functional used in this work indeed converge. A relevant discussion on the
aspect of Γ− convergence for the fourth-order isotropic functional can be found
in [51].
The anisotropic tensor γ is conveniently defined in the three dimensional
space utilizing Voigt notation as
γ =

γ1111 γ1122 γ1133 γ1112 γ1123 γ1113
γ2211 γ2222 γ2233 γ2212 γ2223 γ2213
γ3311 γ3322 γ3333 γ3312 γ3323 γ3313
γ1211 γ1222 γ1233 γ1212 γ1223 γ1213
γ2311 γ2322 γ2333 γ2312 γ2323 γ2313
γ1311 γ1322 γ1333 γ1312 γ1323 γ1313

. (5)
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To demonstrate the versatility of the anisotropic functional in describing differ-
ent material symmetries we focus on the 2D case for brevity in which case, γ
reduces to
γ =

γ1111 γ1122 γ1112
γ2211 γ2222 γ2212
γ1211 γ1222 γ1212
 . (6)
The direction angle of the crack path θ can be explicitly introduced in the
expression of Zc,Anis through a coordinate transformation,i.e., by transforming
the Cartesian coordinate system x =
[
x1 x2
]T
to xθ =
[
xθ1 xθ2
]T
where
axis x1θ is defined along the crack path Γ and axis x2θ is normal to the crack
interface (see Fig. 1). Thus, the transformation relation (7) holds
xθ = Rθx (7)
where θ is the counter-clockwise angle between the x1-axis and x1θ and Rθ is the
standard 2D rotation matrix. Detailed derivations on the transformation are
provided by the authors in Appendix B of [45]. Eventually, the surface energy
density Gc (θ) for each angle θ is cast in the following form
Gc (θ) =
∫
Γ
Gc (θ) dΓ ≈
∫ +∞
−∞
ḠcZc,Anisdx2θ ≈
∫ +xlb
−xlb
ḠcZc,Anisdx2θ (8)
where xlb is the distance from the crack. Eq. (8) enables numerical evalua-
tion and visualization of the anisotropic surface energy density in polar form.145
Integration is performed along the normal to the crack path where the phase
field variations are significant; assuming a value xlb = 50l0 yields a reasonable
approximation.
Figs. 2a and 2b illustrate the surface energy densities Gc (θ) and their recip-
rocals 1/Gc (θ), respectively in polar coordinates for isotropic symmetry with the150
second and fourth order phase field models. The cases of cubic and orthotropic
symmetry are also shown in Fig. 2. To derive these polar plots, the parameter
Ḡc is chosen to be Ḡc = 0.70710 kN/m for the fourth order isotropic, cubic and
8
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Figure 2: Polar plots: (a) Surface energy densities Gc (θ) and (b) their reciprocals 1/Gc (θ) in
polar coordinates.
orthotropic symmetry whereas Ḡc = 1 kN/m for second order isotropic symme-
try. The parameter Ḡc is chosen so that all previously mentioned models have155
the same minimum value of surface energy density Gcmin = 1 kN/m.
Remark 3. Similar polar plots can be derived for the 3D case by considering
the transformation of the global coordinate system to the coordinate system
defined by the tangent plane at the fracture surface and its normal. It is useful
to note that the 3D equivalent of Eq. 8 is still a line integral as integration is160
performed along the normal to the fracture surface. Such aspects are beyond the
scope of this work; an intuitive approach on the rotation of anisotropic tensors
is provided in [52].
3. Governing equations for phase field fracture due to impact
3.1. Derivation of the coupled strong form for impact-fracture problems165
In this section, the governing equations for contact induced brittle fracture
are introduced. For brevity, the case of two bodies is presented herein. In Fig.
3a, two deformable domains, namely Ω1 and Ω2 are considered such that Ω1 ∪
Ω2 = Ω. Their external boundaries are defined as ∂Ω1 and ∂Ω2, respectively.
9
At time t the two bodies are in contact along the surface ∂Ω1f̄ = ∂Ω2f̄ =170
∂Ωf̄ ⊆ ∂Ω. Furthermore, two crack paths are defined, i.e., Γ1 and Γ2 at Ω1
and Ω2, respectively, under the action of a set of tractions t̄ and body forces
b =
[
b1 b2 b3
]T
.
When the two bodies are in contact, a contact force f̄ cont1 is applied to body
Ω1 from body Ω2. This is defined in component form according to Eq. (9)
f̄ cont1 = f̄
nor
1 + f̄
tan
1 = f̄
nor
1 · ncont1 + f̄ tan1 · scont1 (9)
where f̄nor1 and f̄
tan
1 stand for the normal and tangential contact force vectors
whereas f̄nor1 and f̄
tan
1 are their corresponding components. The normal and175
tangential surface unit vectors on contact surface ∂Ω1f̄ are denoted as n
cont
1
and scont1 , respectively. Similarly, a contact force f̄
cont
2 is applied from Ω1 to
Ω2 with components f̄
nor
2 , f̄
tan
2 and normal and tangential surface unit vectors
ncont2 and s
cont
2 being defined accordingly.
Employing a phase field representation of fracture allows for a robust deriva-
tion of the impact-fracture strong form by considering the energy balance equa-
tion (10)
˙K (u̇) + Ẇ int (u̇, ċ,∇ċ)− Ẇ ext (u̇)− Ẇ cont (u̇) = 0 (10)
where ˙K (u̇) is the rate of the kinetic energy, Ẇ int (u̇, ċ,∇ċ) is the rate of
internal work, Ẇ ext (u̇) is the rate of the work done by external forces, and
Ẇ cont (u̇) is the rate of work done by contact forces. Furthermore, u̇ = du/dt
corresponds to the velocity field, ċ = dc/dt is the phase field time derivative,
and ∇ċ corresponds to the rate of the phase field spatial derivative, i.e.,
∇ċ = d
dt
(
∂c
∂xi
)
(11)
for i = 1, ..., 3.180
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Figure 3: (a) Two bodies (Ω1 ∪ Ω2 = Ω) into contact with two crack paths Γ1 and Γ2
(b) Phase field approximation of the crack paths and (c) Phase field material point method
approximation.
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The kinetic energy rate functional ˙K (u̇) is expressed as
˙K (u̇) =
d
dt
∫
Ω
1
2
ρ|u̇|2dV (12)
where ρ corresponds to the mass density.
The rate of internal work is expressed as
Ẇ int (u̇, ċ,∇ċ) = dΨs
dt
=
d
dt
∫
Ω
(
ψel + ḠcZc,Anis
)
dV (13)
where the phase field approximation introduced in Eq. (3) is employed to define
the fracture energy corresponding to the crack paths Γ1 and Γ2 - see also Fig.
3b).
In this work, ψel in Eq. (13) is decomposed into a purely tensile ψ
+
el and a
purely compressive ψ−el parts according to the strain energy density decomposi-
tion introduced by Miehe et al. [53] that is based on a spectral decomposition
of the strain tensor. In this, the strain energy density is defined as
ψel = g(c)ψ
+
el + ψ
−
el
(14)
where g(c) ∈ [0, 1] is a degradation function expressed as
g = (1− kf )c2 + kf (15)
and 0 ≤ kf  1 is a model parameter to treat potential ill-conditioning. In this
work the model parameter is considered to be kf = 0 with no impact on the
results as also highlighted by Braides [54]. The stress field is derived from Eq.
(16) as
σ =
∂ψel
∂ε
. (16)
Eq. (14) is adopted herein for the purpose of verification however different185
schemes, also with significant computational advantages, can be found in the
literature (see, e.g., [55] and [49] for a review of existing models).
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The rate of the external work functional Ẇ ext (u̇) is defined as
Ẇ ext (u̇) =
∫
∂Ωt̄
(t̄ · u̇) d∂Ωt̄ +
∫
Ω
(b · u̇) dV. (17)
Finally, the rate of work done by contact forces Ẇ cont (u̇) is expressed as
Ẇ cont (u̇) =
∫
∂Ωf̄
(f̄ cont · u̇) d∂Ωf̄ =
∫
∂Ωf̄
(
(f̄nor + f̄ tan) · u̇
)
d∂Ωf̄ . (18)
Clearly, Ẇ cont (u̇) must vanish as the contributing forces are always opposite.
However, Ẇ cont (u̇) is retained in the energy balance equation and is further
decomposed into discrete field components; this greatly facilitates numerical ap-
proximation as will be highlighted in section 4. Therefore, Eq. (18) is expressed
as
Ẇ cont (u̇) = Ẇ cont1 (u̇1) + Ẇ
cont
2 (u̇2) =∫
∂Ω1f̄
(f̄ cont1 · u̇1) d∂Ω1f̄ +
∫
∂Ω2f̄
(f̄ cont2 · u̇2) d∂Ω2f̄ = 0
(19)
where u̇1 and u̇2 are the velocity fields at body Ω1 and Ω2, respectively.
Applying the divergence theorem in Eq. (10), performing the necessary
algebraic manipulations, and finally considering that the resulting expression
must hold for arbitrary values of u̇ and ċ, the strong form of the problem is
derived as (see [45] for details)

∇ · σ + b = ρü on Ω
(
4l0 (1− kf ) H
Ḡc
+ 1
)
c− 4l20∆c
+ 4l40
∑
ijkl
γijkl
∂4c
∂xi∂xj∂xk∂xl
= 1
on Ω
(20)
where H is a history field defined as the maximum value of the tensile part
of the elastic energy density ψ+el obtained in time domain [0, t] and ü = du̇/dt190
corresponds to the acceleration field.
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In our implementation, we use the history field (see, e.g., Miehe et al. [56])
to enforce the irreversibility condition pertinent to the crack propagation prob-
lem, i.e., (t)Γ ⊆ (t+∆t)Γ according to the following Kuhn-Tucker conditions for
loading and unloading, i.e.,
ψ+e −H ≤ 0 ˙H ≥ 0 ˙H (ψ+e −H ) = 0.
The coupled field equations (20) are subject to the set of boundary and
initial conditions defined in Eq. (21)

σ · n = t̄, on ∂Ωt̄
u = ū, on ∂Ωū
u = (0)u, on (0)Ω
u̇ = (0)u̇, on (0)Ω
ü = (0)ü, on (0)Ω[
4l20∇c− 2l40
∑
ijkl γijkl
(
∂3c
∂xj∂xk∂xl
)
− 2l40
∑
ijkl γijkl
(
∂3c
∂xi∂xj∂xk
)]
· n = 0, on ∂Ω
2l40
∑
ijkl γijkl
(
∂2c
∂xk∂xl
)
+ 2l40
∑
ijkl γijkl
(
∂2c
∂xi∂xj
)
= 0, on ∂Ω
c = (0)c, on (0)Ω
(21)
where n stands for the outward unit normal vector on the boundary.
Furthermore, the coupled field equations (20) are subjected to the kinematic
constraints presented in Eqs. (22a) to (22e) and (23a) to (23e) at contact surface
∂Ωf̄ [57]. The kinematic constraints of Eqs. (22a) to (22e) correspond to the
normal contact laws
ncont1 = −ncont2 , collinearity, on ∂Ωf̄ (22a)
f̄nor1 = −f̄nor2 , collinearity, on ∂Ωf̄ (22b)
f̄nor ≤ 0, non-tension, on ∂Ωf̄ (22c)
γn ≤ 0, impenetrability, on ∂Ωf̄ (22d)
γnf̄
nor = 0, complementarity, on ∂Ωf̄ (22e)
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whereas Eq. (23a) to (23e) correspond to the tangential contact and friction
laws, where the Coulomb friction model is adopted.
scont1 = −scont2 , collinearity, on ∂Ωf̄ (23a)
f̄ tan1 = −f̄ tan2 , collinearity, on ∂Ωf̄ (23b)
|f̄ tan| ≤ µf |f̄nor|, coulomb friction, on ∂Ωf̄ (23c)
|γs| ≥ 0, slip/non-slip, on ∂Ωf̄ (23d)
|γs|
(
|f̄ tan| − µf |f̄nor|
)
= 0, complementarity, on ∂Ωf̄ . (23e)
Kinematic constraints (22a), (23a) and (22b) and (23b) are imposed to sat-
isfy Newton’s third law at the contact surface ∂Ωf̄ . Condition (22c) is imposed
on the normal component of the contact force that is defined according to Eq.
(24)
f̄nor = f̄ cont1 · ncont1 = f̄ cont2 · ncont2 (24)
and implies a non-tension, i.e., non-stick, condition at the contact surface ∂Ωf̄ .
The tangential component f̄ tan is defined accordingly as
f̄ tan = f̄ cont1 · scont1 = f̄ cont2 · scont2 . (25)
The impenetrability condition (22d) is imposed to ensure no penetration be-
tween the contact surfaces ∂Ω1f̄ and ∂Ω2f̄ when the two bodies are in contact.195
3.1.1. Discrete field formulation for the coupled governing equations
In this work, a discrete field approach is adopted for the robust and efficient
numerical treatment of contact dynamics between deformable bodies whereby
each body is treated independently as discrete field. In the general case, it is
assumed that the entire domain consists of a set of independent discrete fields200
{D | D = 1, 2, . . . , ND}, where ND ∈ Z+ stands for the total number of discrete
fields and D indexes the D th discrete field. Furthermore, all corresponding
quantities that belong to discrete field D , i.e., body ΩD , are denoted with the
subscript D . Hence, in the two body case considered in this section {D | D =
15
1, 2}.205
Within the discrete field setting, the contact forces arising from the interac-
tion of the discrete fields are treated as additional external forces. Hence, the
energy balance equation (10), is re-defined for each discrete field D as
˙KD (u̇D) + Ẇ
int
D (u̇D , ċD ,∇ċD)− Ẇ extD (u̇D)− Ẇ contD (u̇D) = 0 (26)
where Ẇ contD (u̇D) is the rate of work done by contact forces and is expressed
as
Ẇ contD (u̇D) =
∫
∂ΩDf̄
(f̄ contD · u̇D) d∂ΩDf̄ . (27)
Thus, the coupled strong form introduced in Eqs. (20) is now defined for the
discrete field D as
∇ · σD + bD = ρD üD on ΩD
(
4l0D (1− kfD ) HD
ḠcD
+ 1
)
cD − 4l20D ∆cD
+ 4l40D
∑
ijkl
γijklD
∂4cD
∂xi∂xj∂xk∂xl
= 1
on ΩD .
(28)
The set of boundary and initial conditions introduced in Eqs. (21) are modified
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for each discrete field D accordingly as

σD · nD = t̄D , on ∂Ωt̄D
uD = ūD , on ∂ΩūD
uD =
(0)uD , on
(0)ΩD
u̇D =
(0)u̇D , on
(0)ΩD
üD =
(0)üD , on
(0)ΩD[
4l20D∇cD − 2l
4
0D
∑
ijkl γijklD
(
∂3c
∂xj∂xk∂xl
)
− 2l40D
∑
ijkl γijklD
(
∂3cD
∂xi∂xj∂xk
)]
· nD = 0, on ∂ΩD
2l40D
∑
ijkl γijklD
(
∂2cD
∂xk∂xl
)
+ 2l40D
∑
ijkl γijklD
(
∂2cD
∂xi∂xj
)
= 0, on ∂ΩD
cD =
(0)cD , on
(0)ΩD
σD · ncontD = f̄ contD , on ∂ΩDf̄
(29)
where the last boundary condition is due to the contact forces that in this
implementation are considered as forces applied externally to the discrete field
D .
4. Material Point Method for dynamic anisotropic fracture
Dynamic fracture under impact naturally involves large displacement kine-210
matics especially in the pre- and post-fracture regime, e.g., in the case of high
velocity projectile impact problems. To accurately resolve the pre and post frac-
ture kinematics, the Material Point Method [30] is used in this work to solve
the system of coupled governing Eqs. (28).
In the Material Point Method framework employed herein, the entire do-215
main Ω = Ω1 ∪ Ω2 is discretized into a set of material points P = {p | p =
1, 2, . . . , Np}, where Np ∈ Z+ is the total number of material points whereas p
indexes the pth material point. It is assumed herein that NDp material points
belong to discrete field D , i.e. body ΩD (see Fig. 3c).
According to the MPM approximation, the mass density ρD and domain
volume VD corresponding to the discrete field D are additively decomposed into
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the corresponding material point contributions according to Eqs. (30) and (31),
respectively, i.e.,
ρD (xD , t) =
Np∑
p=1
ρDpVDpδ (xD − xDp) (30)
and
VD (xD , t) =
Np∑
p=1
VDpδ (xD − xDp) (31)
where xD is the position vector of discrete field D and δ is the Dirac delta func-220
tion. The material point mass density is defined as ρDp = MDp/VDp where MDp
and VDp are the material point mass and volume, respectively. Furthermore,
xDp corresponds to the position vector of material point p at discrete field D .
These material points are moving within a fixed computational grid, i.e. an
Eulerian grid. The Eulerian grid is a non-deforming mesh that consists a set of225
Nn ∈ Z+ grid nodes and Ncells ∈ Z+ grid cells (see Fig. 3c). The material points
are mapped onto the Eulerian grid where the governing equations are solved.
The updated solution is mapped back from grid nodes to the material points.
Finally, the background grid is reset and the computational cycle proceeds. The
steps of the MPM are shown in Fig. 4. In this work, mapping from material230
points to grid nodes and vice versa is implemented by utilizing higher order
B-splines interpolation functions.
4.1. Discrete equilibrium equations for contact dynamics
Defining appropriate trial solution and weighting function spaces for the
displacement field, i.e.,
V = {u ∈
(
H1 (Ω)
)d | u = ū on ∂Ωū}
and
U = {w ∈
(
H1 (Ω)
)d | w = 0 on ∂Ωū},
18
Figure 4: Material point method computational cycle
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respectively, the discrete form of the equations of motion introduced in the first
of Eqs. (28) is expressed for each discrete field D as∫
ΩD
(ρD üD ·wD) dVD +
∫
ΩD
(σD : ∇wD) dVD =
∫
∂ΩDt̄
(t̄D ·wD) d∂ΩD t̄+∫
ΩD
(bD ·wD) dVD +
∫
∂ΩDf̄
(f̄ contD ·wD) d∂ΩDf̄
(32)
where w are weighting functions that satisfy the homogeneous essential bound-
ary conditions of the problem [58].235
Substituting the material point approximation introduced in Eqs. (30) and
(31) into Eq. (32), Eq. (33) is established
Np∑
p=1
(ρDpüDp ·wDp)VDp +
Np∑
p=1
(σDp : ∇wDp)VDp =
∫
∂ΩDt̄
(t̄D ·wD) d∂ΩD t̄+
Np∑
p=1
(bDp ·wDp)VDp +
∫
∂ΩDf̄
(f̄ contD ·wD) d∂ΩDf̄ .
(33)
Next, the weighting functions wDp and their spatial derivatives ∇wDp are
interpolated in the Galerkin sense according to relations (34)
wDp =
Nn∑
I=1
NI(xDp)wDI (34)
and (35), respectively,
∇wDp =
Nn∑
I=1
∇NI(xDp)wDI (35)
where NI(xp) are the higher-order B-spline interpolation functions evaluated at
the material point positions xDp [45, 59]. Furthermore, wDI are the weighting
function, values evaluated at the background grid nodes; I refers to the Ith grid
node.
Similar expressions are established for the displacement, velocity, and accel-
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eration field, i.e.,
uDp =
Nn∑
I=1
NI(xp)uDI , (36)
u̇Dp =
Nn∑
I=1
NI(xp)u̇DI , (37)
and
üDp =
Nn∑
I=1
NI(xp)üDI , (38)
respectively, where uDI , u̇DI , and üDI are the components of the nodal dis-240
placement, velocity and acceleration vectors, respectively, evaluated at node
I.
Substituting Eqs. (34) and (35) in relation (33) and performing the necessary
algebraic manipulations, the following expression is established
Nn∑
I=1
wDI ·
[
F irtDI + F
int
DI − F extDI − F contDI
]
= 0 (39)
where F irtDI are the nodal components of the inertia forces evaluated as
F irtDI =
Np∑
p=1
(ρDpüDp ·NI(xp))VDp (40)
whereas F intDI are the nodal components of the internal forces
F intDI =
Np∑
p=1
(σDp · ∇NI(xp))VDp. (41)
Similarly, the nodal components of the external force vector F extDI assume the
following form
F extDI =
∫
∂ΩDt̄
(t̄DNI(x)) d∂ΩD t̄ +
Np∑
p=1
bDpNI(xp)VDp. (42)
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Finally, F contDI corresponds to the contact force nodal vector defined as
F contDI =
∫
∂ΩDf̄
(f̄ contD NI(x)) d∂ΩDf̄ . (43)
As the weighting functions in Eq. (33) are chosen arbitrarily, Eq. (39) should
hold for every set of nodal values wDI . Hence, the following equilibrium equa-
tion is finally established
RuDI(uD) = F
irt
DI + F
int
DI − F extDI − F contDI = 0, I = 1 . . . , Nn (44)
where RuDI is the nodal residual force vector at grid node I.
Finally, substituting Eq. (38) in Eq. (40), Eq. (44) is rewritten in the
following form
MuD üD + F
int
D = F
ext
D + F
cont
D (45)
where MuD is the global lumped mass matrix of the structure whose M
u
DI com-
ponent is expressed as
MuDI =
Np∑
p=1
(
ρDpNI(xp)
)
VDp. (46)
Eq. (45) lends itself conveniently into an explicit predictor-corrector time inte-
gration scheme as will be further discussed in Section 4.3.245
4.2. Discrete phase field equations
The discrete form of the anisotropic phase field governing equations intro-
duced in the second of Eqs. (28) can be also derived on the basis of the Material
Point setting and Galerkin approximation. Similarly to the case of the displace-
ment field, the phase field c and the corresponding weighting functions q are
defined with respect to the following spaces, i.e.,
Y = {c ∈ H1 (Ω)}
22
and
Q = {q ∈ H1 (Ω)},
respectively.
Hence, the weak form of the phase field governing equations is expressed for
each discrete field D as∫
ΩD
(4l0D (1− kfD )HD
ḠcD
+ 1
)
cDqD dVD +
∫
ΩD
4l20D (∇cD : ∇qD) dVD
+
∫
ΩD
4l40D
∑
ijkl
γijklD
(
∂2cD
∂xi∂xj
∂2qD
∂xk∂xl
)
dVD
=
∫
ΩD
qD dVD .
(47)
Introducing the MPM approximation (Eq. (31)) into Eq. (47), the following
expression is obtained
Np∑
p=1
FDpcDpqDpVDp +
Np∑
p=1
4l20Dp(∇cDp : ∇qDp)VDp
+
Np∑
p=1
4l40Dp
∑
ijkl
γijklDp
(
∂2cDp
∂xi∂xj
∂2qDp
∂xk∂xl
)
ΩDp =
Np∑
p=1
qDpVDp
(48)
where cDp, qDp and γijklDp are the phase field, weighting functions and anisotropic
tensor components evaluated at the material point p. Parameter FDp in Eq.
(48) is expressed as
FDp =
4l0Dp(1− kfDp)HDp
ḠcDp
+ 1 (49)
where l0Dp , kDp, HDp and ḠcDp are the length scale parameter, model parame-
ter, history field and critical fracture energy density of material point xp. Both
cDp and qDp are interpolated at the nodal points of the background mesh, sim-
ilarly to the case of the displacement field. Following the same procedure as in
23
Section 4.1 the nodal residual vector for the phase field is established as
RcDI(cD) = S
c
DI − F cDI = 0, I = 1 . . . , Nn (50)
where
ScDI =
Np∑
p=1
FDpcDpNI(xp)VDp +
Np∑
p=1
4l20Dp(∇cDp · ∇NI(xp))VDp
+
Np∑
p=1
4l40Dp
∑
ijkl
γijklDp
(
∂2cDp
∂xi∂xj
∂2NI(xp)
∂xk∂xl
)
VDp
(51)
and
F cDI =
Np∑
p=1
NI(xp)VDp. (52)
Finally, applying the phase field interpolation and its spatial derivatives as
cDp =
Nn∑
I=1
NI(xp)cDI (53)
∇cDp =
Nn∑
I=1
∇NI(xp)cDI (54)
and
∆cDp =
Nn∑
I=1
∆NI(xp)cDI . (55)
Eq. (50) can be rewritten in the following convenient form as
KcDcD = F
c
D (56)
whereKcD is an (Nn×Nn) coefficient matrix whose KcI,J component is expressed
24
as
KcDI,J =
Np∑
p=1
(
FDpNJ(xp)NI(xp) + 4l
2
0Dp
(
∇NJ(xp) · ∇NI(xp)
)
+ 4l40Dp
∑
ijkl
γijklDp
(
∂2NJ(xp)
∂xi∂xj
∂2NI(xp)
∂xk∂xl
))
VDp.
(57)
The (Nn× 1) vector cD holds the nodal values of the phase field, defined at the
background grid nodes, and F cD is the (Nn× 1) vector whose F cDI component is
defined from Eq. (52).250
4.3. Solution procedure
A staggered solution procedure [56] is employed to numerically solve the
coupled Eqs. (45) and (56). In this, the two sets of equations are treated
independently, by allowing the equation of motion to be solved either implicitly
or explicitly [18]. Although an explicit time integration scheme is utilized herein255
to integrate Eqs. (45) in the time domain [34], an implicit time integration
scheme can also be employed in a straightforward manner [60].
4.3.1. Explicit time integration scheme
To numerically solve the equation of motion (45), we employ the momentum
formulation of the Material Point Method algorithm [61]. Eq. (45), is rewritten
at the grid node I at time t as
(t)MuDI
(t)üDI +
(t)F intDI =
(t)F extDI +
(t)F contDI (58)
and considering, a forward Euler integration scheme, the acceleration field is
expressed as
(t)üDI = (
(t+∆t)u̇DI − (t)u̇DI)/∆t (59)
where ∆t stands for the corresponding time step.
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In view of Eq. (59), Eq. (58) is rewritten as
(t)MuDI
(t+∆t)u̇DI =
(t)MuDI
(t)u̇DI + ∆t
(
(t)F extDI +
(t)F contDI −
(t)F intDI
)
⇔
(t+∆t)pDI =
(t)pDI + ∆t
(
(t)F extDI +
(t)F contDI −
(t)F intDI
)
(60)
where (t+∆t)pDI and
(t)pDI are the nodal momentum at time t + ∆t and t,260
respectively.
At time t the nodal momentums (t)pDI are unknown; hence, these are
mapped from material points to grid node I using Eq. (61)
(t)pDI =
(t)MuDI
(t)u̇DI =
Np∑
p=1
NI(
(t)xp)MDp
(t)u̇Dp. (61)
Similarly, the nodal internal forces (t)F intDI are evaluated as
(t)F intDI =
Np∑
p=1
((t)σDp · ∇NI((t)xp))
(t)V Dp. (62)
Eq. (60) is numerically solved by extending a predictor-corrector algorithm
introduced by [46] for granular media and further improved by [34] for the case
of impact induced plasticity. In this, the trial momentums are initially evaluated
for each discrete field D , neglecting the contact forces (t)F contDI , as
(t+∆t)ptrlDI =
(t)pDI + ∆t
(
(t)F extDI −
(t)F intDI
)
. (63)
The corresponding trial nodal velocities (t+∆t)u̇trlDI are then computed accord-
ingly as
(t+∆t)u̇trlDI =
(t+∆t)ptrlDI
(t)MuDI
. (64)
The trial velocities correspond to the velocities of each discrete field D when no
contact force is exerted between them.
The predicted trial velocities (t+∆t)u̇trlDI (evaluated from Eq. (64)) are then
26
corrected according to Eq. (65)
(t+∆t)u̇DI =
(t+∆t)u̇trlDI + ∆t
(t)F contDI
(t)MuDI
(65)
where (t+∆t)u̇DI is the vector of corrected nodal velocities at time t + ∆t. To
evaluate the corrected nodal velocities using Eq. (65), the contact forces (t)F contDI265
must be evaluated first. The procedure for evaluating the contact forces between
two discrete fields is presented in section 4.3.2.
4.3.2. Contact force evaluation
The contact force vector (t)F contDI is the sum of a normal
(t)F norDI and a
tangential (t)F tanDI force vector. Hence, the corresponding components of these270
vectors, i.e. (t)FnorDI and
(t)F tanDI , should be initially computed taking into ac-
count the kinematic contact constraints presented in Eqs. (22a) to (22e) and
(23a) to (23e). Their evaluation is performed through the following procedure.
The nodal centre of mass velocities are calculated using Eq. (66) below
(t+∆t)u̇cmI =
∑ND
D=1
(t+∆t)ptrlDI∑ND
D=1
(t)MuDI
=
∑ND
D=1
(t)MuDI
(t+∆t)u̇trlDI∑ND
D=1
(t)MuDI
. (66)
These correspond to the velocities that each discrete field D would have if
these were to move as a single field (non-slip contact). The normal component of275
the contact force (t)Fnor,sDI is evaluated considering the impenetrability condition
defined in Eq. (22d), at contact grid node I as
(t+∆t)γnI =
(
(t+∆t)u̇1I − (t+∆t)u̇2I
)
· (t)ncont1I = 0. (67)
As aforementioned in section 3.1, when two bodies come into contact at
contact grid node I it holds that γnI = 0. Substituting relation (65) into (67),
considering the equilibrium of contact forces on the contact surface, i.e.,
(t)F cont1I = −
(t)F cont2I (68)
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and also Eq. (66), the normal component of contact force is expressed as
(t)Fnor,sDI =
(t)MuDI
∆t
(
(t+∆t)u̇cmI − (t+∆t)u̇trlDI
)
· (t)ncontDI . (69)
The surface unit normal vector is computed by using the mass gradients [43,
see, e.g.,] as
(t)n̂contDI =
∑Np
p=1∇NI((t)xp)MDp
‖
∑Np
p=1∇NI((t)xp)MDp‖
. (70)
However, as also mentioned in [34], Eq. (70) should be modified to satisfy the
collinearity conditions (22a) and (23a) at the contact surface ∂Ωf̄ as
(t)ncont1I = − (t)ncont2I =
(t)n̂cont1I −
(t)n̂cont2I
‖ (t)n̂cont1I −
(t)n̂cont2I ‖
(71)
to insure conservation of momentum.
To satisfy the non-tensional constraint (Eq. (22c)) during contact, the nor-
mal component should be modified as
(t)FnorDI = min(0,
(t)Fnor,sDI ). (72)
Similarly, the tangential component of the contact force is evaluated considering
the non-slip condition introduced in Eq. (23d) as
(t+∆t)γsI =
(
(t+∆t)u̇1I − (t+∆t)u̇2I
)
· (t)scont1I = 0. (73)
Substituting relation (65) into (73) and then making use of Eqs. (68) and (66),
the tangential component of contact force is expressed as
(t)F tan,sDI =
(t)MuDI
∆t
(
(t+∆t)u̇cmI − (t+∆t)u̇trlDI
)
· (t)scontDI (74)
where the surface unit tangential vector scontDI can be derived as the unit vector
that forms an orthogonal basis with ncontDI . The tangential component can be
further modified to account for sliding at contact grid node I, considering the
28
Coulomb friction model, as
(t)F tanDI = min
(
µf | (t)FnorDI |, |
(t)F tan,sDI |
)
sign
(
(t)F tan,sDI
)
. (75)
Therefore, the contact force is eventually evaluated as
(t)F contDI =
(t)FnorDI · (t)ncontDI +
(t)F tanDI · (t)scontDI (76)
when the impenetrability condition
(
(t+∆t)u̇trlDI − (t+∆t)u̇cmDI
)
· (t)ncontDI > 0 (77)
is satisfied at contact grid node I.
Finally, once the contact force vector is computed from Eq. (76), the initially280
predicted nodal velocities (t+∆t)u̇trlDI should be corrected according to Eq. (65).
4.3.3. Material point properties update
The corrected nodal velocities (t+∆t)u̇DI are utilized to update the material
point properties. Hence, the total strains at the pth material point are evaluated
as
(t+∆t)εDp =
(t)εDp +
1
2
∆t
Nn∑
I=1
(
∇NI((t)xp) (t+∆t)u̇DI +
(
∇NI((t)xp) (t+∆t)u̇DI
)T)
.
(78)
The total stresses are evaluated from Eq. (16). Finally, the displacement,
velocity and acceleration of all material points are updated as
(t+∆t)uDp =
(t)uDp + ∆t
Nn∑
I=1
(
NI(
(t)xp)
(t+∆t)u̇DI
)
(79)
(t+∆t)u̇Dp =
(t)u̇Dp + ∆t
Nn∑
I=1
(
NI(
(t)xp)
(t)F extDI +
(t)F contDI −
(t)F intDI
(t)MuDI
)
(80)
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and
(t)üDp =
Nn∑
I=1
(
NI(
(t)xp)
(t)F extDI +
(t)F contDI −
(t)F intDI
(t)MuDI
)
, (81)
respectively. The material point positions are also updated as
(t+∆t)xDp =
(t)xDp + ∆t
Nn∑
I=1
(
NI(
(t)xp)
(t+∆t)u̇DI
)
. (82)
4.3.4. Staggered solution algorithm
The solution procedure is summarized in Algorithm 1 where EDp and νDp
are the Young’s modulus and Poisson ratio at the material points. At each285
time increment (m = 0, ..., Nsteps − 1), the active part of the Eulerian grid is
determined and the total number of active grid nodes Nn, unconstrained degrees
of freedom Ndofs and active cells Ncells are evaluated (see [44] for details).
The background grid basis functions and their derivatives, i.e., N
(
(m)xp
)
,
∇N
(
(m)xp
)
and ∆N
(
(m)xp
)
are evaluated at the material points with respect290
to the global coordinate system. To account for the arbitrary material ori-
entation, the first and second spatial derivatives of the basis functions, i.e.,
∇Nφp
(
(m)xp
)
, and ∆Nφp
(
(m)xp
)
, respectively are also evaluated in the local
material coordinate system. In the 2D cases examined herein, the principal ma-
terial orientation at the pth material point is defined with regards to the angle295
φDp between the global axis x1 and the principal material axis.
Following, the contact grid nodes are detected among the discrete fields
according to Remark 4.
Remark 4. Two discrete fields are in contact at grid node I when at least one
material point from both discrete fields is projected into grid node I. In this300
case, the grid node I is a contact grid node for this pair of discrete fields.
Next, the outward normal (m)ncontDI and tangential
(m)scontDI unit vectors are
computed at the contact grid nodes. Mass, momentum and internal forces are
projected from material points to grid nodes; thus, the quantities (m)MuDI ,
(m)pDI and
(m)F intDI are obtained. Finally, the solution of the coupled Eqs. (60)305
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and (56) is obtained within a set ofNstaggs staggered iterations (k = 1, ..., Nstaggs).
In the employed staggered scheme, the phase field Eq. (56) is initially solved
for a specific value of the history field (m)H
(k)
Dp. The basis functions N
(
(m)xp
)
and their spatial derivatives evaluated with respect to the material principal
axes are utilized to compute the phase field coefficient matrix KcD from relation310
(57). Thus, the phase field nodal values (m)c
(k)
DI are obtained for each discrete
field D . Next, the phase field nodal values are mapped back onto the material
points and the degradation function (m)g
(k)
Dp is computed at each material point.
Next, the equation of motion (60) is integrated in time employing the predictor-
corrector algorithm described in Section 4.3.1 and updated values for the history315
field (m)H
(k)
Dp are obtained.
Finally, the phase field nodal residual vector (m)R
c(k)
I is evaluated according
to the updated value of the history field (m)H
(k)
Dp and convergence is checked as
‖ (m)Rc(k)‖ ≤ tolc or k ≥ Nstaggs where tolc and ‖ · ‖ stand for the phase field
tolerance value and the Euclidean norm, respectively. After convergence, the320
material point properties are updated and the algorithm proceeds to the next
increment m.
Four conditions, namely C.1 to C.4, are also included in Algorithm 1. These
are employed to verify that the kinematic constraints introduced in Eqs. (22a)-
(22e) and (23a)-(23e) are satisfied at contact grid nodes.325
5. Numerical examples
In this section, a set of two-dimensional numerical examples is presented.
The numerical examples demonstrate the accuracy of the proposed PF-MPM
against the standard PF-FEM as well as its computational efficiency in impact-
fracture problems. Both the isotropic and anisotropic phase field models are
examined within both single and multi discrete-field examples. Quadratic B-
splines ( C1 ) are utilized for the background grid. The initial cell density
is chosen to be at least 3x3 = 9 material points per cell element. Extensive
numerical experiments performed in this work have demonstrated that this cell
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Data: Define dynamic parameters, computational grid, material point
properties (∆t, (0)xDp,
(0)V Dp, EDp, νDp,
(0)ρDp, l0Dp , kfDp , ḠcDp ,
γijklDp , φDp,
(0)H Dp,
(0)εDp,
(0)σDp,
(0)uDp,
(0)u̇Dp,
(0)üDp,
(0)xDp)
for each time step m = 0, .., Nsteps − 1 do
Reset the computational grid: Find active part of Eulerian Grid, Nn,
Ndofs, Ncells;
Compute: N((m)xp), ∇N((m)xp) and ∆N((m)xp) , for all material
points. ;
Compute: ∇Nφp((m)xp) and ∆Nφp((m)xp), for all material points. ;
Detect contact grid nodes (see Remark 4);
Compute: (m)ncontDI and
(m)scontDI vectors (see Eqs. (71));
C.1: Check collinearity conditions for all contact nodes (see Eqs. (22a)
and (23a));
Map mass, momentum and internal forces from material points to grid
nodes: (m)MuDI ,
(m)pDI and
(m)F intDI (see Eqs. (46), (61) and (62)) ;
for each staggered iteration k = 1, 2, .., Nstaggs do
Compute: (m)F
c(k)
D (see Eq. (52) according to N(
(m)xp). ;
Compute: (m)K
c(k)
D (see Eq. (57)) according to N(
(m)xp),
∇Nφp((m)xp), ∆Nφp((m)xp) and (m)H
(k)
Dp . ;
Solve: (m)K
c(k)
D
(m)c
(k)
D =
(m)F
c(k)
D ;
Map phase field ((m)c
(k)
D ) from grid nodes to material points.
Evaluate: (m)c
(k)
Dp ,
(m)∇c(k)Dp ,
(m)∆c
(k)
Dp ,
(m)g
(k)
Dp , for all material points
(see Eqs. (53), (54),(55) and (15)). ;
Update trial momentum: (m+1)p
trl(k)
DI (see Eq. (63));
Compute: (m+1)u̇
trl(k)
DI and
(m+1)u̇
cm(k)
DI (see Eqs. (64) and (66) ). ;
if Eq. (77) is satisfied at contact grid node I then
Compute: (m)F
nor(k)
DI ,
(m)F
tan(k)
DI and
(m)F
cont(k)
DI (see Eqs. (72),
(75) and (76)) ;
end
C.2: Check collinearity conditions for all contact nodes (see Eq.
(22b) and Eq. 23b);
Correct velocities: (m+1)u̇
(k)
DI (see Eq. (65));
C.3: Check impenetrability and complementarity (normal) conditions
for all contact nodes (see Eqs. (22d) and (22e)) ;
C.4: Check slip/non-slip and complementarity (tangential) conditions
for all contact nodes (see Eqs. (23d) and (23e)) ;
Compute: (m+1)ε
(k)
Dp and
(m+1)σ
(k)
Dp , for all material points (see Eq.
(78) and (16) ) ;
Compute: (m+1)ψ
+(k)
elDp
, for all material points
→ (m)H (k)Dp =
{
(m+1)ψ
+(k)
elDp
, for (m+1)ψ
+(k)
elDp
> (m)H (k)Dp
(m)H (k)Dp , otherwise
;
Compute Residual (Phase-Field): (m)Rc(k) (see Eq. (50)) according
to (m)c
(k)
Dp ,
(m)∇c(k)Dp ,
(m)∆c
(k)
Dp ,
(m)g
(k)
Dp ;
Convergence Check (Phase Field): If ‖ (m)Rc(k)‖ ≤ tolc or k ≥ Nstaggs
then ”exit” from loop else k = k + 1 go to next stagger iteration. ;
end
Update material point properties: (m+1)u
c(k)
Dp ,
(m+1)u̇
c(k)
Dp and
(m)ü
c(k)
Dp
(see Eqs. (79), (80), (81) and (82)). ;
Update material point history field: (m+1)H Dp =
(m)H Dp ;
end
Algorithm 1: Anisotropic Phase-Field Material Point Method pseudo-code
for impact-fracture problems (Staggered Solution Algorithm with Explicit
time integration).
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density results in accurate estimates when quadratic basis functions are utilized.
Higher order B-splines are employed not only to compute the anisotropic phase
field matrix in Eq. (57), but also to treat the “cell-crossing error” of the Material
Point Method [62]. In all cases examined in this section, stability of the explicit
integration scheme is established on the basis of the following upper bound for
the time increment ∆t
∆t ≤ ˜∆tcr (83)
where
˜∆tcr = αc ·∆tcr (84)
and ∆tcr corresponds to the critical time step prescribed by the Courant –
Friedrichs – Lewy (CFL) condition. Parameter αc ∈ [0.8, 0.98] in Eq. (83) de-
pends on the nonlinearities of the system [31]. In all the numerical experiments,
we consider αc = 0.80.330
In all numerical experiments presented the phase field residual tolerance was
set to tolc = 10
−6 and a single stagger iteration was required for solution conver-
gence. This is due to the small time step, imposed by the stability requirements
(Eq. (83)).
5.1. Plate under impact loading335
A plate under impact loading is examined. The same problem has been
previously analysed by Borden et al. [18] with a finite element phase field
implementation, considering a second order isotropic phase field formulation.
The geometry and boundary conditions are presented in Fig. 5a. Herein, three
cases are considered, i.e., (i) isotropic symmetry, (ii) cubic symmetry, and (iii)340
orthotropic symmetry. The material orientation is considered to be φ = +30o
with respect to x axis (clockwise) as shown in Fig. 6a.
The cell (patch) spacing is h = 0.125 mm and plane strain conditions are
assumed. The grid is formed by two knot vectors Ξ = {0, 0, 0, 0.001240,
0.002481, ..., 0.997518, 0.998759, 1, 1, 1} and H = {0, 0, 0, 0.003067, 0.006134,345
..., 0.993865, 0.996932, 1, 1, 1}, 265024 control points and 806x326 = 262756
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cells. The total number of material points is 2304000 and the elastic material
properties are E = 32000 N/mm2, ν = 0.20 and ρ = 2450 kg/m3.
The length scale parameter is chosen to be l0 = 0.25 mm and kf = 0.00. In
case (i), all the anisotropic material parameters are chosen such that γijkl = 0.350
Hence, the anisotropic phase field model reduces to the second order isotropic
case. The maximum and minimum surface energy densities are equal to Gc (θ) =
Ḡc = Gcmax = Gcmin = 0.003 N/mm. In case (ii) cubic symmetry of the surface
energy density is considered with Ḡc = 0.002121 N/mm and anisotropic param-
eters γ1111 = γ2222 = 1.00, γ1122 = 0.00 and γ1212 = 74.00. These parameters355
result into maximum and minimum surface energy densities Gcmax = 0.0049
N/mm and Gcmin = 0.003 N/mm, respectively. In case (iii) the anisotropic pa-
rameter γ2222 is increased to γ2222 = 80.00 giving rise to orthotropic symmetry
with maximum and minimum surface energy densities Gcmax = 0.0067 N/mm
and Gcmin = 0.003 N/mm, respectively.360
The surface energy densities and their reciprocals for material orientation
φ = +30o are shown in Fig. 5b and Fig. 5c, respectively. In cases (ii) and
(iii), the parameter Ḡc is chosen so that Gcmin = 0.003 N/mm and to facilitate
comparisons between all cases (see also, Figs. 5b and 5c).
A single discrete field is considered in this example. The solution procedure365
is implemented with a time step ∆t = 0.025 µs for Nsteps = 3200 steps. The
critical time step is ˜∆tcr = 0.026 µs. The traction is considered to be constant
σ = 1 N/mm2 during the analysis. The initial crack is modelled by introducing
an initial history field at the corresponding material points as in [18]. The
Rayleigh wave speed is u̇R = 2125 m/s for the material parameters of that370
specimen [63].
5.1.1. Case (i): Isotropy
Initially, the PF-MPM is compared against the Phase Field Finite Element
Method (PF-FEM) with the results obtained in [18] for the same cell (patch)
spacing h = 0.125 mm.375
The total energy time-histories for the two solutions are shown in Figs. 6a
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and 6b where the 2 methods demonstrate a very good agreement. The total
fracture energy results (see Fig. 6b) are in perfect agreement with the results
reported in [18]. Minor differences are observed, especially for time t > 50
µs. The total elastic strain energies (see Fig. 10a) also demonstrate very good380
agreement with some differences after t > 30 µs.
The evolution of the phase field is presented in Fig. 7 for specific time steps.
In these, the occurrence of a branched crack is observed at approximately t = 35
µs. The evolution of the hydrostatic stress for the same timesteps is shown
in Fig. 8. To demonstrate the influence of the surface energy density into385
the resulting crack paths, the reciprocal of the surface energy density is also
plotted (black circle); the hydrostatic stresses are also shown in the same figure.
Since the surface energy density is isotropic, hence independent of the material
orientation, the crack naturally propagates along the vertical axis (see Figs. 7b
and 8b) until branching occurs. Crack branching is perfectly symmetrical due390
to structure, load symmetry and the isotropic phase field model.
The crack tip velocities for the two methods are presented in Fig. 6c. As
already mentioned in numerous works (see [18], [64], [65]), the crack tip and
the exact location of crack branching cannot be identified uniquely due to the
smooth description of the crack. Therefore, the crack tip velocity is measured395
with the methodology employed in [18] to facilitate verification. The results of
both methods illustrate very good agreement. The crack widening and branch-
ing regions are almost the same for the two solutions and they are also shown
in Fig. 6c. Crack widening here refers to the broadening of the damage zone
prior to branching in accordance with the definition introduced in [18].400
In Fig. 6c, the crack tip velocity is clearly below the Rayleigh wave speed
which stands for the crack speed limit as elaborated by [63] [2]. However,
experimental studies have shown that cracks rarely propagate at speeds close to
the Rayleigh wave speed. In fact, they propagate at a fraction of the Rayleigh
wave speed, i.e. 60% u̇R [1]. As shown in Fig. 6c, the resulting crack tip405
velocities are below this limit.
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5.1.2. Case (ii): Cubic Symmetry
The evolution of the phase field and the hydrostatic stress for specific time
steps is presented in Fig. 9 and 10, respectively. From Figs. 9b and 10b, it
is observed that due to the anisotropic cubic model and the material orienta-410
tion φ = +30o the crack does not initiate along the vertical axis. The crack
propagates until the crack branches at approximately t = 50 µs. In this case,
the branched crack is not symmetrical and it branches along its two preferential
weak directions (see Figs. 10c and 10d). To further illustrate this, the reciprocal
of the surface energy density is also plotted in Fig. 10.415
5.1.3. Case (iii): Orthotropic Symmetry
The evolution of the phase field and the hydrostatic stresses for several time
steps in case (iii) are shown in Figs. 11 and 12, respectively. Contrary to the
isotropic case, crack initiation does not occur along the the vertical axis as
shown in Figs. 11b and 12b. Indeed, the anisotropic orthotropic model and the420
material orientation trigger the crack to propagate along a weak direction that
is not aligned with vertical axis, similar to case (ii). However, contrary to case
(ii) no crack branching is observed in case (iii). This can be justified by the fact
that there is only one preferential weak direction. As a result, the crack path
continues to propagate at one half of the plate. To further illustrate the effect425
of anisotropy on the resulting crack path, the reciprocal of the surface energy
density is also plotted in Fig. 12.
The energy time-histories for all cases are shown in Figs. 13a and 13b. In all
cases the crack initiates when the total elastic energy becomes approximately
equal to 0.12 J/m. It should be stressed that the total elastic strain energy430
evolves in an almost identical fashion in cases (ii) and (iii) until approximately
t = 50 µs. After that, the two models diverge as a result of the crack branching
in the case of cubic symmetry only.
The crack tip velocities for the three cases are shown in Fig. 13c. The
branched regions of both case (i) (isotropic) and (ii) (cubic) are also highlighted435
in Fig. 13c. The crack branching in isotropic symmetry is observed earlier than
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in cubic symmetry with a corresponding decrease in crack speed. In all cases,
the crack initiates at approximately t = 10 µs; the resulting crack tip velocities
in all cases are comparable. This can be justified by the fact that the impact
energy imposed as well as Gcmin are identical in all cases. In the orthotropic440
case, all the results are below the 60% u̇R limit.
5.1.4. Crack branching and merging
The efficiency of phase field models to deal with complex crack paths, i.e.
including crack branching and crack merging is demonstrated herein. The trac-
tion is increased to σ = 2.3 N/mm2. All other model parameters are kept445
constant. The second order isotropic phase field model is used. The total dura-
tion of the analysis is ttot = 130 µs within Nsteps = 5200 steps. The evolution
of the phase field for several time steps is presented in Fig. 14. In particular,
Fig. 14b illustrates 5 branched cracks, i.e., 1 main, 2 secondary and 2 tertiary
branches. More branched cracks are observed in Fig. 14c while in Fig. 14d 4450
merged cracks are presented. The total strain energy together with the total
fracture energy is shown in Fig. 16 whereas The evolution of the hydrostatic
stress for that case is shown in Fig. 15 for several time steps
The crack tip velocity for that case is shown in Fig. 16c. The crack tip
velocity is measured along the paths C3,1, C3,2, C3,3 and C3,4 that are marked455
in Fig. 14b. The increased impact loading, i.e. σ = 2.3 N/mm2, leads to a
crack initiation at approximately t = 5 µs. This occurs earlier than in case (i),
where the first crack initiates at approximately t = 10 µs. The crack tip rapidly
accelerates to the 60% u̇R limit. Although, some points exceed the 60% u̇R
limit, the majority of measured points satisfy this condition while all points are460
clearly below the Rayleigh wave speed. In particular, the crack tip propagates
with an average speed close to the 60% u̇R limit. The three branched regions
are also illustrated in Fig. 16c where a decrease in crack speed is observed.
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(a) (b) (c)
Figure 5: Plate under impact loading: (a) Geometry and boundary conditions. (b) Surface
energy densities Gc (θ) and (c) their reciprocals 1/Gc (θ) for material orientation φ = +30o
(with respect to x axis (clockwise)) in polar coordinates.
(a) (b) (c)
Figure 6: Plate under impact loading: (a) Total elastic strain energies, (b) Total fracture
energies and (c) Crack tip velocities time histories for Borden et al. [18] and PF-MPM 2nd
order isotropic model (case (i)). The traction is considered to be σ = 1 N/mm2.
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(a) (b) (c) (d)
Figure 7: Plate under impact loading: Phase field for time steps (a) t=0 µs (b) t=50 µs (b)
t=65 µs and (b) t=80 µs. Results for case (i): 2nd order isotropic phase field model and σ = 1
N/mm2.
(a) (b) (c) (d)
Figure 8: Plate under impact loading: Hydrostatic stress for time steps (a) t=0 µs (b) t=50
µs (c) t=65 µs and (d) t=80 µs. Results for case (i): 2nd order isotropic phase field model
and σ = 1 N/mm2. Material points with cp < 0.10 have been removed.
39
(a) (b) (c) (d)
Figure 9: Plate under impact loading: Phase field for time steps (a) t=0 µs (b) t=50 µs (c)
t=65 µs and (d) t=80 µs. Results for case (ii): 4th order anisotropic cubic phase field model
and σ = 1 N/mm2.
(a) (b) (c) (d)
Figure 10: Plate under impact loading: Hydrostatic stress for time steps (a) t=0 µs (b) t=50
µs (c) t=65 µs and (d) t=80 µs. Results for case (ii): 4th order anisotropic cubic phase field
model and σ = 1 N/mm2. Material points with cp < 0.10 have been removed.
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(a) (b) (c) (d)
Figure 11: Plate under impact loading: Phase field for time steps (a) t=0 µs (b) t=50 µs (c)
t=65 µs and (d) t=80 µs. Results for case (iii): 4th order anisotropic orthotropic phase field
model and σ = 1 N/mm2.
(a) (b) (c) (d)
Figure 12: Plate under impact loading: Hydrostatic stress for time steps (a) t=0 µs (b) t=50
µs (c) t=65 µs and (d) t=80 µs. Results for case (iii): 4th order anisotropic orthotropic phase
field model and σ = 1 N/mm2. Material points with cp < 0.10 have been removed.
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(a) (b) (c)
Figure 13: Plate under impact loading: (a) Total elastic strain energies, (b) Total fracture
energies and (c) Crack tip velocities over time for PF-MPM 2nd order isotropic model (case
(i)), PF-MPM 4th order cubic model (case (ii)) and PF-MPM 4th order orthotropic model
(case (iii)). The traction is considered to be σ = 1 N/mm2.
(a) (b) (c) (d)
Figure 14: Plate under impact loading: Phase field for time steps (a) t=0 µs (b) t=50 µs (c)
t=110 µs and (d) t=130 µs. Results for 2nd order isotropic phase field model and σ = 2.3
N/mm2.
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(a) (b) (c) (d)
Figure 15: Plate under impact loading: Hydrostatic stress for time steps (a) t=0 µs (b) t=50
µs (c) t=110 µs and (d) t=130 µs. Results for 2nd order isotropic phase field model and
σ = 2.3 N/mm2. Material points with cp < 0.10 have been removed.
(a) (b) (c)
Figure 16: Plate under impact loading: (a) Total elastic strain energy, (b) Total fracture
energy and (c) Crack tip velocity over time for PF-MPM 2nd order isotropic model. The
traction is considered to be σ = 2.3 N/mm2.
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5.2. Collision of two rings
Herein, the collision of two rings is analysed with the geometry and boundary465
conditions of the problem shown in Fig. 17a. The aim of this example is to
demonstrate the robustness of the proposed method into resolving fragmentation
problems and the interactions occurring between fragments.
The cell (patch) spacing is chosen to be h = 0.50 mm for the numerical
implementation and plane stress conditions are assumed with thickness 2 mm.470
The grid is formed by two knot vectors Ξ = {0, 0, 0, 0.00263, 0.0052, ..., 0.9947,
0.9973, 1, 1, 1} and H = {0, 0, 0, 0.00357, 0.0071, ..., 0.9928, 0.9964, 1, 1,
1}, 107724 control points and 380x280 = 106400 cells. Two discrete fields are
considered, i.e., field A (left ring) and B (right ring). The corresponding friction
coefficient is µf = 0.65. The total number of material points is 325620.475
The elastic material parameters are chosen to be E = 190000 N/mm2, ν =
0.30 and ρ = 8000 kg/m3 for both bodies. A time step ∆t = 0.0125 µs for
Nsteps = 50000 is considered. The critical time step is ˜∆tcr = 0.071 µs. The
initial distance between the two rings is assumed to be 2h = 1.00 mm. An
initial velocity is applied to the material points of the two rings as u̇Ap(0) = u̇(0)480
and u̇Bp(0) = −u̇(0). To examine the influence of the initial velocity into the
resulting crack paths, two cases are considered, namely (i) u̇(0) = 0.01 mm/µs
and (ii) u̇(0) = 0.02 mm/µs, respectively. The second order isotropic model
is utilized for that problem, therefore γijkl = 0 with length scale parameter
l0 = 1.00 mm, kf = 0.00 and Gc (θ) = Ḡc = Gcmax = Gcmin = 6.00 N/mm.485
The total fracture energy time-history for both cases is shown in Fig. 17b.
The evolution of the phase field and the hydrostatic stress for points ((1)-(6))
labelled in Fig. 17b is shown in Figs. 18 and 19 for case (i) and in Figs. 20 and
21 for case (ii), respectively.
5.2.1. Case (i): u̇(0) = 0.01 mm/µs490
In case (i), a crack initiates at the contact surface of the two rings due to
their initial impact (see Fig. 18b) followed by a second crack that initiates and
fully propagates on the opposite side of each ring (see Fig. 18c and Fig. 18d,
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respectively). Material degradation also occurs on the top and bottom surfaces
of each ring. Crack opening gradually increases (see Fig. 18e) and eventually495
both rings are fully separated in two fragments (see Fig. 18f). As also shown in
Fig. 17b the fracture process has been fully developed by point (4), hence the
fracture energy remains constant along the path (4)-(6).
5.2.2. Case (ii): u̇(0) = 0.02 mm/µs
Similar to case (i), in case (ii) a crack initiates at the contact surface of the500
two rings due to their initial impact (see Fig. 20b). Next, and contrary to case
(i), two additional cracks simultaneously propagate of the top right (left) and
bottom right (left) of each ring (see Fig. 20c). This is due to the increased
impact velocity compared to case (i) where the corresponding points underwent
material degradation only. Two more cracks are observed on the top left (right)505
and bottom left (right) at each ring (see Fig. 20d). The complete crack paths are
presented in Fig. 20e. After that point, the fracture energy remains constant;
existing cracks do not propagate and new cracks are not initiated.
The final deformed configuration of the problem is shown in Fig. 20f where
each ring is split into five fragments. The PF-MPM method naturally resolves510
the large displacement motion of the fragments, accounting also for the non-
stationarity of the contact surfaces (see, also, Figs. 21d, 21e and 21f). Using
a phase field driven fracture approximation allows both, the crack paths and
the contact surfaces to not be tracked algorithmically during the simulation
process. Furthermore, this is accomplished with no mesh distortion induced515
errors, contrary to a FEM based approach.
5.3. Sphere-beam impact fracture problem
In this case, a sphere to beam impact fracture problem is examined. The
geometry and boundary conditions of the problem are presented in Fig. 22. To
examine the dependence of the resulting crack patterns and overall response of520
the beam on the level of assumed material anisotropy, three cases are examined,
namely case (i), case (ii) and case (iii) with different surface energy densities.
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(a) (b)
Figure 17: Collision of two rings: (a) Geometry and boundary conditions (b) Total fracture
energy over time for case (i) u̇(0) = 0.01 mm/µs and case (ii) u̇(0) = 0.02 mm/µs.
(a) (b) (c)
(d) (e) (f)
Figure 18: Collision of two rings - Case (i): Phase field for time steps (a) t=0 µs (b) t=75 µs
(c) t=95 µs (d) t=200 µs (e) t=400 µs and (f) t=625 µs.
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(a) (b) (c)
(d) (e) (f)
Figure 19: Collision of two rings - Case(i): Hydrostatic stresses for time steps (a) t=0 µs
(b) t=75 µs (c) t=95 µs (d) t=200 µs (e) t=400 µs and (f) t=625 µs. Material points with
cp < 0.05 have been removed.
(a) (b) (c)
(d) (e) (f)
Figure 20: Collision of two rings - Case (ii): Phase field for time steps (a) t=0 µs (b) t=30 µs
(c) t=45 µs (d) t=60 µs (e) t=400 µs and (f) t=625 µs.
47
(a) (b) (c)
(d) (e) (f)
Figure 21: Collision of two rings - Case (ii): Hydrostatic stresses for time steps (a) t=0 µs
(b) t=30 µs (c) t=45 µs (d) t=60 µs (e) t=400 µs and (f) t=625 µs. Material points with
cp < 0.05 have been removed.
The material orientation is considered to be φ = +45o with respect to x axis
(clockwise) for all cases.
The cell (patch) spacing is h = 0.125 mm and plane stress conditions are525
assumed with thickness 2 mm. The grid is formed by two knot vectors Ξ = {0,
0, 0, 0.0025, 0.0050, ..., 0.9950, 0.9975, 1, 1, 1} and H = {0, 0, 0, 0.00167, 0.00333,
..., 0.99667, 0.99833, 1, 1, 1}, 242004 control points and 400x600 = 240000 cells.
Two discrete fields are considered in this example, namely A for the sphere and
B for the beam with the corresponding friction coefficient being µf = 0.65. The530
total number of material points is 536796.
An initial velocity is applied to all material points in the sphere u̇Ap(0) = 0.02
mm/µs while the beam is at rest at this stage. The initial distance between the
sphere and the beam is considered to be h = 0.125 mm. The elastic material
parameters are chosen to be E = 190000 N/mm2, ν = 0.30 and ρ = 8000535
kg/m3 for both bodies. The solution procedure is implemented with a time step
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∆t = 0.0125 µs. The critical time step is ˜∆tcr = 0.018 µs.
In case (i), the second order isotropic phase field model (i.e. γijkl = 0) is cho-
sen with surface energy density Gc (θ) = Ḡc = Gcmax = Gcmin = 10.6066 N/mm
for the beam. In case (ii) , the second order isotropic phase field model is chosen540
again, but with a reduced surface energy density Gc (θ) = Ḡc = Gcmax = Gcmin =
9.75 N/mm for the beam. Finally, in case (iii) the fourth order orthotropic
model is utilized with anisotropic parameters Ḡc = 7.50 N/mm, γ1111 = 80.00,
γ2222 = 1.00, γ1122 = 0.00 and γ1212 = 74.00. These parameters result in
maximum and minimum surface energy densities Gcmax = 23.6892 N/mm and545
Gcmin = 10.6066 N/mm, respectively for the beam. The surface energy density
of the sphere is taken us sufficiently large (i.e. GcA (θ) = 100GcB (θ)) so that the
sphere remains undamaged in all cases. The length scale parameter is l0 = 0.25
mm and kf = 0.00 in all cases. In all cases reported in this section, the projectile
does not penetrate the beam, rather it bounces back and the beam undergoes550
free vibrations.
5.3.1. Case (i): Isotropy - Gc (θ) = 10.6066 N/mm
The time history of the total fracture energy is shown in Fig. 23a. In Fig.
23a, the path points (1-7) are labelled to facilitate discussion on the material
response. Phase field and hydrostatic stress snapshots corresponding to points555
(1-6) are shown in Figs. 24 and 25, respectively.
The sphere initially comes into contact with the beam and fracture initiates
at the contact surface (see. Fig. 24b and point (2) in Fig. 23a). Next, the
right edge of the beam gradually degrades (see. 24c and point (3) in Fig. 23a)
just before a crack initiates at the middle right-edge point. However, as the560
beam vibrates, the degradation continues at the left edge of the beam (see Fig.
24d and point (4) in Fig. 23a) a median crack develops and propagates just
below the crack nucleation region (see Fig. 24e and point (5) in Fig. 23a). The
complete crack path is shown in Fig. 24f.
The results of Fig. 23a can be further examined in view of the total fracture
energy evolution. The evolution of the total fracture energy from point (1) to
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(2) corresponds to damage initiating between the sphere and the beam at their
contact surface. Degradation at the right edge of the beam results in a further
increase of the fracture energy corresponding to the path (2-3). Finally, the
crack rapidly propagates from point (4) to (6). Hence, the total fracture energy
corresponding to crack propagation is
(6)
(4)Ψf = 311.82− 94.29 = 217.53 mJ.
This is in very good agreement with the analytical prediction as Af ·Gc (θ) =565
10 ·2 ·10.6066 = 212.13 mJ, where Af stands for the fracture surface. The slight
increase of the total fracture energy from point (6) to (7) corresponds to the
marginal degradation of the beam material during the free vibration regime of
its response.
5.3.2. Case (ii): Isotropy - Gc (θ) = 9.75 N/mm570
Even though the variation in Gc is small compared to case (i), it results in a
significantly different material response. The total fracture energy time-history
for case (ii) is shown in Fig. 23b. The evolution of the phase field and the
hydrostatic stress for points ((1)-(6)) labelled in Fig. 23b is shown in Figs. 26
and 27, respectively.575
Similar to case (i), the sphere initially comes into contact with the beam
and causes damage at their contact surface. As a result, material degradation
is observed at the right edge of the beam (see. Fig. 26b and point (2) in Fig.
23b) as in case (i). Contrary to case (i) however, a flexural crack initiates at the
middle right-edge point of the beam due to maximum principal tensile stresses580
developing at the tensile fibre of the beam.
As the beam oscillates the maximum tension region alternates between the
two edges and the crack arrests (see Fig. 26c and point (3) in Fig. 23b). A
second crack then initiates at the left edge (see Fig. 26d and point (4) in Fig.
23b) and propagates (see Fig. 26e and point (5) in Fig. 23b) until the two585
cracks finally merge as shown in Fig. 26f.
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As in case (i), the evolution of the fracture energy (shown shown in Fig. 23b)
is consistent with the observed response. The first crack (right crack) initiates
at point (2) and stops at point (3). The second crack (left crack) propagates
from point (4) to (6). Therefore, the total fracture energy is
Ψf =
(3)
(2)Ψf +
(6)
(4)Ψf = (196.55− 87.37) + (306.81− 226.39) mJ.
This is again in very good agreement with the analytical prediction as in
this case Af · Gc (θ) = 10 · 2 · 9.75 = 195 mJ.
5.3.3. Case (iii): Orthotropy
Orthotropic anisotropy with a material orientation φ = +45o results in two590
cracks at each beam edge (right and left) that do not coincide with the horizontal
axis as in case (ii). The evolution of the phase field and the hydrostatic stress
are represented for several time steps in Figs. 28 and 29, respectively. The
characteristic points ((1)-(7)) of that analysis are shown in Fig. 23c.
Similarly to the previous cases, damage initiation is observed at the contact595
surface (see Fig. 28b and point (2) in Fig. 23c). Next, degradation occurs at the
left edge of the beam (see Fig. 28c and point (3) in Fig. 23c). The first crack
(right crack) initiates at middle right-edge point of the beam and propagates
along the material’s week direction until it arrests in the vicinity of the beam’s
neutral axis (see Fig. 28d and point (4) in Fig. 23c). After impact, further600
degradation occurs due to the beam’s free vibration resulting in degradation to
its left edge (see Fig. 28e and point (5) in Fig. 23c). Finally, a second crack
(left crack) initiates at the middle left-edge of the beam and propagates along
the material’s week direction (see Fig. 28f and point (6) in Fig. 23c). Similar
to the first crack, the second crack arrests in the vicinity of the beam’s neutral605
axis. The final crack paths are shown in Fig. 29f where the two cracks do not
merge as in case (ii).
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Figure 22: Geometry and initial conditions of the sphere-beam impact fracture problem. All
boundaries are free.
(a) (b) (c)
Figure 23: Sphere-beam impact fracture problem: Total fracture energy time history for (a)
case (i): PF-MPM 2nd order isotropic model and Gc (θ) = 10.6066 N/mm (b) case (ii): PF-
MPM 2nd order isotropic model and Gc (θ) = 9.75 N/mm and (c) case (iii): PF-MPM 4th
order orthotropic model for the beam.
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(a) (b) (c)
(d) (e) (f)
Figure 24: Sphere-beam impact fracture problem: Phase field for time steps (a) t=0 µs (b)
t=12 µs (c) t=40 µs (d) t=56 µs (e) t=70 µs and (f) t=88 µs. Results for case (i): PF-MPM
2nd order isotropic model and Gc (θ) = 10.6066 N/mm for the beam.
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Figure 25: Sphere-beam impact fracture problem: Hydrostatic stresses for time steps (a) t=0
µs (b) t=12 µs (c) t=40 µs (d) t=56 µs (e) t=70 µs and (f) t=88 µs. Results for case (i):
PF-MPM 2nd order isotropic model and Gc (θ) = 10.6066 N/mm for the beam. Material
points with cp < 0.08 have been removed.
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(a) (b) (c)
(d) (e) (f)
Figure 26: Sphere-beam impact fracture problem: Phase field for time steps (a) t=0 µs (b)
t=30 µs (c) t=40 µs (d) t=68 µs (e) t=72 µs and (f) t=78 µs. Results for case (ii): PF-MPM
2nd order isotropic model and Gc (θ) = 9.75 N/mm for the beam.
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Figure 27: Sphere-beam impact fracture problem: Hydrostatic stresses for time steps (a) t=0
µs (b) t=30 µs (c) t=40 µs (d) t=68 µs (e) t=72 µs and (f) t=78 µs. Results for case (ii):
PF-MPM 2nd order isotropic model and Gc (θ) = 9.75 N/mm for the beam. Material points
with cp < 0.08 have been removed.
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(a) (b) (c)
(d) (e) (f)
Figure 28: Sphere-beam impact fracture problem: Phase field for time steps (a) t=0 µs (b)
t=12 µs (c) t=28 µs (d) t=40 µs (e) t=70 µs and (f) t=80 µs. Results for case (iii): PF-MPM
4th order orthotropic model.
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(a) (b) (c)
(d) (e) (f)
Figure 29: Sphere-beam impact fracture problem: Hydrostatic stresses for time steps (a) t=0
µs (b) t=12 µs (c) t=28 µs (d) t=40 µs (e) t=70 µs and (f) t=80 µs. Results for case (iii):
PF-MPM 4th order orthotropic model. Material points with cp < 0.08 have been removed.
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5.3.4. Discussion on observed fracture patterns
Fracture patterns emerging from static indentation of a practically rigid
sphere against a deformable solid as well as from low and high speed impact610
tests have been the focus of extensive experimental investigations, see, e.g.,
[66, 67]. The failure modes observed vary considerably with the velocity of the
projectile, the flexibility of the impacted beam, and the interface properties [67].
We focus here in case (i) with isotropic fracture energy equal to Gc (θ) =
10.6066 N/mm. The fracture patterns shown in Fig. 24 correspond to a median615
type of crack, with the crack at the left end nucleating due to impact and then
propagating towards the right edge driven by the principal tensile stresses at
the mid-span. To investigate the effect of the projectile velocity on the induced
fracture pattern, a total of 33 analysis cases is performed keeping the geometry,
the elastic and the fracture properties of the beam similar to those reported620
in section 5.3. In each case the projectile velocity is varied from 0.02 mm/µs
to 0.18 mm/µs at a step size of 0.005 mm/µs. All analysis parameters, the
background cell size and the cell density are similar to section 5.3.
We define the Hertzian cone index β with a value β = 0 corresponding to a
cone not developing and β = 1 when a cone develops. This is plotted versus the625
projectile velocity in Fig. 30; a cone fracture pattern occurs for velocities larger
than 0.10 mm/µs. Conversely, for velocities smaller than 0.10 mm/µs the crack
pattern is consistent with the flexure failure mode described in section 5.3. In
Fig. 31, phase field snapshots are shown for six particular cases of projectile
velocity. All snapshots correspond to time t = 16µ when the maximum value of630
fracture energy for all case has been attained.
For the case of the lowest impact velocity considered in Fig. 31a, the crack
pattern involves a median crack propagating from the left and towards the right
edge of the beam. Secondary, flexural cracks appear at the right edge of the
beam. Such a response is consistent with experimental observations on brittle635
materials at low impact loads where a plastic band initiates at the impact zone
prior to crack formation, see, e.g., [68]. In the framework presented herein, the
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Figure 30: Hertzian cone index versus projectile velocity
HTA fibre 6376 epoxy laminate (φ = 0o) laminate (φ = 90o)
Young’s modulus [MPa] 235000 3600 136000 8750
Tensile strength [MPa] 3920 105 1670 60
Density [kg/m3] 1770 1310 1586 1586
material degradation prior to fracture assumes this role.
Increasing impact velocities result in a Hertz cone formation at the vicinity
of the impact zone. Secondary cracks also propagate from the left edge. Of640
interest is also the evidently smooth transition from a median to a Hertz cone
fracture pattern from Fig. 31c to Fig. 31d.
5.4. Anisotropic plate with centred crack
The case of the anisotropic rectangular plate shown in Fig. 32 is examined,
made from a unidirectional HTA/ 6376 composite laminate and subjected to645
an initial velocity field u̇ (x)(0) = 0.0002y mm/µs. The plate contains a pre-
existing crack at its centre with length 25 mm. The material properties of the
composite are summarized in Table 5.4. In addition, the following values hold,
i.e., νxy=0.3 and Gxy = 5500 N/mm
2.
In their experimental campaign, Cahil et al. [69] have shown that cracks650
grow parallel to the fibre direction hence indicating that the damage originates
only through matrix failure. We consider herein the case of fibre orientation at
φ = +45o as shown in Fig. 32. This allows us to use the same Young’s modulus
and Poisson’s ratio along x and y. The elastic material properties considered
are E = 14980 N/mm2 and ν = 0.36.The mass density is ρ = 1586 kg/m3. The655
length scale parameter is considered l0 = 1 mm and the anisotropic parameters
60
(a) (b) (c)
(d) (e) (f)
Figure 31: Fracture patterns for varying projectile velocities (a) u̇Ap(0) = 0.05 mm/µs (b)
u̇Ap(0) = 0.08 mm/µs (c) u̇Ap(0) = 0.095 mm/µs (d) u̇Ap(0) = 0.10 mm/µs (e) u̇Ap(0) = 0.14
mm/µs (f) u̇Ap(0) = 0.18 mm/µs
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are taken to be γ1111 = 1.00, γ2222 = 2900, γ1122 = 0.00 and γ1222 = 74.00
and Ḡc = 4.175 N/mm. These parameters correspond to an orthotropic surface
energy with Gcmin = 5.9067 N/mm along the fibre orientation and Gcmax =
30.9044 N/mm normal to the fibre.660
The grid is formed by two knot vectors Ξ = {0, 0, 0, 0.00666, 0.01333,
..., 0.98666, 0.99333, 1, 1, 1} and H = {0, 0, 0, 0.0033, 0.0066, 0.01,
...0.9899, 0.9933, 0.9966, 1, 1, 1}, 45904 control points and 150x300 = 45000
cells. The cell (patch) spacing is h = 1.00 mm and plane stress conditions are
assumed. The total number of material points is 281250. The solution procedure665
is implemented with a time step ∆t = 0.0125 µs for a total time of 25 µs. The
critical time step is ˜∆tcr = 0.201 µs.
The results for the numerical simulations together with the experimental
observations are shown in Fig. 33. The reciprocal of the surface energy density
(black eclipse) is also plotted on these snapshots. In Figs. 33b and 33c, the phase670
field evolves along the material orientation φ = +45o. The crack paths derived
from our simulation agree well with the experimental crack paths presented in
Fig. 33d.
6. Conclusions
In this work, a novel numerical method is introduced for the treatment of675
dynamic brittle fracture in both isotropic and anisotropic media. The evolution
of crack paths is represented by means of phase field models within a Material
Point Method setting. Anisotropy is explicitly introduced in the fracture energy
through a crack density functional. The method is further extended to account
for frictional contact problems involving phase field fracture adopting a discrete680
field approach. A notable advantage of the proposed formulation is that both
the equilibrium and phase field governing equations are solved independently for
each discrete field rendering the method suitable for parallel implementation.
The method is rather appealing for the case of phase field modelling where
very fine meshes are commonly required due to the regularized crack topology.685
Rather than employing a uniform background mesh and material point den-
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Figure 32: Anisotropic plate with centre crack: Geometry and boundary conditions.
(a) (b) (c) (d)
Figure 33: Anisotropic plate with centre crack: Phase field for time steps (a) t=0 µs (b) t=22
µs and (c) t=25 µs. The experimental observations are shown in (d) (Cahil et al. [69]).
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sity, multiple small scale problems can be solved separately for each discrete
field at their corresponding background domain. In terms of contact driven
fracture, contrary to standard FEM implementations that necessitate the algo-
rithmic treatment of local contact features, these now naturally emerge from690
the interaction of material points within a fixed Eulerian mesh. Indeed, the
fixed Eulerian grid is utilized to identify the contact surfaces using the material
points’ projection on the grid.
A set of representative numerical examples is presented where the compu-
tational advantages of PF-MPM are demonstrated. The method is verified695
against the standard Phase Field Finite Element Method; the two methods are
in good agreement. The influence of anisotropy is examined in terms of crack
path, time history energy results and crack tip velocities. Benchmark problems
with complex crack path i.e. crack branching and merging are considered and
the robustness of the method is established. It is shown that different loading700
velocities and fracture material parameters strongly influence the dynamic fail-
ure response of the structure and the resulting crack paths. Fracture energies
computed from the proposed method are compared and indeed verified against
the corresponding analytical predictions. Finally, crack paths derived from the
method are validated against experimental observations.705
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[28] T.-T. Nguyen, J. Réthoré, J. Yvonnet, M.-C. Baietto, Multi-phase-field
modeling of anisotropic crack propagation for polycrystalline materials,
Computational Mechanics 60 (2) (2017) 289–314.800
[29] C. Hesch, M. Franke, M. Dittmann, I. Temizer, Hierarchical NURBS and a
higher-order phase-field approach to fracture for finite-deformation contact
problems, Computer Methods in Applied Mechanics and Engineering 301
(2016) 242–258.
[30] D. Sulsky, Z. Chen, H. L. Schreyer, A particle method for history-dependent805
materials, Computer Methods in Applied Mechanics and Engineering
118 (1-2) (1994) 179–196.
[31] X. Zhang, Z. Chen, Y. Liu, The Material Point Method: A Continuum-
Based Particle Method for Extreme Loading Cases, Academic Press, 2016.
[32] T. Charlton, W. Coombs, C. Augarde, iGIMP: An implicit generalised810
interpolation material point method for large deformations, Computers &
Structures 190 (2017) 108–125.
[33] C. Sofianos, V. Koumousis, Hysteretic behavior using the explicit material
point method, Computational Particle Mechanics (2018) 1–18.
[34] P. Huang, X. Zhang, S. Ma, X. Huang, Contact algorithms for the material815
point method in impact and penetration simulation, International Journal
for Numerical Methods in Engineering 85 (4) (2011) 498–517.
[35] R. Ambati, X. Pan, H. Yuan, X. Zhang, Application of material point
methods for cutting process simulations, Computational Materials Science
57 (2012) 102–110.820
[36] S. Bandara, K. Soga, Coupling of soil deformation and pore fluid flow using
material point method, Computers and Geotechnics 63 (2015) 199–214.
68
[37] F. Hamad, Z. Wieckowski, C. Moormann, Interaction of fluid-solid-
geomembrane by the material point method, Computers and Geotechnics
81 (2017) 112–124.825
[38] J. A. Nairn, Material Point Method Calculations with Explicit Cracks,
Computer Modeling in Engineering and Sciences 4 (6) (2003) 649–663.
[39] Y. Liang, T. Benedek, X. Zhang, Y. Liu, Material point method with en-
riched shape function for crack problems, Computer Methods in Applied
Mechanics and Engineering 322 (2017) 541–562.830
[40] N. P. Daphalapurkar, H. Lu, D. Coker, R. Komanduri, Simulation of
dynamic crack growth using the generalized interpolation material point
(GIMP) method, International Journal of Fracture 143 (1) (2007) 79–102.
[41] S. G. Bardenhagen, J. A. Nairn, H. Lu, Simulation of dynamic fracture
with the Material Point Method using a mixed J-integral and cohesive law835
approach, International Journal of Fracture 170 (1) (2011) 49–66.
[42] J. A. Nairn, C. Hammerquist, Y. E. Aimene, Numerical Implementation of
Anisotropic Damage Mechanics, International Journal for Numerical Meth-
ods in Engineering 112 (12) (2017) 1848–1868.
[43] M. A. Homel, E. B. Herbold, Field-gradient partitioning for fracture and840
frictional contact in the material point method, International Journal for
Numerical Methods in Engineering 109 (7) (2017) 1013–1044.
[44] E. G. Kakouris, S. P. Triantafyllou, Phase-Field Material Point Method for
Brittle Fracture, International Journal for Numerical Methods in Engineer-
ing 112 (12) (2017) 1750–1776.845
[45] E. G. Kakouris, S. P. Triantafyllou, Material point method for crack prop-
agation in anisotropic media: a phase field approach, Archive of Applied
Mechanics (2017) 1–30.
69
[46] S. G. Bardenhagen, J. U. Brackbill, D. Sulsky, The material-point method
for granular materials, Computer Methods in Applied Mechanics and En-850
gineering 187 (3) (2000) 529–541.
[47] A. A. Griffith, The Phenomena of Rupture and Flow in Solids, Philosoph-
ical Transactions of the Royal Society of London A 221 (1921) 163–198.
[48] D. Grady, M. Kipp, The micromechanics of impact fracture of rock, Inter-
national Journal of Rock Mechanics and Mining Sciences & Geomechanics855
Abstracts 16 (5) (1979) 293–302.
[49] T. Li, J.-J. Marigo, D. Guilbaud, S. Potapov, Gradient damage modeling
of brittle fracture in an explicit dynamics context, International Journal
for Numerical Methods in Engineering 108 (11) (2016) 1381–1405.
[50] F. Li, J. Pan, C. Sinka, Modelling brittle impact failure of disc particles860
using material point method, International Journal of Impact Engineering
38 (7) (2011) 653–660.
[51] M. J. Borden, T. J. R. Hughes, C. M. Landis, C. V. Verhoosel, A higher-
order phase-field model for brittle fracture: Formulation and analysis
within the isogeometric analysis framework, Computer Methods in Applied865
Mechanics and Engineering 273 (2014) 100–118.
[52] J. Nordmann, M. Aßmus, H. Altenbach, Visualising elastic anisotropy: the-
oretical background and computational implementation, Continuum Me-
chanics and Thermodynamics (2018) 1–20.
[53] C. Miehe, F. Welschinger, M. Hofacker, Thermodynamically consistent870
phase-field models of fracture: Variational principles and multi-field FE
implementations, International Journal for Numerical Methods in Engi-
neering 83 (10) (2010) 1273–1311.
[54] A. Braides, Approximation of Free-Discontinuity Problems, Springer,
Berlin, 1998.875
70
[55] M. Ambati, T. Gerasimov, L. De Lorenzis, A review on phase-field mod-
els of brittle fracture and a new fast hybrid formulation, Computational
Mechanics 55 (2) (2015) 383–405.
[56] C. Miehe, M. Hofacker, F. Welschinger, A phase field model for rate-
independent crack propagation: Robust algorithmic implementation based880
on operator splits, Computer Methods in Applied Mechanics and Engineer-
ing 199 (45-48) (2010) 2765–2778.
[57] Vladislav A. Yastrebov, Numerical Methods in Contact Mechanics, Numer-
ical methods in engineering series. ISTE/Wiley, London/Hoboken, 2013.
[58] T. J. R. Hughes, The Finite Element Method: Linear Static and Dynamic885
Finite Element Analysis, Dover Publications, Mineola, N.Y., 2000.
[59] T. J. R. Hughes, J. Cottrell, Y. Bazilevs, Isogeometric analysis: CAD,
finite elements, NURBS, exact geometry and mesh refinement, Computer
Methods in Applied Mechanics and Engineering 194 (39-41) (2005) 4135–
4195.890
[60] Z.-P. Chen, X. Zhang, X.-M. Qiu, Y. Liu, A frictional contact algorithm for
implicit material point method, Computer Methods in Applied Mechanics
and Engineering 321 (2017) 124–144.
[61] D. Sulsky, S. Jian Zhou, Howard L. Schreyer, Application of a particle-in-
cell method to solid mechanics, Computer Physics Communications 87 (1)895
(1995) 236–252.
[62] Y. Gan, Z. Sun, Z. Chen, X. Zhang, Y. Liu, Enhancement of the mate-
rial point method using B-spline basis functions, International Journal for
Numerical Methods in Engineering 113 (3) (2018) 411–431.
[63] L. B. Freund, Dynamic Fracture Mechanics, Cambridge University Press,900
1998.
71
[64] M. Hofacker, C. Miehe, A phase field model of dynamic fracture: Robust
field updates for the analysis of complex crack patterns, International Jour-
nal for Numerical Methods in Engineering 93 (3) (2013) 276–301.
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