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ABSTRACT 
Cognitive function involves the interplay of functionally-separate regions of the 
human brain. Of critical importance to neuroscience research is to accurately measure the 
activity and communication between these regions. The MEG imaging modality is well-
suited to capturing functional cortical communication due to its high temporal resolution, 
on the millisecond scale. However, localizing the sources of cortical activity from the 
sensor measurements is an ill-posed problem, where different solutions trade-off between 
spatial accuracy, correcting for linear mixing of cortical signals, and computation time. 
Linear mixing, in particular, affects the reliability of many connectivity measures. We 
present a MATLAB-based pipeline that we developed to correct for linear mixing and 
compute time-varying connectivity (phase synchrony, Granger Causality) between 
cortically-defined regions interfacing with established toolboxes for MEG data 
processing (Minimum Norm Estimation Toolbox, Brainstorm, Fieldtrip). In Chapter 1, 
we present a new method for localizing cortical activation while controlling cross-talk on 
the cortex. In Chapter 2, we apply a nonparametric statistical test for measuring phase 
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locking in the presence of cross-talk. Chapters 3 and 4 describe the application of the 
pipeline to MEG data collected from subjects performing a visual object motion detection 
task.  
Chapter 5 focuses on real-time MEG (rt-MEG) neurofeedback which is the real-
time measurement of brain activity and its self-regulation through feedback. Typically 
neurofeedback modulates directly brain activation for the purpose of training sensory, 
motor, emotional or cognitive functions. Direct measures, however, are not suited to 
training dynamic measures of brain activity, such as the speed of switching between 
tasks, for example. We developed a novel rt-MEG neurofeedback method called state-
based neurofeedback, where brain activity states related to subject behavior are decoded 
in real-time from the MEG sensor measurements. The timing related to maintaining or 
transitioning between decoded states is then presented as feedback to the subject. In a 
group of healthy subjects we applied the state-based neurofeedback method for training 
the time required for switching spatial attention from one side of the visual field to the 
other (e.g. left side to right side) following a brief presentation of a visual cue. In Chapter 
6, we used our pipeline to investigate training-related changes in cortical activation and 
network connectivity in each subject. Our results suggested that the rt-MEG 
neurofeedback training resulted in strengthened beta-band connectivity prior to the switch 
of spatial attention, and strengthened gamma-band connectivity during the switch.  
There were two goals of this dissertation: First was the development of the 
MATLAB-based pipeline for computing time-evolving functional connectivity analysis 
in MEG and its application to visual motion perception. The second goal was the 
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development of a real-time MEG neurofeedback method to train the dynamics of brain 
states and its application to a group of healthy subjects. 
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INTRODUCTION 
The human brain is comprised of approximately 10 trillion neurons, with over 3 
orders of magnitude more synaptic connections facilitating communication between 
them. There is a global scientific drive to understand this complex organ that is 
responsible for perception, thought, and mechanical control over our bodies. Often, it is 
not possible to conduct research measuring neuronal communication directly through 
techniques like single-unit recordings. However, several non-invasive imaging modalities 
exist that provide a window into brain activity, such as functional magnetic resonance 
imaging (fMRI), electroencephalography (EEG), and magnetoencephalography (MEG). 
The scope of this thesis is on MEG methods and their application to answer neuroscience 
questions.  
 
Figure I.1 Physiological source of signals measured by Magnetoencephalography. (A) 
Cellular source of the MEG signal (B) Summation of post-synaptic potentials to measure 
signal. Reprinted by permission from Macmillan Publishers Ltd: Nature Neuroscience 
(Baillet, S. (2017). Magnetoencephalography for brain electrophysiology and imaging. 
Nature Neuroscience, 20(3), 327-339.), Copyright 2017.  
A B C 
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 MEG measures the magnetic fields generated by the electrochemical 
communication between neurons (Figure I.1). Specifically, it measures the magnetic field 
from current dipoles generated by the excitatory and inhibitory post-synaptic potentials 
(PSP) (Baillet, 2017). The magnetic field generated by a single PSP is considerably weak, 
and therefore MEG requires the summation of roughly 10,000 to 50,000 PSPs to be 
detectable from outside of the head (Murakami & Okada, 2006).  
To infer the source of activity from MEG sensor recordings, the measurements 
must be mapped onto the cortical surface. However, mathematically solving the mapping 
is an ill-posed problem, and therefore an infinite number of possible cortical activation 
patterns exist that give rise to the measured sensor readings. Different solutions trade-off 
between spatial accuracy, correcting for linear mixing of cortical signals, and 
computation time (Dale et al., 2000; Dale & Sereno, 1993; Gramfort, 2009; Hämäläinen, 
Hari, Ilmoniemi, Knuutila, & Lounasmaa, 1993; Hämäläinen & Ilmoniemi, 1994; Hui, 
Pantazis, Bressler, & Leahy, 2010; Robinson & Vrba, 1999; Spencer, Leahy, Mosher, & 
Lewis, 1992; Van Veen & Buckley, 1988; Van Veen, van Drongelen, Yuchtman, & 
Suzuki, 1997; Wang, Williamson, & Kaufman, 1993) (Discussed in more detail in 
Chapter 1). In particular, linear mixing affects the reliability of many connectivity 
measures. In this thesis, we developed an MEG pipeline for the purpose of performing 
time-varying functional connectivity analysis between cortical regions in the presence of 
cross-talk, linear mixing effects from mapping the sensor measurements onto the source 
space (outlined in Figure I.2). 
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Figure I.2. Components of the pipeline.  
There are a number of toolboxes available for MEG analysis. In the MATLAB 
programming environment, the available software packages include: MNE software 
package (Gramfort, Luessi, Larson, Engemann, Strohmeier, Brodbeck, Parkkonen, & 
Hamalainen, 2014), Brainstorm (Tadel, Baillet, Mosher, Pantazis, & Leahy, 2011), 
FieldTrip (Oostenveld, Fries, Maris, & Schoffelen, 2011), EEGLAB (Delorme & 
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Makeig, 2004), and SPM (Litvak et al., 2011). Each of these software packages are 
capable of running the full spectrum of computations to obtain source-space activity, and 
some applying high level analyses.  
The pipeline described here is specifically geared towards the analysis of cortical 
data localized into many regions of interest (ROIs), for the purpose of exploratory 
analysis of both ROI-level activity and ROI-ROI connectivity. The outputs of each 
component include visualizations and comparative statistical analysis. To do so, we 
utilized existing tools and filled in missing pieces as necessary, which are described as 
separate chapters in this thesis.  
Our pipeline interfaces directly with three software packages to make a fast and 
efficient analysis stream: MNE, Brainstorm, and FieldTrip. MNE and Brainstorm are 
used to conduct preprocessing and forward model computations, mapping the cortical 
sources to the sensor space. For the inverse model, we use either built-in tools in MNE or 
Brainstorm, or we use a method that we developed, called the nulling beamformer with 
subspace suppression, described in detail in Chapter 1. ROI selection is performed using 
GUI tools in MNE or Brainstorm. 
We created a data structure holding the ROI data that is compatible with the 
FieldTrip toolbox. The purpose of doing so was to make the full gamut of FieldTrip tools 
available to users of the pipeline. We developed a set of wrappers to various Fieldtrip 
functions for generating visualizations or comparative statistics. For within-ROI 
activation analysis, three methods are available: wavelet-filtering, baseline-normalized 
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activation, and finally onset timings. Onset timings are measurements of latency of 
evoked responses. The method implemented is based on (Letham & Raij, 2011).  
Inspired by fMRI GLM analysis over voxels, where a design matrix is input to 
generate statistical parametric maps over the voxel space of the brain volume, we 
designed a similar map, but in the wavelet space. Here we obtain a statistical parametric 
map across frequency and time within an ROI by inputting a design matrix. Our pipeline 
includes the cluster statistic method to assess significance of a cluster of contiguous 
pixels that are significant in the time-frequency space. 
We made included a number of connectivity methods in this pipeline. The WPLI 
and Coherency methods are wrappers to built-in FieldTrip functions. The uniform scores 
test for phase locking (USTPL), a method in which we use a non-parametric test to assess 
phase locking in MEG data in the presence of cross-talk, was developed specifically for 
this pipeline, and is described in detail in Chapter 2. Granger Causality methods extend 
on the MVGC toolbox (Barnett & Seth, 2014), and are described in more detail in 
Appendix section A.1. 
The purpose of this pipeline is to provide a powerful and easy to use software to 
conduct ROI activity and functional connectivity analyses. In Chapters 1 and 2, we 
describe two novel algorithms of the pipeline: first, the nulling beamformer with 
subspace suppression, and second, the application of the uniform scores test to measure 
phase locking. In Chapters 3 and 4, we apply this pipeline to a visual object motion 
detection task. Chapter 5 describes a novel algorithm for neurofeedback of the temporal 
dynamics of brain states, which are patterns of activity that reflect perceptual and 
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cognitive behaviors. In Chapter 6, we applied our toolbox to characterize changes to 
cortical activity and connectivity during neurofeedback in healthy subjects.  
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Chapter 1. Separating MEG activity using the nulling beamformer with subspace 
suppression (NBSS).   
 
This chapter has been submitted for publication. 
1.1 Introduction 
Magnetoencephalography (MEG) is a functional imaging modality that provides 
accurate time (ms) and space (cm) measures of cortical activity that opens the door to 
new research questions in cognitive and computational neuroscience and to innovative 
clinical applications (Hari & Salmelin, 2012). Recently, MEG has also been used in 
applications of brain-computer interfaces (BCI) and in neurofeedback to localize and 
measure cortical sources in real-time (Florin, Bock, & Baillet, 2014; Mellinger et al., 
2007; Ora et al., 2013; Sudre et al., 2011). Both neurofeedback and BCI are techniques 
that measure brain signals and apply signal processing for extracting target neuronal 
activity which provides feedback. Neurofeedback, presents the activity to the user via 
visual or auditory feedback (e.g. a colored bar or auditory tone). For BCI applications, the 
activity is translated into a command to control a device. MEG is extensively used in 
cognitive neuroscience research and it is approved for some clinical studies, such as 
localization of epileptic foci (French, 1993; Stufflebeam, Tanaka, & Ahlfors, 2009).  
Real-time neurofeedback training can promote neuroplasticity because users can learn to 
voluntarily modulate their brain activity (Wang et al., 2010), leading to improvement or 
recovery of impaired functions. In BCI, MEG can be used as a presurgical method to 
localize the optimal site for ECoG grid to obtain real time BCI control. 
Source-localization techniques are used to investigate the sources of cortical 
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activation in MEG. MEG source localization is an ill-posed inverse problem (Wang et al., 
1993; Wendel et al., 2009). Therefore, there is no “correct’ solution to the source 
estimation problem. Commonly, source estimation involves deducing the amplitudes of 
thousands of cortical current sources based on 100 to 300 sensor measurements. A fast, 
whole-brain source-localization technique is the minimum norm estimate (MNE), which 
computes a smooth solution over the cortical surface with little prior information (Dale et 
al., 2000; Dale & Sereno, 1993; Hämäläinen et al., 1993; Hämäläinen & Ilmoniemi, 
1994; Wang et al., 1993). The MNE is well-suited to conduct exploratory studies due to 
its fast computation time. However, MNE has a relatively wide point spread and 
therefore will have strong cross-talk between regions of interest (ROIs). 
Recently another class of source estimation methods, called beamforming, 
became increasingly popular for MEG and EEG source estimation, due to their ability to 
eliminate cross-talk. The beamforming method was originally formulated for radar and 
sonar to pick up signals from specific transmitters while attenuating those from other 
locations (Hillebrand, Singh, Holliday, Furlong, & Barnes, 2005; Van Veen & Buckley, 
1988). Beamformers have since been used in numerous applications including wireless 
communication, astrophysics, and biomedical signal processing (Baillet, Mosher, & 
Leahy, 2001; Hillebrand et al., 2005). Broadly, the beamforming involves an array of 
sensors and combines the signal recorded by each sensor to increase the signal/noise ratio 
and focus the entire sensory array on a central spatial location. In brain imaging, by MEG 
and EEG beamformers are used to measure the location, magnitude and direction of the 
magnetic fields resulting from the electric current flowing inside the brain (MEG) or the 
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electric potential on the scalp surface (EEG).    
Although several flavors of beamformer algorithms exist, here we specifically 
focus on those algorithms that are closely related to the method we propose here, the 
nulling beamformer with subspace suppression (NBSS).  The Linearly Constrained 
Minimimum Variance (LCMV) beamformer, is frequently used in MEG data analysis 
because it is explicitly aimed at suppressing cross-talk (Hui et al., 2010a; Robinson & 
Vrba, 1999; Spencer et al., 1992; Van Veen & Buckley, 1988; Van Veen et al., 1997). 
Simulations have shown that the LCMV method results in greater spatial accuracy 
compared to MNE (Hadjipapas, Hillebrand, Holliday, Singh, & Barnes, 2005). The 
LCMV method, like other adaptive beamformer methods, makes the assumption that the 
sources are uncorrelated (Hillebrand et al., 2005; Reddy, Paulraj, & Kailath, 1987). 
However, due to cortico-cortical communication, even at rest, the signals are invariably 
correlated across cortical regions (Hillebrand et al., 2005; Reddy et al., 1987). 
Several methods have been recently developed for addressing correlated sources. 
For example, the dual-core beamformer specifically isolates pairs of correlated sources 
(Brookes et al., 2007; Diwakar et al., 2011). The multiple constrained minimum variance 
(MCMV) beamformer extends the LCMV beamformer by modeling multiple sources 
rather than single sources (Moiseev, Gaspar, Schneider, & Herdman, 2011).  
The nulling beamformer (NB) method introduces additional constraints on the LCMV 
beamformer to suppress contributions from greater than two, specified cortical sites (Hui 
et al., 2010). Unlike the MCMV beamformer, it is specifically designed with connectivity 
in mind, and therefore reorients source signals to find the optimal solution (Moiseev et 
  
10 
al., 2011). In the NB method, a predefined set of ROIs is used and it is assumed that the 
sources originate from them. This assumption is suitable for hypothesis-driven studies, 
where the goal is to compute activity in the ROIs hypothesized to be involved in the 
neural implementation of the task. 
The nulling beamformer requires an additional step to avoid overconstraining the 
solution: the gain matrices mapping the sources in the ROIs to sensor signals are reduced 
in rank through truncated singular value decomposition (TSVD), which retains a 
specified number of the largest singular values. However, the TSVD is blind to the 
problem of source separation, and thus the resulting components may be strongly 
correlated with those of neighboring ROIs.  
The method we propose here, nulling beamformer with subspace suppression 
(NBSS), is designed to modulate the mapping from sensor space to source space such 
that high-crosstalk components are suppressed. NBSS uses a tuning parameter to control 
the trade-off between the maximal amount of cross-talk and the signal power of an ROI. 
In two experiments we compared the performance of MNE, NB, and NBSS to measure 
cross-talk among predefined ROIs. Our results show that NBSS outperformed NB and 
MNE in reducing cross-talk while retaining signal power. 
1.2 Materials and Methods 
In this section, we briefly define the minimum norm estimate (MNE), the nulling 
beamformer (NB), and the nulling beamformer with subspace suppression method 
(NBSS) that we propose here.  
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1.2.1 The Minimum Norm Estimate 
The measured MEG signal vector y(t) at time t is assumed to be the sum of contributions 
of all neural sources: 
y(t) = Σ gi xi(t) + n(t) = G x(t) + n(t), (1) 
 
where xi(t) is the time course of the ith source, gi is the gain vector (column vector of the 
forward matrix G) for that source, and n(t) is additive noise. The Minimum Norm 
Estimate (MNE) is the linear inverse estimate 
xMNE(t) = RGT(GRGT + C)-1 y(t), (2) 
 
where R and C are the source and noise covariance matrices, respectively (Dale et al., 
2000).  
1.2.2 The Nulling Beamformer  
The nulling beamformer (NB) method is based on the Linearly Constrained 
Minimum Variance (LCMV) beamformer (Van Veen et al., 1997). This model assumes 
N distinct sources, which can be discrete current dipoles or cortical patches with uniform 
activity. For example, in the beamformer approach, the aim is to find a linear operator wi 
that, when applied to y(t), yields unit gain for each source i while the contribution from 
other sources anywhere is minimized. The nulling beamformer introduces the additional 
constraint that attempts to eliminate the effects of all other confounding sources from the 
source location of interest (Hui et al., 2010). Thus, for each source, a constraint is applied 
to remove the signal contribution from other sources. The additional constraints make 
solving the problem intractable for modeling the entire cortical surface. Thus, the sources 
need to be limited to a small number P of ROIs. Additionally, to further reduce the 
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number of constraints, a truncated singular value decomposition (TSVD) is used to obtain 
a rank L approximation for the gain matrix Gp for each ROI patch, indexed by p: 
GpL = UpL SpL (VpL)T,        (3) 
 
where SpL = diag(σp,1 , … , σp,L )  is a diagonal matrix of largest singular values of Gp  
and the columns of  UpL  and VpL contain the first L left and right singular vectors, 
respectively.  
With the TSVD applied to each cortical area (ROI) we implemented the nulling 
beamformer method as defined in (Hui et al., 2010a). We constructed the following 
matrices for P cortical patches: 
H = [U1L , … , UPL]         (4) 
 
B =  [r1T V1L S1L, … , rPT VPL SPL]       (5) 
 
where rP is an indicator vector of length P that is 1 only at element p.  Using these 
matrices, we computed the weights: ( = *+,-(-/*+,-)+,1/        (6) 
 
where C is the covariance matrix of the measurement data. The nulling beamformer 
source timecourses xNBp(t) at the pth ROI is then: 
xpNB (t) = wpTy(t) .         (7) 
 
1.2.3 TSVD of nulling beamformer may remove separable ROI activity 
The nulling beamformer works best when the projections between any pair of 
ROI gain matrices Gp and Gq are small, corresponding to small cross talk. However, if 
this condition does not hold, such as when the distance between the ROIs is small, the 
nulling beamformer’s nulling constraint may mutually nullify large contributions of each 
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ROI’s signal. Distant ROIs will have small magnitude components that overlap which are 
truncated through the TSVD.   
1.2.4 Using “subspace suppression” in place of TSVD 
We propose a procedure, subspace suppression (SubS), which will suppress 
singular values of the gain matrices whose associated basis vectors have high cross talk. 
To provide greater suppression of crosstalk we couple this method with the nulling 
beamformer. In the nulling beamformer with subspace suppression (NBSS) method, we 
first compute the projections onto a particular singular value in an ROI’s gain matrix 
from all other basis vectors from the other ROI gain matrices. We solve for the amplitude 
of the projections from the other ROIs (indexed by q) onto the pth ROI’s singular value’s 
basis vectors:
  23→5,6 = 75,8/ 93,6:5,8;8<,         (8) 
 
K is the number of singular values in G while k indexes the rows in u and v. The amount 
of crosstalk contribution from all ROIs q to ROI p is treated as the summation of the 
following variables: 2=/,5,6 = 75,8/ 93,6:5,8;8<,>3        (9) 
 
We normalize this value across all cross-talk contributions by performing the summation 
of cross-talk contributions among all ROIs: 
 2=/,5,6 = ?@A,B,C?@A,B,CDCEF          (10) 
 
Our intention for the NBSS method is to control the amount of cross-talk through a 
tuning parameter. For the sake of having a tuning parameter that does not have arbitrary 
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limits, we place the following design constraints on the construction of the NBSS 
method: the tuning parameter set to zero should not have any effect on the gain matrix, 
the tuning parameter set to one should completely nullify all crosstalk contributions, the 
amount of suppression of a singular value should increase as the amount of cross-talk 
increases for a fixed value of the tuning parameter.  One function that can satisfy the 
aforementioned properties is: 25,6GHII = 25,6 ,+J,KJL         (11) 
 
where M is the tuning parameter, and N is chosen based off of the amount of suppression 
of the singular values that is desired.  We set N such that when M is 0.5, the suppression 
will equal to one minus proportional amount of cross-talk in the area reflecting the 
amount of suppression desired at that level. The rule we defined is summarized in (12): 
,+J,KJL = 1 − 2=/,5,6 J<Q.S        (12) 
 
Solving for N, we obtain the following expression for the singular values of the new gain 
matrix: 25,6GHII = 25,6 ,+J,KJ FTUV@A,B,CV@A,B,CTF          (13) 
 
As 2=/,5,6 increases, the amount of suppression for the same M also increases.  To 
illustrate how scaling varies as a function of M and 2=/,5,6, in Figure 1.1 we show the plot 
the scaling factor on 25,6 as a function of M for varying 2=/,5,6   
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Figure 1.1. Scaling Factor vs. Tuning Parameter and normalized cross-talk. Scaling Factor 
of singular values of the gain matrix of ROI p, WX,Y, as a function of the tuning parameter, Z, 
and the normalized cross-talk contribution, W*[,X,Y. There is no suppression when Z is zero 
and complete suppression when Z is one. 
1.2.5 Nulling Beamformer with Subspace Suppression  
We introduce the subspace suppression method into the nulling beamformer 
procedure by replacing the original singular value matrix in the TSVD in Eq. (3) with the 
reweighted singular value matrix whose singular values are computed in Eq. (11) to 
obtain: 95GHII = \5]^5GHII_5],/        (14) 
 
With this, the nulling beamformer will be initialized with low-rank ROI gain matrices 
with reduced cross-talk between their components.  
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1.3 Experimental Methods 
1.3.1 Simulation of cortical signals 
In each of the simulations we defined a set of regions of interest (ROIs) for testing 
two factors: the effect of distance on the nulling constraint (Simulation 1), and the effect 
of multiple ROIs in a realistic MEG scenario (Simulation 2). 
An MEG measurement with the 306-channel Elekta-Neuromag Vectorview 
system was assumed with a realistic location and alignment of the sensor array with the 
subject’s head, obtained from an actual measurement (Vaina, Calabro, Lin, & 
Hämäläinen, 2010). The forward solution was computed using a single-compartment 
boundary-element model (Hamalainen & Sarvas, 1989). A spatial noise-covariance 
matrix was estimated from MEG data acquired from the subject in the magnetically 
shielded room devoid of a subject and was used to spatially whiten both the data and the 
gain matrices. The noise covariance was also employed to add spatially colored noise to 
the simulated signals. We generate 1000 samples of random Gaussian noise in the sensor 
space as a baseline level with no signal. The amplitude of signals from each ROI was 
chosen to have a relative noise amplitude (RNA) of 0.1. The RNA is defined as the ratio 
between the standard deviation of the noise divided by the standard deviation of the 
signal (Dannhauer, Lämmel, Wolters, & Knösche, 2013). An additional 1000 samples are 
generated and added to simulated activation mapped from the ROI to the sensor space. 
Using the procedures detailed in the Theory section, we estimated ROI signals 
from the MNE, nulling beamformer, and nulling beamformer with subspace suppression 
methods. In the computation of the MNE and beamformer methods the orientations of the 
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sources were not constrained. The ROI signal estimate was obtained by averaging the 
power of the dipole amplitudes across the three dipole components and locations within 
each ROI. We chose the power measured from the ROI that generated the signal to be 10 
times the noise level from the MNE estimate to provide a baseline of comparison 
between methods. For the TSVD, we vary ` from 1 to 5.  
To assess the amount of cross-talk between two ROIs, we chose a criterion often 
used in the wireless communications to determine the quality of cross-talk suppression 
between channels, the signal-to-interference ratio (SIR)(Andersin, Mandayam, & Yates, 
1998; Jeske & Sampath, 2001). Similar to the commonly used signal-to-noise ratio, we 
expressed SIR, in decibels (dB), as the log ratio of the power of the source at a location to 
the power of interfering sources at that location: abc5 = 10 log,Q >B→B>g→BhgiB         (15) 
 
where j3→5 is the power in ROI p due to signal generated in ROI q. At a level of 0, the 
SIR has the same power as other ROIs. We will use the SIR measure to compare the 
MNE, NB, and NBSS methods. 
1.3.2 Comparisons of the Minimum Norm Estimate, Nulling Beamformer, and Nulling 
Beamformer with Subspace Suppression Methods 
We applied these three methods to two experiments. In the first experiment, we 
wanted to test the effects of various parameters on the SIR in the MNE, NB and NBSS 
methods. We sampled a vertex (the reference) in the intraparietal sulcus (IPS) and a 
random vertex (the test vertex) at a random distance away. The test vertex was allowed to 
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be from 2 to 10 cm away at a 2 cm interval with a random jitter of 0.1 cm. For each 
vertex, we defined a spherical region of 1 cm radius. Using the MNE, nulling 
beamformer (NB), and the nulling beamformer with subspace suppression (NBSS) 
method proposed here, we calculated SIR between the reference region (in the IPS) and 
the test regions. In the NBSS method, the tuning parameter alpha was varied from 0.05 to 
0.95 in 0.05 steps. Subsequently, we chose the alpha parameter with maximal SIR. We 
repeated the simulation 100 times, randomly choosing new reference vertices within IPS.  
In the second experiment we used a set of cortical ROIs activated in one of our 
recent MEG studies on a cognitive task on visual and auditory motion (Vaina, Calabro, 
Lin, & Hämäläinen, 2010). We investigated four right-hemisphere ROIs: MT+, superior 
temporal polysensory area (STP), primary auditory area (aud), and the dorso-lateral 
prefrontal cortex (DLPFC) (Figure 1.2). We compared the amount of cross-talk with SIR 
as resulted from using the MNE, NB, and NBSS methods.  
We follow up the second experiment with real data used in a separate study. In 
this experiment, which we used for auditory localization, we presented a pure 300 Hz 
auditory tone to both ears at 69 dB for 1 second. The auditory tone induces a peak in the 
primary auditory cortex at 100 ms from auditory onset, labeled the M100 evoked 
potential. Ideally, we would like to localize the signal in the primary auditory area (aud) 
and minimize cross-talk in the neighboring area STP. Therefore, we reconstructed the 
signal in the primary auditory (aud) and STP regions using the MNE, NB, and NBSS 
methods and compared the amplitude at the M100 peak. 
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Figure 1.2. Regions of Interest on right hemisphere cortical surface. Four regions-of-interest 
(ROIs, green) on the right hemisphere cortical surface of a single subject (adapted from 
[17]): MT+, superior temporal sulcus (STP), primary auditory area (aud), and dorsolateral 
prefrontal cortex (DLPFC). 
1.4 Results and Discussion 
1.4.1 Experiment 1 
Our first experiment was to investigate how SIR is affected by distance between 
two ROIs as we increase distance between them. Figure 1.3 shows that the nulling 
beamformer (NB) is significantly higher in SIR than the minimum norm estimate (MNE), 
even for the 2 cm distance (t(198) = 54.48, p < 0.001). The nulling beamformer with 
subspace suppression (NBSS) provides higher SIR values at all distances (t-test at 2 cm 
between NB and NBSS, t(198) = 3.36, p = 0.001). 
 
  
20 
Figure 1.3. Signal to Interference Ratio (SIR) between 1cm radius regions of varying 
distance.  Error bars represent 1 standard error over 100 repetitions.  
 
For the shortest distance (2 cm), we varied the effect of the truncation amount of 
the TSVD for 1 through 5 dimensions (Figure 1.4). With L=1, there is no difference 
between NB and NBSS methods, since NBSS relies on modulating the gain between 
components. However, in this situation, both NB and NBSS (M = 10.26, SD = 2.59) have 
higher SIR than MNE(M = 5.47, SD = 1.77) (t(198)=15.15, p  < 0.001). However, as the 
number of components increased, the effectiveness of the NB and NBSS methods 
decreased after L = 2. At L = 5, SIR with NBSS (M = 5.45, SD = 2.7) was lower than in 
MNE (M = 4.43, SD = 4.46) (t(198) = 1.98, p = 0.049). 
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Figure 1.4. Signal to Interference Ratio (SIR) between 1cm radius regions of varying 
truncation levels in NB and NBSS methods.  Error bars represent 1 standard error over 100 
repetitions.  
 
We fixed the truncation amount to L = 3 and varied the residual noise amplitude 
(Figure 1.5).  The SIR for MNE does not vary significantly until reaching an RNA level 
of 1, where there is a significant difference (t(198) = 6.12, p < 0.001).  However, with an 
RNA level of 10 where the signal is below the noise level on each trial, the NB (M=1.71, 
SD = 1.39) and NBSS (M=2.44, SD = 3.22) methods have significantly higher SIR than 
MNE (M=0.81, SD = 1.40) (between NB and MNE t(198) = 2.54, p = 0.012). NBSS has 
slightly higher SIR than NB, but is not significant (t(198) = 1.61, p = 0.110). 
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Figure 1.5. Signal to Interference Ratio (SIR) between 1cm radius regions of varying 
Residual Noise Amplitudes.  Error bars represent 1 standard error over 100 repetitions.  
 
Finally, the size of the ROI affects SIR, resulting in more vertices for 
representation (Figure 1.6). We fix the distance to 2 cm from the center of the ROI and 
compare a 0.5 cm radius to a 1 cm radius. MNE signal power drops significantly with a 
larger ROI radius(radius = 0.5 cm, M = 10.67, SD = 0.22; radius = 1cm, M = 6.83, SD = 
2.17), since the ROIs are physically closer and therefore spreading more signal into the 
neighboring area (t(198) = 18.20, p < 0.001). However, since NB and NBSS methods 
selectively choose signal components that best suppress cross-talk, SIR is improved with 
larger radius, due to having more signal components to work with (e.g. for NBSS at 
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radius = 0.5 cm, M = 11.38, SD = 6.51; radius = 1 cm, M = 25.43, SD = 3.01, t(198) = 
19.64, p < 0.001). 
 
Figure 1.6. Signal to Interference Ratio (SIR) between regions of fixed 2cm distance of 
0.5cm and 1cm radii.  Error bars represent 1 standard error over 100 repetitions.  
1.4.2 Experiment 2 
The second experiment modeled a more realistic scenario with multiple ROIs. 
Figure 1.7, shows the SIR between the MNE, NB, and NBSS methods. The NBSS 
method outperformed NB and MNE in all cases. The NB method, for most ROIs resulted 
in higher SIR than the MNE method, except when applied to the aud ROI. This may be 
due to having strong cross-talk from STP, which is close to the aud area. As alpha varied, 
the SIR increased or decreased in an unpredictable fashion. Due to the rearrangement of 
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singular values from reweighting, the order of the SVD basis vectors of the gain matrix 
will change. Therefore, applying the TSVD will have large changes in the gain matrix 
using NBSS when the basis vectors rearrange. 
 
Figure 1.7. Signal to Interference Ratio (SIR) between four regions. Four regions of interest 
are defined in experiment 2 (MT+, aud, STP, DLPFC) using minimum norm estimate 
(MNE), nulling beamformer (NB), and nulling beamformer with subspace suppression 
(NBSS). The vertical axis represents the number of dimensions of the TSVD. The x-axis 
represents the tuning parameter alpha varying from 0.05 to 0.95 at 0.05 intervals. The color 
of each square corresponds to the level of suppression, as indexed by the heat bar on the 
right. 
Using the optimal parameters found in Figure 1.7, we estimated activation in the 
primary auditory cortex (aud) and the STP area over all trials from -0.1 to 0.3 second 
using each of the 3 methods. We are interested in measuring the auditory M100 peak, 
occurring at approximately 100 ms. We present the results in Figure 1.8. Although the 
amplitude in aud using MNE is higher than the others (z = 8.55, p < 0.001), there is a lot 
of signal spread into STP (z = 4.51, p < 0.001). NB effectively suppresses the signal in 
STP (z = 2.78, p = 0.003), but also causes significant loss of signal in aud as well (z = 
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2.91, p = 0.002). NBSS retains some signal in STP (z = 2.94, p = 0.002), but visually 
appears to be effectively suppressed. There is, however, more signal amplitude present in 
aud (z = 5.96, p < 0.001).  
 
Figure 1.8. Signal Amplitude in auditory cortex and STP. Amplitude is normalized such 
that noise amplitude has consistent height in all figures. Time is relative to the auditory tone 
onset (at zero seconds) therefore including a silent period (-0.1 to 0 seconds) and auditory 
tone period (0 to 0.1 second).  
Time	(s)	
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1.5 Conclusion 
The nulling beamformer effectively suppresses cross-talk between distant cortical 
ROIs. However, for ROIs that are close together, the preliminary step of applying the 
TSVD may remove components that represent the true signal generated from that ROI. 
We showed that that the nulling beamformer significantly suppresses signal power in 
closely neighboring ROIs. The subspace suppression method we proposed here 
circumvents this issue by reducing the gain of high cross-talk components.  
Adding additional ROIs will adversely affect the SIR in the MNE method 
solution, due to the increased cross-talk sources.  The nulling beamformer methods (NB 
and NBSS), due to specifically nullifying cross-talk components, will not degrade in SIR 
as in MNE, but they will still be affected due to the additional nullifier components. 
In the experiments described above we chose the alpha tuning parameter by 
sampling from 0 to 1 at an interval of 0.05. In future work, we plan to formalize the 
optimization of the alpha parameter through SIR. SIR is not continuous as a function of 
alpha due to the reordering of basis vectors in the gain matrix due to reweighting the 
singular values.  However, it is piecewise-continuous, and thus, by predicting locations of 
discontinuities, the optimization of SIR can be solved through smooth nonlinear 
optimization schemes. 
The results of our experiments provide a proof-of-concept for the efficacy of the 
nulling beamformer with subspace suppression method in suppressing cross-talk. In our 
current study, we estimated the data covariance matrix from prior data to extract activity 
from nearby cortical sources in real time using NBSS. Non-beamformer approaches have 
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been developed that also solve the cross-talk problem. For instance, Wu and colleagues 
developed a near maximum-likelihood source estimation method. However, though due 
to the iterative approach of their algorithm and its reliance on the raw data, this would not 
be feasible for the real-time application (Wu, Swindlehurst, Wang, & Nenadic, 2012). 
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Chapter 2. A fast statistical significance test for baseline correction and comparative 
analysis in phase locking   
 
This section reprinted from Frontiers in Neuroinformatics, Volume 7, 2013: Rana, K. D., 
Vaina, L. M., & Hamalainen, M. (2013). A fast statistical significance test for baseline 
correction and comparative analysis in phase locking. This work is licensed under the 
Creative Commons Attribution 4.0 International License. To view a copy of this license, 
visit http://creativecommons.org/licenses/by/4.0/ or send a letter to Creative Commons, 
PO Box 1866, Mountain View, CA 94042, USA. 
2.1 Introduction 
Indices of consistent phase differences at a particular time and frequency are 
commonly used to assess coherence relationships between two signals. It is calculated by 
first computing the time-frequency representations of a pair of time-varying signals. This 
may be accomplished through a variety of means, including wavelet filtering and by 
applying the Hilbert transform. Thereafter, the phase difference at the corresponding time 
and frequency points between the two time courses is computed on a trial-by-trial basis to 
test for repeatability. In magnetoencephalography (MEG) and electroencephalography 
(EEG), phase locking is evaluated either between two sensor signals, between two 
estimated source time courses, or between one sensor or source time course and an 
external reference signal such as the electromyogram (EMG) (Lin et al., 2004; Schoffelen 
& Gross, 2009; Tallon-Baudry, Bertrand, & Fischer, 2001).  
Constant phase differences between activation time courses can be attributed to 
functional connectivity. In particular, two areas whose estimated source time courses 
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have a consistent phase difference are likely communicate with each other through some 
pathway or may be jointly affected by a third source.  
If the phase relationship is not fixed, the difference of the phase angles will be 
random with no bias toward a specific angle. Therefore, under the null hypothesis of no 
phase consistency, the angles will have a uniform circular distribution. However, in 
reality, various unavoidable confounds in data processing may lead to false consistent 
phase differences.  
Non-invasive recordings of human electrophysiological activity can be obtained 
with EEG and MEG. However, mapping the MEG/EEG sensor signals back onto the 
cortex is an ill-posed inverse problem (Hamalainen, Hari, Ilmoniemi, Knuutila, & 
Lounasmaa, 1993) and, therefore, appropriate constraints and regularization need to be 
applied to render the solution unique and stable. One common solution known as the 
minimum-norm estimate (MNE), finds a smooth, distributed current distribution with 
minimum L2 norm constraint to reproduce the measured data (Hamalainen & Ilmoniemi, 
1994). With help of high-resolution MRI data, it is possible to reconstruct the geometry 
of the individual cortical surface (Dale, Fischl, & Sereno, 1999; Fischl, Liu, & Dale, 
2001; Fischl, Sereno, & Dale, 1999; Fischl, Sereno, Tootell, & Dale, 1999) and use this 
information to create location and orientation constraints for source modeling (Dale et al., 
2000; Dale & Sereno, 1993; Lin, Raij, et al., 2006).  
However, due to its distributed nature, the MNE will exhibit strong false spatial 
correlations due to spread and cross talk in the estimates, which often lead to such false 
positives (Schoffelen & Gross, 2009). Beamforming methods (Hui, Pantazis, Bressler, & 
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Leahy, 2010; Rana, Caldwell, & Vaina, 2011; Robinson & Vrba, 1999; Van Veen, van 
Drongelen, Yuchtman, & Suzuki, 1997), designed for spatial filtering of data, help to 
reduce correlations, but will still tend to map the same sensors, with variable weights, 
onto multiple ROIs, and this can also lead to false positives in phase locking.  
With direct measurements of neuronal activity through single- unit, multi-unit, or local 
field potential (LFP) recordings spaced apart to avoid strong correlations, phase locking 
methods can be applied without concerns of confounds present in MEG/EEG source 
modeling. However, the resulting data will only allow for inferring phase locking 
amongst a small set of neurons instead of between functional brain areas. Thus, invasive 
recordings only solve the issue of crosstalk but cannot be efficiently performed across the 
cortex. In addition, direct invasive recordings are very rarely conducted in humans and, 
when they are, are used in clinical cases such as in epileptic patients (Glisky & Schacter, 
1989; Keene, Whiting, & Ventureyra, 2000).  
In this methodological paper, we propose a novel, fast method with which the 
distribution of phase angle differences between two areas are compared to an arbitrary 
null distribution, e.g., to the distribution of phase angles in the absence of the stimulus, 
via a non-parametric phase angle method with asymptotic bounds, producing significance 
levels with minimal computational cost. We will describe the traditional phase locking 
method and compare it to our new method, Uniform Scores Test for Phase Locking 
(USTPL). In addition, we shall discuss two recently introduced methods that also provide 
a means for baseline correction: the Phase Lag Index (PLI) and the Phase Bifurcation 
Index (PBI). We will show how non-parametric statistical methods applied directly to the 
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phase angle differences result in an accurate significance test as opposed to using a 
parametric test that falsely assumes a uniform null distribution.  
2.2 Methods 
The first section discusses the nature of the simulated data and how data is 
mapped onto the brain. The second section elaborates on the four methods that are the 
focus of the comparison: traditional phase locking, our proposed method USTPL, as well 
as PLI and PBI.  
2.2.1 Data Simulation 
Brain surface and region of interest (ROI) selection for data simulation 
The brain surface used to produce simulations is from a healthy male subject, age 
23 at time of collection. Structural MRI scans were acquired using an 8-channel phase-
array head coil in a 3T scanner (Siemens-Trio, Erlagen, Germany). Freesurfer software 
(http://surfer.nmr.mgh.harvard.edu) was used for cortical surface reconstruction and 
parcellation (Fischl et al., 2002; Fischl et al., 2004). ROIs were chosen based on clusters 
of significant activation during a visual search task with a facilitatory auditory cue 
adapted from (Calabro, Soto-Faraco, & Vaina, 2011; Vaina, Calabro, Lin, & Hamalainen, 
2010) (Figure 2.1).  
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Figure 2.1. Regions of interest chosen from which to generate simulation data. ROIs are 
adapted from (Calabro et al., 2011b; Vaina, Calabro, Lin, & Hamalainen, 2010). There is 
no overlap between ROIs to avoid any issues in computing phase locking connectivity 
between them. 
Simulation of Data 
Simulated data consisted of 20, 50, or 80 trials with phase locking between all 
ROI pairs and 20, 50, or 80 trials with no phase locking. The trials with no phase locking 
serve as a means for baseline comparison for the USTPL [see section “Uniform Scores 
Test for Phase Locking (USTPL)] and PBI (see section “Phase Bifurcation Index”) 
methods. Phase locking was simulated through the following steps. First, we randomly 
selected, from a uniform circular distribution, a fixed phase angle for each ROI to ensure 
that all ROIs will be phase locked. Next, in order to perturb the phase angle slightly 
between trials, we added a zero-centered von-Mises-distributed random angle (Mardia, 
1972; Mardia & Jupp, 2000) with a varying concentration parameter κ = (20, 50). We 
define the von-Mises distribution as follows:  
eκ cos(x−θ)          (16) 
f(x|θ,κ)= 2πI0(κ) ,           (17) 
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where θ is the phase angle at which the distribution is centered, κ is a measure of 
concentration of the distribution around θ, and I0 is the modified Bessel function of order 
0.  
We then produced a 40-Hz sinusoidal time course in each ROI with a phase shift 
equal to the perturbed phase angle associated with that ROI. This was repeated for each 
trial and we thus obtain simulated source-space waveforms xk(t) for each trial k.  
To accurately model the MEG data measurements as well as to induce cross-talk, we 
performed a multi-step process summarized in Figure 2.2. First, simulated data in each 
ROI, generated in the cortical source space was mapped to the sensor space using the 
forward operator (gain matrix) G, which was computed using a single-compartment 
boundary-element model with the shape of the inner skull surface extracted from the MRI 
data of the subject (Hämäläinen & Sarvas, 1989). Next, we added in sensor noise nk(t) to 
each trial. This was obtained from the pre-stimulus baseline data of the experiment 
described in (Vaina, Calabro, Lin, & Hamalainen, 2010). We first computed an estimate 
for the noise covariance matrix from these data and then used this matrix to obtain 
spatially colored noise from Gaussian noise with unit variance and zero mean, 
independent across sensors. As a result we obtain the noisy sensor-space signals:  
yk(t) = Gxk(t) + nk(t)          (18)  
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Figure 2.2. Flowchart of data simulation. A dotted line in the middle separates source and 
sensor space computations. A random perturbation phase angle is added to the fixed phase 
angle at each ROI to induce a phase shift on the sinusoidal time course of that ROI. The 
time course is mapped to the sensor space, sensor noise is added and the simulated noisy 
signals are mapped back to the source space using the MNE linear inverse operator. In 
trials without phase locking, the fixed ROI phase angle was also randomized. 
As an inverse solution we employed the cortically constrained, depth-weighted L2 
MNE (Dale et al., 2000; Hamalainen & Ilmoniemi, 1994). These computations were per- 
formed using the MNE software (http://www.nmr.mgh.harvard. 
edu/martinos/userInfo/data/sofMNE.php), which amounted to multiplying yk(t) with a 
linear inverse operator W:  
x′k(t) = Wyk(t) = W(Gxk(t) + nk(t))        (19)  
In the computation of W, we constrained the source orientations to be normal to 
the cortex and used the same noise-covariance matrix as for generating nk(t). For each we 
then computed an average MNE waveform for each ROI. To avoid signal cancellation in 
the averaging, we calculated the principal direction of the cortical surface normals within 
each ROI and inverted the sign of the waveform at the given vertex if the surface normal 
at this vertex pointed to a direction opposite to the principal surface normal direction.  
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In trials with no phase locking, the phase angle associated with each ROI was 
randomized on a trial-by-trial basis. This ensured an equal signal amplitude without any 
phase-synchrony.  
Wavelet filtering for phase locking 
We extracted phase time courses in each ROI for a particular frequency by 
wavelet filtering. The trial-by-trial ROI time courses were decomposed into complex 
time-frequency coefficients through the Morlet wavelet transform (Lin et al., 2004) with 
envelope bandwidth of 1/5 octaves. The time courses in each ROI were filtered with a 
Morlet wavelet at 40 Hz at 0.5 s into the stimulus to obtain a complex time and frequency 
filter coefficient for each trial. 
Computation of receiver operating characteristic curves 
A Receiver Operating Characteristic (ROC) curve is a representation of the error 
of classification over varying thresholds (Green & Swets, 1974). It is a plot of the true 
positive rate (TPR) vs. the false positive rate (FPR) of a detector, which in this case is the 
detection of significant phase locking. This method is ideal to compare the four phase 
locking methods since the PLB and PLI statistics will not provide a significance level 
directly. 
For each set of parameters for each method, we repeat the data simulation of 
section “Simulation of Data” 20 times to obtain a set of statistics from which to construct 
the ROC curve. We computed one set of 10 simulations to produce positives, with a set 
of phase-locked trials. Another set of 10 simulations produced negatives, with no phase-
locked trials. For each set of parameters and each iteration of the methodology from 
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section “Simulation of Data”, we obtained a single statistic at 0.5 s into the sample (see 
section “Wavelet Filtering for Phase Locking”) from every ROI comparison. Since there 
are 22 ROIs, each simulation iteration produced 231 comparisons. Combining across all 
simulations, we obtained 2310 positives and 2310 negatives total. 
We sorted the statistics from all iterations by their statistical value and used each 
as a threshold, such that a value that is equal to or more significant than the current 
threshold was labeled a positive and ones that are lower were labeled a negative. Thus, 
we computed two values that characterize the performance of each phase locking 
detection method: The TPR, which is the rate at which positives were correctly classified 
as positives, and the FPR, which is the rate at which negatives were incorrectly classified 
as positives. The TPR and FPR were computed as TPR = TP/P and FPR = FP/N, 
respectively. Here, TP is the number of positives accurately evaluated as significant and 
P is the total number of true positives while FP is the number of false positives 
incorrectly classified as significant and N is the total number of true negatives. For every 
threshold, we obtained a single point on the ROC curve, using the TPR and FPR. 
Thereafter, we sorted the values according to the threshold and connected the ordered 
points to obtain the final ROC curve. 
We characterized each ROC curve with the area under the curve (AUC). For a 
completely random assignment to positive and negative detection, the ROC curve is a 
line TPR = FPR resulting in AUC = 0.5. When TPR > FPR, the AUC increases reaching 
AUC = 1 when TPR = 1 and FPR = 0. 
Error bounds were computed from the above procedure computing the AUC over 
  
37 
5 sets of 4 iterations (using the 20 trials) to generate 5 separate ROC curves for each set 
of parameters. The mean is reported as the AUC value and the standard deviation is 
reported as the interval. 
Computation of error rates 
When a statistical significance is readily available, in the case of PLV and 
USTPL, we may compute an error rate. Using a significance level at 0.05 with and 
without Bonferroni correction, we computed the error as: 
Error = (TP + TN) / (P + N)        (20) 
This is the number of correctly assigned positive and negative phase locking 
detections divided by the total number of tests. 
2.2.2 Phase locking methods 
We illustrate with an example the shortcomings of the traditional phase locking 
method, which tests for similarity of trial-by-trial signal phase angle differences between 
two sources. If the difference of the phase angles is uniformly distributed across trials, the 
traditional method assumes that there is no phase locking, since there is no coherence 
between the phase angles. However, crosstalk may induce a spurious coherence of phase 
angles. Our method extends the traditional phase locking method by testing the phase 
angle differences tested against an empirical null distribution that we can sample from the 
pre-stimulus interval. 
Traditional phase locking 
The concept of phase locking lies in the idea of phase as a shift in a signal. Figure 
2.3 illustrates this using three pairs of time courses. Note that the signals in ROI 1 and 
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ROI 2 occur at random times but their relative phase lag is consistent. We can use 
circular statistics to assess whether this lag, across trials, is consistent. 
 
Figure	2.3. Illustrative example of phase-locked signals. The red line is a reference relative 
to the peak of the signals. The green line illustrates a consistent lag between ROI 1 and ROI 
2 across trials. 
To compute the phase lag at different frequencies, we utilize wavelet filtering that 
produces phase estimates for each time point and for desired frequencies, see section 
“Wavelet Filtering for Phase Locking”. We can then calculate the trial-by-trial phase 
differences between the two ROIs as a function of time and frequency. 
The traditional phase locking methodology assumes that the two time courses, if 
not phase locked are completely independent, and thus the phase angle differences will be 
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uniformly random. Therefore, one can apply a test of uniformity to assess whether the 
distribution of phase angle differences is indeed uniform. The most common uniformity 
test is the Rayleigh test for circular uniformity (Jervis, Nichols, Johnson, Allen, & 
Hudson, 1983; Lin et al., 2004; Tallon-Baudry, Bertrand, Delpuech, & Pernier, 1996). 
The Rayleigh test considers each phase angle as a vector with unit length and angle equal 
to the test angle. First, the phase angle difference between two ROIs is computed for each 
trial and the corresponding unit vector is found. Then, the vectors are averaged across 
trials to produce a single averaged vector. The magnitude of the average vector is the 
Phase Locking Value (PLV). This value ranges from zero to one, corresponding to non-
existent and complete phase locking, respectively. When the number of phase angles 
averaged is large (n > 50), the significance of the phase locking value can be 
approximated by (Lin et al., 2004): 
PPLV ~ exp(-PLV)         (21) 
Crosstalk and phase locking 
While the traditional phase locking method works well for two sources whose 
time courses can be determined without interference, the cortical source estimates in 
neighboring regions, computed from MEG sensor signals, are prone to crosstalk (Liu, 
Dale, & Belliveau, 2002) leading to false-positive phase locking detection as discussed in 
section “Data Simulation.” 
To demonstrate this, we drew the phase angle differences as samples from a von 
Mises distribution. We used this distribution since it allowed us to control sampling from 
a unimodal distribution with a specified mean and variance, through θ and κ, 
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respectively. As κ increases, the probability of sampling closer to θ increases. The von-
Mises distribution approximates the circular normal distribution, which is analogous to 
the normal distribution for circular statistics (Mardia & Jupp, 2000). 
We generated two sets of 20 samples from a von Mises distribution (θ = 0, κ = 4) 
to simulate sampling from a pre-stimulus interval and a post-stimulus interval where 
there is no interaction between the two ROIs, see Figure 2.4. A Rayleigh test applied to 
the PLV calculated from the stimulus samples showed that this PLV is significant (α < 
0.05). However, the distribution in the pre-stimulus interval is similar to the post-stimulus 
interval, implying that there is no change in phase locking between the pre- and post-
stimulus intervals. Therefore, it is necessary to perform a statistical test that compares the 
two distributions in a fast, efficient manner. 
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Figure 2.4. Simulated phase angle differences for a poststimulus period (Stim) and a 
prestimulus period (Prestim), both generated from a von Mises distribution with θ equal to 
zero and κ equal to 4. The vectors represent the vector averages of the data points 
corresponding to each population of phase angle differences. 
While one could assume that it should be sufficient to compare the average vector 
magnitudes via permutation tests or bootstrap resampling, these procedures 
computationally taxing procedures and may also lose useful phase information, as 
illustrated in Figure 2.5A. The PLV's are similar but one can see that there is a phase shift 
between the two. Specifically, the pre-stimulus phase angle differences are distributed 
near zero whereas the post-stimulus phase angle samples are close to π/4. This suggests 
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the possibility of a communication lag, or a potential change in the delay between 
information passed through ROI 1 and ROI 2 from the pre- to post-stimulus period. To 
account for these differences, we propose a statistical test that compares two distributions 
of the phase angles. 
 
Figure 2.5. (A) Simulated phase angle differences from von Mises distributions for a post-
stimulus period (θ = π/4, κ = 4) and a pre-stimulus period (θ = 0, κ = 4). (B) Same data 
redistributed by their corresponding circular rank statistic. The vectors represent the 
vector averages of the data points corresponding to each population of circular ranks. 
Uniform scores test for phase locking (USTPL) 
We propose the Uniform Scores Test (UST) (Mardia & Jupp, 2000) as a method 
to compare two phase angle distributions. In this test, the samples of phase angles from 
the two distributions are linearly ranked jointly so the rank 1 data point will be closest to 
zero degrees in the positive direction, the rank 2 data point will be the second closest, 
while the last data point will be furthest from 0, or closest to 2π. The ranked phase angles 
are then evenly positioned around the unit circle; the corresponding polar angles are then 
called the circular rank statistics (Mardia & Jupp, 2000). This is illustrated in Figure 2.6. 
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Figure 2.6. An example of circular rank statistics. The circle on the left shows points before 
circular ranking whereas on the right the points are ranked and repositioned. The numbers 
indicate the rankings of the points. The repositioned points are equally spaced around the 
unit circle and the order of the classification of the red and green points is preserved. 
The resulting average vectors will always be opposite each other and statistically 
equivalent given the computation of the following test statistic: 
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where n1 is the size of population 1 (the stimulus population) and bi is the ith circular rank 
statistic of an element from population 1.  We compute a population-normalized version 
as follows: 
         (23) 
 
As the total number of samples grows large (n1 + n2 = n > 40), the null 
distribution R*k approaches a χ2 distribution with two degrees of freedom (Mardia & Jupp, 
2000). 
For demonstrative purposes, we apply USTPL's ranking method in Figure 2.4 in 
€ 
R∗ = 2(n −1)R1
2
n1n2
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Figure 2.5A to obtain Figure 2.5B. The redistribution of angles clearly illustrates the 
separation of the two distributions by phase, and thus the difference between the 
prestimulus and poststimulus intervals. 
USTPL for comparing stimulus conditions 
Since the UST is a comparative statistical test, it can be used to compare any pair 
of phase angle populations, e.g., two stimulus conditions A and B. Instead of employing 
UST between the post-stimulus and pre-stimulus periods, we can compute it between the 
conditions A and B. One drawback is that, although this test will allow detection of a 
significant phase locking difference between A and B, the test alone cannot tell which is 
stronger or whether the phase difference has changed between conditions A and B. 
Phase lag index 
A recently proposed approach to solve the cross-talk problem uses a statistic 
known as the PLI (Stam, Nolte, & Daffertshofer, 2007; Vinck, Oostenveld, van 
Wingerden, Battaglia, & Pennartz, 2011). In this method, it is assumed that a common 
source of noise or cross-talk between two sources is associated with a phase angle of 
either 0 or π, the latter corresponding to a change in polarity only. PLI, therefore, sets out 
to measures the asymmetry between the number of phase angles whose sines are positive 
and negative. The PLI statistic is defined as: 
PLI = |<sign[sin θ]>|,         (24) 
where θ is the phase angle difference. If there is a bias of phase angle differences toward 
either side, the PLI will deviate from zero, which indicates significance. In our 
simulations (see section Crosstalk and Phase Locking”), we did not discriminate between 
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leading or lagging phases, therefore, in our analysis, we do not differentiate between a 
resulting mean sign that is above or below zero. Therefore, we take the magnitude of the 
mean sign as the PLI. 
(Vinck et al., 2011) introduce a weighting term to form a weighted PLI (WPLI): kj`b = 	 ℑ(n) opq[stu v]ℑ(n)         (25) 
Thus, for signals that are small, the PLI score will not be as strongly affected. In 
our simulation the signal amplitudes are held constant between the baseline and the 
stimulus, and differences between PLI and WPLI would occur only due to the presence 
of noise. Since the signal amplitude is held constant in our simulations and that amplitude 
measures are not incorporated into other methods, we use Stam's formulation of PLI to 
compare against the other methods. 
Phase bifurcation index 
We will also consider another method to that uses a similar concept of a phase 
angle distribution comparison, is the PBI proposed by (Busch, Dubois, & VanRullen, 
2009) defined as: 
PBI = (PLV1 – PLVall) x (PLV2 – PLVall),       (26) 
where PLV1, PLV2, and PLVall are the phase locking values from distribution 1, 2, and 
the combined population, respectively. The phase locking value of the individual 
distributions (PLV1, PLV2) are calculated by applying the method in section “Traditional 
Phase Locking” to the subset of trials from which the distribution (either 1 or 2, such as 
the prestimulus or poststimulus) is sampled. To compute PLVall, the method should be 
applied to the grouped trials from 1 and 2. Each of the differences in Equation (10) 
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compares each population to the combined one. Due to the multiplication of the two 
differences, the PBI statistic will be significant if both populations are significantly 
different from the combined population. 
Obtaining statistical significance measures 
In the above methodologies, only PLV and USTPL provide a direct method for 
obtaining a statistical significance level. In order to obtain statistical significance with 
PLI or PBI, non-parametric methods may be used. Since we will be performing a 
comparison between two populations, a simple permutation test should act as an 
appropriate means to compute a difference. For PLI, we can do so by computing the PBI 
during the stimulus and nonstimulus interval over a number of iterations while permuting 
between the two. However, this means that the statistic has to be computed a large 
number of times. A conservative number would be to perform 1000 permutations. For 
PBI, samples for PLV1 and PLV2 can be permuted between each other, but this requires 
recomputing PLV for each 1000 times. 
Table 2.1 describes the time required to compute the significance of a single time-
frequency datapoint tested on a MacBook Pro (version 8,1, Late 2011) with 100 trials. As 
we sample a larger number of time-frequency points, the computation time increases 
linearly, and thus multiplicatively if computed across a full grid of time and frequency 
coordinates as we increase the samples on either axis. It is clear that for such scenarios, it 
would be computationally expensive to compute the bootstrap for PLI or PBI. 
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Table 2.1. Time for computing a single significance statistic. 
 
2.3 Results 
We first discuss the performance of our proposed method, USTPL, compared to 
PLI, PBI, and PLV in detecting phase locking across trials at a particular time slice with 
help of ROC curves (Green & Swets, 1974). Second, we compare the error rates of 
USTPL and PLV for a given statistical significance level. Since PLI and PBI do not 
produce significance levels directly, we do not consider them in our comparison. 
2.3.1 Detection performance 
The comparison of the ROCs of the four methods shown in Figure 2.7 indicates 
that, overall, USTPL (shown in blue) has a higher true-positive rate than the other three 
methods in the condition of a mean noise level equal to 0.1% of the signal level, random 
angle concentration parameter κ = 50, number of trials n = 20. Although USTPL's ROC 
curve approaches a TPR of 50% as the FPR approaches 50%, this is not likely to be 
inherent to the method but is unique to this particular simulation at these parameter 
values. Table 2.2 summarizes the AUC values across different conditions. 
Method Computation time (s)
USTPL 0.01538 ± 0.00014
PLV 0.01520 ± 0.00014
PBI 15.2181 ± 0.1416
PLI 15.2199 ± 0.1415
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Figure 2.7. ROC curve comparing the four statistics at a mean noise level equal to 
approximately 0.1% of the signal level, κ = 50, number of trials (n) = 20. USTPL (blue) has 
more detection power than PLV (cyan), PLI (red), and PBI (green). 
Noise lv: n = 50, κ = 50 n = 20, κ = 50 
  0.10% 1.00% 0.10% 1.00% 
USTPL 0.5917 ± 0.0839 0.4962 ± 0.0117 0.5900 ± 0.0387 0.4974 ± 0.0233 
PLI 0.6460 ± 0.0744 0.5119 ± 0.0203 0.5025 ± 0.0271 0.4983 ± 0.0139 
PBI 0.5371 ± 0.0233 0.4938 ± 0.0128 0.5246 ± 0.0282 0.5144 ± 0.0174 
PLV 0.5032 ± 0.0164 0.4966 ± 0.0126 0.5198 ± 0.0229 0.4840 ± 0.0037 
Noise lv: n = 80, κ = 50 n = 50, κ = 20 
 
0.10% 1.00% 0.10% 1.00% 
USTPL 0.5989 ± 0.0639 0.5052 ± 0.0067 0.4996 ± 0.0187 0.5051 ± 0.0156 
PLI 0.6693 ± 0.0663 0.4985 ± 0.0118 0.4991 ± 0.0115 0.5106 ± 0.0113 
PBI 0.5190 ± 0.0072 0.5100 ± 0.0108 0.5101 ± 0.0125 0.5048 ± 0.0126 
PLV 0.5038 ± 0.0173 0.4914 ± 0.0163 0.5051 ± 0.0199 0.5116 ± 0.0146 
Table 2.2. Performance of all three methods for various noise levels, number of trials (n), 
and concentration factors (κ). 
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As κ decreases, we find a significant drop in performance of all methods. As 
number of trials (n) decreases significance strength decreases most for PLI. Signal level 
has a significant effect on detection performance as well. 
Significance level error rate 
Figure 2.8 shows that for a significance level threshold p = 0.05, we obtain lower 
error rates when using USTPL compared to PLV. Interestingly, the Bonferroni-corrected 
significance levels cause an increase in the error rates. This is understandable because the 
correction will increase the significance of the threshold, and thus true positives with 
low-significances will be incorrectly classified as false. However, this correction is 
appropriate in experimental situations when true positives are fewer and false positives 
are essential to be removed. 
 
Figure 2.8. Comparison of error rates at p = 0.05 with and without Bonferroni correction 
between PLV and USTPL methods. Dotted lines indicate error rates at Bonferroni-
corrected significance values. USTPL is significantly lower than PLV at all tested noise 
levels. 
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It is interesting that in this simulation, the traditional phase locking method has 
nearly no detection power. However, this does not mean it has no use in MEG. Due to the 
closeness of ROIs on the brain in this simulation, the cross-talk is significant. Thus, 
leakage into neighboring ROIs is likely to induce a detectable bias to the phase 
differences between these neighboring ROIs. In addition, our simulations were conducted 
at a single frequency. Therefore, all sources, even in the baseline, will generate signals at 
this frequency and thus induce cross-talk. In a more realistic situation, there would be 
activations at different frequencies and thus there will be a smaller set of areas where 
activation occurs at a certain frequency. 
2.4 Discussion 
This paper provides a novel statistical method to compare the phase angle 
differences between two ROIs to an empirical null distribution using the uniform scores 
test, producing a statistical significance value. We compared this new method (USTPL) 
to three existing methods, PLV, PLI, and PBI. Unlike PLI or PBI, USTPL does not 
require computationally expensive non-parametric statistical methods significance levels. 
Thus, this method can be easily used for testing many frequencies and time points 
between a large number of ROIs, or for computing statistics across the cortical surface as 
in (Lin et al., 2004) for PLV. 
In our simulation, we were able to detect phase locking when the concentration 
parameter was high and noise was low using PLI, PBI, and our method, USTPL. 
However, the performance of PBI was still lower than PLI and USTPL in these 
situations. PLI, on average, slightly outperformed USTPL when the number of trials was 
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large (n = 50, 80), though the difference was not significant. However, USTPL 
maintained its performance level when the number of trials was decreased to be below 
the asymptotic limit of its significance calculation. This shows that USTPL is robust 
when limited trials are available as opposed to PLI, most likely due to the information 
lost in PLI due to its capturing of only sign changes weighted by signal magnitudes 
whereas USTPL utilizes the distribution of phase angles for differentiating the baseline 
from the test population. However, there is a slight advantage to using PLI when the 
number of trials is large and, like in our controlled experiment, the baseline contains 
phase locking due to instantaneous effects, such as crosstalk. 
In situations where the prestimulus period is random, while the post-stimulus 
period is phase-locked, we would expect that PLV, a parametric method, would have 
more statistical power than USTPL, a non-parametric method, since the assumption of a 
uniform phase distribution holds. However, this is often not the case since, due to source 
modeling or closely spaced sources, any correlations would break the assumption of 
phase distribution uniformity. 
Another caveat of our proposed method is that we lose information about 
differences between phase angle populations. For example, if we are comparing two 
stimulus conditions with USTPL, this test alone does not tell us which condition had 
stronger phase locking, or whether one condition leads to a greater phase lag. When 
comparing against a baseline, we assume that there is no phase locking within the 
baseline period. If there is suspected phase locking in the baseline, other measures may 
be necessary to supplement differences found in USTPL. However, the USTPL method 
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will provide knowledge of those frequency and time points amongst ROIs that have 
significantly different phase locking and will thus provide a smaller set of connections to 
investigate with more scrutiny. 
Due to the bivariate nature of phase locking analysis the four measures discussed 
in this paper do not differentiate between direct communication between two ROIs and 
having a third source driving both. Methods have been developed to consider the 
multivariate network and finding partial phase locking (Cadieu & Koepsell, 2010; 
Canolty et al., 2012; Schelter, Winterhalder, Dahlhaus, Kurths, & Timmer, 2006). In the 
future, we plan to extend the USTPL model by incorporating these multivariate methods. 
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Chapter 3. Functional roles of 10 Hz alpha-band power modulating engagement and 
disengagement of cortical networks in a complex visual motion task 
This chapter reprinted from PLoS ONE, Volume 7, 2013: Rana, K. D., & Vaina, L. M. 
(2014). Functional Roles of 10 Hz Alpha-Band Power Modulating Engagement and 
Disengagement of Cortical Networks in a Complex Visual Motion Task. PLoS ONE, 
9(10). This work is licensed under the Creative Commons Attribution 4.0 International 
License. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/ 
or send a letter to Creative Commons, PO Box 1866, Mountain View, CA 94042, USA. 
 
3.1 Background 
Cortical fluctuations between 8-13 Hz (alpha frequency band) are perhaps the 
most studied brain oscillations since the early days of electrophysiological recordings 
(Berger, 1929), yet their physiological role remains unclear. Numerous studies, involving 
both direct neuronal recordings and noninvasive EEG (electroencephalography) and 
MEG (magnetoencephalography) approaches, have investigated the nature of this neural 
oscillation and its contributions to cognitive functions (Başar, 2012; Klimesch, 2012; 
Palva & Palva, 2007a; Schnitzler & Gross, 2005). The 10 Hz alpha rhythm has been 
linked to different cortical functions including sensory inhibition, memory formation, 
attention control, and anticipatory recruitment of neurons involved in perceptual or 
cognitive tasks (Başar, 2012; Başar, Schürmann, Başar-Eroglu, & Karakaş, 1997; 
Klimesch, 2012).  However, how cortical areas interact at the 10 Hz frequency and the 
meaning of such interactions are poorly understood. 
In visual processing regions, the alpha band activity was identified as a “default 
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state” of the cortex, producing oscillatory power at 10 Hz, which actively inhibits task 
irrelevant information (Başar, 2012; Berger, 1929; Klimesch, 2012). For example, for the 
visual system, it has been reported that there is a decrease in occipital alpha-activity 
during visual attention, or a decrease of visual processing in the context of strong alpha 
activity in the pretask period (Romei, Brodbeck, et al., 2008; Romei, Rihs, Brodbeck, & 
Thut, 2008; Worden, Foxe, Wang, & Simpson, 2000) and studies of the primary sensory-
motor cortices suggested that alpha-band, 10Hz oscillations decrease with attention and 
movement (Babiloni et al., 1999; Foxe, Simpson, & Ahlfors, 1998; Penfield & Jasper, 
1954). There is also evidence that inhibitory alpha activation precedes the involvement of 
cortical regions in task-related functions (Klimesch, Fellinger, & Freunberger, 2011; 
Saalmann, Pinsk, Wang, Li, & Kastner, 2012).  
Alpha band activation in the frontoparietal regions has been implicated in higher-
level processing. For instance, a number of EEG studies have shown that alpha power has 
a spatial bias in the frontoparietal regions (Jansen & Brandt, 1991; Jasiukaitis & 
Hakerem, 1988; Romei, Gross, & Thut, 2010; Sauseng, Klimesch, Schabus, & 
Doppelmayr, 2005; Thut, Nietzel, Brandt, & Pascual-Leone, 2006; Worden et al., 2000) 
where attending to a visual hemifield will induce contralateral inhibition of alpha power. 
Contralateral inhibition of alpha power in a region has been linked to functional 
excitation of that region (Klimesch, 2012). However, this is not a general rule. For 
instance, there is substantial evidence for an increase in alpha power in internally-focused 
cognitive tasks, such as working and long term memory, different executive functions 
(Jensen & Tesche, 2002; Sauseng et al., 2005; Sewards & Sewards, 1999; Yamagishi et 
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al., 2003), mental imagery and mental calculations (Palva, Linkenkaer-Hansen, Naatanen, 
& Palva, 2005; Palva & Palva, 2007). While the aforementioned roles have been 
attributed to the frontoparietal alpha power, it is unclear how it relates functionally to the 
alpha power in the sensory processing regions.   
In this study, we used MEG to explore the relationship between alpha power in 
sensory regions and in frontoparietal regions while observers perform a high-level motion 
task to detect an object moving in depth relative to the scene. We were also interested in 
the functional role of alpha oscillatory power involved in this task. Similar to the 
computations described in previous psychophysical studies, in this task, referred to as 
Visual Search of a Moving Object by a Moving Observer (VS), optic flow, the global 
patterns of retinal motion characteristic of self-movement, is identified and subtracted to 
isolate the motion due to the movement of the object within the scene (Calabro et al., 
2011; Calabro & Vaina, 2011, 2012; Vaina, Calabro, Lin, & Hamalainen, 2010). This 
process called flow parsing, has been shown to involve global motion processing, not just 
local motion contrasts (Calabro & Vaina, 2011, 2012; Rushton & Warren, 2005; Warren 
& Rushton, 2008). In a recent fMRI study (Calabro & Vaina, 2012) we computed partial 
correlations among regions of interests (ROI) activated when subjects performed the VS 
task and found four clusters of highly interconnected ROI’s. The ROI’s in three clusters 
consisted of typical areas involved in visual or visual motion processing, spanning early 
visually responsive cortical regions (V1 & V2), regions involved in stimulus motion 
processing including optic flow (MT+, KO, LO, & V3a), and higher level visually 
responsive parietal regions presumably involved in the representation of the stimulus 
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(Visual Intraparietal Sulcus (VIP), Dorsal Intraparietal Sulcus middle (DIPSM), and the 
precuneus). The fourth cluster included frontoparietal regions. The coarse temporal 
resolution of fMRI did not allow a more detailed investigation into the relationship 
among these clusters of activation. Therefore, in this study, using MEG whose high 
temporal resolution (milliseconds) is excellently suited for exploring the fine 
spatiotemporal relationship among communicating cortical areas, we investigated the 
interaction between visual motion responsive regions and the frontoparietal regions. In 
particular, since there is evidence that alpha-band power plays different roles in the visual 
processing regions and frontoparietal regions, we were interested in determining the 
different functional roles alpha-band power and its timing during the VS task. We found 
significant inhibition of 10 Hz alpha power in the visual processing regions after 300 ms 
from the onset of motion, while in the frontoparietal regions there was a longer, 
sustained, alpha power, sensitive to target spatial location.  
Furthermore, through computing phase synchrony between regions of interest, we 
showed that alpha-band power in the visual-processing and the frontoparietal regions are 
not linked. This suggests independence of alpha-band power between these two clusters 
of cortical regions.  
3.2 Imaging and Psychophysics Materials and Methods 
3.2.1 Participants 
Nine healthy volunteers, (4 females, mean age of 19yo, SD=2.1) participated in 
this study. All subjects were right handed according to the Edinburgh Inventory of 
handedness (Oldfield, 1971), had normal or corrected-to-normal visual acuity, and none 
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had any history of neurological or psychiatric disorders or were undergoing medical 
treatments that could have interfered with motor or cognitive performance. Each 
participant provided written informed consent in accordance with the Declaration of 
Helsinki (2008) and the local Ethics Committees on Human Research at Massachusetts 
General Hospital and Boston University. Prior to the MEG session, the experimenter 
explained the psychophysical task and all subjects underwent one hour training or until 
they stabilized performance significantly above chance (p<0.01). The MEG data were 
acquired during a single session. 
3.2.2 Psychophysical Tasks 
Visual Search of a Moving Object by a Moving Observer (VS) Task 
Stimuli consisted of 9 objects distributed within a 25x25x60cm volume, centered 
at a distance of 80 cm.  The stimuli were rendered using OpenGL. The objects were high 
contrast (28.3 cd/m2 on a 0.3 cd/m2 background) textured spheres with a mean initial 
diameter of 1.5°. The display area was divided into 9 equally sized wedges, each 
containing one sphere at a random eccentricity up to 9° (using a square root distribution 
to create a uniform density), to prevent occlusion between spheres.  
 
Figure 3.1. First, the fixation mark appeared on a blank screen and lasted 300 ms. Next, the 
9 textured spheres faded in from the background over a 1000 ms period. Then, the spheres 
remained static for 1000 ms. This was followed by displaying the stimulus motion for 1000 
ms, 8 spheres simulating forward observer motion and the other (target) had independent 
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motion, forward or backward with different speeds than that o the observer. Finally, the 
response period, lasting 3000 ms, displayed the spheres static, four of which were labeled 
with numbers 1–4, one corresponding to the target. The subject's task was to chose the 
number corresponding to target. 
Each trial began with a 300 ms blank screen.  Over the following 1000 ms the 
contrast was ramped up from 0% so that, at the end, the 9 spheres were clearly visible. 
During the next 1000 ms the spheres remained visible and stationary. In the next 1000 ms 
the spheres were moved and scaled in a way that was consistent with forward observer 
translation of 3 cm/sec (relative to a 30 cm simulated distance to the spheres, such that 
the radial velocity was up to 1.66°/sec for the most eccentric objects, or 0.84°/sec for 
spheres of mean eccentricity). The beginning of the object motion defined the 0 ms 
marker for each trial. One sphere (the “target”) had an independent forward or backward 
motion vector of 2, 4, 6 or 8 cm/sec within the scene in addition to the induced self-
motion described above. Throughout the motion, subjects had to monitor all 9 spheres 
since the labels did not appear until after the end of stimulus motion. After the 1000 ms 
motion display, the spheres became static and the target and three other randomly 
selected spheres were labeled with numerals, 1-4, lasting for 3000 ms. In a four-
alternative forced choice (4AFC) task, observers identified the target sphere by pressing 
on the response pad one of the four buttons, 1-4, corresponding to the labeled spheres. 
After 3000 ms the static spheres disappeared from the screen and a new trial started. The 
timeline of these events is illustrated in Figure 3.1. Subjects were presented 2 consecutive 
runs of the task, 80 trials each (160 trials total), and evenly interleaving each object speed 
(20 trials per speed) in a random order in each run. 
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MT+ Localization (MTLoc)  
A blank screen was shown for 300 ms, followed by nine textured spheres (1.5 
degrees in diameter) which faded into the screen for 1000 ms. Next, for another 1000 ms, 
the spheres were displayed static followed by 1000 ms radial motion, (expansion or 
contraction), simulating an observer walking forward or backward on a straight trajectory 
(3 cm/s). In a two-alternative forced choice (2AFC) task, observers reported the direction 
of the stimulus-motion by pressing predefined keys on the response pad. Subjects were 
presented two consecutive runs of 80 trials each (160 trials total) with forward and 
backward motion trials evenly interleaved (across the two runs, 80 trials expansion and 
80 trials contraction) . 
To compare the target detection VS to self-motion only, we used as a control the 
expanding motion trials of the MTLoc task (Exp Only). The Exp Only trials were 
visually equivalent to those in VS stimulus except for the absence of the independently 
moving sphere (the target) and of the labeled spheres presented after the end of motion 
during the response period. Also in Exp Only the observer’s task was to respond to the 
direction of the self-motion, instead of target detection in VS. 
3.2.3 MEG data acquisition 
The MEG study was conducted at the Athinoula A. Martinos Center for 
Biomedical Imaging (MGH) in Charlestown, Massachusetts.  Participants were seated in 
a chair under the MEG sensor array and faced the projection screen placed at a distance 
of 80 cm. The MEG data were acquired with a 306-channel Neuromag Vectorview 
whole-head system (Elekta Neuromag Finland) comprising 204 orthogonally planar 
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gradiometers and 102 magnetometers. The system was housed in a three-layer 
magnetically shielded and sound-proof room (Imedco AG, Switzerland).  
To compute the head position inside the MEG, four head-position indicator (HPI) 
coils were fixed on the subject's head. The positions of the HPI electrodes on the head as 
well as at least 80 points on the scalp were entered with a magnetic digitizer (Polhemus 
Fastrak 3D) in a head coordinate frame defined by the nasion and the left and right 
auricular points (fiducial landmarks). The MEG and EOG signals were band-pass filtered 
to the frequency range 0.5 – 200 Hz and digitized at 600 samples/s (600Hz). 
The stimuli were projected onto a 44” screen through an aperture in the MEG 
chamber using a Panasonic DLP projector (Model #PT-D7500U).  During the experiment 
the room lighting was dimmed. 
3.2.4 Behavioral data analysis 
Both reaction time and evaluation of response were recorded. All subjects performed 
significantly above chance (25%) (p<0.01). Reaction times were measured as the time 
difference between the appearance of number-labels after the motion stopped to when the 
subject made the button press to indicate his/her choice of the target. A trial was treated 
as having no response, and discarded, if the subject did not respond within the 3000 ms 
after stimulus onset. Fewer than 2% of trials were discarded per subject (at most 3 trials 
were rejected out of 160 trials presented per subject).   
Vertical and horizontal electro-oculogram (EOG) were also recorded to monitor eye-
movements and blinks.  
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3.2.5 Removal of outliers in MEG epochs 
For each trial the MEG signal was divided into epochs aligned to the onset of the 
motion stimulus with a time range of -500 to 1000 ms. This time interval consisted of the 
(-500 to 0 msec) period prior to the beginning of motion (prestimulus interval) and during 
which the spheres were stationary, and the period when the spheres where moving (0 to 
1000 ms).  
Trials contaminated by technical artifacts eye blinks, or eye movements were 
rejected from further analysis. For each of the participating subjects, the maximum 
number of trials rejected was less than or equal to 3, which is below 2% of the total 
number of trials. Effects of eye blinks were removed by computing a signal space 
projection (SSP) operator from 20 – 30 eye blink signals detected on the basis of the 
vertical EOG (Uusitalo & Ilmoniemi, 1997). 
3.2.6 Regions of Interest (ROIs) 
 The MTLocalizer test was used to localize the motion-sensitive MT+ area. We 
isolated the ERF equivalent to the P230 corresponding to radial motion (Pitzalis et al., 
2013). Since our motion is complex radial motion, we expect MT+ to be activated at this 
signal peak. Time courses were bandpass filtered from 0.5 to 40 Hz to reduce high 
frequency noise and sensor drift to isolate the P230 peak. The peak within 20 ms of 
230ms relative to motion onset was labeled as the P230.  The MT+ region of interest 
(ROI) was chosen through manual extraction of the activated cluster in middle temporal 
area at least 2.5 SD above the noise level (Figure 3.2).   
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Figure 3.2. MT+ 230 ms ERF on the cortex. (A) Left hemisphere cortical activation at 230 
ms of MT+ area in a representative subject. The activation shown on the inflated brain, in 
the cortical region, is at least 2.5 SD above noise level. (B) The corresponding time courses 
of MT+ activation in the same subject (top: left hemisphere; bottom: right hemisphere). 
The red circle indicates the peak at the 230 ms ERF corresponding to P230. 
 All other regions of interest (ROIs) were generated through manual extraction of 
activation clusters from the averaged MEG data morphed onto the Freesurfer average 
brain (fsaverage)(Fischl, Sereno, Tootell, & Dale, 1999b) in the VS task. Anatomical 
names of areas are based on the FreeSurfer parcellation and locations of activity within 
each parcellation region. ROIs that matched (through overlap) the fMRI defined ROIs in 
the same task (Calabro & Vaina, 2012) were named with the corresponding fMRI labels. 
Principal Components Analysis was performed across the three-dimensional source 
datapoints within each ROI to obtain the principal dipole orientation.  Activation time 
courses for each ROI were computed on a trial-by-trial basis through a spatial average of 
the activation projected along the principal dipole orientation. 
 Taken together, the effect of the sensors mapped to thousands of cortical surface 
locations and the smoothing performed in the MNE source space solution lead to a 
significant cross-talk between ROI time courses. One way to ameliorate this potential 
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pitfall is to assess the amount of cross-talk between ROIs, isolate those ROIs with 
significant signal spread, and remove them from the analysis. While this procedure does 
not entirely solve the cross-talk problem, it helps reduce its effects on the ROIs included 
in our analysis. To exaluate systematically the cross-talk between the activated cortical 
areas, we constructed a resolution matrix (adapted from (Dale et al., 2000)) to measure 
how one ROI’s signal maps into another ROI’s signal.  The point spread function on a 
measured dipole strength vector s(t) relates to the true strength s(t) as follows: x(y) = kz(y) = k{x y +k}(y) = k{x(y).   (36) 
In the expression above, the measured source data were computed from the sensor data 
x(t) transformed to the source space via the inverse transform operator W.  We modeled 
x(t) as the summation of the true dipole strength s(t) transformed onto the sensor space 
via the forward transform operator A with an added sensor noise n(t).   The matrix WA is 
the resolution matrix, where columns specify the point spread for each dipole location.  
 We performed a similar operation for measuring signal spread between ROIs. We 
define WROI as the inverse transform operator mapping from sensors to ROIs and AROI as 
the forward transform operator mapping from ROIs to sensors.  To compute the columns 
of WROI, each corresponding to the projection from the sensors onto an ROI, we projected 
the columns of the inverse operator W onto the principal dipole direction of the ROI and 
averaged the components. Similarly, we computed the rows of AROI by projecting each 
ROI’s principal dipole orientation onto the rows of forward operator A. We computed the 
resolution matrix R = WROIAROI.  
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Figure 3.3. Resolution matrix showing percentage signal contribution across columns of 
each ROI. ROIs marked in red are joined together, ROIs in black were discarded, and 
ROIs in green are considered as separable regions. Abbreviations: Cinf – Inferior Central 
Sulcus, Csup – Superior Central Sulcus, DIPSM – Dorsal intraparietal sulcus middle, 
IPSsup – superior Intraparietal Sulcus, DLPFC – middle Prefrontal Cortex, MT+ - human 
middle temporal area, PostCinf – Inferior Postcentral sulcus, SPL – Superior Parietal 
Lobule, FEF – Frontal Eye Field area, STP – Superior Temporal Polysensory area, STSm – 
Middle Superior Temporal Sulcus, VIP – Ventral Intraparietal Sulcus, V3a – area V3a. 
 The matrix R was normalized by dividing each column by the column sum to 
form Rrel.  The result of this procedure returned the percent signal contribution of each 
ROI’s signal on another ROI’s signal. c~6 = ,Ä c~6,ÅÄÅ .         (37) 
 We computed the average resolution matrix across all the subjects: 
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where Rrel is the normalized matrix R above for subject i and N is the total number of 
subjects. 
We removed from further analysis ROIs whose signal contributions from any 
other region was more than 20%. However, if two ROIs have strong cross-talk with each 
other (>20% contribution), then the two ROIs are joined into one.  We also removed from 
our analysis regions whose signals did not map back into its own region (< 20% signal 
contribution of measured signal from simulated signal from that region) (Figure 3.3). 
  
 
Figure 3.4. Abbreviations: STP, the Superior Temporal Polysensory area; MT+: human 
Middle Temporal determined with the MToc test. It includes areas MT, MST, and V6; V3a: 
is retinotopic area V3a that was defined through fMRI retinotopic mapping; VIP: Ventral 
Intraparietal area; IPS: Intraparietal Sulcus;, SPL: Superior Temporal Lobule,; FEF: 
Frontal Eye Field: and DLPFC: Dorsolateral Prefrontal Cortex.  
3.2.7 Wavelet Activation 
Oscillatory activation has been implicated in a wide variety of functions 
distinguished by frequency.  Therefore, we obtained wavelet power across time in each 
ROI at the following frequency bands: theta band (4-8 Hz), alpha band (8-13 Hz), beta 
LH RH 
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band (13-35 Hz), low gamma band (35-60 Hz), high gamma band (60 - 100 Hz). First, we 
computed a representative signal for each ROI by applying principal components analysis 
across distributed source locations within the ROI. Zero-phase band-pass FIR filters of 
length 500 ms were applied in the forward and backward directions to filter the signal to 
the above levels, with cut-off frequencies at specified frequency ranges. Then, a Hanning 
window of size 150 ms full-width half maximum was applied to smooth the data 
(replicating methods of (Siegel, Donner, Oostenveld, Fries, & Engel, 2007)). Wavelet 
power in each band was converted to a z-score via the mean and variance of power 
during the last 500 ms of the static period before motion onset. 
To investigate the link between wavelet power and task conditions, we applied a 
factorial analysis of variance (ANOVA) at each time point in each frequency band across 
wavelet power in each trial with fixed effect factors: absolute speed of the target (as a 
covariate, 2-8 cm/s), direction of the target (forward or backward), and the task type (VS 
or VAS).  The subject ID was treated as a random effect variable. 
The alpha oscillation at 10 Hz is of particular interest due to its large power 
contribution to the MEG signal. In addition, due to the link of the 10 Hz oscillation in 
preparation, normalization was computed independently from the prestimulus period. We 
were interested in comparing the 10 Hz signal between the VS and Exp Only conditions 
and observing how the 10 Hz signal in the two tasks varied over time. To compute the 
raw 10 Hz signal, we first extracted trial-by-trial epochs from -500 to 2000ms relative to 
motion onset in both conditions. The average baseline (-500-0ms, before motion onset) 
was subtracted from each epoch.  Individual epochs were then filtered by the Morlet 
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wavelet filter (10 Hz, 7 cycle bandwidth) to produce the 10 Hz oscillatory power in each 
epoch. Wavelet filtered time courses for each ROI were averaged together to obtain the 
induced 10 Hz alpha-band oscillatory power. 
The activation in each ROI was dependent on the size of the region and on the 
sensor mappings into that ROI. Therefore, the raw field strength mapped to an ROI was 
not useful for comparisons between ROIs.  The dSPM solution normalizes the signals 
across the cortical vertices, but the averaged signal across vertices in an ROI would not 
be appropriately normalized. To compare activations between ROIs requires 
normalization of the 10 Hz power independent of the 10 Hz baseline which may have 
high spectral power. Neuronal ensembles produce an inverse frequency power spectrum, 
as measured in MEG by Novikov and colleagues (Novikov, Novikov, Shannahoff-
Khalsa, Schwartz, & Wright, 1997). Thus, directly comparing activations between 
frequencies are biased by the power produced by that frequency. Therefore, to compare 
the 10 Hz alpha signal to other frequencies, we normalized the signal, sample-by-sample, 
along frequencies by fitting each ROI’s signal power spectrum to a generalized inverse 
function of the form P = β/(fγ) where P is power, f is frequency, and β and γ are 
functional parameters.  The values of β and γ were determined by a linear fit of the log of 
P over the frequency range of 5 Hz to 60 Hz.  This operation is necessary so that the other 
frequencies can be compared to the 10 Hz signal. After normalizing across frequencies, 
we standardized the signal sample-by-sample to a pseudo z-score which allowed for 
comparison between ROIs. To compare the signals sample-by-sample to a standard 
baseline within the alpha band, we further normalized the signals wavelet power 
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coefficients through the mean and variance of baseline (-500-0ms) wavelet coefficients at 
the frequencies 6-14 Hz in 1 Hz steps. We chose only the wavelet coefficients that were 
free from distortion effects, that is those whose wavelet kernel spanned values in the -500 
to 2000 ms range.  Due to the 7-cycle kernel size, the wavelet kernel at 10 Hz will span 
+/- 350 ms. Thus, the computed 10 Hz signal begins at -150 ms instead of at -500 ms and 
ends at 1650 ms. 
3.2.8 Phase Synchrony 
Following up on Palva & Palva’s (2007) hypothesis that alpha synchronization 
among frontoparietal areas does not extend to sensory regions, we set out to determine 
how the 10 Hz power is functionally linked to the different ROIs active during the VS 
task compared to the control (Exp Only). We used the Fieldtrip toolbox 
(http://fieldtrip.fcdonders.nl) (Oostenveld, Fries, Maris, & Schoffelen, 2011) to compute 
synchrony in the time-frequency domain by using the debiased weighted phase lag index 
(WPLI) (Vinck et al., 2011). The WPLI method is ideal for computing synchrony 
between cortical regions in MEG because this measure is invariant to linear mixing 
effects from ROI cross-talk and, through the weighting of the imaginary component, is 
more resilient to noise than the traditional Phase Lag Index (PLI) method. Thus, cross-
talk will not generate additional false-positives in the WPLI analysis, which may still 
remain, in small quantity after applying the resolution matrix (see section 3.2.6). 
The WPLI uses the imaginary components of the cross-spectral density (CSD) 
between two ROIs. We computed CSD between a pair of ROIs sample-by-sample across 
time as the average of the trial-by-trial product of the wavelet coefficient of one TFR 
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with the complex conjugate of another ROI’s wavelet coefficient for a particular time-
frequency point. The trial-by-trial imaginary component and the phase angle θ of the 
CSD for each sample was used to compute the WPLI statistic (see equation (25)). 
The standard error measure of the mean (SEM) was computed from the mean of 
the jackknife (Efron & Stein, 1981) distribution of the wavelet coefficients.  The resulting 
WPLI measure was divided by the SEM to obtain a pseudo z-score significance statistic 
(Vinck et al., 2011). We combined pseudo z-scores across all subjects using Stouffer’s 
method (Stouffer, Suchman, DeVinney, Star, & Williams Jr, 1949). Then, we determined 
the time intervals with significant synchrony by applying cluster permutation testing. The 
statistic of the permutation incorporates both the strength of synchrony and the length of 
the time window of synchrony. We defined the threshold for determining when time 
intervals of phase synchrony begin and end as the mean synchrony values across time and 
across all ROIs. The statistic of the permutation was defined as the integral of the pseudo 
z-scores across a time interval. We performed 5000 permutations of epoch ordering 
amongst all ROIs and pooled together the z-score time interval cluster statistics as 
defined previously. The resulting pooled cluster statistics forms an empirical null 
distribution. We computed the significance (p-value) of the true, non-permuted cluster 
statistic as the ratio of permuted statistics that were larger than the non-permuted statistic 
to the total number of permuted statistics. This procedure provided a significance score 
that takes into consideration the length of time the pseudo z-score measuring synchrony 
was sustained above the average pseudo z-score and how significant the score was on 
average over the time interval. 
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3.2.9 Functional connectivity analysis with Granger Causality 
We used Dynamic Granger Causality (DGC) to characterize functional cortical 
connectivity during the stimulus presentation in the VS task. Granger causality (Geweke, 
1982; Granger, 1969) is a measure of the causal prediction power of one time course over 
another time course using the error residuals of predicting one time course over another 
vs. predicting it alone.  
We used nonparametric statistics to compute the significance levels of Granger 
scores relative to the baseline period (-500 ms to 0 ms relative to motion onset). For each 
time window (length 100 ms), we computed Conditional Granger Causality over 50% of 
the trials (randomly selected 80 out of 160) using the Multivariate Granger Causality 
(MVCA) Toolbox (Barnett & Seth, 2014) with a sliding window of size 100 ms at 10 ms 
steps. We repeated the process 30 times to generate random samples of the GC score. We 
applied Wilcoxon Rank Sums test to compare the 30 samples to the 100 ms windows 
computed in the baseline period (-500 to 0 ms). Repeating over all time points resulted in 
a time-course of significance of connectivity relative to the baseline. We applied Fisher’s 
method to combine across all 8 subjects. To account for multiple comparisons, we 
applied False Discovery Rate procedure to obtain a critical p-value which we used as the 
significance threshold.  
3.3 Results 
3.3.1 10-Hz power amongst ROIs 
Specific functions of 10 Hz alpha power have been shown to be spatially 
localized. For instance, visual processing region alpha power has been linked to 
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inhibition of function. Alpha power in the frontoparietal regions have been linked to 
modulatory processing of attention and working memory (Alvarez & Emory, 2006; Lee, 
Whittington, & Kopell, 2013; Moore & Fallah, 2001; Rao et al., 1997; Sauseng et al., 
2005). Regions where 10 Hz alpha power was significant (z>3), were grouped into 
specific ROI clusters of similar function (visual processing ROIs and frontoparietal 
ROIs). To investigate when alpha power was in a deactivated state, we determined when 
the 10 Hz power dropped to levels consistent with the rest of the alpha band (−3<z<3), 
which we define as the baseline activation level.  
 
Figure 3.5. Time courses of 10 Hz alpha band oscillatory power in selected ROIs. ROIs 
include left (LH) and right (RH) hemispheres in Exp Only and VS (A) visual processing 
areas and (B) frontoparietal areas. The y-axis represents the z-score of oscillatory power. 
The x-axis represents time in milliseconds relative to motion onset (0 ms). The blue line 
shows the 10 Hz power in the Exp Only condition with 2SD error shown in blue shade 
around the time course. The red line shows the 10 Hz power in the VS condition with 2SD 
error in red shade around the time course. The black horizontal line indicates z = 0, 
representing the average normalized baseline power. Dotted lines indicate z = 2 and z = −2 
lines.  
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Table 3.1. Alpha Power time periods above threshold. Exp Only and VS columns indicate time periods where the signal is 3 SD 
above threshold. Divergence columns indicate time periods where Exp Only and VS signals diverged (over 4SD time course). 
Recordings occurred as early as 2150 ms and as late as 1650 ms relative to motion onset. 
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Figure 3.5 shows 10 Hz alpha power in the visual processing ROIs and the 
frontoparietal ROIs. We recorded the intervals when the VS task and the Exp Only 
control task signals rose above the baseline (z>3) in Table 3.1. We also recorded when 
the signals in VS task and Exp Only control task diverged, which is when the signals 
became significantly different from each other. This was computed as the time intervals 
at which the VS signal was 4 SE away in power from the signal in Exp Only. The time 
periods of 10-Hz alpha power signal rising above the baseline in both Exp Only and VS 
conditions and the divergence of these time courses are reported in Table 3.1. Given the 
inhibitory role of alpha, reaching baseline levels would imply that the region had been 
released from inhibition. Such time periods in ROIs can be considered deactivated 10 Hz 
alpha power states. We found two groups of regions with differing activation profiles: 
one including visual processing ROIs (V3a, MT+, STP, VIP, IPS) and, the other, the 
frontoparietal ROIs (SPL, FEF, DLPFC). The visual processing areas had similarly 
timed, significant drop-offs of alpha power early in the VS stimulus (around 300 ms) 
whereas frontoparietal ROIs had longer sustained alpha power lasting through the 
stimulus-motion period and dropping off in the response period. 
3.3.2 Specificity of 10 Hz Alpha Power as a function of object location and task difficulty 
To determine the contribution of the frontoparietal network to spatial attention 
processing we examined how alpha power in the ROIs of this network varied with target 
location in the VS task. We constrained the wavelet computation by comparing the trial-
by-trial averages for when the target sphere was in the observer's visual hemifield 
opposite to the hemisphere of the cortical areas measured (ContralateralVF) to those 
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where the target was in the same visual hemifield as the hemisphere in which activity in 
the cortical areas was measured (IpsilateralVF). Figure 3.6 shows that both SPL and FEF 
were sensitive to object location. Throughout the −500 ms to 2000 ms time window, in 
both IpsilateralVF and ContralateralVF, 10 Hz alpha-band power in SPL and FEF was 
consistently lower for the target presented in the ContralateralVF (SE>2) (Figure 3.6). 
This clear-cut difference of activation elicited by the presence of the target in specific 
spatial locations was absent in DLPFC where alpha power overlapped throughout the 
stimulus-motion period (0–1000 ms), irrespective of whether the target was in the 
ipsilateral or contralateral visual field. 
 
Figure 3.6. Wavelet power at 10 Hz in frontoparietal regions. The x-axis represents time 
from stimulus motion onset and the y-axis represents the pseudo z-score alpha power in the 
region. The blue line illustrates activation in ipsilateral VF and the red line, activation in the 
contralateral VF. The shaded region indicates 2 standard errors about the mean of each 
time course. Dotted lines denote 0 ms and 1000 ms relative to motion onset. 
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3.3.3 Phase Synchrony 
We reported the characteristic drop-offs of 10 Hz alpha-band power in visual 
processing regions and the characteristic sustained activation alpha-band power in the 
frontoparietal regions. Here we discuss the patterns of 10 Hz alpha synchrony between 
ROIs activated in each of the two networks in the VS task. We computed phase-
synchrony using WPLI and assessed whether subgroups of ROIs were coactivated with 
consistent phase across trials. Consistent coactivation implies that either the ROIs 
intercommunicate or that they are jointly driven by a third neural oscillator (Schoffelen & 
Gross, 2009; Vinck et al., 2011). 
To determine when and what regions were phase-synchronized in the VS task, we 
computed between each pair of ROIs the WPLI score across time at the 10 Hz frequency. 
Figure 3.7 illustrates the phase synchrony in VS at 10 Hz between the active ROIs 
seeding on MT+ and on FEF. Human neuroimaging studies and nonhuman 
electrophysiological studies reported that MT+ is a critical area for processing motion 
information (Dubner & Zeki, 1971; Maunsell & Van Essen, 1983) and that FEF is a key 
area for planning saccades towards a visual search target and for covert shifts of attention 
(Paus, 2001; Rao et al., 1997). Each ROI's time course represents the time-varying 
pseudo z-score significance of synchrony with the seeded region.  
Cluster significance plotted in Figure 3.7 as gray shaded regions show that the 
visual processing areas MT+-VIP-V3a tended to be synchronized early in the stimulus-
motion period (<500 ms) while DLPFC-SPL-FEF were synchronized throughout the 
stimulus-motion period (0–1000 ms). This pattern of activation was observed in both  
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Figure 3.7. Weighted Phase Lag Index in select ROIs. ROIs are seeded on (A) right 
hemisphere MT+, (B) left hemisphere MT+, (C) right hemisphere FEF, (D) left hemisphere 
FEF in the VS task normalized by the within-frequency standard error measure (SEM). 
The x-axis represents time and the y-axis represents pseudo z-score significance. Shaded 
regions indicate regions of p<0.01 cluster significance. 
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hemispheres, but was higher in the right hemisphere. There was also additional visual 
processing synchronization in the left hemisphere during the response period (1000–2000 
ms). 
Figure 3.7a illustrates the time intervals of connectivity between MT+ and the 
other visual processing ROI's. In the right hemisphere MT+ and VIP were significantly 
synchronized between −150 ms to 494 ms (p<0.001) and MT+ and V3a between 25 ms–
415 ms (p<0.001). Areas V3a and VIP were synchronized between −150 ms to 694 ms 
(p<0.001). This pattern of synchronization was weaker and shorter lasting in the left 
hemisphere (Figure 3.7b), where there was early synchronization starting at −150 ms and 
ending at 80 ms between MT+ and VIP (p = 0.039) and at 108 ms between MT+ and V3a 
(p = 0.038). Since the clusters were above the p = 0.01 threshold, they were not shaded in 
Figure 3.7, however, they follow the same early synchrony pattern as the right 
hemisphere VIP and V3a ROIs. The visual processing regions connectivity (V3a, VIP, 
and MT+) present in the left and right hemispheres was consistent with the early high 
activation in the alpha-band which dropped off early in the stimulus-motion period 
(around 300 ms). 
Figure 3.7b shows significant and long-lasting synchrony between FEF and 
DLPFC in the right hemisphere between −150 ms to 1235 ms (p<0.001). Similar 
synchrony was also seen between FEF and SPL (−150–1158 ms, p<0.001) and between 
SPL and DLPFC in two, almost contiguous time intervals (327–795 ms, p = 0.004, 820–
1431 ms, p = 0.002). In the left hemisphere, synchrony clusters were separated by a small 
but very short zero crossing with synchrony between FEF and DLPFC in the −150–1088 
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ms interval (−150–516 ms, p<0.001, 528–1088 ms, p<0.005) and between FEF and SPL 
in the −150–1020 ms interval (−150–472 ms, p<0.001, 487–1020 ms, p = 0.002). 
However, synchrony between DLPFC and SPL was significant only in the time interval 
91–565 ms (p = 0.006). In general, the frontoparietal regions were synchronized during all 
or most of the stimulus-motion period (0–1000 ms). This is different from the visual 
processing regions that were mostly synchronized in the early part of the motion stimulus 
(<500 ms). 
3.4 Discussion 
In this study, we investigated the dynamics of 10 Hz alpha-band power and 
synchrony in an experimental paradigm involving search in a complex motion task (VS) 
which we studied previously psychophysically (Calabro et al., 2011) and in fMRI 
(Calabro & Vaina, 2011). We showed the separability of 10 Hz alpha-band power 
synchronization between visual processing regions and the frontoparietal regions as well 
as differing properties of the activation profiles within the regions between the VS and 
control (Exp Only) tasks. In this section we discuss how these functions relate to 
behavioral performance and further interpret the functional role of the 10 Hz alpha power 
in the VS task. We first discuss the inhibitory role of the 10 Hz alpha power in the visual 
processing ROIs. Second, we discuss the separability of the 10 Hz alpha synchronization 
among the visual processing and the frontoparietal ROIs and suggest processing roles for 
the separate networks. Third, we discuss the frontoparietal alpha power and 
synchronization and interpret their functions in the context of spatial attention. 
In the first 300 ms of the stimulus motion, high 10 Hz alpha power was present in 
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both the VS and Exp Only experimental conditions. Starting at approximately 300 ms 
after stimulus motion onset, there was a decrease in the 10 Hz alpha power (below z = 3 
baseline) in the visual processing ROIs in both hemispheres. In the VS task only, this low 
alpha power remained sustained into the response period (>1000 ms). In the Exp Only 
condition, alpha power increased again before the beginning of the response period 
(<1000 ms). One possible explanation of this difference in the two experimental 
conditions is that in VS subjects were engaged in detecting a moving object and 
maintaining in working memory a representation of the location of the candidate targets 
up to the moment of decision making, that is of target selection. In the Exp Only 
condition, subjects' task was only to discriminate the direction of the motion of the 
spheres. The results were congruent with the alpha band inhibition hypothesis 
(Pfurtscheller, 2001).  
In the VS task, subjects were engaged, and thus 10-Hz alpha power remained low 
while in the Exp Only condition, 10-Hz alpha power rose quickly back to baseline levels, 
as there was no demand on the subject's sustained attention and working memory. V3a in 
both hemispheres and MT+ in the right hemisphere had significantly higher (SE>4 
relative to VS signal) alpha power in the prestimulus of the VS task, than of the Exp Only 
condition. Prestimulus alpha power has been found to be inversely proportional to 
performance and evoked response in sensory cortices (Başar, 2012; Hanslmayr et al., 
2007; Jansen & Brandt, 1991; Romei et al., 2010). However, there are studies showing 
that prestimulus alpha power in the parietal cortex is positively correlated with 
performance (Linkenkaer-Hansen, Nikulin, Palva, Ilmoniemi, & Palva, 2004) and with a 
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post-stimulus ERP (Jasiukaitis & Hakerem, 1988). We suggest that the low prestimulus 
alpha power in the Exp Only condition was due to the almost exclusive involvement of 
the visual processing regions whereas the VS task required recruiting the frontoparietal 
regions as well. However, it is important to note that the alpha power in the right-
hemisphere MT+ is only significantly higher in VS during a short time span (−150 ms to 
−110 ms) whereas the difference in V3a is maintained close to or past the onset of the 
motion in the stimulus (−150 ms to 131 ms in the left hemisphere and −150 ms to −11 ms 
in the right hemisphere). 
In the VS task, early in the stimulus motion period (starting at 19 ms) 10 Hz alpha 
power in the right hemisphere MT+ drops significantly below the alpha power in the Exp 
Only condition, suggesting an early recruitment of MT+ in this task. We hypothesize that 
this early decrease in power in MT+ may be explained by its involvement in the neural 
substrate of the flow parsing mechanism (Calabro & Vaina, 2012; Rushton & Warren, 
2005; Warren & Rushton, 2008), by which the optic flow field due to self-motion is 
subtracted from the retinal flow field as thus the independently moving object (the target) 
is detected. Our group has previously demonstrated that flow parsing could be the 
effective mechanism by which an observer in forward motion can detect an object 
moving in depth (as described in the VS task (Calabro et al., 2011; Calabro & Vaina, 
2012)) Here we show that it does so in the first 300 ms of the stimulus in MT+ through 
observing 10-Hz alpha band power changes, and linking the changes to alpha inhibition. 
In Figure 3.8 we show that behavioral performance on the VS task was significantly 
degraded for stimulus duration shorter than 300 ms. There was no statistically significant 
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difference in observers' performance for the stimulus duration of 1000 ms or 500 ms (two 
sample proportions test, p = 0.07). There was, however, a statistically significant 
difference when comparing overall performance between stimulus duration of 500 ms 
duration and a 300 ms (p<0.01) or 200 ms (p<0.01). 
 
Figure 3.8 Visual Search (VS) behavioral performance as a function of absolute object 
velocity over varying stimulus motion durations (1000, 500, 300, 200) milliseconds. X-axis 
represents relative object velocity (cm/s) and y-axis represents performance (% correct). 
Error bars represent the 95 percentile confidence interval of the mean performance value. 
Dotted line at 25% indicates chance level. Arrow indicates observer motion velocity relative 
to objects (−3 cm/s). The difference between observer speed and object velocity is the 
relative object velocity shown in the display. 
There was a large difference in performance for slow speeds of the target 
(absolute speed less than 5 cm/s) versus fast speeds (absolute speed greater than 5 cm/s) 
at all stimulus durations (Figure 3.8). We were interested to find if this performance 
difference manifests itself in the 10 Hz power in the fast and slow trials in the 
frontoparietal regions, which we suggest are involved in spatial attention in the VS task. 
After averaging over the 10 Hz power separately for fast and for slow target speeds, we 
found that the speed only affects the activation of frontoparietal regions SPL and FEF. In 
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Figure 3.9, the 10 Hz activation in SPL and FEF drops off earlier for the fast-moving 
target (greater than 5 cm/s). We suggest that for slower target speeds, SPL and FEF 
perform additional validation checking 10 Hz of the candidate target sphere past 500 ms 
since slow targets are more difficult to detect, as shown through lower performance at 
slow speeds (Figure 3.8). Alternatively, it is possible that incorrect responses may have 
led to the extended alpha power. However, we found little difference in activation when 
removing incorrect responses from the average (Figure 3.9). 
 
Figure 3.9. Time courses of 10 Hz alpha band oscillatory power in SPL and FEF with 
respect to the target speed. Fast (absolute speed greater than 5 cm/s, pink) and slow 
(absolute speed lower than 5 cm/s, green) speeds are shown in the VS task (A) averaged 
over all epochs and (B) averaged over correctly answered epochs. The y-axis represents the 
z-score of oscillatory power. The x-axis represents time in milliseconds relative to motion 
onset (0 ms). The blue line shows the 10 Hz power in the Exp Only condition with 2SD error 
shown in blue shade around the time course. The red line shows the 10 Hz power in the VS 
condition with 2SD error in red shade around the time course. The black horizontal line 
indicates z = 0, which is the average normalized baseline power. Dotted lines indicate z = 2 
and z = −2 lines. 
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The inhibition hypothesis of alpha band power provided a way to measure, by rise 
and fall of the 10 Hz alpha power, the timings of inhibition of cortical processing of the 
VS and Exp Only Tasks. In both tasks the visual processing regions became engaged by 
300 ms into the motion of the stimuli, but later (>300 ms) we see that alpha power 
diverged revealing significant differences in recruitment of these regions in task 
processing. Finally, we found different profiles of the 10 Hz alpha power in the 
frontoparietal regions, suggesting a different mode of processing among these ROIs.  
The frontoparietal areas (DLPFC, FEF, and SPL) followed a different pattern 
(Figure 3.5B). Here we discuss the differences in the phase-synchrony between these 
regions. Figure 3.7 illustrates two ROI clusters exhibiting 10 Hz alpha phase synchrony: 
one is defined by V3a-VIP-MT+ which is involved directly in motion processing and the 
other is defined by the frontoparietal ROIs, DLPFC-FEF-SPL, involved in control and 
modulatory functions. We hypothesize that these two separate networks provide the 
underlying neural substrate for separate and independent mechanisms involved in solving 
the VS task. The visual-processing ROIs compute motion features related to the object 
while the frontoparietal ROIs compute which object to attend to. In this paper we focused 
on how these two networks interact at the 10 Hz alpha frequency. Results of the WPLI 
computation showed that the network of visual processing regions (V3a-MT+-VIP) and, 
separately, the network of the frontoparietal regions (SPL, FEF, DLPFC), are 
synchronized in phase at 10 Hz throughout the stimulus-motion period (Figure 3.7). 
However, the individual areas between the two networks were not significantly 
synchronized. Several authors have proposed that activated cortical areas that 
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intercommunicate during the task period may be synchronized in the 10 Hz alpha power 
through an oscillatory generator, such as the thalamus or other subcortical areas (Adrian, 
1941; Başar, 2012). Saalman and collaborators (Saalmann et al., 2012) have suggested 
that subcortical alpha rhythms underlie the communication among cortical regions during 
task processing. It is possible that regions that show strong phase synchrony at 10 Hz 
alpha power may be jointly driven by the same “pacemaker” from the thalamus. This 
synchrony would preclude intercommunication during the stimulus motion among 
cortical areas within each of the two networks and indeed this lack of communication 
between component areas of the two networks is noted in the 10 Hz alpha synchrony in 
the VS task. The occipital-parietal alpha-band phase locking reported by Doesburg and 
colleagues (Doesburg, Green, McDonald, & Ward, 2009) in an EEG study conflicts with 
our findings. However, their experiment cued the subjects to where the target object 
would be placed on the screen prior to the onset of the task. In the VS task, however, 
subjects are not cued to the location of the target. To detect the target, subjects must shift 
their attention during the motion-stimulus period from sphere to sphere without having 
prior knowledge of the probable object location. Thus, we suggest that the occipital-
parietal phase locking found in Doesburg and colleagues' study could be related to 
maintaining the stationary focus of attention. 
We discussed two independent networks of cortical regions, a visual processing 
network, involved in processing the motion stimulus, and a frontoparietal network, 
possibly involved in attention control. Our results showed that the regions in the 
frontoparietal network are asynchronous in the 10 Hz alpha-band with the regions in the 
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visual processing network. Now, we address the potential roles of the regions in the 
frontoparietal network in the VS task. The prefrontal cortex (including DLPFC) is 
associated with executive control function and working memory (Miller & Cohen, 2001). 
Neurophysiological and human functional imaging studies suggest that the frontal eye 
field (FEF) (Blanke et al., 2000; Moore & Fallah, 2001; Paus et al., 1996) plays a 
decisive role in voluntary saccadic eye movements (Paus et al., 1996), and also in covert 
attention shifts (Rao et al., 1997; Rosen et al., 1999) required for target selection and/or 
attention control. There is also strong evidence for the involvement of SPL in top-down 
spatial attention and shift of attention (Behrmann, Geng, & Shomstein, 2004; Rao et al., 
1997; Yantis et al., 2002; Yantis & Serences, 2003). Taking into consideration the roles 
attributed to these ROIs in the frontoparietal network we propose a qualitative model of 
top-down attention control in the VS task: SPL is responsible in the switching of attention 
among objects (the moving spheres), and sends a signal to FEF to perform the actual 
attention shift, while DLPFC is associated with in the attention buffer which provides the 
spatial working memory that records the candidate target locations that have been 
previously evaluated. DLPFC is also involved in executive control and mediates top-
down attention to the features (relative to target location) relevant to the task at hand. We 
found that when an object was located in the left visual hemifield, for example, the 
corresponding SPL and FEF regions in the opposite hemisphere (right hemisphere) had a 
decrease in 10 Hz alpha power. This indicates that SPL and FEF are both sensitive to 
aspects of the computations involved in searching for the spatial location of the target 
object (the independently moving sphere) while DLPFC is responsible for the efficiency 
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of this search (keeps track of the already visited locations). 
3.5 Conclusion 
Using psychophysics and MEG we described in humans two cortical networks 
with different activation profiles of the 10 Hz alpha oscillations: a visual processing 
network containing the occipital and posterior parietal ROIs (V3a, MT+, VIP) and 
frontoparietal network (SPL, FEF, DLPFC) computing spatial attention. Our data 
indicates that, although the 10 Hz oscillations are highly synchronous among regions 
within each network, there is no synchrony between regions in different networks. We 
suggest that this lack of synchrony could be driven by separate oscillations, supporting 
strong communication within these networks for visual processing and attention control. 
Our results provide evidence for the hypothesis that the 10 Hz alpha oscillations 
indicate activation or deactivation of cortical regions. Early on in the visual processing 
regions (before 300 ms), alpha power is high, which suggests inhibition. Then, 10-Hz 
alpha power drops significantly after 300 ms, suggesting that regions become engaged in 
computing the VS task. In the frontoparietal regions, there is long and sustained 10 Hz 
alpha power during the stimulus motion period. We suggest that the alpha power in the 
frontoparietal network is used to modulate top-down attention. 
We began to investigate how the results reported here on the VS task at the 10 Hz 
alpha oscillation relate to the profile of the gamma frequency bands, known to be 
implicated in processing sensory and cognitive tasks (Fries, 2009), and its cross-
frequency coupling (Osipova, Hermes, & Jensen, 2008; Voytek et al., 2010) with theta 
and alpha bands. Because the faster gamma band frequencies allow for shorter transients, 
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they are directly linked to the cortical computations (Buschman & Miller, 2010; Fries, 
2009) and as such, these higher frequencies will provide further insight into the 
mechanisms in performing the VS motion task, and may shed light onto the cortical 
spatiotemporal orchestration of the higher level, cognitive, motion task. 
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Chapter 4. Beta-band and Gamma-band Activity and Granger Causality reveal 
time-resolved mechanisms for detecting a moving object by a moving observer  
4.1 Introduction 
 The ability to quickly and accurately detect objects moving around us is necessary 
for proper interaction with the surrounding world and critical for survival. To do so, two 
mechanisms have been proposed: bottom-up, where sensory regions direct attention to 
highly salient low-level features in which the object “pops-out” from the scene, and top-
down, where the observer endogenously controls attention to sensory features to meet the 
task goals.  
When the observer and the scene are stationary, the visual detection of a moving 
object poses no difficulties (McLeod, Heywood, Driver, & Zihl, 1989): motion detection 
will have the target pop out from the scene. However, detecting moving objects while we 
are also moving is a difficult skill that is central to our ability to avoid or intercept them. 
During the observer’s ego-motion all the objects in the scene are in motion in the image 
on the retina, and hence it is difficult for a simple motion detector to determine which 
objects are stationary and which are moving except for highly salient motion cues. One 
way to achieve this is by using both visual and nonvisual information about our 
movement, such as vestibular or proprioceptive cues (Gogel, 1990; Wallach, 1987). 
However, often the nonvisual information provides unreliable, noisy cues which interfere 
with the accurate detection of moving objects during self-motion (Warren & Rushton, 
2009c). For such circumstances, of which several ecological examples given in (Warren, 
Rushton, & Foulkes, 2012), the brain has developed clever visual-only mechanisms fit to 
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provide a reliable solution to this problem (Calabro et al., 2011; Royden & Connors; 
Royden, 2002; Warren & Rushton, 2007, 2008, 2009a, 2009b). A versatile solution for 
how vision-only information can be used to detect moving objects during self-movement 
is the “flow parsing” hypothesis put forward by (Rushton & Warren, 2005). In a series of 
elegant psychophysical experiments Rushton and colleagues (Rushton & Warren, 2005; 
Warren & Rushton, 2007, 2008, 2009a, 2009b; Warren et al., 2012) demonstrated that 
optic flow processing, related to the global pattern of retinal motion typical of the 
observer’s self-movement, plays an important role in deducing the scene-relative object 
motion during the observer’s self-motion. According to the flow parsing hypothesis, 
observers can use their sensitivity to optic flow to separate the effect of self-motion from 
the entire flow field and thus isolate the components of motion due solely to the motion 
of objects within the scene.  
 Object detection tasks are rarely purely bottom-up or purely top-down (Wolfe 
2007; Einhauser et al. 2008). Therefore, the question remains of how these two networks 
interact with each other to detect the target. In this paper we use a Visual Search task, 
which we previously employed in psychophysical (Calabro, Soto-Faraco, & Vaina, 
2011), fMRI (Calabro & Vaina, 2011), and in MEG studies (Rana & Vaina, 2014; Vaina, 
Calabro, Lin, & Hamalainen, 2010), to investigate the temporal evolution of cortical 
activity and connectivity during processing of the task. The Visual Search stimulus 
consists of nine moving spheres where eight spheres portrayed the forward motion of the 
observer, and the ninth moved independently, forward or backward, with different speeds 
than that of the observer. The observer’s task was to detect the independently moving 
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sphere (the target).   
Our previous fMRI study of the Visual Search task revealed several distinct 
interconnected cortical regions: early motion responsive cortical regions involved in 
stimulus motion processing including optic flow (MT, V3a, LO, KO), higher level 
visually responsive regions presumably involved in the representation of the stimulus 
(VIP, IPS), and frontoparietal regions (FEF, postcentral sulcus, central sulcus).  MEG, 
although has less spatial acuity than fMRI, measures electrophysiological activity directly 
with an excellent temporal resolution (~1 ms) instead of the associated slow 
hemodynamic changes.  
In a previous MEG study on this task, we investigated the role of the 10 Hz alpha 
oscillations (Rana & Vaina, 2014). We showed that activity in the alpha band has distinct 
roles in sensory inhibition and attention modulation. The visually-responsive ROIs had a 
constant decrease of alpha power, suggesting engagement of these regions during motion. 
The frontoparietal regions had high alpha power which was modulated by attention 
location. Taken together these results suggests a separate role of alpha power in different 
cortical areas, in the early motion responsive regions it engaged these areas to task 
performance, and in the frontoparietal regions alpha power was involved in locating 
spatial attention  
Extending that study, here we will analyze beta-band and gamma-band oscillatory 
activity and connectivity to investigate the temporally-resolved interplay between 
bottom-up and top-down mechanisms to detect the target. The beta band has been shown 
to be involved in top-down attention control (Buschman & Miller, 2007; Engel & Fries, 
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2010; Lee, Whittington, & Kopell, 2013b). The gamma band is linked to bottom-up 
sensory processing and conscious, active cognitive processing (Buschman & Miller, 
2007; Fries, 2009). Our results showed that gamma-band connectivity implements early 
feed-forward communication networks from visually-responsive regions to the 
frontoparietal regions. Then, late in the stimulus, frontoparietal regions strongly 
communicated both in feedforward and feedback directions with posterior-parietal and 
visually-responsive regions in the beta and gamma bands. 
4.2 Methods 
4.2.1 Participants 
Nine healthy volunteers, (4 females; mean age of 19 years, SD=2.1) participated 
in this study. All subjects were right handed according to the Edinburgh Inventory of 
handedness (Oldfield, 1971), had normal or corrected-to-normal visual acuity, and none 
had any history of neurological or psychiatric disorders or were undergoing medical 
treatments that could have interfered with motor or cognitive performance. Each 
participant provided written informed consent in accordance with the Declaration of 
Helsinki (2008) and the local Ethics Committees on Human Research at Massachusetts 
General Hospital and Boston University. Prior to the MEG session, the experimenter 
explained the psychophysical task and all subjects underwent one hour training or until 
they stabilized performance significantly above chance (p<0.01). The MEG data were 
acquired during a single session.  
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4.2.2 Psychophysical Tasks  
Visual Search (VS) 
 
During simulated forward self-motion, subjects performed a detection task of a 
moving object. The psychophysical experiment has been described in detail previously 
(Calabro et al., 2011; Calabro & Vaina, 2012; Rana & Vaina, 2014).  In this study, 
subjects were administered the task during MEG scanning. Each trial began with a 300 
ms display of a blank screen (luminance: 0.3 cd/m2). This was followed by the 
appearance of 9 spheres (average luminance: 28 cd/m2), arranged in a simulated virtual 
environment of size 25 x 25 x 60 cm, linearly fading in from the background over a 1000 
ms period. The spheres remained static for 1000 ms. In the next 1000 ms, eight of the 
spheres were moved and scaled to simulate forward observer motion at 3 cm/s and the 
ninth sphere, the target sphere, presented at random locations within the display, moved 
at this velocity with an added forward or backward motion of 2, 4, 6, or 8 cm/s.  Target 
sphere speeds and directions were interleaved evenly but in random order among two 
consecutive runs of 80 trials each. The motion stimulus onset was chosen as the origin of 
the time axis. At the end of the motion (1000 ms), the screen was cleared for 250 ms after 
which the spheres were displayed in the same location they were at the end of the motion. 
Four of the spheres, one of which was the target, were replaced with equal-size gray discs 
(0.5 degrees in diameter) labeled from 1-4. In 4-alternative forced choice (4AFC), 
subjects entered on a MEG compatible button box, the number corresponding to the 
target sphere. The display persisted for 3000 ms, after which the screen was cleared and 
the next trial began. 
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MT+ Localization (MTLoc) 
 
The MT+ Localization task (Calabro & Vaina, 2011; Rana & Vaina, 2014) 
consisted of a similar stimulus to the Visual Search task above. In this task, all nine 
spheres moved consistent with forward or backward observer motion (no target sphere 
with independent motion). The stimulus is a control for the Visual Search task above. 
Each trial began with a 300 ms blank screen, followed by the fading in of 9 spheres over 
a 1000 ms period. Then, for another 1000 ms, the display was static. During the motion 
display (1000 ms), all nine spheres were moved consistent with the observer simulated 
self-motion. In 50% of the trials, the spheres motion simulated backward observer motion 
(-3 cm/s) and in the other 50%, they simulated forward observer motion (3 cm/s). After 
the motion display, the screen was cleared and the subjects reported the direction of 
observer motion with a button press.   
4.2.3 MEG Preprocessing 
MEG data Acquisition 
 
The MEG study was conducted at the Athinoula A. Martinos Center for 
Biomedical Imaging (MGH) in Charlestown, Massachusetts.  Participants were seated in 
a chair under the MEG sensor array and faced the projection screen placed at a distance 
of 80 cm. The MEG data were acquired with a 306-channel Neuromag Vectorview 
whole-head system (Elekta-Neuromag, Finland) comprising 204 planar gradiometers and 
102 magnetometers. The system is housed in a three-layer magnetically shielded room 
(Imedco AG, Switzerland).  
To record the head position and orientation with respect to the MEG sensor array, 
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four head-position indicator (HPI) coils were fixed on the subject's head. The positions of 
the HPI electrodes on the head as well as at least 80 points on the scalp were determined 
with a 3D digitizer (Polhemus Fastrak, Colchester, VT) in a head coordinate frame 
defined by the nasion and the left and right auricular points (the fiducial landmarks). 
Vertical and horizontal electro-oculogram (EOG) were also recorded to monitor eye-
movements and blinks. The MEG and EOG signals were band-pass filtered to the 
frequency range 0.5 – 200 Hz and digitized at 600 samples/s.  
The stimuli were projected onto a 44” screen through an aperture in the MEG 
chamber using a Panasonic DLP projector (Model #PT-D7500U).  During the experiment 
the room lighting was dimmed.  
Anatomical MRI 
 
In a separate scanning session, two T1 weighted structural MRI scan were 
acquired for each subject using an 8 channel phase array head coil in a 3T scanner 
(Siemens-Trio, Erlagen, Germany) at the Athinoula A. Martinos Center for Biomedical 
Imaging (MGH) in Charlestown, Massachusetts. The parameters of the sequence were: 
TR:  2530ms, TE: 3.39ms, distance factor: 50%, slices per slab: 128, FOV: 256 mm, 
FOV phase: 100°, slice thickness: 1.33mm.   
FreeSurfer software (http://surfer.nmr.mgh.harvard.edu) (Fischl et al., 2002; 
Fischl et al., 2004) was used for cortical reconstruction. The two T1 scans were aligned 
and averaged prior to the cortical reconstruction. The individual cortical surfaces were 
spatially co-registered by morphing them into the Freesurfer average brain through 
spherical surface mapping (Fischl, Sereno, et al., 1999). 
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MEG source estimates 
 
The MEG sensor recordings were divided into epochs aligned to the onset of the 
motion stimulus with a time range of -500 to 1000 ms. From -500 to 0 ms the spheres 
were stationary (static display) and during the period 0 to 1000 ms they were moving 
(motion display). In this paper, we focus specifically on the detection and processing 
related to the target during stimulus motion. Therefore, all MEG data were computed in 
the 1000 ms of stimulus motion period. In the reminder of this paper we will refer to this 
part of the stimulus as VS, and the corresponding time interval in the forward motion 
trials in the MTLoc task as Exp Only.  
Trials contaminated by technical artifacts such as eye blinks or eye movements 
were rejected from further analysis. Effects of eye blinks were removed from the MEG 
sensor data by using the signal space projection (SSP) algorithm (Uusitalo & Ilmoniemi, 
1997). Trials were rejected if MEG gradiometer readings exceeded 1000 fT/cm or 
magnetometer readings exceeded 10000 fT, which are outside of the range of normal 
human brain activity, and therefore are likely to be from artifacts in the MEG acquisition. 
For each of the participating subjects, the maximum number of trials rejected was less 
than or equal to 3 in each of the tasks, which is below 2% of the total number of trials. 
Co-registration the MRI and MEG coordinate systems  
 
To map MEG sensor recordings onto the reconstructed cortical surface, we first 
performed the alignment of the MRI and MEG coordinate systems using the MNE 
software (http://www.nmr.mgh.harvard.edu/martinos/userInfo/data/sofMNE.php) 
(Gramfort et al., 2013; Gramfort, Luessi, Larson, Engemann, Strohmeier, Brodbeck, 
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Parkkonen, & Hämäläinen, 2014). In this procedure, the fiducial landmarks from the 
digitizer pen during MEG scanning were manually aligned to the corresponding points on 
the MRI. Subsequently the alignment was refined by applying the iterative closest point 
algorithm (Besl & McKay, 1992). The algorithm iteratively adjusted the alignment to 
reduce the distance between the MRI scalp surface and the points found through the 3D 
digitization of the scalp. 
Cortical currents underlying the MEG signals were estimated using the L2 
minimum-norm approach in the MNE software.  The sources were restricted to the grey 
matter surface extracted with FreeSurfer software.  The triangulation of the cortex was 
decimated to approximately 9000 points per hemisphere resulting with an average 
distance of 4 mm between adjacent sources.  The orientations of the sources were 
approximately constrained to the cortical surface normal direction using the loose 
orientation constraint approach (Lin, Belliveau, Dale, & Hämäläinen, 2006).  The noise 
covariance matrix was estimated from MEG sensor recordings during static presentation 
of the spheres. 
4.2.4 MEG Region of Interest Selection and Analysis Methods 
Region of Interest Selection 
 
We employed the dSPM (Dale et al., 2000) to visualize noise-normalized 
activation across the cortical surface. The signals were variance-normalized by using the 
noise covariance matrix during the static display of spheres. Thus, the dSPM measured 
the amplitude of activation during the motion of the spheres relative to the amplitude 
during the display of the static spheres.  
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Figure 4.1. Cortical ROIs in the left and right hemispheres. Abbreviations: STP, the 
Superior Temporal Polysensory area; MT+: human Middle Temporal determined with the 
MTLoc test. VIP: Ventral Intraparietal area; IPS: Intraparietal Sulcus; SPL: Superior 
Temporal Lobule; FEF: Frontal Eye Field; and DLPFC: Middle Prefrontal Cortex. 
Each subject’s dSPM was morphed onto the spherical surface and then 
subsequently mapped onto the fsaverage brain in order to compute a natural, non-linear 
mapping adapted to the folding pattern of each individual subject (Fischl et al., 1999). 
We computed a group average of dSPM from which we extracted ROIs. The dSPM, from 
the MNE solution, consists of locally uniform clusters of activation. The ROIs were 
defined by the clusters with higher activation in VS than in Exp Only (z > 2). We 
separately defined the MT+ ROI by measuring the P230 evoked field in the MT+ 
Localizer task, corresponding to the radial motion of the spheres (Pitzalis et al., 2013). 
ROIs were defined by anatomical area using Freesurfer software. Due to the differences 
in spatial and temporal resolution between fMRI and MEG and that fMRI averages over 
both stimulus and response periods, some ROIs were found that were not present in the 
fMRI study (and vice-versa). ROIs that overlapped with the ROIs defined in our previous 
fMRI study of the same task (Calabro & Vaina, 2011) were given the fMRI label.  
LH RH 
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From each ROI, we extracted a time course of activation for every trial in VS and 
Exp Only.  The time course was computed by calculating the first principal component 
across all source locations within the ROI. 
Oscillatory Activity  
 
We computed the Gabor-Morlet wavelet power across time in each ROI in the 
beta (13-30 Hz) and gamma (30-90 Hz) frequency bands. This wavelet transformation 
decomposes the signal into real and imaginary components, encoding amplitude and 
phase information at a particular time and frequency. By computing the magnitude of the 
components, we obtained a measure of the wavelet power at each time and frequency 
point. We smoothed the wavelet power by filtering with a Hanning window of size 150 
ms full-width half maximum. The wavelet power in each frequency band was converted 
to a z-score by subtracting the mean and then dividing by the standard deviation of power 
during the last 500 ms of the static stimulus period prior to the stimulus motion onset. 
To compare oscillatory activity between the VS and Exp Only across time and 
frequency bands, we applied a factorial analysis of variance (ANOVA) with the stimulus 
type (VS vs. Exp Only) as a fixed effect factor and the subject ID as a random effect 
factor. We computed the link between the wavelet power across time and frequency and 
the experimental task conditions by applying a factorial analysis of covariance 
(ANCOVA) with the following fixed effect factors: absolute speed of the target sphere 
(as a covariate, 2-8 cm/s), and the direction of the target sphere (forward or backward).  
The subject ID was a random effect variable. 
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Frequency-Domain Dynamic Granger Causality 
Granger causality (Geweke, 1984; Granger, 1969a) is a measure of the causal 
prediction power of one time course over another time course using the error residuals of 
predicting one time course over another vs. predicting it alone. Frequency Granger 
Causality (Ding, Chen, & Bressler, 2006; Geweke, 1984) is the equivalent of Granger 
causality decomposed by frequencies. Frequency Dynamic Granger Causality (FDGC) 
provides a causal measure of functional connectivity over time and frequency (Lin et al., 
2009). We computed the Frequency Granger score over a sliding window across trials 
with window size of 100 ms at intervals of 10 ms to form a time-course of Granger scores 
using the following formula: 
!"→$ %, ' = −*+ 1 − Σ$$,. − Σ"$,./ /Σ$$,. 1"$(%, ') /4""(%, ')  
where Sii(f,t) is the power spectrum of ROI time course i at frequency f, Hij(f,t) is the 
Fourier-transformed autoregressive coefficients at frequency f,  ii,t is the covariance 
matrix of the residuals of ROI I, and ij,t is the cross-covariance matrix of the residuals 
of ROI i and j all computed within time window t. Frequencies were sampled at 1 Hz 
from a range of 30 Hz to 90 Hz. The score was summed across the beta (15-30 Hz) and 
gamma (30-90 Hz) frequency bands to obtain a single score per band. The Granger scores 
were smoothed by filtering with a Hanning window of size 150 ms full-width half-
maximum.  
 We constructed a time course of Granger scores for each directional pair of ROIs 
in the beta and gamma bands. To investigate the functional connectivity underlying VS, 
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we compared the detected Granger causal connections to random connectivity. The 
random connectivity was constructed by permuting trials amongst ROIs and trial orders, 
which preserved the time-courses, but lost the information relevant to the source of the 
signal and the time when the trial was presented. The FDGC was computed in each of the 
two blocks of trials for each subject in the permuted and nonpermuted samples. To 
measure the significance of the connections, we modeled the Granger scores by applying 
an ANOVA with permutation type (permuted vs. non-permuted) as fixed effect and 
subject ID as a random effect.  
 We measured the effect of the target sphere speed and direction attributes on the 
Granger causality of each connection between two ROIs. The Granger scores were 
computed over all of the trials for each combination of speed and direction for every 
subject. Rejected trials were not included in the analysis. We modeled the Granger scores 
with an ANCOVA analysis with fixed effect factors (speed and direction) and subject ID 
as a random effect. 
Flow of Information via in-degree and out-degree  
Barnett and colleagues suggested that Granger Causality is equivalent to Transfer 
Entropy for Gaussian sources, and that the Granger score is a measure of the amount of 
information flowing from region X to region Y (Barnett, Barrett, & Seth, 2009). Since the 
MEG source signals are not strictly Gaussian, we used the Granger score as a surrogate 
for measuring qualitatively the “flow of information” between ROIs. To characterize the 
amount of “flow of information” into and out of an ROI, we measured the in-degree and 
the out-degree of FDGC scores at that ROI. The in-degree of a specific ROI is the 
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summation of FDGC scores over all the connections to that ROI per time point and 
frequency band. The out-degree summs over all connections from that ROI. These two 
measures compute the “hubness” of the ROI. 
We compared the in-degree and the out-degree across time and frequency 
between all the trials in VS and in the Exp Only by applying a factorial analysis of 
variance (ANOVA) with stimulus type (VS vs. Exp Only) as a fixed effect factor and 
subject ID as a random effect factor. To measure the effect of speed and direction of the 
target sphere on the magnitude of the in- and out-degree, we applied a factorial analysis 
of covariance (ANCOVA) with absolute speed and direction of the target sphere as fixed 
effect factors, and subject ID as a random effect variable. Since the in-degree and out-
degree summarize communication, we describe the results of the in-degree and out-
degree before discussing the details of connectivity in each section. 
4.3 Results 
The data suggests that the target sphere may be detected at different time scales 
and with different levels of precision. In the first 200 ms of VS, connectivity measures 
revealed a right-hemisphere pathway which we suggest implements the detection of the 
fast-moving target (6-8 cm/s) (section 4.3.1). After 200 ms, connectivity was centered on 
the left hemisphere, with high degree centrality in IPS (section 4.3.2).  We suggest that at 
this time the subjects perform a serial search for the target object. Roughly after 600 ms 
of the stimulus motion, there was a high degree of centrality in the frontoparietal areas 
DLPFC and FEF. We propose that during this time period subjects solidify their choice 
of the target sphere (section 4.3.3).  
  
102 
4.3.1 Right-hemisphere connectivity for detecting the target sphere at fast-moving speeds 
 
Figure 4.2. Oscillatory Activity affected by target speed and direction in VS computed via 
ANOVA (section 4.2.4). Each box shows when activation was significantly affected by the 
main effect of speed (red line, bottom), the main effect of direction (green line, middle), and 
the interaction between speed and direction (blue line, top). The x-axis is time relative to 
motion onset up to the end of motion (1000 ms). The y-axis is used to separate between the 
interactions (speed, direction, and speed and direction interaction). The thickness of the line 
reflects the significance level, the thin lines representing significance at p < 0.05 and the 
thick lines representing significance at FDR corrected p < 0.05. 
 
Le#	Hemisphere	 Right	Hemisphere	
Beta	 Gamma	 Beta	 Gamma	
2me	(ms)	
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We found activation and connectivity in the right-hemisphere suggesting 
implementation of a pop-out mechanism that underlies the detection of the highly salient, 
fast moving target sphere. During the first 200 ms of VS, activation in gamma band in the 
right-hemisphere frontoparietal regions SPL and FEF were significantly modulated by the 
speed of the target sphere (ANOVA, FDR corrected p < 0.05) (Figure 4.2). We used the 
inflow and outflow statistics with a similar comparison, which showed that there was 
significantly high in-degree in the gamma-band connectivity with FEF in VS compared to 
Exp Only (ANOVA, FDR corrected p < 0.05).  
We used FDGC to characterize the profile of gamma band connectivity by 
making the following comparisons: (1) Granger scores between VS and Exp Only, to find 
connections significantly stronger in VS, and (2) Granger scores between speeds of the 
target sphere in VS, to find those connections responsible for modulating gamma band 
activations in FEF by speed. 
 We found that there was a network of bidirectional communication between V3a 
and IPS (Figure 4.3B) and between IPS and FEF (Figure 4.3C) that was stronger in VS 
than in Exp Only. This suggests that this connectivity is involved in the processing of the 
target. The forward connection from V3a to IPS reached significance (FDR-corrected p < 
0.05) at approximately 30 ms whereas the IPS to V3a connection reached significance 
later (at 90 ms). This information alone does not isolate whether the presence of the target 
contributes to the bottom-up or the top-down connectivity. ANOVA analysis revealed 
that the feed-forward connection from IPS to FEF is modulated by speed. Further post-
hoc measurements of the FDGC score revealed stronger connectivity with fast target 
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sphere speeds (Figure 4.3D).  
 
Figure 4.3. Dynamic Granger Causality during the 0-200 ms window. (A) Schematic of 
connectivity significantly modulated by the speed of the target sphere and significance 
compared to Exp Only between 0-200 ms. (B) Forward and backward Gamma-band 
Granger Causality between right hemisphere V3a (V3a-rh) and right hemisphere IPS (IPS-
rh). (C) Forward and backward Gamma-band Granger Causality between right 
hemisphere FEF (FEF-rh) and right hemisphere IPS (IPS-rh). Averaged Granger score 
connection from STP to FEF for each target sphere speed. X-axis represents target sphere 
speed (cm/s) and the y-axis represents the granger score. Error bars represent one standard 
error above and below the mean. 
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SPL and STP gamma band activation was modulated by, both, speed and 
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gamma-band, suggesting that IPS as a hub of communication (ANOVA, FDR-corrected p 
< 0.05). IPS had significant gamma-band connections (ANOVA, FDR-corrected p < 
0.05) with the sensory regions (MT+ and V3a) in both-hemispheres (Figure 4.4A). Also 
in the gamma-band, connections whose Granger score were modulated by speed and 
direction were found from IPS to the sensory areas (Figure 4.4B). The connections were 
most significant for the slow speeds of the target (2, -2, -4 cm/s) (Figure 4.4D). 
In the left hemisphere IPS was also connected to STP in the gamma-band. This 
connection was not modulated by the speed or direction of the target sphere. The reverse 
connection, from STP to IPS, had highest Granger score for slow targets (-4, -2, and 2 
cm/s). These results suggest that STP sends more information to IPS when the target is 
less salient (slow speed). STP modulated FEF in both hemispheres (Figure 4.4D), with 
most Granger score for slow speeds (Figure 4.4C). The post-200 ms connectivity is 
summarized in Figure 4.4E. The network of connections reveals a feed-forward, non-
target-specific motion information sent from visually-responsive MT+ and V3a to IPS, 
and STP modulating IPS and FEF.  The data also suggest an engagement of the STP-
centric connections in processing of slow motion of target sphere.  
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Figure 4.4. Gamma-band Dynamic Granger Causality during 200-400ms window. (A) 
Sensory ROIs (V3a and MT+) to Left hemisphere IPS (IPS-lh) Granger Causal connections. 
(B) Left hemisphere IPS (IPS-lh) to sensory ROIs Granger Causal connections. (C) 
Averaged Granger score connection from IPS to V3a for each target sphere speed. Error 
bars represent one standard error above and below the mean. (D) Left hemisphere STP 
(STP-lh) to left and right hemisphere FEF (FEF-lh, FEF-rh, respectively) Granger Causal 
connections. (E) Schematic of connectivity sensitive to speed and direction and general 
significance between 200-400 ms. 
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4.3.3 Frontoparietal engagement 
After 600 ms of the motion stimulus (in VS), there was significantly more 
connectivity of the FEF and DLPFC ROIs as shown in the beta band (Figure 4.5) and 
gamma band (Figure 4.6). In the beta band, both the left and right hemisphere FEF had 
significantly higher (p < 0.05) input connectivity in the VS task than in the Exp Only task 
after 600 ms (Figure 4.5). In the left hemisphere, there is also a significant output GC 
connectivity from FEF. DLPFC in both hemispheres have significant output connectivity 
after 500 ms. The connections with DLPFC and FEF were directed mainly to occipital 
and parietal ROIs. There is also significant input from DLPFC in the right hemisphere to 
all other regions.  
In the gamma band, there was significantly higher input GC connectivity in VS 
than in Exp Only after 500 ms in both hemisphere FEF. Left hemisphere FEF had 
significantly higher output connectivity in VS. DLPFC output connectivity was 
significant in both hemispheres after 600 ms, with much stronger connectivity in left-
hemisphere DLPFC than in the right-hemisphere DLPFC. 
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Figure 4.5. Beta-band input GC (in-degree) and output GC (out-degree) in left and right 
hemisphere FEF and DLPFC.  The lines represent the mean GC score summated over all 
input or output connections in VS (red) and Exp Only (blue) including that ROI, with error 
thickness (shaded) equal to 1 standard error above and below the mean.  
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Figure 4.6. Gamma-band input GC (in-degree) and output GC (out-degree) in left and right 
hemisphere FEF and DLPFC.  The lines represent the mean GC score summated over all 
input or output connections in VS (red) and Exp Only (blue) including that ROI, with error 
thickness (shaded) equal to 1 standard error above and below the mean.  
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4.3.4 Behavioral performance at different speeds 
 
Figure 4.7. Subject performance of detecting the target object across varying stimulus 
durations and target object velocities. Error bars represent the 95% confidence interval. 
The x-axis represents the target sphere velocity and the y-axis represents subject 
performance as percent correct. Dotted horizontal line is chance level. Data points whose 
error bars that intersect the horizontal line are not significantly different from chance (p > 
0.05). 
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At 100 ms, subjects were unable to perform the task significantly above chance 
level. However, at 200 ms, subjects were able to detect fast moving backward and 
forward moving target sphere (speeds of 6 and 8 cm/s). Afterwards, there was a gradual 
increase of performance up to the 1000 ms duration.  
4.4 Discussion 
Our results involved the comparison of VS and Exp Only to isolate the activation 
and connectivity related to processing the target. We found two networks: one between 0-
200 ms, and one after 200 ms, which was enhanced by significant frontoparietal 
connectivity (with FEF and DLPFC) late in VS. We discuss the two networks in this 
section.  
4.4.1 Pop-out mechanism for detecting the target 
In the first 200 ms, we found a network of bidirectional communication between 
V3a, IPS, and FEF. We found that the V3a to IPS connection was not modulated by the 
speed or direction of the target. There is evidence that area V3a responds to curvature 
changes (Schira, Fahle, Donner, Kraft, & Brandt, 2004) and to motion (de Jong, Shipp, 
Skidmore, Frackowiak, & Zeki, 1994; Tootell et al., 1997), and thta IPS is significantly 
involved in computing priority maps (Zelinsky & Bisley, 2015). The priority map 
combines bottom-up sensory features and top-down control mechanisms to drive 
attention to particular spatial locations via a winner-take-all approach (Zelinsky & Bisley, 
2015). The connection from IPS to FEF is modulated by speed, specifically with fast-
moving objects resulting in higher Granger score. FEF is involved in spatial shifts of 
attention (Rao et al., 1997; Rosen et al., 1999). We suggest it is IPS that determines 
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which of the curvature changes are most salient, via the priority map, to drive attention to 
that particular target through FEF. 
The behavioral data shows that 100 ms is insufficient for detecting the target, and 
that we need at least 200 ms to detect fast-moving targets. Our network of connections 
suggests a bottom-up mechanism using curvature change or other low-level motion 
features to detect the target. 
4.4.2 Serial Search after 200 ms  
Our results show that after 200 ms, connectivity shifted to a left-hemisphere-
dominant network.  We found that left hemisphere IPS was a significant “hub” of 
communication with significantly more connections flowing into and out of it amongst 
other regions in VS than in Exp Only. IPS in the left hemisphere sent significant gamma-
band feedback connections to the sensory ROI’s in both hemispheres, and formed 
reciprocal connections between left-hemisphere STP frontoparietal ROIs (FEF and 
DLPFC).  
Cohen conducted a series of experiments to determine the hemispheric difference 
between same and different judgments (Cohen, 1973). He suggested that the right 
hemisphere is involved in parallel computation while the left hemisphere is involved in 
serial processing. Polich conducted a study of visual search with many objects with the 
same property (vertical lines) and one object, the target, with a different property 
(horizontal line). His study supported the notion that the left hemisphere was “superior” 
for visual search (Polich, 1980).  
Melloni and colleagues conducted a visual search experiment to isolate top-down 
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and bottom-up effects, and found that left-hemisphere IPS suppressed salient features that 
were irrelevant to the detection of the target (Melloni, van Leeuwen, Alink, & Muller, 
2012). In our experiment, we found that IPS sends top-down speed-related information to 
sensory areas V3a and MT+.  This connection is strongest when the speed of the target is 
slow.  This suggests that detection of slow-moving target necessitates the suppression of 
visual features that were not relevant to the detection of the target. Specifically, it is STP 
that supplies the information to IPS, whose connections from STP to IPS were strongest 
for slower target sphere speeds (-4, -2, and 2 cm/s). These results suggest a serial search 
actively suppressing targets. It is further supported by the gradual increase in detection 
performance post 200 ms. 
4.4.3 Preparing to choose the target 
DLPFC and FEF are both highly central to communication after 600 ms of 
motion. DLPFC is involved in working memory and executive control (Miller & Cohen, 
2001). In the context of attention, DLPFC communication with parietal cortex supports 
cognitive selection of target features (Corbetta & Shulman, 2002). FEF, as discussed 
earlier, is involved in covert shifting of attention. We suggest that late into stimulus 
motion, DLPFC is actively involved in choosing between the candidate target spheres, 
with FEF modulating attention to particular spheres.  
4.5 Conclusion 
In this chapter, we investigated via oscillatory activity and connectivity the 
cortical implementation moving object detection during self-motion. In most object 
detection tasks, there are bottom-up and top-down influences. Here, we show evidence of 
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the implementation of both bottom-up and top-down influences resolved in time of 
stimulus processing. The target sphere had variable speed and direction (either forward or 
backward) which modulated the difficulty in detecting it. Early in the stimulus (first 200 
ms), we computed a right-hemisphere network of connections with bottom-up 
connectivity that was stronger for fast speed. We suggest that this network implements 
the pop-out mechanism of detection of fast moving objects. After 200 ms, the network 
switches to the left hemisphere. We suggest that, due to high centrality of left-hemisphere 
IPS, and top-down connectivity to motion areas, that here we are implementing the serial 
search.  Between 600-1000 ms of the motion stimulus presentation, DLPFC and FEF 
became hubs of connectivity. There were significant beta-band signals from DLPFC to 
other ROIs that we suggest are related to top-down control. FEF had significant 
connections in the beta and gamma band connecting to parietal and occipital regions. We 
suggest that DLPFC maintained information regarding the target sphere candidates and 
solidifying the choice of the target, whereas FEF managed the shifting of attention to 
different candidate targets.  
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Chapter 5. Decoding rapid transitions between cognitive states for real-time 
neurofeedback training in magnetoencephalography  
This chapter has been submitted for publication. 
5.1 Introduction 
An increasing number of recent studies demonstrate that MEG can be successfully used 
as a real-time neurofeedback device, that allows subjects to modulate and enhance task-
related cortical rhythms associated with sensory, motor or cognitive performance in both 
healthy subjects and in clinical populations (Parkkonen, 2015).  Subjects undergoing 
neurofeedback training acquire a strategy to self-regulate brain activity either through 
conditioning or through their own volition. By receiving sensory feedback related to 
brain activity, subjects will learn how to control it through reinforcement learning. The 
purpose of the training is to control brain functions related to the measured cortical 
activity.  
The earliest studies in neurofeedback used electroencephalography (EEG) where subjects 
learned to control their alpha-band oscillatory power measured from the EEG sensors 
(Kamiya, 1962). Kamiya suggested that the training should help with relaxation since 
previous studies have shown a connection between cortical alpha power and relaxation. 
Since then a large number of EEG neurofeedback studies have been conducted, most 
training the increase or decrease of oscillatory activity at particular sensors. EEG 
neurofeedback is limited by the physics of the measurements: the electric fields are 
difficult to localize on the cortex due to varying permittivity of tissue. In addition, EEG 
requires a reference source (Baillet, 2017). Coupled together, these issues make it 
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difficult to obtain reliable measurements across scanning sessions. In recent years, real-
time functional magnetic resonance imaging (rt-fMRI) is being used for training precise 
locations, on the order of millimeters (Berman, Horovitz, Venkataraman, & Hallett, 2012; 
deCharms, 2008; Sulzer et al., 2013; Weiskopf, 2012). A current successful trend in the 
rt-fMRI studies is to use multivoxel pattern analysis (MVPA), a neuroimaging technique, 
that decodes brain states and provides feedback in real time (Cortese, Amano, Koizumi, 
Lau, & Kawato, 2016; deBettencourt, Cohen, Lee, Norman, & Turk-Browne, 2015; 
Kamitani & Tong, 2005; LaConte, 2011; Shibata, Watanabe, Kawato, & Sasaki, 2016). A 
brain state is the activation profile that reflects a behavior relevant to a specific brain 
function. 
The rt-fMRI studies trade off high spatial resolution for a temporal resolution 
between 0.5 to 2 seconds. Therefore, while brain state could be decoded from each 
neurofeedback trial, this modality limits investigations of the changes in brain state 
within a single trial. For example, in visual search tasks shifts of covert attention may 
occur rapidly over the course of a single trial and thus in order to capture the dynamics of 
attention shift the measurements must be made with much higher temporal resolution 
than that of fMRI.  
Both EEG and MEG neurofeedback measure millisecond-level activity in real-
time. Unlike EEG neurofeedback, which relies on normalizing activity using a reference 
electrode, rt-MEG measures raw magnetic field recordings and thus changes can be 
monitored across days (Baillet, 2017). Sudre and colleagues were the first to develop an 
rt-MEG method to acquire and process MEG signals in source space in real time (Sudre 
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et al., 2011). Due to the physics of the fields generated by neuronal sources, there is less 
distortion when mapping sensor signals onto the cortex in MEG than in EEG. Therefore, 
rt-MEG is being increasingly used for training both sensor level and cortical surface 
activation (Boe et al., 2014; Florin et al., 2014; Foldes, Weber, & Collinger, 2015; 
Okazaki et al., 2015).  
In this paper we propose a novel rt-MEG neurofeedback training method, that we 
refer to as state-based neurofeedback (sb-NFB), which computes changes to brain state as 
the feedback cue through a fully data-driven pipeline. The sb-NFB method captures 
information about brain states by measuring oscillatory activity across all sensors. 
Through using dimensionality reduction techniques we weight sensors and oscillatory 
bands that optimally separate the targeted cognitive states. Linear support vector 
machines (SVMs), the classification tool used in MVPA analysis, decode cognitive state 
in real-time from the reduced dimensionality dataset. The method we propose consists of 
two parts, one offline, used to train the decoding algorithms, and the other online, where 
the algorithms are applied to obtain the time course of a brain state. The time course is 
then used to extract timing features relevant for the neurofeedback training protocol.  
We illustrate the application of sb-NFB to training the speed of shifting covert spatial 
attention from one visual field to the other (e.g. left to right) in two subjects naïve to 
neurofeedback. Before the experiment they were shown the stimulus and were told that 
they will have to shift covert spatial attention as soon as possible from one visual field to 
another upon the appearance of a cue (changed of attended motion direction) and were 
explained the neurofeedback thermometer display. They were also instructed to keep 
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fixation at the center of the display through a trial and to remain as still as possible. Both 
subjects (mean age 24, one male) were right handed, had normal to corrected to normal 
vision and no history of neurological or psychiatric problems.  
Application of the method we describe in this paper successfully decoded shift of 
covert attention within single trials. We found that oscillatory activity, while having 
similar sensors separating brain state in the theta and alpha bands, was different in beta 
and high gamma band, thus requiring the data-driven approach to find differences tuned 
to activation in an individual subject. These results provide evidence that sb-NFB is 
appropriate for decoding brain state over time for extracting timing features for training.  
5.2 Methods 
5.2.1 Real-Time Calculation of Time-varying Brain State For Feedback  
The brain state refers to the activation pattern related to a sensory, cognitive, or 
motor behavior. The method we describe in this paper, which we call state-based 
neurofeedback (sb-NFB), is aimed at training the temporal dynamics of the brain state, 
corresponding to the timings in which targeted cognitive behaviors begin, end, or change. 
For example, upon receiving a cue to switch attention, how long will it take the subject to 
perform the switch? In this section, we describe the process of defining and detecting the 
brain states reflecting targeted cognitive behaviors. 
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Figure 5.1. Online and offline components of the sb-NFB method.  In the offline component, 
the training window from a block of trials (block i) is used to train the signal 
transformation. In the online component, each trial from the current block (block i+1) is 
collected in real time and transformed using the trained signal transformation from the 
previous block to obtain a state signal (bottom right plot). The timing feature targeted for 
training is extracted from the state signal for use as the neurofeedback cue. 
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To decode brain states, the decoding algorithm has to be trained on a set of data 
obtained from the MEG sensors. Therefore, state-based neurofeedback requires a time 
window where the brain state is known (referred to as the “training window”). In 
addition, to measure the timing of changes of brain states, a second stimulus window is 
required where this change is being measured (referred to as the “testing window’). Due 
to the computational complexity involved in training the decoder, the training is 
conducted offline between blocks of trials. This is the offline component of the sb-NFB 
method. It involves a series of operations to reduce dimensionality and find features that 
best separate data, referred to as the signal transformation. The outcome of the signal 
transformation is used in the online component of the method to transform raw MEG 
signal data from the testing window into a state signal that represents the brain states 
targeted by sb-NFB. The following sections describe the offline and online components 
of sb-NFB, illustrated in Figure 5.1.  
5.2.2 The Offline Component 
The offline component trains the signal transformation algorithm using data in the 
“training window” of the previous block of trials. The signal transformation is trained as 
follows: first the data is reduced in dimensionality by an unsupervised dimensionality 
reduction step, and second, we apply a feature extraction step to obtain features that 
optimally separate the reduced dimensionality dataset.  
Sampling from the training window 
 In the algorithm, a fixed set of samples were selected from the training period and 
were labeled with the corresponding brain state. For example, if our goal was to decode 
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spatial attention location, the training period required that the subject attends to a specific 
location in the visual field. The time samples extracted during the training period were 
selected at random to prevent training on time-locked transients in the MEG sensor data.  
Dimensionality reduction 
Dimensionality reduction is necessary due to the high dimensionality of the dataset (306 
sensors). The amount of training data required for the feature extraction is proportional to 
the dimensionality of the data. Therefore, if we reduce dimensionality there will be fewer 
trials needed for training the signal transformation.  We applied Principal Components 
Analysis (PCA) across the raw MEG sensors measurements. PCA transforms correlated 
multivariate data into a set of orthogonalized components ordered by their contribution to 
signal power. To retain most information in the dataset while reducing dimensionality, 
we kept the dimensions representing 95% of variance. In our experience, roughly 1/8 to 
1/10 of the 306 sensors are necessary for representing 95% of variance in the dataset.   
Oscillation bands as features of interest 
The rhythmic, oscillatory firing patterns at specific frequencies have been linked 
to particular functions, such as attention and control mechanisms. For example, the alpha 
band (8-13 Hz) has been implicated in inhibition of cortical ROIs and has been shown to 
be sensitive to attentional load (Palva & Palva, 2007; Rana & Vaina, 2014). The beta 
band (13-30 Hz) has been linked to top-down attention control and maintenance of 
function (Engel & Fries, 2010). The gamma band (>30 Hz) has been implicated in a wide 
variety of conscious cognitive functions including sensory processing, attention, and 
executive control functions (Fries, 2009; Herrmann, Fründ, & Lenz, 2010).  
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To investigate these rhythmic patterns, the resulting principal components were 
forward and backward Wavelet-filtered in the 4-8 Hz, 8-13 Hz, 13-30 Hz, 30-60 Hz, and 
60-90 Hz frequency bands corresponding to the theta, alpha, beta, low and high gamma. 
To identify components that best separated the attentional states, we applied partial least 
squares regression (PLS) on the wavelet-filtered dataset. PLS regression (Wold, 1985), a 
method similar to PCA, operates on labeled data, which, in the case of sbNFB, is the 
targeted cognitive state for neurofeedback training. The PLS algorithm is trained on 
labeled data from the training period of the previous block.  
State signal via linear support vector machine 
 Linear support vector machines (SVM) are designed to choose the discrimination 
boundary that best separates the data using linear boundaries without making 
assumptions on the distribution of underlying data. Linear SVMs have been used in 
functional MRI (fMRI) neurofeedback studies (Cortese et al., 2016; deBettencourt et al., 
2015; Kamitani & Tong, 2005; Shibata et al., 2016). Generally, they are used to decode a 
behavioral state from the activity in a collection of voxels. Using this method, we 
decoded from the collection of low dimensional PLS components the targeted brain state. 
Our computations differ from the fMRI studies in that we precisely decode state across 
time to obtain a state signal, from which we extract the timings of brain state transitions. 
The linear SVM algorithm is trained over the PLS components during the “training 
window.” In the following section, we discuss how the data is transformed to the state 
signal. 
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5.2.3 Online component  
A number of behaviors cannot be overtly observed, such as imagining, covertly 
attending to a spatial location or sensory features, or performing mental operations. We 
are interested specifically in training the dynamics of these behaviors, such as when these 
behaviors begin in response to a cue, when they end, or how fast they transition. In this 
section, we define how we extract such information from the time-varying MEG sensor 
activity. 
To obtain the state signal, the signal transformation algorithm trained in the 
offline component is applied across time yielding a time course that encodes the brain 
state, referred to as the state signal. The state signal is normalized by subtracting the 
mean of the corresponding brain state from each time course and computing the standard 
deviation from the resulting data. From this time course we extracted the feature of 
interest. Two standard deviations from the classification boundary are used to demarcate 
when the subject is considered to be in the targeted brain state. 
5.2.4 Example: rt-MEG neurofeedback to enhance cognitive flexibility 
The visual motion stimuli were RDKs, (Figure 5.2), consisting of of 50% red and 50% 
green dots (density 2 dots/deg2; diameter 0.13 deg; luminance 50 cd/m2; background 
luminance 10 cd/m2). The dots moved at a velocity of 3 deg/sec within two virtual 
circular apertures each subtending 6 degrees in diameter. The center of each aperture was 
positioned horizontally 8 degrees to the left or the right from the central fixation red 
cross. In both apertures 90% of the dots were assigned to be signal and moved in the 
same diagonal direction and the rest of the dots (10%) were assigned to be noise and 
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moved in random directions.   The directions of the red and green signal dots were 
orthogonal. After 500-1000 ms from the beginning of a trial, an arrow (0.5 deg in width 
and height; luminance 50 cd/m2) marked the location of the aperture to be attended. In the 
aperture, initially not attended, a red or green disc (1 degree in diameter, with 10% 
opacity) was presented superimposed on the RDK pattern. The disc appeared faint to 
reduce saliency. The disc location within the aperture and its color (red or green) changed 
at random times within a 300-600 ms time interval. 
The subjects were instructed to maintain fixation on the central red cross 
throughout an experimental trial. The last 300 ms of this time period were used as the 
training period in the sb-NFB algorithm. While centrally fixating, the subject attended to 
the cued location. As soon as the attended dots changed direction, the subject had to 
switch attention to the aperture displayed in the opposite visual field and respond as soon 
as possible to the color of the disc superimposed on the RDK. The subject performed a 
two-alternative forced choice task responding whether the disk was red or green. Each 
block contained eighty trials, of which in 20% there was no direction change (catch 
trials). The time between motion direction change and the response was used as the 
testing period, from which we measured the change in attention state. The catch trials 
measured whether subjects were switching spatial attention even when there was no cue 
present. 
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Figure 5.2 Schematic illustration of the Spatial Attention Switching Task. 
Feedback Cue 
The feedback cue in the switching spatial attention task was a red thermometer 
presented 2 degrees above the fixation mark, of maximum height 3 degrees, width 1 
degree, and with luminance 40 cd/m2. The feedback thermometer was surrounded by a 
grey border of 0.1degree thickness and luminance 35 cd/m2. The first block of trials was 
used to compute the initial set of switch times, and thus no feedback thermometer was 
presented during it. In all the following blocks of trials the distribution of switch times 
from the previous block was used to compute the switch time in the current block.  The 
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feedback presented provided a relative measure of spatial attention switch time with 
respect to switch time performance in the previous block.  The mean and standard 
deviation of switch times from the previous block were used to normalize the switch 
times calculated in the current block. In each trial after the subject’s response, the 
feedback thermometer was updated to convey performance level in the previous trial. The 
height of the thermometer was controlled by the following formula: ℎ67 = −0.5;<=".>? + 1.5, 
where ℎ67 is the height of the feedback bar in degrees, ;<=".>? is the normalized switch 
time. The constant of 1.5 was used to present the thermometer as half filled if the 
subject’s switch time in the previous trial was equal to the mean of the switch times in the 
previous block. The -0.5 coefficient was used to increase the thermometer bar by 0.5 
degrees if the subject’s switch time in the previous trial was 1 standard deviation faster 
than the mean switch time performance in the previous block. The feedback bar could not 
exceed a normalized switch time of plus or minus 3 standard deviations. The feedback 
bar does not update in catch trials. 
5.3 Results 
 In this section, we present the performance of the algorithms to demonstrate the 
practical application of the sb-NFB neurofeedback framework described in the Methods 
section.  
5.3.1 Sensor Mapping 
In order to separate brain states, we need to determine whether the oscillatory 
activity differs between the two states and whether additional information is gained from 
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separating the raw MEG time courses into different oscillation bands. For this we 
computed the modulation index (MI) across the sensor cap in each oscillation band in 
each subject (S1 and S2) (Figure 5.3). The MI is a normalized difference of oscillatory 
power between two conditions, such as attention to the left (LVF) or to the right visual 
field (RVF). MI is defined by the following formula: 
MI = Pright – Pleft / (Pright + Pleft),  
where P is the power at the sensor during the pre-cue period averaged over either the 
RVF trials (Pright) or the LVF trials (Pleft). The MI provided a means to visualize the 
sensor distribution that has most separation power of the left versus right visual field 
attention states which were computed by the sb-NFB signal transformation algorithm. 
Figure 5.3 shows that several activation patterns were shared by both subjects: the 
activations captured by the sensors’ measurements in the theta band (the left frontal 
regions), the alpha band (occipital sensors), and low gamma band (left parietal sensors). 
However, in the beta band the sensors’ measurements were not consistent between the 
two subjects.  There was less beta-band power difference in the left frontoparietal sensors 
in S2 than in S1, and there was more beta-band power difference in the right occipital and 
temporal sensors in S2 than S1. Furthermore, throughout the cortex, in the high gamma 
band activation in the sensors was quite different between the S1 and S2.  
These results show that frequency band power separates LVF and RVF attention 
states in different sensors. There were similar patterns of activation in the theta, alpha, 
and low gamma bands between LVF and RVF in the two subjects. However, there were 
differences in MI patterns in the beta and high gamma bands. By using an entirely data- 
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Figure 5.3. Time-Frequency Representation (TFR) of sensor activation in the right visual 
field attention state trials minus left visual field attention state trials averaged over 256 
trials (5 blocks) in two subjects (S1 and S2).  Negative (blue) values indicate higher power 
when attending to the left visual field and positive values (red) indicate higher power when 
attending to the right visual field.  
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driven approach, we captured all of the differences in activation specific to each subject. 
 
5.3.2 Classification performance of attention state during training period 
For the purpose of neurofeedback training, we require the accurate detection of 
switch time between the left and right VF attention states. In the previous section, we 
showed that different sensors measurements accounted for signal separation between the 
two brain states in specific frequency bands.  In this section, we show that the training 
period consists of separable activations. The signal transformation algorithm was applied 
over one block of neurofeedback trials. We used 63 trials out of 64 for training the signal 
transformation algorithm, and applied the training to one trial, generating a state signal 
for that trial. This computation was repeated for all trials in which a switch occurred (64 
state signals). We collected samples of the state signal at -100 ms relative to the change 
of direction of the attended motion. This time point was chosen because it was not time-
locked to the stimulus, since the time for change in motion direction is jittered.  
To determine whether the state signal is separable, we applied the Wilcoxon 
Ranked Sum (WRS) test to the samples mentioned above. WRS is a nonparametric 
technique that measures the difference of medians of two sample populations, in this case 
the left and right attention state. A high significant value indicates strong separability 
between the two attention states. The results showed that the difference between the state 
signals for attention to LVF or RVF were highly significant in both subjects (WRS, p < 
0.001). 
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Figure 5.4. Decoded state signal. (A) Averaged state signal for trials with switch when 
initially attending to the right (red) and initially attending to the left (blue) visual field in S1 
(B) Sample state signal from one trial with initial attention to the RVF in S1. (C) Averaged 
state signal for trials with switch when initially attending to the right (red) and initially 
attending to the left (blue) visual field in S2 (D) Sample state signal from one trial with 
initial attention to the RVF in S2. The x-axis denotes the time relative to the change in 
direction of motion. Time zero denotes when the attention switch has occurred. The y-axis 
denotes the distance from the separating hyperplane from the support vector machine in 
arbitrary units. Positive values indicate that covert attention is directed to the LVF and 
negative values indicate attention is directed to the RVF. Horizontal dotted lines indicate 2 
Standard Deviations above and below zero. 
 
The sb-NFB method must be able to detect the shift of attention within the single 
trial. Here, we illustrate that the shifts in the state signal were detectable at the single trial 
level.  The mean and standard error of state signals related to attention shifts from the left 
to right and the right to left visual field are shown in Figure 5.4A and 5.4C for subjects 
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S1 and S2 respectively, time-locked to the change in motion direction in the attended 
aperture. A representative trial is shown in Figures 5.4B and 5.4D, for subjects S1 and S2 
respectively. 
5.4 Discussion and Conclusion 
 Typically neurofeedback paradigms in MEG have used sensor or source-space 
activity for the feedback cue (Boe et al., 2014; Florin et al., 2014; Foldes et al., 2015; 
Okazaki et al., 2015). In this paper, we introduced the state-based neurofeedback (sb-
NFB) method for rt-MEG neurofeedback training. The sb-NFB method decodes the 
timings related to brain state within single trials using oscillatory activity separated into 
frequency bands. This method is fully data-driven, without making assumptions on 
activation patterns related to the targeted brain states. The unique activation profile of 
each subject may be used as a basis for developing personalized neurofeedback training 
protocols with the sb-NFB method. 
Using a task of switching spatial attention we applied the sb-NFB method to 
increase the speed of attention shifting. The ability to quickly switch spatial attention is 
necessary for everyday tasks that require real-time monitoring the dynamic environment 
around the observer, such as walking or driving on a busy street with heavy traffic or 
playing sports, for example. The method we described here can be extended to be used in 
any rt-NFB protocols where transition time between brain states can be trained, such as 
the time required to switch attention between stimulus features or in task switching.  
 The purpose of this paper was to show that the state-based neurofeedback method 
can be used to decode timings related to cognitive behavior on-line. In order for the sb-
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NFB method to be effective as a tool for cognitive enhancements and for clinical 
applications, it needs to be shown that the learned self-regulation is maintained after the 
end of the training period and that it transfers to situations where neurofeedback is not 
available. We are currently addressing these points in an experimental study where we 
use the method described here to measure subjects’ change in the speed of switching 
spatial attention. We also investigated how increase in switch time of spatial attention 
applies to another spatial attention task (e.g. a Posner-like cueing task). 
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Chapter 6. Changes to cortical activation and connectivity due to real-time 
neurofeedback training of reducing the speed of shifting spatial attention 
6.1 Introduction 
 Neurofeedback is a collection of techniques for training participants to control 
their brain activation through operant conditioning by feeding it back via visual or 
auditory cues. The purpose of the training is to manipulate behavior or perception related 
to the targeted activation (Berman et al., 2012; deCharms, 2008; Gruzelier, 2014; Sulzer 
et al., 2013; Weiskopf, 2012). Two common non-invasive functional imaging modalities 
used for neurofeedback are real-time electroencephalography (rt-EEG) and functional 
magnetic resonance imaging (rt-fMRI).  The earliest neurofeedback studies were 
conducted in EEG to increase alpha-band power (Kamiya, 1962). One drawback of EEG 
neurofeedback is that activation can only be localized to cortical regions at a resolution 
from 5 to 9 cm (Nunez, 1990). Using rt-fMRI, target activation can be localized to the 
millimeter scale anywhere across the brain volume. Recent rt-fMRI studies have targeted 
brain states, activation patterns reflecting underlying behaviors, for neurofeedback 
training (Cortese et al., 2016; deBettencourt et al., 2015; Kamitani & Tong, 2005; 
LaConte, 2011; Shibata et al., 2016). For instance, deBettencourt and colleagues 
demonstrated that they were able to detect attention to either faces or places on 
superimposed images of the two categories, and regulate, via feedback, attention towards 
one or the other (deBettencourt et al., 2015). A disadvantage of rt-fMRI is that it 
measures the blood-oxygen level dependent (BOLD) response, a slow waveform related 
to neuronal activation, that cannot capture the millisecond timing of neuronal firing. 
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Recently, real-time magnetoencephalography (rt-MEG) has been used for neurofeedback. 
MEG has a spatial resolution of 2 cm on the cortex, and has millisecond temporal 
resolution, providing a trade-off for situations in which both spatial localization and the 
temporal resolution are critical. In this paper, we use rt-MEG to train subjects to shorten 
the time required to shift covert spatial attention from one visual field to the other. We 
decode spatial attention allocation to a visual field (either LVF or RVF) in real-time to 
determine the time required to shift spatial attention. 
Several previous rt-NFB studies have trained aspects of attention, such as 
alertness, spatial orienting, and executive control. For example, Egner and Gruzelier used 
EEG to train the increase of the ratio of the sensorimotor rhythm (SMR) power to the 
beta rhythm power in healthy subjects to increase alertness. In their task, they 
differentiated errors of omission, which are mistakes due to perceptual error or 
misunderstanding, and errors of commission, which are mistakes involving incorrect 
button presses and impulsiveness. They found that subjects who successfully trained to 
increase this ratio had fewer errors of commission (Egner and Gruzelier, 2004). Barnea 
and colleagues tested the effects of training the ratio of SMR rhythm power to theta 
rhythm power in EEG on performance in the attention network test (ANT) (Fan, 
McCandliss, Sommer, Raz, & Posner, 2002). They found that targeting different sensors 
led to changes in behavior related to alertness, spatial orienting, and executive control 
(Barnea, Rassis, Raz, Othmer, & Zaidel, 2004). 
Recently rt-MEG papers have targeted spatial attention for neurofeedback 
training. Okazaki and colleagues trained alpha-band lateralization across occipital sensors 
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in MEG (Okazaki et al., 2015). They showed that training of alpha lateralization 
enhances the ability of the subjects to modulate that alpha lateralization and modulate 
visual detection performance. Bagherzadeh and colleagues trained the normalized alpha-
band power difference between attention to the left and right visual fields (alpha 
modulation index). They found attentional bias in the Posner cueing task (Posner & 
Peterson, 1980) related to the neurofeedback training (Bagherzadeh, Baldauf, Benjamin, 
Pantazis, & Desimone, 2017; Bagherzadeh, Baldauf, Pantazis, & Desimone, 2016).   
Our goal is to train subjects to reduce the time needed to shift spatial attention from one 
visual field to another. We refer to this time as the “switch time”. The ability to quickly 
and efficiently shift attention is critical for everyday tasks, such as navigating a crowded 
street or playing sports, for example. To our knowledge, this is the first rt-NFB study to 
target changes in brain activation patterns to train timing related to changes in behavior.  
For training the reduction in “switch time”, we developed the state-based neurofeedback 
(sb-NFB) method described in detail in Chapter 5. To use this method, we designed a 
neurofeedback task where subjects shift spatial attention. The Task consists of the 
following windows (Figure 6.1A): (i) an “attend” window where subjects were cued to 
either the left (LVF) or right visual field (RVF), (ii) a “switch” window where subjects 
switched attention from the cued field to the opposite field, and (iii) a “response” 
window, where subjects responded to the color of a disc in the attended field. The 
“switch” window is where we measured the time required to shift attention (“switch 
time”) for neurofeedback training.  
Using the sb-NFB method, we trained a decoder to detect attention location using 
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MEG sensor data from the “attend” window in the first block of trials. In the following 
block of trials, the trained decoder was applied to the time course of MEG sensor data in 
the “switch” window, resulting in a state signal that represented attention location (to the 
LVF or RVF). The state signal was used to measure the time required to transition spatial 
attention allocation from one visual field to the other (the “switch time”).  
In a pilot study, we monitored changes of cortical activation and functional 
connectivity during sb-NFB training in five subjects. We discuss the sensor weights that 
mapped onto the MEG helmet. The sb-NFB algorithm decoded attention state via partial 
least squares, resulting in orthogonal patterns of sensor weightings that best separate 
brain activation resulting in spatial attention directed to the LVF or the RVF. By doing 
so, we found correlational patterns between different lobes and different frequency bands, 
suggesting linkage between them. 
Furthermore, to understand the cortical implementation of the switch, we 
monitored changes to activation and connectivity during sb-NFB training. We found that 
the amount by which the “switch time” was reduced after training was highly correlated 
with the strength of beta band connections from frontoparietal to visually-responsive 
regions. There is evidence that the beta band is involved in top-down attention control 
(Buschman & Miller, 2007; Engel & Fries, 2010; Lee et al., 2013). Given this and the 
strengthened beta-band network in our data, we suggest that successful training lead to 
preparatory attention communication prior to the switch of attention. In the “switch” 
window, all subjects formed a strongly connected network in the gamma-band, however, 
the strength of this network was weaker in the subjects more successful in training (they 
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had a larger decrease in “switch time”). We suggest that the weaker gamma-band 
connectivity may be due to its faster engagement in computing the switch. By correlating 
the height of the feedback thermometer with activation and connectivity, we found 
significant modulation of sensory regions in the gamma band which suggests an 
immediate modulation of sensory regions upon presentation of the feedback. These 
results suggest that sb-NFB strengthened the top-down attention network in anticipation 
of the covert spatial attention switch and strengthened the engagement of the gamma-
band network involved in executing the switch.  
To measure whether the neurofeedback training of “switch time” transfers to 
other spatial attention tasks, we used a different task administered once before the start 
and then once more after the completion of neurofeedback training. The behavioral 
results suggested faster response time when the subject needed to switch attention to the 
opposite visual field. Cortical activation and connectivity analysis revealed a significant 
change in the right hemisphere dorsolateral prefrontal cortex (DLPFC) activation and in 
the connectivity from motion area MT+ to DLPFC after neurofeedback training. Miller 
and Cohen suggest that the prefrontal cortex is directly involved in cognitive control, 
actively biasing sensory and attention functions in order to carry out the task (Miller & 
Cohen, 2001). We suggest that neurofeedback training resulted in directly involving the 
area DLPFC in the tuning of cortical activation to perform faster switch of attention.  
Overall, the results from this study show that neurofeedback training can be applied to 
training dynamic behavior, and that such training may result in a strengthened top-down 
  
138 
attention network involved in the anticipation of the targeted behavior and a gamma-band 
network engagement in executing the faster operations. 
6.2 Materials and Methods 
6.2.1 Participants 
Seven subjects (4 female, mean age = 24.3, SD = 5.1) participated in this study. 
All were naïve as to the purpose of the experiment and did not previously participate in a 
perceptual learning or rt-NFB study. All subjects were right handed and had normal or 
corrected to normal vision. They had no known neurological or psychiatric disorders. 
They gave written informed consent in accordance with the Declaration of Helsinki 
(2008) and the procedures and protocols approved by the local Ethics Committees on 
Human Research at Boston University and Massachusetts Institute of Technology (MIT).  
Two of the subjects were discarded from the study because on the post-scanning 
questionnaire they reported tiredness and therefore they were unable to sustain attention 
on the task They were in the middle of mid-term exams and have studied throughout the 
night prior to the experiment. Therefore, the data from these two subjects were not 
included in the analysis. 
  
  
139 
6.2.2 Stimuli 
 
Figure 6.1. Task Stimuli. (A) The Neurofeedback stimulus, consisting of a pre-cue period, 
the attend period, and the motion direction change, after which the subject responds. (B) 
The control stimulus, consisting of the arrow presentation (cue), and the motion 
presentation (target). 
Neurofeedback Task 
The stimulus consisted of two random dot kinematogram patterns 50% red and 
50% green dots (density 2 dots/deg2; dot diameter 0.13 deg; luminance 50 cd/m2, 
background luminance 25 cd/m2) presented simultaneously in the left (LVF) and right 
visual field (RVF) at equal eccentricity (8 degrees) from the central fixation mark. The 
dots moved at a velocity of 3 deg/s within two virtual circular apertures each subtending 
6 degrees in diameter. In both apertures 90% of the dots were assigned to be signal and 
moved in a consistent diagonal direction while the reminder of the dots (10%) were noise 
and moved in random directions within the aperture. The directions of the red and green 
signal dots were orthogonal. 
At the beginning of each trial, a white fixation cross was presented at the center of 
the screen (0.5 degree width and height, luminance 85 cd/m2) and subjects were 
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instructed to maintain fixation on it for the full duration of the trial. After 500-1000 ms, 
an arrow (0.5 deg in width and height; luminance 85 cd/m2) was superimposed on the 
fixation cross pointing either to the left or right. The direction of the arrow indicated the 
aperture to be attended (“attend” window). A red or green disc (1 degree in diameter, 
with 10% opacity) was shown superimposed on the RDK pattern in the non-attended 
aperture. The disc appeared faint to reduce saliency. The disc location within the aperture 
and its color (red or green) changed at random times (ranging between 300-600 msec) 
throughout the stimulus display. 
 In the attended aperture, subjects were instructed to pay attention to the direction 
of motion of either the red or green dots. As soon as they perceived a change in direction 
of the attended dots, they had to switch attention to the aperture in the opposite visual 
field (“switch” window). In 20% of the trials (catch trials) there was no change of 
direction of the attended dots. Thus, in these trials, subjects did not switch attention and 
waited for the trial to end (screen was cleared except for the fixation cross) (1500-3000 
ms). These trials served to control whether subjects switched attention even when no cue 
to switch was present. 
  In the trials that required switch of attention, subjects had to respond as soon as 
possible to the color of the disc after switching attention (press 1 if the disc was red and 2 
if the disc was green) (“response window”).  
After the subject responded or after the trial ended, feedback was presented as a 
vertical red thermometer displayed 2 degrees above the fixation mark, of maximum 
height 3 degrees, width 1 degree, and luminance 40 cd/m2 surrounded by a grey border of 
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0.1 degree thickness and luminance 35 cd/m2. The height of the thermometer represented 
the “switch time”, which is the time required to shift attention from one visual field to the 
other (computation described in detail in section 6.2.7), normalized by the mean and 
standard deviation of switch times in the previous block.  The height of the thermometer 
was represented by the following formula: 
hFB = -0.5zswitch + 1.5, 
where zswitch is the normalized switch time, computed by subtracting the mean switch 
time and dividing by the standard deviation of switch times from the previous block, and 
hFB is the height of the feedback thermometer. The added constant of 1.5 was used to 
ensure that if the switch time was equal to the switch-time mean of the previous block of 
trials, the thermometer reading would be at half height. The negative coefficient means 
that a faster switch time than the mean of the previous block will result in a higher 
feedback thermometer reading. For every standard deviation higher than the mean switch 
time in the previous block, the thermometer reading raised by 0.5 degrees and for lower 
standard deviation, the thermometer reading was lowered by 0.5 degrees.  The task of the 
subject during the neurofeedback training was to raise the level of the thermometer in 
each trial. The thermometer height did not change if the subject did not respond. 
Spatial Attention Control Task  
The task involved the detection of the motion direction of an RDK pattern of 
rotating dot motion located in the left or right visual field in a circular aperture 
subtending 4 degrees in diameter (gray dots, density 4 dots/deg2; diameter 0.1 deg; 
luminance 40 cd/m2; background luminance 25 cd/m2, motion velocity 3 rad/sec). The 
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center of the aperture was positioned horizontally 8 degrees to the left or right from the 
central fixation cross (Figure 6.1B).  
Each trial began with a blank screen (background luminance 25 cd/m2) and a gray 
fixation cross (0.5 deg in width and height; luminance 40 cd/m2). After 500-1000 ms 
from the beginning of the trial, the direction of a white arrow (cue) displayed at fixation 
indicated the visual field where the subject should expect the RDK. After a variable-
length period of time (700-1300 ms), the RDK circular motion pattern was displayed in 
the cued location. In the aperture 90% of the dots provided motion signal and moved 
either clockwise or counter-clockwise. The remaining dots (noise) moved in random 
directions within the aperture. In 80% of the trials, the aperture was positioned in the 
visual field indicated by the arrow direction and in 20% of trials it was positioned in the 
opposite visual field. The subject responded via button press to the direction of motion (1 
if the dots rotated counter-clockwise and 2 if the dots rotated clockwise). 
Experimental Protocol 
The purpose of the NFB experimental protocol was to shorten, over multiple 
consecutive days of training, the time required to switch spatial attention from one visual 
field to the other.  In a related spatial attention control task we measured both behavioral 
changes and differences in cortical activation and connectivity after NFB training. 
The protocol was as follows: First, 3 blocks, 80 trials each, of the spatial attention control 
task were administered in the first day, prior to the beginning of the neurofeedback 
training. In each of the first three days of training (the rt-NFB training protocol), subjects 
were presented 5 blocks of 80 trials of the neurofeedback task. The fourth day was a rest 
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period, followed by additional 3 consecutive days of training using the same rt-NFB 
paradigm. On the last day, after completion of the neurofeedback training, the spatial 
attention control task was repeated. 
6.2.3 MEG Data acquisition  
The magnetoencephalography (MEG) study was conducted at the Athinoula A. 
Martinos Imaging Center at MIT’s McGovern Institute for Brain Research.  Participants 
were seated in a chair under the MEG sensor array and faced the projection screen placed 
at a distance of 138 cm. The stimuli (section 6.2.2) were projected onto a 44” screen 
through an aperture in the MEG chamber using a Panasonic DLP projector (Model #PT-
D7500U).  During the experiment the room lighting was dimmed. The MEG data were 
acquired with a 306-channel Neuromag Vectorview whole-head system (Elekta 
Neuromag Finland) comprising 204 orthogonally planar gradiometers and 102 
magnetometers. The system was housed in a three-layer magnetically shielded and 
sound-proof room (Imedco AG, Switzerland). Participants were seated in the upright 
position. Every day of MEG scanning, an empty-room recording of 2 minutes with no 
subject under the dewar was acquired for computing the sensors’ noise covariance 
matrix. MEG sessions were aligned to a common head position through Maxfilter 
software, Maxmove.  Sensor data was spatially filtered via simulated head translation and 
rotation to represent signal measurements onto the realigned space. 
Eye blinks were recorded via a pair of electro-oculogram (EOG) electrodes placed 
above and below the left eye. To measure horizontal eye movements, a second pair of 
EOG electrodes were placed on the left and right sides of the left and right eyes 
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respectively. Trials with EOG recordings exceeding 200 µV were rejected from the 
analysis. Subjects were instructed to avoid blinking during trials, and instead blink during 
the interstimulus interval.  
To measure the subject’s head position inside the MEG, five head-position 
indicator (HPI) coils were fixed on the subject's head. The positions of the HPI electrodes 
and at least 80 points on the scalp were entered with a magnetic digitizer (Polhemus 
Fastrak 3D) in a head coordinate frame defined by the nasion and the left and right 
auricular points (fiducial landmarks). 
6.2.4 Anatomical MRI acquisition  
A high resolution T1 weighted structural Magnetic resonance image (MRI) was 
acquired on a separate day using an 8-channel phase array head coil in a 3T scanner 
(Siemens-Trio, Erlagen, Germany). Parameters of the sequence were as follows: distance 
factor: 50%, slices per slab: 128, FOV: 256 mm, FOV phase: 100 degrees, slice 
thickness: 1.33 mm, TR: 2530 ms, TE: 3.39 ms. Freesurfer software 
(http://surfer.nmr.mgh.harvard.edu) (Fischl et al., 2002; Fischl et al., 2004) was used for 
cortical reconstruction and volumetric segmentation of the T1 weighed whole brain 
images for each subject. The individual brain scans were motion corrected, spatially co-
registered by morphing into the Freesurfer average brain through spherical surface 
mapping (Fischl, Sereno, et al., 1999) and spatially smoothed with a 5 mm FWHM (full 
width at half maximum) kernel. 
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6.2.5 MEG data preprocessing and source localization 
In the rt-NFB task, MEG sensor data was segmented into separate trials from -
1000 ms to 3000 ms relative to the onset of motion direction change. In the control task, 
MEG sensor data was segmented into -1700 to 1000 ms relative to the onset of the target 
motion. To remove line noise, MEG sensor signals were notch filtered at 60, 120, and 
180 Hz.  
Freesurfer software was used to construct the cortical 3D surface (Fischl et al., 2002; 
Fischl et al., 2004) with approximately 300,000 vertices. Using the Brainstorm software, 
MEG sensor signals were mapped onto the reconstructed 3D cortical surface. We also 
used Brainstorm, to compute the forward model which maps surface locations onto the 
sensor measurements. We used the minimum norm estimate (MNE) method (Dale et al., 
2000; Dale & Sereno, 1993a; Hämäläinen et al., 1993; Hämäläinen & Ilmoniemi, 1994; 
Wang et al., 1993) to compute the inverse model which maps the sensor measurements 
back onto the cortical surface. Activation was visualized on the cortex by inflating the 
cortical surface representation (Fischl, Sereno, et al., 1999b). Activation was normalized 
by the source-level noise variance estimated from the interstimulus interval for both the 
rt-NFB and control tasks. 
6.2.6 Time Windows 
In order to analyze how the subject processed the neurofeedback stimulus during 
training, we split the time course of each trial into the following time windows (Figure 
6.2): 1. “attend window”, (-500 ms to 0 ms relative to motion direction change) the 
period during which subjects were instructed to attend to the direction of motion in one 
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visual field. The change in the direction of attended motion provides the cue for 
switching attention to the aperture in the opposite visual field; 2. “switch” window (from 
motion direction change (0 ms) to average time to switch attention (tswitch)) between the 
cue to switch attention and the averaged timing for the specific subject to switch attention 
relative to the motion direction change (for computation methodology, see section 6.2.7), 
3. “response” window (tswitch to tswitch+500 ms) subjects respond to the colored disc after 
they switched attention. The duration of all time windows was 500 ms, except for the 
switch window because the averaged switch time varied between subjects. The purpose 
of having the windows identical is to be able to compare between them. We selected the 
500 ms duration because of the jittered display time of the “attend” window. For the 
“attend” window, we collected sensors data 500 ms before and up to when the cue to 
switch attention occured.  
To monitor the effects of the feedback thermometer on cortical activation and 
connectivity, we also recorded a fourth time window (“feedback” window). In the 
“feedback” window (tfb to tfb + 500 ms), subjects were presented the feedback 
thermometer representing how fast they switched their attention between trials.  
We report the analysis only from the “attend,” “switch,” and “feedback” windows since 
they were directly involved in the neurofeedback training protocol. In the “attend” 
window, subjects prepared to switch attention when the motion direction changed, and in 
the “switch” window, they switched spatial attention from the attended aperture to the 
aperture in the opposite visual field. We reported the results in the “response” window in 
Appendix section A.3. 
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Figure 6.2. The stimulus time windows. We divided the MEG sensor data into four time 
windows relative to the cue to switch attention, which is defined to be at 0 ms. The four 
windows are as follows: the “attend” window where subjects were cued via an arrow to 
attend to either the left (LVF) or right visual field (RVF) (-500 ms to 0 ms), the “switch” 
window where subjects respond to the motion direction change cue by switching attention 
to the opposite visual field (from 0 ms to tswitch, the averaged time to switch attention),  the 
“response” window, where subjects respond to the color of the disc in the opposite aperture 
(0 to 500 ms after tswitch), and the “feedback” window which displays the feedback 
thermometer (0 to 500 ms after tfb). 
6.2.7 Computation of “Switch Time” 
The purpose of the neurofeedback was to train subjects to decrease the time 
required to switch covert spatial attention (the “switch time”). In order to accomplish this, 
we trained a decoding algorithm to detect the attention to the LVF or the RVF.  
The decoding algorithm was trained through the following procedure: MEG sensor data 
were reduced to 30 dimensions through principal component analysis. Time point 
samples from the MEG sensors data were randomly chosen from the “attend” window 
and labeled according to the attended visual field. The Gabor-Morlet wavelet was 
computed to filter the data at the sampled time points into different frequency bands. 
Partial least squares were applied to the filtered data to obtain 10 orthogonal components 
that best separated the data into the corresponding labeled attended field. A linear support 
vector machine (SVM) was trained on these 10 components to find the optimal 
hyperplane that separated LVF and RVF (Rana, Pantazis, & Vaina, Submitted).  
Stimulus divided into three periods!
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“attend” window 
(-500 ms to 0 ms) 
Average Time for Subject to Switch Attention 
        (tswitch) 
Time zero 
(0 ms) 
“switch” window 
(0 ms to tswitch) 
“response” window 
(tswitch to tswitch + 500 ms) 
81 
“feedback” window 
(tfb to tfb + 500 ms) 
Feedback is 
presented (tfb) 
  
148 
To measure the “switch time”, we computed a “state signal” by applying SVM 
over the time course of the trial. The state signal is a one-dimensional time-varying signal 
whose value represents its distance from the hyperplane separating classification of 
attention allocated to the LVF or RVF. This allows tracking of whether the subject’s 
brain activation corresponds to attending to LVF or RVF. Zero crossing of the state 
signal represents the switch of attention between the two visual hemifields. The “switch 
time” is measured as the peak to peak time from one side of the hyperplane to the other. 
We used a threshold of 2 standard deviations from zero (zero distance from the 
hyperplane) to classify the state signal into attention allocated to the LVF or RVF.  
In this paper, our goal is to compare change in “switch time” from trial to trial in 
each block of neurofeedback training. To achieve this the decoder was trained on all trials 
but one. The remaining trial was used to compute “switch time.” We repeated this for all 
trials in the block.  
6.3 Cortical MEG measures  
We localized clusters of activation on the cortex and used them as a basis for 
defining the ROIs (section 6.3.1). The activation in each ROI was separated into 
frequency bands using wavelet filtering (section 6.3.2) and using Frequency Granger 
Causality (section 6.3.3) we measured directional functional connectivity. Statistics and 
methodologies applied to investigate the characteristics of activation and cortical 
connectivity are described in detail in section 6.3.4 for the neurofeedback task and in 
section 6.3.5 for the spatial attention control task. 
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6.3.1 ROI selection 
 
Figure 6.3. Selected ROIs on one subject’s inflated brain surface. Dark grey indicates sulci 
and light grey indicates gyri. Green markers indicate the location and border of ROIs. 
We mapped noise-normalized activation across the cortical surface using the 
dynamic statistical parametric map (dSPM) (Dale et al., 2000). This method uses the 
noise-covariance matrix, computed during the interstimulus interval, to normalize 
activation at each source location. Due to the smoothness of the dSPM on the cortex, 
activation was found in clusters of uniform activations.  
In order to obtain a uniform set of regions across subjects, we morphed the dSPM 
from individual subjects’ cortical surface onto the fsaverage brain using the non-linear 
spherical mapping technique (Fischl et al., 1999). In this method, individual cortical 
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surfaces were mapped to a spherical surface non-linearly, adapting to the folding pattern 
of the individual’s brain, and then mapped onto the fsaverage brain. The ROIs were 
defined by those clusters whose activation was significantly high compared to the 
interstimulus interval (z > 2) and were common (with overlap) to all the subjects. Figure 
6.3 illustrates the ROIs in a single subject. 
6.3.2 Oscillatory activation 
In each subject, ROI activation was filtered with a Gabor-Morlet wavelet filter of 
temporal bandwidth 4 cycles and frequency width of 4 Hz sampled in 50 ms steps in the 
time range from -1 to 3 seconds relative to the beginning of the switch period and 
sampled in the frequency range between 8 Hz to 90 Hz in logarithmic steps. The 
logarithmic sampling of frequency was chosen to linearize the scaling of frequency 
bandwidth. Averaged wavelet activation was computed through averaging wavelet power 
coefficients separately over the alpha (8-13 Hz), beta (13-30 Hz), and gamma bands (30-
90 Hz).     
6.3.3 Functional Connectivity  
In each subject, directional functional connectivity was measured by Frequency 
Granger causality (FGC) using the Multivariate Granger Causality (MVGC) Toolbox 
(Barnett & Seth, 2014). FGC is the spectral version of Granger Causality (Geweke, 
1982). The measure fits an autoregressive model to the ROI time courses and finds the 
reduction in error power through the joint estimate of one ROI time course using the past 
values of another ROI time course. We computed the Frequency Granger scores by using 
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the following formula (Geweke, 1984): 
!"→$ % = −*+ 1 − Σ$$ − Σ"$/ /Σ$$ 1"$(%) /4""(%)  
where Sii(f) is the power spectrum of ROI time course i at frequency f , Hij(f) is the 
fourier-transformed autoregressive coefficients at frequency f,  ii is the covariance 
matrix of the residuals of ROI I, and ij is the cross-covariance matrix of the residuals of 
ROI i and j. We used a logarithmic sampling of frequency matching the sampling for 
wavelet activation (described in section 6.3.3). To obtain a representative score for each 
frequency band, the Granger score was summated across frequencies within alpha, beta, 
gamma bands.  
6.4 Analysis of the rt-NFB task 
We carried out statistical analyses to characterize changes to oscillatory activation 
(section 6.4.1) and to functional connectivity (section 6.4.2) during the switch and during 
feedback presentation (section 6.4.3). We correlated changes in speed of attention to 
both, changes in oscillatory activation and in functional connectivity over the course of 
training (section 6.4.4). 
6.4.1 Characterization of oscillatory power 
Oscillatory power was averaged in the alpha, beta, and gamma bands within each 
window. In order to measure whether similar regions between the two hemispheres 
functioned similarly, we computed between each pair of ROIs the asymmetry index (AI) 
defined as follows: 
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AI = PRH – PLH / (PRH + PLH),  
where PLH and PRH are the normalized power estimates in pairs of corresponding ROIs in 
the left (LH) and right hemisphere (RH). Normalization was done by dividing power in a 
time window by the averaged power in the interstimulus interval between trials. For each 
pair of ROIs we tracked changes in asymmetry over the course of sb-NFB training by 
modeling AI through an ANCOVA analysis with subject as a random effect, the cued 
location as a fixed effect, and the training day as a covariate. 
We also computed the modulation index (MI), the normalized difference of 
activation between attention to the left (LVF) and the right visual field (RVF), using the 
following formula: 
MI = PRVF – PLVF / (PRVF + PLVF),  
where PRVF and PLVF are the power estimates during trials where the subject is cued to the 
RVF and the LVF respectively. We tracked changes in MI over the course of sb-NFB 
training using an ANCOVA analysis with subject as a random effect and the training day 
as a covariate. The MI is a measure of the difference in activation between attention to 
left and right visual field, and therefore we did not include cued location as an effect. 
Since values ranged from -1 to 1, we applied the hyperbolic arctangent function to the 
dataset prior to application of the ANCOVA model. 
6.4.2 Changes in cortical connectivity during sb-NFB training 
To evaluate the changes in directional cortical connectivity during sb-NFB 
training we computed FGC (section 6.3.3). The Granger score from FGC represents the 
causal power of predicting one time course over another time course. An increase in 
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Granger score means that the signal in one ROI was causally more related to the signal in 
another ROI. To find connections that changed in Granger score consistently across 
subjects over the 6 training days, we first computed Frequency Granger Causality in each 
of the 3 time windows (section 6.4.1). We performed the ANCOVA analysis for each 
connection within the time windows in each frequency band with the training session as a 
covariate and the subject ID as a random effects variable. To identify the direction of 
change of the Granger scores that significantly increased or decreased, we computed a 
post-hoc Pearson correlation on the results from the ANCOVA analysis (p < 0.05). 
6.4.3. Relating the feedback cue to cortical activation and connectivity 
We measured the effect of viewing the feedback thermometer on cortical 
activation and connectivity during the “feedback” window. For each NFB training day 
and for each individual subject, we computed the Pearson correlation between the height 
of the thermometer and oscillatory activation during the “feedback” window in the alpha, 
beta, and gamma bands. To determine the correlation change over time, we computed an 
ANCOVA analysis on the correlation scores for each ROI and frequency band separately 
with the day of training as a covariate and subject ID as a random effect.  
There was too little data per trial to correlate connectivity with FGC to feedback 
thermometer height on the individual trial basis. Instead, to measure the changes in 
cortical connectivity during the “feedback” window, we computed an ANCOVA analysis 
for each connection with the training day as a covariate and subject as a random effect. 
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6.4.4. Correlation of changes in switch time with changes in ROIs activation and cortical 
connectivity 
To characterize how performance in the neurofeedback task affected cortical 
activation and connectivity, we calculated for each subject the ratio of the averaged 
“switch time” between the first day and the last day of sb-NFB training (“switch time” 
ratio). We also computed the ratio between each ROI’s activation and each pair of ROI’s 
Granger score between the first day and the last day of training (cortical measure ratios). 
We computed Pearson correlation between the “switch time” ratios and each of the 
cortical measure ratios. High correlation in either ROI activation or Granger scores would 
suggest that a link between cortical measures and subject’ s success on decreasing the 
time needed to switch attention after the cue (motion direction change in the attended 
aperture).   
6.5 ROI activation and connectivity in the Spatial Attention Control Task 
The spatial attention control task was administered before the start of NFB 
training in the first day and after completion of training in the last day. To characterize 
how activation and connectivity changed between the two days of presentation, we 
compared oscillatory power and frequency Granger causality before and after training. In 
this task, the purpose was not to measure the timing of attention switching, and therefore 
the detection time of the motion was not measured. Instead, we calculated the oscillatory 
and connectivity over the time-course of the trial. 
First we computed oscillatory activation averaged in the alpha, beta, and gamma 
bands in 50 ms steps (section 6.3.2). Second, we computed Granger Causality between 
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the ROIs within 100 ms windows shifted at 10 ms increments (section 6.3.3). To smooth 
the time courses of activation and connectivity, we applied a Hanning window of full-
width at half maximum length of 150 ms. 
The EVC, MT+, VIP, SPL, DLPFC, VLPFC, and RPFC ROIs active in the 
neurofeedback task were also active in the spatial attention control task. However, the 
dACC, FEF, and STS ROIs were not active in control task. An ANOVA was applied to 
log-transformed frequency-band activation across time of a trial in each ROI. We 
measured the full interactions between the following fixed-effect factors: day (data 
acquired before NFB training started or after training was completed), the cued location 
(LVF or RVF), and the cue validity. The subject ID was modeled as a random effect.  
We modeled the Granger score in each time window through an ANOVA 
analysis. As in the ROI analysis, the fixed effects included the following factors:  day, 
cued location, and cue validity and the subject was treated as a random effect.  
6.6 Results 
In this pilot study, five subjects underwent 6 days of rt-NFB training in MEG 
using the sb-NFB protocol applied to the task described above. The results here describe 
a series of analyses to extract a few key components to understand the effects of sb-NFB 
training on the “switch time,” the time required to switch spatial attention: (1) How does 
the target of neurofeedback training, the “switch time,” change during the course of 
training? How does the underlying activation pattern change to detect the “switch time?” 
(2) How does cortical activation and connectivity change during the course of training? 
(3) Can we measure the transfer of the learned reduction of “switch time” to a separate 
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spatial attention task?  The first component is addressed in the first two sections. We 
report how the calculated “switch time” changed in the five subjects in section 6.6.1.  
Next, we presented the sensor mapping used to detect the attention state, and measured 
how they change in the course of training (section 6.6.2). The second component was 
addressed in a series of sections, each focusing on a different aspect of activation or 
connectivity. We characterized changes to ROI oscillatory activation measures (section 
6.6.3) and functional connectivity (section 6.6.4) across the 6 days of training. Through 
Pearson correlation we related the height of the feedback thermometer to cortical 
activation and connectivity (section 6.6.5).  In section 6.6.6, we discussed correlations of 
changes in the speed of “switch time” of spatial attention with changes in oscillatory 
activation and in functional connectivity. To address the third component, we measured 
behavioral, cortical activation and functional connectivity changes in a spatial attention 
control task (the results are discussed in section 6.6.7).  
6.6.1 Behavioral Performance during NFB training  
“Switch time” was computed using the method described in section 6.2.7. Figure 
6.4 illustrates the “switch time” for each subject across every training day. In the five 
subjects there was a significant decrease in “switch time” (one tailed Wilcoxon Ranked 
Sum (WRS) Test, p < 0.05). In subjects S3 and S5 the decrease of “switch time” was 
significantly higher (WRS, p < 0.001). 
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Figure 6.4. “Switch Time” across the 6 days of sb-NFB training in each participant. The y-
axis represents the “switch time,” and the x axis the days of training. Error bars represent 1 
standard error above and below the mean. 
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6.6.2 MEG Sensor map reflecting separation between attention states during sb-NFB 
training 
In this section, we show the sensor weighting components used in the “switch 
time” calculation for the neurofeedback cue, output from the partial least squares 
computation. This section reveals the patterns of sensor activations that resulted in 
classifying the left and right attention state. The sb-NFB algorithm produced a set of 
orthogonal “components” consisting of weights on all 306 sensors in each of the 
frequency bands described in section 6.2.7 (theta, alpha, beta, and gamma). The gamma 
band, due to its high frequency and variability, did not result in informative classification 
information (less than 5% discrimination power in the first component).  The sensor 
weights were either positive or negative. The sign of sensor weights suggest that the 
algorithm identified a pattern of activation where high power in the positive areas was 
correlated with low power in the negative areas. We monitored the changes to the 
patterns over the course of training, to find if the pattern was maintained or it 
strengthened with training. Figure 6.5 shows the maps of the magnetometers’ weights 
from the partial least squares computation. The first three components comprised 76% of 
the weights in the theta, alpha, and beta bands (shown in Figure 6.5). The magnetometers 
are oriented to measure the fields directly below them, thus the magnetometer map 
represents the spatial arrangement related to the underlying cortical activity. 
 
  
159 
 
Figure 6.5. Illustration of magnetometer sensor weighting across sensor cap for the first 3 
components from partial least squares.  We show the case when attention to the LVF, which 
is mostly processed in the right hemisphere. The first component best separates the LVF 
and RVF attention states.  The levels shown reflect weighting of the sensor (black dots) in 
that component. The upper triangle in each map (nose) is the front of the sensor cap. 
In the first component, the alpha band has strong power in right hemisphere 
occipital sensors anti-correlated with right hemisphere parietal and temporal sensors. 
There is anti-correlation in the alpha parietal sensors between the alpha band and beta 
band. This suggests that the results of the PLS computation show that beta power is high 
when alpha power is low in the right hemisphere parietal and temporal lobe, and the 
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strength of this alpha/beta ratio discriminates between attention to the left or right visual 
field. Pearson correlation of the projection of this component onto the sensor data across 
training days did not reveal significant change over the course of training (rho = -0.203, p 
= 0.282). 
 In component 2, there was significant involvement of occipital and parietal 
sensors in alpha-band. The alpha-power in the left and right hemisphere sensors were 
anti-correlated. There was a significant, correlated component of alpha and theta power in 
the frontal sensors straddling both hemispheres. This suggests a relationship between the 
frontoparietal and the occipital-parietal sensor activation.  The Pearson correlation 
showed a weak trend of a decrease in significance of the Second Component through the 
days of training (rho = -0.341, p = 0.065), suggesting that the occipital activation, 
correlated with frontal activation, decreased during training.  
In component 3, in all three frequency bands there were mostly prefrontal sensors 
activations in both, the left and right hemispheres. There was also some contribution of 
alpha power in the occipital sensors activations. The Pearson correlation did not show a 
significant correlation between the activations in the third component   and the day of 
training (rho = 0.173, p = 0.360). However, since the correlation was positive it suggests 
a trend of increasing power of this component during sb-NFB training. 
These results show that activation patterns between different lobes was necessary 
to best separate LVF and RVF. The first pattern combined occipital alpha-band power to 
a beta/alpha-band ratio in the right parietal/temporal lobe. The second pattern lateralized 
left and right alpha-band occipital activation combined with frontal sensors in theta-band 
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and alpha-band. The third pattern consisted of a different pattern of frontal sensors and 
occipital sensors. 
6.6.3 Characterization of Cortical Oscillatory Power during sb-NFB training 
In this section, we measured the Asymmetry Index and Modulation index to 
characterize how activation changed during sb-NFB training. First, we computed the 
Asymmetry Index (AI) to characterize the lateralization of ROIs on each day of training. 
To determine the effect of sb-NFB training on AI, we applied an ANCOVA analysis on 
the AI with factors: training-day and cue location. By doing so, we monitored how 
lateralization changed over the course of training. 
The “attend” window consisted of patterns of increasing hemispheric 
lateralization of activation over the course of training. For instance, there was a 
significant effect of the training-day factor on the beta-band AI (F(1,5) = 13.69, p=0.014) 
and gamma-band AI (F(1,5) = 47.18, p=0.001) in DLPFC. Post-hoc correlation analysis 
between the AI and the day of training showed an increase of lateralization of activation 
in both the beta-band (rho = 0.726) and gamma-band (rho = 0.712). There were three 
additional regions whose activations in these frequency bands had a significant 
interaction between the cue location and training day factors: VIP in the gamma band 
(F(1,5) = 8.38, p = 0.034, RVF: rho = -0.498, LVF: rho = 0.747), SPL in the gamma band 
(F(1,5) = 7.37, p = 0.042, RVF: rho = 0.783, LVF: rho = -0.047), and VLPFC in the beta 
band (F(1,5) = 7.97, p = 0.037, RVF: rho = -0.466; LVF: rho = 0.455).  Post-hoc 
correlation analysis showed that in these three regions the sign of the AI depended on the 
spatial location of attention (RVF or LVF), and that the asymmetry of the activation 
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increased over the course of sb-NFB training. 
In the “switch” window, we found a significant interaction in the beta-band 
between cue location and training day as shown by the AI in the precuneus (F(1,5)=8.68, 
p = 0.032, RVF: rho = -0.737, LVF: rho = 0.622). As in the “attend” window, the sign of 
AI was affected by the attention location, and the asymmetry increase during training. 
Furthermore, there was a significant effect of the training day factor on the beta-band AI 
in DLPFC (F(1,5) = 28.90, p = 0.003, rho = 0.898). The DLPFC activation was stronger 
in the right hemisphere and had increasing AI over time.  
The Modulation Index (MI) addressed how much the activation was affected by 
attention location (RVF or LVF) during sb-NFB training. To determine the effect of sb-
NFB training on MI, we applied an ANCOVA analysis on it with training-day as a 
covariate and the subject as a random effect. Significant effects of this analysis would 
show that training affected the modulation of attention location on the particular ROI 
over the course of training. In the “attend” window, there was a significant effect of the 
training day factor on left hemisphere SPL MI in the alpha band (F(1,5) = 10.25, p = 
0.024, rho=0.891), on left hemisphere VLPFC MI in the beta band (F(1,5) = 7.60, p = 
0.040, rho = -0.827), on right hemisphere dACC MI in the gamma band (F(1,5) = 10.75, 
p = 0.022, rho = 0.391), and on right hemisphere VLPFC in the gamma band 
(F(1,5)=13.20, p = 0.015, rho = 0.705). The MI in SPL and VLPFC increased with 
training, whereas MI in dACC decreased with training.  
In the “switch” window, there was a significant effect of the training day factor on 
MI in the beta band in right hemisphere precuneus (F(1,5) = 11.02, p = 0.021, rho = -
  
163 
0.665), in the alpha (F(1,5)=22.78, p = 0.005, rho = -0.925) and beta bands 
(F(1,5)=25.30, p = 0.004, rho = -0.659) in left hemisphere dACC, and in the gamma band 
in left hemisphere DLPFC (F(1,5) = 8.10, p = 0.036, rho=-0.701). In all areas during the 
“switch” window, the value of the MI decreased over the course of rt-NFB training.  
The outcome of the AI and MI computations suggests that training resulted in the 
general increase of lateralization of activation and increase in sensitivity to attention 
location in the “attend” window during training, whereas activation in the “switch” 
window became less lateralized and less affected by attention location.  
6.6.4 Changes to functional connectivity during sb-NFB training  
Figure 6.6A shows the connections that significantly increased or decreased in 
Granger score during the sb-NFB training. We reported the connections that had a 
significant effect of the training day factor and whether the correlation of the Granger 
score increased (blue) or decreased (red) during training (for numerical results, see Table 
A.2). An increase in Granger score implies that one ROI’s activation has a stronger 
causal influence over another ROI’s activation, suggesting strengthened functional 
communication.  
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Figure 6.6. Changes in Frequency Granger Causal connections during sb-NFB training. (A) 
Each circle plot shows Frequency Granger Causal connections significantly affected by 
training (ANCOVA, p < 0.05) with blue lines representing increases and red lines 
representing decreases over the course of neurofeedback training. Top row represents 
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alpha-band connectivity, middle row represents beta-band connectivity, and bottom row 
represents gamma-band connectivity in the attend (left), and switch windows (right).  (B) 
Number of connections that increased (blue) or decreased (red) during neurofeedback 
training in the “attend” window (left) and “switch” window (right) in the alpha, beta, and 
gamma bands. The height of each bar is the number of connections that had a significant 
effect of the training day factor from the ANCOVA analysis (section 6.4.3).  
We summarized the number of increasing and decreasing connections in the 
networks using bar graphs in Figure 6.6B. In the “attend” window in the alpha band, 
more connections decreased during sb-NFB training (n=10) than increased (n=6). In the 
beta and gamma bands, all connections increased in strength during training. In the 
gamma band a larger number of connections increased in the “switch” window (n=32) 
than in the “attend” window (n=16). This shows that overall, connectivity increased over 
the course of neurofeedback training. The gamma band had the most pronounced increase 
in connectivity.  
6.6.5 Correlation of changes in “switch time” and cortical activation and connectivity in 
the first and last day of NFB training  
We correlated the changes in performance in each of the five subjects to the 
changes in activation and connectivity over the course of training. By doing so, we find 
the cortical implementation that was conducive to increasing the speed of attention. We 
present these results as a proof of concept, because here we only used 5 subjects. In the 
future we would use a large number of subjects to conduct a similar analysis. 
Figure 6.7A we show the significantly correlated activation and connectivity 
changes in the “attend” window. The significance levels of the connections are reported 
in Appendix Section A.4. Subjects who were more successful in reducing “switch time” 
had a greater decrease of beta-band activation in both left and right hemisphere MT+ 
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(LH: rho = 0.866, p = 0.027, RH: rho = 0.838, p = 0.037) and a greater decrease of alpha 
band activation in left hemisphere FEF (rho = 0.969, p = 0.001). The connectivity in beta 
band, however, generally increased in the subjects who had a greater reduction of “switch 
time.”  
In Figure 7B, we show the significantly correlated activation and connectivity 
changes in the “switch” window. Changes to ROI activation in the alpha band was 
positively correlated with changes in “switch time” in left-hemisphere RPFC (rho = 
0.895, p = 0.016), right-hemisphere VLPFC (rho = 0.842, p = 0.035), and right-
hemisphere FEF (rho = 0.902, p = 0.014). The connectivity shows a general positive 
correlation as well in the gamma band. The positive correlations indicate that subjects 
with more success in reducing “switch time” had a greater decrease of alpha band 
activation and gamma band connectivity during the “switch” window. 
Our results here show that success in sb-NFB training resulted in a network of 
beta-band connections from right hemisphere FEF to right-hemisphere precuneus, which 
fed into left and right hemisphere MT+ during the “attend” window, whereas there were 
mostly gamma-band connections amongst frontoparietal regions that decreased. Similar 
to the section on activation and connectivity, we find a pattern of changes of 
strengthening in the “attend” window and weakening in the “switch” window. 
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Figure 6.7. Correlated Activation and connectivity during the (A) “attend” window and (B) 
the “switch” window. Regions or bands correlated with activation are represented by colors 
(blue: correlated with alpha activation or connectivity, orange: correlated with beta 
activation or connectivity, red: correlated with gamma activation or connectivity). 
6.6.6 Cortical Activation and Connectivity during feedback thermometer presentation 
In the previous sections, we described how cortical activation and connectivity 
changed over the course of training during the stimulus presentation, revealing the 
changes in cortical implementation. In this section, we discuss cortical activations and 
connectivity after the feedback bar was presented (in the “feedback” window). By doing 
so, this shows the cortical processing inducing the changes leading to neurofeedback 
learning by processing the height of the feedback bar. Significant correlation scores 
(Pearson correlation, FDR corrected p < 0.05) were obtained in 3 out of the 5 subjects 
(Table 6.1). In those 3 subjects the most significant effects were found in left hemisphere 
sensory regions (MT, VIP, STS) in the gamma band during the first day of sb-NFB 
training. 
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Subject Band ROI Day 
S1 Gamma STS-rh 1 
S2 Gamma MT+-lh 1 
S2 Beta RPFC-lh 4 
S2 Gamma dACC-rh 1 
S5 Gamma MT-lh 1 
S5 Gamma VIP-lh 1 
S5 Gamma STS-lh 1 
S5 Beta VIP-lh 1 
Table 6.1. Significant Pearson correlation (FDR corrected p < 0.05) in each subject within 
each frequency band (Alpha, Beta, Gamma), each ROI (denoted left or right hemisphere by 
suffix –lh or –rh, respectively), and the day of training (1-6).  
We computed an ANCOVA analysis to monitor the changes in correlation score 
during NFB training (Table 6.2). As in the previous analysis, the included ROIs tended to 
be in the left hemisphere sensory regions (MT+, VIP, and STS). Other than left-
hemisphere VIP correlation and right hemisphere alpha correlation, scores were generally 
negatively correlated with the thermometer height and had a decrease in the strength of 
correlation over the course of training. The negative correlation indicates that the 
activation was higher when the feedback thermometer was lower. The decrease indicates 
that during training, the strength of correlation became weaker. This suggests that the 
most significant correlation was during the early days of training, with lower feedback 
resulting in increased modulation of these regions. In the following days of training, the 
strength of the correlation decreased, suggesting the training effect was learned. In 
contrast to these results is the positive, increasing correlation score in VIP. The results 
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from VIP activation suggest its activation was instead becoming more correlated with the 
height of the feedback thermometer over training, with higher feedback score resulting in 
a higher feedback thermometer 
Band ROI Inc/Decreasing Negative/Positive 
Alpha MT+-lh Decreasing Negative 
Beta MT+-lh Decreasing Negative 
Beta VIP-lh Increasing Positive 
Alpha VIP-rh Increasing Positive 
Beta VIP-rh Decreasing Negative 
Alpha STS-lh Decreasing Negative 
 
Table 6.2. ROI activations with significant effect of training day on correlation with 
(ANCOVA, FDR corrected p < 0.05) within each frequency band (Alpha, Beta, Gamma). 
The increasing/decreasing column reports whether the squared correlation score (strength 
of correlation) was increasing or decreasing. The negative/positive column reports whether 
the correlation was negative or positive. ROI suffix denote whether it is in the left or right 
hemisphere (–lh or –rh respectively). 
 We measured the changes of connectivity over the course of NFB training in the 
“feedback” window (Figure 6.8). Like the “attend” and “switch” windows reported in the 
previous section, there were more connections that increased in strength than decreased. 
In the beta and gamma bands, there is a noticeable separation of connectivity, with left-
hemisphere VIP highly connected with left-hemisphere frontoparietal regions. In the right 
hemisphere, the precuneus is highly connected with left and right visually-responsive 
regions. 
 The activation and connectivity results in the “feedback” window suggest a 
modulation of sensory activation, particularly in the left hemisphere. Left hemisphere 
VIP and precuneus are significantly connected hubs which mediate connectivity with the 
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frontoparietal and sensory regions. 
 
Figure 6.8. Changes in Frequency Granger Causal connections during sb-NFB training in 
the “feedback” window. Each circle plot shows Frequency Granger Causal connections 
significantly affected by training (ANCOVA, p < 0.05) with blue lines representing increases 
and red lines representing decreases over the course of neurofeedback training. Top row 
represents alpha-band connectivity, middle row represents beta-band connectivity, and 
bottom row represents gamma-band connectivity in the attend (left), and switch windows 
(right).   
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6.6.7 Changes to the behavioral performance and cortical activation and connectivity 
Spatial Attention Control Task after sb-NFB training 
The control task was used to measure the transfer of learning of “switch time” to 
another attention task involving switch of spatial attention. We measured behavioral 
performance, cortical activation, and functional connectivity in this task before and after 
the sb-NFB training. 
 
Figure 6.9. Reaction time in Posner task categorized by cue validity (valid, invalid) and day 
(first day, last day). Error bar represents one standard error above the mean reaction time. 
The performance across all subjects in the control task was very high (98.09% 
mean) with reaction time 691.7 +/- 233.4 ms. Due to the high performance across 
subjects, we focused the behavioral analysis on reaction time.  
We computed a mixed-effects generalized linear model of the reaction time fit 
with an inverse Gaussian distribution (Lo and Andrews, 2015). We modeled all 
interactions between the following factors: the day (before or after NFB training), the 
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cued location (to the left or right), the validity of the cue (target presented in the same 
side or opposite side indicated by the arrow), and the subject ID as a random effect. 
There was a significant interaction with the day and the cue validity (F(1,3325) = 
4.325, p = 0.038), as well as significant main effects of the day (F(1,3325) = 180.194, p < 
0.001) and the cue validity (F(1,3325) = 180.194, p < 0.001).  Figure 6.9 shows the mean 
and standard errors of the day and cue validity factors. There was a small increase in 
reaction time after training than before training. There was also a significant interaction 
between cue validity and attended location (F(1,3325) = 19.669, p < 0.001), but with no 
interaction with the day (before or after NFB training) suggesting that subjects were 
biased in responding to motion in one hemifield (either left or right).  
 
Factors ROI Band Window Start (ms) End (ms) 
Cue Validity EVC-lh alpha targ 700 900 
Cue Validity EVC -lh beta targ 700 950 
Cue Validity MT-rh alpha targ 800 950 
Cue Validity MT-rh beta targ 700 750 
Day EVC -lh gamma cue -500 -50 
Day EVC -rh alpha cue -950 -450 
Day EVC -rh gamma targ 250 1000 
Day MT-lh gamma cue -950 -600 
Day MT-lh gamma targ 0 950 
Day MT-rh alpha cue -1000 0 
Day MT-rh alpha targ 0 1000 
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Day MT-rh beta targ 450 500 
Day MT-rh gamma targ 150 950 
Day DLPFC-lh alpha targ 900 950 
Day DLPFC-rh alpha cue -900 0 
Day DLPFC-rh alpha targ 0 1000 
Day DLPFC-rh beta cue -500 -150 
Day DLPFC-rh beta targ 950 1000 
Day DLPFC-rh gamma cue -950 -50 
Day DLPFC-rh gamma targ 50 1000 
Day RPFC-rh alpha cue -1000 0 
Day RPFC-rh alpha targ 0 1000 
Day RPFC-rh beta targ 500 600 
Cue Location*Cue 
Validity EVC -lh alpha targ 500 1000 
Cue Location*Cue 
Validity EVC -rh alpha targ 600 850 
Cue Location*Cue 
Validity MT-lh alpha targ 450 850 
Cue Location*Cue 
Validity MT-rh alpha targ 500 900 
Table 6.3. Significant activity (FDR corrected p < 0.05) affected by the following factors: 
Cued Attention Location (Cue Location), Cue Validity, and Training Day (Day).  The * 
indicates interaction between factors. Start and end columns indicate when significance of 
connectivity starts and ends. The suffix of regions –lh and –rh indicates the hemisphere of 
the area: left hemisphere and right hemisphere respectively. The window represents the 
time window in which the significant activity was detected (during the cue (cue), when the 
target was presented (targ)). The time window of significance is reported by its starting time 
and ending time, relative to the appearance of the target (t = 0 ms).  
 
Table 6.3 lists the results of the ANOVA analysis relating oscillatory activation 
with the stimulus factors (cue location, cue validity) and the day of presentation (first day 
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before NFB training began vs last day after the end of NFB training). Activation changes 
due to cue location or cue validity were not affected by the sb-NFB training, since there 
were no significant effects of the day interacting with these two factors.  We found that 
gamma band activation decreased significantly after the sb-NFB training in both left and 
right hemisphere MT+ after the target appeared (e.g. right hemisphere MT+: first day 
mean = 0.401 +/- 0.031, last day mean = 0.387 +/- 0.031) and in DLPFC during the full 
time course of the trial (first day mean = 0.537 +/- 0.014, last day mean = 0.504 +/- 
0.014). Alpha band activation in right hemisphere DLPFC (first day mean = 0.937 +/- 
0.060, last day mean = 1.287 +/- 0.060) and RPFC (first day mean = 0.373 +/- 0.013, last 
day mean = 0.455 +/- 0.013) increased. Also, beta band activation in right hemisphere 
DLPFC increased (first day mean = 0.771 +/- 0.029, last day mean = 0.934 +/- 0.029). 
 
Table 6.4. Significant functional connectivity (FDR corrected p < 0.05) affected by the 
following factors: Cued Attention Location (Cue Location), Cue Validity, and Training Day 
(Day).  The * indicates interaction between factors. Start and end columns indicate when 
significance of connectivity starts and ends. The suffix of regions –lh and –rh indicates the 
hemisphere of the area: left hemisphere and right hemisphere respectively. The time 
window of significance is reported by its starting time and ending time, relative to the 
appearance of the target (t = 0 ms). 
Factors From To Band Start (ms) End (ms) 
Cue Location MT+-rh EVC-lh alpha -200 -130 
Cue Location MT+-rh EVC-lh beta -200 -130 
Cue Location MT+-rh DLPFC-rh gamma 360 410 
Cue Validity MT+-rh RPFC-rh beta 310 530 
Cue Validity MT+-rh RPFC-rh gamma 320 450 
Day EVC-lh DLPFC-rh alpha 80 130 
Cue Location*Cue 
Validity 
RPFC-rh MT+-rh gamma 100 170 
Cue Validity*Day MT+-rh DLPFC-rh gamma 170 290 
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Granger Causality resulted in very few connections affected by the day factor 
(Table 6.4). Left hemisphere EVC to right hemisphere DLPFC was weaker after the sb-
NFB training (first day: mean = -331 +/- 1.0686, last day: mean = -42.25 +/- 1.0686). 
There was a significant interaction between cue validity and the day on the right 
hemisphere MT+ to right hemisphere DLPFC connection (invalid cue first day: mean = -
22.78 +/- 1.70, invalid cue last day: mean = -33.12 +/- 1.70, valid cue first day: -30.15 +/- 
0.85, valid cue last day: -28.47 +/- 0.85). The connection became stronger for validly 
cued trials while weakening for invalidly cued trials.  
We have shown here that cortical activity and connectivity were affected by 
neurofeedback training.  However, it is not clear how the changes in activation and 
connectivity directly link to task variables (such as cue validity and cue location). 
6.7 Discussion 
In this chapter, we conducted a series of analyses for the purpose of understanding 
what sb-NFB training is changing in the limited number of subjects in our pilot study. 
Our results suggest that success in neurofeedback training had a strengthening effect of 
beta-band connectivity in the time period prior to the switch of spatial attention (section 
6.7.1), and faster gamma-band connectivity during the switch (section 6.7.2). We also 
show that neurofeedback training affected performance, cortical activation, and 
functional connectivity in the control task (section 6.7.3). 
6.7.1 Strengthened Preparation to Switch Attention  
In the neurofeedback stimulus, the “attend” window was where subjects attended 
to the cued visual field and anticipated the change in motion direction. The VIP, SPL, and 
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VLPFC ROIs increased in lateralization while subjects underwent sb-NFB training. The 
amount of activation in these ROIs also depended on the cued location.  Human VIP 
responds to visual motion (Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1991). In 
a macaque study, Cook and Maunsell found that VIP also responds to attention location 
(Cook & Maunsell, 2002). Both SPL and VLPFC are ROIs with significant roles in 
reorienting spatial attention. SPL is involved in goal-oriented, top-down shifts of 
attention (Behrmann et al., 2004; Rao et al., 1997; Yantis et al., 2002; Yantis & Serences, 
2003). VLPFC is implicated in a ventral attention network for reorienting to behaviorally 
relevant stimuli (Corbetta & Shulman, 2002). Therefore, we suggest that strengthened 
engagement of the VIP, SPL, and VLPFC regions is due to the preparation to switch, 
with SPL and VLPFC preparing for reorienting attention upon detection of the motion 
direction change. 
Training resulted in stronger beta band connections from the right hemisphere 
FEF to right hemisphere precuneus, and then from right hemisphere precuneus to left and 
right hemisphere MT+. The beta band is implicated in top-down attention (Buschman & 
Miller, 2007; Engel & Fries, 2010c; Lee et al., 2013b). The alpha power in FEF 
decreased with training. The alpha-band is involved in the inhibition of function (for 
reviews, see: (Başar, 2012; Klimesch, 2012; Palva & Palva, 2007a)). Therefore, we 
suggest that FEF, involved in covert shifting of attention (Kelley et al, 2007; Yantis & 
Serences, 2003; Yantis et al, 2002) become more engaged when successfully training to 
reduce “switch time.” The strengthened beta network and weakened alpha power suggest 
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that subjects who had more successful reduction of “switch time” were engaging the 
beta-band network.  
6.7.2 Sb-NFB training results in weaker signals during targeted behavior, suggesting 
faster operation 
Unlike the “attend” window, the “switch” window had decreased MI and AI. In 
all regions significantly affected by training in the beta and gamma bands (dACC, 
VLPFC, DLPFC), the modulation index decreased during training. Contrasting with this 
result was the large increase of the strength of gamma-band connectivity amongst RPFC, 
VLPFC, FEF, and SPL during training. The gamma-band is known to be involved in 
bottom-up sensory processing (Buschman & Miller, 2007) and has been suggested as a 
physiological fingerprint of attention (Buzsáki & Wang, 2012; Engel, Fries, & Singer, 
2001; Fries, 2009; Fries, Reynolds, Rorie, & Desimone, 2001). In this task, we are 
training to reduce the duration of the switch time.  Therefore, over time, the cortical 
implementation of the switch is decreasing. In the previous window, we suggested that 
the subject is preparing to switch. In this window, the subject is required to perform the 
switch command as fast as possible. Therefore, the decrease in MI and AI, linked to 
sustained activation, may be due to the subject performing the function faster. Our 
connectivity, however, measures the causal information flow from one ROI to another. 
Therefore, increased significance of the connection in the gamma band suggests stronger 
flow of information between frontoparietal regions, resulting in a faster switch of 
attention. 
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6.7.3 The height of the feedback thermometer affects cortical activation and connectivity 
Our results suggested left hemisphere VIP was a significant hub of connectivity, 
strengthening communication with the left-hemisphere frontoparietal regions during the 
task. As we have discussed in section 7.1, there is evidence of VIP involvement in both 
motion processing and attention. Precuneus, on the other hand, is also implicated in 
attention (Cavanna & Trimble, 2006; Kawashima, Roland, & O'Sullivan, 1995). In the 
“feedback” window, the precuneus had strengthening connectivity with visually-
responsive regions during sb-NFB training. These results suggest the direct modulation of 
sensory regions via connectivity within left-hemisphere VIP and right-hemisphere 
precuneus. 
6.7.4 Transferring “switch time” reduction to a different spatial attention task 
To show that the decrease of “switch time” during sb-NFB training could be 
transferred to similar tasks, we administered the spatial attention control task before and 
after the training protocol. The spatial attention control task is a Posner-like cueing task 
involving shifts of spatial attention. Subjects were first cued to a visual field (left or right) 
and then asked to respond to the direction of motion of an RDK pattern that appeared 
after a random interval of time (validly-cued trials). In 20% of trials, the RDK pattern 
appeared on the opposite side (invalidly-cued trials). In these trials, subjects were tasked 
to switch attention to the opposite visual field and respond to the stimulus on the opposite 
side.  
We found that after NFB training, there was a significant decrease in the 
difference of reaction time between validly- and invalidly-cued trials. We suggest that 
  
179 
with sb-NFB training, subjects successfully trained to reduce their speed of switching 
attention, resulting in a reduced response time when attention switching was necessary in 
the invalidly-cued trials of the control task. 
The activation in the right hemisphere DLPFC was strengthened in the alpha and 
beta bands after training, but weakened in the gamma band. DLPFC is primarily linked to 
a wide variety of executive functions, such as mediating sensory input, task switching, 
and short-term memory (Miller & Cohen, 2001).  We found a connection between right 
hemisphere MT+ and right-hemisphere DLPFC in the gamma band that increased with 
validly cued trials and decreased with invalidly cued trials after NFB training. We 
suggest that this connection is mediating sending the valid cue to DLPFC to respond. 
However, since the gamma-band is linked to active task processing, we suggest that 
DLPFC itself is not mediating the switch due to the decreased gamma-band activation 
and decrease in connectivity when presented an invalidly-cued trial.  
6.8 Conclusion 
In this chapter, we presented the results of our pilot study applying sb-NFB 
training for the purpose of reducing the time required to switch attention from one visual 
field to the other. Most other rt-NFB studies monitored changes to activation within a 
particular trained sensor or ROI (Florin et al., 2014; Gruzelier, 2014). Due to the unique 
nature of the sb-NFB neurofeedback paradigm used here, tracking single sensor or ROI 
activation was insufficient due to measurement and training on brain state. Instead, our 
target for training was the “switch time,” the time required to switch attention between 
the LVF and RVF. The sensor activation that resulted in the detection of the spatial 
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attention location (LVF and RVF) displayed a complex pattern of occipital, parietal, and 
frontal sensors that were interrelated to determine attention location.  
Our results suggest that the sb-NFB training significantly affected preparedness to 
switch, given the strengthened network connections during the “attend” window. We 
suggest that the reduced activation and connectivity during the switch period is an effect 
of the training, due to decreases in “switch time” and lower engagement when subjects 
become more trained on the task.  
We showed that behaviorally, subjects improved in switching attention in the 
invalid cued trials in the control task after training.  There was a significant decrease in 
the difference of reaction time between valid and invalid trials after NFB training. The 
activation patterns show that DLPFC were strengthened in the alpha and beta bands after 
training, but weakened in the gamma band. This is consistent with the strengthening and 
lateralizing effects of the alpha and beta band in the “attend” window.  
We note that this is a pilot study consisting of only 5 subjects. Therefore, this 
chapter serves as a framework in which further studies applying sb-NFB can be applied 
and suggests potential cortical activation and connectivity maps related to the training 
that we may find in a larger study. In addition, in order to measure whether sb-NFB 
training is retained, we would need to re-test subjects weeks after the training protocol 
has ended. Although here we compared within our subject population, further study 
against a control population that does not train on the neurofeedback stimulus would 
support whether the effects reported here are specific to the neurofeedback cue itself. 
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Chapter 7.  Overall conclusion 
We have developed and implemented a series of algorithms for conducting 
various aspects of MEG analysis with the goal of applying them to understanding aspects 
of neuroscience. These new algorithms made up a pipeline for ROI activation and 
connectivity analysis. In particular, we were interested in discovering mechanisms 
underlying higher-level visual tasks, which involve the interplay of multiple cortical 
regions.  
We applied the pipeline to analyze ROI activity and ROI-ROI connectivity of 
MEG data collected from subjects performing moving object detection task during 
simulated forward self-motion. Oscillatory activity and phase synchrony showed that the 
10-Hz alpha-band oscillation played a role in inhibiting visually responsive ROIs and, 
separately, modulating attention in frontoparietal ROIs. We also investigated beta-band 
and gamma-band activation and frequency Granger causality in the same task. We found 
separate stages of processing, with fast parallel detection during the first 200 
milliseconds, followed by a switch to a serial search mechanism. The pipeline provided 
the tools to conduct high-level analyses that produced results of interest to the 
neuroscience and vision research communities.  
Another component of this thesis was in developing a computational paradigm 
that implements real-time MEG neurofeedback. Real-time neurofeedback is increasingly 
used in learning and clinical applications with fMRI and EEG. However, the task that we 
were interested to address is dynamic requiring fast shifts of spatial attention, which is 
critical for monitoring the space around us. In general, previous neurofeedback applied to 
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attention training attempted to train attention bias, which involves the static up-regulation 
and down-regulation of activity. Our algorithm, state-based neurofeedback, aimed at 
training the speed at which subjects switched spatial attention, requiring the training of 
the changes to activity, characterized as brain states. The broader clinical applications of 
this method would be to develop complex strategies and alternate routines via dynamic 
neurofeedback training with this method. In order to make this work translational and 
apply it to clinical situations, we plan to transfer these algorithms to the much cheaper yet 
less spatially precise technology of EEG. 
We trained 5 subjects to reduce their time needed to shift spatial attention 
between the left and the right visual field. Using the MEG analysis pipeline, we measured 
changes to cortical activity and connectivity during the neurofeedback training. Our 
results suggested that subjects strengthened a beta-band network prior to the switch of 
attention, and strengthened a gamma-band network during the switch. We note here that 
this analysis does not validate the neurofeedback method due to the small number of 
subjects. In addition, a comparison of the results to training without the neurofeedback 
cue targeting the speed of switching spatial attention would further support the efficacy 
of this method. However, we show that using this analysis pipeline, we could track and 
quantify changes to cortical activity and connectivity during neurofeedback training.   
 Overall, this thesis lays the groundwork for complex, many-ROI-level analyses of 
single-session MEG data and multi-session rt-MEG neurofeedback data. We have shown 
that we are able to extract highly informative information using these tools, focused on 
oscillatory activation and connectivity.  
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APPENDIX 
A.1 Conditional Dynamic Granger Causality   
A.1.1 Granger Causality (GC), Conditional GC, Frequency GC 
Granger Causality is a measure of prediction power of one time course over 
another (Granger, 1969). The original application was for econometric data, but now it is 
used in many other applications including neuroscience (Seth, Barrett, & Barnett, 2015). 
Given the time course representing two ROIs, with the time courses of ROI 1, X1(t), and 
ROI 2, X2(t), we can model them via the following autoregressive model: AB ' = 	 DBB,$AB ' − EF$GB + DB/,$A/ ' − EF$GB + HB '    (A.1) A/ ' = 	 D/B,$AB ' − EF$GB + D//,$A/ ' − EF$GB + H/ ' ,   (A.2) 
 
where p is the order of the model, A contains the coefficients of the optimal least-square 
error model, and ξ_i (t) is the residual errors of the AR model for time course i.  More 
simply, this set of formulae simply defines an interdependence of X1(t) and X2(t) via the 
terms A12 and A21, which modulate the lags of the corresponding time courses. 
 Granger causality (GC) is the solving of this equation with and without the cross 
terms with A12 and A21. For example, if we want to test if the time course of ROI 1 
“Granger causes,” or has predictive power over, the time course of ROI 2. We test if the 
residual error decreases when we solve the above equations with A21 over solving the 
above equations with A21 set to zero.  The Granger Score is the log ratio of the two 
errors. Theoretically, the Granger score should never be below zero, since that would 
otherwise imply information is lost by introducing the lagged inputs of ROI 1 into the 
model of ROI 2. 
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 Conditional Granger Causality (CGC) is the reformulation of Granger Causality 
for multiple inputs (Ding et al., 2006). The only modification to the equation is that 
additional terms are included for Amn for m and/or n > 2. Similar to GC, testing Granger 
causation from ROI 1 to ROI 2 involves setting A21 to zero. The other ROI time courses 
are retained in the model. This ensures that effects from other ROIs are not considered in 
the model. 
 Granger Causality has also been extended into the frequency domain, called 
Granger-Geweke Causality (Geweke, 1984) or Frequency Granger Causality (FGC). We 
take the Fourier transform of the AR model to produce: DBB % DB/ %D/B % D// % AB %A/ % = IB %I/ %       (A.3) 
 
where elements of A are computed as follows: DJK % = LJK − DJK(E)MN"/OP$F$GB       (A.4) LJK = 0			 * = Q 		LJK = 1			 * ≠ Q   
The Matrix of A elements are inverted to obtain a transfer function matrix of elements H 
as follows: AB(%)A/(%) = 1BB(%) 1B/(%)1/B(%) 1//(%) IB(%)I/(%) ,      (A.5) 
where 1BB(%) 1B/(%)1/B(%) 1//(%) = DBB(%) DB/(%)D/B(%) D//(%) NB.        (A.6) 
 
We used these formulae to compute the spectral Granger score from ROI i to ROI j: 
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!"→$ % = −*+ 1 − STTN SUTV /STT WUT(P) VXUU(P) ,      (A.7) 
 
where Sii(f) is the power spectrum of ROI time course i at frequency f and Σ is the 
covariance matrix of the residuals. 
A.1.2 Dynamic Granger Causality (DGC) 
Lin and colleagues extended GC and Granger-Geweke Causality into a time-
varying formulation called Dynamic Granger Causality (Lin et al., 2009). The principle is 
to pass a sliding window over time to compute the Granger score over small windows. To 
jointly optimize over AR order and window size, Lin and colleagues used the SURE 
criterion: 
€ 
SURE(p,w) = log(εp,w
2 ) + 2pα
ω
       (A.8) 
where w is the length of the window, p is the model order, 
€ 
εp,w
2
 is the mean squared 
residual error from modeling each time series as a time varying AR model of order p and 
of window length w,  and a is a modification term defined in greater detail in (Lin et al., 
2009). 
A.1.3 Conditional Dynamic Granger Causality (CDGC) 
We extended DGC to implement conditional Granger Causality within each time 
window. All parameters are jointly optimized via summation of SURE statistics across all 
ROIs to obtain a SURE score that is, on average, optimal across all pairs. 
 In our implementation, we computed conditional Granger causality (Geweke, 
1984) by time using the Multivariate Granger Causality (MVGC) Toolbox (Barnett & 
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Seth, 2014).  
To assess significance of the statistic, the Granger score I(f) was computed over a 
random permutation of 50% of the trials in each condition over a time window.  This 
process was repeated 30 times as is done in (Vaina et al, 2010). To test against a baseline 
period, we compute Wilcoxon’s rank sum (WRS) between the statistical measures from a 
time-window and the baseline.  To account for multiple comparisons, False Discovery 
Rate (FDR) correction is applied to the set of directional ROI pairs over all time windows 
and frequency bands. 
 
A.2 Connectivity Changes in sb-NFB training of switch time 
The Table A.1 includes all connections corresponding to those in Figure 6.4.  
Window 
Frequency 
Band from to corr 
Training 
Saturation 
Day 
attend alpha dACC-lh SPL-rh 0.790 3.71 
attend alpha dACC-lh VIP-rh 0.763 4.29 
attend alpha dACC-rh VIP-lh 0.662 3.57 
attend alpha DLPFC-lh RPFC-rh 0.945 3.43 
attend alpha EVC-lh DLPFC-rh 0.673 4.71 
attend alpha EVC-lh STS-lh 0.648 4.57 
attend alpha FEF-lh precuneus-lh 0.834 4.29 
attend alpha MT-rh EVC-lh -0.324 3.86 
attend alpha precuneus-lh SPL-lh 0.881 4.00 
attend alpha RPFC-lh STS-rh 0.748 4.86 
attend alpha SPL-rh dACC-lh 0.873 4.86 
attend alpha STS-rh DLPFC-rh 0.975 4.86 
attend alpha STS-rh precuneus-rh 0.457 5.00 
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attend alpha STS-rh RPFC-lh 0.932 4.71 
attend alpha VIP-rh dACC-lh 0.895 3.86 
attend alpha VLPFC-rh dACC-rh -0.478 4.29 
attend beta dACC-rh RPFC-rh 0.821 4.00 
attend beta dACC-rh VIP-lh 0.665 4.00 
attend beta EVC-lh STS-lh 0.518 4.57 
attend beta EVC-rh EVC-lh 0.618 3.14 
attend beta FEF-lh precuneus-lh 0.583 3.57 
attend beta precuneus-lh MT-rh 0.797 4.29 
attend beta RPFC-lh STS-rh 0.906 4.43 
attend beta SPL-rh dACC-lh 0.887 4.14 
attend beta SPL-rh precuneus-lh 0.654 4.57 
attend beta STS-lh EVC-lh 0.431 4.29 
attend beta STS-rh precuneus-rh 0.451 4.71 
attend beta STS-rh RPFC-lh 0.746 4.29 
attend gamma dACC-rh DLPFC-lh 0.723 4.57 
attend gamma dACC-rh precuneus-lh 0.733 4.86 
attend gamma dACC-rh RPFC-rh 0.813 4.00 
attend gamma dACC-rh VIP-lh 0.716 4.43 
attend gamma EVC-rh dACC-rh -0.848 3.00 
attend gamma EVC-rh EVC-lh 0.412 3.43 
attend gamma EVC-rh SPL-lh -0.631 3.29 
attend gamma FEF-lh DLPFC-rh 0.727 3.43 
attend gamma FEF-lh RPFC-lh 0.704 4.71 
attend gamma MT-lh DLPFC-lh -0.695 3.29 
attend gamma MT-rh precuneus-lh 0.481 3.71 
attend gamma MT-rh RPFC-rh 0.071 4.43 
attend gamma MT-rh SPL-rh 0.772 4.86 
attend gamma precuneus-lh DLPFC-rh 0.832 4.00 
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attend gamma precuneus-lh MT-rh 0.754 4.43 
attend gamma precuneus-rh RPFC-rh -0.577 4.14 
attend gamma RPFC-lh SPL-lh 0.841 4.14 
attend gamma RPFC-rh MT-rh 0.463 3.43 
attend gamma RPFC-rh SPL-lh 0.460 4.00 
attend gamma SPL-lh MT-rh -0.684 3.86 
attend gamma SPL-lh RPFC-lh 0.870 4.29 
attend gamma STS-lh EVC-lh 0.524 4.43 
attend gamma VLPFC-lh precuneus-rh 0.763 4.43 
attend gamma VLPFC-lh SPL-rh 0.458 4.57 
attend gamma VLPFC-rh RPFC-rh 0.293 3.57 
switch alpha dACC-lh EVC-lh -0.578 4.14 
switch alpha dACC-rh DLPFC-lh 0.661 4.86 
switch alpha DLPFC-lh VLPFC-lh -0.787 4.00 
switch alpha DLPFC-rh precuneus-lh 0.683 4.00 
switch alpha EVC-lh MT-rh -0.485 2.86 
switch alpha EVC-rh dACC-lh 0.474 3.86 
switch alpha FEF-rh VIP-rh 0.547 4.00 
switch alpha RPFC-lh precuneus-lh 0.649 4.14 
switch alpha SPL-lh dACC-lh 0.566 5.14 
switch alpha SPL-lh EVC-rh 0.938 3.57 
switch alpha SPL-rh VIP-lh 0.703 4.43 
switch alpha STS-lh VIP-rh 0.745 4.14 
switch alpha VIP-rh EVC-lh 0.523 3.43 
switch alpha VIP-rh SPL-rh 0.479 4.57 
switch alpha VLPFC-rh MT-rh -0.846 3.43 
switch alpha VLPFC-rh VLPFC-lh -0.896 3.14 
switch beta dACC-lh SPL-lh 0.735 4.71 
switch beta DLPFC-lh VLPFC-lh -0.917 3.71 
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switch beta DLPFC-rh precuneus-lh 0.723 4.43 
switch beta EVC-lh MT-rh -0.170 2.86 
switch beta EVC-rh dACC-lh 0.636 3.57 
switch beta EVC-rh SPL-lh 0.696 4.71 
switch beta FEF-lh EVC-lh 0.652 4.71 
switch beta MT-rh RPFC-lh 0.289 4.43 
switch beta precuneus-rh dACC-rh 0.746 4.43 
switch beta precuneus-rh SPL-lh 0.788 3.43 
switch beta RPFC-rh FEF-rh -0.283 3.43 
switch beta SPL-lh EVC-rh 0.911 4.00 
switch beta VIP-rh MT-rh 0.288 3.71 
switch beta VIP-rh SPL-rh 0.477 4.29 
switch gamma dACC-lh SPL-lh 0.659 5.00 
switch gamma dACC-lh STS-lh 0.789 4.71 
switch gamma dACC-rh precuneus-rh 0.633 3.86 
switch gamma dACC-rh SPL-lh 0.695 5.14 
switch gamma dACC-rh STS-lh 0.533 3.86 
switch gamma DLPFC-lh EVC-lh 0.753 4.43 
switch gamma DLPFC-lh SPL-rh -0.865 3.43 
switch gamma DLPFC-lh VLPFC-lh -0.945 3.00 
switch gamma DLPFC-rh dACC-lh 0.486 3.43 
switch gamma DLPFC-rh VLPFC-lh -0.445 3.71 
switch gamma EVC-lh dACC-lh 0.317 3.43 
switch gamma EVC-lh DLPFC-lh 0.768 3.86 
switch gamma EVC-rh dACC-lh 0.711 4.29 
switch gamma EVC-rh precuneus-lh 0.931 4.71 
switch gamma EVC-rh precuneus-rh 0.982 4.71 
switch gamma EVC-rh SPL-lh 0.858 4.71 
switch gamma FEF-rh dACC-rh 0.332 4.57 
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switch gamma MT-rh dACC-lh 0.726 4.29 
switch gamma MT-rh EVC-lh 0.206 4.00 
switch gamma MT-rh VIP-lh 0.794 4.14 
switch gamma precuneus-rh dACC-rh 0.826 4.14 
switch gamma precuneus-rh SPL-lh 0.891 4.29 
switch gamma precuneus-rh SPL-rh 0.797 4.71 
switch gamma RPFC-lh precuneus-lh 0.566 3.43 
switch gamma RPFC-rh EVC-lh -0.819 4.14 
switch gamma RPFC-rh FEF-rh -0.559 3.71 
switch gamma SPL-lh RPFC-lh 0.802 4.00 
switch gamma SPL-rh DLPFC-lh 0.624 4.43 
switch gamma SPL-rh RPFC-lh 0.905 3.86 
switch gamma STS-lh FEF-lh 0.716 4.57 
switch gamma STS-lh MT-lh 0.454 4.57 
switch gamma STS-lh RPFC-lh 0.468 4.00 
switch gamma VIP-lh EVC-rh 0.770 4.43 
switch gamma VIP-rh dACC-lh 0.729 4.14 
switch gamma VIP-rh DLPFC-lh 0.864 3.86 
switch gamma VIP-rh FEF-lh 0.739 4.29 
switch gamma VIP-rh precuneus-rh 0.941 3.71 
switch gamma VIP-rh SPL-rh 0.602 4.00 
switch gamma VIP-rh STS-lh 0.912 4.71 
switch gamma VIP-rh VIP-lh 0.951 4.43 
switch gamma VLPFC-lh EVC-rh -0.843 3.57 
Table A.1. Significant connections that increased or decreased during sb-NFB training. 
Start and end columns indicate when significance of connectivity starts and ends. The 
“from” and “to” columns indicate the directionality of connections. The “corr” column is 
the Pearson correlation coefficient between the Granger score and the day of training, with 
positive values indicating an increase of Granger score with training. The last column is the 
averaged day at which the connection stopped significantly increasing or decreasing. The 
suffix of regions –lh and –rh indicates the hemisphere of the area: left hemisphere and right 
hemisphere respectively 
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A.3 Response window analysis in sb-NFB training of switch time 
In the “response” window, AI in the alpha band in STS had a significant 
interaction between cue location and training day (F(1,5) = 9.79, p = 0.026) where LVF 
attention had a stronger correlation (rho = -0.638) than RVF attention (rho =-0.158). Also 
in the “response” window, AI in the gamma band in EVC had a significant effect of cue 
location (F(1,5) = 9.20, p = 0.029, RVF: mean = 0.008, LVF: mean = 0.002), AI in the 
gamma band in DLPFC had a significant effect of training day (F(1,5) = 22.78, p = 0.005, 
rho = 0.548), and AI in the gamma band in RPFC had a significant effect of training day 
(F(1,5) = 7.48, p = 0.041). There were no significant effects of MI in the “response” 
window.  
In the “response” window, there were no significant correlations between switch 
time and oscillatory activity. Area RPFC in the left hemisphere had correlated activity 
that trended towards significance in the alpha band (rho = 0.804, p = 0.054) and in the 
gamma band (rho = 0.783, p = 0.065). 
A.4 Correlation of Granger Score with switch time 
In this section, we report the tabularized connectivity data of figures 6.6 and 6.7 
in section 6.6.3. 
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Window Band From To rho p 
attend beta FEF-rh precuneus-rh -0.897 0.006 
attend beta precuneus-rh MT+-rh -0.782 0.038 
attend beta precuneus-rh MT+-lh -0.088 0.008 
attend gamma MT+-rh VIP-rh 0.886 0.008 
attend gamma VIP-rh MT+-rh -0.868 0.011 
attend gamma MT+-lh VIP-lh 0.801 0.030 
attend gamma VIP-lh MT+-lh -0.847 0.016 
switch gamma dACC-lh RPFC-lh 0.803 0.030 
switch gamma RPFC-lh FEF-rh 0.866 0.012 
switch gamma FEF-rh RPFC-lh 0.803 0.030 
switch gamma FEF-rh VLPFC-rh 0.824 0.023 
switch gamma FEF-rh SPL-lh 0.839 0.018 
switch gamma FEF-rh SPL-rh 0.839 0.018 
switch gamma VLPFC-rh DLPFC-rh 0.842 0.017 
switch gamma DLPFC-rh VLPFC-rh 0.763 0.046 
switch gamma VLPFC-rh EVC-rh 0.084 0.019 
switch beta FEF-rh VLPFC-rh 0.824 0.023 
switch beta VLPFC-rh EVC-rh 0.778 0.039 
switch beta FEF-rh SPL-lh 0.763 0.046 
switch alpha FEF-rh SPL-lh 0.777 0.040 
switch alpha VLPFC-rh EVC-lh 0.782 0.038 
Table A.2. Correlated connections with switch time reduction. Connections whose Granger 
score ratio between the first and last day of sb-NFB training was correlated with the switch 
time ratio between the first and last day of training are reported (p < 0.05). Window refers 
to the window in which connectivity was measured (attend or switch). Band refers to the 
frequency band the connection was found in (alpha, beta, gamma). The source and 
destination of the connection is defined by From and To respectively. The Pearson 
correlation score is reported as rho and its significance is reported as p.    
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