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AP1TULO 1 
Um processo pontual é um modelo matemático de pontos distribuidos 
leatoriamente em algum espaço, freqUentemente utilizado para 
escrever fenômenos fisicos ou biológicos caracterizados por eventos 
ue ocorrem de forma acidental no tempo ou no espaço. Os pontos podem 
epresentar tempos de ocorrência de eventos (como falha ou troca de 
quipamentos, chegadas de pacientes a uma unidade de pronto socorro ou 
! 
e clientes a uma loja) ou localizações de objetos, por exemplo. 
! 
Como se vê, os modelos de processos pontuais pQdem ser utilizados 
a descrição e estudo de muitos fenômenos em diversas áreas. Para tal, 
seqüências de tempos (cada tempo correspondendo à ocorrência 
evento) constituam os dados observados, e é este o caso em 
uitos problemas de teoria de comunicações, pesquisa operacional, 
' edicina nuclear, neurofisiologia, biologia, geografia, meteorologia, 
fsica, etc. Note que "tempo" aqui pode ser substituido por 
':localização". 
Em um modelo de processo pontual, o objeto de estudo é, 
1
eralmente, a taxa ou intensidade com que um evento ocorre. A 
i tensidade resume, em um dado instante, o potencial para geração de 
evento no futuro próximo, dada a observação do passado (incluindo 
1 
registro completo de todos os tempos de ocorrência 
nterlores ).Sendo assim, um modelo estatístico para um processo 
ontual deve incluir uma especificação de como a intensidade depende 
! 
o tempo, já que o desenvolvimento de um tal processo é governado pelo 
i { } 
1 
eu "processo de intensidade" i\(t) , t i!: O , o~de o valor i\(t)dt 
i 
i ode ser interpretado como sendo a probabilidade de que um evento 
. corra no intervalo [t, t+dt] • condicionada a tudo que ocorreu até o 
nstante anterior a t. 
As suposições sobre a intensidade determinam a classificação do 
· roblema de sua estimação em dois casos distintos. No caso 
intensidade tem sua forma funcional especificada exceto 
\ 
or um número finito de valores 9 .... ,9 . Se isto não ocorrer a 
1 m 
tensidade é considerada um parâmetro de dimensão infinita, e 
'emos, então, um problema de estimação não paramétrica. Neste caso, 
eralmente são feitas apenas suposições de ordem qualitativa sobre a 
unção intensidade, como: continuidade, simetria, etc. 
O exemplo a seguir ilustra a aplicabilidade dos modelos de 
rocessos pontuais. 
Considere n pacientes que sofrem de determinada doença letal 
ndo acompanhados em um hospital a partir do instante em que a doença 
diagnosticada até a morte do paciente ou até uma data limite de 
2 
[, 
I 
bservação. Seja N(t) o número de mortes ocorridas no intervalo [O, t]. 
ntão, a intensidade do processo pode ser expressa por ~(t) = ex(t)Y(t) 
nde ex( t) é tal que a probabilidade de um determinado paciente vir a 
no intervalo [t,t+dt) dado que ele esteja vivo até o 
imediatamente anterior a t, é dada por ex(t)dt, e Y(t) 
epresenta o número de pacientes vivos até o inst<p1te imediatamente 
• nterior a t. Aqui foi suposto que a função ex(t) é idêntica para todos 
, s pacientes (i.e., a população é homogênea). Quando a intensidade tem 
' forma acima ela dita multiplicativa (formalmente ~(t) = ex(t)Y(t), 
! 
i 
nde ex é uma função determinfstica desconhecida e Y é um processo 
' stocástico previsfvel, definido no capitulo 3). 
Na verdade, a teoria e os exemplos aqui expostos dizem respeito a 
rocessos pontuais univariados. Sua generalização, os processos 
multi variados (i. e., processos N = (N
1
, ... ,Nk), onde N , 
l 
= 1,2, ... ,k são processos pontuais univariados) englobam 
uitos modelos de processos estocásticos conhecidos, como processos de 
ascimento e morte (introduzido por Feller {1939)), cadeias de Markov 
continuo, processos de Poisson e modelos para análise de 
obrevi vência. 
A maneira como um processo pontual é observado pode variar quanto 
o intervalo de observação ( [O,CIO) ou [0, T), no caso de uma censura 
imples pelo tempo), número de trajetórias (uma ou mais) e 
'ontinuidade ou não da observação (feita em todo o intervalo ou apenas 
3 
\ 
I 
I 
i 
I 
! 
os instantes O, t,2t, ... ). O estudo de propriedades assintóticas pode, 
ntão, ser feito considerando t ao ou n ao • Neste trabalho, 
bservamos n trajetórias de um processo de Poisson não homogêneo 
i.e., quando a intensidade À é determinfstica) no intervalo [0,1) 
por simulação) e fazemos n variável. 
Em muitos casos práticos, como por exemplo, na análise de tempos 
censurados que surgem em problemas de engenharia, os métodos 
aramétricos têm encontrado larga utilização. Entre os autores que 
métodos paramétricas, os primeiros trabalhos abordavam a 
. stimação dos parâmetros de um processo de nascimento e morte, como 
, endall {1949), Moran (1951,1953), Anscombe {1953),. Darwin (1956) e, 
. ais recentemente, Keiding {1975), que consideram processos onde as 
de nascimento (À) e morte (f.L) são constantes. Wolff (1963) 
um modelo onde À e f.L dependem da diferença entre o número de 
ascimentos e de mortes de acordo com uma relação funcional que pode 
er descrita em termos de um número finito de parâmetros 
~dependentes. 
Halperin (1952) e Epstein e Sobel {1953) deram importantes 
ontribuições com seus estudos sobre estimação de máxima 
,erossimilhança para modelos paramétricas de análise de sobrevivência 
om dados censurados. 
Para um processo de Poisson não homogêneo, Kutoyants (1979) 
4 
!estudou a estimação da função intensidade quando esta depende de um 
I 
!parâmetro real unidimensional, i. e. , i\(t) = i\(t,9) , t e [0, T], 
la e e c IR. O autor aponta, ainda, propriedades assintóticas para 
I 
I 
!grandes intervalos de observação e dá. exemplos. Antes deste trabalho, 
I 
MacLean (1974) considerou o caso em que 
i\(t) = exp( ~a tm). 
m=O m 
nde a , ... ,a são constantes. 
1 r 
Mais recentemente, alguns autores abordaram a estimação de 
rocessos pontuais gerais, como Borgan {1984) (que obteve propriedades 
· e um estlmador de má.xima verossimilhança para tempos de falha sob 
iferentes padrões de censura dos dados, com resultados aplicá.veis à 
á.lise de modelos de cadeias de Markov em tempo continuo), e 
vensson( 1990 ). 
Os trabalhos mencionados acima tratam da estimação paramétrica da 
, unção intensidade de processos pontuais. Há. situações, no entanto, 
nde se torna diflcil encontrar uma justificativa para a utilização de 
m modelo paramétrica de processo pontual (como, por exemplo, 
plicações em bioestatlstca). Neste caso, utiliza-se o enfoque não 
' 
aramétrico para estimação, abordado primeiramente por Kaplan e Meyer 
ii958), que propuseram seu conhecido estimador de produto limite para 
i proporção P(t) de elementos da população cujo tempo de vida excede 
5 
Nelson (1969,1972) e Altshuler(1970) propuseram o estimador 
emplrico cumulativo da intensidade, mais tarde generalizado por Aalen 
(1978), e que é conhecido como estimador de Nelson-Aalen. Através da 
suavização dos incrementos desse estimador, Ramlau-Hansen (1983 a, b) 
rbteve um estimador para a função intensidade de um processo pontual 
~aspectos práticos da utilização do estimador proposto por 
! 
~amlau-Hansen foram estudados for Crestana (1991), para o caso de um 
· rocesso de Poisson não homogêneo). 
Cox (1972) propôs um modelo semi-paramétrica de regressão para 
sobrevivência censurados, no qual a intensidade do processo é 
I ada pelo produto entre um termo paramétrica e um não paramétrica. 
1 
ndersen e Gill (1982) estudaram tal modelo, que é muito utilizado em 
• esquisas na área de bioestatlstica. 
Aalen (1978) também deu importante contribuição na área de 
· stimação não paramétrica de processos pontuais, mostrando como a 
processos de contagem multivariados serve como estrutura 
• eral na qual tanto dados sobre tempos de falha censurados quanto 
bservações censuradas de cadeias de Markov não homogêneas podem ser 
I 
' nalisados. Neste trabalho, o autor propôs, ainda, o modelo de 
multiplicativa exposto no exemplo 1.1, ilustrando sua 
tilização para dados sobre sobrevivência, cadeias de Markov e 
1 
rocessos de nascimento e morte. 
6 
Entre os trabalhos envolvendo modelos de cadeias de Markov. 
citar. ainda. Aalen e Johansen (1978). Fleming(1978a.b) e 
alen et al. (1980). 
Neste trabalho. estudaremos os aspectos práticos de um método 
ara obtenção de estimadores de máxima verossimilhança da função 
.ntensidade de um modelo particular de processo pontual: o processo de 
oisson não homogêneo. Tal método. conhecido como método de "sieves". 
proposto por Grenander (1981). Na verdade. trata-se de um método 
e estimação bastante genérico para a solução de problemas não 
e sua utilização neste trabalho é apenas uma de suas 
uitas aplicações poss1veis (Geman e Hwang (1982) dão exemplos 
. ariados de sua aplicação)~ 
O capitulo 2 contém uma descrição pormenorizada do método de 
e alguns resultados sobre existência e consistência de 
· stimadores obtidos através de sua aplicação. O capitulo seguinte traz 
esultados sobre a teoria de processos pontuais e particulariza tais 
esultados para um processo de Poisson não homogêneo. além de 
escrever este tipo de processo. No capitulo 4 são abordados os 
spectos práticos da aplicação do método. através da descrição das 
• stimativas para algumas funções intensidades utilizadas para geração 
· e trajetórias por simulação. 
7 
apitulo 2 
Método de "Sieves" 
Neste capitulo, descreveremos o que vem a ser um experimento 
! 
statlstico abstrato. Posteriormente, o método de "sieves", proposto 
I 
.or Grenander (1981), será descrito e alguns resultados sobre 
'xistência e consistência de estimadores de máxima verossimilhança 
' I • bt1dos por este método serão apresentados . 
• 1 - Experimento Estatlstico Abstrato 
Um experimento estatlstico consiste de um espaço de observações 
, uma cr-álgebra 'J' de subconjuntos de C', e uma familia de medidas 
probabilidade { P 9 , 9 E a }• definidas no espaço mensurável 
r2' ,'J'). 9 é chamado de espaço paramétrica. 
I 
As observações constituem a base de um experimento estatlstico, e 
,stas podem ser valores numéricos, vetores n em IR , trajetórias de 
,rocessos estocásticos, etc, como veremos em alguns exemplos. 
xemplo 2.1: 
Quando nossa observação X é o valor de uma variável aleatória, 
C'=IR, 'J'=:B(IR} (cr-álgebra de Borel de IR}, e { P 9 , 9 E 9 } como 
a classe das possíveis distribuições de probabilidade da 
8 
arlâvel aleatória X. 
xemplo 2.2: 
Quando observamos n variáveis aleatórias X , ... , X , temos O'=Rn, 
1 · n 
'=:B(IRn) (cr-âlgebra de Borel de IRn), e { P e , e E a } como sendo a 
das possíveis distribuições conjuntas de probabilidade das 
ariâveis aleatórias X , ... , X . 
1 n 
xemplo 2.3: 
Se nossa observação é uma trajetória de um processo estocâstico 
X(t), t E i }• temos: O'=Ri (espaço das funções x:i -.IR), "'=cr(f:) 
gerada pela classe r: dos conjuntos cillndricos 
. (t .... ,t ,8) = { x:(x(\ ), ... ,x(tn)) E B } , B E ~(IRn) , e 
. 1 n 
Pe • e E a } representa a classe das posslveis medidas de 
robabilidade associadas ao processo { X(t), t E i}· 
A diversidade de espaços de observações O' obtida nos exemplos 
cima nos mostra a necessidade de definirmos cada observação X como 
,endo um "elemento aleatório" definido em um espaço de probabilidade 
X X 
'0,!'1,P) e tomando valores em (O' ,!'1' ,P ), onde P (A) = P(X E A) , para 
ualquer A E 'g'. Portanto, X é uma função !'J/!'1'-mensurâvel (i.e., 
: X(w) E 8 } E "· para qualquer B E 'g' ). 
9 
A caracterlstica bâsica de um elemento aleatório X é sua 
istribuição de probabilidade associada PX. definida acima. Nos 
roblemas práticos. no entanto, tudo o que se sabe sobre tal 
istribuição é que ela pertence a uma determinada classe de 
istribuições 'P. O interesse do estatistico é fazer inferências sobre 
X 
1 
• baseado na observação X. trabalhando com o espaço de valores 
I 
'o• ·''} e com a famllia de distribuições de probabilidade 'P. O espaço 
,e probabilidade (O,,,P} onde a observação X estâ definida. tem um 
auxiliar e pode ser construido de diferentes maneiras. Por 
'xemplo. fazendo O = o•. ~ = ~·. P =PX e definindo X de tal forma que 
(w) = w. Claramente. X é um elemento aleatório com valores em o• e 
istribuição PX definida em (O'.~·). Quando o experimento é 
~ 
onstru1do dessa forma. diz-se que ele é gerado pela observação X. 
A famUia de distribuições 'P pode sempre ser parametrizada por 
' 
eio da escolha adequada de um parâmetro, e representada na forma 
'P = { P e . e e e }· 
disso, 'P deve ser tal que duas de suas distribuições de 
robabilidade P e e P e distintas. definidas em ~·. correspondam a 
2 1 
istintos elementos e 1 e e 2 de e . respectivamente. e vice-versa. 
ortanto, qualquer inferência estatistica feita sobre as 
'istribuições { p e • e e e } é equivalente àquela feita com relação 
os valores dos parâmetros e e e. 
Quando em um experimento estatístico existe uma medida fJ 
10 
-finita, definida em (O'.~') tal que P 9 « J.l , para qualquer 9 E e 
é absolutamente continua com relação à medida J.L), dizemos 
ue o experimento é dominado. Neste caso, em conseqüência do teorema 
e Radon-Nikodym (ver Bartle (1966) ou Royden (1968), p. ex.), existem 
'~ensidades" relativas a J.L para cada valor de 9, i. e., 
para todo A E ~·, 
dP9 p(w,9) - dJ! (w), 
A medida dominante J.L pode ser escolhida de diversas maneiras, mas 
ara o propósito da investigação estatlstica, tal escolha é 
i 
rrelevante, já que, se "1 e "2 forem duas medidas dominantes 
istintas, as densidades p (w,9) e p (w,9) diferirão apenas por um 
1 2 
,ator multiplicativo independente de 9, pois 
dJ! 1 
d(J.L +J.L ) (w) = p2(w,9) 
1 2 
dJ!2 
d(J.L +J.L ) (w). 
1 2 
O experimento c1 = { n~. :J~, { P19 , 9 E 9 } } é dito ser uma 
,rojeção do experimento C = { 0', :J', { P9 , 9 E e } } se 0' e :J' 
Uderem ser escritOS na forma Q' = Q' X Q' , :J'' = :J' 4D :J' (cr-álgebra 
1 2 1 2 
i 
roduto), e, além disso, para todo A E :J' , P 9(A) = P9(A x n ). : 1 111 1 2 
11 
I 
i 
Quando trabalharmos com uma famflia { c
1
, 1 E IN } de experimentos 
statlsticos (por exemplo, quanto temos n observações de um 
xperimento c1), devemos assumir que todos os experimentos c1 são 
'rojeções de um experimento comum c. Por exemplo, sejam c
1
, 1 E IN, os 
I 
xperimentos gerados pelas observações XI, e c o experimento gerado 
i elo sistema de observações { X
1 
, 1 E IN }· Neste caso, todos os 
xperimentos c são projeções de c. 
! 1 
0 experimento C = { 0', <§', { P 9 , 9 E 8 } } é chamado "produto" 
os experimentos c1 = { O~, '~· { P19 , 9 E 8 } } , i=l, ... ,n, se O = 
'• x ... x O' , <§' = <.f' GD ... GD <§' e P9 = P x xP Claramente, todos i I n 1 n 19 '· • n9' 
experimentos c
1 
são projeções de c. Se o experimento c
1 
é gerado 
or uma observação X
1 
, então o experimento c é gerado por n 
, bservações independentes X 
1
, ••• , X n. 
Quando consideramos um experimento estatistico onde e tem 
imensão infinita, (i.e., quando 9 E e é um parâmetro de dimensão 
' finita) a técnica convencional utilizada para obtenção de 
· stimadores de máxima verossimilhança, geralmente, apresenta 
roblemas, como ocorre no exemplo a seguir. 
xemplo 2.4: 
Seja X , ... ,X 
1 n 
uma amostra i. i. d. de uma distribuição 
bsolutamente continua, cuja densidade f 
0 
é totalmente desconhecida, 
12 
seja, 
• estimador de máxima verossimilhança f de f maxhniza o 
t de X = (X , ... ,X ) . 
. - 1 n 
n 
L(~ ,f) = J1 f(X 
1 
), 
1=1 
mo' nenhuma suposição foi feita sobre a forma funcional da densidade 
!o' podemos fazer com que ela assuma valores cada vez maiores em 
zinhanças cada vez menores dos pontos X, ••• ,X de tal forma que 
! 1 n 
I f(x)dx = 1. Obviamente, L(~,!) é não limitada quando utilizamos. 
; 1 procedimento, ou seja, não é posslvel encontrar uma densidade 
\ 
ue maximize L(~,!). 
Este exemplo mostra a necessidade de métodos alternativos de 
quando 8 possui dimensão infinita. Para o problema 
de estimação não-paramétrica de densidades, ver Tapia e 
ompson (1978). Para problemas mais gerais, o método descrito neste 
abalho (método de "sieves", proposto por Grenander (1981)) é uma 
lternativa e foi proposto por Grenander (1981) • 
. . 2 - Descrição do Método de "Sieves" 
O método de "sieves" é mais uma técnica não paramétrica, proposta 
Jllara solucionar problemas como o descrito no exemplo apresentado, e 
13 
I 
I 
I 
ua idéia básica consiste em realizar o processo de otimização (em 
osso caso, maximizar a função de verossimilhança) considerando como 
spaço paramétrica um subconjunto do espaço de parâmetros e 
erdadeiro, e repetindo o processo para subconjuntos cada vez menos 
estritos de e, conforme o tamanho da amostra cresça. 
O que obtemos, então, é uma seqüência de estimadores. A definição 
a seqüência de subconjuntos (que vem a ser o "sieve") não pode, no 
ntanto, ser feita livremente. Ela deve ser tal que, para cada 
ubconjunto S do espaço paramétrica e, exista um estimador de máxima 
m 
erossimilhança. Além disso, qualquer que seja o verdadeiro parâmetro 
I 
1 0 
E e, ele deve poder ser tão aproximado quanto se queira pela 
'eqUência de estimadores de máxima verossimilhança obtidos em cada 
ubconjunto S do espaço de parâmetros e. ~ natural que se exija 
m 
ao 
' 
rtanto, que l:J S seja denso em e. 
m=l m 
Exemplos de utilização deste método podem ser encontrados em 
man e Hwang {1982), Nguyen e Pham (1982) e Mckeague (1986). 
Geman e Hwang (1982) estabeleceram alguns resultados sobre 
onsistência dos estimadores obtidos por este método, seguindo uma 
i éia proposta por Wald (1949), que demonstrou a consistência dos 
1
stimadores de máxima verossimilhança baseado na lei forte dos grandes 
I 
e em uma desigualdade envolvendo as entropias das 
lstribuições de probabilidade (informação de Kullback-Leibler), 
14 
' 
I. 
I 
I 
I 
! 
bservando não ser necessário que o espaço paramétrica tenha dimensão 
inita. 
Sendo f(x,9) a densidade da variável aleatória X e 9 um elemento 
o espaço paramétrica, 
a entropia formal da distribuição de probabilidade da variável 
leatória X, onde 9 designa o verdadeiro valor do parâmetro. Para uma 
o 
mostra X , ... ,X ,i.i.d., seja 
i 1 n 
emos, então, que 
y = 1 ln[L{~. 9)] = 1 
n 
E ln[f(X
1
,9)], -n -n 
1=1 
.nde L é a função de verossimilhança. Como 
E[Y ] = H{9 ,9) 
1 o 
H(9 ,9) < H(9 ,9 ) 
o o o 
!ver Rényi (1966), p. ex.), se maximizarmos L(~,9) e utilizarmos a lei 
grandes números, espera-se que o valor de 9 obtido 
proxime-se daquele que maximiza H{9
0
,9), ou seja, do verdadeiro 
,arâmetro 9 . 
o 
A seguir é descrita a notação, bem como algumas suposições 
ecessárias para exposição dos resultados obtidos por Geman e Hwang 
~.1982). 
15 
[, 
Dado um experimento estatlstico abstrato { C'·''·{ P 9 , 9 E e } } 
ominado por uma medida cr-finita fJ, p(w,9) designará. a derivada de 
dP9 
adon-Nikodym -d ( w) e 9 o verdadeiro parâmetro. fJ o 
Para 9 E S , 
m 
1
nde d(.,.) é uma métrica de e. 
Para qualquer função real estendida g em e e qualquer 8 c e, 
g[B) = sup g([3). 
(3E8 
IMn = { 9 E s : L (w,9) = L [w,S ] } 
m m n- n-m 
o conjunto de estimadores de má.xima verossimilhança, onde: 
= (w , ... ,w ) representa a amostra. 
1 n 
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\ 
1
epresenta o conjunto de entropia máxima em S m. 
Para C s;; e, C -+ e, quando m .... co, significa que sup d(e,cx) - Q, 
m m cxEC 
m 
uando m - co. 
• • A medida produto P e x P e x ... em {Q ,'§ ), será. designada por p, 
o o 
• • 
nde O = O'x O'x ... e '9' é o completamento de '§'& '9''& ... {cr-âlgebra 
erada por retângulos A
1
x A
2
x ... onde A
1 
E '9'') com relação à p. 
O primeiro resultado obtido por Geman e Hwang {também apresentado 
Grenander {1981)) trata da existência de uma seqUência m para a 
n 
ual o conjunto de máxima verossimilhança IMn é consistente. 
m 
n 
eorema 2.1: 
Suponha que um sieve { S m} seja escolhido de tal forma que: 
1) para todo m E IN, todo e E S e todo e > O, 
m 
2) para todo m E IN e todo e E S , 
m 
-quase certamente, i.e., p(w,e) é semicontinua superior em e, para e 
E S · 
I m' 
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·n 
3) para todo m E IN e todo e E 5 , existe 
m 
4) 5 é compacto para todo m E IN; 
m 
5) IA _,.e • quando m - oo. 
m O 
e > O tal que 
Então, para todos n,m E IN, IMn(w) é não vazio p-quase certamente, 
m-
para toda seqüência m que cresça de forma suficientemente lenta, 
n 
_. e p-quase certamente. 
,m O 
, n 
em geral, H( e ,e ) -H( e ,e ) implica e - e .- quando 
O m O O m O 
-.oo, se o sieve {sm} for escolhido de tal forma que exista em E Sm 
H(e ,e ) - H(e ,e ), então A - e . A condição 5 garante, então, O m O O m O 
•ue o sieve {sm} é denso em 9 • 
. emonstração: 
implicam que H(e
0
,e) e L (w,e) 
n-
As condições 2 e 3 são 
emicont1nuas superiores em e, e E 5 • Como 5 é compacto, IA e IMn são m m m m 
ompactos e não vazios, já que uma função semicont1nua superior 
efinida em um conjunto compacto assume seu máximo. 
Primeiramente mostraremos que, quando n , definido de tal forma 
m 
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resce de forma suficientemente rápida, IM 0 eventualmente fica contido 
m 
n 
m 
B (IA ,1/m) = { 9 
m m 
9 E 5 , d(9,1A ) ( - 1- } , 
m m n 
nde d(9,1A ) = inf d(9,a.). 
I m a.EIA 
m 
A condição 5, então, completa a demonstração. 
Tome 
9 E 5 \.B (IA ,1/m) 
m m m 
c> o 
H( e ,e ) - H [e ,s ] < -c O m O m 
. fixe a E IA • Para todo e suficientemente pequeno, 
m m 
sando este resultado, temos que 
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~ +{ ln( 1~1+1 ,B.,(a,e)]] - 1{~1p(w1,«.,)] } 
= +i( tnH•,.n.,ca.e>]} - tn(pcw,.«.,>) ) 
E90 [ ln(p[w.Bm(a,e)]) ] - E90 [ ln(p(w,cxm)) ] < -c 
. -q.c., quando n- c:o. 
Portanto, 
< e-nc 
L (w,cx) n- m 
-quase certamente, quando n é suficientemente grande (n pode depender 
Para todo a e S \B (A ,1/m ), podemos tomar c9 > O e e9 > O tais m m m 
ue, com probabilidade 1, a desigualdade acima seja válida para n 
' ande. As bolas B (a,e9) cobrem o conjunto compacto S \B (A ,Vm), de ' m m m m 
al forma que podemos encontrar um conjunto finito am, ... ,am tal que 
1 p 
m 
fB (am,em)}. k=l, ... ,p , cobre S \B (A ,1/m). Então, com 
·mkk m mmm 
c = min {ca }• 
k=l ••••• p k 
m 
I 
mos, com probabilidade 1, 
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i 
I 
I 
! 
I 
I 
sup 
k=l ••••• p 
m L (w.cx ) n- m 
ara todo n E IN suficientemente grande. 
< e-nc 
Portanto, para todo m E IN, existe G tal que, sempre que n i!:: G , 
m m 
sup 
k= 1 • • • • 'P m L (w, ex ) 
n- m 
1 
2 
m 
Finalmente, para qualquer seqüência { n m} tal que n 
m 
i!:: G , 
m 
ara todo m E IN, 
\ 
{ IM nm s;; B {IA .1/m) i.o. } m m m 
sup 
S ~ (A ,1/m) 
m m m 
i!:: 1 i.o. } 
{ L [w, B {9m, em)] !.o. } n- m k k s;; sup i!:: 1 k=l, ••• ,p 
L (w,cx ) m 
n - m 
este último conjunto possui probabilidade zero. pelo lema de 
orel-Cantelli. • 
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i 
I: 
Este teorema fornece condições para que um sieve produza 
stlmadores consistentes. No entanto, nenhuma informação sobre o quão 
(ou o quão lento m ) deve tender a infinito pode ser 
n 
seu enunciado. O teorema a seguir fornece um meio para a 
fentlflcação de uma tal seqUêncla. 
eorema 2.2: 
Suponha um sieve { S m} .tal que as condições sej~m satisfeitas. 
1) para todos m,n e IN, IM 0 é não vazio p-quase certamente; 
m 
2) se, para alguma seqUência 9 e S , 
m m 
ntão 
H(9 ,9 ) - H(9 ,9 ) , O m o o 
9 _. 9. 
m o' 
3) existe uma seqUência 9 e S tal que 
m m 
H(9 ,9 ) - H(9 ,9 ). O m O O 
Para cada a > O e cada m , seja 
s 
m 
H(9 ,9) :S H(9 ,9 ) 
O O m 
~de { 9 m} é a seqUência da condição 3. Dados t conjuntos O 
1
, ••• ,O t em 
tais que p[..ok] seja !''-mensurável para cada k, seja 
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' 
p = 
m 
Considere uma seqüência m - oo, e suponha que para cada c3 > O 
n 
m m 
eja posstvel encontrar O , ... ,Ot em S , m e IN, tais que: 
1 m 
m 
m 
4) D s; U Om 
m k=l k 
5) p[.,o:] é :f'-mensurável 
Então, 
IMn -'a p-quase certamente. 
m O 
n 
Obs.l: t de se esperar que pm < 1, já que, se Ok é pequeno e existe 
·lgum a e O n D , então a função 
k m 
'atisfaz f>(O) = 1, e 
- H(a ,a) - H(a ,a ) :S -.s. 
- o o m 
ote, ainda, que conjuntos 0
1
, ••• ,0t 
m 
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implicam p menor, mas t maior. 
m m 
bs.2: A métrica d a ser escolhida para o espaço paramétrico 8, e em 
ermos da qual é expressa a consistência dos estimadores, geralmente é 
ugerida pela condição 2. Ela deve ser tal que 
H(9 ,9 ) - H(9 ,9 ) ~ d(9 ,9 ) .... O. O m O O m O 
emonstração: 
Fixemos ~ > O. O que queremos é mostrar que 
. ois, isto implica, com probabilidade 1, que 
9 
!n~n H(90 ,9) i!: H(90,9mJ - ~ 
m 
n 
'ara todo n suficientemente grande. Como ~ é arbitrário e 
.ela condição 3, 
-quase certamente. 
H(9 ,9 ) -.H(9 ,9 ) 
O m O O 
lim inf inf H(9 ,9) i!: H(9 ,9 ) 
9 IMn O O O n ..-oo e 
m 
n 
lim sup I H(9 ,9) - H(9 ,9 ) I = O P-quase certamente. 
9 E IMn o o o 
m 
n 
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(1) 
(2) 
Fixemos E > O, e para cada n, escolhamos ex E IMn tal que 
n m 
n 
d(e ,ex ) O n 
> sup 
e E IM: 1 + d(e
0
,e) 
- E. 
n 
A condição 2, combinada com o resultado (2), implica que 
d(e ,ex ) -o p-quase certamente. O n · 
, ortanto, 
I 
Um sup sup 
e E IMn 
m 
n 
Como E é arbitrário, 
d(e ,e) 
o 
:S E p-quase certamente. 
IMn -e p t t -quase cer amen e. 
m O 
n 
onsequentemente, é suficiente provar o resultado (1). 
Fixemos n e m. Então, 
I. ~ Um { sup [ ~ p(w ,e)] ~ ~ p(w ,e ) } 
k= 1 e E On 1 = 1 1 1 = 1 l m 
k 
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Limitamos, então, a probabilidade deste último conjunto, 
esignada por n. 
t.{ 4.[ ~P { tk In [ ~: :: :: ]} ] r 
quaisquer não negativos. Como t •... ,t 
1 k são 
bitrários, n :S t (p t. e (1) segue do lema de Borel-Cantelli. • 
m m 
Obviamente o teorema não fornece nenhuma regra simples para o 
lculo de m . A etapa mais diflcil na aplicação do método estâ no 
n 
• tabelecimento de condições especificas para cada exemplo. 
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ap1tulo 3 
do Método de "Sieves" ao Problema de Estimação da Função 
ntensidade de Processos de Poisson Não Homogêneos 
Como os aspectos práticos da aplicação do método de "sieves" têm 
ido pouco estudados, nos restringiremos apenas ao mais simples dos 
I 
i 
rocessos pontuais onde o método faz sentido, o processo de Poisson. 
este capitulo, algumas definições da teoria de processos pontuais 
expostos e particularizados para o caso de um processo de 
! 
oisson não homogêneo. Feito isto, o experimento estat1stico com o 
ual estamos trabalhando será especificado. Além disso. descreveremos 
. s "sieves" utilizados para estimação da função intensidade . 
• 1 - Processos Pontuais 
Antes de darmos a definição de processo pontual. os conceitos 
envolvidos serão expostos. O primeiro deles diz respeito a um 
especial de processo estocástico. chamado martLngale. A teoria 
este tipo de processo é a estrututa matemátiça sobre a qual a 
de intensidade é formalizada. e sua utilização em processos 
,ontuais tornou-se usual a partir do trabalho de Brémaud {1972). 
efinição 3.1: 
! 
Seja (O,:J'.P) um espaço de probabilidade completo (i.e .• :9' contém 
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I 
I 
I todos os subconjuntos de conjuntos de O de probabilidade zero) • 
~ :f t, t ~ O } uma famllla crescente de sub-or-âlgebras de " (I. e., "t é 
! 
~álgebra e ~ s;; ~ • para todo t iP! O, onde ~ s;; ~ • para s < t ). Tal t • t . ' mllla é denominada ftltragem. Então, M = { M(t) • t iP! O } é um 
I 
rnarttngale se as duas condições abaixo forem satisfeitas: 
1) M(t) é ~t-mensurável (i.e., M(t) é uma variável aleatória com 
elação à cr-álgebra ~ ) e integrável ( E( I M(t) I) < oo ) • para todo 
t 
iP! o ; 
2) Para O :s s < t .E( M(t) I ~. ) = M(s) • P-quase certamente. 
No item (2) acima, se o sinal de igualdade for substituido pelo 
· inal :s • M será chamada de supermartingale; e se for substituido pelo 
inal iP! • M será chamada de submartingale. 
Quando consideramos :Jt = ·~~ = cr{ X(s) • s e [O,t] } • a filtragem 
também chamada de história interna do processo X = { X(t) • t iP! O }· 
Outro conceito envolvido na definição de um processo pontual é o 
e tempo de Markov. 
efinição 3.2: 
Seja (O.~.P) um espaço de probabilidade completo e { ~t , t iP! O } 
filtragem. A variável aleatória 1: = "T(w) que assume valores em 
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I[O,oo] é chamada de tempo de Markov relativo à filtragem { ,. t , t 2:: O } 
se, para todo t 2:: O , tivermos 
{ w : 't'(w) :c t } e :Jót. 
Com estes conceitos em mente, podemos, agora, definir o que vem a 
um processo pontual. 
efinição 3.3: 
Seja (O,:Jó ,P) um espaço de probabilidade completo, { :Jó t , t 2:: O } 
filtragem continua à direita (i.e., ,.t = n '.> tal que ,. o contém 
a>t 
odos os conjuntos de probabilidade zero de O. Um processo pontual é 
; ma seqüência T = { T n , n ~ I } de tempos de Markov com relação à 
1 
iltragem { :J t , t 2:: O } , que satisfaz: 
1) 1: > O (P-quase certamente) ; 
1 
2) 1: < 1: (P-quase certamente) , se 1: < oo ; 
n n+l n 
3) 1: = 1: (P-quase certamente) , se 1: = oo • 
n n+l n 
Um processo pontual T = { 1: n , n 2:: 1 } é completamente 
.aracterizado pelo processo de contagem N = { N(t) , t 2:: O } , onde: 
00 
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N(t) = { n • 
+co • 
ara n 2: O • onde T = li m ·T • 
co n 
n-co 
se t E [Tn•Tn+l) 
se t 2: T 
ao 
Aqui. consideraremos apenas os casos em que T = co. 
ao 
Como fica claro na definição acima. N = { N(t) • t 2: O } é um 
'recesso estocâstico que pode ser definido como sendo a contagem do 
I 
1úmero de ocorrências do evento sob estudo no intervalo [O. t]. 
i 
Na verdade. muitas vezes { N(t) • t ii!: O } também costuma ser 
de processo pontual. jâ que o estudo da seqüência 
T • n 2: 1 } e do processo N = { N(t) n • t ii!: o } são equivalentes 
{ N(t) ii!: n } = { Tn ~ t } 
a todo n E IN e todo t 2: o. ou seja. é poss1vel reconstruir um 
! 
ocesso pontual a partir de seu processo de contagem associado. e 
i 
v ce-versa. 
Convém salientar que as trajetórias destes processos são P-quase 
c' rtamente continuas à direita. possuem limites ~ esquerda e são 
escada com saltos de magnitude 1. 
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Note, ainda, que N é um submartingale, pois N(t), t 2:: O, é não 
ecrescente P-quase certamente e N(s) é '!I -mensurável, e portanto, 
• 
~mos que E[ N(t) I '!I ] 2:: E[ N(s) I '!I ] = N(s). 
I • • 
A seguir, são dados alguns exemplos de processos pontuais. 
xemplo 3.1: 
N(t) - 1 (t) t 2:: O onde T é tempo de Markov com 
- [T,oo) ' ' 
(T > 0) = 1. Neste caso, 1:
1 
= T , e T = oo , 
n 
para n 2:: 2. 
odemos considerar a filtragem na qual '!I t = cr{ N(s) , s ::s t }· 
Aqui, 
, xemplo 3.2: 
Processo de Poisson n = { n(t) , t 2::: O } , com parâmetro 1\. , isto 
, um processo com incrementos estacionários independentes (também 
I 
ito homogêneo, pois a distribuição de probabilidade de n(t) - n(s) 
epende apenas de t - s) tal que n(O) = O e 
e[-1\.(t-s)] [1\.(t-s)]k 
i (n(t) - n(s) = k) = --------
k! 
• s :$ t • k = 0,1,2,... . 
Este é um processo pontual com respeito à filtragem na qual 
t = '!I~ = cr{ n(s) , s ::s t } , t 2:: O • 
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xemplo 3.3: 
Seja N = { N(t) • t 2:: O } um processo pontual. e (1' um tempo de 
arkov com respeito a F = { ~ t • t 2:: O }· O processo { N(tA(I'). t 2:: O} 
um processo pontual, onde: 
N(t/\(1') = L 1[1:(1' ,oo)(t) 
n>=l n 
Definido o que vem a ser um processo pontual. podemos, agora, 
~ 
:xpor um resultado bastante importante sobre tais processos. o teorema 
I 
.a decomposição de Doob-Meyer. Antes de enunciá-lo, no entanto. os 
;onceitos nele envolvidos serão expostos . 
. efinição 3.4: 
Um submartingale M = { M(t) , t i!: o} com respeito à filtragem 
I ~ t , t 2:: O } é continuo à dtretta se suas trajetórias M(t,w). w e o. 
ão continuas à direita (P-quase certamente). e se a famflia 
'!f • t 2:: O } , é continua à direita. 
i t 
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eflnlção 3.5: 
Um conjunto de variáveis aleatórias { ~ex ex E tl } é dito ser 
tformemente tntegrável se 
lim 
X ~co 
equivalentemente, 
1 im 
P(A) .. O 
efinição 3.6: 
sup J . I~ I dP = O , 
ex E 'U { I ~ex I > x } ex 
sup J I~ I dP = O , para V A E <§ • 
exE'U A ex 
Um (sub, super) martingale M = { M(t) , t ~ O } com respeito à 
ltragem { !i t , t ~ O }• com trajetórias M(t,w), w E O, continuas à 
~reita, pertence à classe D se a familia de variáveis aleatórias 
I M( T) , T E '!/ } , onde '!/ é o conjunto de tempos de Markov T com 
lação à mesma filtragem para os quais P(T < co) = 1, é uniformemente 
! efinição 3. 7: 
O processo estocástico A = { A(t) , t ~ O } é dito ser crescente 
as variáveis A(t) são !i -mensuráveis , 
t 
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A(O) = O e A(s) ~ A(t) 
( -quase certamente). para s ~ t. Tal processo é dito ser prevLslveL 
a função A : (O.co) x O IR é W(~ t)-mensurável. onde W(~ t) é a 
álgebra de subconjuntos de (O.co) x O gerada pelos retângulos da 
(s.t]xG;O~s~t.Ge~ •• e {O}xG. Ge~0• Tal 
integrável se E[A(t)] < co , para todo t > O. 
Para efeitos práticos, um processo previsivel pode ser 
nsiderado como sendo adaptado a { ~t • t 2: O } (i.e .• A(t) é 
t -mensurável. para todo t 2: O ) e continuo à esquerda. 
1
eorema 3.1 (decomposição de Doob-Meyer ): 
Seja X = { X(t) • t ~ O } um submartingale com respeito a 
' ~ t • t 2: O } continuo à direita e pertencente à classe D. Então 
· iste um processo crescente previsivel integrável A := { A(t). t 2: O } 
; aptado a { ~ t , t 2: O } tal que X(t) - A(t) = M(t). onde 
I M(t) • t 2: O } é um martingale continuo à direita uniformemente 
Esta decomposição é única (a menos de processos 
i.e .• processos tais que P( X(t) = Y(t) ) = 1. para 
Pode ser mostrado que submartingales positivos (como por exemplo. 
recessos de contagem) são de classe D. 
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mplo 3.4: 
Seja N = { N(t) • t ~ O } um processo determin1stico com 
N(
1
) = 11,,.,)(t) e :J, = { { g • 0 } , t ~ O }· Na decomposição do 
! 
te rema acima, temos M(t} = O • A(t} = N(t). 
I 
! 
! 
Seja n = { n:(t} , t ?! O } um processo de Poisson com 
O processo { n:(t} - ::\t • t ~ O } é uma martingale 
respeito a { ~~ • t ?! O }· Portanto, M(t} = n:(t} - ::\t e A(t} = ::\t 
n • decomposição do teorema. De fato, 
= E[ n:(t} - n:(s} + n:(s} - ::\t + ::\s - ::\s I ~: ] = 
= ::\(t-s} + n:(s} - ::\(t-s} - ::\s - · n:(s} - ::\s = M(s), 
is n possui incrementos independentes, n:(s} é ~ ...;mensurável e ::\ é 
• 
i c nstante. A(t} = M é integrável e previsivel (::\t é deterministica). 
A demonstração de que n:(t} - ::\t pertence à classe· D não é dif1cil e 
p de ser feita por um processo análogo ao utilizado para o caso de um 
p ocesso de Poisson não homogêneo, na seção 3.2.2. 
! 
35 
E emplo 3.6: 
Seja n = { 1t(t) , t i!:: O } um processo de Poisson com parâmetro 
À o, "t' 1 = inf{ t i!:: o : 1t(t) = 1 } e ff = { n(t) • t i!:: o } com 
lí<t> = 1t(tA"t' >· 1 
N ste caso, a decomposição tem a forma 
O processo crescente previsivel A = { A(t) , t i!:: O } que aparece 
n s teoremas e exemplos acima, é chamado de compensador do processo 
N = { N(t) , t i!:: O }· 
Processo de Poisson Não Homogêneo 
3.8: 
Um processo de Poisson não homogêneo é um processo pontual 
N(t) , t i!:: O } , definido em um espaço de probabilidades {C.~.P) que 
tisfaz as seguintes condições: 
! 
1) P ( N(O) = O ) = 1; 
2) { N(t) , t i!:: O } possui incrementos independentes; 
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3) P( N(t+h) - N(t) = 1 I :Jõ~_)= i\(t)h + o(h); e 
4) P( N(t+h) - N(t) 2: 2 I :Jõ:_)= o(h), 
onde i\ é a função intensidade do processo e 
N 
' = cr(N(s) : s < t) • 
t-
Note que, se tomarmos i\(t) = i\, { N(t) , !Jõ~ , t ~ O } passa a ser 
um processo de Poisson homogêneo. 
A condição 2 significa que N(b) - N(a) e N(d) - N(c} (para a < b 
e c < d) são variáveis aleatórias independentes se os intervalos (a,b) 
• e (c,d) forem disjuntos, ou ainda, que N(t) - N(s) é independente de 
~ !Jõ: = cr{ N(u) : u :$ s } , i.e., P(MB) = P(A}P(B) , V A e cr(N{t)-N(s)), 
N 
' s < t, e V B e !Jõ . 
• 
Jã a condição 4 significa que a probabilidade de ocorrerem pelo 
menos 2 eventos simultaneamente é zero, i.e., N(t) ·- N(t-) = O ou 1 
(por este motivo N é dito ser simples}. 
Os processos de Poisson são caracterizados, também, por possuirem 
intensidades deterministicas, i.e., num modelo de intensidade 
! multiplicativa, onde i\(t,w) = a:(t)Y(t,w), o fato de Y(t,w) = 1, para 
V w e O, é equivalente ao processo pontual ser um processo de Poisson 
(ver Jacod e Shiryaev (1987), p. ex.). 
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A seguir, são dados alguns resultados sobre processos de Poisson 
ão homogêneos. 
reposição 3.1: 
Um processo de Poisson não homogêneo é tal que 
' ( N(t) - N(s) = k ) 
exp( - J:i\(u)du ) [ J:i\(u)du ] k 
= 
k = 0,1, ... 
k! 
e o ~ s ~ t. 
! 
I 
' 
' 
i 
!Demonstração: 
I 
Como a função geratriz de probabilidade de uma variável aleatória 
inteira não negativa determina unicamente a distribuição de 
probabilidade desta variável, vamos calcular E [ zN(t)-N(s)] , I z I ~ 1. 
., mo possm mcremen os m epen en es, SeJ·a •1•(z,t) -- E [zN(t)] • Co N · · t · d d t 
temos 
Como conseqüência da definição de função geratriz de 
probabilidade, 
38 
+{ E[•"(t+h)-N(t)] - I } = +{ p( N(t+h) - N(t) = o ) - I } + 
00 
+ z+ P( N(t+h) - N(t) = 1 ) + +n~z zn P( N(t+h) - N(t) = n ) • 
As condições 3 e 4 da definição 3. 8 implicam que 
hi~O { + P( N(t+h) - N(t) = O) -I} = -;\(t) , 
lim + P( N(t+h) - N(t) = 1 ) = ;\(t) e 
h-O 
00 
n~2zn + P( N(t+h) - N(t) = n ) = o . 
pela condição 4 e porque I z I ~ 1. 
Conseqüentemente, temos que 
lim -i---1 E[zN(t+hl-N(t)] - 1 } = -;\(t) + z;\(t) = (z-1);\(t). 
h-0 hl 
Como t/l(z,t+h) = t/J(z,t){ E[zN(t+h)-N(t)] - 1 } + t/J(z,t) temos 
t/l(z, t+h) - t/l(z, t) 
h 
ôt/l(z. t) 
= t/l(z,t)(z-1);\(t) , para lzl < 1 • t > O. 
ôt 
Sob a condição inicial t/J(z,O) = 1, a solução da equação 
,diferencial acima é dada por: 
I 
i 
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Para O < s < t, 
Portanto, 
l'>(z,t) = exp [ (z-l)J:A(u}du J . 
1/J(z,t) 
1/J(z,s) = exp [ (z-1) J>(u}du J. 
N(t} - N(s) - P[ J>(u}du )· 
Uma demonstração alternativa pode ser encontrada em Ross (1983). 
Proposição 3.2: 
• 
Seja N = { N(t) , t ~ O } um processo de Poisson não homogêneo 
com função intensidade ~. Então o processo N = { N(Z(t)) , t i!!: O } é 
um processo de Poisson homogêneo com função intensidade ~ a 1 , onde: 
Z(t) = Inr{ v ' A(v) > t } e A(t} = J:A(s}ds. 
Demonstração: 
E[ N(t+s) - N(t) I N(u) , u ~ t ] = 
= E[ N(Z(t+s)) - N(Z(t)) I N(Z(u)) , u ~ t J = 
40 
= E[ N(Z(t+s)) - N(Z(t)) J = A(Z(t+s)) - A(Z(t)) = 
= A(inf{ v A(v) > t+s }) - A(inf{ v : A(v) > t }) = t + s - t = s, 
pois Z é uma função não decrescente, { N(t) , t i!: O } possui 
incrementos independentes e A é uma função continua. 
• 
Proposição 3.3: 
Sejam O < T < T < . . . os sucessivos tempos de ocorrência de 1 2 
saltos de um processo de Poisson não homogêneo com função intensidade 
À. Então, para qualquer n, 
i. e., o tempo transcorrido entre dois saltos consecutivos possui 
densidade dada por 
t 
fx I (x jt , ... ,t ) = À(t ) exp[ - I n+\(u)du ] , T , ••• , T n+1 1 n n+1 t n+ 1 1 n 
n 
onde X = T - T e T
0 
= O. 
n+1 n+1 n 
Demonstração: 
O evento A = { A(T n+ 1) > A(T n + s) } está contido no evento 
I { T - T > s } , que, por sua vez, está contido no evento 
1 n+1 n 
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B = { A(T ) i!: A(T + s) }· Então, n+1 n 
p ( A I T =t ..... T =t ) 
1 1 n n ~ P( X > s n+1 T =t , ... ,T =t ) 1 1 n n 
:s p( B I T =t •... ,T =t ) . 
1 1 n n 
Os valores t , ... ,t determinam A(t ), ... ,A(t ). Portanto, pela 
1 n 1 n 
proposição anterior, A(t ) - A{t ) é independente de t , ... t , e 
n+ 1 n 1 n 
possui distribuição exponencial com parâmetro 1. Então, 
p( A I T =t , ... ,T =t ) 
1 1 n n = 
= P{ A{Tn+1) - A{Tn) ) A{Tn+ s) - A{Tn) I T =t , ... ,T =t } = 1 1 n n 
= p( B I T =t •... ,T =t ) 
1 1 n n 
pois P ( Y i!: t ) = P ( Y > t ) para qualquer variável aleatória Y com 
• distribuição exponencial. 
• 
:Proposição 3.4: 
Condicionados a N{l) = n, os tempos de ocorrência dos eventos, 
i. e., O < T < ..• < T :s 1, são distribuidos como n estatfsticas de 1 n 
;ordem de uma amostra aleatória de n observações da densidade 
Ã{t) 
:t{t) = ---:----
D\(s)ds 
, O :s t :s 1. Ou seja, 
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fT I ( )(t , ... ,t I N(l)=n) = --.I.-----
, ... ,T N1 1 n [ 1 ]n • 
1 n o~(s)d~ 
o < t < ... < t ~ 1. 
1 n 
Demonstração: 
Sejam X = T - T e X = T
1
• Então, I J I = 1 e 
n+1 n+ 1 n 1 
f (t ..... t ) = f (t ..... t ). = T , ... ,T 1 n X , ... ,X 1 n 
1 n 1 n 
= f I <t lt .... ,t > ... f I <t lt > f <t > = X X , ... ,X n 1 n-1 X X 2 1 X 1 
n 1 n-1 2 1 1 
, para O < t < • • . < t . 
1 n 
f (t , ... ,t ,n) = T, ... ,T ,N(1) 1 n 
1 n 
= P( N(1) = n I T =t , ... ,T =t J f (t , ... ,t ) = 
1 1 n n T , ... ,T 1 n 
1 n 
= p ( T > 1 I T =t ..... T =t ) f (t ..... t ) = 
n+1 1 1 n n T , ... ,T 1 n 
1 n 
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Portanto, 
f (t , ... , t ,n) T , ... , T ,N( 1) 1 n 
I 1 n f I < ,(t , ... ,t n) = ----------
rl, ... ,rn N 1 1 n P[ N(1) = n ] = 
= 
• 
Exemplos de aplicações de processos de Poisson podem ser 
encontrados em Cox e Lewis (1966), Lewis (1972), Lewis e Shedler 
{1976a), Steinijans {1976) e Reyment {1976). 
3.2.1 - Descrição do Experimento Estatlstico 
As trajetórias de um processo pontual são funções escada com 
saltos de magnitude 1, continuas à direita com limite à esquerda em 
cada ponto t e [O,oo). Podemos, então, tomar como espaço de observações 
, Q' o espaço 
! D[0,1] = {g:[O,l] -+IR g é continua à direita c/ limites à esquerda}· 
: Claramente, este espaço contém muitos elementos além das trajetórias 
1 de um processo pontual. No entanto, sua adoção como espaço de 
' observações é útil por sua estrutura de espaço métrico, descrita a 
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seguir. 
Nosso espaço mensurável será dado por ( ll[0,1] , 8(10[0,1]) ) , 
ondeB(10[0,1]) é a cT-álgebra de Borel de D[0,1], i.e., a cr-álbegra 
gerada pelos conjuntos abertos do espaço 10[0,1], segundo a métrica de 
Skorohod, dada pela expressão: 
d5(x,y) = inf 
h e H 
onde 
[ sup I x(t) - y(h(t)) I 
te(O,l] 
+ sup I t - ~(t) I ] 
te(O,l) 
H = { h:[0,1] --.. [0,1) 
estritamente crescente }· 
h(O) = O, h(1} = 1, h é continua e 
Parthasarathy (1967) e Billingsley(1968), por exemplo, descrevem 
' detalhadamente tal métrica, que torna o espaço 10[0,1] separável, ao 
contrário da métrica uniforme 
d(x,y) = sup I x(t) - y(t) I· 
te(O,l) 
Observe que, para duas trajetórias w e w' e 10[0,1), que contenham 
o mesmo número de saltos, temos que 
d5(w,w') = max { 
1 = 1 , • • • , N(l,W) 
T - T' 
1 1 
onde -r1 e -r; representam o i-ésimo salto dentro das trajetórias w e 
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w•. respectivamente. 
A cr-á.lgebra B(ID(O,l]) coincide com aquela gerada pelos conjuntos 
ciltndricos 
I(t •...• t ) = { x e O':(x(t ) .... ,x(t )) e B, B e B(IRn) } 
1 n 1 n 
(ver Shiryayev (1984)). 
Neste espaço mensurá.vel, definimos as medidas de probabilidade 
P~. ~ e e. de tal forma que 
P~(~) = P~{ w : N(.,w) e A } • A e B(ID(O,l]) • 
onde { N(t) • t ~ O } tem ~ como sua função intensidade. 
Nosso experimento estatistico será. considerado como sendo o 
"produto" dos experimentos c1 = { o; . ~; , { P1~ • ~ e e } } . i e IN. 
onde o; = D(O,l) , ~; = B(ID(O,l]) e P1~ = P ~· 
Aqui. adotaremos como espaço paramétrica um subconjunto do espaço 
l 2((0,1),dt) • i.e.. o espaço formado pelas funções f:(O,l) - IR que 
J
l 2 
satisfazem 
0
[f(t)] dt < oo. 
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8={~ inf ~(t) > O 
tE(O,l] 
sup ~(t) < oo }· 
tEIO,l] 
A razão para se definir 8 · desta forma reside no fato de 
l ([O,l),dt) ser um espaço de Hilbert, o que possibilita a definição 2 
de diferentes "sieves" a partir de diferentes bases deste espaço. 
3.2.2 - Decomposição de Doob-Meyer para um Processo 
de Poisson não Homogêneo 
Como jâ vimos, { N(t) , t i!:: O } é um submartingale. Podemos, 
então, obter a decomposição de Doob-Meyer para o processo de 
' Poisson não homogêneo. Neste caso, N(t) = M(t) + A{t) , onde 
i M(t) = N(t) - J>(s)<ls é uma martingale continua à direita e 
uniformemente integrâvel. De fato, 
E[ M(t) I :!', ] = E[ N(t) - J>(u)du :!', ] = 
= E[ N(t) - N(s) I :1'
0 
] + E[ N(s) I :!', ] -· J:A(u)du = 
= J>(u)du + N(s) - J>(u)du = N(s) - J: A(u)du = M(s) , 
pois ~ é determinlstica. 
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Além disso, pela própria definição do espaço c•, as trajetórias 
de M(t) são continuas à direita. 
A filtragem { ~ t , t i!:: O } é continua à direita em decorrência do 
seguinte lema (ver Liptser e Shiryayev (1978)). 
Lema 3.1: 
Seja um espaço de eventos elementares C tal que, para todo t i!:: O 
e todo w e C, existe w• e C tal que N(s,w•) = N(tAs,w), para todo 
s > O. Então, a familia de cr-âlgebras { ~~ , t i!::· O } é continua à 
direita. 
Claramente, o• = 10[0,1] satisfaz a condição deste lema. 
Note, ainda, que N(t) - J>(s)ds é uniformemente integrâve!. 
Definindo 
c.= { I N(t) - J>(s)ds I > x } , 
temos 
sup Jc I N(t) - J
0
\(s)ds lctP~ 
te[O,l) 
X 
~ sup [ J N(t)dP ~ 
te[O,l) C 
X 
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Como 
sup 
tE(O,l) I N(t)dP~ + sup [f\(s)ds]P~(Cx) • C tE(O,l) O X 
lim I N(t)dP~ = O , para todo t E [0,1), 
X -00 C 
X 
pois E[N(t)] < oo ,para todo t E [0,1), e C -. QJ , quando x - oo, então 
X 
lim sup I N(t)dP ~ = O. 
x -oo tEIO,ll C 
X 
Além disso, 
lim sup [f\(s)ds]P~(C) 
x .... oo tE(O,l). O 
, A(t) = I:A(s)ds é, então, o compensador do processo de Poisson não 
homogêneo (já que, para este tipo de processo, J\(t) é determinfstico 
e, portanto, previslvel). 
3.2.3 - Derivada de Radon-Nikodym 
O que nos interessa, de fato, é a obtenção de estimadores de 
máxima verossimilhança para . a função ~(t). Devemos, portanto, 
determinar a função que desejamos maximizar. Como nosso espaço de 
observações é um espaço abstrato, não temos nenhuma medida que seja 
n diretamente equivalente à medida de Lebesgue em IR • Neste caso, 
! adota-se a derivada de Radon-Nikodym como função de verossimilhança 
49 
caso tenhamos uma medida dominante em nosso experimento. Como foi 
visto no capitulo anterior, a escolha da medida dominante é 
irrelevante para a obtenção do estimador de máxima verossimilhança 
(caso haja mais de uma medida nesta condição). 
Sabe-se que, para qualquer processo de Poisson com função 
intensidade À, 
sobre ( 10[0,1] 
P ~ « P , onde P é a medida de probabilidade induzida 
" 1 1 . 
, 8(10[0,1]) ) pelas funções amostrais de um processo de 
Poisson homogêneo com À = 1 (ver Karr (1987), p. ex.). 
Pelo teorema de Radon-Nikodym 
dPÀ 
existe, então, p(w,À) = cnF<w) tal 
1 
que P~(A) = t p(~)dP1 , para todo A e :f' = B(ll[O,l]). 
Proposição 3.5: 
Para um processo de Poisson, temos 
dPÀ [ J1 J1 ] p(w,À) =  
1 
(w) = exp 
0
ln[À(t)]dN(t,w) + 
0
[1 - À(t)]dt • 
Uma maneira não rigorosa de se chegar a esta expressão é a 
• 
i seguinte: fixada uma trajetória w cujos pontos de salto sejam 
PÀ(An) 
: t , ... , t , calculemos o quociente p (A ) , onde 
I 1 k 1 n 
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t + !) , ... , T (w) e (t - e 
1 n k k n 
N(l,w) = k } 
e T é a variável aleatória que designa o j-ésimo salto de cada J 
trajetória w. 
e deve ser tal que e < á [ _ min { \- \_1 , 1 - tk } ] . 
l-1 t ••• ,k 
Temos, então, 
[ It -e/n l [ r +E:/n l = exp - 01 ~( s )ds exp - J t: -E:In ~( s )ds 
[ I: -E:/n l exp - 2 ~(s)ds t +E:/n 1 [ It +E:/n l ... exp - k ~(s)ds t -E:/n k 
exp[ - J1 ~(s)ds ] = 
tk +E:/n 
It +E:/n 1 ~(s)ds t -E:/n 1 
I: +E:/n k ~(s)ds -E:/n k 
= exp[ -t~(s)ds ] TI . 1 ~(s)ds • k I: +E:/n 
l =1 t -E:/n 
l 
Fazendo ~ • 1, temos 
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k 
-1 
= e n (2e/n). 
1=1 
Portanto, 
P>.(A ) [ J1 l lim p (A n) = exp - (1 - >.(s)]ds 
n-co 1 n O 
~ lim 2!/nJ\+e/\(s)ds ] = 
1 = 1 n --co t -e/n 
1 
= exp[ -t[l - il.(s)]ds ] 
= exp[ Ê ln >.(t 1) + J
1 
(1 - >.(s)]ds ] = 
1=1 o 
= exp[ J:ln(il.(t)]dN(t,.,•) + J:[l - il.(s)]ds ]· 
Este procedimento guarda uma certa analogia com o que é adotado 
i por Grenander (1981), que utiliza um resultado conhecido como teorema 
da convergência da razão de verossimilhança, apresentado inicialmente 
em Grenander (1950). 
3.2.4 - Métrica Adotada para o Espaço de Parâmetros 9. 
A métrica natural a ser adotada é a métrica de l
2
([0,1],dt), dada 
por: 
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No capitulo anterior, foi dito que a condição 2 do teorema 2.2 
"sugere" uma métrica para 8. Para um processo de Poisson não 
homogêneo, a entropia formal é dada por (ver Karr (1987)): 
= JJ I - Ã(s) + Ã0(s)ln[Ã(s)) ]ds. 
Portanto, 1 i m [H(~ .~ ) - H(~ .~ >] = O '* O O O m 
'* ~ (s) - ~ (s) + ~ (s)ln(~ (s)/~ (s)) - O 
m O O O m 
para quase todo s e [0,1], pois 
=+ I ~ (s) - ~ (s) I - O 
m O 
para quase todo s e [0,1] '* 
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3.2.5 - Escolha do "Sieve". 
Como definido anteriormente, o método de "sieves" consiste na 
obtenção de uma seqüência {s } de subconjuntos de e com Ü S denso em 
m m=l m 
e. No caso de um processo de Poisson não homogêneo com espaço de 
parâmetros e, queremos estimar ~ e e. Para isso, consideraremos aqui 
dois "sieves" diferentes: o "sieve" de histograma e o "sieve" de 
Fourier. Antes de descrevê-los, no entanto, convém justificar a 
necessidade da utilização de um método alternativo para a obtenção dos 
estimadores de máxima verossimilhança de ~. 
Se possuirmos uma amostra i.i.d. de tamanho n de nosso espaço O', 
teremos 
L (~;w) 
n -
n dP~ 
= n -(w) 
I =1 dP 1 
1 
= ~ exp[ f\n[~(t)]dN(t,w 1 ) + f\1 -~(t)]dtl = 
1 =1 o o 
= ~ exp[ É\n[~('t1 )] + J1 [1 - ~(t)]dt ]· 1 =1 J =1 ,J o 
onde 't representa o instante do j-ésimo salto dentro da i-ésima l,J 
trajetória e r designa o número de saltos da i-ésima trajetória, 
1 
' i. e., r = N(l,w ). 
I I 
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Observe que, se fizermos ;\(t) assumir valores cada vez maiores 
nos pontos T , de tal forma que J
0
\t - ;\(t))dt permaneça constante, l,J 
teremos L (;\;w) tão grande quanto se queira, e conseqUentemente, não 
. n -
conseguiremos encontrar um elemento ;\ e 9 que maximize L (;\;w ), ou O n -
seja, torna-se necessária a utilização de um método alternativo para a 
estimação de ;\ . 
o 
! 3.2.5.1 - Sieve de Histograma. 
No "sieve" de histograma, temos 
m 
Sm = { g : [0,1] -IR+ : para todo t e [0,1], g(t) = k~19k 1yk(t)} 
onde Tk = [ (k-1)/m , k/m ) , k = 1, ... ,m-1 e T = [(m-1)/m , 1 ] • 
m 
Para aplicação do método de "sieves", o que devemos fazer, então, 
A 
é obter, para cada S , um elemento ;\ e S (o que equivale a obter um 
m m m 
A 
vetor 9 ) que maximize 
-m 
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n 
= í 
1 = 1 
) . n = í 
1=1 
Neste caso, podemos encontrar o vetor 9 que maximiza l. (a ;w) 
-m n-m-
analiticamente, calculando o vetor de primeiras derivadas e a matriz 
1 
de segundas derivadas (matriz Hessiana) de l. (a ;w) com relação a e . 
n-m- -m 
= 
a a 
m, s 
n r 
1 
= í í m 
1=1 J=1 
1T (T ) 
m,s 1,J 
n r
1 
=- í í 
1=1 j=1 
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n 
m 
n 
m = 
.. 
8
2 !1. (a ; w) n-m- n ri 
.. ,..----=diag- L L 
8a 8a 1=1 J=1 
1 T 
, 1:Ss:Sm 
m,s 
• v 
Como a matriz Hessiana é negativa definida (é uma matriz diagonal 
com elementos 
satisfizer 
negativos na 
[ 
a !I. n (~m•~) 
a a 
m,s 
maximizará a função !1. (a ;w) 
n -m-
n r
1 
=o .. 
a a L L 1=1 J=1 m 
m,s 
diagonal principal) 
(ver Lima (1981)). 
1 T ('T ) 
m,s 1,J 
o vetor a 
-m 
n 
--=o m 
m,s 
= ~ •[ 'T n 1,J 'T e T ] • 1,J m,s .. a 
00 
Us 
m=1 m 
é denso em e, pela seguinte proposição 
Royden(1968),p.244 ). 
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que 
(ver 
Proposição 3.6: 
Seja f e l (fJ) • 1 s p ::s oo. Então. dado e > o. existe uma função p 
simples f· nula fora de um conjunto de medida finita. tal que 
11 f - f 11 < e. p 
l P {fJ) = { f : Q - IR : J I f I P dfJ < oo }• funções simples são aquelas 
que assumem apenas um número finito de valores e lf ·IIP designa a norma 
do espaço l (fJ). 
p 
Karr {1987) obteve um importante resultado sobre a consistência 
do estimador de À obtido utilizando-se o "sieve" de histograma. 
Teorema 3.2: 
Se m {dimensão. do elemento S do "sieve") é escolhido de tal 
n m 
OCI 
forma que 0~1 (m: I n2) ( OCI t então 
certamente. onde 11·111 designa a métrica do espaço l 1([0.I].dt). 
Isto implica que devemos ter m < 
4 /n para que 
n 
11 Ãn - Ã0 11 1 - O PÀ -quase certamente. 
o 
PÀ -quase 
o 
Um aspecto importante na utilização do "sieve" de histograma é 
sua simplicidade computacional. 
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3.2.5.2 - "Sieve" de Fourier 
Como jâ foi dito, a inspiração para a construção do "sieve" de 
Fourier se origina da estrutura matemâtica do espaço l
2
([0,l],dt). A 
construção deste "sieve" é feita tomando S como um subconjunto do 
m 
espaço vetorial gerado pelos primeiros m elementos de um sistema 
completo ortonormal de l
2
([0,l],dt), i. e., um sistema { cpk , k e IN } 
tal que 
(cp ,cp) = Ilcp (t)cp (t)dt = { O • se 1'1tJ 
1 J o 1 J 1 , se 1=J 
e onde (z,cp) = O, para todo i e IN, implica z = O. 
1 
Tal sistema é também conhecido como base de l
2
([0,l),dt), e cada 
elemento de l
2
((0,l),dt) pode ser expresso como combinação linear dos 
1 elementos do sistema { cpk , k e IN } • i.e., 
00 
Ã(t) = .t 9•"•(t) • onde 9• = (Ã,f>k) = J>(t)f'.(t)dt , 
são chamados de coe[tctentes de Fourter do elemento ;\ com respeito ao 
sistema { cpk , k e IN } • 
Observe que, para qualquer ;\ e l
2
([0,l),dt), temos 
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Definimos, então, 
m 
sm = { i\ e e : i\(t) = I: 8kcpk(t) • + :S i\(t) :S em } • 
k=l m 
onde c ,. co tão rá.pido quanto se queira, e 
m 
cp (t) = 1 , t e [0,1] ; 
1 
{ rz cos(2knt) • k par cp (t) = 
k rz sen(2(k-1)nt) • k impar 
co 
(1) 
Para mostrar que U S é denso em e, devemos mostrar que, dado 
m=l m 
1 c > O, existe m e IN tal que 
o 
com :S c 
m 
o 
Como a série de Fourier de funções continuas converge 
' uniformemente e, além disso, para qualquer função f e l ([0,1],dt), 
2 
: existe uma função continua ~ e l 2([0,1],dt) tal que 11 f - ~ 112 < c 
· (ver Royden (1968), p.118), podemos tomar ~ e m tais que: 
. o 
1) ~(t) > O, para todo t e [0,1] 
2) sup 1 i\0(t) - ~(t) I < a 
te[O,l) 
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4) sup I 
tE[O,l) 
onde: ó = + inf Ã0 (t) e { a: , k e IN } são os coeficientes de 
tE[O,l I 
Fourier da função Ç. 
Temos, então, 
sup I 
tE[ O ,1) 
inf Ã
0
(t) 
tE[O,l) 
pela definição de métrica uniforme {ver seção 3.2.1), ou seja, 
para todo t e [0,1]. 
Além disso, 
m 
11 L0 a:q>k - Ão llz < e, 
k=l 
pela desigualdade triangular. 
Mostraremos, a seguir, que o "sieve" de Fourier satisfaz as 
condições do Teorema 2.1. 
Para mostrarmos que, para todo m e IN, todo 9 e S e todo e > O, 
m 
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p[w.Bm(a,e)] = sup p(w,a) 
a e B (A,e) 
m 
é '§'-mensurável, é suficiente mostrar que 
N ( 1 ,W) 
{ w : p(w,a) = L ln[i\(T )] > x } e '!f', para todo x e IR, j = 1 j 
pois J
1 • 
a função exponencial é continua, 
0 
[1- i\(t)]dt é constante (por 
i\ ser deterministica) e 
sup p(w,a) 
e B (i\,e) 
m 
) X} = U {w 
a.e B (i\,e) 
m 
p(w,a) > x }· 
Como a função logaritmica é uma função continua e a e S também é 
m 
continua, se w for tal que 
então existe e > O tal que 
w 
N ( 1 , W) 
L ln[a(T )] > x, 
j = 1 j 
N(1,W) 
L ln[i\(T - e )] > x. 
j=1 j w 
Consequentemente, para todo w' tal que 
temos 
N < 1, w') 
p(w' ,a) = L ln[a(T')] > x 
j = 1 j 
(note que, se e < 1, w' possui o mesmo número de saltos que w). 
w 
Portanto, 
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{ w : p(w,9) > x } 
é um subconjunto aberto de 10[0,1], o mesmo ocorrendo com 
{ w : sup p(w,9) > x }· 
9 e B (i\,e) 
m 
A condição {1) do teorema 2.1 é, então, satisfeita. 
A condição 2 será automaticamente satisfeita se provarmos que 
p(w,i\) é continua em i\ (isto implica a semicontinuidade superior). 
Novamente, como a função exponencial é continua, é suficiente mostrar 
que J:(i - Ã(t)]dt e J:ln[Ã(t)]dN(t,w) são continuas em À para cada 
trajetória w. 
Seja { i\ n , n e IN } uma seqüência tal 
m 
onde 
m m 
i\n<t> = í 9~n)(/)k<t> e i\(t> = 
k=l 
e q>k, k=1, ... ,m, são dadas pela expressão (1). 
Temos, então, que 
quando n - ()()• i. e., i\ (t) __.. i\(t), para todo t e [0,1]. 
n 
que i\ e s 
n m 
9 , k = 1, ... ,m , 
k 
e 
Como - 1- ~ 9(t) ~ c , t e [0,1] , para todo 9 e S , pelo Teorema 
C m m 
m 
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da Convergência Dominada 
llm J1 [1 - ;\n(t)]dt = J1 [1 - lim ;\n(t)]dt = J
0
1 
[1 - ;\(t)]dt. 
n-oo O O n-oo 
Considere, agora, w fixo e tal que N(1,w) < oo. Temos, então, que 
-
1
- < e(t) ~ c ~ ln(-1-) ~ ln[e(t)] ~ ln[c ] ~ 
c m c m 
m m 
~ 1 ln[e(t)] I ~ ln[c ] ~ 
m 
~ J1 1 ln[;\ (t)] I dN(t,w) ~ N(1,w)ln[c ] , 
n m 
o 
tomando c > 1. 
m 
Novamente, pelo Teorema da Convergência Dominada e pela 
continuidade da função logarltmica 
lim f\n[;\n(t)]dN(t,w) = J1 lim ln[;\n(t)]dN(t,w) = 
n ~ oo O O n -oo 
= J: ln[À(t)]dN(t,O>). 
Isto completa a demonstração para a condição (2). 
A limitação - 1- < e(t) :s c , t e [0,1] e e e S , implica que 
C m m 
m 
J: ln[e(t )]dN( t,O>) ~ N(!,., )In[ c m] 
e que 
J:[l -e(t)]dt ~ I - ~m • 
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Portanto, 
ln[p( .,,9)] - J: ln[9(t)]dN(t,.,) + J: [1 - 9(t )]dt ~ 
~ N(1,w)ln[c ] + 1 
m 
para todo w E Q' tal que N(1,w) < m. 
Conseqüentemente, 
pois P[N(1) = m] = O. 
1 
c 
m 
Precisamos, agora, provar que S é compacto. 
' m 
Como os espaços l são completos (teorema de Riesz-Fischer) e p . 
toda seqüência (\) convergente, onde Ã
1 
E S m' converge para elementos 
de S , temos que S é completo. De fato, 
m m 
1 ~ -- ~ 
c 
m 
m 
onde 9 = li m 9 • 
k l,k 
l .. CXI 
~ _1_ ~ 
c 
m 
~ - 1- :S lim À (t) ~ c 
C l m 
m 
m l+CXI 
1 ~ -- ~ 
c 
m 
m 
E 
k=l 
fP (t)lim 9 ~ c 
k l,k m 
l .. CXI 
Além disso, S é totalmente limitado (i. e., dado e > O, existe 
m 
65 
uma coleção finita de esferas de raio c que cobre s ) 
m 
diâmetro é finito. 
diam S = sup d(;\ ,;\ ) = (;\ - ;\ ;\ - ;\ > = m ;\ ;\eS 1 2 1 2' 1 2 
1' 2 m 
I: I 2 f[ em- +rdt = ;\ <t> - ;\ <t> 1 dt :::s < 1 2 O m 
Portanto, por uma Proposição (Royden (1968), p.164) 
compacto, ou seja, satisfaz a condição 4 do teorema 2.1. 
Finalmente, a condição S. 
Como 
e 
ln(p(w,;\ )] :::s N(1,w)ln[c ] + 1 
n m 
para ;\ e S , então 
n m 
1 
c 
m 
pois seu 
00 • 
s é 
m 
= 
pelo Teorema da Convergência Dominada e pela continuidade da função 
logar1tmica e de p(w,;\), ou seja, H(;\
0
,;\) é continua em ;\. 
Como Ü S é denso em e e {s } é crescente, existe ;\ e S tal 
m=l m m m m 
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que 11 ~m - ~o t-+ O, quando m- ClO. Portanto, 
e 
Mostramos, 
seqUência m 
n 
verossimilhança 
sup H(~ .~) -+ H(~ .~ ) , quando m--+ ClO 
... s o o o 
n. E m . 
então, 
para a 
IMn é 
m 
n 
IA - ~ , quando m - ClO. 
m O 
que para o "sieve" 
qual o conjunto de 
de Fourier 
estimadores 
consistente, i. e., lim P( d(IMn .~ ) 
m O 
n-ClO n 
existe uma 
de máxima 
> c ) = o, 
para todo c > O. Para a determinação da seqUência m seria necessário 
n 
utilizar o teorema 2.2. No entanto, sua aplicação não é simples, 
segundo os próprios autores. Por este motivo, utilizamos diferentes 
seqUências m para os exemplos simulados. 
n 
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CAPITULO 4 
ASPECTOS PRÁTICOS NA APLICAÇÃO DO MÉTODO DE "SIEVES" 
4.1 - Algoritmo para Simulação de Processos de Poisson Não Homogêneos 
O algoritmo utilizado para simulação de um processo de Poisson 
não homogêneo foi o método da transformação da escala de tempo, que se 
baseia numa conseqüência da proposição 3. 2: 
Os pontos t , t , . . . são pontos de salto de um processo de Poisson 
1 2 
com E[N(t)] = J\(t). se e somente J\(t
1
), J\(t2 ), ... são pontos de salto 
de um processo de Poisson com função intensidade À = 1. 
Com este resultado é possivel, então, gerar n trajetórias de um 
processo de Poisson com função intensidade ;\(t) , t i!: O, observadas no 
intervalo (0,1] , através do seguinte algoritmo: 
1) faça i = 1; 
2) faça s = O; 
3) gere um número aleatório u com distribuição U(0,1]; 
4) faça y = -log(u); 
5) faça s = s + y; 
6) se s > J\(1), faça = i + 1; 
se :s n, vá para 2; 
se > n, vá para 7; 
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se s ~ A(1), grave e Z(s) = inf{ v A(v) > ~ }; 
7) fim; 
Obviamente, o processo de obtenção de Z(t) a partir de A nem 
1 
sempre é operacionalmente fácil ou mesmo possfvel, sendo necessário 
fazer uso de processos numéricos de inversão nos casos em que não seja 
possfvel obter facilmente uma expressão para Z(t). Esta solução, no 
entanto, tornaria o processo extremamente lento. 
Para contornar esse tipo de problema, Lewis e Shedler (1979) 
sugerem um procedimento bastante simples, . baseado no seguinte 
Teorema 4.1: 
Considere um processo de Poisson não homogêneo { N• (t) , t ii?: O } 
• • com função intensidade À (t), tal que o número de pontos N (t
0
) em um 
intervalo fixo (0, t
0
] possui distribuição de Poisson com parâmetro 
• • • • • • fl
0 
= A (\) - A (0). Sejam t , t , ... , t • os pontos do processo 
1 2 N <t
0
> 
• no intervalo (O,t ]. Suponha que para O ~ t ~ t , À(t) ~ À (t). Para 
o o 
• 
= 1,2, ... ,n, delete o ponto de salto t com 
1 
probabilidade 
• • • 1 - À(\ )/À (\ ). Os pontos de salto restantes determinam uma 
trajetória de um processo de Poisson não homogêneo { N(t) , t ii?: O } 
com função intensidade À no intervalo (O,t
0
]. 
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A demonstração encontra-se em Lewis e Shedler (1979) • 
• Obviamente, À deve ser escolhida de tal forma que o cálculo de 
• Z(t
1
), i = 1, ... ,n, seja fácil. 
O algoritmo consiste, portanto, nos seguintes passos: 
1) Gere uma trajetória de um processo de Poisso~ { N • (t), t õi!: O } 
• com função intensidade À (t) num intervalo fixo (O,t
0
], segundo o 
• algoritmo descrito anteriormente. Se o número de pontos gerados n for 
igual a zero, pare; não há nenhum ponto de salto na trajetória. 
• • • 2) Denote os pontos (ordenados) por t , t , ... , t • Faça i = 1 e 
1 2 n 
k = o. 
3) Gere u uniformemente distribuido entre O e 1. 
I 
• • • • Se u :$ À(t )/À (t ) , faça k = k + 1 e t = t . 
I 1 1 k 1 
• 4) Faça i = i + 1. Se i :$ n , vá para 3 . 
• 5) Se i > n , retorne t ,t , ... ,t , e também k. 
1 2 k 
Estes pontos determinam uma trajetória de um processo de Poisson 
{ N(t), t õi!: O } com função intensidade À(t) , t õi!: O, observada no 
intervalo (0, t ]. 
o 
O problema de geração de trajetórias de processos de Poisson não 
homogêneos já foi abordado em diversos trabalhos, como Gilchrist 
(1976), Lewis e Shedler (1976b,1977) e Patrow (1977), por exemplo. 
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' 4.2 - Procedimentos Práticos para Obtenção das Estimativas 
das Funções intensidade ~. 
Obtidas as trajetórias de um processo de Poisson com a função 
intensidade desejada, procedeu-se a etapa seguinte: a estimação da 
função intensidade com base na amostra, para cada um dos dois "sieves" 
descritos no capitulo anterior. 
Como já foi visto, este procedimento é equivalente a estimar os 
m 
vetores a 
-m 
n 
= {a •...• a ) • onde 
1 m 
n 
,.. n 
~{t) = L akcpk{t). 
k=1 
Para o "sieve" de histograma é necessário, apenas, calcular o 
\ 
vetor 
onde 
a 
m ,s 
n 
= 
(a , ... ,a ) . m ,1 m ,m 
n n n 
m 
n 
n #[ 't' l,j 't' l,j E T ] m ,s 
T foi definido no capitulo anterior. 
m ,s 
n 
e 
No caso do "sieve" de Fourier, não é possivel encontrar o vetor 
m 
que maximize :I. (a ,w) 
n -m-
analiticamente; é necessária a 
-m 
E s a 
utilização de um método iterativo que nos leve a encontrar um vetor 
próximo da solução real do problema. O método utilizado foi o de 
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Newton-Raphson {ver Jenrich e Schluchter {1986)), onde a cada passo, 
e ( r> designando o vetor 
-m 
obtido no r-ésimo passo do processo, S o vetor de primeiras derivadas 
e H a matriz Hessiana {calculados no ponto e< r>). O número inteiro v é 
-m 
ajustado para se obter a convergência do processo. 
m 
P lh d ( 0} IR n • • • ara esco a e um ponto e e para m1c1ar o processo 
-m 
iterativo, foi adotado o procedimento de se calcular .fn(~m·~J para 
alguns pontos e 
-m 
apresente o maior valor. 
Como regra de parada, adota-se normalmente o fato de 
e(r+l)_e(r) 
-m -m 
< a . 
onde a é um valor positivo próximo de zero {aqui adotamos a = 0.001 ). 
Quando S for 
m 
composto por funções positivas que sejam 
combinações lineares dos primeiros m elementos de uma base de 
O..)[O,l],dt), é possível generalizar o cálculo de 
n r m 
= .L J:~{~:a•"•<',)] - n 
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construindo-se urna matriz A de dimensão ( E r 
1 
x rn
0
) da seguinte forma: 
1=1 
obtido o vetor de tempos de salto l = I ( 't , .•. , 't ) t de cada 1,1 1,r
1 
trajetória i, i e {1.2, ... ,n}. constroi-se um vetor l = (1: .... ,1~) t 
e, a partir dele, a matriz A. onde a = fP ('t ), e o j-ésirno salto 
u,v v l,j 
dentro da i-ésima trajetória determina a linha u da matriz. 
A = [ 
A partir dessa matriz, o cálculo de .cen(~m·~) para cada vetor 9 
-m 
no processo iterativo pode ser feito através de operações matriciais 
entre a matriz A. o vetor 9 e o vetor B = {bk), 
-m rn n n 
k=l, ... ,rn , onde 
n 
b = rf (t)dt. De 
k o k 
fato, 
.cen(~m ·~) t = A9 (r)_ n + n9 (r) 8 
-m -m m n n n n 
A utilização deste procedimento facilita, também, o cálculo do vetor 
de primeiras derivadas e da matriz Hessiana, necessários na aplicação 
do método de Newton-Raphson, e que são dados pelas expressões abaixo. 
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a!l (e ,w) 
n -m -
n 
a e 
n r 
I 
= L L m 
n m ,u 
n 
I= 1 j=1 
kL ekcpk(TI,J> 
2 
a !l (e , w) 
n -m -
n 
n r 
I 
=- L L cpu(TI,j) cp)TI,j) 
I= 1 j=1 
[ .~:9k~k(T I) r ao a m ,u m ,v n n 
Isto pode ser observado nos programas em anexo (Apêndice 11), 
elaborados utilizando-se o módulo de cálculo matricial CM do pacote 
estatlstico SOC (ver NTIA (1989)). 
As funções intensidade simuladas foram as seguintes: 
2t 1) À (t) = 2e , t e [0,1] ; 
1 
-2t 2) À (t) = !Se , t e [0,1] 
2 
{ 
7 , se t e [O, 112) 
3) À (t) = 
3 5, sete [1/2,1] 
4) À (t) = 2 + 8t , t e [0,1] ; 
4 
{ 
2 , se t e [0,114) 
5) À
5
(t) = 16t - 2 , se t e [114,3/4) 
10 , se t e [3/4, 1] 
6) À (t) = 6 + sen(4nt} , t e [0,1] • 
6 
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A definição da dimensão dos subconjuntos S de cada "sieve" foi 
m 
feita tomando m 
n 
c 
= [n ], para c = 112, 1/3 e 114. A escolha destes 
valores baseou-se em sugestões da literatura (MacKeague (1986) e 
Karr(1987)), já que os resultados de Geman e Hwang (1982) para o 
cálculo de m , segundo os próprios autores, são de difícil aplicação. 
n 
Por problemas de limitação da capacidade computacional, os 
tamanhos de amostra para os quais realizou-se a simulação variaram de 
acordo com o valor de c. Para c = 112, fizemos n = 10, 25 e 50; para 
c = 113, fizemos n = 10, 25, 50 c 100; e finalmente, para c = 114, 
utilizamos n = 25, 50, 100 e 200. 
4.3 - Análise dos resultados. 
Os gráficos (anexo 11) mostram, simultaneamente, as funções 
intensidade e aquelas obtidas utilizando-se cada um dos "sieves", para 
alguns tamanhos de amostra e cada valor de c. 
Os gráficos mostram que, para o "sieve" de Fourier, as 
estimativas da função intensidade real são mais confiáveis para 
valores de t distantes dos extremos O e 1. Isto ocorre porque, para 
.\ e S , temos .\ (O) = .\ (1), e, obviamente, a função .\ real pode ser 
m m m m O 
tal que .\ (O) -:t. .\ (1). No entanto, nota-se que, para valores não muito 
o o 
próximos de O e 1, a estimativa obtida aproxima razoavelmente a função 
real, principalmente para dimensões de S maiores que 2 e intensidades 
m 
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continuas. Quando a intensidade é constante em intervalos de uma 
partição de (0,1], o "sieve" de Fourier parece não fornecer bons 
resultados, provavelmente porque seria necessário uma dimensão maior 
para que a aproximação fosse razoável. 
Quanto ao "sieve" de histograma, as estimativas obtidas mostram 
que este tipo de "sieve" fornece bons resultados para funções 
constantes em subintervalos de (0,1], desde que cada elemento da 
partição de (0,1] onde a função é constante seja igual à união de 
alguns intervalos T = 
m 
s 
[{s-1)/m,s/m). Caso contrário, o "sieve" de 
histograma fornece apenas uma visualização da tendência da intensidade 
real, o mesmo ocorrendo para funções que não sejam constantes em 
subintervalos de (0, 1]. 
4.4 - Sugestões 
Além de um estudo mais detalhado dos "sieves" de histograma e de 
Fourier {o que compreenderia a realização de simulações para tamanhos 
de amostra maiores em computadores de grande porte e para um número 
maior de funções intensidade) poder-se-ia estudar o comportamento de 
"sieves" formados por outras bases de 0.. ([0,1],dt), 
2 
como aquelas 
formadas pelas funções de Haar {ver Paley {1932) e Walsh {1923)), de 
Walsh { ver Walsh {1923) e Fine {1949)). 
Outra possibilidade é o estudo de "sieves" que não sejam 
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1 
subconjuntos de subespaços vetoriais gerados por subconjuntos de bases 
do espaço 0..
2
([0,l],dt). 
A observação dos gráficos das estimativas obtidas pelo "sieve" de 
histograma sugere, ainda, que se estude o pol1gono de freqüências 
obtido a partir do histograma como estimador da função intensidade. 
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Apêndice I 
i A.l - Se f é uma função mensurável limitada em [0,1], então 
lim llfiiP = llfiLXI = ess sup f(t) = inf { M : Leb{ t : f(t) > M } = O }· 
p-co 
A.2 - Uma função f é semicontinua superior se, para. V y, f(y) ':/:. co e 
f(y) 2: lim f(x) = lim sup f(x). 
X -Y x-y 
A.3 - Seja M(t) uma (P.~ )-martingale e <f> : IR-- IR uma função convexa 
t 
tal que, para V t 2: O, E [ I <f>(M(t)) I ] < co. Então, <f>(M(t)) é uma 
(P.~t)-martingale, pois E[ <f>(M(t)) I ~.] 2: ,~(E[ M(t) I '.] ) = 
<f>(M(s)). 
A.4 - Uma (P.~ )-martingale é de quadrado integrável se for tal que 
t 
A. 5 - Um processo pontual N é um processo de Poisson não homogêneo se 
e somente se seu compensador é deterministico. 
A.6 - Assumindo que E(N(l)) < co, existe uma martingale de quadrado 
lntegrável { M(t) , :'f,, t ~ O } tal que N(t) = I>(s)ds + M(t) , 
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t e [0,1]. (M(t)) = J:À(s)ds 2 é o compensador de M e é chamado 
: de "variação previslvel" de M. 
: A. 7 - Propriedades de tempos de Markov: 
1) qualquer número a em [O,oo] é um tempo de Markov para qualquer 
filtragem F; 
2) se T é um tempo de Markov, e a e [O,oo], então T + a é um 
tempo de Markov; 
3) se T e S são tempos de Markov, então S A T = inf(S,T) e 
S v T = sup(S, T) são tempos de Markov; 
4) se T é um tempo de Markov, então para qualquer a e [O,oo) , 
T A a é '§ -mensurável; 
a 
5) se X é um processo estocástico adaptado à '§ , continuo à 
t 
direita ou à esquerda, e C é um número real, então T é tempo 
{ 
inf { t I X(t) li!: C } , se { ... } ~ IZl 
de Markov, onde T = 
+oo , caso contrário. 
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Apêndice 11 
Gráficos 
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n = 50 
1C = 1/4 
n = 200 
c = 1/4 
Gráficos para X. 
i. 
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n = 100 
& = 1/3 
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Apêndice 111 
Programas 
i OS 
Programa para geração da amostra de trajetórias de um processo de 
Poisson não homogêneo 
/* É gerado o arquivo soe "amostra" contendo o número da trajetória e 
os pontos de salto de cada uma delas */ 
/* cálculo de Z(s) = inf{ v : A(v) > s } */ 
func lambdai() 
{ 
se (&1 <= 1/2) { return(&l/2); } 
se ((&1 > 1/2) && (&1 <= 7/2)} { return(sqrt(&1/8-3/64)+1/8); } 
se (&1 > 7/2) { return((&1+4)/10); } 
assuma semente=339694001; 
i=1; s=O; t=1; ns=1; n=10; 
enquanto ( i <= n ) { 
u = criarnd(l,l); 
y=-log(1-u); 
s = s+y; 
se ( s >= A(1) ) { 
i = i+1; s=O; 
} 
CC { 
} 
se ( ns == 1) { 
amostra = {i p}; 
} 
CC { 
amostra = {amostra,i p}; 
} 
ns = ns + 1; 
grave amostra; 
iOé 
Programa para cálculo do ponto inicial para o processo iterativo 
amostra = leia "amostra"; 
I* o arquivo soe amostra contém os pontos de cada uma das n 
trajetórias da amostra • I 
n=lO; m=int(n#(ll3)); t=l; pi=3.141592654; 
I* a matriz a e o vetor b são construidos tal qual especificado no 
capitulo 4 • I 
a={ cos(O*pi*amostra[,2]1t) 
sqrt(2)1t*cos(2*pi*amostra[ ,2]/t) }; 
b={l,O}; 
1=0; 
thetaO=vdiag(ident(m)); 
theta=thetaO; 
cont1=1; 
enquanto (cont1<=3) { 
thetaO[l,] = 2 + (contl - 1 ) • 3; 
cont2=1; 
enquanto (cont2<=3) { 
theta0[2,]= -1.0 + cont2 - 1; 
exec "posit.prg"; 
se (sinal == -1) {10=0;} 
cc {lO=soma(log(a*thetaO)) + n*t - n*b'*thetaO;} 
se (10>=1) {1=10; theta=thetaO; } 
cont2=cont2+ 1; 
contl=contl + 1; 
imprime 1 theta; 
1.07 
Programa para testar se a função intensidade está contida nos limites 
do subconjunto do "sieve" 
1• se para algum dos 'nlamb' pontos do intervalo [0,1] tivermos 
Ã(nlamb} < l/c ou Ã(nlamb} > c , então o valor da variável 
m m 
'sinal' será igual a -1 (+1 caso contrário). 
nlamb=100; 
sinal=1; 
contp=l; 
enquanto (contp <= nlamb) 
lambda = theta0[1, 1 
+ theta0[2, ]*sqrt(2)/t*cos(2*pi*contp/nlamb) 
se ((lambda < 0.001) ::(lambda > 1000)) { 
} 
sinal=-1; 
contp=nlamb+ 1; 
cc { contp=contp+ 1; } 
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Programa para cálculo dos coeficientes para o "sieve" de histograma 
i /* o vetor 'thetah' contém as estimativas dos coeficientes para o 
"sieve" de histograma calculadas conforme indicado no capitulo 4 •; 
amostra = leia "amostra"; 
k = 1: n=lO: t=1: 
m = int(n#(l/3)); 
enquanto (k <= m ) { 
se (k == 1) 
{ thetah = {1/m O}; } 
cc {thetah = { thetah,{k/m O}};} 
k = k+1; } 
v = 1; 
enquanto (v <= m ) { 
r = 1; 
enquanto ( r <= nlin(amostra) ) { 
se ((amostra[r,2] > ((v-1}/m)) && (amostra[r,2] <= (v/m))) 
{ thetah[v,2] = thetah[v,2] + 1; } 
r = r+l;} 
v = v+l;} 
imprime thetah $; 
thetah[,2] = thetah[,2]*m/(n*t); 
imprime thetah $; 
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Programa para cálculo dos coeficientes para o "sieve" de Fourier 
n=lO; m=int(n#(l/3)); t=l; v=l; maximo=20; tol=O.OOl; iter=O; rp=l; 
pi=3.141592654; 
/* o arquivo amostra contém os pontos de cada trajetória */ 
i amostra = leia "amostra"; 
/* a matriz a e o vetor b são construidos conforme especificado no 
capitulo 4 */ 
a={ cos(O*pi*amostra[,2]/t) 
sqrt(2)/t*cos(2*pi*amostra[ ,2]/t) }; 
b={l,O}; 
/* o vetor 'theta' contém o valor inicial para o processo iterativo */ 
theta={ 5 , -1 }; 
/* 1 designa o logaritmo da função de verossimilhança */ 
/* rp designa a regra de parada (0.001 em nosso caso) */ 
/* iter é o número máximo de iterações permitido */ 
/* s é o vetor de primeiras derivadas • / 
/* h é a matriz Hessiana • / 
l=soma(log(a*theta)) + n•t - n*b'*theta; 
mataux=theta'; 
tab={iter mataux rp 1}; 
enquanto ((rp > tol) && (iter < maximo)) { 
s=vdiag(ident(m) ); 
k=l; 
enquanto (k<=m) { 
s[k, ]=soma(a[,k]/!(a*theta))-n*b[k, ]; 
k=k+l; 
h=ident(m); 
i=l; 
enquanto (i<=m) { 
j=i; 
enquanto (j<=m) { 
h[i,j]=-soma((a[,i]*!a[,j])/!((a*theta)#2)); 
h[j,i]=h[i,j]; 
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} 
j=j+l; 
} 
i=i+l; 
} 
iter=iter+l; 
vl=v; 
enquanto (vl<=20) { 
thetaO=theta-( ( l/2)#vl )* inv(h) *s; 
exec "posit.prg"; 
se (sinal == -IH vl=vl+l; v=vl; } 
cc { lO=soma(log(a*thetaO)) + n*t - n*b'*thetaO; } 
se (lO > 1) { 
} 
rp=sqrt(squad(thetaO-theta))/sqrt(squad(theta)); 
theta=thetaO; 
1=10; 
mataux=theta'; 
tab={tab,iter mataux rp H; 
vl=21; 
cc { vl=vl+l; v=vl; } 
se ((sinal == -1) :: (v > 20)) { iter = maximo + 1; } 
imprime tab $ ("i ter., thetal, theta2, theta3, r. p., veros. "); 
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