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Abstract
These are lecture notes for a course on the theory of Clifford algebras,
with special emphasis on their wide range of applications in mathematics
and physics. Clifford algebra is introduced both through a conventional
tensor algebra construction (then called geometric algebra) with geomet-
ric applications in mind, as well as in an algebraically more general form
which is well suited for combinatorics, and for defining and understand-
ing the numerous products and operations of the algebra. The various
applications presented include vector space and projective geometry, or-
thogonal maps and spinors, normed division algebras, as well as simplicial
complexes and graph theory.
Preface
These lecture notes were prepared for a course held at the Department of Math-
ematics, KTH, during the spring of 2009, and intended for advanced under-
graduates and Ph.D. students in mathematics and mathematical physics. They
are primarily based on the lecture notes of L.S. from a similar course in 2000
[39], and the M. Sc. Thesis of D.L. in 2006 [29]. Additional material has been
adopted from [26, 27, 11, 20] as well as from numerous other sources that can
be found in the references.
When preparing these notes, we have tried to aim for
– efficiency in the presentation, made possible by the introduction, already
at an early stage, of a combinatorial approach to Clifford algebra along
with its standard operations.
– completeness, in the sense that we have tried to include most of the stan-
dard theory of Clifford algebras, along with proofs of all stated theorems,
or (when in risk of a long digression) reference to where a proof can be
found.
– diversity in the range of applications presented – from pure algebra and
combinatorics to geometry and physics.
In order to make the presentation rather self-contained and accessible also to
undergraduate students, we have included an appendix with some basic notions
in algebra, as well as some additional material which may be unfamiliar also
to graduate students. Statements requiring a wider mathematical knowledge
are placed as remarks in the text, and are not required for an understanding of
the main material. There are also certain sections and proofs, marked with an
asterisk, that go slightly outside the scope of the course and consequently could
be omitted by the student (but which could be of interest for a researcher in
the field).
We are grateful to our students for valuable input, as well as to John Baez for
correspondence. D.L. would also like to thank the Swedish Research Council
and the Knut and Alice Wallenberg Foundation (grant KAW 2005.0098) for
financial support.
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1 Introduction
Let us start with an introducton, in terms of modern language, to the ideas
of Hermann Gu¨nther Grassmann (1809-1877) and William Kingdon Clifford
(1845-1879). For a detailed account of the history of the subject, see e.g. [27].
1.1 Grassmann’s idea of extensive quantities
Let us consider our ordinary physical space which we represent as R3. An
ordered pair (P,Q) in R3 × R3 is called a line segment, and we think of it as
directed from the point P to the point Q. We call two line segments equivalent
if one can be transformed into the other by a translation. This leads to the
original picture of a vector as an equivalence class of directed line segments.
Note that such a vector can be characterized by a direction, in the form of a
line through the origin and parallel to the line segment, an orientation, i.e. the
direction along the line in which it points, and a magnitude, or length of the
segment, represented by a positive number. We are very familiar with how to
add, subtract and rescale vectors. But can they be multiplied? We of course
know about the scalar product and the cross product, but we shall introduce a
new product called the outer product.
P P
Q
P ′
A
A′
Figure 1.1: A directed line segment (P,Q) and a pair of plane surface areas A
and A′ in the planes P and P ′, respectively.
Let A denote a plane surface area, in a plane P , endowed with an “orien-
tation” or “signature” represented by a rotation arrow as in Figure 1.1. If A′
denotes another plane surface area in a plane P ′, also endowed with a rotation
arrow, then we shall say that A is equivalent to A′ if and only if P and P ′ are
parallel, the areas of A and A′ are the same, and if the rotation arrow is directed
in the same way after translating A′ to A, i.e. P ′ to P . Equivalence classes of
such directed surface areas are to be called 2-blades (or 2-vectors).
We observe that a 2-blade A can be represented as a parallelogram spanned
by two vectors a and b in the same plane as A, according to Figure 1.2, and call
it the outer product of a and b and denote it by a ∧ b. If the area of A is zero
then we write A = 0. Hence, a∧ a = 0. By −A we denote the equivalence class
of plane surface areas with the same area and in the same plane as A, but with
an oppositely directed rotation arrow. Thus, e.g. −(a ∧ b) = b ∧ a.
We would now like to define the sum of two 2-blades A and B. If A and B
are represented by plane surface areas in the planes P and Q, respectively, then
we can translate Q such that P ∩Q contains a line L. We then realize that we
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PA
a
b
a ∧ b
Figure 1.2: A 2-blade A represented by an outer product a ∧ b.
a
a
bba ∧ b
b ∧ a
Figure 1.3: Geometric interpretation of b ∧ a = −a ∧ b.
can choose a vector c, parallel to L, such that A = a∧ c and B = b∧ c for some
vectors a in P , and b in Q. Now, we define
A+B = a ∧ c+ b ∧ c := (a+ b) ∧ c,
which has a nice geometric representation according to Figure 1.4.
Analogously, outer products of three vectors, a∧b∧c, or 3-blades, are defined
as equivalence classes of “directed” volumes with the same volume as the parallel
epiped generated by a, b and c, and with the orientation given by the handedness
of the frame {a, b, c} (see Figure 1.5). Furthermore, although we have chosen
to work with ordinary three-dimensional space for simplicity, the notion of a
blade generalizes to arbitrary dimensions, where a k-blade can be thought of as
representing a k-dimensional linear subspace equipped with an orientation and
a magnitude.
1.2 Clifford’s application of the extensive algebra
Say that we are given three symbols {e1, e2, e3} and that we construct a game
with these symbols by introducing the following set of rules:
· We may form words of the symbols by writing them next to each other (the
empty word is denoted 1).
· We may also form linear combinations of such words, i.e. multiply/scale each
word by a number, and add scaled words together – writing a plus sign between
different words, and summing up the numbers in front of equal words.
· Furthermore, if two different symbols appear next to each other in a word then
we may swap places and scale the word by −1, i.e. eiej = −ejei, i 6= j.
· Lastly, we impose a rule that if a symbol appears next to the same symbol then
we may strike out them both, i.e. e1e1 = e2e2 = e3e3 = 1.
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B
A+B
Figure 1.4: Geometric interpretation of the sum A+B of a pair of 2-blades.
a
b
c
Figure 1.5: A 3-blade a ∧ b ∧ c.
For example,
e1e2e1e3 = −e1e1e2e3 = −e2e3.
Similarly, we see that the only words that can appear after applying the reduc-
tion rules are
1, e1, e2, e3, e1e2, e1e3, e2e3, and e1e2e3,
and that what we have obtained is just a game of adding and multiplying linear
combinations of such words.
As an example, consider a linear combination of the original symbols,
a = a1e1 + a2e2 + a3e3,
where a1, a2, a3 are ordinary (say, real) numbers. Then the square of this linear
combination is
a2 := aa = (a1e1 + a2e2 + a3e3)(a1e1 + a2e2 + a3e3)
= a21e1e1 + a
2
2e2e2 + a
2
3e3e3
+ (a1a2 − a2a1)e1e2 + (a1a3 − a3a1)e1e3 + (a2a3 − a3a2)e2e3
= (a21 + a
2
2 + a
2
3)1.
Similarly, if b = b1e1 + b2e2 + b3e3 is another linear combination, then
ab = (a1b1 + a2b2 + a3b3)1 (1.1)
+ (a1b2 − a2b1)e1e2 + (a1b3 − a3b1)e1e3 + (a2b3 − a3b2)e2e3,
where we recognize the number in front of the empty word (the scalar part
of ab) as the ordinary scalar product a • b of spatial vectors a = (a1, a2, a3),
3
e1
e2
e3
e1e2
e2e3
e3e1
Figure 1.6: The standard unit blades of R3.
b = (b1, b2, b3) in a cartesian coordinate representation, while the remaining part
of the expression resembles the cross product a × b, but in terms of the words
e1e2 instead of e3 etc.
The geometric interpretation of the above construction in terms of our or-
dinary space R3 is that e1, e2, e3 represent orthonormal basis vectors, while
e1e2, e2e3, e3e1 represent orthonormal basis blades corresponding to the coordi-
nate planes, with a right-handed orientation and unit area (see Figure 1.6). The
full word e1e2e3 represents a unit 3-blade, i.e. a unit volume with right-handed
oriententation, while the empty word could be thought of as representing an
empty blade, corresponding to the trivial zero-dimensional subspace. From this
interpretation follows that the non-scalar part of (1.1) is a sum of coordinate
2-blades, with each component given by the corresponding component of the
cross product. Recalling that the direction, orientation and magnitude of the
vector a×b is determined by the direction and orientation of the vectors a, b and
the area of the parallelogram spanned by a and b – similarly to how we defined
a 2-blade above – it follows that the sum of these blades actually is equal to the
blade a ∧ b, and the expression (1.1) becomes simply
ab = a • b+ a ∧ b.
Let us see an example of why this representation of objects in space could
be useful. Consider the e1e2-plane spanned by the orthogonal unit vectors e1
and e2. A rotation in this plane by an angle θ can of course be understood as
a linear map R determined by
e1 7→ R(e1) = cos θ e1 + sin θ e2, (1.2)
e2 7→ R(e2) = − sin θ e1 + cos θ e2.
Now, note that
(e1e2)
2 = e1e2e1e2 = −e1e1e2e2 = −1,
which means that the unit blade e1e2 behaves like a complex imaginary unit in
this regard, and we can rewrite (1.2) as1
R(e1) = cos θ e1 + sin θ e1e1e2 = e1(cos θ + sin θ e1e2) = e1e
θe1e2 ,
and
R(e2) = − sin θ e
2
2e1 + cos θ e2 = e2(sin θ e1e2 + cos θ) = e2e
θe1e2 .
1Just like for complex numbers, we could define the exponential expression in terms of sine
and cosine, or alternatively, by the usual power series expansion.
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This is of course not much more insightful than the representation of a rotation
in the plane in terms of complex numbers. However, note that we can also write
e1e
θe1e2 = e1e
θ
2
e1e2e
θ
2
e1e2 = e1
(
cos θ2 + sin
θ
2 e1e2
)
e
θ
2
e1e2
=
(
cos θ2 − sin
θ
2 e1e2
)
e1e
θ
2
e1e2 = e−
θ
2
e1e2e1e
θ
2
e1e2 ,
and similarly,
e2e
θe1e2 = e−
θ
2
e1e2e2e
θ
2
e1e2 .
The point with the above rewriting is that the resulting expression also applies
to the basis vector e3, which is orthogonal to the plane and thus unaffected by
the rotation, i.e.
R(e3) = e3 = e3e
− θ
2
e1e2e
θ
2
e1e2 = e−
θ
2
e1e2e3e
θ
2
e1e2 ,
where we used that e3e1e2 = e1e2e3. By linearity, the rotation R acting on any
vector x ∈ R3 can then be written
x 7→ R(x) = e−
θ
2
e1e2xe
θ
2
e1e2 = RxR−1. (1.3)
The object R := e−
θ
2
e1e2 is called a rotor, and it encodes in a compact way
both the plane of rotation and the angle. Also note that by the generality
of the construction, and by choosing a basis accordingly, any rotation in R3
can be expressed in this form by some rotor R = ea∧b, where the blade a ∧ b
represents both the plane in which the rotation is performed, as well as the
direction and angle of rotation. As we will see, similar expressions hold true for
general orthogonal transformations in arbitrary dimensions, and in euclidean
space as well as in lorentzian spacetime.
5
2 Foundations
In this section we define geometric algebra and work out a number of its basic
properties. We first consider the definition that is most common in the math-
ematical literature, where it is introduced as a quotient space on the tensor
algebra of a vector space with a quadratic form. We see that this leads, in the
finite-dimensional real or complex case, to the equivalent definition of an algebra
with generators {e1, . . . , en} satisfying the so-called anti-commutation relations
eiej + ejei = 2gij
for some given metric tensor (symmetric matrix) g. For physicists, this is per-
haps the most well-known definition.
We go on to consider an alternative definition of geometric algebra based on
its purely algebraic and combinatorial features. The resulting algebra, which
we call Clifford algebra due to its higher generality but less direct connection
to geometry, allows us to introduce common operations and prove fundamental
identities in a simple and straightforward way compared to the tensor algebraic
approach.
2.1 Geometric algebra G(V, q)
The conventional definition of geometric algebra is carried out in the context
of vector spaces endowed with an inner product, or more generally a quadratic
form. We consider here a vector space V of arbitrary dimension over some field2
F.
Definition 2.1. A quadratic form q on a vector space V is a map q : V → F
such that
i) q(αv) = α2q(v) ∀ α ∈ F, v ∈ V, and
ii) the map (v, w) 7→ q(v + w)− q(v) − q(w) is linear in both v and w.
The corresponding bilinear form βq(v, w) :=
1
2
(
q(v+w)− q(v)− q(w)
)
is called
the polarization of q.
Many vector spaces are naturally endowed with quadratic forms, as the
following examples show.
Example 2.1. If V has a bilinear form 〈·, ·〉 then q(v) := 〈v, v〉 is a quadratic
form and βq is the symmetrization of 〈·, ·〉. This could be positive definite (i.e.
an inner product), or indefinite (a metric tensor of arbitrary signature).
Example 2.2. If V is a normed vector space over R, with norm denoted by | · |,
and where the parallelogram identity |x + y|2 + |x − y|2 = 2|x|2 + 2|y|2 holds,
then q(v) := |v|2 is a quadratic form and βq is an inner product on V . This
classic fact is sometimes called the Jordan-von Neumann theorem.
Let
T (V ) :=
∞⊕
k=0
⊗k
V
2See Appendix A.1 if the notion of a field, ring or tensor is unfamiliar.
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denote the tensor algebra over V , the elements of which are finite sums of tensors
of arbitrary finite grades on V . Consider the two-sided ideal generated by all
elements of the form3 v ⊗ v − q(v) for vectors v,
Iq(V ) :=
{∑
k
Ak ⊗
(
v ⊗ v − q(v)
)
⊗Bk : v ∈ V, Ak, Bk ∈ T (V )
}
. (2.1)
We define the geometric algebra over V by quoting out this ideal from T (V ),
so that, in the resulting algebra, the square of a vector v will be equal to the
scalar q(v).
Definition 2.2. The geometric algebra G(V, q) over the vector space V with
quadratic form q is defined by
G(V, q) := T (V )/Iq(V ).
When it is clear from the context what vector space or quadratic form we are
working with, we will often denote G(V, q) by G(V ), or just G.
The product in G, called the geometric or Clifford product, is inherited from the
tensor product in T (V ) and we denote it by juxtaposition (or · if absolutely
necessary),
G × G → G,
(A,B) 7→ AB := [A⊗B] = A⊗B + Iq.
Note that this product is bilinear and associative. Furthermore,
v2 = [v ⊗ v] = [v ⊗ v − q(v)1] + q(v)1G = q(v),
and
q(v + w) = (v + w)2 = v2 + vw + wv + w2 = q(v) + vw + wv + q(w),
so that, together with the definition of βq, we immediately find the following
identities on G for all v, w ∈ V – characteristic for a Clifford algebra:
v2 = q(v) and vw + wv = 2βq(v, w). (2.2)
One of the most important consequences of this definition of the geometric
algebra is the following
Proposition 2.1 (Universality). Let A be an associative algebra over F with a
unit denoted by 1A. If f : V → A is linear and
f(v)2 = q(v)1A ∀ v ∈ V (2.3)
then f extends uniquely to an F-algebra homomorphism F : G(V, q)→ A, i.e.
F (α) = α1A, ∀ α ∈ F,
F (v) = f(v), ∀ v ∈ V,
F (xy) = F (x)F (y),
F (x+ y) = F (x) + F (y), ∀ x, y ∈ G.
Furthermore, G is the unique associative F-algebra with this property.
3It is common (mainly in the mathematical literature) to choose a different sign convention
here, resulting in reversed signature in many of the following expressions. One argument for
the convention we use here is that e.g. squares of vectors in euclidean spaces become positive
instead of negative.
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Proof. Any linear map f : V → A extends to a unique algebra homomorphism
fˆ : T (V ) → A defined by fˆ(u ⊗ v) := f(u)f(v) etc. Property (2.3) implies
that fˆ = 0 on the ideal Iq(V ) and so fˆ descends to a well-defined map F on
G(V, q) which has the required properties. Suppose now that C is an associative
F-algebra with unit and that i : V →֒ C is an embedding with the property that
any linear map f : V → A with property (2.3) extends uniquely to an algebra
homomorphism F : C → A. Then the isomorphism from V ⊆ G to i(V ) ⊆ C
clearly induces an algebra isomorphism G → C.
So far we have not made any assumptions on the dimension of V . We will
come back to the infinite-dimensional case after discussing the more general Clif-
ford algebra. Here we will familiarize ourselves with the properties of quadratic
forms on finite-dimensional spaces, which will lead to a better understanding of
the structure of geometric algebras. For the remainder of this section we will
therefore assume that dim V = n <∞.
Definition 2.3. A basis {e1, . . . , en} of (V, q) is said to be orthogonal or canon-
ical if
q(ei + ej) = q(ei) + q(ej) ∀i 6= j,
i.e. (for charF 6= 2) if βq(ei, ej) = 0 for all i 6= j. The basis is called orthonormal
if we also have that q(ei) ∈ {−1, 0, 1} for all i.
Orthogonal bases are essential for our understanding of geometric algebra,
and the following theorem asserts their existence.
Theorem 2.2. If charF 6= 2 then there exists an orthogonal basis of (V, q).
Proof. If q(x) = 0 ∀x ∈ V then every basis is orthogonal. Hence, we can assume
that there exists x ∈ V with q(x) 6= 0. Let e be such an element and define
W = e⊥ = {x ∈ V : βq(x, e) = 0},
Fe = {te : t ∈ F}.
Since βq(te, e) = tβq(e, e), it follows that W ∩Fe = 0 and that dimW < dimV .
Take an arbitrary x ∈ V and form
x˜ = x−
βq(x, e)
q(e)
e.
Then we have x˜ ∈W because
βq(x˜, e) = βq(x, e)−
βq(x, e)
q(e)
βq(e, e) = 0.
This shows the orthogonal decomposition V =W ⊕ Fe with respect to q.
We now use induction over the dimension of V . For dimV = 1 the theorem
is trivial, so let us assume that the theorem is proved for all vector spaces of
strictly lower dimension than dimV = n. But then there exists an orthogonal
basis {e1, . . . , en−1} of (W, q|W ). Hence, {e1, . . . , en−1, e} is an orthogonal basis
of (V, q).
Because this rather fundamental theorem is not valid for fields of characteristic
two (such as Z2), we will always assume that charF 6= 2 when talking about
geometric algebra. General fields and rings will be treated by the general Clifford
algebra Cl, which is introduced in the next subsection.
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Proposition 2.3. If F = R and q(e) > 0 (or q(e) < 0) for all elements e of an
orthogonal basis E, then q(v) = 0 implies v = 0.
Proof. This is obvious when expanding v in the basis E.
Theorem 2.4 (Sylvester’s Law of Inertia). Assume that F = R. If E and F
are two orthogonal bases of V and we set
E+ := {e ∈ E : q(e) > 0},
E− := {e ∈ E : q(e) < 0},
E0 := {e ∈ E : q(e) = 0},
and similarly for F+,−,0, then
|E+| = |F+|,
|E−| = |F−|,
SpanE0 = SpanF 0.
Proof. Let V ⊥ = {x ∈ V : βq(x, y) = 0 ∀y ∈ V }. It is obvious that SpanE
0 ⊆
V ⊥ because E is an orthogonal basis. In order to show that V ⊥ ⊆ SpanE0, we
take an arbitrary x ∈ V ⊥ and write
x = x0 + x+ + x−, x0,+,− ∈ SpanE0,+,−.
Now, 0 = βq(x, x
+) = βq(x
+, x+)⇒ x+ = 0, and 0 = βq(x, x
−) = βq(x
−, x−)
⇒ x− = 0, so that x = x0, which shows that V ⊥ = SpanE0. Analogously, we
find that V ⊥ = SpanF 0.
In order to prove that |E+| = |F+|, we assume that |E+| < |F+|. But
then we must have |E−| > |F−| in which case E0 ∪ F+ ∪E− has to be linearly
dependent. Thus, there exist x0 ∈ SpanE0, y+ ∈ SpanF+, x− ∈ SpanE−, not
all zero, such that x0 + y+ + x− = 0. This implies
βq(x
0 + x−, x0 + x−) = βq(−y
+,−y+)
⇒ βq(x
−, x−) = βq(y
+, y+) ⇒ x− = y+ = 0 ⇒ x0 = 0
This contradiction shows that |E+| ≥ |F+|. Analogously, we find |E+| ≤ |F+|,
which proves the theorem.
This means that there is a unique signature (s, t, u) := (|E+|, |E−|, |E0|) asso-
ciated to (V, q). For the complex (and in general non-real) case we have the
following simpler version:
Theorem 2.5. If E and F are orthogonal bases of V with F = C and
E× := {e ∈ E : q(e) 6= 0},
E0 := {e ∈ E : q(e) = 0},
and similarly for F×,0, then
SpanE× = SpanF×,
SpanE0 = SpanF 0.
Furthermore, if E0 = ∅ (i.e. q is nondegenerate) then there exists an orthonor-
mal basis Eˆ with q(e) = 1 ∀ e ∈ Eˆ.
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From the above follows that we can talk about the signature of a quadratic form
or a metric tensor without ambiguity. We use the short-hand notation Rs,t,u
to denote the (s + t + u)-dimensional real vector space with a quadratic form
of signature (s, t, u), while Cn is understood to be the complex n-dimensional
space with a nondegenerate quadratic form. When u = 0 or t = u = 0 we may
simply write Rs,t or Rs. A space of type Rn,0 is called euclidean and R0,n anti-
euclidean, while the spaces R1,n (Rn,1) are called (anti-)lorentzian. Note that,
within real and complex spaces we can always find bases that are orthonormal.
Remark. The general condition for orthonormal bases to exist is that the field F
is a so called spin field. This means that every α ∈ F can be written as α = β2
or −β2 for some β ∈ F. The fields R, C and Zp for p a prime with p ≡ 3
(mod 4), are spin, but e.g. Q is not.
Consider now the geometric algebra G over a real or complex space V . If we
pick an orthonormal basis E = {e1, . . . , en} of V then it follows from Definition
2.2 and Equation (2.2) that G is the free associative algebra generated by E
modulo the relations
e2i = q(ei) ∈ {−1, 0, 1} and eiej = −ejei, i 6= j. (2.4)
Example 2.3. Consider the case V = R2, i.e. the euclidean plane. The cor-
responding geometric algebra G(R2), also called the plane algebra, is generated
by an orthonormal basis {e1, e2}, with e
2
1 = e
2
2 = 1 and e1e2 = −e2e1. Starting
with the unit 1 and multiplying from the left or right with e1 and e2 we see that
the process stops at e1e2 and it follows that G(R
2) is spanned by four elements:
1, e1, e2, e1e2.
Similarly, (as seen already in the introduction) the space algebra G(R3) is span-
ned by eight elements,
1, e1, e2, e3, e1e2, e2e3, e1e3, e1e2e3,
generated by an orthonormal basis {e1, e2, e3} of vectors which are mutually
anticommuting and squaring to 1.
In the same manner we conclude that a general geometric algebra G(V ) is
spanned by 2n elements of the form
{Ei1i2...ik} k=1,...,n
1≤i1<i2<...<ik≤n
, with Ei1i2...ik := ei1ei2 . . . eik , (2.5)
and it will follow from the construction of Cl in the next subsection that there
cannot be any linear relations among these elements, so that (2.5) is actually a
basis of G.
Remark. In the case that q = 0, the resulting algebra of anticommuting, nilpo-
tent elements is called a Grassmann algebra. When associated to a vector space
V it is also commonly referred to as the exterior algebra of V and is often de-
noted ∧∗V and the multiplication by ∧. Note that G(V ) ∼= ∧∗V holds as an
F-algebra isomorphism only when q = 0, but remains as an isomorphism of
(graded) vector spaces also for non-trivial quadratic forms.
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One element in G deserves special attention, namely the so-called pseu-
doscalar (sometimes called the (oriented) volume element) formed by the prod-
uct of all elements of an orthonormal basis,
I := e1e2 . . . en. (2.6)
Note that this definition is basis independent up to orientation when q is non-
degenerate. Indeed, let {Re1, . . . , Ren} be another orthonormal basis with the
same orientation, where R ∈ SO(V, q), the group of linear orientation-preserving
transformations which leave q invariant4. Then, due to the anticommutativity
of the ei:s, and orthogonality of the rows and columns of the matrix of R,
Re1Re2 . . . Ren =
∑
j1,...,jn
Rj11Rj22 . . . Rjnn ej1ej2 . . . ejn
=
∑
π∈Sn
sign(π) R1π(1)R2π(2) . . . Rnπ(n) e1e2 . . . en
= detR e1e2 . . . en = I,
where Sn denotes the symmetric group of order n, i.e. all permutations of n
elements. Note that, by selecting a certain pseudoscalar for G we also impose
a certain orientation on V . There is no such thing as an absolute orientation;
instead all statements concerning orientation will be made relative to the chosen
one.
The square of the pseudoscalar is given by (and gives information about)
the signature and dimension of (V, q). For G(Rs,t,u) we have that
I2 = (−1)
1
2
n(n−1)+tδu,0, where n = s+ t+ u. (2.7)
We say that G is degenerate if the quadratic form is degenerate, or equivalently
if I2 = 0. For odd n, I commutes with all elements in G, while for even n, I
anticommutes with all vectors v ∈ V .
Example 2.4. The pseudoscalar in G(R2) is I = e1e2. Here, I
2 = −1, so that
the subalgebra spanned by {1, I} is isomorphic to C. Also, any vector v ∈ R2
can be written
v = ae1 + be2 = e1(a+ bI) = |v|e1e
ϕI ,
for some a, b, ϕ ∈ R, which is similar to the polar form of a complex number.
Example 2.5. In G(R3) the pseudoscalar is given by I = e1e2e3. Again, I
2 =
−1 and {1, I} forms a subalgebra isomorphic to the complex numbers. However,
there are infinitely many other such subalgebras embedded in G since for every
choice of e = αe1 + βe2 + γe3 on the unit sphere α
2 + β2 + γ2 = 1, the element
eI = αe2e3 + βe3e1 + γe1e2 (2.8)
also satisfies (eI)2 = eIeI = e2I2 = −1.
Example 2.6. Let us also consider an example with non-euclidean signature.
The simplest case is the anti-euclidean line, i.e. R0,1. A unit basis element (also
pseudoscalar) i ∈ R0,1 satisfies i2 = −1, and
G(R0,1) = SpanR{1, i} = C.
4Such transformations will be introduced and discussed in Section 6.
11
Example 2.7. An even more interesting case is the anti-euclidean plane, R0,2.
Let {i, j} denote an orthonormal basis, i.e. i2 = j2 = −1 and ij = −ji.
Denoting the pseudoscalar by k, we have k = ij and
i2 = j2 = k2 = ijk = −1,
which are the defining relations of the quaternion algebra H. It follows that
G(R0,2) and H are isomorphic as R-algebras.
Exercise 2.1. Prove the Jordan-von Neumann theorem (see Example 2.2).
Hint: First prove additivity and linearity over −1, then linearity over Z, Q, and
finally R.
Exercise 2.2. Prove Theorem 2.5.
Exercise 2.3. Show that Zp is a spin field when p is a prime such that p ≡ 3
(mod 4).
Exercise 2.4. Verify formula (2.7) for the square of the pseudoscalar.
Exercise 2.5. Find an R-algebra isomorphism
G(R2)→ R2×2 = {2× 2 matrices with entries in R}.
Hint: Find simple 2× 2 matrices γ1, γ2 satisfying γ
2
1 = γ
2
2 = 12×2.
Exercise 2.6. The center Z(A) of an algebra A consists of those elements
which commute with all of A. Show that, for odd dimensional V , the center of
G(V ) is Z(G) = SpanF{1, I}, while for even dimensions, the center consists of
the scalars F only.
Exercise 2.7. Assume (as usual) that dimV <∞ and let | · | be any norm on
G(V ). Prove that ex :=
∑∞
k=0
xk
k! converges and that e
xe−x = e−xex = 1 for all
x ∈ G.
2.2 Combinatorial Clifford algebra Cl(X, R, r)
We now take a temporary step away from the comfort of fields and vector spaces
and instead consider the purely algebraic features of geometric algebra that were
uncovered in the previous subsection.
Note that we could roughly write
G(V ) = SpanF {EA}A⊆{1,2,...,n} (2.9)
for an n-dimensional space V over F, and that the geometric product of these
basis elements behaves as
EAEB = τ(A,B) EA△B, where τ(A,B) = 1,−1, or 0, (2.10)
and A△B := (A ∪B)r(A ∩B) is the symmetric difference between the sets A
and B. Motivated by this we consider the following generalization.
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Definition 2.4. Let X be a finite set and R a commutative ring with unit. Let
r : X → R be an arbitrary function which is to be thought of as a signature on
X . The Clifford algebra over (X,R, r) is defined as the set5
Cl(X,R, r) :=
⊕
P(X)
R,
i.e. the free R-module generated by P(X), the set of all subsets of X . We may
use the shorter notation Cl(X), or just Cl, when the current choice of X , R and
r is clear from the context. Furthermore, we call R the scalars of Cl.
Example 2.8. A typical element of Cl({x, y, z},Z, r), i.e. the Clifford algebra
over a set of three elements with integer scalars, could for example look like
5∅+ 3{x}+ 2{y} − {x, y}+ 12{x, y, z}. (2.11)
We have not yet defined a product on Cl. In addition to being R-bilinear
and associative, we would like the product to satisfy {x}2 = r(x)∅ for x ∈ X ,
{x}{y} = −{y}{x} for x 6= y ∈ X and ∅A = A∅ = A for all subsets A ∈ P(X).
In order to arrive at such a product we make use of the following
Lemma 2.6. There exists a map τ : P(X)× P(X)→ R such that
i) τ({x}, {x}) = r(x) ∀ x ∈ X,
ii) τ({x}, {y}) = −τ({y}, {x}) ∀ x, y ∈ X : x 6= y,
iii) τ(∅, A) = τ(A,∅) = 1 ∀ A ∈ P(X),
iv) τ(A,B)τ(A△B,C) = τ(A,B△C)τ(B,C) ∀ A,B,C ∈ P(X),
v) τ(A,B) ∈ {−1, 1} if A ∩B = ∅.
Proof. We proceed by induction on the cardinality |X | of X . For X = ∅ the
lemma is trivial, so let z ∈ X and assume the lemma holds for Y := Xr{z}.
Hence, there is a τ ′ : P(Y )× P(Y )→ R which has the properties (i)-(v) above.
If A ⊆ Y we write A′ = A ∪ {z} and, for A,B in P(Y ) we extend τ ′ to τ :
P(X)× P(X)→ R in the following way:
τ(A,B) := τ ′(A,B)
τ(A′, B) := (−1)|B|τ ′(A,B)
τ(A,B′) := τ ′(A,B)
τ(A′, B′) := r(z)(−1)|B|τ ′(A,B)
Now it is straightforward to verify that (i)-(v) holds for τ , which completes the
proof.
Definition 2.5. Define the Clifford product
Cl(X)× Cl(X) → Cl(X)
(A,B) 7→ AB
by taking AB := τ(A,B)A△B for A,B ∈ P(X) and extending linearly. We
choose to use the τ which is constructed as in the proof of Lemma 2.6 by
consecutively adding elements from the set X . A unique such τ may only be
selected after imposing a certain order (orientation) on the set X .
5Again, see Appendix A.1 if the notation is unfamiliar.
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Using Lemma 2.6 one easily verifies that this product has all the properties
that we asked for above. For example, in order to verify associativity we note
that
A(BC) = A
(
τ(B,C)B△C
)
= τ(A,B△C)τ(B,C)A△(B△C), (2.12)
while
(AB)C = τ(A,B)(A△B)C = τ(A,B)τ(A△B,C)(A△B)△C. (2.13)
Associativity now follows from (iv) and the associativity of the symmetric dif-
ference. As is expected from the analogy with G, we also have the property that
different basis elements of Cl commute up to a sign.
Proposition 2.7. If A,B ∈ P(X) then
AB = (−1)
1
2
|A|(|A|−1) + 1
2
|B|(|B|−1) + 1
2
|A△B|(|A△B|−1)BA.
Proof. By the property (v) in Lemma 2.6 it is sufficient to prove this for A =
{a1}{a2} . . . {ak}, B = {b1}{b2} . . . {bl}, where ai are disjoint elements in X
and likewise for bi. If A and B have m elements in common then
AB = (−1)(k−m)l + m(l−1)BA = (−1)kl−mBA
by property (ii). But then we are done, since
1
2
(
− k(k − 1)− l(l − 1) + (k + l − 2m)(k + l − 2m− 1)
)
≡ kl +m (mod 2).
We are now ready to make the formal connection between G and Cl. Let
(V, q) be a finite-dimensional vector space over F with a quadratic form. Pick
an orthogonal basis E = {e1, . . . , en} of V and consider the Clifford algebra
Cl(E,F, q|E). Define f : V → Cl by f(ei) := {ei} for i = 1, . . . , n and extend
linearly. We then have
f(v)2 = f(
∑
i viei)f(
∑
j vjej) =
∑
i,j vivjf(ei)f(ej)
=
∑
i,j vivj{ei}{ej} =
∑
i v
2
i {ei}
2
=
∑
i v
2
i q|E(ei)∅ =
∑
i v
2
i q(ei)∅ = q(
∑
i viei)∅ = q(v)∅.
By Proposition 2.1, f extends uniquely to a homomorphism F : G → Cl which is
easily seen to be surjective from the property (v). Moreover, since V is vector
space isomorphic to the linear span of the singleton sets {ei}, and because Cl
solves the same universal problem (Proposition 2.1) as G(V, q), we arrive at an
F-algebra isomorphism
G(V, q) ∼= Cl(E,F, q|E). (2.14)
We make this equivalence between G and Cl even more transparent by suppress-
ing the unit ∅ in expressions and writing simply e instead of {e} for singletons
e ∈ E. For example, with an orthonormal basis {e1, e2, e3} in R
3, both G and
Cl are then spanned by
{1, e1, e2, e3, e1e2, e1e3, e2e3, e1e2e3}. (2.15)
There is a natural grade structure on Cl given by the cardinality of the
subsets of X . Consider the following
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Definition 2.6. The subspace of k-vectors in Cl, or the grade-k part of Cl, is
defined by
Clk(X,R, r) :=
⊕
A∈P(X) : |A|=k
R.
Of special importance are the even and odd subspaces,
Cl±(X,R, r) :=
⊕
k is even
odd
Clk(X,R, r).
This notation carries over to the corresponding subspaces of G and we write
Gk, G± etc. where for example G0 = F and G1 = V . The elements of G2
are also called bivectors, while arbitrary elements of G are conventionally called
multivectors.
We then have a split of Cl into graded subspaces as
Cl(X) = Cl+⊕ Cl−
= Cl0 ⊕ Cl1 ⊕ Cl2 ⊕ . . .⊕ Cl|X|.
(2.16)
Note that, under the Clifford product, Cl± · Cl± ⊆ Cl+ and Cl± · Cl∓ ⊆ Cl− (by
the properties of the symmetric difference). Hence, the even-grade elements Cl+
form a subalgebra of Cl.
Remark. Strictly speaking, although the algebra Cl is Z2-graded in this way, it
is not Z-graded but filtered in the sense that⊕
i≤k
Cli
 ·
⊕
j≤l
Clj
 ⊆ ⊕
m≤k+l
Clm.
In Cl(X,R, r) we have the possibility of defining a unique pseudoscalar in-
dependently of the signature r, namely the set X itself. Note, however, that it
can only be normalized if X2 = τ(X,X) ∈ R is invertible, which requires that r
is nondegenerate (i.e. that its values in R are invertible). We will almost always
talk about pseudoscalars in the setting of nondegenerate vector spaces, so this
will not be a problem.
Example 2.9. The space algebra
G(R3) = G0 ⊕ G1 ⊕ G2 ⊕ G3
can be decomposed into scalars, vectors, bivectors and trivectors (multiples of
the pseudoscalar). Using the observation (2.8) for the relation between a vector
and a bivector in the space algebra, we write an arbitrary multivector x ∈ G(R3)
as
x = α+ a + bI + βI,
with α, β ∈ R, a, b ∈ R3. The subalgebra G+(R3) of scalars and bivectors is
actually isomorphic to the quaternion algebra, as is easily verified by taking e.g.
i := −e1I, j := −e2I, k := −e3I.
Exercise 2.8. Prove that the symmetric difference △ is associative (for arbi-
trary sets – finite or infinite).
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Exercise 2.9. Verify that conditions (i)-(v) hold for τ constructed in the proof
of Lemma 2.6.
Exercise 2.10. Let G = G(R3), C0 = G
0⊕G3, and C1 = G
1⊕G2. The complex
numbers are as usual denoted by C. Find (natural) maps
α : C0 → C
β : C1 → C
3
γ : C0 × C1 → C1
such that α is an algebra isomorphism, β is a bijection, and such that the
diagram below commutes
C0 × C1
γ
→ C1
α ↓ ↓ β ↓ β
C × C3
δ
→ C3
where δ is the usual scalar multiplication on C3, i.e.
δ(z, (z1, z2, z3)) = (zz1, zz2, zz3).
Remark. Hence, we can think of C3 (as complex vector space) as C1 interpreted
as a vector space over the field C0.
Exercise 2.11. Verify that there is an R-algebra isomorphism ϕ : G(R4) →
H2×2 such that
ϕ(e1) =
[
0 −i
i 0
]
, ϕ(e2) =
[
0 −j
j 0
]
, ϕ(e3) =
[
0 −k
k 0
]
, ϕ(e4) =
[
1 0
0 −1
]
.
2.3 Standard operations
A key feature of Clifford algebras is that they contain a surprisingly large amount
of structure. In order to conveniently access the power of this structure we need
to introduce powerful notation. Most of the following definitions will be made
on Cl for simplicity, but because of the equivalence between G and Cl they carry
over to G in a straightforward manner. The amount of new notation might seem
heavy, and we therefore recommend the reader not to get stuck trying to learn
everything at once, but to come back to this subsection later as a reference when
the notation is needed.
We will find it convenient to introduce the notation that for any proposition
P , (P ) will denote the number 1 if P is true and 0 if P is false.
Definition 2.7. For A,B ∈ P(X) we define
A ∧B := (A ∩B = ∅)AB outer product
A x B := (A ⊆ B)AB left inner product
A y B := (A ⊇ B)AB right inner product
A ∗B := (A = B)AB scalar product
〈A〉k := (|A| = k)A projection on grade k
A⋆ := (−1)|A|A grade involution
A† := (−1)(
|A|
2 )A reversion
and extend linearly to Cl(X,R, r).
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The grade involution is also called the (first) main involution. It has the prop-
erty
(xy)⋆ = x⋆y⋆, v⋆ = −v (2.17)
for all x, y ∈ Cl(X) and v ∈ Cl1(X), as is easily verified by expanding in linear
combinations of elements in P(X) and using that |A△B| ≡ |A| + |B| (mod 2).
The reversion earns its name from the property
(xy)† = y†x†, v† = v, (2.18)
and it is sometimes called the second main involution or the principal antiauto-
morphism. This reversing behaviour follows directly from Proposition 2.7. We
will find it convenient to have a name for the composition of these two involu-
tions. Hence, we define the Clifford conjugate x of x ∈ Cl(X) by x := x⋆†
and observe the property
(xy) = yx, v = −v. (2.19)
Note that all the above involutions act by changing sign on some of the graded
subspaces. We summarize the action of these involutions in Table 2.1. Note the
periodicity.
Cl0 Cl1 Cl2 Cl3 Cl4 Cl5 Cl6 Cl7
⋆ + − + − + − + −
† + + − − + + − −
 + − − + + − − +
Table 2.1: The action of involutions on graded subspaces of Cl.
Example 2.10. If x ∈ G(R2) and x⋆ = −x, then x has to be a vector since
those are the only odd elements in this case. Similarly, we see that if x is a
multivector in G(R3) then the expression x†x cannot contain any bivector or
trivector parts since the expression is self-reversing, i.e. (x†x)† = x†x†† = x†x.
Example 2.11. In the case G(R0,1) ∼= C we see that the grade involution (or
Clifford conjugate) corresponds to the complex conjugate, while in the quater-
nion algebra G(R0,2) ∼= H (see Example 2.7), the Clifford conjugate corresponds
to the quaternion conjugate since it changes sign on all non-scalar (i.e. imagi-
nary) grades,
(α+ βi+ γj + δk) = α− βi− γj − δk.
The scalar product has the symmetric property x∗ y = y ∗x for all x, y ∈ Cl.
Therefore, it forms a symmetric bilinear map Cl × Cl → R which is seen to
be degenerate if and only if Cl (i.e. the signature r) is degenerate. Note that
this map coincides with the bilinear form βq when restricted to V = G
1(V, q),
and that subspaces of different grade are orthogonal with respect to the scalar
product.
The following identities relating the inner, outer, and scalar products6 will
turn out to be extremely useful:
6Another product that is often seen in the context of geometric algebra is the inner product,
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Proposition 2.8. For all x, y, z ∈ Cl(X) we have
x ∧ (y ∧ z) = (x ∧ y) ∧ z,
x x (y y z) = (x x y) y z,
x x (y x z) = (x ∧ y) x z,
x ∗ (y x z) = (x ∧ y) ∗ z,
and
1 ∧ x = x ∧ 1 = 1 x x = x y 1 = x.
Proof. This follows directly from Definition 2.7 and basic set logic. For example,
taking A,B,C ∈ P(X) we have (consider drawing a Venn diagram)
A x (B x C) = (B ⊆ C)(A ⊆ B△C)ABC
= (B ⊆ C and A ⊆ CrB)ABC
= (A ∩B = ∅ and A ∪B ⊆ C)ABC
= (A ∩B = ∅)(A△B ⊆ C)ABC
= (A ∧B) x C.
The other identities are proven in an equally simple way.
Note that the first identity in the above proposition states that the wedge prod-
uct ∧ is associative. It is not difficult to see that the algebra (G,∧) with this
product is isomorphic (as graded algebras) to the exterior algebra ∧∗V .
In order to be able to work efficiently with Clifford algebras it is crucial to
understand how vectors behave under these operations.
Proposition 2.9. For all x, y ∈ Cl(X) and v ∈ Cl1(X) we have
vx = v x x+ v ∧ x,
v x x = 12 (vx − x
⋆v) = −x⋆ y v,
v ∧ x = 12 (vx + x
⋆v) = x⋆∧ v,
v x (xy) = (v x x)y + x⋆(v x y).
The first three identities are shown simply by using linearity and set relations,
while the fourth follows immediately from the second.
Example 2.12. For 1-vectors u, v ∈ Cl1 we have the basic relations
uv = 〈uv〉0 + 〈uv〉2 = u ∗ v + u ∧ v, (2.20)
u x v = v x u = u y v = u ∗ v =
1
2
(uv + vu), (2.21)
and
u ∧ v = −v ∧ u =
1
2
(uv − vu), (2.22)
defined by
A • B := (A ⊆ B or A ⊇ B)AB = A x B + A y B − A ∗B.
We will stick to the left and right inner products, however, because they admit a simpler
handling of grades. For example, the corresponding identities in Proposition 2.8 would need
to be supplied with grade restrictions. Also beware that the meaning of the symbols x and
y is sometimes reversed in the literature.
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while for bivectors B ∈ Cl2 and v ∈ Cl1 we have
vB = 〈vB〉1 + 〈vB〉3 = v x B + v ∧B, (2.23)
v x B =
1
2
(vB −Bv) = −B y v, (2.24)
v ∧B =
1
2
(vB +Bv) = B ∧ v, (2.25)
and v y B = B x v = v ∗B = 0. In the special case that B = u ∧ w is an outer
product of two vectors u,w (i.e. a 2-blade), we find from taking the vector part
of the the last identity in Proposition (2.9) the useful expansion
v x (u ∧ w) = (v ∗ u)w − (v ∗ w)u. (2.26)
This expansion is generalized in Exercise 2.18.
It is sometimes useful to expand the various products and involutions in
terms of the grades involved. The following identities are left as exercises.
Proposition 2.10. For all x, y ∈ Cl(X) we have
x ∧ y =
∑
n,m≥0
〈
〈x〉n〈y〉m
〉
n+m
,
x x y =
∑
0≤n≤m
〈
〈x〉n〈y〉m
〉
m−n
,
x y y =
∑
n≥m≥0
〈
〈x〉n〈y〉m
〉
n−m
,
x • y =
∑
n,m≥0
〈
〈x〉n〈y〉m
〉
|n−m|
,
x ∗ y = 〈xy〉0,
x⋆ =
∑
n≥0(−1)
n〈x〉n,
x† =
∑
n≥0(−1)
(n2)〈x〉n.
In the general setting of a Clifford algebra with scalars in a ring R, we need to
be careful about the notion of linear (in-)dependence. A subset {x1, x2, . . . , xm}
of Cl is called linearly dependent if there exist r1, . . . , rm ∈ R, not all zero, such
that
r1x1 + r2x2 + . . .+ rmxm = 0. (2.27)
Note that a single nonzero 1-vector could be linearly dependent in this context
(e.g. with R = Z4, x1 = 2e1 and r1 = 2). We will prove an important theorem
concerning linear dependence where we use the following
Lemma 2.11. If u1, u2, . . . , uk and v1, v2, . . . , vk are 1-vectors then
(u1 ∧ u2 ∧ · · · ∧ uk) ∗ (vk ∧ vk−1 ∧ · · · ∧ v1) = det
 u1 ∗ v1 · · · u1 ∗ vk... ...
uk ∗ v1 · · · uk ∗ vk
 .
Proof. Since both sides of the expression are multilinear and alternating in both
the ui:s and the vi:s, we need only consider ordered disjoint elements {ei} in
the basis of singleton sets in X . Both sides are zero, except in the case
(ei1ei2 . . . eik) ∗ (eikeik−1 . . . ei1) =
= r(ei1 )r(ei2 ) . . . r(eik) = det
[
r(eip)δp,q
]
1≤p,q≤k
= det
[
eip ∗ eiq
]
1≤p,q≤k
,
so we are done.
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Theorem 2.12. The 1-vectors {x1, x2, . . . , xm} are linearly independent if and
only if the m-vector {x1 ∧ x2 ∧ · · · ∧ xm} is linearly independent.
*Proof. Assume that r1x1 + . . .+ rmxm = 0, where, say, r1 6= 0. Then
r1(x1 ∧ · · · ∧ xm) = (r1x1) ∧ x2 ∧ · · · ∧ xm
= (r1x1 + . . .+ rmxm) ∧ x2 ∧ · · · ∧ xm = 0,
since xi ∧ xi = 0.
Conversely, assume that rX = 0 for r 6= 0 in R and X = x1 ∧ · · · ∧ xm. We
will use the basis minor theorem for arbitrary rings which can be found in the
appendix (see Appendix A.4). Assume that xj = x1je1 + . . . + xnjen, where
xij ∈ R and ei ∈ X are basis elements such that e
2
i = 1. This assumption
on the signature is no loss in generality, since this theorem only concerns the
exterior algebra associated to the outer product. It will only serve to simplify
our reasoning below. Collect the coordinates in a matrix
A :=

rx11 x12 · · · x1m
rx21 x22 · · · x2m
...
...
...
rxn1 xn2 · · · xnm
 ∈ Rn×m, m ≤ n
and note that we can expand rX in a grade-m basis as
rX =
∑
E⊆X:|E|=m
(rX ∗ E†)E =
∑
E⊆X:|E|=m
(detAE,{1,...,m})E,
where we used Lemma 2.11. We find that the determinant of each m×m minor
of A is zero.
Now, let k be the rank of A. Then we must have k < m, and if k = 0
then rxi1 = 0 and xij = 0 for all i = 1, . . . , n, j > 1. But that would mean
that {x1, . . . , xm} are linearly dependent. Therefore we assume that k > 0 and,
without loss of generality, that
d := det
 rx11 x12 · · · x1k... ... ...
rxk1 xk2 · · · xkk
 6= 0.
By Theorem A.5 (Basis minor) there exist r1, . . . , rk ∈ R such that
r1rx1 + r2x2 + . . .+ rkxk + dxm = 0.
Hence, {x1, . . . , xm} are linearly dependent.
For our final set of operations, we will consider a nondegenerate geometric
algebra G with pseudoscalar I. The nondegeneracy implies that there exists a
natural duality between the inner and outer products.
Definition 2.8. We define the dual of x ∈ G by xc := xI−1. Furthermore, the
dual outer product or meet, denoted ∨, is defined such that the diagram
G × G
∨
−→ G
(·)c ↓ ↓ ↓ (·)c
G × G
∧
−→ G
commutes, i.e. (x ∨ y)c := xc ∧ yc, implying x ∨ y = ((xI−1) ∧ (yI−1))I.
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Remark. In Cl(X), the corresponding dual of A ∈ P(X) is
Ac = AX−1 = τ(X,X)−1τ(A,X)A△X ∝ Ac,
the complement of the set A. Hence, we actually find that the dual is a linearized
version of a sign (or orientation) -respecting complement. This motivates our
choice of notation.
Proposition 2.13. For all x, y ∈ G we have
x x yc = (x ∧ y)c,
x ∧ yc = (x x y)c,
(2.28)
and if x ∈ Gk then xc ∈ GdimV−k.
Proof. Using Proposition 2.8 and the fact that xI = x x I ∀x, we obtain
x x (yI−1) = x x (y x I−1) = (x ∧ y) x I−1 = (x ∧ y)I−1,
and from this follows also the second identity
(x ∧ yc)I−1I = (x x ycc)I = (x x y)I−2I.
Lastly, the grade statement is obvious from the above definition and remark.
Example 2.13. The cross product in R3 can be defined as the dual of the outer
product,
a× b := (a ∧ b)c, (2.29)
for a, b ∈ R3. From Proposition 2.13 and e.g. (2.26) we easily obtain the
familiar relations
a× (b× c) =
(
a ∧ (b ∧ c)c
)c
=
(
a x (b ∧ c)
)cc
= −(a ∗ b)c + (a ∗ c)b,
and
a ∗ (b× c) = a x (b ∧ c)c = (a ∧ b ∧ c) ∗ I†,
which by Lemma 2.11 and a choice of basis becomes the usual determinant
expression.
Remark. It is instructive to compare the exterior algebra (G,∧) together with
this duality operation to the language of differential forms and the Hodge ∗
duality operation, which are completely equivalent (through the isomorphism
(G,∧) ∼= ∧∗V ). In that setting one often starts with the outer product and then
uses a given metric tensor to define a dual. The inner product is then defined
from the outer product and dual according to (2.28). The exact definition of
the dual varies, but a common choice in the literature for differential forms is
∗x := (I−1x)†, so that ∗ ∗ x = IxI† (cp. e.g. [31]).
Exercise 2.12. Show that |A△B| ≡ |A|+ |B| (mod 2) and verify Eqs. (2.17)-
(2.19) from the definitions of these involutions.
Exercise 2.13. Prove the remaining identities in Proposition 2.8.
Exercise 2.14. Prove Proposition 2.9.
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Exercise 2.15. Prove Proposition 2.10.
Exercise 2.16. Show that the algebra (G,∨) with the meet product is associa-
tive with unit I. (The combined algebra (G,∧,∨) is sometimes called the double
Cayley algebra.)
Exercise 2.17. Show that the cross product as defined in (2.29) gives rise to
the familiar cartesian coordinate expression (and has the correct orientation)
when expanding in an orthonormal basis.
Exercise 2.18. For v ∈ Cl1 define the map
∂v : Cl → Cl,
x 7→ ∂v(x) = v x x.
Verify that ∂v ◦ ∂v = 0 and that
∂v(xy) = ∂v(x)y + x
⋆∂v(y)
as well as
∂v(x ∧ y) = ∂v(x) ∧ y + x
⋆ ∧ ∂v(y)
for all x, y ∈ Cl (such ∂v is called an anti-derivation). Furthermore, note that
this leads to the following useful formula:
v x (a1 ∧ a2 ∧ · · · ∧ am) =
m∑
k=1
(−1)k−1(v ∗ ak)a1 ∧ · · · ∧ aˇk ∧ · · · ∧ am, (2.30)
(where ˇ denotes deletion) for any v, a1, . . . , am ∈ Cl
1. A generalized expansion
for higher grades can be found in Appendix A.2.
Exercise 2.19. Let v ∈ R3 and B ∈ G2(R3). In each of the following cases,
find w ∈ G(R3) that satisfies
a) w ∧w = 1 + v +B
b) w ∧ (1 + v +B) = 1
Exercise 2.20. Show that Cl2 is closed under the commutator bracket, i.e.
[A,B] := AB −BA ∈ Cl2 for all A,B ∈ Cl2.
Exercise 2.21. Show that xp ∧ xr = (−1)
prxr ∧ xp for all xk ∈ Cl
k.
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3 Vector space geometry
We will now leave the general setting of combinatorial Clifford algebra for a
moment and instead focus on the geometric properties of G and its newly defined
operations in the context of vector spaces and linear transformations.
3.1 Blades and subspaces
The concept of blades is central for understanding the geometry encoded in a
geometric algebra G(V ).
Definition 3.1. A blade, or simple multivector, is an outer product of 1-vectors.
We define the following:
Bk := {v1 ∧ v2 ∧ · · · ∧ vk ∈ G : vi ∈ V } the set of k-blades
B :=
⋃∞
k=0 Bk the set of all blades
B∗ := Br{0} the nonzero blades
B× := {B ∈ B : B2 6= 0} the invertible blades
The orthogonal basis blades associated to an orthogonal basis E = {ei}
dimV
i=1
consist of the basis of G generated by E, i.e.
BE := {ei1 ∧ ei2 ∧ · · · ∧ eik ∈ G : i1 < i2 < . . . < ik}
(corresponding to P(E) in Cl). We also include the unit 1 among the blades
and call it the 0-blade.
Note that Bk ⊆ G
k and that (e.g. by expanding in an orthogonal basis; see
Exercise 3.1) we can expand a blade as a sum of geometric products,
a1 ∧ a2 ∧ · · · ∧ ak =
1
k!
∑
π∈Sk
sign(π) aπ(1)aπ(2) . . . aπ(k). (3.1)
This expression is clearly similar to a determinant, except that this is a product
of vectors instead of scalars.
The key property of blades is that they represent linear subspaces of V . This
is made precise by the following
Proposition 3.1. If A = a1 ∧ a2 ∧ · · · ∧ ak 6= 0 is a nonzero k-blade and a ∈ V
then
a ∧A = 0 ⇔ a ∈ Span{a1, a2, . . . , ak}.
Proof. This follows directly from Theorem 2.12 since {a1, . . . , ak} are linearly
independent, and a∧A = 0 if and only if {a, a1, . . . , ak} are linearly dependent.
Hence, to every nonzero k-blade A = a1 ∧ a2 ∧ · · · ∧ ak there corresponds a
unique k-dimensional subspace
A¯ := {a ∈ V : a ∧A = 0} = Span{a1, a2, . . . , ak}. (3.2)
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Conversely, if A¯ ⊆ V is a k-dimensional subspace of V , then we can find a
nonzero k-blade A representing A¯ by simply taking a basis {ai}
k
i=1 of A¯ and
forming
A := a1 ∧ a2 ∧ · · · ∧ ak. (3.3)
We thus have the geometric interpretation of blades as subspaces with an as-
sociated orientation (sign) and magnitude. Since every element in G is a lin-
ear combination of orthogonal basis blades, we can think of every element as
representing a linear combination of orthogonal subspaces. In the case of a
nondegenerate algebra these basis subspaces are nondegenerate as well. On the
other hand, any blade which represents a nondegenerate subspace can also be
treated as a basis blade associated to an orthogonal basis. This will follow in
the discussion below.
Proposition 3.2. Every k-blade can be written as a geometric product of k
vectors.
Proof. Take a nonzero A = a1 ∧ · · · ∧ ak ∈ B
∗. Pick an orthogonal basis {ei}
k
i=1
of the subspace (A¯, q|A¯). Then we can write ai =
∑
j βijej for some βij ∈ F,
and A = det [βij ] e1e2 . . . ek by (3.1).
There are a number of useful consequences of this result.
Corollary. For any blade A ∈ B, A2 is a scalar.
Proof. Use the expansion of A above to obtain
A2 = (det [βij ])
2 (−1)
1
2
k(k−1)q(e1)q(e2) . . . q(ek) ∈ F. (3.4)
Corollary. If A ∈ B× then A has an inverse A−1 = 1A2A.
Example 3.1. In R3, every bivector is also a 2-blade. This follows by duality,
since if B is a bivector then Bc = BI−1 =: b is a vector. Choosing an orthonor-
mal basis {e1, e2, e3} such that, say, b = βe3, we have B = bI = βe1 ∧ e2. The
same situation is not true in R4, however, where we e.g. have a bivector
B := e1 ∧ e2 + e3 ∧ e4 = e1e2(1 − I)
such that B2 = −(1 − I)2 = −2(1 − I), which is not a scalar. (Actually, one
can show in general (see Exercise 6.10) that B2 ∈ F is both a necessary and
sufficient condition for a bivector B to be a blade.)
Another useful consequence of Proposition 3.2 is the following
Corollary. If A ∈ B× then q is nondegenerate on A¯ and there exists an orthog-
onal basis E of V such that A ∈ BE.
Proof. The first statement follows directly from (3.4). For the second statement
note that, since q is nondegenerate on A¯, we have A¯ ∩ A¯⊥ = 0. Take an
orthogonal basis {ei}
k
i=1 of A¯. For any v ∈ V we have that
v −
∑
i
βq(v, ei)q(ei)
−1ei ∈ A¯
⊥.
Thus, V = A¯ ⊕ A¯⊥ and we can extend {ei}
k
i=1 to an orthogonal basis of V
consisting of one part in A¯ and one part in A¯⊥. By rescaling this basis we have
A = e1 ∧ · · · ∧ ek.
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Remark. Note that if we have an orthogonal basis of a subspace of V where q
is degenerate, then it may not be possible to extend this basis to an orthogonal
basis for all of V . Another way to state this is that one or more vectors in
the corresponding product expansion may fail to be invertible. If the space is
euclidean or anti-euclidean, though, orthogonal bases can always be extended
(e.g. using the Gram-Schmidt algorithm; see Exercise 3.8).
Example 3.2. The simplest lorentzian space is R1,1, with an orthonormal basis
basis conventionally denoted {e0, e1}, e
2
0 = 1, e
2
1 = −1. It has precisely two one-
dimensional degenerate subspaces Rn±, where
n± := e0 ± e1, n
2
± = 0,
but these cannot be orthogonal. In fact,
n+ ∗ n− = e
2
0 − e
2
1 = 2,
but they of course span the space since they are linearly independent, and
n+ ∧ n− = 2e1e0. In general, the degenerate part of a n-dimensional lorentzian
space will be a (n− 1)-dimensional cone, called the null- or light-cone.
It is useful to be able to work efficiently also with general bases of V and G
which need not be orthogonal. Let {e1, . . . , en} be any basis of V . Then the set
set of blades formed out of this basis, {ei}i, is a basis of G(V ), where we use a
multi-index notation
i = (i1, i2, . . . , ik), i1 < i2 < . . . < ik, 0 ≤ k ≤ n (3.5)
and
e() := 1, e(i1,i2,...,ik) := ei1 ∧ ei2 ∧ · · · ∧ eik . (3.6)
Sums over i are understood to be performed over all allowed such indices. If G
is nondegenerate then the scalar product (A,B) 7→ A ∗B is also nondegenerate
and we can find a so-called reciprocal basis {e1, . . . , en} of V such that
ei ∗ ej = δ
i
j . (3.7)
The reciprocal basis is easily verified (Exercise 3.2) to be given by
ei = (−1)i−1(e1 ∧ · · · ∧ eˇi ∧ · · · ∧ en)e
−1
(1,...,n), (3.8)
whereˇdenotes a deletion. Furthermore, we have that {ei}i is a reciprocal basis
of G, where e(i1,...,ik) := eik ∧ · · · ∧ ei1 (note the order). This follows since by
Lemma 2.11 and (3.7),
ei ∗ ej = (e
ik ∧ · · · ∧ ei1) ∗ (ej1 ∧ · · · ∧ ejl) = δ
k
l det
[
eip ∗ ejq
]
1≤p,q≤k
= δij. (3.9)
We now have the coordinate expansions
v =
∑
i(v ∗ e
i)ei =
∑
i(v ∗ ei)e
i ∀ v ∈ V,
x =
∑
i(x ∗ e
i)ei =
∑
i(x ∗ ei)e
i ∀ x ∈ G(V ),
(3.10)
which also gives a geometric understanding of an arbitrary multivector in G(V )
as a linear combination of general (not necessarily orthogonal) subspaces of V .
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Example 3.3. In the euclidean case an orthonormal basis {ei}i, satisfying
e2i = 1 for all i, is its own reciprocal basis, i.e. e
i = ei. In the lorentzian
case R1,n the standard orthonormal basis {e0, e1, . . . , en}, with e
2
0 = 1, has as
reciprocal basis {e0, e1, . . . , en} where e0 = e0 and e
j = −ej, j = 1, 2, . . . , n.
The non-orthogonal basis {n+, n−} in Example 3.2 has the reciprocal basis
{ 12n−,
1
2n+}.
In addition to being useful in coordinate expansions, the general and recipro-
cal bases also provide a geometric understanding of the dual operation because
of the following
Theorem 3.3. Assume that G is nondegenerate. If A = a1 ∧ · · · ∧ ak ∈ B
∗ and
we extend {ai}
k
i=1 to a basis {ai}
n
i=1 of V then
Ac ∝ ak+1 ∧ ak+2 ∧ · · · ∧ an,
where {ai}i is the reciprocal basis of {ai}i.
Proof. We obtain by induction on k that
(ak ∧ ak−1 ∧ · · · ∧ a1) x (a
1 ∧ · · · ∧ ak ∧ ak+1 ∧ · · · ∧ an)
= ak x
(
(ak−1 ∧ · · · ∧ a1) x (a
1 ∧ · · · ∧ ak−1 ∧ ak ∧ · · · ∧ an)
)
= {induction assumption} = ak x (a
k ∧ · · · ∧ an)
= ak+1 ∧ · · · ∧ an,
where in the last step we used the expansion formula (2.30), plus orthogonality
(3.7). It follows that
Ac = A x I−1 ∝ (ak∧· · ·∧a1) x (a
1∧· · ·∧ak∧ak+1∧· · ·∧an) = ak+1∧· · ·∧an.
This can also be proved using an expansion of the inner product into sub-blades;
see Appendix A.2.
Corollary. If A and B are blades then Ac, A∧B, A∨B and A x B are blades
as well.
The blade-subspace correspondence then gives us a geometric interpretation of
these operations.
Proposition 3.4. If A,B ∈ B∗ are nonzero blades then Ac = A¯⊥ and
A ∧B 6= 0 ⇒ A ∧B = A¯+ B¯ and A¯ ∩ B¯ = 0,
A¯+ B¯ = V ⇒ A ∨B = A¯ ∩ B¯,
A x B 6= 0 ⇒ A x B = A¯⊥ ∩ B¯,
A¯ ⊆ B¯ ⇒ A x B = AB,
A¯ ∩ B¯⊥ 6= 0 ⇒ A x B = 0.
The proofs of the statements in the above corollary and proposition are left as
exercises. Some of them can be found in [39] and [20].
Exercise 3.1. Prove Eqn. (3.1), e.g. by noting that both sides are multilinear
and alternating.
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Exercise 3.2. Verify that {ei}i defined in (3.8) is a reciprocal basis w.r.t. {ei}i.
Exercise 3.3. Prove the corollary to Theorem 3.3.
Exercise 3.4. Prove Proposition 3.4.
Exercise 3.5. Show that the square of an arbitrary blade A = a1∧. . .∧ak ∈ Bk
is A2 = (−1)
1
2
k(k−1) det[ai ∗ aj ]1≤i,j≤k. Also, show in two different ways that
(a ∧ b)2 = (a ∗ b)2 − a2b2 (3.11)
for a, b ∈ V .
Exercise 3.6. Let {ei}
n
i=1 be an arbitrary basis of a nondegenerate space. Show
that
∑
i eie
i = n and that for an arbitrary grade-r multivector Ar ∈ Cl
r
∑
i
ei(e
i
x Ar) = rAr ,
∑
i
ei(e
i ∧Ar) = (n− r)Ar ,
and ∑
i
eiAre
i = (−1)r(n− 2r)Ar.
Exercise 3.7. Let v ∈ V × = {u ∈ V : u2 6= 0}. Show that the map
V ∋ x 7→
1
2
(x + v⋆xv−1) ∈ V
is an orthogonal projection on v¯⊥ = {u ∈ V : u ∗ v = 0}.
Exercise 3.8. Consider the real euclidean geometric algebra G(Rn). Let a1, a2,
. . . be a sequence of 1-vectors in G, and form the blades A0 = 1, Ak = a1 ∧ a2 ∧
· · · ∧ ak. Now, let bk = A
†
k−1Ak. Show that b1, b2, . . . are the vectors obtained
using the Gram-Schmidt orthogonalization procedure from a1, a2, . . ..
3.2 Linear functions
Since G is itself a vector space which embeds V , it is natural to consider the prop-
erties of linear functions on G. There is a special class of such functions, called
outermorphisms, which can be said to respect the graded/exterior structure of
G in a natural way. We will see that, just as the geometric algebra G(V, q) is
completely determined by the underlying vector space (V, q), an outermorphism
is completely determined by its behaviour on V .
Definition 3.2. A linear map F : G → G′ is called an outermorphism or ∧-
morphism if
i) F (1) = 1,
ii) F (Gm) ⊆ G′m ∀ m ≥ 0, (grade preserving)
iii) F (x ∧ y) = F (x) ∧ F (y) ∀ x, y ∈ G.
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A linear transformation F : G → G is called a dual outermorphism or ∨-
morphism if
i) F (I) = I,
ii) F (Gm) ⊆ Gm ∀ m ≥ 0,
iii) F (x ∨ y) = F (x) ∨ F (y) ∀ x, y ∈ G.
Theorem 3.5. For every linear map f : V → W there exists a unique outer-
morphism f∧ : G(V )→ G(W ) such that f∧(v) = f(v) ∀ v ∈ V .
Proof. Take a general basis {e1, . . . , en} of V and define, for 1 ≤ i1 < i2 < . . . <
im ≤ n,
f∧(ei1 ∧ · · · ∧ eim) := f(ei1) ∧ · · · ∧ f(eim), (3.12)
and extend f∧ to the whole of G(V ) by linearity. We also define f∧(α) := α for
α ∈ F. Hence, (i) and (ii) are satisfied. (iii) is easily verified by expanding in
the induced basis {ei} of G(V ). Uniqueness is obvious since our definition was
necessary.
Uniqueness immediately implies the following.
Corollary. If f : V → V ′ and g : V ′ → V ′′ are linear then (g ◦ f)∧ = g∧ ◦ f∧.
Corollary. If F : G(V )→ G(W ) is an outermorphism then F = (F |V )∧.
Remark. In the setting of Cl this means that an outermorphism F : Cl(X,R, r)→
Cl(X ′, R, r′) is completely determined by its values on the elements of X . Also
note that, if E,F are two orthonormal bases of V and F = {fj = g(ej)} then
P(E) ∋ AE
g∧
7→ AF ∈ P(F )
so that g∧ : Cl(E)→ Cl(F ) is an isomorphism of R-algebras.
We have seen that a nondegenerate G results in a nondegenerate bilinear
form x ∗ y. This gives a canonical isomorphism
θ : G → G∗ = Lin(G,F)
between the elements of G and the linear functionals on G as follows. For
every x ∈ G we define a linear functional θ(x) by θ(x)(y) := x ∗ y. Taking a
general basis {ei}i of G and using (3.9) we obtain a dual basis {θ(e
i)}i such that
θ(ei)(ej) = δ
i
j. This shows that θ is an isomorphism.
Now that we have a canonical way of moving between G and its dual space
G∗, we can for every linear map F : G → G define an adjoint map F ∗ : G → G by
F ∗(x) := θ−1
(
θ(x) ◦ F
)
. (3.13)
By definition, this has the expected and unique property
F ∗(x) ∗ y = x ∗ F (y) (3.14)
for all x, y ∈ G. Note that if we restrict our attention to V = G1 then this
construction results in the usual adjoint (transpose) f∗ of a linear map f : V →
V .
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Theorem 3.6 (Hestenes’ Theorem). Assume that G is nondegenerate and let
F : G → G be an outermorphism. Then the adjoint F ∗ is also an outermorphism
and
x x F (y) = F
(
F ∗(x) x y
)
,
F (x) y y = F
(
x y F ∗(y)
)
,
for all x, y ∈ G.
Proof. We first prove that F ∗ is an outermorphism. The fact that F ∗ is grade
preserving follows from (3.14) and the grade preserving property of F . Now
take basis blades x = x1 ∧ · · · ∧ xm and y = ym ∧ · · · ∧ y1 with xi, yj ∈ V . Then
F ∗(x1 ∧ · · · ∧ xm) ∗ y = (x1 ∧ · · · ∧ xm) ∗ F (ym ∧ · · · ∧ y1)
= (x1 ∧ · · · ∧ xm) ∗
(
F (ym) ∧ · · · ∧ F (y1)
)
= det
[
xi ∗ F (yj)
]
i,j
= det
[
F ∗(xi) ∗ yj
]
i,j
=
(
F ∗(x1) ∧ · · · ∧ F
∗(xm)
)
∗ (ym ∧ · · · ∧ y1)
=
(
F ∗(x1) ∧ · · · ∧ F
∗(xm)
)
∗ y,
where we have used Lemma 2.11. By linearity and nondegeneracy it follows
that F ∗ is an outermorphism. The first identity stated in the therorem now
follows quite easily from Proposition 2.8. For any z ∈ G we have
z ∗
(
x x F (y)
)
= (z ∧ x) ∗ F (y) = F ∗(z ∧ x) ∗ y
=
(
F ∗(z) ∧ F ∗(x)
)
∗ y = F ∗(z) ∗
(
F ∗(x) x y
)
= z ∗ F
(
F ∗(x) x y
)
.
The nondegeneracy of the scalar product then gives the first identity. The
second identity is proven similarly, using that (x y y) ∗ z = x ∗ (y ∧ z).
From uniqueness of outermorphisms we also obtain the following
Corollary. If f : V → V is a linear transformation then (f∗)∧ = (f∧)
∗.
This means that we can simply write f∗∧ for the adjoint outermorphism of f .
Another powerful concept in geometric algebra (or exterior algebra) is the
generalization of eigenvectors to so called eigenblades. For a function f : V → V ,
a k-eigenblade with eigenvalue λ ∈ F is a blade A ∈ Bk such that
f∧(A) = λA. (3.15)
Just as eigenvectors can be said to represent invariant 1-dimensional subspaces
of a function, a k-blade with nonzero eigenvalue represents an invariant k-
dimensional subspace. One important example of an eigenblade is the pseu-
doscalar I, which represents the whole invariant vector space V . Since f∧ is
grade preserving, we must have f∧(I) = λI for some λ ∈ F which we call the
determinant of f , i.e.
f∧(I) = (det f)I. (3.16)
Expanding det f = f∧(I) ∗ I
−1 in a basis using Lemma 2.11, one finds that
this agrees with the usual definition of the determinant of a linear function (see
Exercise 3.13).
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Example 3.4. Since
(det f)I2 = f∧(I) ∗ I = I ∗ f
∗
∧(I) = (det f
∗)I2,
we immediately find that det f = det f∗. Also, by the corollary to Theorem 3.5
we have
(f ◦ g)∧(I) = f∧
(
g∧(I)
)
= f∧
(
(det g)I
)
= (det g)(det f)I,
so that det(fg) = det f · det g.
Definition 3.3. For linear F : G → G we define the dual map F c : G → G by
F c(x) := F (xI)I−1, so that the following diagram commutes:
G
F
−→ G
(·)c ↓ ↓ (·)c
G
F c
−−→ G
Proposition 3.7. We have the following properties of the dual map:
i) F cc = F,
ii) (F ◦G)c = F c ◦Gc,
iii) idc = id,
iv) F (Gs) ⊆ Gt ⇒ F c(GdimV−s) ⊆ GdimV−t,
v) F ∧-morphism ⇒ F c ∨-morphism,
vi) (F ∗)c = (F c)∗ if F is grade preserving,
for all linear F,G : G → G.
The proofs are straightforward and left as exercises to the reader. As a special
case of Theorem 3.6 we obtain, with y = I and a linear map f : V → V ,
(det f)xI = f∧
(
f∗∧(x)I
)
, (3.17)
so that
(det f) id = fc∧ ◦ f
∗
∧ = f∧ ◦ f
∗c
∧ . (3.18)
If det f 6= 0 we then have a simple expression for the inverse;
f−1∧ = (det f)
−1f∗c∧ , (3.19)
which is essentially the dual of the adjoint (F ∗c is sometimes called the adjugate
F adj of F ). f−1 is obtained by simply restricting to V .
Example 3.5. An orthogonal transformation f ∈ O(V, q) satisfies f−1 = f∗
and det f = ±1, so in this case (3.19) gives fc∧ = ±f∧.
Exercise 3.9. Prove the second identity in Theorem 3.6.
Exercise 3.10. Prove Proposition 3.7.
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Exercise 3.11. Let B ∈ G2 be a bivector, and define the map adB : G → G by
adB(x) := [B, x] = Bx− xB. Show that adB(G
m) ⊆ Gm and that
adB(xy) = adB(x)y + x adB(y),
i.e. that adB is a grade preserving derivation. Is adB an outermorphism?
Exercise 3.12. Let f : V → V be linear and antisymmetric, i.e.
f(u) ∗ v = −u ∗ f(v) ∀u, v ∈ V.
Show that there is a unique bivector B ∈ G2(V ) such that f(v) = adB(v) ∀v ∈
V .
Exercise 3.13. Let {a1, . . . , an} be an arbitrary basis of V and use the re-
ciprocal basis to verify that det f = f(I) ∗ I−1 is the usual expression for the
determinant. Use (3.1) to verify that the definition makes sense also for degen-
erate spaces.
3.3 Projections and rejections
Let A be an invertible blade in a geometric algebra G, and define a linear map
PA : G → G through
PA(x) := (x x A)A
−1.
Proposition 3.8. PA is an outermorphism.
Proof. We need to prove that PA(x∧y) = PA(x)∧PA(y) ∀x, y ∈ G. We observe
that both sides are linear in both x and y. Hence, we can assume that x and
y are basis blades. Also, since A was assumed to be invertible, we can by the
corollary to Proposition 3.2, without loss of generality, assume that A is also
among the orthogonal basis blades. We obtain
PA(x ∧ y) = ((x ∧ y) x A)A
−1 = (x ∩ y = ∅)(x ∪ y ⊆ A)xyAA−1
and
PA(x) ∧ PA(y) =
(
(x x A)A−1
)
∧
(
(y x A)A−1
)
=
(
(x ⊆ A)xAA−1
)
∧
(
(y ⊆ A)yAA−1
)
= (x ⊆ A)(y ⊆ A)x ∧ y
= (x ⊆ A)(y ⊆ A)(x ∩ y = ∅)xy.
Furthermore, we obviously have PA(1) = 1, and (e.g. by again expanding in a
basis) we also observe that PA(V ) ⊆ V , so PA preserves grades.
We shall now show that PA is a projection. First, note the following
Proposition 3.9. PA ◦ PA = PA
Proof. We would like to prove(
((x x A)A−1) x A
)
A−1 = (x x A)A−1 ∀x ∈ G.
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As both sides are linear in x, we assume that x is a basis blade and obtain
(x x A)A−1 = (x ⊆ A)xAA−1 = (x ⊆ A)x
and (
((x x A)A−1) x A
)
A−1 = (((x ⊆ A)x) x A)A−1
= (x ⊆ A)(x x A)A−1 = (x ⊆ A)(x ⊆ A)x = (x ⊆ A)x.
Also note that, for all v ∈ V , we have by Proposition 2.9
v = vAA−1 = (vA)A−1 = (v x A+ v ∧A)A−1. (3.20)
Now, define the rejection RA of A through
RA(x) := (x ∧A)A
−1, for x ∈ G.
Then (3.20) becomes
v = PA(v) +RA(v) ∀v ∈ V.
If v ∈ A¯ = {u ∈ V : u ∧A = 0}, we obviously obtain
PA(v) = v and RA(v) = 0,
and if v ∈ A¯⊥ = {u ∈ V : u x A = 0}, we find
PA(v) = 0 and RA(v) = v.
We therefore see that PA is the outermorphism of an orthogonal projection on
A¯, while RA corresponds to an orthogonal projection on A¯
⊥.
Exercise 3.14. Show that RA is an outermorphism and that PA and RA are
self-adjoint, i.e. P ∗A = PA and R
∗
A = RA.
3.4 Some projective geometry
We finish this section by considering some applications in classical projective
geometry.
Given a vector space V , the projective geometry P (V ) on V is defined to
be the set of all subspaces of V . The set of k-dimensional subspaces is denoted
Pk(V ). Traditionally, P1(V ) is called the projective space and is usually denoted
Pn−1(F) if V is an n-dimensional vector space over the field F.
P (V ) forms a natural so-called lattice with a meet ∧ and join ∨ operation
defined as follows: Let U and W be elements in P (V ), i.e. subspaces of V . The
largest subspace of V which is contained in both U and W is denoted U ∧W ,
and the smallest subspace of V which contains both U andW is denoted U ∨W .
Hence, U ∧W = U ∩W and U ∨W = U +W .
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We saw earlier that when V is considered as embedded in a geometric algebra
G(V ), then to each nonzero k-blade A ∈ G there is associated a unique k-
dimensional subspace A¯ ∈ Pk(V ). Furthermore, we found that the outer and
meet products of blades corresponded to the subspace operations7
A ∧B = A¯ ∨ B¯ if A¯ ∧ B¯ = 0
and
A ∨B = A¯ ∧ B¯ if A¯ ∨ B¯ = V.
Let us now get acquainted with some concrete classical projective geometry
in Rn.
3.4.1 The cross ratio in P1(R)
Let V = R2 and choose a, b, c, d ∈ V such that each pair of these vectors is
linearly independent. Define the so-called cross ratio of four points
D(a, b, c, d) =
(a ∧ b)(c ∧ d)
(a ∧ c)(b ∧ d)
.
Note that each of the factors above is a nonzero multiple of the pseudoscalar, so
that the above expression makes sense. The expression is a projective invariant
in the following sense:
i) D(a, b, c, d) only depends on a¯, b¯, c¯, d¯, i.e. on the four one-dimensional
subspaces in P1(R) which correspond to the respective vectors.
ii) D(Ta, T b, T c, T d) = D(a, b, c, d) for every linear bijection T : R2 → R2.
We can reinterpret the projectively invariant quantity D(a, b, c, d) as a uni-
versal property of four points in R1. Namely, choose a line L away from the
origin in V . By applying a projective transformation, i.e. a linear bijection,
we can without loss of generality assume that the line or basis is such that
L = Re1 + e2. Then, representing a point A ∈ R as a = Ae1 + e2 ∈ L etc., we
find a ∧ b = (A−B)I and that the cross ratio is
D(a, b, c, d) =
(A−B)(C −D)
(A− C)(B −D)
. (3.21)
Projective invariance, i.e. the possibility of mapping L to any other line away
from the origin, then means that this quantity is invariant under both transla-
tions, rescalings and inversions in R1.
Exercise 3.15. Verify properties (i) and (ii) above. Derive the general form
of the transformations of R1 which leave the cross ratio invariant, and verify
explicitly that the expression (3.21) is invariant under such a transformation.
7In this context the choice of notation is slightly unfortunate. However, both the notation
for meet and join of subspaces (which matches the logical operations) and the outer and meet
products of multivectors are strictly conventional.
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e1
e3
e4
x = x1e1 + x2e2 + x3e3
X = x+ e4
Copy of R3
Figure 3.1: Mapping a point x ∈ R3 to its projective representative X ∈ R4.
Exercise 3.16. Let us consider G(R3 = Span{e1, e2, e3}) as a part of G(R
4 =
Span{e1, e2, e3, e4}) via the map
R3 → R4
x 7→ X := x+ e4
which is represented in Figure 3.1. We denote the respective pseudoscalars by
I = e1e2e3 and J = e1e2e3e4. Let × denote the usual cross product in R
3 (as
defined in (2.29)) and verify that
a) x× y = (e4 ∧X ∧ Y )J
b) y − x = e4 x (X ∧ Y )
Exercise 3.17. Let a, b, c and d be distinct vectors in R2. We are interested
in determining the intersection of the lines through a, b and c,d respectively.
As in the previous exercise, we consider a map (with a basis {e1, e2, e3})
R2 → R3
x 7→ X := x+ e3
Introduce L = A ∧B and M = C ∧D and show that
L ∨M = [A,B,C]D − [A,B,D]C,
where [X,Y, Z] := (X ∧ Y ∧ Z) ∗ (e3 ∧ e2 ∧ e1) for X,Y, Z ∈ R
3. Interpret this
result geometrically.
3.4.2 Cross ratios and quadrics in P2(R)
Now, let V = R3 (we could also choose Rs,t with s+ t = 3). Choose a, b, c, d, e ∈
V , pairwise linearly independent, such that a, b, c, d all lie in a two-dimensional
subspace not containing e. In the projective jargon one then says that the
projective points a¯, b¯, c¯, d¯ lie on a line which does not contain e¯. Let us think of
the plane of this page as an affine8 subspace of V which does not contain the
origin, and which intersects the lines a¯, b¯, c¯, and d¯ at points which we represent
by the names of those lines. Let us imagine that we have one eye in the origin
and that the line through the eye and the point in the paper denoted a¯ is the
line a¯. We then have a picture like in Figure 3.2.
Define
F (a, b, c, d, e) :=
(a ∧ b ∧ e)(c ∧ d ∧ e)
(a ∧ c ∧ e)(b ∧ d ∧ e)
.
8i.e. constant plus linear
34
a¯
b¯
c¯
d¯
e¯
Figure 3.2: Projective points a¯, b¯, c¯, and d¯ on a common projective line which
does not contain e¯.
We immediately see that for all α, β, γ, δ, ǫ ∈ R×,
F (αa, βb, γc, δd, ǫe) = F (a, b, c, d, e),
which shows that F only depends on a¯, b¯, c¯, d¯ and e¯ in P2(R). Furthermore, if
T : R3 → R3 is a linear bijection then
F (Ta, T b, T c, T d, T e) =
(detT )2
(detT )2
F (a, b, c, d, e),
and F (a, b, c, d, e) is a so-called projective invariant of five points.
So far we have not used that the projective points a¯, b¯, c¯, and d¯ lie on a
common line. We shall now show, with our requirements on a, b, c, d, e, that F
does not depend on e. Assume that e′ = e+αa+ βb. Then a∧ b∧ e′ = a∧ b∧ e
and
c ∧ d ∧ e′ = c ∧ d ∧ e+ αc ∧ d ∧ a+ βc ∧ d ∧ b = c ∧ d ∧ e,
since c∧d∧a = c∧d∧b = 0 (they all lie in the same plane in R3). Similarly, we
find that we could have added linear combinations of c and d as well, and that
the factors in the denominator also do not depend on e. Hence, we can define
the cross ratio
D(a, b, c, d) := F (a, b, c, d, e),
which then becomes a projective invariant of a¯, b¯, c¯, d¯ with a similar geometric
interpretation as before whenever these points lie on a common line.
Let us now have a look at quadrics in P2(R). Let P (x1, x2, x3) denote a
homogeneous quadratic polynomial9 in the (ordinary, commutative) polynomial
ring R[x1, x2, x3]. From the homogeneity follows that if (α, β, γ) is a zero of the
polynomial P , then also t(α, β, γ) is a zero, for all t ∈ R. Hence, if we (as usual)
interpret the triple (x1, x2, x3) as the point x = x1e1 + x2e2 + x3e3 ∈ R
3 then
we see that zeros of P can be interpreted as points in P2(R). The zero set Z(P )
of a homogeneous quadratic polynomial P is called a quadric.
Example 3.6. Consider the homogeneous quadratic polynomial in three vari-
ables
P (x, y, z) = x2 + y2 − z2
Note that the intersection of the quadric Z(P ) with the plane {(x, y, z) ∈ R3 :
z = 1} is a unit circle, but by choosing some other plane we may get an ellipse,
a hyperbola, or even a parabola or a line.
9I.e. a quadratic form, but here we think of it as a polynomial rather than an extra
structure of the vector space.
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It is easy to see that five distinct points in P2(R) determine a homogeneous
quadratic polynomial in three variables, up to a multiple, if we demand that
the five points should be zeros of the polynomial. Assume that we are given five
points a, b, c, d, e in R3, and form
P (x) = (a∧b∧e)(c∧d∧e)(a∧c∧x)(b∧d∧x)−(a∧b∧x)(c∧d∧x)(a∧c∧e)(b∧d∧e)
P is then a homogeneous quadratic polynomial in (x1, x2, x3), where x = x1e1+
x2e2 + x3e3. One verifies by direct substitution that
P (a) = P (b) = P (c) = P (d) = P (e) = 0,
and hence that Z(P ) is a quadric containing a¯, b¯, c¯, d¯, and e¯.
3.4.3 Pascal’s theorem
There is an alternative way of finding a quadric through five points, which is
equivalent to a classical theorem in plane projective geometry due to Pascal.
Theorem 3.10 (Pascal). Let a, b, c, d, e, f be points on a quadric in P2(R).
Then(
(a ∧ b) ∨ (d ∧ e)
)
∧
(
(b ∧ c) ∨ (e ∧ f)
)
∧
(
(c ∧ d) ∨ (f ∧ a)
)
= 0 (3.22)
Proof. Form the homogeneous quadratic polynomial P (x) which is obtained
from the expression (3.22) when e.g. f is replaced with x. One easily verifies
(e.g. using Exercise 3.17) that P (a) = P (b) = P (c) = P (d) = P (e) = 0, from
which the theorem follows.
The geometric interpretation of the expression (3.22) is that the three intersec-
tion points of the line a ∧ b with the line d ∧ e, the line b ∧ c with e ∧ f , resp.
c ∧ d with f ∧ a, are all situated on one and the same line. See Figure 3.3.
a
b
c
d
e
f
Figure 3.3: A geometric interpretation of Pascal’s theorem.
3.4.4 Polarizations in quadrics
Let Q be a quadric in P2 and choose a point p ∈ P2 according to Figure 3.4.
Draw the tangent lines L1 and L2 to Q through p and form the line L through
the tangent points t1 and t2. Then L is called the polar line to p with respect
to Q. In classical projective geometry there are a number of theorems related
to this notion. We will now show how geometric algebra can be used to obtain
simple proofs and more algebraic formulations of some of these theorems.
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pt1
t2
L1
L2
L
Q
Figure 3.4: The polar line L to the point p with respect to the quadric Q.
Let G = G(Rs,t), where n = s+ t, and let T denote a self-adjoint outermor-
phism from G to G, i.e. T = T ∗. Consider the map f : G → R, f(x) := x ∗ T (x)
and form10
Q := {x ∈ G : f(x) = 0}, and Qm := Gm ∩Q.
We then have f(x+h) = f(x)+2T (x)∗h+h∗T (h) so that f ′(x), the derivative
of f at the point x ∈ G, is given by the linear map
G → R
h 7→ 2T (x) ∗ h
The tangent space Qx to the surface Q at the point x is then defined as the
linear space
Qx := ker f
′(x) ⊆ G.
We also define Qmx := G
m ∩Qx, which is the tangent space of Q
m at x.
Definition 3.4. The polar to x with respect to Q is defined by
PolQ(x) := T (x)
c = T (x)I−1.
We note in particular that PolQ(x) =
(
T (x)
)⊥
if x ∈ B∗ is a nonzero blade.
We have a number of results regarding the polar.
Theorem 3.11. If x ∈ Q1 and h1, . . . , hk ∈ Q
1
x then x ∧ h1 ∧ . . . ∧ hk ∈ Q
k+1,
i.e.
T (x ∧ h1 ∧ . . . ∧ hk) ∗ (x ∧ h1 ∧ . . . ∧ hk) = 0.
Proof. We have
(
T (x) ∧ T (h1) ∧ . . . ∧ T (hk)
)
∗ (hk ∧ . . . ∧ h1 ∧ x) = det

T (x) ∗ x . . .
T (x) ∗ h1 . . .
...
T (x) ∗ hk . . .

which is zero since f(x) = 0 and 2T (x)∗hj = f
′(x)(hj) = 0 for j = 1, . . . , k.
10Note that f is actually a homogeneous quadratic polynomial in 2n variables.
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If x ∈ Qm then its polar PolQ(x) is an element of Q
n−m because of the
following
Theorem 3.12. We have
T (x)c ∗ T
(
T (x)c
)
= τ detT x ∗ T (x),
where τ = (−1)mn−mI2 and x ∈ Gm.
Proof. Assume that x ∈ Gm and recall that
T ∗ ◦ T c = (det T ) id
holds for all outermorphisms T . When T ∗ = T we then obtain
T (x)c ∗ T (T (x)c) = (T (x)I−1) ∗ T ∗(T c(xI−1))
= (T (x)I−1) ∗ ((det T )xI−1) = detT 〈T (x)I−1xI−1〉0
= (−1)m(n−m)I−2 detT 〈T (x)x〉0,
which proves the theorem.
In other words, f(PolQ(x)) = τ detT f(x). We also have a reciprocality theo-
rem:
Theorem 3.13. If x, y ∈ Gm then
x ∧ T (y)c = y ∧ T (x)c.
Proof. From Proposition 2.13 we have
x∧ T (y)c = (x x T (y))c = (x ∗ T (y))c = (y ∗ T (x))c = (y x T (x))c = y ∧ T (x)c,
where we used that T (x), T (y) ∈ Gm.
Finally, we have the following duality theorem:
Theorem 3.14.
(
T (x ∧ y)
)c
= I2T (x)c ∨ T (y)c.
Proof. This follows immediately from the definition of the meet product and
the fact that T is an outermorphism.
Exercise 3.18. Interpret the above theorems geometrically in the case P2.
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4 Discrete geometry
In this section we consider applications of Clifford algebras in discrete geom-
etry and combinatorics. We also extend the definition of Clifford algebra and
geometric algebra to infinite sets and infinite-dimensional vector spaces.
4.1 Simplicial complexes
A simplicial complex K on a finite set V is a subset of P(V ) which is closed
under taking subsets, i.e. such that for all A,B ∈ P(V )
A ⊆ B ∈ K ⇒ A ∈ K.
In the following, let Cl(V ) denote the Clifford algebra over the set V , where
v2 = 1, ∀v ∈ V , and where we use R = Z as scalars. Define the chain group
C(K) :=
⊕
K Z and note that C(K) is an abelian subgroup of Cl(V ) (w.r.t
addition). The sets A ∈ K with signs are called (oriented) simplices and |A|−1
is the dimension of the simplex A. Hence, we write
C(K) =
⊕
d≥−1
Cd(K), where Cd(K) :=
⊕
A∈K
|A|−1=d
Z.
An element of Cd(K) ⊆ Cl
d+1(V ) is called a d-chain. The Clifford algebra
structure of Cl(V ) handles the orientation of the simplices, so that e.g. a 1-
simplex v0v1, thought of as a line segment directed from the point v0 to v1,
expresses its orientation as v0v1 = −v1v0.
Let sV :=
∑
v∈V
v ∈ Cl1(V ) and define the boundary map ∂V by
∂V : Cl(V ) → Cl(V ),
x 7→ ∂V (x) := sV x x.
Then ∂2V = 0, since
∂V ◦ ∂V (x) = sV x (sV x x) = (sV ∧ sV ) x x = 0, (4.1)
and the action of ∂V on a k-simplex v0v1 . . . vk is given by
∂V (v0v1 . . . vk) =
k∑
i=0
vi x (v0v1 . . . vk) =
k∑
i=0
(−1)iv0v1 . . . vˇi . . . vk.
Note that C(K) is invariant under the action of ∂V by the definition of a sim-
plicial complex. We also have, for x, y ∈ Cl, (see Exercise 2.18)
∂V (xy) = ∂V (x)y + x
⋆∂V (y),
∂V (x ∧ y) = ∂V (x) ∧ y + x
⋆ ∧ ∂V (y),
∂V : Cl
m(V ) → Clm−1(V ),
∂V : Cd(K) → Cd−1(K).
Example 4.1. Consider a set of three vertices, V = {v1, v2, v3}, and a simplicial
complex K = {∅, v1, v2, v3, v1v2, v2v3}. An example of a 1-chain is x = v1v2 +
v2v3, with boundary ∂V x = v2 − v1 + v3 − v2 = v3 − v1. Applying ∂V again, we
explicitly obtain ∂2V x = 1− 1 = 0. See Figure 4.1.
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v1
v2
v3
v1v2
v2v3
Figure 4.1: A 1-chain with nontrivial boundary in a simplicial complex K.
4.1.1 Chain maps and complex morphisms
Let K and L be simplicial complexes on the finite sets V and W , respectively.
A grade preserving Z-linear map F : C(K)→ C(L) is called a chain map if the
following diagram commutes
C(K)
F
−→ C(L)
∂V ↓ ↓ ∂W
C(K)
F
−→ C(L)
i.e. if ∂W ◦ F = F ◦ ∂V .
A natural way to obtain a chain map is through the following construction.
Let f : V →W be a map which takes simplices of K to simplices of L, i.e. such
that
{f(a) ∈W : a ∈ A} =: f(A) ∈ L
whenever A ∈ K. Then f is called a complex morphism.
We can extend a complex morphism f to an outermorphism f∧ : Cl(V ) →
Cl(W ) such that f∧ : C(K)→ C(L).
Lemma 4.1. f∗∧(sW ) = sV
Proof. For any v ∈ V we have
v ∗ f∗∧(sW ) = f∧(v) ∗ sW = 1,
while x ∗ f∗∧(sW ) = 0 for any x ∈ Cl
d 6=1(V ) because outermorphisms preserve
grades. From this we conclude that f∗∧(sW ) = sV .
Corollary. f∧ is a chain map.
Proof. Consider the diagram
C(K)
f∧
−→ C(L)
∂V ↓ ↓ ∂W
C(K)
f∧
−→ C(L)
By Theorem 3.6, we have
∂W f∧x = sW x (f∧x) = f∧
(
(f∗∧sW ) x x
)
= f∧(sV x x) = f∧∂V x
for all x ∈ C(K).
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a
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aa a b
b
bc
c
c
c
v
v′
v′′
Figure 4.2: A triangulation of the triangle ABC, with a labeling of the nodes
of its sides. Positive orientation means with respect to the plane of the page, as
in the triangle on the right.
4.1.2 An index theorem and Sperner’s lemma
Consider an arbitrary linear map F : Cl(V ) → Cl(W ) such that F∂V = ∂WF
(typically the chain map f∧ induced by some f) and define two linear mappings,
the content and the index, by
Cont : Cl(V ) → Z
x 7→ W ∗ (Fx), and,
Ind : Cl(V ) → Z
x 7→ (Wa) ∗ (F∂V x),
where a is a fixed element in W .
Theorem 4.2. Cont = Ind.
Proof. Since F is a chain map, we have for all x ∈ Cl(V )
Wa ∗ F∂V x = Wa ∗ ∂WFx =Wa ∗ (sW x Fx)
= (Wa ∧ sW ) ∗ Fx =W ∗ Fx,
which proves the theorem.
As an application we will prove Sperner’s lemma (in the plane for simplicity).
Theorem 4.3 (Sperner’s lemma in the plane). Consider a triangulation of a
triangle ABC and label every node in the triangulation with one of the symbols
a, b or c in such a manner that A,B,C is labeled a, b, c respectively and so that
every node on the side AB is labeled with a or b, every node on side BC is labeled
with b or c, and those on AC with a or c. A triangle in the triangulation is called
complete if its nodes nodes have distinct labels (i.e. a, b and c). Sperner’s lemma
states that there exists an odd number of complete triangles in the triangulation.
Proof. To prove this, let V denote the set of nodes in the triangulation. To each
triangle in the triangulation we associate the simplex v∧v′∧v′′ in Cl(V ), where
the order is chosen so that v, v′, v′′ is positively oriented as in Figure 4.2. Let x
denote the sum of all these simplices.
Now, we let f : V → W := {a, b, c} be a map defined by the labeling, and
extend it to an outermorphism (chain map) f∧ = F : Cl(V ) → Cl(W ). We
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Figure 4.3: The nodes on the segment BC of a triangulation of ABC.
now see that the triangulation has a complete triangle if Contx 6= 0, i.e. if
W ∗ Fx 6= 0. But by the index theorem, Cont = Ind, so we only have to prove
that Indx =Wa∗F (∂V x) 6= 0, or equivalently that abca∗∂WFx = bc∗∂WFx 6=
0. Note that ∂V x is just the boundary chain of the triangulation. Hence, the
only terms in ∂WFx we need to consider are those corresponding to the nodes
on the segment BC. But since b ∧ b = c ∧ c = 0 we conclude that (see Figure
4.3)
Indx = bc ∗ (b ∧ c+ c ∧ b+ b ∧ c+ c ∧ b+ . . .+ b ∧ c) = bc ∗ bc = −1,
so that W ∗ Fx = −1. This proves that there is an odd number of complete
triangles.
By using induction on the dimension it is now easy to prove Sperner’s lemma
in higher dimensions.
Exercise 4.1. Formulate and prove Sperner’s lemma in general.
4.1.3 Homology
Another example where chain maps are useful is in homology theory, which is
an invaluable tool in e.g. topology.
Again, let K be a complex on V , and denote the boundary map on V by
∂V . We define the cycles Z(K) = ker ∂V and the boundaries B(K) = im ∂V .
Since ∂2V = 0 we have B(K) ⊆ Z(K). Hence, we can introduce the homology
H(K) = Z(K)/B(K).
We also define d-cycles, d-boundaries, and the corresponding dth homology
group,
Zd(K) = Z(K) ∩ Cd(K),
Bd(K) = B(K) ∩ Cd(K),
Hd(K) = Zd(K)/Bd(K).
The fundamental theorem of finitely generated abelian groups (see e.g. [24])
states that every finitely generated abelian group is a direct sum of cyclic sub-
groups. Thus,
Hd(K) = Fd ⊕ Td,
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where Fd ∼= Z
r for some r ∈ N called the rank of Hd(K) or the Betti-number
denoted βd, and Td is the torsion part : for all t ∈ Td there is a positive integer
n such that nt = 0.
Theorem 4.4. Every chain map F : C(K) → C(L) induces a homomorphism
F∗ : H(K)→ H(L) on the homology level. Moreover, F∗ : Hd(K)→ Hd(L) for
all d ≥ 0.
Proof. Consider the commutative diagram
C(K)
∂V−−→ C(K)
F ↓ ↓ F
C(L)
∂W−−→ C(L)
We have for any b ∈ B(K) that b = ∂V x, for some x ∈ V , so that
Fb = F∂V x = ∂WFx ∈ B(L).
Also, z ∈ Z(K) implies ∂WFz = F∂V z = F0 = 0, and Fz ∈ Z(L). Hence, the
map
H(K) → H(L)
z +B(K) 7→ Fz +B(L)
is well defined. Lastly, F∗ : Hd(K)→ Hd(L) follows since F is grade preserving.
Remark. From Exercise 2.21 and (4.1) it follows that a more general boundary
map ∂p := sp x , with sp :=
∑
A∈K,|A|=pA and p odd, would also give rise to a
homology on K.
4.2 The number of spanning trees in a graph
We consider a finite connected simple graph (i.e. no loops or multi-edges) G
with a set of edges E and vertices V . A subset T of E is called a spanning tree if
it is connected, has no cycles, and contains every vertex in V . This is equivalent
with having no cycles and having |V | − 1 edges. In this subsection we will use
Clifford algebra to prove a well known result about the number of spanning
trees in G (see e.g. [32] and references therein for recent generalizations).
Let us first choose a total ordering on V , denoted ≺. We introduce the
Clifford algebras Cl(V ) and Cl(E) with signatures 1. If e = {v′, v} ∈ E with
v′ ≺ v, then we define δ(e) := v − v′, and extend δ to an outermorphism
δ : Cl(E)→ Cl(V ).
We will need two simple lemmas.
Lemma 4.5. If the subgraph of G induced by F ⊆ E contains a cycle
v0v1 . . . vkv0, then δF = 0.
Proof. The identity
(v0 − v1) + (v1 − v2) + . . .+ (vk−1 − vk) + (vk − v0) = 0
implies (v0 − v1) ∧ (v1 − v2) ∧ . . . ∧ (vk − v0) = 0, and δF = 0.
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Lemma 4.6. If F ⊆ E, δF 6= 0 and |F | = |V |−1, then there exists an ǫ = ±1,
such that v ∧ δF = ǫV for every v in V .
Proof. Note that, if e = {v, v′} is an edge in F , then we have (v − v′) ∧ δF =
δ(e∧F ) = 0. Then, since the conditions imply that the subgraph induced by F
is connected and contains every vertex of V , we conclude that v ∧ δF does not
depend on v ∈ V .
Fix a vertex v and let v1, v2, . . . , vs be the neighbourhood of v in the sub-
graph induced by F , i.e. all the vertices in V such that e1 := {v, v1}, e2 :=
{v, v2}, . . . , es := {v, vs} are edges in F . Denote the set of remaining edges in
F by F ′. Then
v ∧ (v1 − v) ∧ (v2 − v) ∧ . . . ∧ (vs − v) = v ∧ v1 ∧ v2 ∧ . . . ∧ vs,
so that, up to some signs ǫk,
v ∧ δF = ǫ1v ∧ δ(e1e2 . . . es) ∧ δF
′ = ǫ1ǫ2v ∧ v2 ∧ . . . ∧ vs ∧ v1 ∧ δF
′.
By repeating this argument with v1 in place of v, and so on, we obviously obtain
v∧δF = ǫV , for some ǫ ∈ {−1, 1} independent of v. This proves the lemma.
Before we state the theorem we define the outermorphism “Laplace of G”
by
∆ = δ ◦ δ∗ : Cl(V )→ Cl(V ),
where δ∗ : Cl(V ) → Cl(E) is defined by the property δ∗x ∗ y = x ∗ δy for
all x ∈ Cl(V ), y ∈ Cl(E). The adjugate ∆adj of ∆ was earlier defined by
∆adj = ∆∗c, where ∆∗ = (δ ◦ δ∗)∗ = δ ◦ δ∗ = ∆ and ∆c(x) = ∆(xV )V −1.
Hence,
∆adj(x) = ∆(xV )V † ∀x ∈ Cl(V ).
Theorem 4.7 (Kirchoff’s matrix tree theorem). For all u, v ∈ V we have
u ∗∆adjv = N,
where N denotes the number of spanning trees in G.
Proof. In the proof we will use the following simple rules for v ∈ V , x, y, z ∈
Cl(V ):
· δ(F †) = (δF )†
· x ∗ y = 〈xy〉0 = 〈(xy)
†〉0 = 〈y
†x†〉0 = y
† ∗ x† = y ∗ x
· x ∗ (yz) = 〈xyz〉0 = 〈zxy〉0 = (xy) ∗ z
· vx = v x x+ v ∧ x
We have
u ∗∆adjv = u ∗ δ ◦ δ∗(vV )V † = V †u ∗ δ ◦ δ∗(vV ) = δ∗(V †u) ∗ δ∗(vV ).
44
Denote n = |V |. Now, since δ∗ is grade preserving, and V †u and vV are of
grade n − 1, we conclude that δ∗(V †u) and δ∗(vV ) also have grade n − 1. By
expanding these in a basis of subsets of E we obtain
u ∗∆adjv =
 ∑
F⊆E
|F |=n−1
(
δ∗(V †u) ∗ F
)
F †
 ∗
 ∑
F⊆E
|F |=n−1
(
δ∗(vV ) ∗ F †
)
F

=
∑
F⊆E
|F |=n−1
(
(V †u) ∗ δF
) (
(vV ) ∗ δF †
)
=
∑
F⊆E
|F |=n−1
(
V † ∗ (uδF )
) (
V † ∗ (vδF )
)
=
∑
F⊆E
|F |=n−1
〈
V †(u ∧ δF )
〉
0
〈
V †(v ∧ δF )
〉
0
=
∑
F spanning tree
〈
V †ǫFV
〉
0
〈
V †ǫFV
〉
0
= N.
Remark. Note that the boundary map δ on edges is induced by the boundary
map ∂V defined previously. In general, we can consider the induced structure
Cl(
(
V
k
)
) ←֓ Cl1(
(
V
k
)
) ↔ Clk(V )
↓ δ δ ↓ ↓ ∂V
Cl(
(
V
k−1
)
) ←֓ Cl1(
(
V
k−1
)
) ↔ Clk−1(V )
(or similarly for ∂p), where
(
V
k
)
denotes the set of k-subsets of V .
4.3 Fermionic operators
Here we consider a finite set E = {e1, . . . , en} and its corresponding Clifford
algebra with signature 1 and scalars F, which we denote by F = Cl(E,F, 1).
Define the fermion creation and annihilation operators acting on ψ ∈ F
c†i (ψ) := ei ∧ ψ, ci(ψ) := ei x ψ.
Again, by the properties of the inner and outer products, we find, for any ψ ∈ F ,
cicj(ψ) = (ei ∧ ej) x ψ = −cjci(ψ),
c†ic
†
j(ψ) = ei ∧ ej ∧ x = −c
†
jc
†
i (ψ),
cic
†
j(ψ) = ei x (ej ∧ ψ) = δijψ − ej ∧ (ei x ψ) = δijψ − c
†
jci(ψ).
We summarize these properties by the anticommutation relations
{ci, cj} = 0, {ci, c
†
j} = δij , {c
†
i , c
†
j} = 0, (4.2)
where {A,B} := AB +BA is called the anticommutator.
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With F = C, the inner product 〈φ, ψ〉F := φ¯
† ∗ ψ (ψ¯ denotes the complex
conjugate acting on the scalar coefficients, and ψ† is the reverse) makes F into
a complex 2n-dimensional Hilbert space. We also find that
〈φ, ciψ〉F = φ¯
† ∗ (ei x ψ) = φ† ∧ ei ∗ ψ = 〈c
†
iφ, ψ〉F ,
so that c†i is the adjoint of ci with respect to this inner product. In quantum
mechanics, this space F is usually called the fermionic Fock space of n particles
and the physical interpretation is that each of the operators c†i and ci creates
resp. removes a particle of type/location i. Because (c†i )
2 = 0, there cannot
be more than one particle of the same type at the same location11. Any state
ψ ∈ F can be written as a linear combination
ψ =
α0 +∑
i
αic
†
i +
∑
i<j
αijc
†
ic
†
j + . . .+ α1...nc
†
1 . . . c
†
n
ψ0
of particle creations acting on an empty, or zero-particle, state ψ0 = 1. The
scalar coefficients αi determine the probabilities pi = |αi|
2/‖ψ‖2F of measuring
the physical state ψ in a definite particle configuration ei = c
†
i1
c†i2 . . . c
†
ik
ψ0.
There is also a number operator, nF :=
∑
i c
†
i ci, which simply counts the number
of particles present in a state.
Exercise 4.2. Show that nFψ = kψ for ψ ∈ Fk := Cl
k(E,C, 1), both by using
the anticommutation relations (4.2), and in an alternative way by using the
properties of the inner and outer products.
4.4 Infinite-dimensional Clifford algebra
This far we have only defined the Clifford algebra Cl(X,R, r) of a finite set
X , resulting in the finite-dimensional geometric algebra G(V ) whenever R is
a field. In order for this combinatorial construction to qualify as a complete
generalization of G, we would like to be able to define the corresponding Clifford
algebra of an infinite-dimensional vector space, something which was possible
for G in Definition 2.2.
The treatment of Cl in the previous subsections is in a form which easily
generalizes to an infinite X . Reconsidering Definition 2.4, we now have two
possibilites: either we consider the set P(X) of all subsets of X , or just the
set F(X) of all finite subsets. With the tensor-algebraic definition in mind,
we choose to first consider only F(X), and then the generalized case P(X) in
the next subsection. We therefore define, for an arbitrary set X , ring R, and
signature r : X → R,
ClF(X,R, r) :=
⊕
F(X)
R. (4.3)
Elements in ClF are then finite linear combinations of finite subsets of X .
Our problem now is to define a Clifford product for ClF. This can be achieved
just as in the finite case if only we can find a map τ : F(X)×F(X)→ R satisfying
the conditions in Lemma 2.6. We show below that this is possible.
We call a map τ : F(X)×F(X)→ R grassmannian on X if it satisfies (i)-(v)
in Lemma 2.6, with P(X) replaced by F(X).
11This characterizes fermionic particles in contrast to bosonic particles.
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Theorem 4.8. For any given X,R, r there exists a grassmannian map on F(X).
*Proof. We know that there exists such a map for any finite X . Let Y ⊆ X and
assume τ ′ : F(Y )× F(Y )→ R is grassmannian on Y . If there exists z ∈ X r Y
we can, by proceeding as in the proof of Lemma 2.6, extend τ ′ to a grassmannian
map τ : F(Y ∪ {z})× F(Y ∪ {z})→ R on Y ∪ {z} such that τ |F(Y )×F(Y ) = τ
′.
We will now use transfinite induction, or the Hausdorff maximality theo-
rem12, to prove that τ can be extended to all of F(X) ⊆ P(X). Note that if τ
is grassmannian on Y ⊆ X then τ is also a relation τ ⊆ P(X)×P(X)×R. Let
H :=
{
(Y, τ) ∈ P(X)×P
(
P(X)×P(X)×R
)
: τ is grassmannian on Y
}
. (4.4)
Then H is partially ordered by
(Y, τ) ≤ (Y ′, τ ′) iff Y ⊆ Y ′ and τ ′|F(Y )×F(Y ) = τ. (4.5)
By the Hausdorff maximality theorem, there exists a maximal totally ordered
“chain” K ⊆ H. Put Y ∗ :=
⋃
(Y,τ)∈K Y . We want to define a grassmannian map
τ∗ on Y ∗, for if we succeed in that, we find (Y ∗, τ∗) ∈ H ∩K and can conclude
that Y ∗ = X by maximality and the former result.
Take finite subsets A and B of Y ∗. Each of the finite elements in A∪B lies
in some Y such that (Y, τ) ∈ K. Therefore, by the total ordering of K, there
exists one such Y containing A ∪ B. Put τ∗(A,B) := τ(A,B), where (Y, τ) is
this chosen element in K. τ∗ is well-defined since if A∪B ⊆ Y and A∪B ⊆ Y ′
where (Y, τ), (Y ′, τ ′) ∈ K then Y ⊆ Y ′ or Y ′ ⊆ Y and τ, τ ′ agree on (A,B). It is
easy to verify that this τ∗ is grassmannian on Y ∗, since for each A,B,C ∈ F(X)
there exists (Y, τ) ∈ K such that A ∪B ∪ C ⊆ Y .
We have shown that there exists a map τ : F(X) × F(X) → R with the
properties in Lemma 2.6. We can then define the Clifford product on ClF(X)
as usual by AB := τ(A,B)A△B for A,B ∈ F(X) and linear extension. Since
only finite subsets are included, most of the previous constructions for finite-
dimensional Cl carry over to ClF. For example, the decomposition into graded
subspaces remains but now extends towards infinity,
ClF =
∞⊕
k=0
ClkF. (4.6)
Furthermore, Proposition 2.7 still holds, so the reverse and all other involutions
behave as expected. On the other hand, note that we cannot talk about a
pseudoscalar in this context.
Let us now see how ClF can be applied to the setting of an infinite-dimension-
al vector space V over a field F and with a quadratic form q. By the Hausdorff
maximality theorem one can actually find a (necessarily infinite) orthogonal
basis E for this space in the sense that any vector in V can be written as a
finite linear combination of elements in E and that βq(e, e
′) = 0 for any pair of
disjoint elements e, e′ ∈ E. We then have
G(V, q) ∼= ClF(E,F, q|E), (4.7)
12This theorem should actually be regarded as an axiom of set theory since it is equivalent
to the Axiom of Choice.
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which is proved just like in the finite-dimensional case, using Proposition 2.1.
Let us consider an application of the infinite-dimensional Clifford algebra
ClF. Given a vector space V , define the full simplicial complex algebra
C(V ) := ClF(V,R, 1), (4.8)
where we forget about the vector space structure of V and treat individual points
v˙ ∈ V as orthogonal basis 1-vectors in Cl1
F
with v˙2 = 1. The dot indicates that
we think of v as a point rather than a vector. A basis (k + 1)-blade in C(V )
consists of a product v˙0v˙1 . . . v˙k of individual points and represents a (possibly
degenerate) oriented k-simplex embedded in V . This simplex is given by the
convex hull
Conv{v0, v1, . . . , vk} :=
{
k∑
i=0
αivi ∈ V : αi ≥ 0,
k∑
i=0
αi = 1
}
. (4.9)
Hence, an arbitrary element in C(V ) is a linear combination of simplices and can
therefore represent a simplicial complex embedded in V . Restricting to a chosen
embedded simplex K ⊆ F(V ), we return to the context of the chain group C(K)
introduced previously. However, the difference here is that the chain group of
any simplicial complex properly embedded in V can be found as a subgroup of
C(V ) – even infinite such complexes (composed of finite-dimensional simplices).
We can define a boundary map for the full simplicial complex algebra,
∂V : C(V )→ C(V ),
∂V (x) :=
∑
v˙∈V
v˙ x x.
Note that this is well-defined since only a finite number of points v˙ can be
present in any fixed x. Also, ∂2V = 0 follows by analogy with sV , or simply
∂2V (x) =
∑
u˙∈V
u˙ x
(∑
v˙∈V
v˙ x x
)
=
∑
u˙,v˙∈V
u˙ x (v˙ x x) =
∑
u˙,v˙∈V
(u˙ ∧ v˙) x x = 0.
(4.10)
We can also assign a geometric measure σ to embedded simplices, by map-
ping a k-simplex to a corresponding k-blade in G(V ) representing the directed
volume of the simplex. Define σ : C(V )→ G(V ) by
σ(1) := 0,
σ(v˙) := 1,
σ(v˙0v˙1 . . . v˙k) :=
1
k! (v1 − v0) ∧ (v2 − v0) ∧ · · · ∧ (vk − v0),
and extending linearly. One can verify that this is well-defined and that the
geometric measure of a boundary is zero, i.e. σ ◦ ∂V = 0. One can take this
construction even further and arrive at “discrete” equivalents of differentials,
integrals and Stokes’ theorem. See [39] or [30] for more on this.
4.5 *Generalized infinite-dimensional Clifford algebra
We define, for an arbitrary set X , ring R, and signature r : X → R,
Cl(X,R, r) :=
⊕
P(X)
R. (4.11)
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Hence, elements of Cl(X) are finite linear combinations of (possibly infinite)
subsets of X . The following theorem asserts that it is possible to extend τ all
the way to P(X) even in the infinite case. We therefore have a Clifford product
also on Cl(X).
Theorem 4.9. For any set X there exists a map | · |2 : P
(
P(X)
)
→ Z2 such
that
i) |A|2 ≡ |A| (mod 2) for finite A ⊆ P(X),
ii) |A△B|2 = |A|2 + |B|2 (mod 2)
Furthermore, for any commutative ring R with unit, and signature r : X → R
such that r(X) is contained in a finite and multiplicatively closed subset of R,
there exists a map τ : P(X)×P(X)→ R such that properties (i)-(v) in Lemma
2.6 hold, plus
vi) τ(A,B) = (−1)|(
A
2)|2+|(
B
2)|2+|(
A△B
2 )|2 τ(B,A) ∀ A,B ∈ P(X).
Here,
(
A
n
)
denotes the set of all subsets of A with n elements. Note that
for a finite set A,
∣∣(A
n
)∣∣ = (|A|n ) so that for example ∣∣(A1)∣∣ = |A| (in general,
card
(
A
1
)
= card A) and
∣∣(A
2
)∣∣ = 12 |A|(|A| − 1). This enables us to extend the
basic involutions ⋆, † and  to infinite sets as
A⋆ := (−1)|(
A
1)|2 A,
A† := (−1)|(
A
2)|2 A,
and because
∣∣(A△B
1
)∣∣
2
=
∣∣(A
1
)∣∣
2
+
∣∣(B
1
)∣∣
2
(mod 2) still holds, we find that they
satisfy the fundamental properties (2.17)-(2.19) for all elements of Cl(X). The
extra requirement (vi) on τ was necessary here since we cannot use Proposition
2.7 for infinite sets. Moreover, we can no longer write the decomposition (4.6)
since it goes beyond finite grades. We do have even and odd subspaces, though,
defined by
Cl± := {x ∈ Cl : x⋆ = ±x}, (4.12)
and Cl+ and ClF (with this τ) are both subalgebras of Cl.
It should be emphasized that τ needs not be zero on intersecting infinite sets
(a rather trivial solution), but if e.g. r : X → {±1} we can also demand that
τ : P(X)× P(X) → {±1}. A proof of the first part of Theorem 4.9 is given in
Appendix A.3.
Although this construction provides a way to handle combinatorics of infi-
nite sets, we should emphasize that its applicability in the context of infinite
dimensional vector spaces is limited. Let us sketch an intuitive picture of why
this is so.
With a countable basis E = {ei}
∞
i=1, an infinite basis blade in Cl could be
thought of as an infinite product A = ei1ei2ei3 . . . =
∏∞
k=1 eik . A change of
basis to E′ would turn each e ∈ E into a finite linear combination of elements
in E′, e.g. ej =
∑
k βjke
′
k. However, this would require A to be an infinite sum
of basis blades in E′, which is not allowed. Note that this is no problem in ClF
since a basis blade A =
∏N
k=1 eik is a finite product and the change of basis
therefore results in a finite sum.
This completes our excursion to infinite-dimensional Clifford algebras (we
refer to [9, 33, 41] and references therein for more on this topic). In the following
sections we will always assume that X is finite and V finite-dimensional.
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5 Classification of real and complex geometric
algebras
In this section we establish an extensive set of relations and isomorphisms be-
tween real and complex geometric algebras of varying signature. This eventually
leads to an identification of these algebras as matrix algebras over R, C, or the
quaternions H. The complete listing of such identifications is usually called the
classification of geometric algebras.
5.1 Matrix algebra classification
We have seen that the even subspace G+ of G constitutes a subalgebra. The fol-
lowing proposition shows that this subalgebra actually is the geometric algebra
of a space of one dimension lower.
Proposition 5.1. We have the algebra isomorphisms
G+(Rs,t) ∼= G(Rs,t−1),
G+(Rs,t) ∼= G(Rt,s−1),
for all s, t for which the expressions make sense.
Proof. Take an orthonormal basis {e1, . . . , es, ǫ1, . . . , ǫt} of R
s,t such that e2i = 1,
ǫ2i = −1, and a corresponding basis {e1, . . . , es, ǫ1, . . . , ǫt−1} of R
s,t−1. Define
f : Rs,t−1 → G+(Rs,t) by mapping
ei 7→ eiǫt, i = 1, . . . , s,
ǫi 7→ ǫiǫt, i = 1, . . . , t− 1,
and extending linearly. We then have
f(ei)f(ej) = −f(ej)f(ei),
f(ǫi)f(ǫj) = −f(ǫj)f(ǫi)
for i 6= j, and
f(ei)f(ǫj) = −f(ǫj)f(ei),
f(ei)
2 = 1, f(ǫi)
2 = −1
for all reasonable i, j. By Proposition 2.1 (universality) we can extend f to
a homomorphism F : G(Rs,t−1) → G+(Rs,t). Since dimG(Rs,t−1) = 2s+t−1 =
2s+t/2 = dimG+(Rs,t) and F is easily seen to be surjective, we have that F is
an isomorphism.
For the second statement, we take a corresponding basis {e1, . . . , et, ǫ1, . . .
. . . , ǫs−1} of R
t,s−1 and define f : Rt,s−1 → G+(Rs,t) by
ei 7→ ǫies, i = 1, . . . , t,
ǫi 7→ eies, i = 1, . . . , s− 1.
Proceeding as above, we obtain the isomorphism.
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Corollary. It follows immediately that
G(Rs,t) ∼= G(Rt+1,s−1),
G+(Rs,t) ∼= G+(Rt,s).
In the above and further on we use the notation G(F0,0) := Cl(∅,F,∅) = F for
completeness.
Example 5.1. We have already seen explicitly that G+(R2) ∼= C ∼= G(R0,1)
and that the even subalgebra of the space algebra is G+(R3) ∼= G(R0,2) i.e. the
quaternion algebra (see Example 2.9). Moreover, since the pseudoscalar k in H
is an imaginary unit, we also see that G+(R0,2) ∼= G+(R2,0).
The property of geometric algebras that leads to their eventual classification
as matrix algebras is that they can be split up into tensor products of geometric
algebras of lower dimension.
Proposition 5.2. We have the algebra isomorphisms
G(Rn+2,0) ∼= G(R0,n)⊗ G(R2,0),
G(R0,n+2) ∼= G(Rn,0)⊗ G(R0,2),
G(Rs+1,t+1) ∼= G(Rs,t)⊗ G(R1,1),
for all n, s and t for which the expressions make sense.
Proof. For the first expression, take orthonormal bases {ei} of R
n+2, {ǫi} of
R0,n and {ei} of R
2. Define a mapping f : Rn+2 → G(R0,n)⊗ G(R2) by
ej 7→ ǫj ⊗ e1e2, j = 1, . . . , n,
ej 7→ 1⊗ ej−n, j = n+ 1, n+ 2,
and extend to an algebra homomorphism F using the universal property. Since
F maps onto a set of generators for G(R0,n)⊗G(R2) it is clearly surjective. Fur-
thermore, dimG(Rn+2) = 2n+2 = dimG(R0,n)⊗G(R2), so F is an isomorphism.
The second expression is proved similarly. For the third expression, take
orthonormal bases {e1, . . . , es+1, ǫ1, . . . , ǫt+1} of R
s+1,t+1, {e1, . . . , es, ǫ1, . . . , ǫt}
of Rs,t and {e, ǫ} of R1,1, where e2i = 1, ǫ
2
i = −1 etc. Define f : R
s+1,t+1 →
G(Rs,t)⊗ G(R1,1) by
ej 7→ ej ⊗ eǫ, j = 1, . . . , s,
ǫj 7→ ǫj ⊗ eǫ, j = 1, . . . , t,
es+1 7→ 1⊗ e,
ǫt+1 7→ 1⊗ ǫ.
Proceeding as above, we can extend f to an algebra isomorphism.
We can also relate certain real geometric algebras to complex equivalents.
Proposition 5.3. If s+ t is odd and I2 = −1 then
G(Rs,t) ∼= G+(Rs,t)⊗ C ∼= G(Cs+t−1).
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Proof. Since s+ t is odd, the pseudoscalar I commutes with all elements. This,
together with the property I2 = −1, makes it a good candidate for a scalar
imaginary. Define F : G+(Rs,t)⊗ C→ G(Rs,t) by linear extension of
E ⊗ 1 7→ E ∈ G+,
E ⊗ i 7→ EI ∈ G−,
for even basis blades E. F is easily seen to be an injective algebra homo-
morphism. Using that the dimensions of these algebras are equal, we have an
isomorphism.
For the second isomorphism, note that Proposition 5.1 gives G+(Rs,t)⊗C ∼=
G(Rs,t−1) ⊗ C. Finally, the order of complexification is unimportant since all
nondegenerate complex quadratic forms are equivalent.
Corollary. It follows immediately that, for these conditions,
G(Rs,t) ∼= G(Rp,q−1)⊗ C
for any p ≥ 0, q ≥ 1 such that p+ q = s+ t.
One important consequence of the tensor algebra isomorphisms in Proposi-
tion 5.2 is that geometric algebras experience a kind of periodicity over 8 real
dimensions in the underlying vector space.
Proposition 5.4. For all n ≥ 0, there are periodicity isomorphisms
G(Rn+8,0) ∼= G(Rn,0)⊗ G(R8,0),
G(R0,n+8) ∼= G(R0,n)⊗ G(R0,8),
G(Cn+2) ∼= G(Cn)⊗C G(C
2).
Proof. Using Proposition 5.2 repeatedly, we obtain
G(Rn+8,0) ∼= G(R0,n+6)⊗ G(R2,0)
∼= G(Rn,0)⊗ G(R0,2)⊗ G(R2,0)⊗ G(R0,2)⊗ G(R2,0)
∼= G(Rn,0)⊗ G(R8,0),
and analogously for the second statement.
For the last statement we take orthonormal bases {ei} of C
n+2, {ei} of C
n
and {ei} of C
2. Define a mapping f : Cn+2 → G(Cn)⊗C G(C
2) by
ej 7→ i ej ⊗C e1e2, j = 1, . . . , n,
ej 7→ 1⊗C ej−n, j = n+ 1, n+ 2,
and extend to an algebra isomorphism as usual.
Theorem 5.5. We obtain the classification of real geometric algebras as matrix
algebras, given by Table 5.1 together with the periodicity
G(Rs+8,t) ∼= G(Rs,t+8) ∼= G(Rs,t)⊗ R16×16.
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8 R[16] R[16]⊕ R[16] R[32] C[32] H[32] H[32]⊕H[32] H[64] C[128] R[256]
7 R[8]⊕ R[8] R[16] C[16] H[16] H[16]⊕H[16] H[32] C[64] R[128] R[128]⊕ R[128]
6 R[8] C[8] H[8] H[8]⊕H[8] H[16] C[32] R[64] R[64]⊕ R[64] R[128]
5 C[4] H[4] H[4]⊕H[4] H[8] C[16] R[32] R[32]⊕ R[32] R[64] C[64]
4 H[2] H[2]⊕H[2] H[4] C[8] R[16] R[16]⊕ R[16] R[32] C[32] H[32]
3 H⊕H H[2] C[4] R[8] R[8]⊕ R[8] R[16] C[16] H[16] H[16]⊕H[16]
2 H C[2] R[4] R[4]⊕ R[4] R[8] C[8] H[8] H[8]⊕H[8] H[16]
1 C R[2] R[2]⊕ R[2] R[4] C[4] H[4] H[4]⊕H[4] H[8] C[16]
0 R R⊕ R R[2] C[2] H[2] H[2]⊕H[2] H[4] C[8] R[16]
0 1 2 3 4 5 6 7 8
Table 5.1: The algebra G(Rs,t) in the box (s,t), where F[N ] = FN×N .
5
3
Proof. Start with the following easily verified isomorphisms (see Examples 2.6,
2.7 and Exercise 2.5):
G(R1,0) ∼= R⊕ R,
G(R0,1) ∼= C,
G(R2,0) ∼= R2×2,
G(R0,2) ∼= H.
We can now work out the cases (n, 0) and (0, n) for n = 0, 1, . . . , 7 in a criss-
cross fashion using Proposition 5.2 and the tensor isomorphisms (see Exercises
5.5-5.7)
C⊗R C ∼= C⊕ C,
C⊗R H ∼= C
2×2,
H⊗R H ∼= R
4×4.
With G(R1,1) ∼= G(R2,0) and Proposition 5.2 we can then work our way through
the whole table diagonally. The periodicity follows from Proposition 5.4 and
G(R8,0) ∼= H⊗ R2×2 ⊗H⊗ R2×2 ∼= R16×16.
Because all nondegenerate complex quadratic forms on Cn are equivalent,
the complex version of the above theorem turns out to be much simpler.
Theorem 5.6. We obtain the classification of complex geometric algebras as
matrix algebras, given by
G(C0) ∼= C,
G(C1) ∼= C⊕ C,
together with the periodicity
G(Cn+2) ∼= G(Cn)⊗C C
2×2.
In other words,
G(C2k) ∼= C2
k×2k ,
G(C2k+1) ∼= C2
k×2k ⊕ C2
k×2k ,
for k = 0, 1, 2, . . .
Proof. The isomorphism G(Cn) ∼= G(Rn)⊗ C gives
G(C0) ∼= C
G(C1) ∼= (R⊕ R)⊗ C ∼= C⊕ C
G(C2) ∼= R2×2 ⊗ C ∼= C2×2.
Then use Proposition 5.4 for periodicity.
Example 5.2. A concrete representation of the space algebra G(R3) as a matrix
algebra is obtained by considering the so-called Pauli matrices
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
. (5.1)
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These satisfy σ21 = σ
2
2 = σ
2
3 = 1, σjσk = −σkσj , j 6= k, and σ1σ2σ3 = i,
and hence identifies the space algebra with the Pauli algebra C2×2 through the
isomorphism ρ : G(R3) → C2×2, defined by ρ(ek) := σk. An arbitrary element
x = α+ a + bI + βI ∈ G is then represented as the matrix
ρ(x) =
[
α+ a3 + (β + b3)i a1 + b2 + (b1 − a2)i
a1 − b2 + (b1 + a2)i α− a3 + (β − b3)i
]
. (5.2)
The periodicity of geometric algebras actually has a number of far-reaching
consequences. One example is Bott periodicity, which simply put gives a peri-
odicity in the homotopy groups πk of the unitary, orthogonal and symplectic
groups. An example is the following
Theorem 5.7. For n ≥ k + 2 and all k ≥ 1 we have
πk(O(n)) ∼= πk(SO(n)) ∼=

{0} if k ≡ 2, 4, 5, 6 (mod 8)
Z2 if k ≡ 0, 1 (mod 8)
Z if k ≡ 3, 7 (mod 8)
See [26] for a proof using K-theory, or [31] and references therein for more
examples.
Exercise 5.1. Complete the proof of the second statement of Proposition 5.1.
Exercise 5.2. Prove the second expression of Proposition 5.2.
Exercise 5.3. Complete the proof of the second isomorphism in Proposition
5.3.
Exercise 5.4. Complete the proof of Proposition 5.4.
Exercise 5.5. Prove that C⊕ C ∼= C⊗R C.
Hint: Consider the map
(1, 0) 7→
1
2
(1⊗ 1 + i⊗ i),
(0, 1) 7→
1
2
(1⊗ 1− i⊗ i).
Exercise 5.6. Prove that C⊗R H ∼= C
2×2.
Hint: Consider H as a C-module under left scalar multiplication, and define
an R-bilinear map Φ : C × H → HomC(H,H) by setting Φz,q(x) := zxq. This
extends (by the universal property of the tensor product; see Theorem A.1) to
an R-linear map Φ: C⊗R H→ HomC(H,H) ∼= C
2×2.
Exercise 5.7. Prove that H⊗R H ∼= R
4×4.
Hint: Consider the R-bilinear map Ψ : H × H → HomR(H,H) given by setting
Ψq1,q2(x) := q1xq2.
5.2 Graded tensor products and the mother algebra
Let us also consider a different characterization of geometric algebras.
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Let G(V1, q1) and G(V2, q2) be two geometric algebras, and form their tensor
product (considered not as an algebra, but as an F-module)
T = G(V1, q1)⊗ G(V2, q2).
We shall now introduce a new multiplication on T through
T × T → T
(x⊗ y , x′ ⊗ y′) 7→ (−1)δ(y)δ(x
′)(xx′)⊗ (yy′)
for elements such that
x, x′ ∈ G+(V1, q1) ∪ G
−(V1, q1),
y, y′ ∈ G+(V2, q2) ∪ G
−(V1, q1),
and where δ(z) = 0 if z ∈ G+ and δ(z) = 1 if z ∈ G−. This multiplication map
is then extended to the other elements through bilinearity.
We immediately note that
(v1 ⊗ 1 + 1⊗ v2)
2 = (v1 ⊗ 1)(v1 ⊗ 1) + (v1 ⊗ 1)(1⊗ v2)
+ (1⊗ v2)(v1 ⊗ 1) + (1 ⊗ v2)(1 ⊗ v2)
= v21 ⊗ 1 + v1 ⊗ v2 − v1 ⊗ v2 + 1⊗ v
2
2
= (v21 + v
2
2)1 ⊗ 1,
so that, if we as usual identify 1⊗ 1 with 1 ∈ F, we obtain
(v1 ⊗ 1 + 1⊗ v2)
2 = v21 + v
2
2 = q(v1) + q(v2).
Hence, if we introduce the vector space
V = {v1 ⊗ 1 + 1⊗ v2 : v1 ∈ V1, v2 ∈ V2} ∼= V1 ⊕ V2,
and the quadratic form q : V → F,
q(v1 ⊗ 1 + 1⊗ v2) := q1(v1) + q2(v2),
then we find that G(V, q) becomes a Clifford algebra which is isomorphic to
T = G(V1, q1)⊗ˆG(V2, q2), where the symbol ⊗ˆ signals that we have defined a
special so-called Z2-graded multiplication on the usual tensor product space.
As a consequence, we have the following
Proposition 5.8. For all s, t, p, q ≥ 0, there is a graded tensor algebra isomor-
phism
G(Rs+p,t+q) ∼= G(Rs,t) ⊗ˆ G(Rp,q).
Corollary. It follows immediately that
G(Rs,t) ∼= G(R1,0) ⊗ˆ . . . ⊗ˆ G(R1,0)︸ ︷︷ ︸
s factors
⊗ˆ G(R0,1) ⊗ˆ . . . ⊗ˆ G(R0,1)︸ ︷︷ ︸
t factors
.
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When working with a geometric algebra over a mixed-signature space, where
the quadratic form is neither positive nor negative definite, it can often be a
good idea to embed the algebra in a larger one.
Consider G(Rs,t,u) generated by an orthonormal basis
{e+1 , . . . , e
+
s , e
−
1 , . . . , e
−
t , e
0
1, . . . , e
0
u}
with (e+i )
2 = 1, (e−j )
2 = −1, and (e0k)
2 = 0. Introduce the mother algebra
G(Rn,n), with n = s+ t+ u, and an orthonormal basis
{f+1 , . . . , f
+
n , f
−
1 , . . . , f
−
n }
with (f+i )
2 = 1 and (f−j )
2 = −1.
We now define Φ : G(Rs,t,u)→ G(Rn,n) on Rs,t,u by setting
Φ(e+i ) := f
+
i , Φ(e
−
j ) := f
−
j , Φ(e
0
k) := f
+
s+t+k − f
−
s+t+k,
and extending linearly. Note that
Φ(e+i )
2 = (e+i )
2, Φ(e−j )
2 = (e−j )
2, Φ(e0k)
2 = (e0k)
2.
By universality, Φ extends to all of G(Rs,t,u) and since Φ is injective Rs,t,u →
Rn,n, it follows that Φ is an injective homomorphism of geometric algebras.
Similarly, it also follows that every finite-dimensional geometric algebra
G(Rs,t,u) is embedded in the infinite-dimensional mother algebra Cl(F)(Z,R, r),
where r(k) := (k ≥ 0)− (k < 0), k ∈ Z.
Exercise 5.8. Verify that the graded multiplication on T introduced above is
associative.
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6 Groups
One of the reasons that geometric algebras appear naturally in many areas of
mathematics and physics is the fact that they contain a number of important
groups. These are groups under the geometric product and thus lie embedded
within the multiplicative group of invertible elements in G. In this section we
will discuss the properties of various embedded groups and their relation to other
familiar transformation groups such as the orthogonal and Lorentz groups. The
introduced notion of a rotor will be seen to be essential for the description of
the orthogonal groups, and will later play a fundamental role for understanding
the concept of spinors.
Throughout this section we will always assume that our scalars are real
numbers unless otherwise stated. This is reasonable both from a geometric
viewpoint and from the fact that e.g. many common complex groups can be
represented by groups embedded in real geometric algebras. Furthermore, we
assume that G is nondegenerate so that we are working with a vector space of
type Rs,t. The corresponding groups associated to this space will be denoted
SO(s, t) etc.
6.1 Groups in G and their actions on G
An obvious group contained in G is of course the group of all invertible elements
of G, which we denote by G×. All other groups we will discuss in this section
are actually subgroups of G×, or directly related to such subgroups. Let us
introduce the subgroups we will be discussing in the following definition.
Definition 6.1. We identify the following groups embedded in G:
G× := {x ∈ G : ∃y ∈ G : xy = yx = 1} the group of all invertible elements
Γ˜ := {x ∈ G× : x⋆V x−1 ⊆ V } the Lipschitz group
Γ := {v1v2 . . . vk ∈ G : vi ∈ V
×} the versor group
Pin := {x ∈ Γ : xx† = ±1} the group of unit versors
Spin := Pin ∩ G+ the group of even unit versors
Spin+ := {x ∈ Spin : xx† = 1} the rotor group
where V × := {v ∈ V : v2 6= 0} is the set of invertible vectors.
One of the central, and highly non-trivial, results of this section is that the
versor group Γ and Lipschitz group Γ˜ actually are equal. Therefore, Γ is also
called the Lipschitz group in honor of its creator. Sometimes it is also given
the name Clifford group, but we will, in accordance with other conventions, use
that name to denote the finite group generated by an orthonormal basis under
Clifford multiplication.
The versor group Γ is the smallest group which contains V ×. Its elements
are finite products of invertible vectors and are called versors. As seen from
Definition 6.1, the Pin, Spin, and rotor groups are all subgroups of this group.
These subgroups are generated by unit vectors, and in the case of Spin and
Spin+, only an even number of such vector factors can be present. The ele-
ments of Spin+ are called rotors and, as we will see, these groups are intimately
connected to orthogonal groups and rotations.
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Example 6.1. Consider a rotation by an angle ϕ in a plane. The relevant
algebra is the plane algebra G(R2), and we have seen that the rotation can be
represented as the map R2 → R2,
v 7→ veϕI = e−
ϕ
2
Ive
ϕ
2
I . (6.1)
The invertible element Rϕ := e
ϕ
2
I = cos ϕ2 + sin
ϕ
2 I is clearly in the even sub-
algebra, so R∗ϕ = Rϕ and we also see from (6.1) that RϕR
2R−1ϕ ⊆ R
2, hence
Rϕ ∈ Γ˜. The set of elements of this form, i.e. the even unit multivectors
{eϕI : ϕ ∈ R} ∼= U(1), is obviously the group of unit complex numbers. Fur-
thermore, we can always write e.g.
Rϕ = e1
(
cos
ϕ
2
e1 + sin
ϕ
2
e2
)
,
i.e. as a product of two unit vectors, and we find that this is the group of rotors
in two dimensions; Spin(2) = Spin+(2) ∼= U(1). However, note that because
of the factor 12 in Rϕ, the map from the rotors to the actual rotations is a
two-to-one map U(1)→ SO(2) ∼= U(1).
In order to understand how groups embedded in a geometric algebra are re-
lated to more familiar groups of linear transformations, it is necessary to study
how groups in G can act on the vector space G itself and on the embedded un-
derlying vector space V . The following are natural candidates for such actions.
Definition 6.2. Derived from the geometric product, we have the following
canonical actions:
L : G → End G left action
x 7→ Lx : y 7→ xy
R : G → End G right action
x 7→ Rx : y 7→ yx
Ad: G× → End G adjoint action
x 7→ Adx : y 7→ xyx
−1
A˜d: G× → End G twisted adjoint action
x 7→ A˜dx : y 7→ x
⋆yx−1
where End G are the (vector space) endomorphisms of G.
Note that the left and right actions L and R are algebra homomorphisms while
Ad and A˜d are group homomorphisms (Exercise 6.2). These actions give rise
to canonical representations of the groups embedded in G. Although, using the
expansion (3.1) one can verify that Adx is always an outermorphism while in
general A˜dx is not, the twisted adjoint action takes the graded structure of G
into account and will be seen to play a more important role than the normal
adjoint action in geometric algebra. Note, however, that these actions agree on
the subgroup of even invertible elements G× ∩ G+.
Example 6.2. As an application, let us recall that, because the algebra G
is assumed to be finite-dimensional, left inverses are always right inverses and
vice versa. This can be seen as follows. First note that the left and right
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actions are injective. Namely, assume that Lx = 0. Then Lx(y) = 0 ∀y and in
particular Lx(1) = x = 0. Suppose now that xy = 1 for some x, y ∈ G. But
then LxLy = id, so that Ly is a right inverse to Lx. Now, using the dimension
theorem
dimkerLy + dim imLy = dimG
with kerLy = 0, we can conclude that Ly is also a left inverse to Lx. Hence,
LyLx = id, so that Lyx−1 = 0, and yx = 1.
Exercise 6.1. Verify that the groups defined in Definition 6.1 really are groups
under the geometric product.
Exercise 6.2. Verify that the actions L and R are R-algebra homomorphisms,
while Ad and A˜d : G× → GL(G) are group homomorphisms. Also, show that
Adx is an outermorphism for fixed x ∈ G
×, while(
A˜dx
∣∣
V
)
∧
(y) = Adx(y
⋆)
(i.e. A˜dx
∣∣
G
is not an outermorphism) for x ∈ G× ∩ G− and y ∈ G.
6.2 The Cartan-Dieudonne´ Theorem
Let us begin with studying the properties of the twisted adjoint action. For
v ∈ V × we obtain
A˜dv(v) = v
⋆vv−1 = −v, (6.2)
and if w ∈ V is orthogonal to v,
A˜dv(w) = v
⋆wv−1 = −vwv−1 = wvv−1 = w. (6.3)
Hence, A˜dv acts on V as a reflection along v, in other words in the hyperplane
orthogonal to v. Such a transformation is a linear isometry, i.e. an element of
the group of orthogonal transformations of (V, q),
O(V, q) := {f : V → V : f linear bijection s.t. q ◦ f = q}.
Obviously, q(A˜dv(u)) = A˜dv(u)
2 = vuv−1vuv−1 = u2vv−1 = q(u) for all u ∈ V .
For a general versor x = u1u2 . . . uk ∈ Γ we have
A˜dx(v) = (u1 . . . uk)
⋆v(u1 . . . uk)
−1 = u⋆1 . . . u
⋆
kvu
−1
k . . . u
−1
1
= A˜du1 ◦ . . . ◦ A˜duk(v),
(6.4)
i.e. A˜dx is a product of reflections in hyperplanes. It follows that the twisted
adjoint action (restricted to act only on V which is clearly invariant) gives a
homomorphism from the versor group into the orthogonal group O(V, q).
In Example 6.1 above we saw that any rotation in two dimensions can be
written in terms of a rotor Rϕ which is a product of two unit vectors, i.e. as
a product of two reflections. In general, we have the following fundamental
theorem regarding the orthogonal group.
Theorem 6.1 (Cartan-Dieudonne´). Every orthogonal transformation on a non-
degenerate space (V, q) is a product of reflections in hyperplanes. The number
of reflections required is at most equal to the dimension of V .
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We shall give a constructive proof below, where the bound on the number of
reflections is n = dimV for definite signatures, and 2n for mixed signature
spaces. For the optimal case we refer to e.g. [4], or [16].
Corollary. The homomorphism A˜d : Γ→ O(V, q) is surjective.
Proof. We know that any f ∈ O(V, q) can be written f = A˜dv1 ◦ . . . ◦ A˜dvk
for some invertible vectors v1, . . . , vk, k ≤ 2n. But then f = A˜dv1...vk , where
v1v2 . . . vk ∈ Γ.
We divide the proof of the Cartan-Dieudonne´ Theorem into several steps,
and we will see that the proof holds for general fields F with the usual assumption
that charF 6= 2. We will also find it convenient to introduce the following
notation for the twisted adjoint action:
U := A˜dU , i.e. U(x) = U
⋆xU−1.
Lemma 6.2. If x, y ∈ V × and x2 = y2 then either x+ y or x− y is in V ×.
Proof. Assume to the contrary that
0 = (x+ y)2 = x2 + y2 + xy + yx and
0 = (x− y)2 = x2 + y2 − xy − yx.
Thus 2(x2 + y2) = 0, but 2 6= 0 in F then implies 2x2 = x2 + y2 = 0, which is a
contradiction.
If the quadratic form q is either positive or negative definite then, under the
same conditions, either x = y, x = −y, or both x± y ∈ V × (see Exercise 6.5).
Lemma 6.3. With the conditions in Lemma 6.2 it holds that
x+ y ∈ V × ⇒ (x + y)(x) = −y and
x− y ∈ V × ⇒ (x − y)(x) = y.
Proof. If x+ y ∈ V × we have
(x+ y)⋆x(x + y)−1 = −(x2 + yx)(x+ y)−1 = −(y2 + yx)(x+ y)−1
= −y(y + x)(x + y)−1 = −y.
The other implication is obtained by replacing y with −y.
Note that when x2 = y2 6= 0 and x+y ∈ V × then we also see that y(x+ y)(x) =
y(−y) = y.
Lemma 6.4. Let e1, . . . , en and f1, . . . , fn be two orthogonal sequences in V
such that e2i = f
2
i , i = 1, . . . , n. Then there exist v1, . . . , vr ∈ V
×, where r ≤ n,
such that
v1 . . . vr(ej) = τjfj, j = 1, . . . , n,
for suitable τj ∈ {−1, 1}.
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Proof. We shall construct u1, . . . , un such that ui = 1 or ui ∈ V
× and such that
for each m ≤ n the conditions
i) um . . . u1(ej) = τjfj , 1 ≤ j ≤ m
ii) um(fk) = fk, 1 ≤ k < m
are satisfied.
We start with m = 1: If e1 = f1 we choose u1 = 1. If e1 6= f1 and
e1 − f1 ∈ V
× we choose u1 := e1 − f1 and obtain u1(e1) = f1. If e1 6= f1 and
e1 − f1 /∈ V
× then we must have e1 + f1 ∈ V
×, so we choose u1 := e1 + f1 and
obtain u1(e1) = −f1.
Now, assume we have constructed u1, . . . , um such that m ≤ n− 1 and such
that the conditions (i) and (ii) are satisfied. We would like to construct um+1:
If um . . . u1(em+1) = fm+1 then we choose um+1 := 1 and hence also satisfy
the corresponding condition (ii).
If um . . . u1(em+1)−fm+1 ∈ V
×, we choose um+1 := um . . . u1(em+1)−fm+1
and obtain um+1 . . . u1(em+1) = fm+1, which proves (i) for the case j = m+ 1.
When k < m+ 1 we have
fk ∗ um+1 = fk ∗
(
um . . . u1(em+1)− fm+1
)
=
(
τkum . . . u1(ek)
)
∗ um . . . u1(em+1) = τkek ∗ em+1 = 0.
But then we must have um+1(fk) = fk which gives (ii). Now let j ≤ m. Then,
by (i) and (ii), we see that
um+1 . . . u1(ej) = um+1
(
um . . . u1(ej)
)
= um+1(τjfj) = τjfj ,
which proves (i) also for this case.
It remains to consider the case when um . . . u1(em+1) + fm+1 ∈ V
× but
none of the earlier cases hold. This case is investigated in a similar way, or is
immediately realized by replacing em+1 with −em+1 (exercise).
Proceeding by induction, this proves the lemma.
Note that when we have constructed u1, . . . , un−1 it then also follows that
un−1 . . . u1(en) = τnfn since un−1 . . . u1 ∈ O(V ) and e1, . . . , en resp. f1, . . . , fn
are orthogonal bases.
We are now ready to prove Theorem 6.1. Let f ∈ O(V, q) and put fj := f(ej)
for j = 1, . . . , n, where {e1, . . . , en} is some orthogonal basis for V . Then
e2i = f
2
i ∀i and {f1, . . . , fn} is also an orthogonal basis. Let u1, . . . , un be as
constructed in Lemma 6.4 (i.e. ui = 1 or ui ∈ V
×) and let un+k := (τk =
1) + (τk = −1)fk, 1 ≤ k ≤ n. Then we find u2n . . . un+1(fk) = τkfk for all
k = 1, . . . , n. This shows that u2n . . . u1 = f , which proves the theorem.
Exercise 6.3. Show that for f ∈ O(V, q) (as defined above) f∧(x) ∗ f∧(y) =
x ∗ y ∀x, y ∈ G, f∗ = f−1, and det f ∈ {1,−1}.
Exercise 6.4. Show that A˜dv is a reflection along v, in an alternative way, by
using the formula for a projection in Section 3.3. Also, verify that det A˜dv = −1.
Exercise 6.5. Show that (x + y)2(x − y)2 = −4(x ∧ y)2 for all x, y ∈ V s.t.
x2 = y2, and construct an example of two linearly independent vectors x, y in a
nondegenerate space such that x2 = y2 6= 0 but x+ y /∈ V ×.
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Exercise 6.6. Find v1, v2, v3 ∈ (R
3)× such that
A˜dv3v2v1 = f
where f ∈ O(3) is defined by f(e1) = e3, f(e2) =
4
5e1 +
3
5e2 and f(e3) =
3
5e1 −
4
5e2.
6.3 The Lipschitz group
We saw above that the twisted adjoint action maps the versor group onto the
group of orthogonal transformations of V . The largest group in G for which A˜d
forms a representation on V , i.e. leaves V invariant, is by Definition 6.1 the
Lipschitz group Γ˜. Hence, (or explicitly from (6.4)), we see that Γ ⊆ Γ˜.
We will now introduce an important function on G, conventionally called the
norm function,
N : G → G,
N(x) := xx.
(6.5)
The name is a bit misleading since N is not even guaranteed to take values in
R. However, for some special cases of algebras it does act as a natural norm
(squared) and we will see that it can be extended in many lower-dimensional
algebras where it will act as a kind of determinant. Our first main result for
this function is that it acts similarly to a determinant on Γ˜. This will help us
prove that Γ = Γ˜.
Lemma 6.5. Assume that G is nondegenerate. If x ∈ G and x⋆v = vx for all
v ∈ V then x must be a scalar.
Proof. From Proposition 2.9 we have that v x x = 0 for all v ∈ V . This means
that, for a k-blade, (v1 ∧ · · · ∧ vk−1 ∧ vk) ∗ x = (v1 ∧ · · · ∧ vk−1) ∗ (vk x x) = 0
whenever k ≥ 1. The nondegeneracy of the scalar product implies that x must
have grade 0.
Theorem 6.6. The norm function is a group homomorphism N : Γ˜→ R×.
Proof. First note that if xx−1 = 1 then also x⋆(x−1)⋆ = 1 and (x−1)†x† = 1,
hence (x⋆)−1 = (x−1)⋆ and (x†)−1 = (x−1)†.
Now take x ∈ Γ˜. Then x⋆vx−1 ∈ V for all v ∈ V and therefore
x⋆vx−1 = (x⋆vx−1)† = (x−1)†vx. (6.6)
This means that x†x⋆v = vxx, or N(x)⋆v = vN(x). By Lemma 6.5 we find
that N(x) ∈ R. The homomorphism property now follows easily, since for
x, y ∈ Γ˜,
N(xy) = (xy)xy = yxxy = yN(x)y = N(x)N(y). (6.7)
Finally, because 1 = N(1) = N(xx−1) = N(x)N(x−1), we must have that N(x)
is nonzero.
Lemma 6.7. We have a homomorphism A˜d : Γ˜→ O(V, q) with kernel R×.
Proof. We first prove that A˜dx is orthogonal for x ∈ Γ˜. Note that, for v ∈ V ,
N(A˜dx(v)) = N(x
⋆vx−1) = (x⋆vx−1)x⋆vx−1
= (x−1)vx†x⋆vx−1 = (x−1)vN(x)⋆vx−1
= (x−1)vvx−1N(x)⋆ = N(v)N(x−1)N(x) = N(v).
(6.8)
Then, since N(v) = vv = −v2, we have that A˜dx(v)
2 = v2.
Now, if A˜dx = id then x
⋆v = vx for all v ∈ V and by Lemma 6.5 we must
have x ∈ R ∩ Γ˜ = R×.
We finally obtain
Theorem 6.8. It holds that Γ = Γ˜.
Proof. We saw earlier that Γ ⊆ Γ˜. Take x ∈ Γ˜. By the above lemma we
have A˜dx ∈ O(V, q). Using the corollary to Theorem 6.1 we then find that
A˜dx = A˜dy for some y ∈ Γ. Then A˜dxy−1 = id, and xy
−1 = λ ∈ R×. Hence,
x = λy ∈ Γ.
Exercise 6.7. Let G×± := G× ∩ G± and show that the Lipschitz group Γ also
can be defined through
Γ = {x ∈ G×+ ∪ G×− : Adx(V ) ⊆ V }.
6.4 Properties of Pin and Spin groups
From the discussion in the previous subsections followed that A˜d gives a surjec-
tive homomorphism from the versor/Lipschitz group Γ to the orthogonal group.
The kernel of this homomorphism is the set of invertible scalars. Because the
Pin and Spin groups consist of normalized versors (i.e. N(x) = ±1) we find the
following
Theorem 6.9. The homomorphisms
A˜d : Pin(s, t) → O(s, t)
A˜d : Spin(s, t) → SO(s, t)
A˜d : Spin+(s, t) → SO+(s, t)
are surjective with kernel {±1}.
The homomorphism onto the special orthogonal group,
SO(V, q) := {f ∈ O(V, q) : det f = 1},
follows since it is generated by an even number of reflections. SO+ denotes
the connected component of SO containing the identity, which will be explained
shortly.
In other words, Theorem 6.9 shows that the Pin and Spin groups are two-
sheeted coverings of the orthogonal groups. Furthermore, we have the following
relations between these groups.
64
Take a unit versor ψ = u1u2 . . . uk ∈ Pin(s, t). If ψ is odd then we can
always multiply by a unit vector e so that ψ = ±ψee and ±ψe ∈ Spin(s, t).
Furthermore, when the signature is euclidean we have ψψ† = u21u
2
2 . . . u
2
k = 1
for all unit versors. The same holds for even unit versors in anti-euclidean
spaces since the signs cancel out. Hence, Spin = Spin+ unless there is mixed
signature. But in that case we can find two orthogonal unit vectors e+, e−
such that e2+ = 1 and e
2
− = −1. Since e+e−(e+e−)
† = −1 we then have that
ψ = ψ(e+e−)
2, where ψe+e−(ψe+e−)
† = 1 if ψψ† = −1.
Summing up, we have that, for mixed signature s, t ≥ 1 and any pair of
orthogonal vectors e+, e− such that e
2
+ = 1, e
2
− = −1,
Pin(s, t) = Spin+(s, t) · {1, e+, e−, e+e−},
Spin(s, t) = Spin+(s, t) · {1, e+e−},
while for euclidean and anti-euclidean signatures,
Pin(s, t) = Spin(+)(s, t) · {1, e},
for any e ∈ V such that e2 = ±1. From the isomorphism G+(Rs,t) ∼= G+(Rt,s)
we also have the signature symmetry
Spin(+)(s, t) ∼= Spin(+)(t, s).
In all cases,
Γ(s, t) = R× · Pin(s, t).
From these considerations it is sufficient to study the properties of the rotor
groups in order to understand the Pin, Spin and orthogonal groups. Fortunately,
it turns out that the rotor groups have very convenient topological features.
Theorem 6.10. The groups Spin+(s, t) are pathwise connected for s ≥ 2 or
t ≥ 2.
Proof. Pick a rotor R ∈ Spin+(s, t), where s or t is greater than one. Then
R = v1v2 . . . v2k with an even number of vi ∈ V such that v
2
i = 1 and an even
number such that v2i = −1. Note that for any two invertible vectors a, b we
have ab = aba−1a = b′a, where b′2 = b2. Hence, we can rearrange the vectors
so that those with positive square come first, i.e.
R = a1b1 . . . apbpa
′
1b
′
1 . . . a
′
qb
′
q = R1 . . . RpR
′
1 . . . R
′
q, (6.9)
where a2i = b
2
i = 1 and Ri = aibi = ai ∗ bi+ ai∧ bi (similarly for a
′2
i = b
′2
i = −1)
are so called simple rotors which are connected to either 1 or -1. This holds
because 1 = RiR
†
i = (ai ∗ bi)
2 − (ai ∧ bi)
2, so we can (see Exercise 6.8) write
Ri = ±e
φiai∧bi for some φi ∈ R. Depending on the signature of the plane
associated to ai ∧ bi, i.e. on the sign of (ai ∧ bi)
2 ∈ R, the set eRai∧bi ⊆ Spin+
forms either a circle, a line or a hyperbola. In any case, it goes through the unit
element. Finally, since s > 1 or t > 1 we can connect -1 to 1 with for example
the circle eRe1e2 , where e1, e2 are two orthonormal basis elements with the same
signature.
Continuity of the map A˜d (which follows from the continuous (smooth) opera-
tion of taking products and inverses in G×) now implies that the set of rotations
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represented by rotors, i.e. SO+, forms a connected subgroup containing the
identity. For euclidean and lorentzian signatures, we have an even simpler situ-
ation:
Theorem 6.11. The groups Spin+(s, t) are simply connected for (s, t) = (n, 0),
(0, n), (1, n) or (n, 1), where n ≥ 3. Hence, these are the universal covering
groups of SO+(s, t).
Proof. This follows from the fact that, for these signatures,
π1
(
SO+(s, t)
)
= Z2 = ker A˜d |Spin+(s,t)
(in general π1
(
SO+(s, t)
)
= π1
(
SO(s)
)
× π1
(
SO(t)
)
; cp. e.g. Theorem 5.7 for
the euclidean case), together with the fact that the rotor groups are connected,
and the properties of the universal covering groups (see e.g. Theorem VII.6.4
in [37] and references therein).
This sums up the the situation nicely for higher-dimensional euclidean and
lorentzian spaces: The Pin group, which is a double-cover of the orthogonal
group, consists of two (euclidean case) or four (lorentzian case) simply connected
components. These components are copies of the rotor group.
Exercise 6.8. Verify that if R = ab = a∗b+a∧b, with a, b ∈ G1, and RR† = 1,
then R = σeφa∧b for some φ ∈ R and σ ∈ {±1}.
6.5 The bivector Lie algebra G2
We have reduced the study of the orthogonal groups to a study of the rotor
groups, which in all higher dimensions are connected, smooth Lie groups. An
understanding of such groups is provided by their local structure, i.e. their
corresponding tangent space Lie algebra, which in this case is simply the space
G2 of bivectors with a Lie product given by the commutator bracket [·, ·] (recall
Exercise 2.20). To see this, take any smooth curve R : R → Spin+, t → R(t)
through the unit element; R(0) = 1. We claim that the tangent R′(0) is a
bivector. Namely, differentiating the identity R(t)R(t)† = 1 at t = 0 gives
R′(0)† = −R′(0). (6.10)
Furthermore, since R(t) ∈ G+ for all t, we must have R′(0) ∈
⊕
k=0,1,... G
2+4k.
We write R′(0) = B+Z, where B ∈ G2 and Z contains no grades lower than 6.
Also, because R(t) ∈ Γ˜ along the curve, we have for any v ∈ V
w(t) := R(t)vR(t)† ∈ V ∀t.
Again, differentiating this expression and using (6.10) yields
V ∋ w′(0) = R′(0)v − vR′(0) = −2v x R′(0) = −2v x B − 2v x Z.
Inspecting the grades involved in this equation, it follows that v x Z = 0 for all
v ∈ V , and by Lemma 6.5, that Z = 0.
The commutator product of G2 is inherited from the geometric product of
Spin+, which through the twisted adjoint action corresponds to taking prod-
ucts of orthogonal transformations. In fact, there is a canonical Lie algebra
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isomorphism between the bivector space G2 and the algebra so(V, q) of antisym-
metric transformations of V (which is the Lie algebra of SO(V, q)), given by (cp.
Exercise 3.12)
so ∼= spin = G2
f = adB ↔ B =
1
2
∑
i,j
ei ∗ f(ej) ei ∧ ej,
where {ei}i is any general basis of V . One verifies, by expanding in the geometric
product, that (Exercise 6.9)
1
2
[ei∧ej , ek∧el] = (ej ∗ek)ei∧el−(ej ∗el)ei∧ek+(ei ∗el)ej∧ek−(ei ∗ek)ej∧el.
(6.11)
Remark. Actually, this bivector Lie algebra is more general than it might first
seem. Namely, one can show (see e.g. [10] or [11]) that the Lie algebra gl of
the general linear group can be represented as a bivector algebra. From the
fact that any finite-dimensional Lie algebra has a faithful finite-dimensional
representation (Ado’s Theorem for characteristic zero, Iwasawa’s Theorem for
nonzero characteristic, see e.g. [23]) it then follows that any finite-dimensional
real or complex Lie algebra can be represented as a bivector algebra.
Recall that (see Exercise 2.7), for any choice of norm on G, the exponential
defined by ex :=
∑∞
k=0
xk
k! converges and satisfies
exe−x = e−xex = 1
and xex = exx for any x ∈ G. The following holds for any signature.
Theorem 6.12. For any bivector B ∈ G2 we have that ±eB ∈ Spin+.
Proof. It is obvious that ±eB is an even multivector and that eB(eB)† =
eBe−B = 1. Hence, it is sufficient to prove that ±eB ∈ Γ, or by Theorem
6.8, that eBV e−B ⊆ V .
Let W := {y ∈ G : v ∗ y = 0 ∀v ∈ V } = ⊕k 6=1G
k and choose x ∈ V and
y ∈W . Define a map f : R→ R by
f(t) := (etBxe−tB) ∗ y.
f is obviously a real analytic function with derivatives
f ′(t) = (BetBxe−tB − etBxe−tBB) ∗ y = [B, etBxe−tB] ∗ y,
f ′′(t) = [B,BetBxe−tB − etBxe−tBB] ∗ y =
[
B, [B, etBxe−tB]
]
∗ y,
etc. It follows that f (k)(0) = adkB(x) ∗ y = 0 for all k ≥ 0, since adB : V → V
(see Exercise 3.11). Hence, f(t) = 0 ∀t ∈ R and etBxe−tB ∈ V .
In other words, ±eG
2
⊆ Spin+. Actually, the converse inclusion holds for (anti-)
euclidean and lorentzian spaces.
Theorem 6.13. For (s, t) = (n, 0), (0, n), (1, n) or (n, 1), we have
Spin+(s, t) = ±eG
2(Rs,t),
i.e. any rotor can be written as (minus) the exponential of a bivector. The
minus sign is only required in the lower-dimensional cases (0, 0), (1, 0), (0, 1),
(1, 1), (1, 2), (2, 1), (1, 3) and (3, 1).
67
The proof can be found in [35]. Essentially, it relies on the fact that any isom-
etry of an euclidean or lorentzian space can be generated by a single infinites-
imal transformation. This holds for these spaces only, so that for example
Spin+(2, 2) 6= ±eG
2(R2,2), where for instance the rotor
±e1e2e3e4e
β(e1e2+2e1e4+e3e4), β > 0,
cannot be reduced to a single exponential; see [27] and [35] pp. 150-152.
Similarly, we see below that even though one can always decompose a bivec-
tor into a sum of at most 12 ·dim V basis blades, the decomposition is particularly
nice only in the euclidean and lorentzian cases.
Theorem 6.14. Given any bivector B ∈ G2(V ), there exists a basis {f1, . . . , fn}
of V such that
B = β12f1 ∧ f2 + β34f3 ∧ f4 + . . .+ β2k−1,2kf2k−1 ∧ f2k, (6.12)
where 2k ≤ n. If V is (anti-)euclidean then the basis can be chosen orthonormal,
while if V is (anti-)lorentzian then either the {fi}i can be chosen to form an
orthonormal basis, or we need to choose f1 = e0 + e1, where {e0, e1, f2, . . . , fn}
is an orthonormal basis of R1,n. For other signatures, such an orthogonal de-
composition is not always possible.
Proof. We will first prove the orthogonal decomposition for the euclidean case,
and then observe that this also gives the general (weaker) statement. For the
lorentzian case and the last statement of the theorem we refer to [35].
We start with a general observation: If T : Rn → Rn is linear then there
exists a subspace M ⊆ Rn such that T (M) ⊆ M and 1 ≤ dimM ≤ 2. To see
this we start by extending T : Cn → Cn and therefore realize that there exists
λ ∈ C and z ∈ Cn r {0} such that Tz = λz (this follows from the fact that
the polynomial det(λ id−T ) has a zero in C, by the fundamental theorem of
algebra). Now, write λ = σ + iτ and z = x+ iy, where σ, τ ∈ R and x, y ∈ Rn.
Let M = SpanR{x, y}. We now have that
Tx+ iT y = T (x+ iy) = (σ + iτ)(x + iy) = (σx − τy) + i(τx+ σy),
which gives Tx = σx−τy and Ty = τx+σy. Hence, T (M) ⊆M and dimM ≤ 2.
Let us now assume that the signature is euclidean, i.e. V = Rn, and prove
that, given any bivector B ∈ G2, there exists an orthonormal basis {fj}
n
j=1 such
that the decomposition (6.12) holds. Introduce the rank of B, rank(B), as the
least integer m such that there exists a basis {e1, . . . , en} in which B can be
written
B =
∑
1≤i<j≤m
βijei ∧ ej. (6.13)
We prove the theorem by induction on rank(B), i.e. for each fixed m ≥ 2 we
show that for every B ∈ G2 with rank(B) = m there exists an orthonormal basis
{f1, . . . , fn} such that (6.12) holds.
For m = 2 the statement is trivial (choose an orhonormal basis for the plane
e1 ∧ e2), so assume that m > 2 and put W = Re1 + . . .+ Rem = e1 ∧ . . . ∧ em
(where {ei}i is the basis in (6.13)). But then the map W ∋ x 7→ x x B ∈ W
has a nontrivial invariant subspace M of dimension ≤ 2.
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First assume that dimM = 1. Then there exists an orthonormal basis
{f1, . . . , fm, em+1, . . . , en} of V such that f1 ∧ . . . ∧ fm = e1 ∧ . . . ∧ em, M =
Rf1, and B =
∑
1≤i<j≤m
β′ijfifj . But then
λf1 = f1 x B = β
′
12f2 + β
′
13f3 + . . .+ β
′
1mfm,
implying β′1j = 0 = λ for 1 < j ≤ m. This means that at most m − 1 basis
vectors are required in the expression for B, contradicting the assumption that
rank(B) = m.
Hence, dimM = 2 and we can assume that M = Rf1 + Rf2, where once
again {f1, . . . , fm, em+1, . . . , en} denotes an orthonormal basis of V such that
B =
∑
1≤i<j≤m
β′ijfifj . We can write
αf1 + βf2 = f1 x B =
m∑
j=2
β′1jfj,
so that α = 0 and β = β′12. Furthermore, if f2 x B = γf1 + δf2 then δ =
f2 x (f2 x B) = (f2 ∧ f2) x B = 0 and
γ = f1 x (f2 x B) = (f1 ∧ f2) x B = −(f2 ∧ f1) x B = −f2 x (f1 x B) = −β
′
12.
Thus, f1 x B = β
′
12f2 and f2 x B = −β
′
12f1. If we let B
′ := B − β′12f1f2 we
therefore have f1 x B
′ = f2 x B
′ = 0 and, writing B′ =
∑
1≤i<j≤m
β′′ijfifj , we find
0 = f1 x B
′ =
∑
1<j
β′′1jfj ⇒ β
′′
1j = 0 ∀ 1 < j ≤ m,
0 = f2 x B
′ =
∑
2<j
β′′2jfj ⇒ β
′′
2j = 0 ∀ 2 < j ≤ m.
Hence, B′ can be expressed solely in terms of the m−2 basis vectors f3, . . . , fm,
i.e. rank(B′) ≤ m − 2. The induction assumption now implies existence of
an orthonormal basis on the form {f1, f2, g3, . . . , gm, em+1, . . . , en} such that
B′ =
∑
j=3,5,7,...,k<m
γj,j+1gjgj+1, and hence that
B = β′12f1f2 + γ34g3g4 + γ56g5g6 + . . .+ γk,k+1gkgk+1,
which proves the theorem in the euclidean case.
For the weaker but signature-independent statement, note that a decom-
position of the form (6.12) in terms of a general basis {fj}
n
j=1 only concerns
the exterior algebra associated to the outer product. Hence, given a bivector
B =
∑
1≤i<j≤n βijei ∧ ej , there is no loss in generality in temporarily switching
to euclidean signature (where e.g. ei ∗ ej = δij), with respect to which one can
find an orthonormal basis {fj =
∑
k αjkek}
n
j=1 such that (6.12) holds. Once we
have found such a basis we can switch back to the original signature, and real-
ize that {fj}
n
j=1 is of course still a basis (not necessarily orthogonal) and that
the expression (6.12) reduces to the original expression for B upon expressing
fj =
∑
k αjkek.
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Remark. Let us see why the additional requirement is necessary in the lorentzian
case. Namely, assume that {e0, e1, . . . , en} is an orthonormal basis of R
1,n with
e20 = 1. Consider B := (e0 + e1) ∧ e2, and assume that B can also be written
B = β1f1f2 + β3f3f4 + . . .+ β2p−1f2p−1f2p, 2p ≤ n+ 1
for some other orthonormal basis {f1, f2, . . . , fn+1}. Since
0 = B ∧B = 2β1β3f1f2f3f4 + 2β1β5f1f2f5f6 + . . .
. . .+ 2β2p−3β2p−1f2p−3f2p−2f2p−1f2p,
we must have β2s+1β2t+1 = 0 for all s, t. But then only one term in the sum
can survive, and we can assume, e.g.
(e0 + e1) ∧ e2 = βf1f2, β 6= 0.
Squaring both sides, we find
0 = −(e0 + e1)
2e22 = −β
2f21f
2
2 ,
so that either f21 = 0 or f
2
2 = 0, but this contradicts the signature of the
space.
Another way to state Theorem 6.14 in the euclidean and lorentzian case is
that every bivector B can be written as a sum of commuting 2-blades:
B = B1 +B2 + . . .+Bk, (6.14)
such that Bi ∈ B2, BiBj = BjBi ∀i, j, dim B¯i = 2, B¯i ⊥ B¯j ∀i 6= j, and
k ≤ n/2. It then follows that every rotor eB can be written eB1eB2 . . . eBk ,
where each factor is a simple rotor (as discussed in the proof of Theorem 6.10).
The decomposition (6.14) is unique unless B2i = B
2
j for some i 6= j.
Exercise 6.9. Verify (6.11) and observe that, with Lij :=
1
2ei ∧ ej and the
metric tensor gij := ei ∗ ej (recall that {ei}i is any general basis), this leads to
the conventional commutation relations
[Lij , Lkl] = gjkLil − gjlLik + gilLjk − gikLjl
for the (anti-hermitian) generators of so(s, t).
Exercise 6.10. Use Theorem 6.14 to prove that a bivector B ∈ G2(V ) is a
blade if and only if B2 is a scalar (regardless of the signature of V ).
Exercise 6.11. Construct an example of a homogeneous multivector which
squares to a nonzero scalar even though it is not a blade.
Exercise 6.12. Show that the Killing form,
K(A,B) := trG2(adA adB), A,B ∈ G
2,
of the Lie algebra spin = G2 simplifies to
K(A,B) = cA ∗B,
and determine the constant c. (Note that for (anti-)euclidean signatures,K ≤ 0,
reflecting the fact that the corresponding Spin groups are compact.)
Hint: Use reciprocal bases and Exercise 3.6.
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6.6 Examples in lower dimensions
We finish this section by considering various examples in lower dimensions, and
work out the respective Pin, Spin and rotor groups in each case. We also see
that we can use various involutions and extended versions of the norm function
(6.5) to determine the corresponding group of invertible elements.
It will be convenient to use the following characterization of the rotor groups
in lower dimensions as simply being the groups of even unit multivectors.
Proposition 6.15. If dimV ≤ 5 then
Spin+ = {R ∈ G+ : RR† = 1}.
Proof. By definition, the rotor group is a subset of the right hand side in all
dimensions, so let us consider any even grade multivector R such that RR† = 1.
Then R is invertible and R−1 = R† ∈ G+. We claim that RVR† ⊆ V , so R ∈ Γ˜
and hence also a rotor. The claim follows because for any v ∈ V the expression
RvR† is both odd and self-reversing, and hence in G1 ⊕ G5. This proves the
claim and hence the theorem for dimV < 5. In the case dimV = 5, assume to
the contrary that
RvR† = w + αI,
with w ∈ V and α 6= 0. Then, since the pseudoscalar commutes with everything,
α = 〈RvR†I−1〉0 = 〈RvI
−1R†〉0 = 〈vI
−1R†R〉0 = 〈vI
−1〉0 = 0,
which is a contradiction.
We will also find it useful to extend our set of grade-based involutions with
the following generalized ones.
Definition 6.3. We define
[A] := (−1)(A 6=∅)A,
[A]i1,i2,...,ik := (−1)
(|A|∈{i1,i2,...,ik})A.
for A ∈ P(X) and extend linearly to Cl(X,R, r).
Exercise 6.13. Show that Proposition 6.15 cannot be extended to dimV = 6.
6.6.1 The euclidean line
Let us first consider the algebra of the euclidean line, G(R1) = SpanR{1, e},
where e is the basis element, e2 = 1. This is a commutative algebra with
pseudoscalar e. Because the only unit vectors are {±e}, the unit versors resp.
rotors form the discrete groups
Pin(1, 0) = {1,−1, e,−e} ∼= Z2 × Z2,
Spin(+)(1, 0) = {1,−1} ∼= Z2.
Note that ±1 is the identity map, while ±e is the unique reflection of the line.
One easily finds the multiplicative group G×(R1) by considering the norm
function, which with a one-dimensional vector space is given by
N1(x) := x
x = x⋆x.
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For an arbitrary element x = α+ βe then
N1(x) = (α− βe)(α + βe) = α
2 − β2 ∈ R.
When N1(x) 6= 0 we find that x has an inverse x
−1 = 1N1(x)x
⋆ = 1α2−β2 (α−βe).
Hence,
G×(R1) = {x ∈ G : N1(x) 6= 0} = {α+ βe ∈ G : α
2 6= β2}.
Note also that N1(xy) = x
⋆y⋆xy = N1(x)N1(y) for all x, y ∈ G since the algebra
is commutative.
6.6.2 The anti-euclidean line
The algebra of the anti-euclidean line, G(R0,1) = SpanR{1, i}
∼= C, is of course
also a commutative algebra, but, unlike the previous example, this is even a
field since every nonzero element is invertible. The norm function is an actual
norm (squared) in this case,
N1(α+ βi) = (α− βi)(α + βi) = α
2 + β2 ∈ R+,
namely the modulus of the complex number. We have already noted that
the grade involution represents the complex conjugate and, as above, x−1 =
1
N1(x)
x⋆. The relevant groups are
G×(R0,1) = Gr{0} ∼= C×,
Pin(0, 1) = {1,−1, i,−i} ∼= Z4,
Spin(+)(0, 1) = {1,−1} ∼= Z2.
6.6.3 The degenerate line
We also include the simplest example of a degenerate algebra, G(R0,0,1), just to
see what happens in such a situation. Let the vector n span a one-dimensional
space with quadratic form q = 0. Then
G(R0,0,1) = SpanR{1, n}
∼=
∧∗
R1,
and n2 = 0. The norm function depends only on the scalar part in this case,
N1(α+ βn) = (α− βn)(α+ βn) = α
2 ∈ R+.
Hence, an element is invertible if and only if the scalar part is nonzero;
G×(R0,0,1) = {α+ βn ∈ G : α 6= 0}.
Since no vectors are invertible, we are left with only the empty product in the
versor group, i.e. Γ = {1}. Note, however, that for α 6= 0
(α+ βn)⋆n(α+ βn)−1 = (α− βn)n 1α2 (α− βn) = n,
so the Lipschitz group in this case is
Γ˜ = G× 6= Γ.
This shows that the assumption on nondegeneracy was necessary in the discus-
sion about the Lipschitz group in Section 6.3.
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6.6.4 The euclidean plane
Let {e1, e2} be an orthonormal basis of R
2 and consider the plane algebra
G(R2) = SpanR{1, e1, e2, I = e1e2}.
We recall that the even subalgebra is G+(R2) ∼= G(R0,1) ∼= C and that the rotor
group corresponds to the group of unit complex numbers,
Spin(+)(2, 0) = eRI ∼= U(1).
Furthermore,
eϕI(e1) = e
ϕIe1e
−ϕI = e1e
−2ϕI = e1(cos 2ϕ− I sin 2ϕ) = cos 2ϕe1 − sin 2ϕe2,
so a rotor on the form ±e−
ϕ
2
I represents a counter-clockwise13 rotation in the
plane by an angle ϕ. The Pin group is found by picking any unit vector e ∈ S1:
Pin(2, 0) = eRI
⊔
eRIe ∼= U(1)
⊔
S1,
i.e. two copies of a unit circle, where we write
⊔
to emphasize a disjoint union.
An element ±e−
ϕ
2
Ie ∈ S1 of the second circle corresponds to a reflection along
e (which here serves as a reference axis) followed by a rotation by ϕ in the plane.
Let us next determine the full multiplicative group of the plane algebra. For
algebras over two-dimensional spaces we use the original norm function
N2(x) := x
x
since it satisfies N2(x)
 = N2(x) for all x ∈ G. The properties of the involutions
in Table 2.1 then require this to be a scalar, so we have a map
N2 : G → G
0 = R.
For an arbitrary element x = α+ a1e1 + a2e2 + βI ∈ G, we explicitly find
N2(x) = (α− a1e1 − a2e2 − βI)(α + a1e1 + a2e2 + βI)
= α2 − a21 − a
2
2 + β
2.
Furthermore, N2(x
) = N2(x) and N2(xy) = y
N2(x)y = N2(x)N2(y) for all
x, y ∈ G. Proceeding as in the one-dimensional case, we find that x has an
inverse x−1 = 1N2(x)x
 if and only if N2(x) 6= 0, i.e.
G×(R2) = {x ∈ G : N2(x) 6= 0}
= {α+ a1e1 + a2e2 + βI ∈ G : α
2 + β2 6= a21 + a
2
2}.
6.6.5 The anti-euclidean plane
In the case of the anti-euclidean plane, G(R0,2) ∼= H, the norm function N2 has
similar properties as in the euclidean algebra, except that it now once again
represents the square of an actual norm, namely the quaternion norm,
N2(x) = α
2 + a21 + a
2
2 + β
2.
Just as for the complex numbers then, all nonzero elements are invertible,
G×(R0,2) = {x ∈ G : N2(x) 6= 0} = G r {0}.
The even subalgebra is also in this case isomorphic to the complex numbers,
and the Pin, Spin and rotor groups are analogous to the euclidean case.
13Assuming, of course, that e1 points at 3 o’clock and e2 at 12 o’clock.
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e0
e1
R(e0)
The light-cone
Figure 6.1: A Lorentz-boosted vector R(e0), where R = ±e
αI/2 and α > 0.
6.6.6 The lorentzian plane
With the standard basis {e0, e1} of R
1,1, the two-dimensional lorentzian algebra
is given by
G(R1,1) = SpanR{1, e0, e1, I = e1e0},
where e0 is interpreted as a time direction in physical applications, while e1
defines a spatial direction. In general, a vector (or blade) v is called timelike if
v2 > 0, spacelike if v2 < 0, and lightlike or null if v2 = 0.
The multiplicative group is like previously given by
G×(R2) = {x ∈ G : N2(x) 6= 0}
= {α+ a0e0 + a1e1 + βI ∈ G : α
2 − a20 + a
2
1 − β
2 6= 0}.
However, the pseudoscalar14 I = e1e0 squares to the identity in this case and
the even subalgebra is therefore G+(R1,1) ∼= G(R1). This has as an important
consequence that the rotor group is fundamentally different from the (anti-)
euclidean case,
Spin+(1, 1) = {R = α+ βI ∈ G+ : α2 − β2 = 1} = ±eRI ,
(recall Exercise 6.8, or Theorem 6.13). Thus, the set of rotors can be understood
as a pair of disjoint hyperbolas passing through the points 1 and -1, respectively.
The rotations that are represented by rotors of this form are called Lorentz
boosts. Note the hyperbolic nature of these rotations,
eαIe0e
−αI = e0e
−2αI = e0(cosh 2α− I sinh 2α)
= cosh 2α e0 + sinh 2α e1,
eαIe1e
−αI = cosh 2α e1 + sinh 2α e0.
Hence, a rotor±e
α
2
I transforms, or boosts, timelike vectors by a hyperbolic angle
α in the positive spacelike direction (see Figure 6.1).
The Spin group consists of four hyperbolas and the Pin group of eight,
Spin(1, 1) = ±eRI
⊔
±eRII,
Pin(1, 1) = ±eRI
⊔
±eRIe0
⊔
±eRIe1
⊔
±eRII,
14The choice of orientation of I here corresponds to the fact that space-time diagrams are
conventionally drawn with the time axis vertical.
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Note that the action of the rotor I = e1e0 in the second pair of components of
the Spin group is a reflection both in the time and the space direction;
I(x) = IxI−1 = x⋆ = (− id)∧(x), x ∈ G.
Hence, it preserves the total orientation of the space, but it cannot be smoothly
transformed into to an identity transformation because of the hyperbolic nature
of the space, or intuitively, because spacelike and timelike vectors cannot be
boosted across the light-cone (reflecting the physical interpretation that nothing
can travel faster than light). The two additional pairs of components of the Pin
group correspond to a reflection in the time resp. space direction, followed by
a boost.
6.6.7 The space algebra
We write an arbitrary element x ∈ G(R3) of the space algebra as
x = α+ a + bI + βI, (6.15)
where α, β ∈ R and a, b ∈ R3. The norm functionN2 does not take values inR in
this algebra, but due to the properties of the Clifford conjugate we have N2(x) =
N2(x)
 ∈ G0 ⊕ G3. This subalgebra is isomorphic to C, and its corresponding
complex conjugate is given by [x]3 (or [x]). Using these properties, we can
construct a real-valued map N3 : G → R
+ by taking the complex modulus,
N3(x) := [N2(x)]3N2(x) = [x
x]xx. (6.16)
Plugging in (6.15) we obtain
N2(x) = α
2 − a2 + b2 − β2 + 2(αβ − a ∗ b)I,
and
N3(x) = (α
2 − a2 + b2 − β2)2 + 4(αβ − a ∗ b)2. (6.17)
Although N3 takes values in R
+, it is not a norm15 on G since there are nonzero
elements with N3(x) = 0. It does however have the multiplicative property
N3(xy) = [N2(xy)]3N2(xy) = [N2(x)]3[N2(y)]3N2(x)N2(y)
= N3(x)N3(y), (6.18)
for all x, y ∈ G, since N2(x) commutes with all of G, and
N2(xy) = (xy)
xy = yN2(x)y = N2(x)N2(y).
We also observe from (6.17) that N3(x
) = N3(x). The expression (6.16) singles
out the invertible elements as those elements (6.15) for which N3(x) 6= 0, i.e.
G×(R3) = {x ∈ G : (α2 − a2 + b2 − β2)2 + 4(αβ − a ∗ b)2 6= 0},
and x−1 = 1N3(x) [x
x]x.
15Actually, it is not possible to find a norm | · | on G(Rs,t), s+ t ≥ 3, satisfying |xy| = |x||y|,
as will be clear from Theorem 8.5 and the remark following it.
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The rotor group of the space algebra is, according to the isomorphism
G+(R3,0) ∼= H and Proposition 6.15, the group of unit quaternions (note that
the reverse here acts as the quaternion conjugate),
Spin(+)(3, 0) = {α+ bI ∈ G+ : α2 + b2 = 1} = eG
2(R3). (6.19)
The exponentiation of the bivector algebra in the second identity followed from
Theorem 6.13. An arbitrary rotor R can according to (6.19) be written in the
polar form R = eϕnI , where n ∈ S2 is a unit vector, and represents (cp. e.g.
(1.2)-(1.3)) a rotation by an angle −2ϕ in the plane nI = −nc, i.e. 2ϕ clockwise
around the axis n.
The Pin group consists of two copies of the rotor group,
Pin(3, 0) = eG
2(R3)
⊔
eG
2(R3)n,
for any unit vector n ∈ S2. The Pin group can be understood topologically as a
pair of unit 3-spheres S3 lying in the even and odd subspaces, respectively. The
odd one includes a reflection and corresponds to the non-orientation-preserving
part of O(3).
By the isomorphism ρ in Example 5.2 we can also represent the spatial rotor
group in terms of the complex matrices
ρ(R) =
[
α+ b3i b2 + b1i
−b2 + b1i α− b3i
]
.
We find that the hermitian conjugate of such a matrix is ρ(R)† = ρ(R)−1 and
detC ρ(R) = 1, and that these form the special unitary group of C
2, i.e.
Spin(+)(3, 0) ∼= SU(2).
This is the representation of the spatial rotor group which is most often encoun-
tered in physics.
Exercise 6.14. Show that if x ∈ G1(R3) ⊕ G2(R3) is noninvertible, then it is
on the form
x = αe(1 + f),
where α ∈ R and e,f ∈ S2 are orthogonal unit vectors.
6.6.8 The spacetime algebra
As a four-dimensional example we consider the spacetime algebra (STA), which
is the geometric algebra of Minkowski spacetime, R1,3. By convention16, we
denote an orthonormal basis of the Minkowski space by {γ0, γ1, γ2, γ3}, where
γ0 is timelike and the other γi are spacelike. The STA expressed in this basis is
G(R1,3) =
SpanR{1, γ0, γ1, γ2, γ3, e1, e2, e3, e1I, e2I, e3I, γ0I, γ1I, γ2I, γ3I, I},
16This choice of notation is motivated by the Dirac representation of the STA in terms of
so called gamma matrices which is conventionally used by physicists.
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where the pseudoscalar is I := γ0γ1γ2γ3 and we set ei := γiγ0, i = 1, 2, 3.
The form of the STA basis chosen above emphasizes the duality which exists
between the graded subspaces. It also hints that the even subalgebra of the STA
is the space algebra. This is actually the case since there is an isomorphism
G+(R1,3) ∼= G(R3,0), but we can also verify this explicitly by noting that e2i = 1
and eiej = −ejei, i 6= j, as well as e1e2e3 = I. Hence, the timelike (positive
square) blades {ei} form a basis of a 3-dimensional euclidean space called the
relative space to γ0. Given any timelike vector a we can find a similar relative
space spanned by the bivectors {b ∧ a} for b ∈ R1,3. These spaces all generate
the relative space algebra G+, and only the precise split between the vector and
bivector part of this relative algebra depends on the chosen reference vector a.
Using boldface to denote relative space elements, an arbitrary multivector
x ∈ G can be written
x = α+ a+ a + bI + bI + βI, (6.20)
where α, β ∈ R, a, b ∈ R1,3 and a, b in relative space R3. As in previous
examples, we would like to find the invertible elements. Looking at the norm
functionN2 : G → G
0⊕G3⊕G4, it is not obvious that we can extend this to a real-
valued function on G. Fortunately, we have for X = α+ bI + βI ∈ G0⊕G3⊕G4
that
X [X ]3,4 = [X ]3,4X = (α − bI − βI)(α + bI + βI) = α
2 − b2 + β2 ∈ R. (6.21)
Hence, we can define a map N4 : G → R by
N4(x) := [N2(x)]3,4N2(x) = [x
x]xx. (6.22)
Plugging in (6.20) into N2, we obtain after some simplifications
N2(x) = α
2 − a2 − a2 + b2 + b2 − β2
+ 2(αb− βa− a x b + b x a− a x ac − b x bc)I
+ 2(αβ − a ∗ b− a ∗ b)I
(6.23)
and hence, by (6.21),
N4(x) = (α
2 − a2 − a2 + b2 + b2 − β2)2
− 4(αb− βa− a x b + b x a− a x ac − b x bc)2
+ 4(αβ − a ∗ b− a ∗ b)2.
(6.24)
We will prove some rather non-trivial statements about this norm function where
we need that [xy]x = x[yx] for all x, y ∈ G. This is a quite general property of
this involution.
Lemma 6.16. In any Clifford algebra Cl(X,R, r) (even when X is infinite), we
have
[xy]x = x[yx] ∀x, y ∈ Cl.
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Proof. By linearity, we can take y = A ∈ P(X) and expand x in coordinates
xB ∈ R as x =
∑
B∈P(X) xBB. We obtain
x[Ax] =
∑
B,C xBxC B[AC]
=
∑
B,C xBxC
(
(A△C = ∅)− (A△C 6= ∅)
)
BAC
=
∑
B,C xBxC
(
(A = C)− (A 6= C)
)
BAC
=
∑
B xBxA BAA−
∑
C 6=A
∑
B xBxC BAC
and
[xA]x =
∑
B,C xBxC [BA]C
=
∑
B,C xBxC
(
(B = A)− (B 6= A)
)
BAC
=
∑
C xAxC AAC −
∑
B 6=A
∑
C xBxC BAC
= x2A AAA+
∑
C 6=A xAxC AAC −
∑
B 6=A xBxABAA︸ ︷︷ ︸
AAB
−
∑
B 6=A
∑
C 6=A xBxC BAC
= x2A AAA−
∑
B 6=A
∑
C 6=A xBxC BAC
= x[Ax].
We now have the following
Lemma 6.17. N4(x
) = N4(x) for all x ∈ G(R
1,3).
(Note that this identity is not at all obvious from the expression (6.24).)
Proof. Using Lemma 6.16 we have that
N4(x
) = [xx]xx = x[xx]x.
Since N4 takes values in R, this must be a scalar, so that
N4(x
) = 〈x[xx]x〉0 = 〈[x
x]xx〉0 = 〈N4(x)〉0 = N4(x),
where we used the symmetry of the scalar product.
Lemma 6.18. For all X,Y ∈ G0 ⊕ G3 ⊕ G4 we have
[XY ] = [Y ][X ].
Proof. Take arbitrary elements X = α+ bI + βI and Y = α′ + b′I + β′I. Then
[XY ] = [(α + bI + βI)(α′ + b′I + β′I)]
= αα′ − αb′I − αβ′I − bIα′ + b ∗ b′ − b ∧ b′ + bβ′ − βIα′ − βb′ − ββ′
and
[Y ][X ] = (α′ − b′I − β′I)(α − bI − βI)
= α′α− α′bI − α′βI − b′Iα+ b′ ∗ b+ b′ ∧ b− b′β − β′Iα+ β′b− β′β.
Comparing these expressions we find that they are equal.
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We can now prove that N4 actually acts as a determinant on the STA.
Theorem 6.19. The norm function N4 satisfies the product property
N4(xy) = N4(x)N4(y) ∀x, y ∈ G(R
1,3).
Proof. Using that N4(xy) is a scalar, and that N2 takes values in G
0⊕G3 ⊕G4,
we obtain
N4(xy) = 〈[(xy)
xy](xy)xy〉0 = 〈[y
xxy]yxxy〉0
= 〈xxy[yxxy]y〉0 = 〈x
x[yyxx]yy〉0
= 〈N2(x)[N2(y
)N2(x)]N2(y
)〉0
= 〈N2(x)[N2(x)][N2(y
)]N2(y
)〉0
= 〈N4(x)N4(y
)〉0 = N4(x)N4(y
),
where we applied Lemma 6.16 and then Lemma 6.18. Finally, Lemma 6.17 gives
the claimed identity.
From (6.22) we find that the multiplicative group of the STA is given by
G×(R1,3) = {x ∈ G : N4(x) 6= 0}
and the inverse of x ∈ G× is
x−1 =
1
N4(x)
[xx]x.
Note that the above theorems regarding N4 only rely on the commutation prop-
erties of the different graded subspaces and not on the actual signature and field
of the vector space.
Let us now turn our attention to the rotor group of the STA. The reverse
equals the Clifford conjugate on the even subalgebra (it also corresponds to the
Clifford conjugate defined on the relative space), so we find from (6.23) that the
rotor group is
Spin+(1, 3) = {x ∈ G+ : N2(x) = x
x = 1}
= {α+ a + bI + βI ∈ G+ : α2 − a2 + b2 − β2 = 1 and αβ = a ∗ b}
= ±eG
2(R1,3) ∼= SL(2,C).
The last isomorphism is related to the Dirac representation of the STA, while
the exponentiation identity was obtained from Theorem 6.13 and gives a better
picture of what the rotor group looks like. Namely, any rotor R can be written
R = ±ea+bI for some relative vectors a, b, or by Theorem 6.14, either
R = eαeeϕeI ,
where α, ϕ ∈ R and e = f0 ∧ f1 is a timelike unit blade, or
R = ±en∧f2 = ±eαe(1+f) = ±1± αe(1 + f ),
with a null vector n and anticommuting timelike unit blades e,f (cp. Exercise
6.14). A simple rotor of the form ebI corresponds to a rotation in the spacelike
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plane bc with angle 2|b| (which is a rotation also in relative space), while ea
corresponds to a hyperbolic rotation in the timelike plane a, i.e. a boost in the
relative space direction a with hyperbolic angle 2|a|.
Picking a timelike and a spacelike unit reference vector, e.g. γ0 and γ1, we
obtain the Spin and Pin groups,
Spin(1, 3) = ±eG
2(R1,3)
⊔
±eG
2(R1,3)γ0γ1,
Pin(1, 3) = ±eG
2(R1,3)
⊔
±eG
2(R1,3)γ0
⊔
±eG
2(R1,3)γ1
⊔
±eG
2(R1,3)γ0γ1,
The Pin group forms a double-cover of the so called Lorentz group O(1,3).
Since the STA rotor group is connected, we find that O(1,3) has four connected
components. Two of these are not in Spin and correspond to a single inversion
of time resp. space. The Spin group covers the subgroup of proper Lorentz
transformations preserving the total orientation, while the rotor group covers the
connected, proper orthochronous Lorentz group SO+(1, 3), which also preserves
the direction of time. The physical interpretations of the spacetime algebra will
be further discussed in Section 11.
6.6.9 *The Dirac algebra
Due to historic reasons, the Dirac algebra G(C4) ∼= G(R4,1) is actually the
representation of the STA which is most commonly used in physical applications.
The relation between these algebras is observed by noting that the pseudoscalar
in G(R4,1) commutes with all elements and squares to minus the identity. By
Proposition 5.3 we have that the Dirac algebra is the complexification of the
STA,
G(R4,1) ∼= G(R1,3)⊗ C ∼= G(C4) ∼= C4×4.
We construct this isomorphism explicitly by taking bases {γ0, γ1, γ2, γ3} of R
1,3
as above, and {e0, . . . , e4} of R
4,1 such that e20 = −1 and the other e
2
j = 1. We
write G5 := G(R
4,1) and GC4 := G(R
1,3)⊗ C, and use the convention that Greek
indices run from 0 to 3. The isomorphism F : G5 → G
C
4 is given by the following
1-to-1 correspondence of basis elements:
GC4 : 1⊗ 1 γµ ⊗ 1 γµ ∧ γν ⊗ 1 γµ ∧ γν ∧ γλ ⊗ 1 I4 ⊗ 1 1⊗ i
G5 : 1 eµe4 −eµ ∧ eν −eµ ∧ eν ∧ eλ e4 e0e1e2e3 I5
x in GC4 : + − − + + +
[x] in GC4 : + − − − − +
x in GC4 : + + + + + −
The respective pseudoscalars are I4 := γ0γ1γ2γ3 and I5 := e0e1e2e3e4. We
have also noted the correspondence between involutions in the different alge-
bras. Clifford conjugate in GC4 corresponds to reversion in G5, the [ · ]-involution
becomes the [ · ]1,2,3,4-involution, while complex conjugation in G
C
4 corresponds
to grade involution in G5. In other words,
F (x†) = F (x), F ([x]1,2,3,4) = [F (x)], F (x
⋆) = F (x).
We can use the correspondence above to find a norm function on G5. Since
N4 : G(R
1,3)→ R is actually independent of the choice of field, we have that the
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complexification of N4 satisfies
NC4 : G(C
4) → C,
x 7→ [xx]xx.
Taking the modulus of this complex number, we arrive at a real-valued map
N5 : G(R
4,1)→ R with
N5(x) := NC4
(
F (x)
)
NC4
(
F (x)
)
= [F (x)F (x)]F (x)F (x) [F (x)F (x)]F (x)F (x)
=
[
[x†x]1,2,3,4x
†x
]
5
[x†x]1,2,3,4x
†x
=
[
[x†x]1,4x
†x
]
[x†x]1,4x
†x.
In the final steps we noted that x†x ∈ G0 ⊕ G1 ⊕ G4 ⊕ G5 and that C ⊆ GC4
corresponds to G0 ⊕ G5 ⊆ G5. Furthermore, since N
C
4 (xy) = N
C
4 (x)N
C
4 (y), we
have
N5(xy) = NC4
(
F (x)F (y)
)
NC4
(
F (x)F (y)
)
= NC4
(
F (x)
)
NC4
(
F (y)
)
NC4
(
F (x)
)
NC4
(
F (y)
)
= N5(x)N5(y)
for all x, y ∈ G. The invertible elements of the Dirac algebra are then as usual
G×(R4,1) = {x ∈ G : N5(x) 6= 0}
and the inverse of x ∈ G× is
x−1 =
1
N5(x)
[
[x†x]1,4x
†x
]
[x†x]1,4x
†.
The above strategy could also have been used to obtain the expected result for
N3 on G(R
3,0) ∼= G(C2) (with a corresponding isomorphism F ):
N3(x) := NC2
(
F (x)
)
NC2
(
F (x)
)
= [xx]xx.
6.7 *Norm functions and factorization identities
The norm functions
N0(x) := x,
N1(x) = x
x,
N2(x) = x
x,
N3(x) = [x
x]xx,
N4(x) = [x
x]xx,
N5(x) =
[
[x†x]1,4x
†x
]
[x†x]1,4x
†x
constructed above (where we added N0 for completeness) all satisfy
Nk : G(V )→ F,
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where dimV = k, and the product property
Nk(xy) = Nk(x)Nk(y) (6.25)
for all x, y ∈ G(V ). Furthermore, because these functions only involve products
and involutions, and the proofs of the above identities only rely on commutation
properties in the respective algebras, they even hold for arbitrary Clifford alge-
bras Cl(X,R, r) with |X | = k = 0, 1, . . . , 5, respectively, and the corresponding
groups of invertible elements are
Cl×(X,R, r) = {x ∈ Cl : Nk(x) ∈ R invertible}.
For matrix algebras, a similar product property is satisfied by the determi-
nant. On the other hand, we have the following theorem for matrices.
Theorem 6.20. Assume that d : Rn×n → R is continuous and satisfies
d(AB) = d(A)d(B) (6.26)
for all A,B ∈ Rn×n. Then d must be either 0, 1, | det |α or (sign ◦ det)| det |α
for some α > 0.
In other words, we must have that d = d1 ◦ det, where d1 : R→ R is continuous
and satisfies d1(λµ) = d1(λ)d1(µ). This d1 is uniquely determined e.g. by
whether d takes negative values, together with the value of d(λ id) for any λ > 1.
This means that the determinant is the unique real-valued function on real
matrices with the product property (6.26). A proof of this theorem can be
found in the appendix (Theorem A.6).
Now, looking at Table 5.1, we see that G(Rk,k) ∼= R2
k×2k for k = 0, 1, 2, . . .
From the above theorem we then know that there are unique17 continuous func-
tions N2k : G(R
k,k)→ R such that N2k(xy) = N2k(x)N2k(y) and N2k(λ) = λ
2k .
These are given by the determinant on the corresponding matrix algebra, and
the corresponding multiplicative group G× is the general linear group GL(2k,R).
Example 6.3. The product property (6.25) of the norm functions leads to
interesting factorization identities on rings. An example is N2 for anti-euclidean
signatures (quaternions),
(x21 + x
2
2 + x
2
3 + x
2
4)(y
2
1 + y
2
2 + y
2
3 + y
2
4)
= (x1y1 − x2y2 − x3y3 − x4y4)
2 + (x1y2 + x2y1 + x3y4 − x4y3)
2
+ (x1y3 − x2y4 + x3y1 + x4y2)
2 + (x1y4 + x2y3 − x3y2 + x4y1)
2,
(6.27)
which holds for all xj , yk ∈ R and is called the Lagrange identity. These types
of identities can be used to prove theorems in number theory. Using (6.27), one
can for example prove that every integer can be written as a sum of four squares
of integers. Or, in other words, that every integer is the norm (squared) of an
integral quaternion. See e.g. [18] for a proof.
17Actually, the functions are either det or |det |. N2 and N4 constructed previously are
smooth, however, so they must be equal to det.
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7 Euclidean and conformal geometry
7.1 Linearization of the Euclidean group
The euclidean group E+n on R
n consists of all orientation-preserving isometries,
i.e. maps f : Rn → Rn such that |f(x) − f(y)| = |x − y| for all x, y ∈ Rn. An
element of E+n can be shown to be a composition of rotations (orthogonal maps
with determinant 1) and translations. As we have seen, rotations R ∈ SO(n)
can be represented by rotors R ∈ Spin(n) through
Rn ∋ x 7→ R(x) = R⋆xR−1 = RxR† ∈ Rn,
while translations are of the form
Rn ∋ x 7→ Ta(x) = x+ a ∈ R
n, a ∈ Rn.
The euclidean group is sometimes slightly cumbersome to work with due to the
fact that it not composed exclusively of linear transformations. We will therefore
embed Rn in a different geometric algebra where the euclidean isometries are
transformed into linear maps.
Let {e1 . . . , en} be an orthonormal basis of R
n and introduce a new symbol e
such that {e1 . . . , en, e} is an orthonormal basis of R
n,0,1, where e2 = 0. Define
a map
Rn
ρ
−→ G(Rn,0,1)
x 7→ 1 + ex
and let W denote the image of the map ρ. We extend a rotation R to W as
R(1 + ex) = R(1 + ex)R† = RR† +RexR† = 1 + eRxR† = 1 + eR(x),
and hence have R :W →W and R ◦ ρ = ρ ◦R on Rn.
Let us now consider the translation map Ta(x) = x + a. For this we first
introduce
A = e−
1
2
ea = 1−
1
2
ea
and a slightly modified version of the grade involution x → x⋆ by demanding
that e⋆ = e, while as usual e⋆i = −ei, for i = 1, . . . , n. We then obtain
A⋆ = 1−
1
2
ea and A† = 1−
1
2
ea = A−1.
Hence,
A(ρ(x)) = A⋆(1 + ex)A−1 = (1 +
1
2
ea)(1 + ex)(1 +
1
2
ea)
= (1 + ex+
1
2
ea)(1 +
1
2
ea) = 1 +
1
2
ea+ ex+
1
2
ea
= 1 + e(x+ a) = ρ(x + a) = ρ(Ta(x)),
i.e. A ◦ ρ = ρ ◦ Ta on R
n.
This means that an isometry S = Ta ◦R : R
n → Rn has the rotor represen-
tation AR = A ◦ R : W → W , with AR = e−
1
2
eae−
1
2
B ∈ G×(Rn,0,1). Also note
that an arbitrary point x = Tx(0) ∈ R
n has the representation
ρ(x) = e−
1
2
ex(ρ(0)) = (e−
1
2
ex)⋆1(e−
1
2
ex)† = eex
in W ⊆ G×(Rn,0,1).
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Exercise 7.1. Repeat the above construction, but replacing the null vector e
by a null 2-blade in R2,1,R1,2, or R0,2. Explain what simplifications can be
made and show that the construction extends to the full euclidean group En
(not necessarily orientation-preserving).
7.2 Conformal algebra
For now, we refer to Chapter 10 in [11]. For an application of the conformal
algebra to so-called twistors, see [3].
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8 Representation theory
In this section we will use the classification of geometric algebras as matrix alge-
bras, which was developed in Section 5, to work out the representation theory of
these algebras. Since one can find representations of geometric algebras in many
areas of mathematics and physics, this leads to a number of interesting appli-
cations. In this section we will consider two main examples in detail, namely
normed division algebras and vector fields on higher-dimensional spheres. An-
other important application of the representation theory for geometric algebras
is to spinor spaces, which will be treated in Section 9.
Definition 8.1. For K = R, C or H, we define a K-representation of G(V, q) as
an R-algebra homomorphism
ρ : G(V, q)→ EndK(W ),
where W is a finite-dimensional vector space over K. W is called a G(V, q)-
module over K.
Note that a vector space over C or H can be considered as a real vector space
together with operators J or I, J,K in EndR(W ) that anticommute and square
to minus the identity. In the definition above we assume that these operators
commute with ρ(x) for all x ∈ G, so that ρ can be said to respect the K-structure
of the space W . When talking about the dimension of the module W we will
always refer to its dimension as a real vector space.
The standard strategy when studying representation theory is to look for
irreducible representations.
Definition 8.2. A representation ρ is called reducible if W can be written as
a direct sum of proper (not equal to 0 or W ) invariant subspaces, i.e.
W =W1 ⊕W2 and ρ(x)(Wj) ⊆Wj ∀ x ∈ G.
In this case we can write ρ = ρ1⊕ ρ2, where ρj(x) := ρ(x)|Wj . A representation
is called irreducible if it is not reducible.
Remark. The traditional definition of an irreducible representation is that it
does not have any proper invariant subspaces (the above notion is then called
indecomposable). However, because G is generated by a finite group (the Clifford
group) one can verify that these two definitions are equivalent in this case (see
Exercise 8.1).
Proposition 8.1. Every K-representation ρ of a geometric algebra G(V, q) can
be split up into a direct sum ρ = ρ1 ⊕ . . .⊕ ρm of irreducible representations.
Proof. This follows directly from the definitions and the fact that W is finite-
dimensional.
Definition 8.3. Two K-representations ρj : G(V, q)→ EndK(Wj), j = 1, 2, are
said to be equivalent if there exists a K-linear isomorphism F : W1 → W2 such
that
F ◦ ρ1(x) ◦ F
−1 = ρ2(x) ∀ x ∈ G.
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Theorem 8.2. Up to equivalence, the only irreducible representations of the
matrix algebras Kn×n and Kn×n ⊕Kn×n are
ρ : Kn×n → EndK(K
n)
and
ρ1,2 : K
n×n ⊕Kn×n → EndK(K
n)
respectively, where ρ is the defining representation (ordinary matrix multiplica-
tion) and
ρ1(x, y) := ρ(x),
ρ2(x, y) := ρ(y).
This follows from the classical fact that the algebras Kn×n are simple (i.e. have
no proper two-sided ideals) and that simple algebras have only one irreducible
representation up to equivalence. See e.g. [24] for details.
Theorem 8.3. From the above, together with the classification of real geometric
algebras, follows the table of representations in Table 8.1, where νs,t is the num-
ber of inequivalent irreducible representations and ds,t is the (real) dimension
of an irreducible representation for G(Rs,t). The cases for n > 8 are obtained
using the periodicity
νm+8k = νm,
dm+8k = 16
kdm.
(8.1)
n G(Rn,0) νn,0 dn,0 G(R
0,n) ν0,n d0,n
0 R 1 1 R 1 1
1 R⊕ R 2 1 C 1 2
2 R2×2 1 2 H 1 4
3 C2×2 1 4 H⊕H 2 4
4 H2×2 1 8 H2×2 1 8
5 H2×2 ⊕H2×2 2 8 C4×4 1 8
6 H4×4 1 16 R8×8 1 8
7 C8×8 1 16 R8×8 ⊕ R8×8 2 8
8 R16×16 1 16 R16×16 1 16
Table 8.1: Number and dimension of irreducible representations of euclidean
and anti-euclidean geometric algebras.
Note that the cases when there are two inequivalent irreducible representations
of G(Rs,t) correspond exactly to the cases when the pseudoscalar I is central
and squares to one. Furthermore, the two representations ρ± are characterized
by their value on the pseudoscalar,
ρ±(I) = ± id .
It is clear that these two representations are inequivalent, since if F :W1 →W2
is an isomorphism, and ρ(I) = σ idW1 , then also F ◦ ρ(I) ◦ F
−1 = σ idW2 .
As one could expect, the corresponding representation theory over the com-
plex field is simpler:
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Theorem 8.4. Let νCn denote the number of inequivalent irreducible complex
representations of G(Cn), and let dCn denote the complex dimension of such a
representation. Then, if n = 2k is even,
νCn = 1 and d
C
n = 2
k,
while if n = 2k + 1 is odd,
νCn = 2 and d
C
n = 2
k.
The inequivalent representations in the odd case are characterized by their value
on the complex volume element IC := i
kI, which in that case is central, and
always squares to one.
We will now consider the situation when the representation space W is en-
dowed with an inner product. Note that if W is a vector space over K with an
inner product, then we can always find a K-invariant inner product on W , i.e.
such that the operators J or I, J,K are orthogonal. Namely, let 〈·, ·〉R be an
inner product on W and put
〈x, y〉C :=
∑
Γ∈{id,J}
〈Γx,Γy〉R, 〈x, y〉H :=
∑
Γ∈{id,I,J,K}
〈Γx,Γy〉R. (8.2)
Then 〈Jx, Jy〉K = 〈x, y〉K and 〈Jx, y〉K = −〈x, Jy〉K, etc.
In the same way, when V is euclidean or anti-euclidean, we can for a given
representation ρ : G(V ) → EndK(W ) find an inner product such that ρ acts
orthogonally with unit vectors, i.e. such that 〈ρ(e)x, ρ(e)y〉 = 〈x, y〉 for all
x, y ∈ W and e ∈ V with e2 = ±1. We construct such an inner product by
averaging a, possibly K-invariant, inner product 〈·, ·〉K over the Clifford group.
Also for general signatures, take an orthonormal basis E of V and put
〈x, y〉 :=
∑
Γ∈BE
〈ρ(Γ)x, ρ(Γ)y〉K. (8.3)
We then have that
〈ρ(ei)x, ρ(ei)y〉 = 〈x, y〉 (8.4)
for all ei ∈ E, and if ei 6= ej in E have the same signature,
〈ρ(ei)x, ρ(ej)y〉 = 〈ρ(ei)ρ(ei)x, ρ(ei)ρ(ej)y〉 = ±〈x, ρ(ei)ρ(ej)y〉
= ∓〈x, ρ(ej)ρ(ei)y〉 = ∓〈ρ(ej)x, ρ(ej)ρ(ej)ρ(ei)y〉
= −〈ρ(ej)x, ρ(ei)y〉.
Thus, in the (anti-)euclidean case, if e =
∑
i aiei and
∑
i a
2
i = 1, we obtain
〈ρ(e)x, ρ(e)y〉 =
∑
i,j
aiaj〈ρ(ei)x, ρ(ei)y〉 = 〈x, y〉.
Hence, this inner product has the desired property. Also note that, for v ∈ V =
Rn,0, we have
〈ρ(v)x, y〉 = 〈x, ρ(v)y〉, (8.5)
while for V = R0,n,
〈ρ(v)x, y〉 = −〈x, ρ(v)y〉, (8.6)
i.e. ρ(v) is symmetric for euclidean spaces and antisymmetric for anti-euclidean
spaces.
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Exercise 8.1. Prove that a representation ρ of G is irreducible (according to
Definition 8.2) if and only if it does not have any proper invariant subspaces.
Hint: You may assume that the representation space has an invariant inner
product.
8.1 Examples
We are now ready for some examples which illustrate how representations of
geometric algebras can appear in various contexts and how their representation
theory can be used to prove important theorems.
8.1.1 Normed division algebras
Our first example concerns the possible dimensions of normed division algebras.
A normed division algebra is an algebra A over R (not necessarily associative)
with unit and a norm | · | such that
|xy| = |x||y| (8.7)
for all x, y ∈ A and such that every nonzero element is invertible. We will prove
the following
Theorem 8.5 (Hurwitz’ Theorem). If A is a finite-dimensional normed divi-
sion algebra over R, then its dimension is either 1, 2, 4 or 8.
Remark. This corresponds uniquely to R, C, H, and the octonions O, respec-
tively. The proof of uniqueness requires some additional steps, see e.g. [5].
Let us first consider what restrictions that the requirement (8.7) puts on
the norm. Assume that A has dimension n. For every a ∈ A we have a linear
transformation
La : A → A,
x 7→ ax
given by left multiplication by a. When |a| = 1 we then have
|Lax| = |ax| = |a||x| = |x|, (8.8)
i.e. La preserves the norm. Hence, it maps the unit sphere S := {x ∈ A : |x| =
1} in A into itself. Furthermore, since every element in A is invertible, we can
for each pair x, y ∈ S find an a ∈ S such that Lax = ax = y. Now, these facts
imply a large amount of symmetry of S. In fact, we have the following
Lemma 8.6. Assume that V is a finite-dimensional normed vector space. Let
SV denote the unit sphere in V . If, for every x, y ∈ SV , there exists an operator
L ∈ End(V ) such that L(SV ) ⊆ SV and L(x) = y, then V must be an inner
product space.
*Proof. We will need the following fact: Every compact subgroup G of GL(n)
preserves some inner product on Rn. This can be shown by picking a Haar-
measure µ on G and averaging any inner product 〈·, ·〉 on Rn over G using this
measure, (analogous to (8.2),(8.3) where the group is finite)
〈x, y〉G :=
∫
G
〈gx, gy〉 dµ(g). (8.9)
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Now, let G be the group of linear transformations on V ∼= Rn which preserve
its norm | · |. G is compact in the finite-dimensional operator norm topology,
since G =
⋂
x∈V {L ∈ End(R
n) : |Lx| = |x|} is closed and bounded by 1.
Furthermore, L ∈ G is injective and therefore an isomorphism. The group
structure is obvious. Hence, G is a compact subgroup of GL(n).
From the above we know that there exists an inner product 〈·, ·〉 on Rn which
is preserved by G. Let | · |◦ denote the norm associated to this inner product, i.e.
|x|2◦ = 〈x, x〉. Take a point x ∈ R
n with |x| = 1 and rescale the inner product so
that also |x|◦ = 1. Let S and S◦ denote the unit spheres associated to | · | and
| · |◦, respectively. By the conditions in the lemma, there is for every y ∈ S an
L ∈ G such that L(x) = y. But G also preserves the norm | · |◦, so y must also
lie in S◦. Hence, S is a subset of S◦. However, being unit spheres associated to
norms, S and S◦ are both homeomorphic to the standard sphere S
n−1, so we
must have that they are equal. Therefore, the norms must be equal.
We now know that our normed division algebra A has some inner product
〈·, ·〉 such that 〈x, x〉 = |x|2. We call an element a ∈ A imaginary if a is
orthogonal to the unit element, i.e. if 〈a, 1A〉 = 0. Let Im A denote the (n− 1)-
dimensional subspace of imaginary elements. We will observe that Im A acts
on A in a special way.
Take a curve γ : (−ǫ, ǫ) → S on the unit sphere such that γ(0) = 1A and
γ′(0) = a ∈ Im A. (Note that Im A is the tangent space to S at the unit
element.) Then, because the product in A is continuous, ∀x, y ∈ A
d
dt
∣∣
t=0
Lγ(t)x = lim
h→0
1
h
(
Lγ(h)x− Lγ(0)x
)
= lim
h→0
1
h
(
γ(h)− γ(0)
)
x = γ′(0)x = ax = Lax
and
0 = ddt
∣∣
t=0
〈x, y〉 = ddt
∣∣
t=0
〈Lγ(t)x, Lγ(t)y〉
= 〈 ddt
∣∣
t=0
Lγ(t)x, Lγ(0)y〉+ 〈Lγ(0)x,
d
dt
∣∣
t=0
Lγ(t)y〉
= 〈Lax, y〉+ 〈x, Lay〉.
Hence, L∗a = −La for a ∈ Im A. If, in addition, |a| = 1 we have that La ∈
O(A, | · |2), so L2a = −LaL
∗
a = − id. For an arbitrary imaginary element a we
obtain by rescaling
L2a = −|a|
2 id . (8.10)
This motivates us to consider the geometric algebra G(Im A, q) with quadratic
form q(a) := −|a|2. By (8.10) and the universal property of geometric algebras
(Proposition 2.1) we find that L extends to a representation of G(Im A, q) on
A,
Lˆ : G(Im A, q)→ End(A), (8.11)
i.e. a representation of G(R0,n−1) on Rn. The representation theory then de-
mands that n is a multiple of d0,n−1. By studying Table 8.1 and taking period-
icity (8.1) into account we find that this is only possible for n = 1, 2, 4, 8.
Remark. Not only R, C, and H, but also the octonion algebra O can be con-
structed explicitly in terms of Clifford algebras, however, one cannot use simply
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the geometric product in this case since the octonion product is non-associative.
With a choice of octonionic structure, e.g.
C := e1e2e4 + e2e3e5 + e3e4e6 + e4e5e7 + e5e6e1 + e6e7e2 + e7e1e3 ∈ G
3,
we can identify O := G0 ⊕ G1 ⊆ G(R0,7), with a multiplication given by
a ⋄ b := 〈ab(1− C)〉0,1,
or alternatively, O := G1(R8) with
a ⋄ b := 〈ae8b(1− CI7)(1 − I)〉1,
where I7 := e1 . . . e7, and e8 in this case represents the unit of O. We refer to
[27] for more on this construction, and to [5] for more on octonions in general.
8.1.2 Vector fields on spheres
In our next example we consider the N -dimensional unit spheres SN and use
representations of geometric algebras to construct vector fields on them. The
number of such vector fields that can be found gives us information about the
topological features of these spheres.
Theorem 8.7 (Radon-Hurwitz). On SN there exist nN pointwise linearly in-
dependent vector fields, where, if we write N uniquely as
N + 1 = (2t+ 1)24a+b, t, a ∈ N, b ∈ {0, 1, 2, 3},
then
nN = 8a+ 2
b − 1.
For example,
N 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
nN 0 1 0 3 0 1 0 7 0 1 0 3 0 1 0 8 0
Corollary. S1, S3 and S7 are parallelizable.
Remark. The number of vector fields constructed in this way is actually the
maximum number of possible such fields on SN . This is a much deeper result
proven by Adams [2] using algebraic topology.
Our main observation is that if RN+1 is a G(R0,n)-module then we can
construct n pointwise linearly independent vector fields on the unit sphere
SN = {x ∈ RN+1 : 〈x, x〉 = 1}.
Namely, suppose we have a representation ρ of G(R0,n) on RN+1. Take an inner
product 〈·, ·〉 on RN+1 such that the action of ρ is orthogonal and pick any basis
{e1, . . . , en} of R
0,n. We can now define a collection of smooth vector fields
{V1, . . . , Vn} on R
N+1 by
Vi(x) := ρ(ei)x, i = 1, . . . , n.
According to the observation (8.6) this action is antisymmetric, so that
〈Vi(x), x〉 = 〈ρ(ei)x, x〉 = −〈x, ρ(ei)x〉 = 0.
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Hence, Vi(x) ∈ TxS
N for x ∈ SN . By restricting to SN we therefore have
n tangent vector fields. It remains to show that these are pointwise linearly
independent. Take x ∈ SN and consider the linear map
ix : R
0,n → TxS
N
v 7→ ix(v) := ρ(v)x
Since the image of ix is SpanR{Vi(x)} it is sufficient to prove that ix is injective.
But if ix(v) = ρ(v)x = 0 for some v ∈ R
0,n then also v2x = ρ(v)2x = 0, so we
must have v = 0.
Now, for a fixed N we want to find as many vector fields as possible, so we
seek the highest n such that RN+1 is a G(R0,n)-module. From the representation
theory we know that this requires that N+1 is a multiple of d0,n. Furthermore,
since d0,n is a power of 2 we obtain the maximal such n when N + 1 = p2
m,
where p is odd and d0,n = 2
m. Using Table 8.1 and the periodicity (8.1) we find
that if we write N + 1 = p24a+b, with 0 ≤ b ≤ 3, then n = 8a + 2b − 1. This
proves the theorem.
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9 Spinors
This section is currently incomplete. We refer to the references below for more
complete treatments.
In general, a spinor Ψ is an object upon which a rotor R acts by single-
sided action like left multiplication Ψ 7→ RΨ, instead of two-sided action like
e.g. Ψ 7→ R(Ψ) = RΨR†. More precisely, a spinor space is a representation
space for the rotor group, but such that the action does not factor through the
twisted adjoint action A˜d : Spin+ → SO+. The most commonly considered types
of spinor spaces are spinor modules and irreducible Spin representations, as well
as ideal spinors, spinor operators, and more generally, mixed-action spinors.
9.1 Spin representations
Recall the representation theory of geometric algebras of Section 8. Given
G(Rs,t), there is either one or two inequivalent irreducible K-representations
of real dimension ds,t, where K is either R, C, or H. This can be read off from
Table 5.1 together with periodicity. We call such an irreducible representation
space,
Ss,t := K
ds,t/ dimR K ∼= Rds,t ,
the corresponding spinor module18 of G(Rs,t). Furthermore, because the Pin,
Spin and rotor groups are contained in G, this will also provide us with a rep-
resentation space for those groups.
Proposition 9.1. The representation of the group Pin(s, t), obtained by re-
stricting an irreducible real representation ρ : G(Rs,t)→ EndR(Ss,t) to Pin ⊆ G,
is irreducible. Furthermore, whenever there are two inequivalent such represen-
tations ρ, their corresponding restrictions to Pin are also inequivalent.
Proof. The first statement follows from the fact that the standard basis of G
is contained in the Pin group. The second follows by recalling the role of the
pseudoscalar I ∈ Pin in singling out inequivalent irreducible representations.
Definition 9.1. The real spinor representation of the group Spin(s, t) is the
homomorphism
∆s,t : Spin(s, t) → GL(Ss,t)
R 7→ ρ(R)
given by restricting an irreducible real representation ρ : G(Rs,t)→ EndR(Ss,t)
to Spin ⊆ G+ ⊆ G. Analogously, a real spinor representation of the rotor group
is obtained by restricting to Spin+(s, t).
Proposition 9.2. Depending on s and t, the representation ∆s,t decomposes
as
∆s,t = ∆
+ ⊕∆−,
∆s,t = ∆
0 ⊕∆0, or
∆s,t = ∆
0,
18Sometimes called a space of pinors. Beware that the terminology regarding spinor spaces
varies a lot in the literature, and can unfortunately be quite confusing.
92
where ∆+, ∆−, ∆0 in the respective cases denote inequivalent irreducible repre-
sentations of Spin(s, t). This decomposition of ∆s,t is independent of which irre-
ducible representation ρ is chosen in the definition (in the case that there are two
inequivalent such representations). We write Ss,t = S
+
K
⊕ S−
K
, Ss,t = S
0
K
⊕ S0
K
,
and Ss,t = S
0
K
, for the respective representation spaces, where K tells whether
the representation is real, complex or quaternionic. The different cases of (s, t)
modulo 8 are listed in Table 9.1.
Proof. This follows from Proposition 9.1 and the identification
Spin(s, t+ 1) ⊆ G+(Rs,t+1) ⊆ G(Rs,t+1) → EndSs,t+1
→֒ ∼ =
Pin(s, t) ⊆ G(Rs,t) → EndSs,t
induced by the isomorphism F in the proof of Proposition 5.1.
Example 9.1. The spinor module of the space algebra G(R3) is irreducible
w.r.t. the spatial rotor group Spin(3, 0),
S3,0 = C
2 = S0H,
while the spinor module of the spacetime algebra G(R1,3) decomposes into a
pair of equivalent four-dimensional irreducible representations of Spin(1, 3),
S1,3 = H
2 = S0C ⊕ S
0
C.
There is also an interesting decomposition in eight dimensions,
S8,0 = S0,8 = R
16 = S+
R
⊕ S−
R
,
which is related to the notion of triality (see e.g. [27] and references therein).
Definition 9.2. The complex spinor representation of Spin(s, t) is the homo-
morphism
∆Cs,t : Spin(s, t) → GLC(S)
R 7→ ρ(R)
obtained by restricting an irreducible complex representation ρ : G(Cs+t) →
EndC(S) to Spin(s, t) ⊆ G
+(Rs,t) ⊆ G(Rs,t)⊗ C ∼= G(Cs+t).
Proposition 9.3. When n is odd, the representation ∆Cn is irreducible and
independent of which irreducible representation ρ is chosen in the definition.
When n is even, there is a decomposition
∆Cn = ∆
+
C
⊕∆−
C
into a direct sum of two inequivalent irreducible complex representations of
Spin(n).
In physics, spinors of the complex representation ∆Cn are usually called Dirac
spinors, and ∆+
C
, ∆−
C
are left- and right-handed Weyl (or chiral) spinor represen-
tations. Elements of the real representations Ss,t are called Majorana spinors,
while those of S+
K
, S−
K
are left- and right-handed Majorana-Weyl spinors.
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7 S0
R
S0
C
S0
H
S+
H
⊕ S−
H
S0
H
S0
C
⊕ S0
C
S0
R
⊕ S0
R
S+
R
⊕ S−
R
6 S0
C
S0
H
S+
H
⊕ S−
H
S0
H
S0
C
⊕ S0
C
S0
R
⊕ S0
R
S+
R
⊕ S−
R
S0
R
5 S0
H
S+
H
⊕ S−
H
S0
H
S0
C
⊕ S0
C
S0
R
⊕ S0
R
S+
R
⊕ S−
R
S0
R
S0
C
4 S+
H
⊕ S−
H
S0
H
S0
C
⊕ S0
C
S0
R
⊕ S0
R
S+
R
⊕ S−
R
S0
R
S0
C
S0
H
3 S0
H
S0
C
⊕ S0
C
S0
R
⊕ S0
R
S+
R
⊕ S−
R
S0
R
S0
C
S0
H
S+
H
⊕ S−
H
2 S0
C
⊕ S0
C
S0
R
⊕ S0
R
S+
R
⊕ S−
R
S0
R
S0
C
S0
H
S+
H
⊕ S−
H
S0
H
1 S0
R
⊕ S0
R
S+
R
⊕ S−
R
S0
R
S0
C
S0
H
S+
H
⊕ S−
H
S0
H
S0
C
⊕ S0
C
0 S+
R
⊕ S−
R
S0
R
S0
C
S0
H
S+
H
⊕ S−
H
S0
H
S0
C
⊕ S0
C
S0
R
⊕ S0
R
0 1 2 3 4 5 6 7
Table 9.1: The decomposition of the spinor module Ss,t in the box (s,t) modulo 8.
9
4
Note that the spinor representations defined above do not descend to rep-
resentations of SO(s, t) since ∆
(C)
s,t (−1) = − id. Actually, together with the
canonical tensor representations
ad |G1 : ad 1
2
ei∧ej (v) =
1
2
[ei ∧ ej , v] = (ei ∧ ej) y v = vjei − viej ,
ad |Gk : ad 1
2
ei∧ej (x) =
k∑
r=1
∑
i1,...,ik
vi1 ∧ · · · ∧ ad 1
2
ei∧ej (vir ) ∧ · · · ∧ vik ,
where v =
∑
i viei, x =
∑
i1,...,ik
vi1 ∧ · · · ∧ vik ∈ G
k, and {ei}
n
i=1 is an or-
thonormal basis of Rn, these additional representations provide us with the full
set of so called fundamental representations of the Lie algebras so(n) and the
corresponding Lie groups Spin(n).
We refer to [26, 14] for more on this approach to spinor spaces, and proofs
of the above propositions.
9.2 Ideal spinors
The above spaces of spinors can actually be considered as subspaces of the
geometric algebra G itself, namely as minimal left ideals of G, with the action
given by left multiplication on the algebra. For now, we refer to [27] for this
approach.
9.3 Mixed-action spinors
A subspace of spinors S ⊆ G can of course be extended from a minimal left ideal
of G to some larger invariant subspace, like a sum of such ideals, or the whole
algebra G. However, it is possible to consider other, intermediate, subspaces S
by, instead of only left action, also take advantage of right action. For now, we
refer to [11, 28] for examples of this approach.
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10 Some Clifford analysis on Rn
This section is currently incomplete. We refer to e.g. [11, 13, 20].
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11 The algebra of Minkowski spacetime
For now, we refer to chapters 5,7 and 8 in [11]. See also e.g. [1, 19].
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A Appendix
A.1 Notions in algebra
In order to make the presentation of this course easier to follow also without a
wide mathematical knowledge, we give here a short summary of basic notions
in algebra, most of which will be used in the course.
A.1.1 Basic notions
A binary composition ∗ on a set M is a map
M ×M → M
(x, y) 7→ x ∗ y
The composition is called
associative if (x ∗ y) ∗ z = x ∗ (y ∗ z) ∀x, y, z ∈M ,
commutative if x ∗ y = y ∗ x ∀x, y ∈M .
If there exists an element e ∈M such that e∗x = x∗e = x ∀x ∈M then e is
called a unit. Units are unique because, if e and e′ are units, then e = e∗e′ = e′.
An element x ∈M has a left inverse y if y∗x = e, right inverse z if x∗z = e,
and inverse y if y ∗ x = x ∗ y = e. If ∗ is associative and if y and z are inverses
to x then
z = z ∗ e = z ∗ (x ∗ y) = (z ∗ x) ∗ y = e ∗ y = y.
In other words, inverses are unique whenever ∗ is associative.
Let ∗ and ⋄ be two binary compositions on M . We say that ∗ is distributive
over ⋄ if
x ∗ (y ⋄ z) = (x ∗ y) ⋄ (x ∗ z) ∀x, y, z ∈M
and
(y ⋄ z) ∗ x = (y ∗ x) ⋄ (z ∗ x) ∀x, y, z ∈M.
From these notions one can define a variety of common mathematical struc-
tures as follows.
Monoid: A set with an associative binary composition.
Group: Monoid with unit, where every element has an inverse.
Abelian group: Commutative group.
Ring: A set R with two binary compositions, called addition (+) and multipli-
cation (·), such that (R,+) is an abelian group and (R, ·) is a monoid, and
where multiplication is distributive over addition. Furthermore, it should
hold that 0 · x = x · 0 = 0 for all x ∈ R, where 0 denotes the additive unit
and is called zero.
Ring with unit: Ring where multiplication has a unit, often denoted 1 and
called one or the identity.
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Characteristic: The characteristic, charR, of a ring R with unit 1 is defined
to be the smallest integer n > 0 such that 1 + . . .+ 1︸ ︷︷ ︸
n terms
= 0. If no such n
exists, then we define charR = 0.
Commutative ring: Ring with commutative multiplication.
(Skew) Field: (Non-)Commutative ring with unit, where every nonzero ele-
ment has a multiplicative inverse.
Module: An abelian group (M,⊕) is called a module over the ring (R,+, ·) if
we are given a map (often called scalar multiplication)
R×M → M
(r,m) 7→ rm
such that for all r, r′ ∈ R and m,m′ ∈M
i) 0Rm = 0M
ii) 1m = m, if R has the multiplicative unit 1
iii) (r + r′)m = (rm)⊕ (r′m)
iv) r(m⊕m′) = (rm)⊕ (rm′)
v) (r · r′)m = r(r′m)
Remark. Usually, both the zero 0R in R and the additive unit 0M in M are
denoted 0. Also, ⊕ is denoted + and is called addition as well.
Submodule: If A is a non-empty subset of an R-module B then A is called a
submodule of B if
x, y ∈ A ⇒ x+ y ∈ A ∀x, y
and
r ∈ R, x ∈ A⇒ rx ∈ A ∀r, x,
i.e. A is closed under addition and multiplication by scalars. (In general,
a substructure is a non-empty subset of a structure that is closed under
the operations of the structure.)
Ideal: A non-empty subset J of a ring R is called a (two-sided) ideal if
x, y ∈ J ⇒ x+ y ∈ J ∀x, y
and
x ∈ J, r, q ∈ R⇒ rxq ∈ J ∀x, r, q.
J is called a left-sided resp. right-sided ideal if the latter condition is
replaced with
x ∈ J, r ∈ R⇒ rx ∈ J ∀x, r
resp.
x ∈ J, r ∈ R⇒ xr ∈ J ∀x, r.
Vector space: Module over a field.
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Hilbert space: Vector space overR or C with a hermitian inner product (linear
or sesquilinear) such that the induced topology of the corresponding norm
is complete (Cauchy sequences converge).
R-algebra: An R-module A is called an R-algebra if there is defined an R-
bilinear map A×A
∗
−→ A, usually called multiplication.
Associative R-algebra: R-algebra with associative multiplication (hence also
a ring).
Lie algebra: (Typically non-associative)R-algebraA with multiplication com-
monly denoted [·, ·] s.t.
[x, x] = 0, (antisymmetry)
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, (Jacobi identity)
for all x, y, z ∈ A.
Lie group: A group which is also a differentiable manifold (a topological space
which is essentially composed of patches of Rn that are smoothly glued
together) and such that the group operations are smooth.
Example A.1.
· N with addition is a monoid,
· U(1) (unit complex numbers) with multiplication is an abelian group,
· (Z,+, ·) is a commutative ring,
· Q, R, and C are fields,
· H is a skew field,
· R is a module over Z and a (infinite-dimensional) vector space over Q,
· Cn is a vector space over C, and a Hilbert space with the standard sesquilinear
inner product x¯Ty =
∑n
j=1 x¯jyj ,
· the set Rn×n of real n × n matrices with matrix multiplication is a non-
commutative associative R-algebra with unit,
· R3 with the cross product is a Lie algebra,
· all the following classical groups are Lie groups:
GL(n,K) = {g ∈ Kn×n : detK g 6= 0},
O(n) = {g ∈ Rn×n : 〈gx, gy〉R = 〈x, y〉R ∀x, y ∈ R
n},
SO(n) = {g ∈ O(n) : detR g = 1},
U(n) = {g ∈ Cn×n : 〈gx, gy〉C = 〈x, y〉C ∀x, y ∈ C
n},
SU(n) = {g ∈ U(n) : detC g = 1},
Sp(n) = {g ∈ Hn×n : 〈gx, gy〉H = 〈x, y〉H ∀x, y ∈ H
n},
where 〈x, y〉K = x¯
Ty denotes the standard hermitian inner product on the cor-
responding space.
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Group homomorphism: A map ϕ : G → G′, where (G, ∗) and (G′, ∗′) are
groups, such that
ϕ(x ∗ y) = ϕ(x) ∗′ ϕ(y) ∀x, y ∈ G
and ϕ(e) = e′.
Module homomorphism: A map ϕ : M → M ′, where M and M ′ are R-
modules, such that
ϕ(rx + y) = rϕ(x) + ϕ(y) ∀r ∈ R, x, y ∈M.
A map with this property is called R-linear, and the set of R-module
homomorphisms ϕ : M → M ′ (which is itself naturally an R-module) is
denoted HomR(M,M
′).
R-algebra homomorphism: An R-linear map ϕ : A → A′, where A and A′
are R-algebras, such that ϕ(x ∗A y) = ϕ(x) ∗A′ ϕ(y) ∀x, y ∈ A. If A and
A′ have units 1A resp. 1A′ then we also require that ϕ(1A) = 1A′ .
Isomorphism: A bijective homomorphism ϕ : A→ B (it follows that also ϕ−1
is a homomorphism). We say that A and B are isomorphic and write
A ∼= B.
Endomorphism: A homomorphism from an object to itself. For an R-module
M , we denote EndRM := HomR(M,M).
Automorphism: An endomorphism which is also an isomorphism.
Relation: A relation on a set X is a subset R ⊆ X ×X . If (x, y) ∈ R then we
say that x is related to y and write xRy.
A relation R on X is called
reflexive if xRx ∀x ∈ X ,
symmetric if xRy ⇒ yRx ∀x, y ∈ X ,
antisymmetric if xRy & yRx⇒ x = y ∀x, y ∈ X ,
transitive if xRy & yRz ⇒ xRz ∀x, y, z ∈ X .
Partial order: A reflexive, antisymmetric, and transitive relation.
Total order: A partial order such that either xRy or yRx holds ∀x, y ∈ X .
Equivalence relation: A reflexive, symmetric, and transitive relation.
A.1.2 Direct products and sums
Suppose we are given an R-moduleMi for each i in some index set I. A function
f : I →
⋃
i∈I Mi is called a section if f(i) ∈ Mi for all i ∈ I. The support of a
section f , supp f , is the set {i ∈ I : f(i) 6= 0}.
Definition A.1. The (direct) product
∏
i∈I
Mi of the modules Mi is the set of all
sections. The (direct) sum
⊔
i∈I
Mi =
⊕
i∈I
Mi is the set of all sections with finite
support.
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If I is finite, I = {1, 2, . . . , n}, then the product and sum coincide and is also
denoted M1 ⊕M2 ⊕ . . .⊕Mn.
The R-module structure on the direct sum and product is given by “point-
wise” summation and R-multiplication,
(f + g)(i) := f(i) + g(i), and (rf)(i) := r(f(i)),
for sections f, g and r ∈ R. If, moreover, the R-modulesMi also are R-algebras,
then we can promote
∏
i∈I Mi and
⊕
i∈I Mi into R-algebras as well by defining
“pointwise” multiplication
(fg)(i) := f(i)g(i).
Also note that we have canonical surjective R-module homomorphisms
πj :
∏
i∈I
Mi ∋ f 7→ f(j) ∈Mj ,
and canonical injective R-module homomorphisms
σj :Mj ∋ m 7→ σj(m) ∈
⊕
i∈I
Mi,
defined by σj(m)(i) := (i = j)m.
Let us consider the caseMi = R, for all i ∈ I, in a little more detail. Denote
by X an arbitrary set and R a ring with unit. If f : X → R then the support
of f is given by
supp f = {x ∈ X : f(x) 6= 0}.
Definition A.2. The direct sum of R over X , or the free R-module generated
by X , is the set of all functions from X to R with finite support, and is denoted⊕
X
R or
⊔
X
R.
For x ∈ X , we conveniently define δx : X → R through δx(y) = (x = y), i.e.
δx(y) = 0 if y 6= x, and δx(x) = 1. Then, for any f : X → R with finite support,
we have
f(y) =
∑
x∈X
f(x)δx(y) ∀y ∈ X,
or, with the R-module structure taken into account,
f =
∑
x∈X
f(x)δx.
This sum is usually written simply f =
∑
x∈X f(x)x or
∑
x∈X fxx, and is
interpreted as a formal sum of the elements in X with coefficients in R.
Exercise A.1. Prove the following universality properties of the product and
the sum:
a) Let N be an R-module and let ρj ∈ HomR(N,Mj) for all j ∈ I. Show
that there exist unique τj ∈ HomR(N,
∏
i∈I Mi), such that the diagram below
commutes:
N
ցτj
ρj ↓
∏
i∈I Mi
ւπj
Mj
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b) Let ρj : Mj → N be in HomR(Mj , N). Prove that there exist unique
τj ∈ HomR(
⊕
i∈I Mi, N), making the diagram below commutative:
Mj
ցσj
ρj ↓
⊕
i∈I Mi
ւτj
N
A.1.3 Lists
Let X be an arbitrary set and define the cartesian products of X inductively
through
X0 = {∅} (the empty list)
X1 = X
Xn+1 = X ×Xn, n > 0.
Note that X is isomorphic to X ×X0.
Definition A.3. ListX :=
⋃
n≥0X
n is the set of all finite lists of elements in
X .
We have a natural monoid structure on ListX through concatenation of
lists:
ListX × ListX → ListX
(x1x2 . . . xm , y1y2 . . . yn) 7→ x1 . . . xmy1 . . . yn
This binary composition, which we shall call multiplication of lists, is obviously
associative, and the empty list, which we can call 1, is the unit.
A.1.4 The free associative R-algebra generated by X
Let M = ListX and define the free associative R-algebra generated by X , or the
noncommutative polynomial ring over the ring R in the variables X , first as an
R-module by
R{X} :=
⊕
M
R.
We shall now define a multiplication on R{X} which extends our multiplication
on M , such that R{X} becomes a ring. We let
R{X} ×R{X} → R{X}
(f, g) 7→ fg,
where
(fg)(m) :=
∑
m′m′′=m
f(m′)g(m′′).
That is, we sum over all (finitely many) pairs (m′,m′′) such that m′ ∈ supp f ,
m′′ ∈ supp g and m = m′m′′.
If we interpret f and g as formal sums over M , i.e.
f =
∑
m∈M
fmm, g =
∑
m∈M
gmm,
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then we obtain
fg =
∑
m′,m′′∈M
fm′gm′′m
′m′′.
Remark. We could of course also promote
⊕
M R to a ring in this way if we
only required that M is a monoid and R a ring with unit.
Exercise A.2. Verify that R{X} is a ring with unit.
A.1.5 Quotients
Let A be a submodule of the the R-module B and define, for x ∈ B,
x+A := {x+ y : y ∈ A}.
Sets of the form x+A are called residue classes and the set of these is denoted
B/A, i.e.
B/A = {x+A : x ∈ B}.
The residue class x+A with representative x ∈ B is often denoted [x].
We will now promote B/A to an R-module (called a quotient module). Ad-
dition is defined by
B/A×B/A
+
→ B/A
(x+A, y +A) 7→ x+ y +A.
We have to verify that addition is well defined, so assume that x+A = x′ +A
and y + A = y′ + A. Then we must have x − x′ ∈ A and y − y′ ∈ A so that
x′ + y′ + A = x + y + (x′ − x) + (y′ − y) + A. Hence, x′ + y′ + A ⊆ x + y + A
and similarly x+ y+A ⊆ x′ + y′+A. This shows that x′ + y′+A = x+ y+A.
Multiplication with ring elements is defined similarly by
R×B/A → B/A
(r, x+A) 7→ rx+A.
Exercise A.3. Verify that the R-multiplication above is well defined and that
B/A becomes a module over R.
If instead J is an ideal in the ring R, we let
R/J = {x+ J : x ∈ R}
and define addition through
R/J ×R/J
+
→ R/J
(x + J, y + J) 7→ x+ y + J,
and multiplication through
R/J ×R/J → R/J
(x+ J, y + J) 7→ xy + J.
We leave to the reader to verify that the addition and multiplication defined
above are well defined and that they promote R/J to a ring.
Example A.2. nZ with n a positive integer is an ideal in Z, and Zn := Z
/
nZ
is a ring with characteristic n (and a field when n is prime).
104
A.1.6 Tensor products of modules
Let A and B be R-modules and let D be the smallest submodule of
⊕
A×B R
containing the set{
(a+ a′, b)− (a, b)− (a′, b), (a, b+ b′)− (a, b)− (a, b′), (ra, b)− r(a, b),
(a, rb) − r(a, b) : a, a′ ∈ A, b, b′ ∈ B, r ∈ R
}
.
Then the tensor product A⊗R B (or simply A⊗ B) of A and B is defined by
A⊗R B :=
⊕
A×B
R
/
D.
The point with the above construction is the following
Theorem A.1 (Universality). To each bilinear A × B
β
→ C, where A,B and
C are R-modules, there exists a unique linear λ : A ⊗ B → C such that the
diagram below commutes
A× B
β
−→ C
π ↓ րλ
A⊗ B
Here, π : A × B → A ⊗ B is the canonical projection that satisfies π(a, b) =
a⊗b := (a, b)+D, where (a, b) on the right hand side is an element in
⊕
A×B R.
Exercise A.4. Verify the above theorem.
A.1.7 Sums and products of algebras
Let A and B be R-algebras with multiplication maps ∗A resp. ∗B. We have
defined the direct sum A⊕B as an R-algebra through pointwise multiplication,
(A⊕B)× (A⊕B) → A⊕ B(
(a, b) , (a′, b′)
)
7→ (a ∗A a
′, b ∗B b
′).
We can also promote the tensor productA⊗RB into anR-algebra by introducing
the product
(A⊗R B)× (A⊗R B) → A⊗R B
(a⊗ b , a′ ⊗ b′) 7→ (a ∗A a
′)⊗ (b ∗B b
′)
and extending linearly. If 1A and 1B are units on A resp. B, then (1A, 1B)
becomes a unit on A ⊕ B and 1A ⊗ 1B becomes a unit on A ⊗R B. Note
that the above algebras may look similar, but they are very different since e.g.
1A ⊗ 0 = 0⊗ 1B = 0, while (1A, 1B) = (1A, 0) + (0, 1B) 6= 0.
It is easy to see that if A and B are associative R-algebras, then also A⊕B
and A⊗R B are associative. Furthermore, it holds that
Rn×n ⊗R A
m×m ∼= Anm×nm, (A.1)
as R-algebras, where n,m are positive integers, and R is a ring with unit.
Exercise A.5. Prove the isomorphism (A.1) by considering the map
Rn×n ×Am×m
F
−→ Anm×nm
(r , a) 7→ F (r, a),
with F (r, a)(i,j),(k,l) := ri,kaj,l, and i, k ∈ {1, . . . , n}, j, l ∈ {1, . . . ,m}.
105
A.1.8 The tensor algebra T (V )
The tensor algebra T (V ) of a module V over a ring R can be defined as a direct
sum of tensor products of V with itself,
T (V ) :=
∞⊕
k=0
(⊗k
V
)
,
where
⊗0
V := R,
⊗1
V := V ,
⊗k+1
V := (
⊗k
V )⊗RV , and with the obvious
associative multiplication (concatenation of tensors) extended linearly,
(v1 ⊗ . . .⊗ vj)⊗ (w1 ⊗ . . .⊗ wk) := v1 ⊗ . . .⊗ vj ⊗ w1 ⊗ . . .⊗ wk.
Alternatively, T (V ) is obtained as the free associative R-algebra generated by
either the set V itself,
T (V ) ∼= R{V }/Dˆ,
where Dˆ is the ideal generating linearity in each factor (similarly to D in the
definition of the tensor product above), or (when R = F is a field) by simply
choosing a basis E of V ,
T (V ) ∼= F{E}.
Exercise A.6. Verify the equivalence of these three definitions of T (V ).
A.2 Expansion of the inner product
Let Λ(n,m) denote the set of ordered m-subsets λ = (λ1 < λ2 < . . . < λm)
of the set {1, 2, . . . , n}, with m ≤ n. The ordered complement of λ is denoted
λc = (λc1 < λ
c
2 < . . . < λ
c
n−m). Furthermore, we denote by sgnλ the sign of the
permutation (λ1, λ2, . . . , λm, λ
c
1, λ
c
2, . . . , λ
c
n−m). For an n-blade A = a1∧· · ·∧an
we use the corresponding notation Aλ = aλ1 ∧ aλ2 ∧ · · · ∧ aλm , etc.
Theorem A.2. For any m-vector x ∈ Gm and n-blade A ∈ Bn, m ≤ n, we
have
x x A =
∑
λ∈Λ(n,m)
(sgnλ)(x ∗Aλ)Aλc . (A.2)
Proof. First note that both sides of (A.2) are linear in x and that the l.h.s.
is linear and alternating in the ak’s. To prove that a multilinear mapping
F : V × V × . . . × V = V n → W is alternating it is enough to show that
F (x1, . . . , xn) = 0 whenever xs = xs+1 for s = 1, . . . , n−1. So for the right hand
side, suppose that as = as+1 and consider a fixed λ ∈ Λ(n,m). If {s, s+1} ⊆ λ
or {s, s+ 1} ⊆ λc, then Aλ or Aλc vanishes. So let us assume e.g. that s ∈ λ
and s+ 1 ∈ λc, say s = λi, s+ 1 = λ
c
j . We define µ ∈ Λ(n,m) such that
(λ, λc) = (λ1, λ2, . . . , λi = s, . . . , λm, λ
c
1, λ
c
2, . . . , λ
c
j = s+1, . . . , λ
c
n−m)
= = = = = =
(µ, µc) = (µ1, µ2, . . . , µi = s+1, . . . , µm, µ
c
1, µ
c
2, . . . , µ
c
j = s, . . . , µ
c
n−m)
Then µ ∈ Λ(n,m), sgnµ = − sgnλ, and since as = as+1, we have Aλ = Aµ and
Aλc = Aµc . Thus, (sgnλ)(x ∗Aλ)Aλc + (sgnµ)(x ∗Aµ)Aµc = 0.
We conclude that both sides of (A.2) are alternating and multilinear in
a1, . . . , an. Hence, we may without loss of generality assume that x = e1 . . . em
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and A = e1 . . . em . . . en (otherwise both sides are zero), where {e1, . . . , ed},
m ≤ n ≤ d, denotes an orthogonal basis for V = G1. But then the theorem is
obvious, since∑
λ∈Λ(n,m)
sgnλ ((e1 . . . em) ∗ (eλ1 . . . eλm))eλc1 . . . eλcn−m
= ((e1 . . . em) ∗ (e1 . . . em))em+1 . . . ed.
A.3 Extension of morphisms
Let A be an abelian group such that a + a = 0 for all a ∈ A and let M be a
monoid with unit 0. A map ϕ : A→ M is called a homomorphism if ϕ(0) = 0
and ϕ(a+ b) = ϕ(a) + ϕ(b) for all a, b ∈ A. We have the following
Theorem A.3. If H is a subgroup of A and ϕ : H → M is a homomorphism
then there exists an extension of ϕ to a homomorphism ψ : A → M such that
ψ|H = ϕ.
Proof. Let a ∈ A rH and form Ha := H ∪ (a +H). Define ϕa : Ha → M by
ϕa(h) := ϕ(h) if h ∈ H and ϕa(a + h) := ϕ(h). It is easy to see that Ha is a
subgroup of A and that ϕa is a homomorphism that extends ϕ.
Let us introduce a partial order  on pairs (H ′, ϕ′) where H ′ is a subgroup
of A and ϕ′ is a homomorphismH ′ →M which extends ϕ. We define (H ′, ϕ′) 
(H ′′, ϕ′′) if H ′ ⊆ H ′′ and ϕ′′|H′ = ϕ
′. By the Hausdorff maximality theorem
there exists a maximal chain
K = {(Hi, ϕi) : i ∈ I},
where I is a total ordered index set w.r.t ≤, and
i ≤ j ⇔ (Hi, ϕi)  (Hj , ϕj).
Now, let H∗ :=
⋃
i∈I H
i. ThenH∗ is a subgroup of A such thatHi ⊆ H∗ ∀i ∈ I,
since if a, b ∈ H∗ then there exists some i ∈ I such that both a, b ∈ Hi, i.e.
a + b ∈ Hi ⊆ H∗. We also define ϕ∗ : H∗ → M by ϕ∗(a) = ϕi(a) if a ∈ Hi.
This is well-defined.
Now, if H∗ 6= A then we could find a ∈ A rH∗ and extend ϕ∗ to a homo-
morphism ϕ∗a : H
∗
a →M as above. But then K ∪ {(H
∗
a , ϕ
∗
a)} would be an even
greater chain than K, which is a contradiction. This proves the theorem.
Now, consider the case when A = (P(X),△), H = F(X), M = {±1} = Z2
with multiplication, and ϕ(A) = (−1)|A| for A ∈ F(X). We then obtain
Theorem A.4. There exists a homomorphism
ϕ :
(
P(X),△
)
→
(
{−1, 1}, ·
)
such that ϕ(A) = (−1)|A| for finite subsets A ⊆ X, and ϕ(A△B) = ϕ(A)ϕ(B)
for all A,B ⊆ X.
In particular, if A,B ⊆ X are disjoint then ϕ(A ∪B) = ϕ(A△B) = ϕ(A)ϕ(B).
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A.4 Matrix theorems
In the following theorem we assume that R is an arbitrary commutative ring
and
A =
 a11 · · · a1m... ...
an1 · · · anm
 ∈ Rn×m, aj =
 a1j...
anj
 ,
i.e. aj denotes the j:th column in A. If I ⊆ {1, . . . , n} and J ⊆ {1, . . . ,m}
we let AI,J denote the |I| × |J |-matrix minor obtained from A by deleting the
rows and columns not in I and J . Further, let k denote the rank of A, i.e. the
highest integer k such that there exists I, J as above with |I| = |J | = k and
detAI,J 6= 0. By renumbering the aij :s we can without loss of generality assume
that I = J = {1, 2, . . . , k}.
Theorem A.5 (Basis minor). If the rank of A is k, and
d := det
 a11 · · · a1k... ...
ak1 · · · akk
 6= 0,
then every d · aj is a linear combination of a1, . . . , ak.
Proof. Pick i ∈ {1, . . . , n} and j ∈ {1, . . . ,m} and consider the (k+1)× (k+1)-
matrix
Bi,j :=

a11 · · · a1k a1j
...
...
...
ak1 · · · akk akj
ai1 · · · aik aij
 .
Then detBi,j = 0. Expanding detBi,j along the bottom row for fixed i we
obtain
ai1C1 + . . .+ aikCk + aijd = 0, (A.3)
where the Cl are independent of the choice of i (but of course dependent on j).
Hence,
C1a1 + . . .+ Ckak + daj = 0, (A.4)
and similarly for all j.
The following shows that the factorization det(AB) = det(A) det(B) is a
unique property of the determinant.
Theorem A.6 (Uniqueness of determinant). Assume that d : Rn×n → R is
continuous and satisfies
d(AB) = d(A)d(B) (A.5)
for all A,B ∈ Rn×n. Then d must be either 0, 1, | det |α or (sign ◦ det)| det |α
for some α > 0.
Proof. First, we have that (I denotes the unit matrix)
d(0) = d(02) = d(0)2,
d(I) = d(I2) = d(I)2,
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so d(0) and d(I) must be either 0 or 1. Furthermore,
d(0) = d(0A) = d(0)d(A),
d(A) = d(IA) = d(I)d(A),
for all A ∈ Rn×n, which implies that d = 1 if d(0) = 1 and d = 0 if d(I) = 0.
We can therefore assume that d(0) = 0 and d(I) = 1.
Now, an arbitrary matrix A can be written as
A = E1E2 . . . EkR,
where R is on reduced row-echelon form (reduced as much as possible by Gaus-
sian elimination) and Ei are elementary row operations of the form
Rij := (swap rows i and j),
Ei(λ) := (scale row i by λ), or
Eij(c) := (add c times row j to row i).
Because R2ij = I, we must have d(Rij) = ±1. This gives, since
Ei(λ) = R1iE1(λ)R1i,
that d
(
Ei(λ)
)
= d
(
E1(λ)
)
and
d(λI) = d
(
E1(λ) . . . En(λ)
)
= d
(
E1(λ)
)
. . . d
(
En(λ)
)
= d
(
E1(λ)
)n
.
In particular, we have d
(
E1(0)
)
= 0 and of course d
(
E1(1)
)
= d(I) = 1.
If A is invertible, then R = I. Otherwise, R must contain a row of zeros so
that R = Ei(0)R for some i. But then d(R) = 0 and d(A) = 0. When A is
invertible we have I = AA−1 and 1 = d(I) = d(A)d(A−1), i.e. d(A) 6= 0 and
d(A−1) = d(A)−1. Hence,
A ∈ GL(n) ⇔ d(A) 6= 0.
We thus have that d is completely determined by its values on Rij , E1(λ) and
Eij(c). Note that we have not yet used the continuity of d, but let us do so now.
We can split Rn×n into three connected components, namely GL−(n), det−1(0)
and GL+(n), where the determinant is less than, equal to, and greater than
zero, respectively. Since E1(1), Eij(c) ∈ GL
+(n) and E1(−1), Rij ∈ GL
−(n),
we have by continuity of d that
d(Rij) = +1 ⇒ d is > 0, = 0, resp. > 0
d(Rij) = −1 ⇒ d is < 0, = 0, resp. > 0
(A.6)
on these parts. Using that d
(
E1(−1)
)2
= d
(
E1(−1)
2
)
= d(I) = 1, we have
d
(
E1(−1)
)
= ±1 and d
(
E1(−λ)
)
= d
(
E1(−1)
)
d
(
E1(λ)
)
= ±d
(
E1(λ)
)
where
the sign depends on (A.6). On R++ := {λ ∈ R : λ > 0} we have a continuous
map d ◦ E1 : R
++ → R++ such that
d ◦ E1(λµ) = d ◦ E1(λ) · d ◦ E1(µ) ∀ λ, µ ∈ R
++.
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Forming f := ln ◦ d ◦ E1 ◦ exp, we then have a continuous map f : R→ R such
that
f(λ+ µ) = f(λ) + f(µ).
By extending linearity from Z to Q and R by continuity, we must have that
f(λ) = αλ for some α ∈ R. Hence, d ◦ E1(λ) = λ
α. Continuity also demands
that α > 0.
It only remains to consider d◦Eij : R→ R
++. We have d◦Eij(0) = d(I) = 1
and Eij(c)Eij(γ) = Eij(c+ γ), i.e.
d ◦ Eij(c+ γ) = d ◦ Eij(c) · d ◦ Eij(γ) ∀ c, γ ∈ R. (A.7)
Proceeding as above, g := ln ◦ d ◦ Eij : R → R is linear, so that g(c) = αijc
for some αij ∈ R, hence d ◦ Eij(c) = e
αijc. One can verify that the following
identity holds for all i, j:
Eji(−1) = Ei(−1)RijEji(1)Eij(−1).
This gives d
(
Eji(−1)
)
= (±1)(±1)d
(
Eji(1)
)
d
(
Eij(−1)
)
and, using (A.7),
d
(
Eij(1)
)
= d
(
Eji(2)
)
= d
(
Eji(1 + 1)
)
= d
(
Eji(1)
)
d
(
Eji(1)
)
= d
(
Eij(2)
)
d
(
Eij(2)
)
= d
(
Eij(4)
)
,
which requires αij = 0.
We conclude that d is completely determined by α > 0, where d ◦ E1(λ) =
λα and λ ≥ 0, plus whether d takes negative values or not. This proves the
theorem.
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