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Resumo 
Este trabalho examina transformações como aspecto central em ambientes de projeto de 
software e propõe: (a) um conjunto básico de operações de projeto que constitui um núcleo de 
transformações, (b) um esquema de coordenação composto por dois mecanismos básicos -um 
genérico, baseado em blackboards, e um específico, baseado em um mecanismo de encadeamento 
regressivo sobre relações entre objetos, e (c) uma arquitetura genérica de referência para a 
implementação de ambientes de apoio a desenvolvimento transformacional. 
As idéias propostas foram exercitadas em um protótipo concreto, programado em C. 
Abstract 
This work is meant to approach tra.nsformations as the ma.in aspect of software design envi-
ronments. We propose: (a) a basic set of design opera.tions tha.t constitutes a. kernel of trans-
forma.tions. ( b) a srheme of coordination composed of two kind of mecha.nisms- a generic one, 
ba.sed on the bla.ckboard mechanism. and a specific 011e, based on a backward chalnlr.~ mecha-
nism o ver relationships a.mong objects, and (c) a generic reference architecture from which we 
can discuss software development environments that support transfonnations. 
Our proposal is demonstrat.ed through a concrete prototype, written in C. 
Capítulo 1 
Introdução 
Uma das maiores dificuldades em qualquer atividade de Engenharia é a transformação de uma 
especiiicação de requisitos possivelmente ambígua, incompleta, inconsistente e mal-estruturada 
em um projeto bem estruturado, completo, consistente e correto. 
Isso é particularmente difícil em Engenharia de Software, uma área onde há muito pouco 
conhecimento e experiência. acumulados para guiar o projetista na execução de um conjunto 
de atividades cuja natureza ainda não está bem definida. 
O próprio termo "Engenharia de Software", como é de conhecimento geral, foi cunhado em 
caráter provocativo, no final da década de 60, visando estimular o enfoque da tarefa de construção 
de software segundo uma ótica de "engenharia", em oposição à "artesania" até então vigente. 
Muitos anos se passaram desde então e muitos aspectos básicos de desenvolvimento de soft-
ware permanecem obscuros, quase intocados, e têm sido abordados de forma sistemática somente 
em anos recentes: modelos e meta-modelos de projeto, modelos descritivos versus prescritivos, 
representação de design. transformações, etc. 
Este trabalho se concentra no exame detalhado de apenas um aspectc,.básico: o de trans-
formações. Este capítulo principia com urna revisão sobre alguns conceitos fundamentais em 
Engenharia de Software, como fio condutor para a introduçã.o de transformações e de uma abor-
dagem específica a. transformações a ser desenvolvida. nos capítulos subsequentes. 
1.1 Evolução Histórica de Engenharia de Software 
Apresentaremos aqui uma recapitulação crítica de conceitos em Engenharia de Software que irá 
se concentrar na rediscussã.o de oito termos de importância central, cuja evoluçã.o, ao nosso ver, 
reflete a evolução da área como um todo. 
1.1.1 Linguagens 
Linguagens de programaçã.o ocupam o papel maJs nnportante em desenvolvimento de software 
desde os primórdios da. programa.çâ.o. A evoluçâ.o de linguagens tem tentado, a um só tempo, 
ocultar do programador a crescente complexidade da arquitetura de hardware onde 
o programa irá ser executado, ~ também incorporar construções de nível cada vez mais 
alto, que reflitam direta.mente abstrações do domínio de aplicação de que o programa irá fazer 
parte. 
I 
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O marco inicial nesta linha de evolução foi o surgimento das primeiras linguagens de 
programação de alto nível, a partir do final da década de 50. A relativa abstração obtida em 
relação à máquina, principalmente através das estruturas de dados e de controle, proporcionou 
o primeiro ganho efetivo em produtividade nas tarefas de criar e depurar programas. Outro 
grande resultado foi a definição de mecanismos de suporte a abstrações procedurais, que 
evoluiu para mecanismos de abstração de dados e, mais recentemente, para abstrações de 
objetos. 
Em contrapartida, o processo de evolução de linguagens impõe um custo adicional: programas 
escritos em linguagens de alto nível precisam ser compilados~ ou traduzidos- para programas 
equivalentes em linguagem de máquina. A compilação de um programa nada mais é do que 
um processo de transformação entre alguns níveis de representação, onde, quaisquer que sejam 
estes níveis, o programa descrito deverá. apresentar o mesmo comportamento. 
Uma linguagem de programação possui três aspectos básicos: a sua sintaxe - a estrutura 
das suas construções (objetos e operações)-, a semântica destas contruções e a pragmática. 
O significado ou semântica. de um programa equivale ao que a máquina executa sob o seu 
comando. Há, dessa forma, uma equivalência entre o comportamento da máquina e a semântica 
do programa. Em geral, a semântica de uma linguagem de programação pode ser caracterizada 
por uma descrição formal das classes de objetos e operações que podem ser manipuladas pela 
linguagem. 
As questões de caráter pragmático referem-se aos aspectos relativos à implementação da 
linguagem de programaçà.o em hardware e sistema. operacional específicos. 
O processo de compilação é parte de um contexto de desenvolvimento de programas amplo, 
como mostra a figura 1.1. 
O próximo grande salto qualitativo no conceito de linguagens é representado pelo desen-
volvimento de linguagens de especificação, uma tentativa de superar o gap existente entre 
a verbalização de um problema e a sua solução algorítmica expressa em alguma linguagem de 
programação, através de construções maJs abstratas, que ocultam a estrutura de controle se-
quencial e a representa,çào de dados imposta pela arquitetura de von Neumann. Toda linguagem 
de programação de alto nível é, em certo sentido, uma linguagem de especificação. 
Finalmente, a evolução de linguagens tenta atender a algumas necessidades do usuário "leigo" 
-aquele que não lida. com programação como atividade "fim"- com o surgimento das lingua-
gens de quarta geração1 , geralmente nà.o-procedurais e ditas ''orientadas para problemas". 
Em essência. ta.is ling11a.gens permitem expressar urna aplicação através de primitivas de muito 
alto nível, em sintaxe e terminologia similares às utilizadas no domínio da aplicação. 
o o o 
Essa breve digressâo sobre lznguagens e sua evolução permite registrar os seguintes pontos 
fundamentais que serão úteis para este trabalho: 
• o desenvolvimento de software tmplica na utilização de um conjunto de linguagens, com 
distintos niveis de abstmçào; 
• as linguagens guardam uma relação de 01·dem entre elas, desde a mais próxima do dominio 
da ap!iwçôo n!/ r1 mais p1·óxima do lwrdwan. em quE O$ p1"0gr(lmas irô.o executar; 
'fourth- geuenüion Lauguages 
ll 
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• a estruturação de um ambiente de apoio a desenvolvimento de software deve contemplar, 
entre outros requisitos, o suporte à codificação de construções em cada uma dessas lin-
guagens e, em especial, a transformação automática sucessiva de construções de uma 
linguagem "mais abstrata" para a linguagem subsequente "mais concreta", até chegar à 
linguagem de máquina. 
1.1.2 Paradigmas de Programação 
A disseminaçào da programação em diversas áreas de aplicação levou ao surgimento de "esti-
los específicos" de programar, que correspondem a diferentes paradigmas de programação. 
A relação entre paradigmas de programação e linguagens tem um duplo aspecto: por vezes, 
um paradigma. motivou o projeto e implementação de uma linguagem; em alguns casos, uma 
linguagem inspirou o estabelecimento de um paradigma. 
O paradigma Procedural, o pioneiro e ainda o mais utilizado por diversas comunidades, 
inclui linguagens imperativas como C, Pascal e FORTRAN e e1úatiza a construção de procedi-
mentos para a resolução de problemas. As linguagens que se adequam este estilo têm como ca-
racterística principaJ a estreita correspondência entre as suas construções e o modelo de máquina 
de execução subjacente. em geral baseado nos conceitos de von Neumann. 
O paradigma. de Programação em Lógica enfatiza. a estrutura lógica de um problema, 
mediante a descrição através de sentenças em urna linguagem simbólica, de fatos e propriedades 
relativos ao problema em questão. Este paradigma. levou ao surgimento da linguagem PROLOG, 
cuja base matemática se apóia nos princípios do Cálculo de Predicados. O enfoque do paradigma 
de Programação em Lógica caracteriza um estilo mais abrangente de programação, conhecido 
como não-procedural ou declarativo, que também inclui o paradigma Funcional. 
O paradigma Funcional foi estabelecido através do estilo de programação preconizado e 
difundido através do uso da linguagem LISP. Este paradigma utiliza eminentemente o conceito de 
funçã.o na resoluçào de problemas e dá tratamento uniforme a dados e pro6ramas. Nas linguagens 
funcionaJs ditas ··puras·· nã.o existem os conceitos de atribuiçào, passagem de parâmetros por 
referência e comandos de controle tradicionais. Friedma.n afirma que as linguagens procedurais 
foram desenvolvidas por causa da arquitetura de v011 Neumann, enquanto que as linguagens 
funcionaJs foram desenvolvidas apesar dela [Frie92J. 
Na última década, o paradigma de Programação Orientada a Objetos tem se afirmado. 
Est(> paradigma preconiza a visão do mundo como um conjunto de objetos que podem ser agrupa-
dos em classes, atra.vés da identificação de propriedades "comuns". Cada classe possui estrutura 
interna privativa e comportamento próprio, implementado através de procedimentos conhecidos 
como mêtodos. A comunicaçã.o no mundo de objetos é feita através do envio/recebimento de 
mensagens- que ativam métodos. Classes podem ser agrupadas em classes mais genéricas (su-
percla.sses) atra.vés de u1n mecanismo de generalização, ou especializadas em subdasses. TaJs 
mecanismos permitem a representaçào da estrutura de classes de forma hierárquica, suportando 
o conceito de herança. Smalltalk é a linguagem que melhor ilustra os conceitos deste paradigma. 
o o o 
Para e:d.c trabalho, o conceito dt paradigma. contribui com os seguintes pontos: 
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• a sintaxe externa de uma linguagem de programação reflete um paradigma específico de 
programação e, portanto, não constitui uma convenção arbitrária. 
• um conjunto de lmguagens, idealmente, deve suportar de forma coerente um único para-
digma (ou conjunto de paradigmas compat~'veis) através de todo o processo de construção 
de um programa. 
1.1.3 ·A Manipulação de Programas 
Programas estão sujeitos a diversas formas de manipulação. Após a criação de uma versão inicial 
de um programa, ele comumente passa por traduções, testes, depuração e eventuais correções, 
em um ciclo de atividades conhecido como cadeia típica de desenvolvimento. 
A cadeia típica de desenvolvimento engloba atividades automatizadas com as quais qualquer 
programa.dor está familiarizado. como mostra a figura 1.1. Algumas dessas atividades começaram 
a. ser realizada::. com suporte automatizado a partir do advento dos primeiros montadores e 
sistemas operacionais. 
Além desses tipos mais comuns de manipulação, muitos programas duradouros passam por 
modificações para se adequarem a especificações alteradas ou estendidas. Segundo Dershowitz 
[Ders83], outros tipos de manipulação que um programa pode sofrer são: 
• Síntese 
A síntese de um progré' .. ma a partir da especificação formal de um problema é um tipo de 
manipulação de programas onde a construção é feita através de transformações sucessivas, 
em passos que acrescentam mais detalhe à.s versões sucessivas do programa em desenvol-
vimento. enqua.nto preservam propriedades, entre elas, a correção entre as versões. Em 
particular, o programa final será equivalente à. sua especificação inicial. 
• Abstração e Instanciação 
A abstração de um conjmlto de programas para se obter um esquema de programa 
e a. instanciação de esquemas abstratos pa.ra resolver problemas concretos podem ser 
vistas como tipos especiais de ma.nipula.ção de programas. Esta perspectiva provê uma 
metodologia. para a aplicaçào de conhecimento previamente adquirido a novos problemas. 
• Modificação por Analogia 
A modificação por analogia é um tipo de manipula.çà.o de programas em que um novo 
programa. é obtido através da. modifica.çã.o de um programa. pre\"ia.mente criado, após a 
identifica.çào de uma. a.naJogia. entre a especifica.çã.o do programa existente e a especificação 
do programa que se deseja obter. A ana.logia encontrada é utilizada para transformar o 
programa existente naquele desejado. 
• Extensão 
A extensão de um programa para satisfazer uma especificaçào estendida é um outro tipo 
de modificaçà.o de programas. Deve-se escrever código que estenda o programa incompleto, 
de forma a se a.lca.nça.r os novos objetivos. cuidando, no entanto, pa.ra que a. especificação 
origina.] continue a ser satisfeita .. 
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' 
Edição 
r------------ -----------------------------~ 
' 
Programa fonte com macros em módulo~ 
I Pré-processamento! 
Programa fonte 
I Compilação I 
L 
I 
I 
Programa objeto em assembly 
Montagem I 
Programa objeto em código relocável 
Li.e.;a<.;ão 1 - Funções da biblioteca 
em código relocável 
Programa objeto ligado 
Carregamento I 
] Programa objeto em código 
' absoluto na memória 
"------------1-----------------------------' 
I Testes I 
~ 
I Depmação I 
Figura 1.1: Cadeia Típica de Desenvol\'imento 
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• Anotação e Análise 
A anotação um programa com assertivas é uma maneira de documentá-lo de forma a 
facilitar as atividades de depuração, verificação, modificação e análise da sua eficiência. 
As assertivas são colocadas em pontos específicos do programa e asseguram que alguma 
relação é verdadeira para os valores correntes das variáveis do programa sempre que o 
controle de execução passa por aquele ponto. 
• Verificação e Validação 
A verificação de um programa corresponde à atividade de demonstrar formalmente que o 
mesmo satisfaz sua especificação, enquanto a validação corresponde à atividade de avaliar 
experimentalmente o programa em relação à sua. especificação informal. 
o o o 
Para este trabalho. as seguintes obse1·vaçàes são importantes: 
• há um vasto conjunto de operações de manipulação de programas, com terminologia e 
propriedades varzadas, encontradas na literatv ra. Pouco.,; trabalhos de taxonomzzação e 
investigação exauBtivas foram feitos, mas o levantamento de Dershowitz (Ders83} acima 
mostra que uma abordagem mais genérica e sistemática é possz'vel. 
• a manipulação de artefatos de software nos n(veis mais abstratos anteriores à obtenção 
de 1mw f:Bpecificaç·à.o ov programa completos é muito pouco estudada, mas possivelmente 
pw;~úxl fh laxonomnação Sl'lnilar à feita pam programas. 
1.1.4 Metodologia de Desenvolvimento de Software 
Entende-se por processo de desenvolvimento de software o conjunto de atividades que têm 
como objetivo a criaçã.o de um programa2 que resolva um problema do mundo real. 
O processo de desenvolvimento de software é comumente considerado intrínseco a um ciclo 
de vida de software, conceito que apareceu já. na década. de 60, mas cuja discussão detalhada 
só apa.rece na década de 70 através do modelo de Boehm. 
Um ciclo de vida de software é .wpostamente composto por fases sucessivas e, além das fases 
(j\l(' compàem o processo de desenvolvimento, ele inclui as fases de operação e manutenção 
(ou evolução). 
Segundo uma. versão do modelo clá.ssico do ciclo de vida. apresentada na. figura. 1.2, o processo 
de desenvolvimento é composto pelas seguintes fases/ativida.des genéricas: 
• especificação: descrição do que o programa. deve fazer, a. partir de uma análise dos 
requisitos do conceito da. aplicaçã.o. 
• projeto: dcscriçã.o de como o programa deverá. fazer o que foi especificado. 
• codificação: 'lnlplemt'Jlt<Jç.ào do que foi projetõ:ldo em alguma linguagem de programa.çã.o. 
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Requisitos J Especific açao 
-
L;. 
Projeto 
Lógico 
Projeto 
~ 
Projeto 
Físico . 
-
4 Codificaçã.o 
D esenvolvimento L;. Testes 
volução '-
Operação e 
ManuteHçâo 
Figura 1.2: O Modelo Clássico do Ciclo de Vida 
O modelo clássico enfatiza as obrigações de verificação ou de validação após cada atividade e 
também através de uma fase específica de testes. 
o o o 
Para est.e trabalho. vale observar que o conceito de ciclo de vida é considerado por mut-
to::; m.arginal em qualquer pmcesso de construçào de software, e está supostamente baseado em 
ueassidades de ordem administratwa ejou organizacional. Cont'udo: 
• o aspecto organi::acional é intrinseco o qualquer atividade que envolva mais de uma pessoa 
ou 1/lais de uma tarefa. complexa pma uma única pessoa. Isto implica em que o suporte 
automatizado a aspectos de desenvolvimento de ~~oftware deve inclvir apoio à estruturação 
de uma tarefa em fases. 
1.1.5 Métodos de Desenvolvimento de Software 
Em geral. define-se o termo 1nétodo como sendo uma forma de proceder para se atingir um certo 
resultado. No contexto de Engenharia de Software, um método de desenvolvimento é um 
conjunto de diretrizet. para a seleção e utilizaçã.o de técnicas e ferramentas para a construção 
de um artefato de software, onde as ferramentas dã.o suporte automatizado às técnicas. 
Os métodos de desenvolvimento podem ser classificados em dois tipos básicos: 
2 0 termo programa é usado para efeito de simplificação. Um termo mais adequado e genérico seria ~a.Itefato 
de software''. 
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• formais 
1. se as técnica~ e ferramentas disponíveis sao formais, ou seja, têm significado ma-
temático preciso; 
2. se permitem raciocínio matemá.tico sobre os programas e o processo de desenvolvi-
mento de software propriamente dito. 
• informais, caso contrário. 
Bjorner cita em [Bjor87] mais dois tipos de métodos de desenvolvimento, situando-os entre 
os dois tipos anteriores: 
• ngorosos 
Um método é rigmoso se ele deixa de ser formal por omitir provas formais detalhadas. 
• sistemáticos 
Um método é sistemático se ele deixa de ser rigoroso por omitir relações formais entre os 
estágios de desenvolvimento. 
A década de 70 foi caracterizada pelo surgimento de inúmeros métodos para a análise e o 
projeto de sistemas baseados, em sua maioria, em abordagens top-down e estruturadas, com uso 
abundante de notações diagramáticas para a representação de projeto e comunicação visual de 
idéias. com destaque para os diagramas de fluxo de dados. Dentre os métodos mais difundidos, 
podemos citar [Gane84], [Jack75]. [Your79] e [DeMa89]. 
Qt; métodos de desenvolvimento mais populares sào infonnajs. Embora. proporcionem um 
arca.bouço para desenvolvimento organizado de software. há incompatibilidade entre certas 
notações usadas para apoiar algumas fa.ses de desenvolvimento. Além disso, eles permitem a 
construçâ.o de esp dficações amblgua.s- e.g., o texto associado a. figuras em diagramas é repre-
sentado em linguagem natural e mesmo as figuras podem possuir interpretações múltiplas. 
Os métodos formais sà.o técnicas baseadas em modelos matemáticos para a descrição de 
propriedades de sistemas de computaçà.o. Eles oferecem um arcabouço no qual pode-se especifi-
car. desenvolver e verificar sistemas de forma. disciplinada [Wing90]. A base matemática de um 
método formal em geral se traduz diretamente em uma linguagem de especificação formal. 
SeguJldo alguns pesquisa.dores. é necessáTia lima ênfase ma.ior em trabalhos sobre forma-
lização para que a. sua importàHcia seja. devidamente compreendida. [Baue80]. Somente uma 
abordagem formal poderá gara.ntir rigor, integrida.de conceitual e coerência global ao processo 
de desenvolvimento de software e, por extensã.o, aos seus produtos. 
Métodos formais têm as suas limitações: o seu uso efetivo requer suporte automatizado; as 
técnicas desenvolvidas nã.o sà.o facilmente aplicá.veis a. programa.s grandes e complexos- como é a 
maior parte dos programas encontrados na prática. Por outro lado, considerando que programas 
sào objetos formais. suscetíveis a. manipulaçã.o formal, os princípios subjacentes à especificação 
formal e verificaçâ.o de programas oferecem um ótimo guia e podem ser bastante úteis para o 
desenvolvimento de programas corretos e de manutenção simples. 
Na tabela. 1.1 propomos uma. cla.s.5ifica.çã.o para mét.odo.s e apresentamos alguns exemplos. 
Ivlétodos de ··progranJaçà.o" e de ··Jcsenvolvimcnt.o'' suportam uma metodologia. de programação 
em ponto pe(rueHo ou po11to gr<l.nde. respectiva.mente. 
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Programação Desenvolvimento 
Formais CIP [Baue85] 
Rigorosos RAISE 
Sistemáticos VDM [Bjoc89] 
Informais DRACO [NeigSO] cadeia típica 
de desenvolvimento 
Tabela 1.1: l'llla Classifica.ç.ão pa.ra- Métodos 
1.1.6 Modelos e Meta-modelos 
O surgimento do conceito de ciclo de vida e dos diversos modelos que tentam representá-lo foi 
fruto da necessidade de descrever e padronizar o processo de softwaré, com o objetivo de 
permitir o estabelecimento de metodologia.s de apoio a tal processo. 
O modelo clássico evoluiu muito pouco desde a sua proposta inicial, mas ainda é bastante 
utilizado. Ele e os seus derivados sã.o objeto de diversas críticas, entre elas, as de que são 
representações informais e excessivamente prescritivas do processo de software. 
Atualmente, argume11ta-se qne a defiHiçâo de um modelo genérico que sirva Cf2ITIO estrutura 
conceitual unifica.dora f. fundamental [Haeb89]. llm modelo genérico a.dequado deveria, sob um 
ponto de vista ""meta"': 
1 esclaJ·ecer e auuwntar a compreensão sobre o processo de soft,vare e seus passos; 
1 permitir o projeto de novos métodos de desenvolvimento atra.vés da. instancia.ção de mo-
delos específicos obtidos a partir dele. 
O modelo proposto por Lehman [Lehm84a]- o modelo PW -é um dos primeiros passos na 
direção de um (meta- )modelo adequado~. 
Segundo o autor. os processos de software a.tnalmente em uso apóiam a. evoluçã.o de aplicações 
- L111to durante a fase inicial de desenvolvimento. como dllrante a sua utilização- de forma ad 
hoc. As atividades que compõem tais processos nã.o possuem dois pré-requisitos básicos: base 
teórica comum e unifiraç~o a.tr<Jvés de um arcabmlÇO conceitual único, não podendo ser, portanto, 
combinadas em um processo coerente. 
3 0 termo processo de soft.w are é usado por Lehman [Lehm84a] para referir-se aos processos de desenvoh·imento 
e evolução de progranlil$. 
•seguiremos a terminologia adotada por Lehman, gue o traia por '·modelo'', apesar de considerarmos o P\~' 
um meta-modelo do processo de software, ou seja. um arcabouço conceitual gue permite raciocinar sobre modelos 
do processo de software. 
" 
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Conceito da 
Aplicação 
Desenvolvimento Programa 
Figura 1.3: Ponto de Partida do Modelo PW 
Conceito da 
Aplicação 
Especificação 
Formal 
Reifica.ção 
Programa 
Figura 1.4: Primeiro Nível de Decolllposição do Processo de Desenvolvimento 
Em [Lchm84a.J sã.o descritos os primeiros passos na. definiçào de processos de programação 
coerentes através do refinamento (decomposiçào) sucessivo de um modelo genérico de desen-
voh·iment.o e €\'Oluçã.o de programas: o modelo PVV. O modelo P\V representa o processo de 
desenvolvimento de software como um processo de transformação, que parte de uma verba· 
lizaçào inicial do problema que se deseja resolver, geralment-e informal e incompleta- o conceito 
da aplicação- para chegar a um programa que a. sa.tisfaça, como mostra a figura 1.3. 
Como o processo de transfonnaç.io do conceito da aplicação em um programa é excessi~ 
vamente complexo para ser realiza.do em apenas um passo, ele é inicialmente decomposto em 
dois processos. Dessa forma, o modelo PVv' sofre o seu primeiro nível de decomposição. Um 
domínio intermediário formal é inserido, no qual se escreve uma especificação do conceito 
da aplicaçáo. Neste sentido. uma. especificação é uma representação abstrata de dois objetos 
reais: o conceito da aplicação e o programa final. 
. Os dois processos obtidos possuem características bem distintas: um processo de abstração, 
que leva o conceito da aplicaç.io à especificaçà.o formal, e outro de reificação, que leva a especi-
ficaçâ.o formal ao programa. A figura 1.4 [Ha.eb89J ilustra o primeiro nível de decomposição do 
processo de desenvolvimento. 
Os dois processos obtidos atravé:; da. decmnposiçã.o do processo de desenvolvimento sào mos-
tra.dos no modelo PVV como duas pernas de um "V" invertido. A perna esquerda. representa 
o processo de abstra.çâo do conceito da. aplica.ção no contexto de seu domínio de aplicação no 
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mundo real, com o intuito de gerar uma. especifica.ção formal do conceito da aplicação. As ativi-
dades envolvidas requerem operações de abstração comumente utilizada.s para a modelagem de 
domínios. A perna direita modela o processo de reificação- ou concretização- o qual transforma 
a especificação obtida no processo anterior em um programa operacional. 
Voltaremos a abordar este tema. de forma mais detalhada no capítulo 3. 
o o o 
Destacamos dois pontos importantes em relação ao (meta-)modelo de Lehman, mesmo con-
siderando o nivel superficial em. que foi abordado acima: 
• poucos métodos de desenvolvimento exploram sistematicamente a perna esquerda do mo-
delo. É interessante tentar mapear métodos conhecidos como Ganef3Sarson {Gane84}, 
Jackson {Jack75} e outros, para os conceitos do modelo PVV, nào tanto para obter sucesso 
no mapeamento pam métodos espedficos, quanto para analisar deficiências fundamentais 
neles. 
• 11m am.biente dt: desawolvimento realmente genérico deve contemplar o suporte a um mo-
delo genérico como o Pl+' no nlvel mais gaal. acrescido (h facilidades de suporte a métodos 
conaetos. Tal abordagem permitirá o destaque devido a aspectos e8senciais em ambientes, 
ern conlrapo::.i~·âo a aspecto::.- secundários ou particulares a métodos espedficos. 
1.1. 7 CASE 
O surgimento das primeiras ferramentas projetadas para. o aumento da. produtividade de quem 
desenvolve e para. torna.r o processo de software menos suscetível a erros, não proporcionou 
uma solução efetiva a nível globa.l. Isto é justificado pelo fa.to de que essas ferramentas apóiam 
apenas a parte mais mecânica do processo, o ciclo iterativo de cadeias típicas de desenvolvimento 
constitui do por edição-tradução-teste-depuração- também apelida.do de lower· CASE, por razões 
que veremos a seguir. Ferramentas típicas sâ.o: editores, compila.dores, ligadores e depuradores. 
A figura 1.5 mostra uma instâ.ncia do modelo PYV que representa a cadeia típica de desen-
volvimento. As linhas pontilha.das representam atividades sem suporte a.utoma.tizado. 
O conceito de CASE (Computer-Aided Sofl\\"are Engineering) surgiu para cobrir essa de-
ficiência. As ferramentas CASE são um conjunto de ferramentas integra.das com o objetivo de 
apoiar todo o ciclo de vida. do software c oferecer suporte automatizado à maior parte do processo 
de software. Assim, em geral. elas provêem uma estrutura pa.ra. a determinação das 11ecessidades 
do usuário, a elaboraçã.o de um projE'to a.dequa.do para. a. a.plicaçã.o e a decomposição/refinamento 
do projeto até a sua codificação. Dessa forma, as ferramentas CASE estenderam o apoio que 
vinha sendo dado às atividades do lmck-end às fases iniciais do processo de desenvolvimento 
ou atividades de uppa CASE- análise de requisitos. especificação e projeto- com ênfase no 
suporte a métodos baseados nos conceitos de Análise e Projeto Estruturados. 
11m ambiente C' ASL na sua forma mais simples, é mostrado na. figura 1.6. A camada mais 
interna consiste de ulll repositório de dados que contém todas as informações associadas aos 
diversos projetos. Es\.<10: informações ficam disponíveis às fernullentas da camada intermediária. 
A camada mais externa consiste dos componentes da interface. através da qual o usuário -
analista. projetista ou programador·· interage com o sistema. 
" 
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Figura 1..5: Uma Instância do 1Vlodelo PW: Cadeia de Desenvolvimento 
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Figura 1.7: Uma Instância do Modelo PW: Geradores de Aplicações em BDs 
Muitas ferramentas CASE possuem um gerador de aplicações integrado. Geradores de 
aplicações sã.o ferramentas qniO' surgiram para automatizar parte da pfocesso de desenvolvi-
mento. transformando especificações em programas de aplicação. As especificações podem ser 
definidas através de diálogos com o usuário ou de linguagens de quarta geração_ Esta automação 
só foi possível porque os geradores lidam com domínios de aplicação restritos, com operações 
limitadas e EjS prO?viamente definidas. C~era.dorcs de aplicações têm sido usados em diversas 
áreas que possuem as características mencionadas acima com relativo sucesso, com destaque 
para a área- de Banco de Dados. 
A figura 1.7 mostra outra instância. do modelo FW, desta vez representando o desenvolvi-
mento de aplicações na área de Banco de Dados, utilizando geradores de aplicações. 
A evolução seguinte diz respeito a Ambientes de Desenvolvimento de Software (ADS). 
Um ADS é uma coleçào de ferramentas integradas para dar apoio à tarefa de desenvolver e 
manter software. geralmente segundo algum método de desenvolvimento. Os ambientes de de-
senvolvimento de software facilitam a illteraçã.o entre pessoas de um grupo de projeto (não 
necessariamente próximos), dando suporte integrado a várias fases do desenvolvimento, através 
de uma interface padronizada e amigável e de urn repositório de dados comum. 
1.1.8 Formalismos 
Conforme se observou na seçao LL2. a noçào de paradigma traz à tona um conceito ma.1s 
básico que o de linguagem de programação. A sintaxe da linguagem é a externalização de um 
paradigma. e um paradigma é a ··filosofia" subjacente à linguagem. 
ll 
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A noçã.o de paradigma se estende naturalmente a desenvolvimento de sistemas. Por exemplo, 
a noção de decomposição funcional é a base para o método de Gane [Gane84]; o desenvol-
vimento por objetos se baseia na priorizaçâo da relação generalização-especialização em 
detrimento da relação agregação-decomposição em que a maior parte dos métodos se baseia. 
Contudo, a "essência" de linguagens, métodos, etc., só é devidamente capturada através do 
uso de formalismos. 
Em computação, como em qualquer outra. área, formalismos se destinam a: 
1. permitir a descrição precisa de fenômenos, conceitos, etc., estudar suas propriedades co-
nhecidas, descobrir e generalizar outras propriedades ainda não conhecidas, e antecipar 
explanações , fenômenos e conceitos derivados dos originais, através de processos deduti-
vos aplicados aos sistemas formais utilizados. 
2. oferecer suporte ao projeto e f ou geraçào de ferramentas de apoio à manipulaçào de modelos 
computacionais de tais conceitos, fenômenos. etc. 
Em geral. é pouco comum o caso em que o formalismo adotado se presta a ambos os papéis. 
lima exceçào à esta regra que se constitui em um exemplo positivo é o uso de gramáticas 
formais e autômatos no estudo de linguagens de programa.ção. Gramáticas formais de tipos 
específicos foram e sào utilizadas para a descriçào da sintaxe de construções de linguagens de 
programaçào. Por outro lado. os modelos de autômatos equivalentes a essas gramáticas permi-
tem modelar e, em última análise, gerar partes significativas de ferramentas para manipular os 
artefatos descritos pelas gramáticas. 
No estudo de métodos de desenvolvimento, várias abordagens distintas têm procurado mode-
lar aspectos ou métodos específicos de desenvolvimento, com ênfase para os formalisrnos lógicos, 
como, por exemplo, a Lógica de Predicados. Contudo, alguns autores acreditam que dificil-
mente os mesmos formalismos usa.dos para descrever poderào se adequar a apoiar a gera.çã.o de 
ferramentas eficientes, de maneira análoga a autómatos em rela.çào a processadores de linguagens. 
1.2 Este Trabalho 
1.2.1 Motivação 
A ua.tureza do processo de software vem sendo bastante estudada nos últimos anos. A partir do 
início dos auos 80. idéias sobre design concebidas em outras área.s começaram a ser aplicadas ao 
problema de desenvolvimento de software, levando a uma visão do processo de software como 
uma. instincia. de projeto, em um sentido abra.ugente. 
Esta. perspectiva levou à identifica.çào de alguns aspectos fundamentais do processo de soft-
wa.re, em especial, questões de: 
• representações de projeto. i .e., con vençóes linguístic:as para. a. codificação sistemática de 
artefatos resultautes da. atividade de projeto- o artefato de software só se torna "tangível" 
a.travé.~ de suns n.']Jre::-;cnta.çôes e estas interferem na capacidade das pessoas resolverem 
problemas [Free80]. 
' 
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• transformação entre representações, i.e., operações que permitirão mapear artefatos 
representados em um nível linguístico5 para outro, e, 
• coordenação de atividades, quando diversas transformações podem ser realizadas em 
paralelo. 
o o o 
Estudos metodológicos em desenvolvimento de software não têm investigado adequadamente 
a área de projeto mais amplo da qual ele certamente faz parte. 
A generalização do estudo de métodos e a adoção de modelos genéricos corno o PW de Lehman 
aproxima a discussão de desenvolvimento de software de estudos de projeto. Em particular, um 
aspecto interessante é a possibilidade de se estudar características bá.sicas de projeto, a partir das 
quais arquiteturas de referência para ambientes de desenvolvimento possam ser prototipadas. 
o o o 
Outra linha de estudos parte do reexame dos conceitos de transformação comumente en-
contrados. e da adoçã.o de um ponto de vista. gerai o suficiente para enquadrar transformações 
no contexto mais amplo de projeto e desenvolvimento de software. 
I. Na literatura técnica. o conceito de transformaç.ã.o é rela.cionado a operações que permitem 
mapear incrementa.lmente especificações em programas equivalentes. sendo a raiz do termo 
programação transformacional 
2. O conceito de tra.nsforma.çà.o pode ser generalizado para denotar operações que permitem 
mapear construções em distintos e sucessivos níveis linguísticos. 
3. O COJtceito de transformação pode também se aplica.r a operaçoes dentro de um mesmo 
nível lir:,;uístico, como, por exemplo, o ca.so em que um programa em uma linguagem 
específica. é continuamente refinado. 
4. Finalmente, o cortceito de transformação à luz do modelo PW de Lehman pode aplicar-se 
nã.o somente ao processo de reificaçào, como também ao processo de abstra.ção. 
Pa.ra. fins deste trabalho, o termo transformação corresponde a todos os conceitos a.cJma 
enumerados e constitui o aspecto central a ser examinado. 
o o o 
Sob esta perspecti\·a. dois aspectos em transformações devem ser examinados: 
• transformações e projeto 
Como associar transformações e p1·ojeto? 
Todos os modelos concretos de projeto propostos na literatura sugerem um conjunto de 
operações básicas que são aplicadas recorrentemente no projeto de artefatos em qualquer 
domfnio. Um caminho a seguir é o estudo mais a.profmldado de projeto e a investigação 
dt> tais OJH'raçõe;., básicas f' dt> sua rt>l<~çào mm a uoçào de trausformaçôes. 
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• ambientes de apoio a desenvolvimento transformacional 
Que at;pectos sôo crüicos em ambientes de apoio a desenvolvimento transformacional? 
O problema mais crítico é o de controle do leque de transformações possíveis em um 
determinado instante, problema que se torna mais crítico se transformações puderem ser 
aplicadas concorrentemente com vários projetistas trabalhando em paralelo. Mais do que 
controle, o problema central passa a ser a coordenação de atividades no ambiente. 
o o o 
Considerando os pontos introduzidos nesta seção, com destaque para transformações, operações 
básicas de projeto e mecanismos de coordenação, enumeramos quatro perguntas básicas quere-
sumem o escopo e a motivaçào para este trabalho: 
1. Quais são as características mais gerais do processo de projeto de software, independente 
de métodos específicos? 
2. Como o conceito básico de transformaçà.o tem sido utilizado em desenvolvimento de soft-
ware, incluindo: 
• definições diversas 
• propriedades 
• exemplos concretos de método& e ambientes baseados em transformações 
:3. Há uma. t.a.xonornia de transformações geral o suficiente para que qualquer método de pro-
jeto possa ser expresso através da. composição de operações identificadas em tal taxonomia? 
4. Quais sào as características fundamentais de um ambiente de suporte a desenvolvimento 
transformacional '? 
1.2.2 Resultados 
Este trabalho examina transformações como aspecto central em ambientes de projeto de soft-
ware e propoe: 
• um arcabouço conceitual que toma emprestadas idéias do modelo P\iV e de estudos gerais 
sobre projeto para descrever o desenvolvimento transformacional de software de forma 
geral. Em particular, propõe-se que transformações específicas de métodos particulares 
sejam concebidas como composição e/ou variantes de um conjunto de operações básicas 
de projeto, e 
• uma arquitetura de referência para. a implementaçã-O de ambientes de apoio a desen-
volvimento transformacionaL apresentando como característica principal um mec;:amsmo 
de coordenação de dois nJ'vcis, a sa.ber: 
- um geraL ba~ea.do em /J!ucl.·boords e. 
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coordenação 
Z'i 
arquitetura::--!-"':::+- operaçoes 
de referência básicas 
Figura 1.8: Objeto deste Trabalho 
um específico, baseado em um mecanismo de encadeamento regressivo6 sobre relações 
entre objetos resultantes da aplicaçã.o das operações básicas (ou variantes) acima iden-
tificadas. 
Essas idéias foram exercitadas em um protótipo concreto, programado em C em estações 
SUN. 
A figura 1.8 ilustra o objetivo global deste trabalho. 
1.2.3 Organização do texto 
O capitulo 2 resume estudos gerais sobre projeto e a11alisa. a tarefa de desenvolver software 
como uma instância específica de projeto, discutindo dois aspectos críticos a considerar em 
ambientes de apoio a projeto, a saber: operações básicas e mecanismos de coordenação. 
O capítulo 3 descreve em maior detalhe o modelo PV..T de Lehman, com a preocupação básica 
J.e introduzir um arcabouço conceitual dentro do qual considerar transformações. 
O capítulo 4 faz um apanhado gera.! sobre como o conceito de transfor1na<;Ões tem sido 
J..>lüposto e tra.tado na literatura, incluindo a breve apresentação de experimentos signifi.cativos 
cumo os de Darlington. o CIP, DRACO e PSI. 
O capítulo 5 propõe uma arquitetura de referência para. ADSs baseada no modelo de 
U/ackboards e descreVI! uma iustâ.ncia. COitcreta centra.da no uso de DPSI\: 7 [Card87]. Nessa 
instância, um agente e.~pecial, sob a designação de AADT (sigla para Ambiente de Apoio ao 
DesenYo]vimento Transformacional ), corresponde ao experimento concreto deste trabalho e será 
descrito no próximo capítulo. 
,;backward chaining 
'DPSI\ ê uma plataforma para resolução distribuída de problemas. 
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Finalmente, o capítulo 6 descreve um experimeuto concreto de implementação das idéias 
dos capitulas anteriores, detalhando a estrutura implementada para os componentes lógicos de 
um sistema transformacional. Um aspecto particularmente destacado é a implementação de um 
mecanismo de encadeamento regressivo que se vale das operações (i.e., relações) básicas descritas 
no capítulo 2 para navegar entre objetos e domínios. O mecanismo de coordenação é genérico e, 
estando implementado no núcleo do ambiente, pode ser particularizado para qualquer método 
transformacional específico. 
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Capítulo 2 
Projeto e PAC 
2.1 Introdução 
Métodos de desenvolvimento de softwa.re foram tra.dicionalmente tratados como disciplinas auto-
contidas resultantes do "empacotamento'" e generaliza.çã.o de técnicas concebidas em contextos 
bastante concretos de produçào. Assim, nào surpreende que cada um dos métodos mais conheci-
dos tenha sintaxe, jargào e prescrições bastante particulares para cada parte componente e que 
o todo, claramente, não é mais que a soma das pa.rtes1 . 
Outra observaçào importante sobre métodos de desenvolvimento de software é o fato de que, 
até muito recentelllente. nâ.o ocorria a sua discussã.o no contexto mais amplo de estudos sobre 
projeto2 , que existem de forma sistemática desde os ailOS 20. 
Projeto, em uma acepçào mais a.brangente, disf:>ociada do contexto específicO de produçào 
de software, é definido como um complexo processo de criação de um modelo para um artefato 
que se deseja. produzir_ como por exemplo, uma casa, um carro, um programa. 
A partir do início dos a.n( _; 80, idéias sobre projeto concebidas em outras áreas começaram a. 
ser aplicadas ao problema de desenvolvimento de software. Duas tendências importantes foram: 
• a visão organizacional. que principiou com estudos como os de Simon [Simo73J sobre 
problemas mal-estruturados3 . sugerindo que tais problema.s deveriam ser resolvidos através 
da decomposiç~o em sub-problemas tratáveis que intera.giria.m segundo algum esquema 
de coordenação de parte~ para compor um todo que resolveria. o problema original. Essa 
vi::.à.o organizacionaJ foi elaborada em trabalhos como o de Fox [Fox79J e Sathi [Sath85] e 
··empacotada"" eJil forma simplifica.da em mícleo~'1 ba.:;cados em modelos de blackboards. 
• a abordagern baseada e1n conheciinento que, em essência, propunha o acúmulo e 
a utiliza.ção de estratégias ad hoc para a síntese de programas em domínios específicos, 
1 É .oxceçào parcial ao comentário acima a evolução de técnicas de projeto de B~es de Dados Relacionais, 
em cpte ocorreu o Cii.EO pouw frequente de. dado um dominio restrito de aplicaçOes - as então ditas "aplicações 
administ.ratn•as'' -conceber-se um método de projeto adequado ao domínio .o, por outro lado, fortemente baseado 
em um formalismo (Álgebra Relacwnal) qu(· se mo.~lrou út.il nio ~orne1üt para apow metodológico como também 
pata a implement.açào correta de cousult.a;. em BDs. i'< o ca.~o mai~ geral. em que a diver~idade de aplicações é 
ilimitada. vale a observação aci!ll<L 
'de~igu. 110 original 
2 ill-struct-ured problem~ 
4 kernels 
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onde tal conhecimento pudesse ter sido ca.ptura.do. Esta linha. originou-se de experimentos 
com técnicas da área de IA em domínios específicos de aplicação, e técnicas simplificadas 
também chegaram ao estágio de '·empacotamento" através de shells para os chamados 
sistemas especialistas. 
Já. em meados da década, prinCJpiou a se tornar familia.r o termo processo de software, 
denotando a. transcrição em um modelo prescritivo de um método específico de construção de 
software, como núcleo nervoso de um ambiente de apoio ao desenvolvimento. Em que pesem as 
criticas a essa linha, ela ganhou força nos anos seguintes e chegou à. linha de frente com o motto 
de que software proctsses arr: software toa [SPW84]. 
Finalmente. a a.ssocia.ção entre metodologia de desenvolvimento de software e estudos gerais 
sobre projeto ganhou impul.~o definitivo com estudos como os de Bruns e Gerhart [Brun86]. em 
que a literatura sobre projeto foi examinada e comentada, em busca de idéias e conceitos a serem 
experimentados no Projeto Leona.rdo, do MCC. 
A preocupação deste capítulo é apresentar: 
• um resumo das principais idéias encontradas em estudos gerais de projeto como uma 
disciplina. independente de á.rea.s de aplicaçã.o. 
• uma. revisão crítica. de desenvolvimento de softwa.re, segundo a ótica de projeto. 
• uma discussii.o sobre dois aspectos criticas em processos de projeto. a saber: 
opera.çõe,., básicas de projeto e, 
problemaf-. Jp coordena.çil.o de atividad~o>s 
2.2 Estudos sobre Projeto 
2.2.1 A Natureza do Problema de Projeto 
O primeiro grande a.spect.o a ressaltar se refere à natureza do problema de projeto: em geral, 
projeto é um problema. de difícil trato, segundo argumentam, por exemplo. Simon [Simo73] e 
RJttel [Ritt73] de acordo com o resumo aba_ixo: 
• Projeto corno um Problema Mal~estruturado 
Para Simon. há uma vasta classe de problemas ditos '·mal-estruturados"' que, embora 
solúveis, sã.o de di fiei! trato, porque o espaço de soluções5 é demasiado grande (quando 
nà.o infinito), e os processos para. se cobrir tal espaç.o de forma. exaustiva (ejou chegar à 
solução ótima.) não sào computáveis em termos práticos. Por exemplo, Simon argumenta 
que xadrez e prova de teoremas nã.o sã.o bem-estruturados porque o espa.ço de soluções é 
excessivamente amplo. 
Embora não seja discutido. é e\'Ídente {]Ue o problema de projeto em geral. e de projeto 
d(-' sofl\\'a.n• ('lll particular. é mal-estruturado no sentido utilizado por Simon. 
"O espaço de soluçÕb d(· um problenl<~ são toda ... ~ a.~ ~li"-'- >ooluçõoos parciai~ c finais. 
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• Projeto como um Problema "Perverso" 
Rittel [Ritt73] escreveu um trabalho bastante conhecido sobre problemas de planeja-
mento, considerados por ele problemas perversos6 pelas seguintes razões, entre outras: 
l. Não possuem formulação definitiva. 
2. O problema verdadeiro é chegar a uma formulação adequada do problema. Em ou-
tras palavras. a abordagem sistemática de problemas pressupõe uma abordagem de 
solução. 
3. Soluções não são avaliáveis por critério de VERDADEIRA/FALSA, mas por crit~rio 
de BOA/MÁ. 
4. Toda solução é uma operação que afeta o domiínio do problema7 . Em outras palavras, 
uma futura solução estará se referindo a um problema distinto, afetado pela solução 
an teria r. 
5. Todo pro!Jlema pervertia pode ser con.5ideJado um sintoma de outro problema, prova-
velmente mais geral. cuja solução será. afetada pela. solução do primeiro problema. 
Considerados pelos critérios acima expostos, problemas de desenvolvimento de software 
são especialmente perversos na parte de formula.çã.o de requisitos, delimitaçã.o de funcio-
nalidades e especificação de soluções. 
A aceitaçã.o da visã.o de Simon e de Rittel como válida para o contexto de desenvolvimento 
de software explica. e fortalece algumas tendências marcantes, incluindo: 
• a ênfa.se corrente em a.quisiçà.o de informa.çà.o sobre o domínio de uma aplicação como 
p;nte t'%E'Jitial do ciclo de \"ida de desenvolvimento e anterior a qualquer definiçào de uma 
aplica.çào. Etisa linha adotada, por exemplo. no Projeto ITHACA_ em aplicações de 
banco de dados e. mais receutemeute. em sistemas especialistas. 
• a dependência de qualquer método de desenvolvimento de software conhecido em relação 
"' 
caracten'stíca.s dos domíuios de aplicaçâ.o cobertos pelos métodos e, 
abordagens espedficas de solução por decomposição fu11cional. orientada a objetos, 
etc. 
2.3 Desenvolvimento de Software como Instância de Projeto 
2.3.1 Projeto Auxiliado por Computador 
Originária de esforços de automatização parcial do projeto de hardware, a área de PAC8 -
Projeto Auxiliado por Computador- durante mais de dez anos. nã.o passou de uma coleção de 
cwic:ked 
one-shot oper~tion 
"CAD (Comput.cr-Aid('d De~ign) 
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técnicas de implementação de computação gráfica e de técnicas ad hoc para projeto de circuitos 
lógicos, e de seu mapeamento para arquiteturas concretas. 
A recente ênfase de "CAD pa.ra Software" (CASE) acabou por revelar a precariedade con-
ceitual dos esforços agrupados sob o rótulo de CAD. 
Por outro lado, essa mesma ênfase em CASE também começa a mostrar que os métodos 
correntes de desenvolvimento de software necessitam de uma revisão abrangente, conceitual e 
prática, para que esforços com suporte a.utomatizado ataquem aspectos essenciais e nã.o se-
cundários de projeto, quer de hardware, quer de software. 
2.3.2 Crítica de Métodos Correntes para Desenvolvimento de Software 
Métodos correntes de desenvolvimento de software se ressentem de diversas falhas, tanto de 
forma como de conteúdo. incluindo as seguintes: 
• excesso de ênfase em aspectos sint.á.ticos externos (terminologia., diagramação gráfica, etc.) 
em detrime11to de> aspectos semántico:::.. 
• carência de embasamento conceitual e de explicitação de razoes subjacentes e condici-
onantes imposta5 por determma.das ênfases metodológJcas (por exemplo, decomposição 
funcional e orientaçào a objetos). 
• excesso de natureza prescritiva em detrimento de natureza descritiva ( limitaçio do número 
de níveis em hierarquias de DFDs. tamanho de módulos fonte. entre outros). 
• imposiçã.o de restrições metodológicas divorcia.da.s da. rea.lidade (e.g., a proposição de que o 
projeto de um sistema se faça. top-down. ou bottorn-ttp de fonna estrita, por mais interessante 
que seja do ponto de vista conceitual. nào resiste à obsenaçã.o da realidade prática. de 
ambieiJtes de produçã.o). 
2.3.3 Alguns Aspectos Essenciais em Projeto de Software 
Que aspectos são essenciais em qualquer método de desenvohimen\o de software e que devem 
ser considerados na concepção de futuros ambientes de CAD para Software? 
l. Racionalidade Limitada9 
A capa.cidade da mente huma.na. pé!.ra formular e resolver problemas é muito reduzida em 
compa.ra.çào com a dimensào dos problemas do mundo reaJ (cuja soluçà.o via computadores 
é desejada). 
Complexidade, dentro d0ssa ótica, se traduz como excesso de demanda sobre a raciona-
lidade. 
A racionalidade limitada. impõe. no caso de projeto de software: 
• a divisà.o de artefatos complexos em partes menores, com interfaces bem definidas, 
possibilitando considera.çào individual e independente de outras partes. 
~Bound<ed Ralionalit._l' 
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• a divisão de tarefas em subtarefas interrelacionada.s, com explícita articulação de 
meios-fins e explícitas relações de precedências de execuçã.o no tempo. 
• a necessida.de de coordenar (individual ou coletivamente) a alocação de recursos 
(tempo. ca.pa.cida.de de processamento, etc.) para. a resolução ordenada de um pro-
blema. 
2. Atividade Cooperativa 
Exceto nos casos mais limitados, o desenvolvimento de um sistema de software é uma ativi-
dade de dimensões excessivas para ser executada em tempo hábil por um único indivíduo. 
A atividade é, pois, cooperativa, envolvendo um número variá.vel de pessoas, tornando 
a tarefa de coordenação ainda mais complexa, por envolver a necessidade de negociar o 
comprometimento de cada ator em partes específicas do processo global. 
3. Representação Hierárquica e Incrementai dos Dados 
Como consequéncia das imposições da. racionaLidade limita.da. há. ao menos dois tipos de 
complexidade envolvidos no projeto de software, a saber: 
• a complexidade de informações 
Em particular. há o próprio artefato resultante do processo de projeto, CUJa repre-
sentação será. uecessá.ria. 
• a complexidade de tarefas 
Em particular. há as tarefa.s de criação e manipulaçào direta de artefatos de projeto, 
cuja representação também será necessária. 
Em quaisquer dos casos. os requisito& impostos a. uma convençào adequada de repre-
sentação de informaç:_es e tarefas incluem: 
(a.) hierarquização de representação segundo rela.ções diversas como parte-de, tem-
especialização, etc. 
(b) evolução HO t.empo. posto que um objeto sofrerá. alterações ao longo de um processo 
de projeto, gerando versões, revisões, etc. 
4. Operações Básicas de Projeto 
Há algumas operações básicas fundamentais de projeto que são recorrentemente utiliza-
das por projet.ü;t.as de software em va.ria.ntes específicas em diversos métodos, sob nomes 
va.ríados. 
Por exemplo, uma operação mental óbvia é a decoinposição de um objeto em suas partes 
compoHentes. 
A identificaçã.o d(;' um conjunto mínimo de ta.is operações se reveste de particular inte-
resse. pa.ra: 
• permitir a disrussào de modelos transformacionais de desen vo]Yiment.o de software 
dentro dE' UJII arcohouço conceitua.J a.bra.ngente, e 
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• constituir o núcleo de um ambiente de desenvolvimento transformacional de software 
em que cada "operação fundamental" seja mapeada em uma ou mais transformações 
de um método específico. 
2.4 Aspectos Críticos a Considerar 
Para fi11s deste tra.balho. i.e., o exame detalhado de desenvolvimento transformacional e ambi-
entes de apoio, é importante discutir em detalhe dois aspectos enumerados na seção anterior, a 
::;aber: 
• operações básicas de projeto, e 
• mecanismos de coordenaçào 
2.4.1 Operações Básicas de Projeto 
Há um co~1junto bá~ico Je operaçõe& tradicionalmente utilizada.~ para modelagem conceitual de 
dominios de aplicação. Essas operações correspondem a operações mentais usadas inconsciente-
mente para identificar e categorizar coisas do mundo real, basicamente através de mecanismos 
de abstração. 
Pesquisas em diversas áreas conduziram à escolha de três operações básicas (com suas res-
pectivas operações inversas): 
• classificação/instanciação 
• generalizaçã.o/especializaçã.o 
• ap;rega.çào/decOJJI]JOsição 
Esse COlljUIJto de OJH'rações é reconhecido e utilizado em diversas áreas. com destaque para 
IA [Sath85], BD [Peck8S]. [Smití7] e Programação Orientada. a Objetos. 
A aplica.çà.o dessas operações a unJ domínio de aplicação acaba por leva.r à sua representação 
através de uma hierarquia de abstra.ções. 
Adotaremos tal conjunto básico de operações como sendo uma. aproximaçã.o inicial para 
encontrarmos o conjunto mínimo procurado de operações de projeto. Assumiremos que estas 
operações sà.o as nnis gerais que um ambiente de apoio deverá suportar e passaremos a descrevê-
las, juntamente com suas relações associadas, a.tra.vés de sintaxe simples. semántica em linguagem 
natural e em termos das suas propriedades algébricas. 
As operações de básica-S de projeto sã.o: 
• Classificação/Instanciação 
A operaçã.o de classificação corresponde à ca.tegorização de indivíduos em classes, com 
base em algumas propriedades comuns a todos. A opera.çào inversa é a de instanciação, 
que corresponde a.o processo de criar o indivíduo a partir do universal. 
A opera.çã.o de insLa.nciaçã.o t.ern como rela.çã.o associada '·tem-instância". A operaç,ão de 
classific;ão tem como relaçào a.ssocia.da "instã.ncia-de'·. 
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POESIA 
CI assifi ca.çã.o Instanciação 
"Motivo" "Mirrar" 
Figura 2.1: Classificação/Instanciação 
Se considerarmo& na figura 2.1 10 os poemas "Motivo" de Cecilia Meireles e "Mirrar" de Syl-
via Plath, podemos classificá-los como instâncias da classe POESIA. sob a. ótica de proprie-
dades definidas em estilos literários, obtendo assim as rela.çôes: instância-de("Motivo", 
POESIA) e instância-de("Mirror", POESIA). 
Por outro lado, podemos aplicar a operaçã.o inversa e instanciar um poema a partir da 
clas.;;e POESIA, e.g., o "Soneto da. Fidelidade'" de Vinícius de Morais, obtendo: tem-
instância(POESIA, "Soneto da Fidelidade"). 
• Generalização/Especialização 
A generalização é uma opera.çã.o que abstrai (ignora) propriedades de duas ou mais 
categoria.t>. gera.11do outra. ma.is genérica .. A especialização é a opera.çào inversa. à gene-
ralização e consiste da criaçào de uma nova categoria através da distiJlÇào de pelo menos 
uma proprieda.de que a diferencie da mais genérica. 
As relações ·'tem-generalização'" e "tem-especialização"" estruturam os elementos que so-
frem operaç.ões de geueraliza.çà.o e especializa.ção, respectivamente. 
As relações "tem-generalizaçã.o'" e "tem-especializaçã.o'" têm a.s seguintes propriedades: 
reflexiva 
tra.nsit.i\'â. 
a.n ti -si métrica 
Para exemplificar a. operaçã.o de generalização, se considerarmos as categorias CRÔNICA e 
CONTO. dela.s podemos abstrair uma categoria mais genérica, a PROSA. Da mesma forma, 
generalizando POESIA e PROSA. obtemos a ca.tegoria mais genérica LITERATllRA. 
10 Na uotaçii.o utilizada. elip~es correspoudem a instâncias e retângulos corr<"spondem a classe>-. 
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LITERATURA 
Generalizaç áo I I ~ ) Especi alizaç ao 
POESIA PROSA 
/ ~ 
SONETO CRÔNICA CONTO 
Figura 2.2: Generaliza.çào/Especializa.çào 
Por outro lado, podemos especializar a categoria POESIA, obtendo a categoria. SONETO, 
que estabelece que todo soneto é um poema de quatro estrofes (duas de quatro versos e 
duas de trés versos) com "chave-de-ouro" 11 na última estrofe. 
• Agregação/Decomposição 
A agregação é Ullli-1- opera.ç~o que permite a obtençào de uma nova categoria a partir da 
composição de uutr;n;. 
A decor:nposição é a sua inversa e consiste do detalhamento de uma. categoria ou de 
uma instância em suas partes constituintes. 
As rela.ções "parte-de" e "tem-parte'' estruturam os elementos que sofrem operações de 
a.gregaçào e decomposição, respectivamente. 
A relaçã.o ··parte-de" tem as seguintes propriedades: 
refle.xi va. 
transitiva 
anti-simétrica 
Por exemplo. instâncias da classe POESIA sã.o compostas por, pelos menos, Título, AU-
TOR. Corpo do Poema e Ano de Publica.çào. 
J 1 termo usado para um ·'re~umo ,. da temática do poema 
2.4. ASI'ECTOS CRiTICOS A CONSIDERAR 29 
POESIA 
Agrega.ção Decomposição 
Título AUTOR Corpo Ano 
Figura 2.3: Agregaçà.o/Decomposiçã.o 
As operações básicas descritas, acrescentaremos o par evoluçào/involuçã.o, tratado como 
primitiv-.:'1. auxiliar. 
• Evolução/Involução 
A evolução é uma operação que leva. a uma versào nova de uma. instância ao longo do 
tempo. A involução, sua operação inversa, retorna a uma versão anterior. 
As relações conespondentes às operações de evolução e involuçào são "tem-evolução" e 
"tem-involuçã.a'·. respectivanlen\.e. 
A relaçào ·'tem-evolução'' tem as seguii1tes propriedades: 
reflexiva 
transitiva 
an ti-simétrica 
Por exemplo, ''O Romanceir·o da Inconfidência". um conjunto de poemas de Cecl1ia Mei-
reles, pode ser adaptado para o cinema, gera.ndo um texto (roteiro), instância de PROSA. 
Operações de Projeto e Paradigmas de Estruturação de Sistemas 
Como se observa com frequência .. as operações de generalização/ especialização, agregação/ 
decomposição e classificação/ instanciação sã.o ortogonais entre si, permitindo representá-
las operando segundo eixos independentes, como ilustra a figura 2..5. 
c: ma. discussào interessa.ute [Taka92] é a ca.racterizaçào de métodos de programação/ desen-
volvimento com respeito a essas operações. 
Métodos tradicionais baseados em decomposição funcional. partem da visào de a.gregaçãojdecompos 
ramo critério fundamenta.] para. a estruturação de sistemas. Já os métodos ditos orientados a 
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LITERATURA 
I ~ 
POESIA PROSA 
' ' ' o:o:o 
00 
evoluçào 
"Ü Romanceiro da Inconfidência'' "0 Romanceiro da Inconfidência" 
(adaptado) 
Figura 2.4: Evoluçàojlnvoluçào 
a.gregaça.o 
classificação 
generalização 
figura 2.5: OrtogoJJaJida.de entre opera.çõe.s de absl.ração 
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objetos partem da visão de generalização f especialização. Por fim, implementações concretas 
de sistemas em linguagens operam no eixo classificação/instanciação. 
No projeto concreto de sistemas, por mais importante que seja a escolha de uma das visões 
acima para a sua estruturação, o projetista alterna em sua mente operações básicas de todos os 
tipos e em vários níveis de granularidade. 
A ênfase inicial em um eixo determinará. a. estrutura básica de um sistema, que, em geral, 
será. mantida até o fim. A mudança de uma visão para outra no meio do processo é trabalhosa e, 
em geraL pouco útil. O apêndice B apresenta duas abordagens para o problema de mapear uma 
visão funcional para. uma visão de objetos e ilustra as dificuldades conceituais encontradas 
nesse processo. 
2.4.2 Mecanismos de Coordenação 
Talvez o principal problema de um ambiente transforma.cionaJ seja a explosão de opções de 
projeto a cada passo, constituídas: 
• pelo conjunto di? transformações possívei.~ e/ou desejáveis a cada instante, e 
• pelo conjunto de projetistas e ferramentas disponíveis nesse passo, e 
• pela complexa interação entre os diversos componentes do "quebra-cabeças". 
O problema de coordenação, foi objeto de diversos estudos e propostas ao longo da década 
de 80, com resultados bastante satisfatórios. 
Passamos a discutir aqui duas propostas que se conjugam para auxiliar na concepção e 
implementaçào de mecanismos de coordenaçào em ambientes transformacionais: blackboards e 
Teoria da Contingência. 
Blad~b::>ards 
O modelo de blackbom·d é um modelo de resoluçã.o de problemas 1 ~ que prescreve a organização 
do conhecimento sobre domÍnio e de toda. a. entrada, das soluções parciais e intermediárias 
necessárias à resolução de um problema. 
Para a discussào da.s principais ca.ra.cter{stica.s do modelo, dois modelos conhecidos sào apre-
sentados a seguir: o modelo de computa.çã.o tradicional e o modelo clássico de sistema.s especia-
listas. 
• O modelo de romputa.ção tra.dicional consiste ~lll um programa que atua sobre uma 
sequência. dE' dados. Um programa é composto por um conjunto de procedimentos que. por 
:;ua vez, são conjuntos de comaudos, ·cuja. ordem de a.plicaçào é determinada por mecanis-
mos de controle conhecidos. O conhecimento sobre a estratégia de resolução do problema 
fica. embutido nos procedimentos e estruturas de COlltrole. 
12 Um modelo de resolução d<> problema.~ é um esquema para a organização de pa.~sos de raciocínio e conheciment-o 
sobre dominio para a construção de ~oluçóes para um problema 
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Memória de Motor de Base de 
Trabalho Inferência Conhecimento 
Figura 2.6: Exemplo da Estrutura Clássica de Sistemas Especialistas 
• A estrutura clássica de sistemas especialistas, mostrada na figura 2.6 [Enge88), consiste 
em uma. memória de trabalho, que guarda os dados de entrada para o sistema e soluções 
parciais e finais, um motor de inferência e uma base de conhecimento. O conteúdo da 
memória e as informações da base de conhecimento são usadas pelo motor de inferência 
para derivar novas hipóteses que sào colocadas na memória de trabalho. Neste modelo, o 
conhecimento fica. separado do motor de inferência que o utiliza e apresenta duas falhas 
pnncipais: 
O con;,._:,]e sobre a aplica.çã.o do conhecimento fica embutido na estrutura da. base de 
('onlw6··1enlo -· e.g .. na ordenaçã.o das regras, em sistemas baseados em regras. 
A reprcsentaçã.o do conheclmento depende da natureza do motor de inferéncia- e.g., 
um inttrpreta.dor de regras prescreve a. representaçà.o sob a forma. de regras. 
O ~::nrl" 1 n 0~ ~h·d~board é considerado uma evolução natural que procura eliminar os pontos 
fram~ d'l rstn1t1H<1. c!P sistemas especialistas [Enge88]. Nele. 
• O rnnlH•rimento necessário à resolução de um problema é particionado em módulos, com 
um motor de inferência associa.do a cada um. Dessa forma, nã.o se exige que as diversas 
partAs da base de conhecimento compartilhem um mesmo tipo de representaçào nem que 
os motores de inferência utilizem o mesmo mecanismo de inferência. 
• A comunicação entre os módulos é feita. apenas a.tra.vés de operações de leitura/escrita na 
memória de trabalho. 
O modelo descrito acima é mostrado na figura 2.7. O blacl.:board corresponde à memória de 
trabalho. enquanto que os pares (motor de inferência, base de conhecimento) correspondem às 
fontes de conhecimento. 
Assim. o modelo de blackboard consiste em duas partes principais: 
l. a.s fontes de conhecimento, os módulos independentes que encapsulam o conhecimento 
necessário à resoluçào de um problema. 
2. o blackboard. a estrutura de da.dos globaJ na. qual sií.o mantidos os da.dos e solw~ões de 
um problema. As fontes de conhecimento produzem muda.nça.s no blflckboard que leYam à. 
soluçã.o do problema. de forma incrementa.L Toda. a. comunicação e interaçã.o entre elas é 
feita através do blackboa.rd. 
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Fontes de Conhecimento 
• r--------------------------------------------1 
' r-J------------------------------------------1 
Blackboard 
Memória de 
Trabalho 
' 
~--L-----------------------------------------1 
' 
' 
' Motor de Base de ' 
' Inferência Conhecimento 
' ' 
' ' r-J 
' ' r-J 
' L--------------------------------------------1 
Figura. 2.7: Exemplo de um Modelo de Blackboa.rd Simples 
Não há mecanismo de coordenação especificado no modelo de blackboard. O mo-
delo simplesmente especifica um modo genérico de resoluçào: a. resoluçào oportunística de 
problemas. Em um modelo de resolução oportunística, partes do conhecimento necessário à re-
solução de um problema sâ.o aplicadas no momento mais "oportuno". A execução de atividades 
é auto-motivada, pois cada agente conhece as condições em que pode colaborar, de acordo com 
as informações contidas no blackboa'!"d. 
A figura 2.8 mostra o modelo de blackboa'l"d. Note-se que não há fluxo de controle: as fontes 
·e conhecimento respondem a muda_.ças no blackboa'l"d, e se ativam autonomamente13_ 
O exemplo que melhor ilustra a aplica.çà.o de resoluçà.o oportunística no modelo de blackboard 
, o de um grupo de pessoas que tenta montar um quebra-cabeças em um quadro colocado na 
parede de uma sa.Ja. como mostra a figura. 2.9. extraida de [NiiSGJ. 
Cada pes::.oa ou agente - tem em seu poder um conjunto de peças do quebra-cabeças. 
p,Jguns voluntários iniciam a monta.gem do quebra-ca.beças indo a.té o quadro e colocando peças. 
Os outros agentes devem olhar para. o quadro e para. as peça.s que têm em seu poder e colocar 
aquelas que casam com partes das peças já. colocadas no quadro. A montagem do quebra-cabeças 
l; feita passo-a-passo pelos agentes, em completo silêncio e de forma oportunística (um agente v<W 
até o quadro quando descobre uma oportunidade para. adicionar uma de suas peças ao quadro). 
As informações de que cada agente necessita estão registradas no quadro e nas peças que possui. 
{)modelo de blackboardé uma entidade conceitua.J e nào uma especificação computacional: a 
imp' ._nentação de éiÍ~lcma.b de blacHoanl requer a a.dequa.çã.o do modelo às limitações de alguns 
~istema.~ de computasã.u. Assim, foi JefiHido um modelo de rcfcrência 14 para blackboards, cujo 
objetivo é o de prover diretrizes de projeto apropri<~da" para. sistema-s ele bluckboard em ambientes 
de computação nào·p<tra-lelos. 
12 se]f.acl i l'at.ing 
14 framework 
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Figura 2.8: O Modelo d-e Blackboard 
Figura 2.9: Resoluçà.o de Quebra-t<~heças 
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O modelo de referência de blackboards adota a seguinte estratégia de controle: 
• Há um conjunto de módulos de controle que fa.z o monitoramento das mudanças no black~ 
board e decide quais as próximas ações. 
• Vários tipos de informação estão globalmente disponíveis para os módulos de controle no 
blackboard. 
• A informação de controle é usada pelos módulos de controle para determinar o próximo 
objeto a ser processado15 (quais as fontes de conhecimento a serem ativadas, quais os 
objetos do blackúoatd que serão manipulados ou uma combina.çào das duas anteriores). 
• A solução é construída passo-a-passo, com a aplicaçào de qualquer tipo de estratégia dera-
ciocínio, e a ativa.çào das fontes de conhecimento é feita de forma dinâmica e oportunística. 
1 As atividades para resolução de problemas ocorrem na seguinte sequência: 
1. Uma fonte de conhecimento realiza mudanças em objeto(s) do blackboard. As mu-
danças efetuadas são registradas em uma estrutura de dados global que guarda in-
formação de controle. 
2. Cada fonte de conhecimento indica a contribuição que pode dar ao novo espaço de 
soluções. 
3. Usando a informação fornecida nos passos anteriores, um módulo de controle seleciona 
um foco de atenção. 
4. A depender da. informação contida no foco de atenção, um módulo de controle apro-
priado o prepara para a. execuçào da seguinte forma.: 
(a) Abordagem por escalonamento de conhecimento: se o foco de atenção for uma 
fonte de conhecimento, entà.o um objeto do bla.ckboard é selecionado para servir 
de contexto à. sua a.tiva.ção. 
( b) Abordagem por escaJona.mento de eve11to: se o foco de atenção for um objeto 
do blackboard, então uma fonte de conhecimento é selecionada para processar o 
objeto. 
(c) Se o foco da atenção for uma fonte de conhecimento e um objeto, então a fonte 
de conhecimento está. pronta para execuçào com seu contexto definido (o objeto). 
1 São fornecidos critérios para se detennínar quando terminar o processo. 
Teoria da Contingência 
Galbra.jth propôs a chamada Teoria. da. Contingência em um livro que discutia a. estruturação 
de organizações de uma. maneira geral A idéia. central era. a de que a. estrutura de uma or-
ga.niza.çã.o se fundamenta.va no a.ta.que a. fatores de incerteza através de respostas diversas. 
As idéias de Galbra.ith foram apropriadas e conjugadas às de mecanismos de blackboard e apli-
cadas por Fox [Fox79] a.o problema de desenvolvimento de softwa.re de larga escala, partindo da 
15 o foco de atençiio 
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Incerteza Métodos 
consumidor broadcasting 
sistemas de blackboard 
produtor identificação 
análise de contexto 
função gerência de recursos 
correção 
... ... 
comportamento controle de conflitos 
oportunismo 
Tabela 2.1: Métodos para atacar Incertezas 
premissa que estndmv,, de softwarf podem ser condicionadas de forma similar a organizações 
hvmanas. 
A figura seguinte, extraida de [Brun86] resume a idéia de Fox: métodos específicos são 
acionáveis para atacar incertezas específicas (relativas a consumidores e produtores - agentes 
que consomem e produzem recursos, entre outros). 
Por exemplo, a incerteza quanto a. consumidores (identi•_ade, localização, reação, etc.) 
pode ser atacada através de: 
• envio de mensagem para todos os possíveis consumidores16 , 
• postagem de informa.çã.o a.tra.vé::; de um sistema de blackboard, supondo que todos os con-
sumidores interessados COIJsultarã.o o quadro, 
• envio de meusagem seletivamente a alguns consumidores. supondo que estes farão algum 
tipo igualmente seletivo de retransmissão. 
As incertezas quanto a produtores podem ser a.ta.ca.das solicitando a identificação de todos 
os produtores ou atra.vés de análise de contexto. 
2.5 Considerações Finais 
Conforme discutido acima, há diversos resultados interessantes oriundos de esforços de pesquisa 
em áreas distintas e qu~o> parecem candidatos plausíveis para incorpora-ção em um experimento de 
1 ~broadcasting 
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desenvolvimento transformadonal: operações básicas de projeto e mecanismos de coordenação 
baseados em blackboards. 
É válido perguntarmos qual a utilidade de embutir suporte a operações básica.s em um 
ambiente sob o ponto de vista de com:denação. Conforme veremos no capítulo 6, um mecanismo 
básico de encadeamento regressivo que precede a adoção de quaisquer estratégias de coordenação, 
se vale da identificaçã.o de operações (i.e., relações) específicas entre objetos dentro de uma 
representaçào hierarquizada de informações sobre projeto. 
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Capítulo 3 
U rn Modelo Genérico do Processo 
de Software 
3.1 Introdução 
Neste capítulo, discutiremos a natureza de atividades genéricas que têm lugar no processo de 
software, através de uma estrutura conceitual unificadora: o modelo P\V. 
3.2 O Modelo PW em Detalhe 
Como foi dito anteriormente, o modelo P\N é um modelo genérico do processo de software, que 
em sua versão mais abstrata, o decompõe em dois processos com características distintas: um 
de abstração, que transforma o conceito da aplicaçã.o (ou aplicação conceitual) em uma espe-
cificação formal, e outro de reifica.ção, que transforma a especificação obtida em um programa. 
Na prática, dificilmente uma especificação completa do conceito da aplicação será concebida 
como um todo, uma estrutura monolítica. É provável que a especificação consista de um conjunto 
de subespecificações que, devidamente estruturadas, irão compor a espedfica.çào global desejada. 
Cada subespecificaçào obtida é uma especificação parcial e um ponto de partida para o 
processo de reificaçào. como mostram as figuras 3.1 e 3.2. 
Os processos de abstração e reificação ainda sào muito complexos para. serem realizados em 
H!:: ~:ó passo. il'l11ito provavelmente. eles passarào por decomposições sucessivas, obtendo-se, 
as_:i::n. uma sequência. de sub-transformações que. em conjunto, realizam os processos correspon-
deu:_,~. A figura 3.1 mostra o segundo nível de decomposição do modelo P\N. 
3-~.1 A Perna Esquerda 
A perna esquerda do modelo PV..' representa a atividade de criar uma especificação formal a partir 
do conceito da aplicação. Neste processo, muito provavelmente. ::;enio aplicadas recorrentemente 
as operações básicas descritas no capítulo anterior, com o intuito de modelar o conceito da 
a.plicaçào e derivar uma. especi:ficaçào satisfatória. 
Uma das operações bâsica5 utiliza.da.s na. perna esquerda é a decomposição. O seu objetivo 
é o de transforma.r um problema complexo em um conjunto de problema5 mais simples. O 
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Figura 3.2: A Perna. Esquerda 
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Representação Informal 
Interface Formal 
Especificação Parcial 
sucesso de uma decomposição depende da escolha adequada dos .:omponentes. Esta escolha 
d<'vt' se basear em Ulll<l visà.o genérica do conceito da. aplicaçào, obtida através de operações 
de abstração que permitem a criaçã.o de modelos genéricns do conceito da aplicaçào e seus 
componentes. 
Nestas circunst<incias, o processo representado pela perna esquerda toma a forma de de-
~amposição via abstração, onde problemas sã.o decompostos em subproblemas através da 
identificaçào de abstra-ções úteis. 
Assim, o problema inicial é decomposto em subproblemas que podem ser tratados mais 
facilmente e de maneira mais ou menos independente. A partir de cada subproblema são obtidas 
repre!"~':!ltações informais parciais (RI), a partir das quais serã.o construídas especificações formais 
parei Ris (EP). A especificação formal que a.parece no vértice do "V" invertido da figura 3.1 é, 
entã.o. um conjunto estruturado de especific-1çÕes parciais, que representam pontos de partida 
para v:i.rios processos de reificação. 
A perua esquerda é formada por especificações formais parciais obtidas de representações 
informa.ú,. Cada RI serve como base para o passo seguinte. onde o processo descrito acima 
é repetido. Além disso. interfaces formais (IF) provêem uma ligaçào entre cada especificação 
formal obtida e sua represen ta.çã.o informai correspondente, como mostra a. figura 3.2. O objetivo 
de cada IF é o de relacionar os termos teóricos da EP à qual está ligada aos objetos informais 
que compõem a lU. 
Como em qualquer processo de desen\"olvimento realizado passo-a-passo, pode haver necessi-
dade de retrocesso no processo realizado na perna. esquerda, para permitir a revisão e modificaçào 
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de decisões prévias que conduziram a situações indesejadas. O procedimento de retrocesso deve 
permitir a revisão das interfaces formais e especificações parciais obtidas nos passos anteriores. 
3.2.2 A Perna Direita 
A perna direita do modelo PW é conhecida como modelo LST do processo de reificação 
e representa o processo de construçào de um programa a partir de uma especificação formal 
(possivelmente composta por várias especificações parciais). Este processo, apesar de possuir 
natureza diversa. é realizado através da aplicação dos mesmos pares de operações básicas de 
projeto válidos para a perna esquerda. 
A construção de um programa raramente cobre toda a distância entre o sistema linguístico1 
da especificação e o sistema linguístico do programa em apenas um passo. Geralmente, a. cons-
truç.io prossegue através de uma sequência de passos intermediários. Nem o número nem a 
natureza dos passos podem ser fixados a priori. 
Cada passo representa uma transformação entre dois sistemas linguísticos: um sistema 
linguístico de nível mais alto (fonte} - a partir de agora denotado por SLi - e um sistema 
lingnístico de nível mais baixo (objeto)- denotado por SLi+l· 
Um passo se inicia com um sistema.linguístico fonte pré-estabelecido e um conjunto estrutu-
rado de sentenças que corresponde à. representa.çâ.o formal do estágio corrente do programa em 
desenvolvimento- a ba.se corrente R;. A representação desse conjunto de sentenças no sistema 
linguístico fonte corresponde à especificação para o passo corrente e deve possuir as propriedades2 
fundamentais a qualquer especificação - e.g., correção e consistência3 . 
O sistema linguístico objeto pode ou não ser definido a priori. [Lehrn84b] considera que 
a seleção do SL objeto é o aspecto criativo do passo de construção de programas e constitui 
a principal decisã.o de projeto de um pa.sso4 . Através da seleçã.o de um sistema linguístico 
objeto. o projetista decide quais os conceitos extra.lógicos que serão adicionados a.o vocabulário, 
1 Um siste1na linguístico é um sist.ema formaJ para a expressão de idéias e consiste de três partes: 
• uma gramática (; 
• um sistemôi lógiro I. composto por um conjunto de axwmas lógicos e um conJunto de regras de inferência. 
• um coujunto de axioma.~ extralógicos A. 
Em geraJ, ao. sent.enç~ do;. sistemas linguísticos são definidas de forma indutiva a partir de construções mais 
simples, onde as partes constituintes são definidas pelas regras de produção no estilo BNF da gramática G. As 
regras de inferência são usadas para se tirar conclusOes e derivar novas sentenças. 
A>:. sentenças de um sistema linguístico, conhecidas como tautologias ou axiomas lógicos, são considera-
das verdadeiras independente do domínio de aplicação representado, formando um núcleo a partir do qua.l são 
derivadas novas sentenças do sistema linguíslico através da aplicaçào de regras de inferência. Estas sentenças 
sà.o coJlSÍderadas puramente lógicas. Porém, a veracidade ou faJsidade de outro grupo de sentenças depende de 
suposíçOes que não podem ser verificadas apenas através de raciocínio no escopo do próprio sistema linguistico, 
se11do denominadas axiornas extralógicos. Em particular, quando um sistema linguistico é usado para a des-
crição de um domínio do muudo ''reaJ", a veracidade de algumas sentenças deve ser deternlinada. naquele domínio 
de aplicação específico. 
Tanto a especificação como o programa sào conjuntos de sentenças em seus respectivos sistemas linguísticos. 
2 As propriedades devem !>er verificada..~ a partir dos axiomas do sistema linguístico pela a.plica.ção das regras 
de inferência. 
3 A consJstêucJa de lllllôi especificação é uma propriedade que assegura a ausência de informação contraditória.. 
• Apenas o sistema linguístico da especificação e o do programa são estabelecidos a prior·i. 
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os conceitos primitivos que serão decompostos, etc. Uma vez escolhido SLi+h o passo corrente 
pode prosseguir atra.vés da criação de um conjunto adequado de sentenças representado em SLi+I 
a representaçâ.o R,+ I· 
A representação corrente R; deve permitir dupla interpretação: como um programa- imple-
mentação correta em relação a R;_ 1 expressa em S;-t -e como uma especificação para o próximo 
passo e para a representação R,+J· Ao final de cada passo, deve-se demonstrar a correção de 
R,+ I em relação R;, a menos que o próprio processo crie uma representação Ri+ I correta por 
construção, mediante transformações que preservam a. correção. 
Assim, dados uma representação corrente ~. o sistema linguistico objeto SLi+I e uma 
obrigação de verificação, o passo corrente pode ser completado, gerando um dos resultados 
abaixo: 
1. um resultado negativo, ou seja, demonstra-se de forma convincente que nenhuma imple-
mentação correta de R; pode ser obtida em SL;+l· 
:2. um resultado positivo. ou seja, a representação corrente R;+ 1 é obtida, correta em relação 
a R;. Este resultado pode ser submetido a uma análise de aceitaçã.o empírica (validação), 
podendo ser consiclerado aceitável ou inaceitável. 
A especificação inicial do problema é distinta das representações subsequentes em apenas um 
aspecto: não há obrigaçào de mostrar que ela é uma implementação correta para alguma outra 
especificação. Esta obrigação é substituída. pela demonstração de que tal espedficaçào é uma 
abstração a.dequada do conceito da aplicação. 
Como o objetivo do processo de reificaçào é a obtenção de um programa "executável", é 
normal imaginarmos que os sistemas linguístico.5 escolhidos sâ.o, a. cada passo, cada vez mais 
concretos·5• Assim. podemos afirmar que a tra.nsformaçâ.o entre dois sistemas linguísticos envolve: 
~ o mapeamento entn as con.truçôes envolvidas, ou seja, a representaçào dos objetos e 
operações do primeiro em termo., de objetos e operaçõef:. do segundo sistema; 
J a. modificaçâo da gramdarúlade da descriçào- geralmente, um objeto (operação) do pri-
meiro é mapeado pa.ra um conjunto de um ou mais objetos (operações) no sistema seguinte; 
• o acréscimo de temw8 ejou Jenómenos a representações expressas no segundo sistema 
linguístico, não representáveis no primeiro sistema. 
O passo descrito acima é canônico [Turs87] e é considerado a. unidade de trabalho construtiva 
do modelo LST. 
A Necessidade de Retrocesso 
A construçã-o de programas não é um processo monotônico de transformação entre sistemas 
linguísticos. Em certas circunstâncias, pode acontecer que a representa.ção R;+ 1 obtida, apesar 
de correta, possua características indesejáveis (ou nào possua. algumas desejáveis), ou mesmo 
óNe~te cont.exto. as coustruçôe~ do sistema linguis~ico~ estào próximas das construçôe~ da liuguagem da 
máquina HtbJaCente. 
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Figura 3,3: O Modelo LST do Processo de Reificação 
que tal representação não consiga ser obtida em SL;+t· Nestes casos, é necessário aplicar um 
procedimento de retrocesso que permita o retorno a um sistema linguístico SLj, com j <i, tal 
que uma modificação feita em R.J (que preserve a coneção em relação a Rj-I) leve à remoção 
da causa que provocou o retrocesso. 
r ma abordagem inicial poderia ser a de tentar redefinir o sistema linguístico objeto SL; 
de forma. a permitir que se crie nele uma representação R; correta em relação a R;_ 1 . Esta 
abordagem não é vista como um procedimento de retrocesso e sim como uma tentativa recorrente 
de reparar SL,. O procedimento de recursão é mostrado na figura. 3.3. 
Uma segunda abordagem consiste em, após o retrocesso, tentar modificar a representação 
Rj construída em SLJ. 
Tendo retrocedido do nível i ao nível j, deve~ se, em princípio, desprezar os passos j + 1, ... , 
i- 1, já que uma modificação em RJ pode levar a uma escolha distinta para SLj+t· 
As modificações descritas até agora são denomina.das de endôgenas, pois a necessidade de 
incorporá-las surgiu no decorrer do processo de construção do programa propriamente dito. 
Além das endógena,. há outro tipo de modifica.çà.o, decorrente de mudanças no conceito da 
aplicação, que sà.o de11ominadas de exógenas. 
3.3 O Passo Canônico 
Seja. Ri a representação corrente construída. sobre o sistema linguístico SLi, após i aplicações do 
passo canônico {descrito anteriormente) à especifica.çã.o inicial. 
A representação corrente R1 é denomina.da de nívellinguístico. Um nívellinguístico é uma 
extensão do sistema linguístico subjacente através do enriquecimento da sua parte extralógica. 
Sendo a.ssim. um pa.s~o cousiste na implementaçâ.o da repre.'.ienta.çã.o corrente R,- (expressa atraYés 
Jp SL,) em um sistema linguístico objeto SL;+l, gerando uma representaçào Ri+ I· Uma imple-
mentação de R, Pln 01,+ 1 é um pa.r < h,t 1 >.como mostra a figura 3.1. 
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e1 : é uma extensão de R; em R;+ 1 
ft: é uma interpretação entre as representações. 
Figura 3.4: O Passo Canônico 
Um passo canônico consiste, então, em três fases. a saber [Haeb89J: 
1. definição do sistema linguístico objeto. 
2. extensà.o do sistema linguístico objeto a nívellinguístico. 
3. tra.duçào entre o nívellinguístico fonte e o nívellinguístico objeto. 
A extensão de um sistema linguístico a nívellinguístico corresponde à utilizaçào do sistema 
linguístico para definir novas construções. e.g .. tipos. opera-ções, etc. A tradução entre dois 
,;"eis linguísticos adjacentes consiste de duas atividades: 
• o estabelecimeJli.O de interpretações para traduzir os elementos da.s representações (cons-
tantes, variáveis, procedimentos, etc.). 
• a demonstra.çâ.o de que as interpretações definida.s permitem que a tradução produza uma 
extensão conservativa entre as representações, ou seja. que todas as consequência.s de-
riváveis no nível fonte também o são no nível objeto. 
O que foi exposto a.cima delineia. uma. forma. canônica. para os passos individuais em um 
processo de reifica.çã.o passo-a-pa.s.5o. O processo de reifica.ção é, entã.o, potencialmente coerente, 
pois descreve o processo que produz uma sequência de representações formais em termos de um 
único paradigma. 
3.4 Operações de Projeto e o Modelo PW 
As operações de projdo descritas 110 capítulo 2 são suficientemente gerais para serem aplicáveis 
tanto no processo dP ab!>traçã.o representado pela perna esquerda do modelo PW, como no 
processo de reificaç.::i.o. Na perna esquerda. a granularidade das operações é grossa, posto que o 
sistema ai11da está s('11do gra.da.ti\'a.mente estrut.ura.do. Na perua direita, a granularidade é fina, 
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posto que as transformações operam sobre descrições mais concretas de sistemas, mapeando-as 
para níveis linguísticos cada vez mais detalhados. É razoável supor que cada transformação na 
perna direita possa ser representada pela composição de inúmeras operações básicas de 
projeto em alguma sequência específica e acrescentando-se semântica a.propriada. 
Generalizando a suposição feita acima, podemos imaginar que, dada qualquer transformação 
específica de qualquer método, será possível "traduzir" tal transformação em urna sequência de 
operações básicas. 
3.5 Considerações Finais 
O modelo PW enfatiza a formalização do processo de reificação, prescrevendo, entre outros, a 
utilização de uma especificação formal do conceito da aplicação como ponto de partida para o 
processo e o descrevendo como uma combinação de passos canônicos. 
A noçà.o de construçã.o de programas sob a ótica de transformação entre sistemas linguísticos 
mediante a aplica.çã.o de passos canônicos- certamente captura um aspecto importante da 
essencia. dos processos de projeto e implementaçào de software e proporciona uma base conceitual 
unificadora para métodos de desenvolvimento de softwaré. 
Vale a observaçào de que o sentido de "canônico" neste contexto não é o mesmo dado à 
derivação canônica ou à forma canônica em linguagens formais. A definição do processo de 
reificação como uma combinação de passos canônicos nào implica um processo de derivação 
determinístico de um programa a partir de uma especificação formal. 
o o o 
Por fim. neste trabalho, adotaremos a suposição feita. na seçà.o anterior, considerando qual-
quer transfonnaçào de qualquer método como sendo uma sequência de operações básicas de 
projeto. Isso permitirá abstrairmo-JloS de métodos específicos para a investigação de ambientes 
genéricos de apoio a desenvolvimento transformacional, abordando tanto o processo de abstração 
como o de reifi.caçào. 
6 Turski comenta que, segundo essa ótica. a distinção entre projeto e implementação de program<U' torna-se 
irrelevante- pelo menos conceituaJmenl.e. 
Capítulo 4 
Transformações 
4.1 Sistemas Thansformacionais 
A medida em que a tecnologia de Compiladores foi sendo dominada e solidificada, imaginou-se 
que ela poderia ser f'Stendida. para cobrir um estágio anterior no processo de desenvolvimento 
de software- ou mesmo para cobrir todo o processo- em especial para transformar uma espe-
cificação de alto nível, escrita. em alguma linguagem de especificação, em um programa expresso 
el1J alguma linguagem de progra.ma.çâo. Houve trabalhos interessantes, principalmente no sen-
tido de prover transformações automáticas para certos domínios limitados e bem definidos, como 
foi o caso dos geradores de aplicações. Entretanto, para os casos mais genéricos, há um grande 
número de pesquisas, porém com resultados ainda modestos. 
Esta seção constitui-se, em sua maior parte, em uma revisão baseada em [Part83J, um survey 
sobre sistemas transformacionais que estabelece uma classificação arbitrária- segundo os autores 
em funçào de alguns sistemas transfonnacionajs conhecidos f' implementados. 
4.1.1 Terminologia .Básica 
Define-se programação transfonnacional como sendo um método de construçã.o de progra-
mas através da aplica.ção sucessiva de regras de transformação que preservam a correção. 
Uma transformação pode ser vista como uma função cujos argumentos e valores são pro-
gramas ou esquemas de programas. O conceito de programa é o convencional; um algoritmo 
(sequência. de passos bem definidos para resolver um determinado problema) expresso em alguma 
linguagem de programaçà.o. Um esquema (de programa) é uma representação de uma classe 
de programas afins. obtido a partir da abstra.çào de algumas de sua.s propriedades. 
Neste paradigma.. a especificaçào formal dos requisitos é a base para. a construção de progra-
mas corretos e eficientes media.ntQ transformação gradua.!. 
Seja (} uma transformação entre dois esquemas {ou programas) r. e r.'. () é dita. correta 
se alguma. relação semântica y for mantida entre r. e r.'. A relação semântica mais impor-
tante no contexto dlõ' transformações é a de equivalência. Outras relações importantes são; 
equivalência fraca (nào se responsabiliza. pelos efeitos de transformações sobre esquema.s de 
programa incorretos) e a de descendência para programas não- determinísticos (é suficiente 
que r.' esteja incluído em r., isto é, que os possíveis resultados de r.' sejam um subconjunto dos 
possíveis resultados de r.}. 
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Qualquer que seja a relação semántica mantida entre os esquemas 1T e 7!"' após a aplicação de 
uma transformação, ela deve ser reflexiva (pois a identidade deve ser uma transformação válida), 
transitiva (para permitir a aplicaçã.o sucessiva de transformações) e monotônica (para permitir 
transformações válidas sobre uma parte '1./J de um esquema r.). 
O processo de desenvolvimento transcorre mediante a aplicação de transformações que deri-
vam um programa equivalente à especificação formal. Para que a correçào seja preservada, são 
utilizadas regras de transformação. Uma regra de transformação é um mapeamento parcial 
entre esquemas, correspondendo a transformações corretas. Por ser um mapeamento parcial, 
condições de ativaçào 1 - predicados sobre esquemas de programas- sào usadas para restringir 
o domínio da regra. de transformação. 
Os formatos básicos de uma regra de transformaçào são: 
l. a= b(c), 
onde a e b sào esquemas e c é uma. condiçào, significando que b pode substituir a (e 
vice-versa.) se a condiçã.o c for verdadeira. 
2. a= b(c). 
significando que b pode substituir a se c for verdadeira. 
Há três tipos de condições de a.tiva.çào [Broy81]: as condições sintáticas apenas estabele-
cem que certas variáveis do esquema valem para. algumas entidades sintáticas. As condições 
de contexto geralmente sào predicados tais como "OCCURS (x in E)'', afirmando que o iden-
tificador x ocorre livremente na expressã.o E. E, finalmente, as condições semânticas, que, em 
geral, não podem ser verificadas automaticamente e necessitam de intera.çào com o programa-
dor/usuário. 
A idéia central do método de transformação de programas é íJUe, em geral, um definição 
recursiva de um problema. é a. expressão mais natural da. definição desse problema. A partir 
desta versào inicial e pela aplicação de transformações, tanto em direção a. um nível mais baixo 
de abstração, quanto pela aplicaçào de transformações em um me.5mo nívellinguístico (em busca 
de versões mais eficiente~ do algoritmo}, o programa- passa. por versões intermediárias até que 
seja obtida uma versão eficiente do problema. - implementação final - equivalente à definição 
original. 
4.1.2 Modelos 
A introduçào do pa.radigma transforma.cional como método de desenvolvimento de software levou 
à cria.çã.o de novos modelos descritivos para ca.racterizá-lo. Tais modelos sã.o variações sobre um 
mesmo tema: o modelo clássico do ciclo de vida. do softwaJ·e mostrado no primeiro capítulo. 
Vm modelo do ciclo de vida que corresponde ao paradigma transforma.cional é mostrado na 
figura 4.1 [Haeb89]. 
Os a.spect.os a desta.ca.r 11este wodelo sào: 
• enfase na especificação formal; 
• ma.nutençãojvalid<~çào feitas sobre a especificação forma-l: 
'enabling condition~ 
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Compilação 
Automática 
Sintonia 
• utilização de um sistema automático para a aplicaçào da transforma.çào; 
Propa.m .. 
Fon10 
~ 
• utilizaçào de um Sistema Especialista para guiar interativamente a seleçã.o de trans-
forma.ções; 
• registro do desenvolvimento formal através de um histórico de derivações. 
lim outro modelo conhecido é o de Balzer, mostrado na figura 4.2 [Luce87], que, além 
dof; a5pecto& destacados acima, enfatiza também a criação de um protótipo, que será usado 
para validação e como ponto de partida para. a. obtençào de um programa concreto, mediante 
transformaçàes a.utomá.ticati. 
4.1.3 Papéis no Processo de Desenvolvimento de Software 
Os sisteliJas tra.nsformaciouais podem desempenhar diferentes papéis no processo de desenvolvi-
mento de software. Em geral, pode-se classificá-los segundo este aspecto em dois grupos: 
L Sistema.s próprios. onde o aspecto trausformauonaJ tem uma posiçã-o de destaque no 
sistema. 
Nes!f' grupo. podclllos ideHt.ificar dois tipos de sistemas: 
(a) geuénco!-> 
São sistemas que nà.o estào restritos a tipos específicos de regras de tra.nsformaçào 
llf'Ill a uma fa.se ou a.specto específicos do processo de deseil\'Olvimento de software. 
(b) de propósito específico 
São sistemas tr;msformacionais com um objetivo específico. Os sistemas deste tipo po-
dem ser caracterizados pelo tipo de ati\·ida.de que desempenham (síntese, otimização, 
\'erificaçào. etc.) e pelos tipos de programas que manipulam. 
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2. Sistemas genéricos para o desenvolvimento de software, onde o aspecto transforma-
cional e o seu desempenho correspondem apenas, a urna pequena parte do sistema como 
um todo. 
4.1.4 Objetivos 
Os sistemas transforma.cionais utilizam transformações com um objetivo específico ou uma com-
binaçáo deles. 
O objetivo mais comum é o de dar suporte genérico à modificação de programas. Isto 
inclui a otimização de estruturas de controle, a implementaçã.o eficiente de estruturas de dados 
e a adaptação de programas a estilos específicos de programação. Em geral, a motivação de 
sistemas transforma.cionais com este objetivo é a de permitir que programadores escrevam seus 
programas para a. resolução de um problema, sem preocupações com questões mais específicas, 
tais como eficiência. estilo de programação. etc. 
Um segundo objetivo é a síntese de programas. ou seja. a geraçã.o de um programa a partir 
de uma descriÇão inicial do problema. Sistemas transformacionais com este objetivo variam de 
acordo com a forn1ulaç<l.o de sua entrada. A síntese pode ser iniciada a partir de especificações 
em linguagem natural restrita ou a partir de especificações de alto nível expressas em alguma 
linguagem formal. 
Outros objetivos sào: adaptação de programas a ambientes específicos. descrição de 
programas (através da. exibição do seu histórico de deriva.çã.o) e verificação de programas. 
4.1.5 Aspectos Relevantes 
O papel que os sistemas transforma.cionais de.5empenha.m no processo de desenvolvimento de 
software e os f:>eus objetivos sã.o aspectos importantes para. a. sua cara.cterizaçã.o. Além desses, 
existem outros aspectos relativos a estes .5istema.s que também devem ser meucionados. 
• Organização das regras de transformação 
A maior parte dos sistemas possui uma coleçáo pré-definida e possivelmente extensível de 
regras de transforma.çã.o. 
Há duas abordagens pa.ra a organiza.çã.o da coleç.ão de regra.s de transformação em um sis-
tema transforma.ciOJJal: através de um catálogo de regras ou de lll11 conjunto gerador. 
Catálogo de Regras 
É uma. {·oleçào estruturada. de forma. !inea.r ou hierárquica. de regra.s de transformação, 
em gera.] específicas a um donu'nio de aplicaçã.o ou a um aspecto específico do pro-
cesso de deseuvolvimeiJto. 0.5 sistemas que utiliza.HJ esta abordagem são chamados 
de krwwlulgt-ll(lsul :;;y$tems. Os problemas principais dest.a abordagem estão rela-
ciouados a f> na completude e estrutura. Em particular, faz-se necessário garantir a. 
existência, a disponibilidade e o acesso rá.pido às regra.s. 
CoJJjunto (;erador 
Consiste em p('qucno conjunto contendo regras ele trrtnsformaçiio elementa.res e pode-
rosas, indepcnde11tes de um clomínio ou linguagem específicos, utilizadas como base 
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para a construçã.o de novas regras. Em geral, este conjunto é utilizado em conexão 
com outros conjuntos de regras específicas aos domínios envolvidos. O maior pro-
blema enfrentado nesta abordagem é o de decidir a ordem de aplicação das regras 
elementares para realizar transformações mais amplas. 
• Adição de novas regras 
Em geral, os sistemas transfonnacionais permitem a extensão do conjunto de regras de 
transformaçào disponível. A maior parte deixa a cargo do usuário esta tarefa, inclusive 
em relação à garantia de correçào das novas regras. Poucos sistemas permitem a prova ou 
derivação automática de novas regras, corretas por construção, através de mecanismos de 
composição e verificação. 
• Seleção de regras e de locais de aplic?ção 
Todos os sistemas transforma.cionajs aplicam, sucessivamente, regras de transformação em 
algum local. Nas implementações mais simples, a responsabilidade da seleção de regras a 
serem aplicadas e do local de aplicação fica a cargo do usuário. O sistema simplesmente 
permite ou não a aplicaçã.o de uma. regra. mediante a avaliação da condição de ativação 
associada a ela. 
Sistemas semi-automáticos realizam transformações automaticamente para algumas ta-
refas pré-definidas, consultando o usuário sempre que se defrontam com questões que nã.o 
podem resolver. 
Sistemas totalmente automâticos2 , manipulam satisfatoriamente aplicações em domínios 
restritos, sempre determinando a regra e o local da a.plicaçâ.o automaticamente, através de 
heurísticas embutida.:; no sist.ema. 
Alguns sistema-S provêem algmu tipo de orienta.çào para a seleçào das próximas regras que 
podem ser aplicada.~ e de possheis locais para a aplica.ç~o. 
• Docu1nentação do processo de desenvolvi1nento 
Um dos pontos fortes do paradigma transformaciona.l ê o suporte à documentação do 
processo de desenvolvimento, permitindo a reutilização de decisões de projeto. O suporte 
dado inclui o registro do programa fonte, da sai da, de versões intermediárias e das regras 
selecionadas e aplicadas durante o processo. A documentaçã.o pode ser feita através de 
mecanismos simples - logs das sessões - ou mais sofisticados, utilizando bases de dados. 
Os sistemas mais inteligentes sào capazes de refazer automaticamente o desenvolvimento a 
partir de uma. espedficaçã.o levemente modificada, reutilizando a.s informações registradas 
relativas a decisões de projeto (expressa.s através das seleções de regra.~). O registro do 
processo de desenvolvimento é conhecido como histórico de derivação3 . 
• Tipos de linguagens manipuladas 
Muitos sistemas sã.o conceitualmente independentes dos tipos de linguagens ou estilos de 
programas manipulados, a.pesar de que, na sua implementação, a maior parte acaba por 
se prender a algum f'siilo ou tipo específicos. 
"fully aulomatic 
·'-refinement histor.1· 
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Em geral, há dois tipos básicos de linguagens manipuladas pelo sistema: linguagens 
de especificação, que dão suporte à especificação formal do problema a ser resolvido e 
linguagens de programaçã-o, usadas para a formulação da solução do problema. 
Alguns sistemas utilizam apenas uma única linguagem durante todo o processo de desenvol~ 
vimento, de espectro suficientemente amplo para conter diversos estilos -de programação 
sob uma única estrutura sintática. Estas sào conhecidas como linguagens de largo 
espectro4 • 
• Grau de interação com o usuário 
Praticamente todos os sistemas transformacionais são interativos. Mesmo aqueles com 
maior nível de automatiza.çã.o requerem algum tipo de entrada inicial para o sistema (ge-
ralmente na forma. de um objetivo a ser alcançado) e dependem da decisão do usuário para 
a resolução de situações imprevistas. 
4.1.6 Tipos de Regras de Transformação 
Em [Part83] encontramos a seguinte classificação- baseada em contexto e tipo de representação 
da. regra ·· para regra.s de transformação: 
• Regra Esquemática 
É uma regra de transformação representada como um pa.r ordenado de esquemas de pro-
grama, geralmente separados por algum símbolo que indica substituição (".ç:::::;." para equi-
valêJltia. e "~" para descendência.). 
É uma representação orientada por sintaxe, adequada à percepção humana, mas inade-
quada para expressar conhecimento semâ.ntico ou informação global. Esse tipo de regra é 
usado geralmente num contexto local. 
• Regra Procedural 
f~ um<~ regra df' tr<~nsforma.çà.o- representada através de um algoritmo- que, a partir de 
um programa produz um novo programa {um compila(lor, por exemplo). 
É geralmente utiliza.da. em um contexto globaL 
• Regra Global 
Também conhecida$ como regras semânticas, fazem análise de fluxo, verificações de con-
sistência, operaçõe.:. de cleanup global ou representaçã.o de técnicas e paradigmas de pro-
gramação (por exelllplo, "dividir-para-conquistar"). 
• Regra Local 
Sào regras aplicadas localmente e servem. entre outras coisas. para.: 
L Relacionar construções da linguagem (regras sintáticas), tais corno: 
L: if B then S; gota L fi <==> while B do S od 
"wide-spectrum languages 
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2. Descrever propriedades algébricas que relacionam construções distintas da linguagem, 
como: 
1 + if B then X else Y fi {:::::::} if B then 1 + X else 1 + Y fi 
3. Expressar conhecimento sobre um domínio na forma de propriedades de tipos de 
dados, tais como: 
pop(push(s,x)) {::::::} s (para uma pilha ilimitada) 
b A b <=::> b (para booleanos) 
• Regra Híbrida 
Sã.o regras de transformação que se situam entrem as locais e as globais. São usadas para 
codificar algum conhecimento de programação específico. Duas regras híbridas comuns são 
as de Unfold e Fold. As regras híbridas também são utilizadas para representar detalhes 
de implementaçào. tajs como: "uma pilha com limite deve ser implementada através de 
um vetor e um índice". 
4.1. 7 Exemplos de Regras de Transformação 
l. Regtas par<1 <1 lll<l-Hipula.çào de expressões booleanas 
(a) Associa.tivida.de do A 
(A A Bi A C= A A (B A C') 
(h) Lei de De Ivlorgan 
----.(A A B) ~----.A V----. B 
2. Regras para condicionais 
if B then C1 else C2 endif {:::::::} Cb{va.lor(B) =verdade) 
3. Regras para. o nível procedural 
(a) Definiçã.o do TO 
to c doS enddo {:::::::} if c= O then "nop" e! se to c-1 doS enddo; S 
(b} Soma de itera.c;ões 
to c do S enddo: to d do S enddo -<==::::} to c+d do S enddo 
4.1.8 Uma Taxonomia para Transformações 
Em função da definição do conjunto básico de primit.ivas de projeto proposto anteriormente-
que constitui un1 núcleo de transformações pa.ra. um ambiente de apoio ao desenvolvimento-
estabelecemos a seguinte classificaçã-o genérica para transformações: 
• transformações de classificaçào/insta.ncia.çã.o 
• transformações dl' generali;::açãojespeciaJizaçã.o 
• transformaçà0.~ de ogr('gaçà.ofdecomposiçã.o 
• transformações de evoluçã.ojinvolução 
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Caracterí•tica• Abordagens para Reusabilidade 
Componente 
Reutilizado Blocos de Construção Padrões 
Nu urna do Atômico e Imutável Difuso e Maleável 
Compol\entr Passivo Ativo 
Principio de 
Reutiliza.çá.o Composição Geração 
E1bliotooa• Principio• de Gera<lor., Gerador« de Si>lerm.• 
Enla•e de Componentes Org .. ni•">i<> b .. .eados em Aplica~õe< Tranoformaciona.i• 
de Aplic;u;io e Compooiçio Lmguagen• 
E><mplos Btbliotocas Pipe> VHLLs STAGE cw 
de Subrotinas ,00 POL> 
Tabela 4.]: Arcabouço pa.ra Tecnologias de Reusabilidade 
4.1.9 Transformações e Reusabilidade 
Os sistemas transforma.cionais classificam-se, em termos de reusabilidade, como esquemas gera-
ti vos, com componentes de natureza. ativa, difusa e maleá.vel. Os componentes reutilizáveis são 
ativos, i.e., geram o programa objeto. O termo difuso refere-se ao fato de que, neste grupo, 
a. identificação dos componentes reutilizáveis é difícil, pois os efeitos deles no programa objeto 
são, em geral, globais e difusos. A tabela 4.1 [Bigg84] apresenta essa cla-5sificação. 
Dentro do grupo de Padrões, podemos distinguir três classes de sistema.s, que representam 
esforços correlatos de pesquisa na área: 
I. Sistemas Baseados em Linguagens 
Sào sistemas que. apesar de possuirem um nwcanismo de geração, dà.o maior ênfase à 
linguagem que será usada para descrever o sistema objeto. As linguagens podem ser de 
propósito geral (chamadas de VHLLs5 ) ou orieutada!ó para problemas (P0Ls6 ). Como 
exemplo, citamos a linguagem MO DEL [Prywl-;-j. 
2. Geradores de Aplicações 
Os componente& reutilizá.vels podem ser padrões de código existentes no próprio gerador. 
A ênfase é da.da. <l.O processo de geração de programas de aplicaçã.o em domínios restritos. 
Como exemplo citamos STAGE [Clea.SS]. 
3. Sistemas Transformacionais 
Os componentes reutilizáveis sã.o padrões encontrados nos conjuntos de regras de trans-
formação. A ênfase é dada no processo de transformação automática de uma especificação 
formal em um programa eficiente, sob controle do usuário. Como exemplo citamos CIP 
[Ba.ue85], [Ba.ue87]. 
~Very High Levei Languagt=~ 
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Em geral, há partes do software que queremos reutilizar, mas que não se encontram na forma 
correta desejada. Uma forma de fazer isto seria aplicando transformações de programas. Em 
[Gogu84]. um esquema genérico de transformação estruturada de programas é proposto para 
produção de módulos através da combinação e modificação de outros módulos ex.lstentes. 
A idéia básica desta abordagem consiste na rnaximizaçã.o da reutilizaçào de programas, par-
tindo da premissa de que se deve armazenar programas na sua forma mais genérica. A cons-
truçã.o de um novo módulo a partir de um existente é feita através da instanciação de um ou mais 
parâmetros do módulo. Os módulos podem ser modificados, antes ou depois da instanciação, de 
modo a se adequarem a uma maior variedade de aplicações. 
As modificações possíveis são: 
l. enriquecer' um módulo, incrementando a sua funcionalidade; 
2. renomear alguma parte da interface de um módulo; 
3. restringir um módulo, eliminando parte da sua funcionalidade. 
Alguns dos sistemas transformacionais existentes preconizam a reutilização de informações 
de análise e de projeto ao invés da tradicional reutiliz.ação de código. Um histórico da derivação 
do programa. é mantido, contendo as decisões tomadas durante o processo. 
4.1.10 Áreas Correlatas 
f: uma tarefa difícil caracterizar algum sistema como sendo ''transformacional'', já que essa área 
possui muitas intersecções com outras áreas afins, tais como: sistemas genéricos de IA, sistemaE 
de produção, sistemas especialistas. geradores de aplicações. sistemas de verificação e ambientes 
de desenvolvimento de software. 
Prova Automática de Teoremas 
Fazer uma prova (demonstração) para um teorema em matemática requer, além da habilidade 
de fazer deduções a partir de hipóteses, certo grau de intuiçã.o para a escolha da sequência de 
lemas que precisam ser provados para auxiliar a. prova completa do teorema. 
Um sistema para prova automática de teoremas possui, geralmente, de forma limitada, o 
mesmo tipo de habilidade que um ma.temático utiliza para a seleção de lemas úteis para a proYa 
desejada e para decompor o problema em subproblemas mais fáceis de serem resolvidos. 
Verificação Automática de Programas 
A verificação de programas corresponde à a.tivida.de de prm·ar que programas estão corretos em 
relação à sua especificação. independente da sua entrada. 
ennch 
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Programat;ão Automática 
Um sistema para Programação Automática pode ser considerado como um "supercompilador". 
Trata-se de um programa que recebe como entrada uma descrição de nível muito alto do problema 
que um programa deve resolver e produz automaticamente tal programa. 
A tarefa de escrever um programa de forma automática para resolver um problema espe-
cificado está fortemente relacionada à verificação de programas. Adicionalmente, sistemas de 
Programação Automática também produzem a verificação do programa gerado. 
Sistemas de Produção 
Sistemas de Produçâo8 são uma designação genérica para sistemas na área de IA que imple-
mentam um modelo computacional que prescreve uma separação nítida entre dados, operações 
e controle, entidades computacionais nem sempre claramente identificáveis em sistemas de com-
putação convencionais. 
Os dados são mantidos em um repositório de dados global e modificados através de operações, 
que, por sua vez, são aplicadas de acordo com alguma estratégia de controle global. 
4.2 O Sistema de Transformação do tipo Fold/Unfold 
O sistema de transforma.çào do tipo FoldjUnfold é fruto de um trabalho realizado por [Burs77] 
e é um exemplo típico da abordagem de conjunto gerador de regras. 
4.2.1 Tipos de Regras de Transformação 
O sistema contém apenas seis tipo:> de regras de transforma.çào de programas: 
• Definição 
Esta transformação permitr· que uma equaçã.o E = E" seja adicionada ao programa se E 
nâ.o for uma instii.ncia do lado esquerdo de nenhuma equaçào existente. 
• Unfolding ( Expansáo) 
Seja E = E' a defmiçã.o a ser expandida, onde a. expressã.o E é definida como E\ e seja F 
= F' a equação a ser transformada. Para que isto seja possível, uma instância de E, por 
exemplo E1 , deve ocorrer em F'. Seja E 1 ' a instância correspondente a E'. Para expandir 
a definição E= E' na. equaçã.o F= F', substitui-se a ocorrência. de E em F', no caso E1. 
por E1 '. Chame o resultado dessa substituição de F" e pode-se adicionar a equação F= 
F" a.o programa. 
• Folding ( C'ont ra.çci.o) 
Seja E= E. a ddilliçà.o a :-;('r contrai da., onde a expressão E é definida como E'. e seja G = 
c;· a equaçào a ..;vr transforn1ada. S!! uma. instáncia de E. por exemplo E 1 ',ocorrer em G', 
isto será. po.ssÍvPl. Seja E 1 a instúncia correspondente a E. Pa.ra contrair a definição E= 
~Production Systelll~ 
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E' na. equação G = G', substitui-se a ocorrência de E' em G', no caso E 1 ',por E1 • Chame 
essa substituição de G" e pode-se adicionar a equação G = G" ao programa. 
• Instanciação 
Seja E = E' uma equação do programa. Esta transformação permite que uma instância 
de substituição cle E = E' seja adicionada ao programa. É também conhecida por "subs-
tituição". 
• Abstração 
• Laws 
Seja E = E' uma. equação do programa. Esta transformação permite que E = E" seJa 
adicionada ao sistema de equações, onde E" é obtida a partir de E', através do uso de 
qualquer uma das propriedades dos operadores primitivos da linguagem. Por exemplo, 
pode-se usar do fato de que a adição é comutativa e associativa para transformar E' em 
E" 
O funcionamento deste sistema gira em torno da aplicaçã.o das regras de Fold/Unfold. Novas 
funções sã.o adicionadas através da regra de Definição, as quais podem ser estruturadas através 
da regra de Abstraçã.o. O sistema permite a. síntese de novas funções e a otimização de funções 
definidas pelo programador, através da aplicaçã.o de unfolding, seguida pela manipulação do 
programa através da regra de Instanciação (substituição) e Laws, e posterior folding. 
4.2.2 Um Exemplo 
O exemplo abaixo foi retirado de [Dil!SSJ. Sejam as definições para as funções length e append: 
tcngth I I 
length (a: :r) 
append [ ] y 
append (a: x) y 
o, 
1 + length. :z:, 
y, 
a : append :z: y. 
( 4.1) 
( 4.2) 
(4.3) 
( 4.4) 
Vamos definir uma função para calcular o comprímento total de duas listas l 1 e lz. Uma 
primeira tentativa de resolver o problema. poderia ser a seguinte: 
lot 11 /2 = length (append 11 12 ). (4.5) 
Esta solução não é muito eficiente, ma.s podemos melhorá-la, usando o método de trans-
formaçã.o de programas. 
Substituindo [ J por /1 na equa.çào (·L5), obtemos a equa.ç.ão: 
lot I I /2 ~ length (append I I 1,). (4.6) 
l~to 6 um exemplo de aplica.çào de uma transformação do tipo instanciação. Agora, uti-
li<t.alldo Ullla Lransfonnaçào do tipo unfold e considerando a equação (4.3) como E= E' e a 
f'qua.çào ( J .0) como F = F', temos: 
4.2. O SISTEMA DE TRANSFORMAÇÃO DO TlPO FOLDjUNFOLD 
Isto resulta na equação: 
E 
~ 
append I I y 
E' -y ' 
E, 
lotlll2 
~
F 
length ( append I I !,) . 
E: -lot I I 12 = length 12 • '------.-----' ~
F F" 
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( 4. 7) 
Em seguida, aplicando novamente instanciação através da substituição de (a: x) por l1 na 
equaçào (4.5), obtemos: 
lot (a: :r) 12 = length (append (a: .1·)l2 ). ( 4.8) 
Usando unfold novamente, com a equação {4.4) sendo E= E' e a equaçã.o (4.8) sendo F= 
F', temos: 
E 
append (a: .1·) y 
!ot (a: :r) /.2 
~
F 
Esta transformaçã.o nos leva a: 
E' 
a : ( append x y ), 
E, 
length (appt:nd (a:.<.:) 12 )). 
E' 
' 
lot (a: :r) /2 = length (a: (append .1" lz)). 
~
F F" 
Usando unfold na definiçã.o (4.2), temos: 
lot {a: .1') 12 = 1 + lcngth (append .1: 12). 
( 4.9) 
(4.10) 
Agora, aplicando uma tra.mJorma.çào elo tipo fold com a. ddútiçã.o ( 4.5) sendo E= E' e ( 4.10) 
sendo G = G ', temos: 
lot (a: .T) /2 
~
G 
E' 
E' 
' 
I+ lfngth {appcnd :r /2). 
60 CAP>TULO 4. TRANSFORMAÇÕES 
Esta transformação nos leva à equação: 
E, 
~ 
lot (a: x) l2 = 1 + lot x l2 
~~
G G" 
Assim, chegamos a uma versão mais eficiente de lot: 
tat I I y 
lot(aox)y 
length y, 
l+lotxy. 
( 4.11) 
4.3 O Projeto CIP 
O Projeto CIP (Computer-Aided lntuition-Guided Programming) foi iniciado em 1975 na Tech-
nical University of Munich por um grupo de pesquisa coordenado por Bauer e Samelson. Este 
projeto se concentra em duas partes principais: o projeto de uma linguagem de espectro largo, a 
CIP-L [Baue85] e o desenvolvimento de um sistema para transformaçã.o de programas [Baue87]. 
As características principais desta abordagem são: 
• O projeto tem como foco básico transformações de programa source-to-source que preser-
vam a correçã.o, em todos os níveis de formulação- do aplicativo ao procedural. 
• A linguagem de manipulação é descrita. na forma de uma hierarquia. de tipos abstratos de 
dados (algébricos). 
• Para manter coerêiJcia conceituaL o sistema de transformação CIP-S também está funda-
mentado em uma visão algébrica da linguagem de fonnulaçào e está especificado algebri-
camente. 
• Além de realizar a aplicação de regras de transfonnaçã.o, o sistema também prove auXIlio 
à expansão e composição de regras. 
• O sistema. não dispõe de meios automático;; p<lra. a ~eJeção automática de transformações. 
4.3.1 Tipos de Regras de Transforrnação 
As operações básicas do sistema. permitem a. derivação de regras m.ais complexas a partir de regras 
elementares do sistema. Segundo a definição da linguagem, o conjunto de regras elementares é 
composto por: 
• regras fundamentais- tipo FOLD/UNFOLD- do núcleo da linguagem que são subme-
tidas à verificação semântica; 
• regras de definição para consLruções adicionais da linguagem; 
• os axiomas dos tipos algébricos de dados - que ca.ra.ct.erizam certos domínios - que 
podem ser definido.<. em programa.<.. 
~-
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4.4 DRACO 
DRACO é uma abordagem para construção de sistemas de software a partir de componentes 
reutilizáveis [NeigSO], [Neig84a], [Neig84b], [Neig87]. Um "componente" é, em essência, um tipo 
abstrato de dados que descreve a semântica de um objeto ou operação de um domínio. Um 
domínio para. DRACO corresponde ao encapsulamento de uma área de aplicação, através da 
identificaçã.o de objetos e operações comuns a vários sistemas nessa área específica. 
DRACO implementa duas funções principais: 
• definição e implementa.çâo de linguagens de alto nível orientadas para problemas - lin-
guagens de domínio: 
• assistência e automação parcial da tarefa de transformar a especificação de um sistema de 
software descrita através de uma linguagem de domínio para outra mais concreta. 
Em termos gerais. os aspectos mais importantes desta abordagem sã.o: 
• Reutilização de análise e de projeto. 
É poss{vel capturar e reutilizar o conhecimento sobre uma á.rea de aplicaçà.o através do 
uso de linguagens de domínio: o conhecimento sobre o projeto pode ser capturado pelos 
componentes que proverã.o a semántica. dessas linguagens. 
• Definição de linguagens de domínio. 
Uma linguagem de domínio será o resultado da análise de uma área de aplicação (ou 
domínio). modelando-a. através de objetos e operaçàes que encapsulam o conhecimento 
adquirido. 
• Hierarquia de Domínios 
A semântica dos componente:;, de um domínio é descrita. atra.vés da. tradução desses com-
ponente::. para componentes de outros domínio.5, estabelecendo assim uma hierarquia de 
donu'nio::.. representada por um grafo dirigido HO qual os nós sã.o domínios, como mostra a 
figura. 4.3. 
Em geraL os domínios que se localizam no nível mais baixo da hierarquia implementam 
linguagens de programaçã.o e sã.o chamados de domínios executáveis. Os domínios no 
nívcd maÜ; alto d" hierarquia sã.o chama.dos de domínios de aplicação e aqueles em um 
nível intermediário sã.o tra-tados por domínios de modelagem- e.g., o domÍllio de base 
de dados. 
4.4.1 Tipos de Regras de Transforntação 
DRACO classifica a.:; reg,ra.s de tra.nsformaçã.o usa.do.~ em dois tipos básicos: 
• Transformações 
]ra.Hsfonuoçõe.~ _,uu.ln-to-80li1H otimizam c especializctm os componentes de software para 
uso em um sistema específico. Este termo. sC'gnJJdo a terminologia adotada por DRACO, 
pre>.supõe uma transfonna.~ào intr:-1-donu'nio. coulo mostra a figura 4..-l. 
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DA- Domínio de Aplicação 
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Figura 4.3: Hierarquia de Domínios 
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Figura 4.4: Transformações e Refinamentos 
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Escrito 
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Figura 4.5: Esquema. de Funcionamento de DRACO 
• Refinamentos 
Refinamentos traduzem sentenças de uma linguagem de domínio para sentenças em outra 
linguagem, o que pressupõe transformações entre domínios distintos. 
4.4.2 Funcionalidade 
O esquema de funcionamento de DRACO é mostrado na figura 4.5. Nele, podemos distinguir 
três a.tividades principais: 
I. Análise de Domínio. 
Consiste na compreew .. ão do domínio de aplica.çã.o, identificando objetos, operações e res-
trições nas interações entre eles, definindo, entào, uma linguagem de domínio. DRACO 
nã.o dá suporte <1 est<1 ativida.de. 
__ .!IL _ 
64 CAPI'TULO 4. TRANSFORMAÇDES 
2. Descrição de Domínio. 
A descrição completa de um domínio consiste em 4 partes: 
• Parser 
A descrição do parser define a interface entre o domínio e o mecanismo, e consiste em 
duas partes: 
A fonna externa (sintaxe) e a for·ma interna do domínio são descritas em uma 
notação BNF convencional, estendida com mecanismos de controle para recu-
peração de erros e retrocesso. A forma interna é uma. árvore cujos nós possuem 
um prefixo de identificação além de dados. 
Descrição de mecanismos para verificaçã.o semâ.ntica sobre a combinação de ob-
jetos e operações do domínio. 
• Pretty-printer 
A descrição do pretty-printer informa a DRACO como produzir a forma externa do 
domínio a partir de todos os 'tipos de nós da forma interna. 
• Transformações 
Transformações são relações de simplificação (otimizações) para. os objetos e operações 
do domínio. Atuam apenas sobre o domínio para o qual foram definidas. 
• Componentes 
Componentes de software especificam a semântica do domínio. Há um componente 
para cada objeto e operação do dom{nio. Estes componentes representam decisões 
de implementação. Cada componente consiste em um ou mais refinamentos (que 
provêem diferentes implementaçàes}. Cada refinamento mapeia a semântica do ob-
jeto ou operaçã.o em termos de uma ou mais linguagens de domínio conhecidas por 
DRACO. 
:3. Desenvolvimento de uma Aplicação. 
Quando um novo programa em um domínio já conh('cido por DRACO deve ser desenvol-
vido, ele é descrito através da linguagem de domínio. Em seguida, ele é traduzido para a 
forma interna. a. qual é submetida a transformações e refinamentos, interativamente, até 
se conseguir expressá-lo em uma linguagem executável. O grau de interação com o usuário 
pode ser dimiuuído através da definiçã.o de táticas de refinamento. Durante este processo, 
~ criado um lustórico de refinamentos, que registra as decisões de implementação. Isto 
possibilita a reutiliza.çào de projeto. 
4.5 PSI 
PSI é um sistema transfonnacional de propósito geral implementado em LISP, pwjetado paca 
sintetizar programas eficientes. A entrada para. o sistema é uma. especificaçã-o obtida a partir de 
um diálogo com o usuário. PSI é COllSidera.do um conjunto de especialista-S em diversas tarefas. 
Dentre os especialistas, podemos destacar: 
• Grupo de Aquisiçào 
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É o responsável pela obtenção de especificações mediante interação com o usuano, con-
sistindo em: um interpretador para o inglês, um especialista de trace, um especialista de 
discurso e um especialista no domínio da aplicação. Todos eles extraem informação a partir 
do diálogo e a convertem em fragmentos de programa que servem de entrada para outro 
especialista de aquisição, o construtor de modelos de programa. Este, por sua vez, produz 
um modelo de programa completo e o utiliza como interface entre o grupo de aquisição e 
o grupo de síntese. 
Construtor de Modelos de Programa 
A função pril1cipal do PMB (Program Model Builder) é a construção de um modelo de 
programa completo e consistente- um programa abstrato, independente de aspectos 
relativos a implementa.çã.o. "anotado", em uma linguagem de alto nível- que corres-
panda às necessidades expressas pelo usuário. A entrada para o PMB é composta 
por fragmentos de programa.. possivelmente incompletos, ambíguos, inconsistentes e 
ordenados arbitrariamente. A construçã.o elo modelo completo é um processo incre-
mentai de extração de informações e atualização de um modelo parcial intermediário. 
Enquanto a.t ua.liza.. o PM B faz verificações de consistência para garantir que o modelo 
é legal (segundo a semáJ1t.ica da linguagem) e correto (de acordo com as intenções do 
usuário). Se o PMB não consegue resolver alguma questã.o, ele pede auxüio a outros 
especialistas ou ao usuário. em último caso. 
O conhecimento do PMB é implementado em INTERLISP. através de cerca de 200 
regras procedurais. esca.Jona.da.s por um interpretador de regras. 
• Grupo de Síntese 
Cousiste em nm especialista em codificaç;'lo u de outro em eficiEmcia. 
[sp(xiolista em Codifica.çào 
Este especia.li.5ta, conhecido como PECO S. recebe uma descrição abstrata de pro-
grama produzida pelo PlVID e a refiHa sucessivamente, através da aplicação de regras 
de t.ransforma.çã.o que expressam conlwcimeJJ\.0 sobre codificaçào. O especialista con-
siste em duas partes. 
* uma. coleçào de cerca ele -!00 regras de transformaçã.o sobre programação simbólica, 
organizadas em uma. base de conhecimento extensível: 
* lliii<J. estrutur;;. de cont10lc orientada por tarefa. baseada na abordagem step-by-
s/(jJ. 
O catálogo L'xteusível t011t.ém regras de t n!s tipo~: regras de refinamento (conheci-
mento sobrP codificaçã.o em programação simbólica). regra.s de propriedade (especi-
fica.ç.ào de propriedades a.didonais de uma descriçà.o de programa) e reg,Tas de consulta 
(resposlas a consultas dos especialista:> a respeito de uma descriçã.o). 
O des(·nvoh·imento correspondc a refln<uncntos sucessivos da descriçào do programa 
até que sr: d10dgue a um prog;rama em LISP. 
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4.5.1 Tipos de Regras de Transformação 
• regras procedurais 
• regras de refinamento (conhecimento sobre codificação em linguagem simbólica) 
• regras de propriedade (especificam propriedades adicionais de uma descrição de programa) 
• regras de consulta (para responder a consultas de especialistas sobre uma descrição) 
• regras de planejamento (derivadas de análise prévia de como realizar decisões de imple-
mentação específicas) 
• regras para agrupar decisões afins 
• regras sobre escalonamento 
• regras de estimativa de custos 
4.6 Considerações Finais 
Os sistemas transformacionais existentes e conhecidos foram desenvolvidos em instituições de 
pesquisa. Sào ferramentas experimentais e limitadas. Tal limitação prática associada às dificul-
dades enfrentadas em função do formalismo subjacente a muitos deles é motivo de pesada crítica 
por parte de alguns pesquisadores. 
Na verdade, a busca por software confiável e verificado motiva toda a linha de experi-
mentação com desenvolvimento formal. À medida em que sistemas automa.tiza.dos vão sendo 
introduzidos em áreas onde o fator correçào é um ponto crítico (medicina, controle de pro-
cessos, aeroportos, etc.). em tarefas cada vez mais complexas e sob a operaçã.o de usuários 
nào-especia.lizados. a confiabilida.de requerida é muito alta. 
Além disso, há a constatação de que muito do que vem sendo feito manual e repetidamente 
pode sofrer uma drástica reduçã.o nos esforços dispendidos para realizá-los se puderem ser feitos 
(e re-feitos com pequenas modificações) automa.tica. ou serni-automa.ticamente. 
Em especiaL alguns projetistas e programadores subestimam a complexidade do problema 
com o qual estão lidando e sobrecarregam sua capacidade mental, quando, em parte, muito 
poderia estar sendo feito pela má.quina9 , deixando os programadores e o projetistas com mais 
tempo livre para a realização de tarefas criativas. 
Há vários grupos de pesquisa na área, porém nã.o há conseHSo a respeito de algumas questões 
fundamentais: o sucesso do desenvolvimento tra.nsformaciol!aJ de software depende de muitos 
fatores, entre eles: 
• maior conhecimento a respeito da natureza. do processo de software; 
9 Nos primórdios da Computação. talvez os primeiros exemplos de reu1.ilizaçào de software tenham sido as 
cóp1as manuais de rotinas básica.~ de E/S. ainda escritas em linguagem de máquina, de um programa para outro, 
cuidando piLra que o~ endereços de memória fos<-em devidamente alterados. O interessante é que todo este trabalho 
era realizado manualmente para a operação de uma máquina que sabe copiar e somar rapida e precisamente. como 
nenl1um ser humano é capaz de fazer! 
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• maior conhecimento a respeito da análise e especificaçã.o de domínios de aplicação; 
• o estabelecimento de um arcabouço conceitual para as atividades realizadas no processo 
de software e de uma base teórica firme; 
• o estabelecimento de uma. arquitetura de refer€ncia que permita a comparação entre sis-
temas e a identificação de semelhanças e diferenças dissociadas de terminologia e outros 
aspectos irrelevantes em um contexto mais amplo de discussão; 
• o estabelecimento de uma taxonomia bá.sica. para transformações; 
• um estudo mais aprofundado sobre mecanismos de seleção e coordenação de transformações; 
• maior disseminação de técnicas formais ou, pelo menos, rigorosas, -para o projeto· de soft-
ware; 
• apoio automatizado. 
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Capítulo 5 
Ambientes de Apoio ao 
Desenvolvimento Transformacional 
5.1 Introdução 
O objetivo deste capítulo é o de propor uma arquitetura de referência para ambientes de apoio 
a desenvolvimento transformaciona1 de software, com base em tendências de novas aplicações e 
em aJgumas premissas extraldas de revisões e discussões realizadas nos capítulos anteriores, com 
destaque para a natureza do processo de software, características de métodos de desenvolvimento, 
características essenciais de projeto de software e o papel do conceito de transformação em 
desenvolvimento de software. 
Finalmente, a.presentamos uma instância da arquitetura. de referência proposta, com des-
ta.que para um a.gente especial, o AADT (sigla para Ambiente de Apoio ao Desenvolvimento 
Tra.nsforma.cional ), que corresponde ao experimento concreto d~ste trabalho. 
5.2 Por que "Transformacional"? 
Dentre as abordagens existentes para a. obtenção de software verificado formalmente, a pro-
gramação transforma.cional é, certamente, a. mais a.Yança.da e a ma.is flexível, apesar de nem 
sempre ma.nipular formalmente artefatos e fases de desenvolvimento- o sistema DRACO é um 
exemplo disto. 
Mesmo se considerarmos que o desenvolvimento de software verificado formalmente não cor-
responde ao enfoque prático adotado neste trabalho, a. opção por transformações reflete a crença 
de que esta tendência inquestiona.velmente se concretizará nos próximos anos e que, no futuro, 
~istema.s tra.nsforma.cionajs se tornarão partes integradas a ambientes de desenvolvimento de 
software. 
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5.3 Requisitos para Ambientes de Apoio ao Desenvolvimento 
Transformacional 
Nos capítulos anteriores, estabelecemos um contexto para a discussão que virá a seguir: quais 
são as características desejáveis que um ambiente de apoio ao desenvolvimento transformacional 
de software deveria possuir? 
• arcabouço conceitual unificador 
Um ambiente de apoio ao desenvolvimento de software deve estar fundamentado em um 
único arcabouço conceitual, que permita uma maior integração entre as diversas atividades 
realizadas como também entre as ferramentas de apoio. 
Consideramos que a visão do processo de software como um processo de transformação é o 
primeiro passo para o estabelecimento de um arcabouço conceitual uniftcador. A idéia de 
passo canônico e as teorias matemáticas associa.das encontradas em [Turs87] determinam 
uma estrutura e forma universais para o processo de reificação e um ponto de partida para 
a definiçã-o de Ulll processo coere11te para o processo representado pela perna esquerda do 
modelo PVV cle Lehman. 
• apoio ao trabalho cooperativo 
Desenvolver e manter software são atividades complexas que requerem cooperação. 
O processo de software é, em geral, realizado por um grupo de pessoas com funções es-
pecíficas, responsáveis por tarefa.s tais como análise, projeto e programação. Em geral, 
sistemas sã.o decompostos em subsistemas. que por sua vez. são designa.dos a diversos gru-
pos de trabalho (equipes). Obviamente, é necessário prover meios para a comunicação 
entre as pessoas de uma. mesma equipe e entre a.s de equipes distintas, bem corno para 
a coordeHa.çào e a integra.çào entre os v~rios ::mbsistema.s, ta.refa.s associadas e pessoas 
responsávei~. 
• compromisso com a natureza das novas aplicações 
As aplicaçõe& de software emergente,.,, além de complexas. de g1·ande porte e diversificadas 
requerem: 
execução sobre uma plataforma heterogênea. composta por diversos tipos de equipa-
mento interligados através de uma rede e, 
facilidade d~;> modifica.çào, extensã.o e reconfignra.çào para. atender à evolução natural 
dos seus requif:iitos e do ambien\.e de execução. 
• apoio à resolução distribuída de problernas 
Considerando nova.Jllente as caracten'sticas das aplicações emergentes. é prm·ável que os 
agentes que venham a compor Ulll ambiente de opoio <10 desenvolvimento estejam dis-
tribuídos pelos nós de nma rede. 
Assim. é desejável a presença de algum mecanismo que apóie o desenvolvimento e a 
execução distJ'ibuída de aplicações. 
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• apoio à documentação do processo de desenvolvimento 
Um ambiente de apoio ao desenvolvimento transformacional de software deveria prover 
algum mecanismo para apoiar o registro do processo de desenvolvimento em paralelo à 
execuçào de suas atividades. Este registro deveria ser facil e imprescindivelmente atua.li~ 
zado sempre que se fizesse necessário. Seria ideal que, além de manter as diversas versões 
de artefatos gerados durante o processo de desenvolvimento, também fossem registradas 
as decisões de projeto e as operações que conduziram a tais versões. 
• independência em relação a métodos e modelos de resolução 
Um ambiente de desenvolvimento não deveria estar restrito a um método de desenvolvi-
mento específico nem a modelos de resolução de problemas. Como argumentamos ante-
riormente, em desenvolvimento de software os fatos nã.o ocorrem de modo estritamente 
top-down ou bottom-up, e distintas aplicações podem requerer distintos mecanismos de ra-
ciocínio. Da mesma forma, um método (ou.fa.cetas de um método) pode ser mais ou menos 
adequado para diferentes tipos de aplicação (e.g .. processamento de dados convencional, 
aplicações em t.ernpo real). Entretanto, algum mecanismo de configura.çã.o deveria existir 
que permitisse a instanciaçã.o de ambientes específicos. 
• interface amigável e padronizada 
O ambiente deveria prover um conjunto de interfaces uniformes e amigáveis, porém per-
sonalizáveis- sem que isso venha a desrespeitar convenções básicas estabelecidas para a 
interação com o usuário. É desejável que a interface dê suporte à interação via multi-
meios (o estado-da-arte prescreve suporte gráfico, através de janela!> e ícones) e disponha 
de help on-lmf. 
• papel ativo 
Quanto maior o papel ativo de um ambiente, maior será o mímero de funções realizadas 
por ele sem a necessidade de interaçà.o intensa com o usuário. Um ambiente deveria ser 
útil. antecipando os próximos passos do usuá.rio e tomando a iniciativa. de executar algumas 
funções em situaç.ões já. conhecidas. 
• mecanismos de coordenação de atividades 
A complexidade intrínseca às aplicações requer a decomposição de tarefas em subtarefa.s e 
artefatos em partes mais tratáveis. É necessário definir (ao menos) um mecanismo global 
para a. coorden::~.çà.o de atividades (tarefas) no ambiente. 
• suporte a um núcleo básico de transformações 
O suporte a um núcleo básico de transformações, proporciona ao ambiente um tipo de 
arcabouço conceitual abrangente que permite a discussà.o de modelos transforma.ciona.is. 
Tal núcleo básico de transformações corresponde a um conjunto de operações básicas, no 
qual cada opera.çà.o bá.sica é mapeada a uma ou mais opera-ções de métodos específicos. 
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5.4 Uma Arquitetura de Referência 
A figura 5.1 apresenta uma arquitetura de referência para ambientes de apoio ao desenvolvimento 
de software, inspirada em [Taka90] e nos requisitos apresentados na seção anterior. 
A arquitetura global é visualiza.da como um framework de blackboard, composto por meca-
nismos de comunicaçã.o. mecanismos de coordenação e controle, e agentes: 
• Comunicação 
Há um bus de software principal, um mecanismo global para articulação e comunicação 
entre agentes. Este bus pode ser uma rede local onde cada agente executa em um processa-
dor distinto ou, simplesmente, uma estação de trabalho com processos que se comunicam 
através de algum mecanismo conhecido (pipes, streams, etc.) 
• Coordenação 
Há um ou mais agentes especiais. responsáveis pela coordenação de outros agentes que 
apóiam o desenvolvimento cooperativo de atividades. 
• Agentes 
Os agentes sã.o os componentes da arquitetura global e correspondem a ferramentas ou 
processos utilizados para o apoio ao desenvolvimento de aplicações. 
Cada agente, por sua vez, pode ser considerado como um sistema de blackboard com o seu 
bus local, seus agentes e mecanismos de coorde11açã.o. 
5.5 Uma Instância Imediata 
A figura .5:2 apresentrt uma instà.ncia da a.rquitetura de referéncia proposta. 
Nessa instáncia. um agente especial. sob a designação de AADT (sigla para Ambiente de 
Apoio a.o Desenvolvimento Tra.nsforrnacional), corresponde <W experimento concreto deste tra-
balho e será descrito no próximo ca.p{tulo. 
5.5.1 UNIX 
Idealmente, qualquer agcHte que faça parte de uma. arquitetura de referéncia deveria poder 
executar em qualquer tipo de processador e sob qualquer sistema operacional. Uma forma de 
satisfazer esse requifiito ~eria através da personalização do ambiente para ha.rdwarejsoftware 
específico.s. Entretanto tal requisito pode ser alcançado sem tama.nha. restrição, através da 
e:>colha. de um sistet11a operacioHa] que seja pa.drã.o em diversas máquinas. 
O .sistema. operacional UNIX foi projetado com o objetivo de dar suporte natural e eficiente 
à atividade de construçào de programas, atuando também como ambiente de programação. Em 
especial. os arquivo.:. têm formato uniforme, permitindo a compatibilidade entre programas que 
produzem e consomem dados, e há tratamento homogêneo entre arquivos e mecanismos de E/S. 
O l1NJX. devido às suas inúmeras qualidades, que não fazem parte do escopo deste trabalho, 
t-ornou-se um padrii.o. fiendo utilizado por diversos fabricantes, tanto em estações de trabalho 
como em mainfnum~. Além disso, o sistema operacional UNIX oferece vários serviços de comu-
nicação entre processos através de uma rede. 
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Controle Agente Agente 
~, ___________ B_U _ S_D_E_S_O_F_T_VV_·_A_R_E ______________ ~~ 
t t t 
I 'AgenteJ I Agente I I Agente I 
' ' ' ' 
Controle I Agente I 
t 1 
> BUS LOCAL t 1 
I Agente I I Agente I 
Figura 5.1: Arquitetura. Geral de Referência 
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Controle Interface ... 
t 
. 
t t l 
I ,AADT .J Proc. de Repósitorio Linguagens de Dados 
' ' 
' ' 
. . 
Controle B 
< 
t t 
> DPSK t t 
I Smido11 I Docum.J 
Figura. 5.2: Uma Instância Imediata. 
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5.5.2 DPSK 
O DPSK [Card87]- Distributed Problem Solving Kernel- é um núcleo cujo objetivo é o de dar 
suporte ao desenvolvimento de software para a resolução de problemas complexos- problemas 
cuja solução requer a interação entre diversos agentes de resolução com conhecimento em áreas 
específicas - provendo um arcabouço para computação distribuída no qual ambientes para a 
resolução distribuída de problemas1 possam ser implementados. 
O DPSK implementa as atividades básicas encontradas em resolução distribuída de proble-
mas - comunicação, controle de processos, sincronização e tratamento de exceções -e propõe 
um modelo para comunicação e controle nos ambientes de apoio a essas atividades, permitindo 
o desenvolvimento de aplicações com controle centralizado ou descentralizado e com estrutura 
de comunicação síncrona ou assíncrona. 
O DPSK implementa as atividades básicas citadas acima através de um pequeno número de 
primitivas, com interface para linguagens para processamento IlUmérico ou simbólico, tais como 
C, C++, FORTRAN, OPS-5 e LISP. Certas construções- por exemplo. Blackboards, Schedulers 
e Monitores- podem ser facilmente implementáveis com as primitivas básicas do núcleo. 
ComunicaÇ;ão 
• Tipos de Dados 
Os elementos de comunicação do DPSK são objetos, os tipos de dados mais abstratos que 
podem ser suporta.dos por agentes de resolução de problemas numéricos e simbólicos. Um 
objeto é um conjunto de pares de <a.tributo,valor> 2 e pertence a uma classe. 
• Mecanismos 
O DPS:K realiza a comunicação entre agentes de resoluçã.o através de memor1a com-
partilhada Este mecanismo. além de proporcionar comunicação assíncrona- requerida 
por diversaf:i aplicações de resolução de problemas, em especial as que adotam o modelo 
d(' blackboard- ta.rnbém torna. a connmicaçào entre agentes independente dos endereços 
(lógicos ou físico:-.) d<:' cada agente. 
Com o intuito de favorecer a disponibilidade dos dados. a memória compartilhada é des-
centralizada. O acesso às memórias compartilhadas descentraliza.da.s é controlado através 
de transações. l.Jma transaçã.o é uma. operaçà.o definida. sobre um segmento de uma base 
de dados (uma classe para o DPSI\). 
Em resumo, os agentes de resoluçã.o comunicam-se através da. escrita e leitura de objetos, 
por meio de transa.çàes, em uma. memória. compartilhada descentralizada.. 
• Gerente de Transações (CT)3 
1Distribut.ed Problem Solving En''lronm.;nt"'" const1tuem uma classe especial de sistemas distribuídos, onde 
um conjunto de módulos (ou agentes de resoluçào de problemas) exennam concorrentemente em uma rede de 
processadores. En1 gel"al. o~ módulo:> aprese11taw alta complex.idade (módulos realizam tarefas complexas), alta 
granulari da de (módulo" gasiarn mais tempo processando do que se comunicando) e alta heterogeneidade (módulos 
realizam ta.refas variadas). 
2 tratados por slols 
3 TransactioJl Manager 
IIIL 
76CAP!TULO 5. AMBIENTES DE APOIO AO DESENVOLVIMENTO TRANSFORMACIONAL 
Todas as rotinas do núcleo chamadas pelo usuário falam apenas com o GT. O GT tem um 
endereço permanente de comunicação em cada processador em que está executando em 
background. Suas atividades principais são: 
L Control-ar o status da transação corrente; 
2. Enviar para outros processadores pedidos de transação que envolvem classes armaze-
nadas nas suas memórias; 
3. Controlar a execução de seus módulos. 
O GT é composto por vários módulos, responsáveis pelas funcões de comunicação e controle 
entre os agentes e pelo acesso à memória. compartilhada. 
• Primitivas de Comunica.çã.o 
1. Begin~ Transaction( classe, modo): inicia o acesso aos objetos localizados na memória 
compartilhada. designados por classe. Os modos possíveis sã.o: leitura e escrita. Re-
toma um identificador de transaçã.o. 
2. End-Transaction(id): termina uma sessã.o de acesso à memória compartilhada. 
3. Abort-Transaction(id): interrompe uma. transaçà.o designada. por id. 
4. Op-Transaction(id,tipo,padrão): realiza o acesso à memória compartilhada. Os 
valores posslveis para tipo estã.o enumerados no item abaixo. O acesso é feito a todos 
os objetos que satisfaçam o padrão fornecido. 
• Operações de Gerência de Dados 
As primitivas básicas pa.ra. gerência. dos objetos são: 
1. MakeObject(objeto): cria um objeto. 
2. DeleteObject(padrão): elimina. todos os objetos que casam com o padrão forne-
cido, onde padrão corresponde a um conjunto de pa.res de <atributo,valor> de uma 
classe. 
3. GetObject(padrão): retorna os objetos que casam com o padl"ã.o fornecido. 
4. AddSlot(padrão, slot): adiciona um slot aos objetos que casam com o padrão 
fornecido. 
5. DeleteSlot(padrão, atributo): elimina o slot esjwcificado por um atributo de todos 
os objetos que casam com o padrà.o fornecido. 
6. UpdateSlot(padrão, atributo, valor): atualiza o Yalor de um slot especificado 
por atributo para. todos os objetos que ca.sam com o pa.drão fornecido. 
j. GetSlot(objeto, atributo): retoma o slot especifica.do por atributo no objeto for-
necido. 
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Controle 
É a habilidade de um agente (processo) de iniciar, suspender, continuar e abortar outro agente 
(processo) em qualquer nó (processador) da rede. 
As atividades de controle são implementadas no DPSI< também através dos gerentes de 
transação. 
A primitiva. básica de controle é: 
• Proc-Control(ação, processador, arquivo, pid): permite que um determinado agente 
possa controlar outro (representado por um identificador de processo contido em pid), 
localizado em qualquer processador. As ações de controle são: 
1. RUN 
2. SUSPEND 
3. RESUME 
4. KILL 
5. STATUS 
Sincronização 
A sincronização é a habilida.de que um agente de resolução possui de, em algum ponto de sua 
execução, espera.r que outro(s) agente(s) atinjam pontos específicos de sua.{s) execução(ões). No 
DPSE. ela. pode ser obtida através de definição de varáveis globais chamadas de eventos. 
tlm e\'ento pode ser entendido como sendo uma va.riá.ve] que pode se encontrar em um de 
dois esta.dos: ativo ou ina.tivo. Dentre a.s suas propriedades, podemos destacar: 
L Qualquer agente pode a.tivar um evt·nto. 
2. QnaJquer agente pode desativar um evento. 
3. Um processo pode esperar que um evento se torne ativo. 
As primitivas básicas de sincronização são: 
l. Affirm~Event(evento): i11sere evento na memória compartilhada. 
2. Negate~Event(evento): r<'tira. evento da memória compartilhada. 
3. Check.Event(evento): rlieca s(;' evento jcí .5e eu contra na memória compartilhada. 
4. Wait~Event(evento, timeout): ag;uard(l. que evento seja inserido na. memória coni.par-
tilhada até o limitE' e.s"t.abelecido em timeout. 
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Tratamento de Exceções 
O tratamento de exceções é um mecanismo através do qual agentes de resolução podem ser 
interrompidos e forçados a desviar as suas execuções para uma parte do código específica para 
o tratamento do problema identificado (exceção). 
As primitivas básicas são: 
I. Set-Group(grupo ): associa o agente a grupo. 
2. Set-Handler(handler): considera o procedimento especificado em handler como sendo 
a rotina de tratamento de exceções do agente. 
3. Sig-Group(signal, grupo): envia um interrupção, identificada por signal, ao grupo de 
agentes representado por grupo. 
5.5.3 Repositório de Dados 
É onde ficará toda a informação referente a aplicações desenvolvidas utilizando o ambiente, 
incluindo objetos e ver:o;ões, documentação do processo de desenvolvimento, etc. 
5.5.4 Processadores de Linguagens 
Uma instância de ambiente deverá incluir linguagens e processa.dores de linguagens necessários 
ao desenvolvimento de aplicações. Os processadores tradicionais incluem, entre outros: 
• editores 
• compiladores 
• link.editores 
• depura.dores 
_l!IL _ 
Capítulo 6 
Um Experimento Concreto 
6.1 Introdução 
Este capítulo apresenta: 
• uma descrição da. implementa.çã.o de um protótipo de ambiente de apoio a desenvolvimento 
tra.nsformacional e, 
• alguns resulta.dos obtidos através da experimentação com um exemplo simples. 
O protótipo implementado não cobre inteiramente os requisitos apresentados no capítulo an-
terior, detendo-se apenas em alguns focos básicos. Além disso. assumimos que algumas atividades 
devem preceder o uso efetivo do protótipo; estas serão agrupadas em uma fase de configuração 
do ambiente. a qual, no entanto, não é objeto deste trabalho. 
6.2 Objetivos 
O objetivo do experimento é o de demonstrar parte da. funcionalida.de defmida pa.ra ambientes 
de apoio ao deseitvolvimento transformacional de software. de a.cordo com alguns requisitos 
estabelecidos no ca.pi'tulo anterior. com enfase em tres focos bá.sicos: g·eneralidade, operações 
primitivas e coordena.çã.o. 
O suporte a um conjunto de primitivas básicas de projeto- que se constitui em um núcleo 
de tra.nsforma.ções- a partir do qual serào deri\·adas as regras de transfonnaçã.o do ambiente, 
permite a representação sucinta e hierarquizada das informações de projeto, estabelecendo um ar-
cabouço conceitua.l unificador através das relações estruturaJs definidas entre objetos e domínios 
mediante a. aplicação dessas operações primitivas e suas derivadas. 
A coordenaçã-o de at.ivida.des é realizada em dois níveis: 
l. A r1ível de relações entre objeto.s e domínios, mediante um mecanismo de encadeamento 
regressivo (]li E' spr;í descrito lta sPçií..o 6.6. 
2. A nível de ap;ent.es do sistema. mediante a comdena.çã.o global do ambiente. Este. apesar 
de independeJJt"' de modelos de resoluçà.o específicos pode ser devidamente personalizado, 
se necessá-rio, a-través de um conjunto de regras de coordenação. 
T9 
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6.3 Cenário de Utilização do Ambiente 
Há algumas atividades que precedem obrigatoriamente o uso operacional de muitos ambientes 
de apoio a desenvolvimento de software. 
Alguns ambientes podem dar algum tipo de apoio automatizado a tarefas paralelas- por 
exemplo, documentaçà.o - mas não apóiam de forma automatizada a finalidade específica de 
cada atividade. Outros ambientes apóiam de algum modo algumas dessas atividades, sob a 
prescrição de uma metodologia, mas não sabem utilizar as representações obtidas para derivar 
automaticamente outras. 
Sendo assim, o esforço dispendido na obtenção das várias representações nas diversas ativi-
dades não é minimizado, já que as representações iniciais, apesar de aumentarem a compreensão 
sobre a aplicação e de servirem como guia para as próximas atividades (que irão gerar novas 
representações) não são passíveis de transformações automáticas. 
Argumentamos que um ambiente genérico de apoio ao desenvolvimento transformadonal 
pode dar suporte automatizado a diversas atividades e de acordo com diversos métodos, dei\de 
que seja. devidamente configurado para isso. 
A bajxo, descrevemos algumas atividades que, obrigatoriamente, comporão a sua configuração 
e que precederão o uso opera.cionaJ do ambiente proposto. 
6.3.1 Configuração do Ambiente 
Análise do Problema 
rm problema (ou área de aplica.çào} é "dissecado", com o objetivo de identificar todos os objetos 
(dados} e operações (processos} encontrados em qualquer sitlJa.çào ou contexto. O resultado 
dessa análise prossegue através da categorizaçào desses objetos e operações em domínios e do 
estabelecimento de relações entre eles, em especial, relações que definem uma hierarquia de 
domínios envolvidos no problema. Possivelmente alguns dos domínios identificados terão sido 
anteriormente definidos e poderào ser reutilizados, enquanto que outros deverào ser definidos. 
Uma hierarquia de domínios é um grafo dirigido cujos nós são domínios e cujas arestas são 
relações entre domlnios. 
Análise de Domínio 
O objetivo da análise de domínio é a identificação de objetos. operações e relações pertinen~ 
t.es a. um domínio de aplicação específico. Os eleme11tos identificados serão utilizados para a 
e~pccificasão do domínio em questão. utilizando uma linguagem de especificaçào. 
Neste trabalho, definimos um domínio como sendo um conjm1to de tipos ou categorias de 
objetos. I\a.da mais na.tural, então, do que representá.- lo como uma. classe que contém outras 
da.f:>ses. como mostra a. figura 6.1. 
A figura 6.1 represent-a. o domÍllio DPD como se11do composto das classes DFD, Entidade, 
Pronsw. DepÓ8ito e F/uw. A relação entre <I classe DFD e ils outras é de agregação e significa 
que as YariáYcis de inst.ància. da ci<L%e DFD são inst.á.ncias 011 ronjuntos de instâncias das outras 
classes. 
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DFD 
Entidade Depósito Processo Fluxo 
Classes 
Domínio DFD 
Figura 6.1: Estrutura do Donúnio DFD 
Um objeto de um domínio pode ser urna instância de qualquer uma de suas classes. Por 
exemplo, podemos instanciar objetos das classes Entidade, Processo, Depósito e Fluxo e também 
da classe DFD. Qualquer um deles será um objeto do domínio DFD. 
Especificação de Domínios 
A representação estrutural dos dados obtidos pela análise de domínio é feita através de uma 
linguagem de especificação. Neste trabalho, apesar de não estarmos diretamente preocupados 
com a representação de domínios, a.ssumiremos que esta será feita através de uma linguagem de 
especificaçà.o que incorpora conceito~ de modelagem de objetos. tais como: classes, variáveis de 
instância. métodos e herança. 
A figura 6.2 mostra a representa.çã.o da classe DFD a.tra.vés de uma notação descrita no 
apêndice B. 
Definição das Transformações 
Tendo estabelecido os domínios da. aplicaçã.o e uma hierarquia. entre eles, será necessário definir 
as transformações entre domínios. Cada domínio definido tem um conjunto de transformações 
associado. As transformações são definidas intra-domínios, a..<>sociando objetos de um mesmo 
domínio ou inter-domínios, que associam objetos de domínios distintos, sempre segundo a 
hierarquia de domíniofi estabelecida anteriormente. 
Além destas, podem ser definidas transformações de coordenação ou meta- transformações, 
que irão implementar a.s heurísticas de resolução de problemas de uma. área de aplicação. O con-
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DFD I 
entidades 
cria-dfd Entidade 
get-ents depOsitas 
Depósito 
get-procs 
get-fluxos processos Processo 
get.-deps 
fluxos 
... Fluxo 
nome-dfd 
String 
Figura 6.2: A classe DFD 
junto inicial de transformações de coordenação pode ser modificado manualmente para refletir 
experiência ou consta.tações adquiridas através do uso do ambiente configurado. 
Geração do Ambiente 
A geração do ambiente configurado consiste na instanciação de um ambiente que suporte o 
desenvolvimento de aplicações que envolvam os domínios e a hierarquia definidos. 
6.3.2 Operação 
Após a configuraçà.o de um ambiente para. a.poio ao desenvolvimento de aplicações em uma área 
específica e, possivelmente segundo algum método de desenvolvimento, este poderá ser utilizado 
individualmente para o desenvolvimento de tarefas. 
O objetivo desse processo, através da utilizaçã.o do protótipo, é a derivaçã.o de uma solução 
aceitável no domínio final da hierarquia para um problema especificado no domínio inicial. 
A construção da solução desejada prossegue mediante transforma.ções que representam operações 
de projeto sobre os objetos do sistema. 
6.4 Arquitetura do Ambiente 
Considere a figura 6.3 que apresenta a arquitetura do protótipo implementado. 
A implementação segue a.s linhas definidas pelo framework de blackboards, consistindo em: 
1. uma memória compartilhada pelos agentes- o blackúoard -, composta por objetos do 
espaço de solução de um problema, devidamente estruturado em domínios. e por objetos 
do sistema; 
:2. um conjunto de agentes que se comunicam apenas através da memória. compartilhada 
e cooperam para a resolução de um problema: 
_jjJL 
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Consulta 
Gerência 
de Dados 
Black board 
Log 
~.,_EJ 
Mortitor 
Servidor 
de Regras 
Servidor 
de Regras 
Servidor 
de Regras 
Meta-Regras 
Figura. 6.3: Arquitetura do Protótipo 
Regras 
de Domínio 
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3. um mecanismo de coordenação, o monitor, um tipo especial de agente que coordena 
as atividades realizadas por outros agentes e controla o estado dos objetos na memória 
compartilhada durante uma sessão de utilização do ambiente. 
6.4.1 Mecanismo de Controle 
O monitor detém o controle sobre a execução de tarefas a nível de agentes do sistema, execu-
tando o laço mostrado abaixo até que o usuário encerre a sessão. 
• enquanto não for fim de sessão 
1. atualiza situação 
2. coleta ações possíveis 
3. mostra situação atual 
objetos na memória 
eventos pendentes 
4. seleciona ação a executar 
seleciona. sozinho, sempre que possível 
senão, pede ao usuário para. selecionar açã.o 
5. ativa algum agente para executar ação selecionada 
A seleção de alternativas, quando é independente de interação com o usuarJO, requer a 
utilizaçào de informações de coordenação contidas em meta-regras do ambiente. 
As meta-regras encapsulam o conhecimento desejado sobre mecanismos de resolução para o 
problema, definem o comportamento e coordenam o funcionamento do ambiente. Elas manipu-
lam dados de controle- predicados sobre objetos do sistema.. 
Por exemplo, algumas meta-regras de coordenaçã.o seriam: 
1. se domínio-selecionado(d;) então ativar servidor de regras para d; 
2. se par-selecionado( regra, objeto) então ativar mecanismo de tra.nsformação 
Em paralelo à funcionalidade estabelecida através das meta-regras, a solução para um pro-
blema pode ser abordada de forma bi-direcional, através de encadeamento progressivo e 
regressivo. O encadeamento regressivo provê um mecanismo de coordena.ção que precede a 
adoção de qualquer outra estratégia de coordenação do ambiente. 
• Encadeamento Regressivo 
O encadeamento regressivo faz uso das relações estabelecidas entre os objetos (através das 
transformações realizadas) e domínios envolvidos na resolução de um problema. Quando 
nã.o há mais regras nem objetos interessantes de serem manipulados em um dorru'nio, o 
sistema retrocede a um domínio que tem mapeamentos sobre o corrente (ou a objetos 
traJL~forma.dos em objetos do domínio corrente) e prossegue normalmente. Esse procedi-
mento~ deta.lhado na. seçã.o 6.6. 
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• Encadeamento Progressivo 
Dado um domínio e os objetos associados a ele, conceitualmente, todas as regras de trans-
formação associadas ao domínio podem ser aplicadas em um dado instante, gerando um 
novo espaço de soluções. 
O processo de aplicação de regras pode prosseguir em outros domínios até que se chegue 
à solução desejada ou que todas as aplicações possíveis ou desejadas sejam efetuadas sem 
sucesso. 
6.4.2 Objetos do Sistema 
Os objetos do sistema são todos aqueles rna.nipulados dura.11te a. utilização do ambiente. Os 
objetos que sào manipulados por mais de um a.gente são ma.ntidos na. memória compartilhada. 
Os objetos do sistema são: 
• domínios 
Os domínios definidos para a resolução de um problema não são mantidos na memória 
compartilhada. pois são manipulados apenas pelos servidores de regras e, só para consulta. 
domínio a ··classe" domínio 
classes conjunto de classes que compõem o domínio 
• relações 
As relações são objetos do sistema defmidos sobre objetos, classes e domínios. Algumas 
relações defmllt são: 
1. precede 
2. instância.-de j tem- i nstâ.n c i a 
:3. part.e-Jcjten1-parte 
.:J. generaliza.çà.o-de/especializrtç.i'lo-dP 
5. evolução-dejinvolução-de 
G. domínio-selecionado 
1. dorninío-validado 
8. objeto-criado 
Possivelmente. outras rela.çõe~ -específicas a. ca.da domínio e encontradas em uma tabela 
de símbolos nia.da dura.nV, a. fa.se de configuração do sist.ema - serão utilizadas pelo 
ambiente. Essas relações. conforme expli<:ita.do anteriormente, corresponderão a operações 
de projeto derivadas do núcleo b~sico dcf1nido. 
• regras de transfon11a.ção 
Regras de transforrnação milpciam construções e definem relações entre elementos de 
um ou mais dom{nios. O formot.o de uma. regra. é mostrado abaixo: 
·- -- JIL_ 
8(; 
• eventos 
nome 
tipo 
pré-condição 
cadeia de entrada 
cadeia de sai da 
pós-condição 
ação 
contra-donúnio 
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nome da regra 
tipo da regra (evolução, decomposiçã.o, ... ) 
predicados sobre a cadeia de entrada 
lista de parâmetros/expressões 
lista de parãmetros)expressões 
predicados sobre a. cadeia de saída 
procedimento que implementa as ações desejadas 
domínio para qual a regra está mapeada 
Um evento é um acontecimento que requer um tratamento especial ou resposta imediata, 
fora do fluxo de controle corrente. Eventos sã.o um mecanismo de sincronização entre os 
diversos agentes e o mecanismo de coordenação. 
Alguns eventos definidos e usados no ambiente sã.o: 
L !NIT 
2. TRANSFORMACAO-OK 
3. TRANSFORMACAO-NOK 
4. DOM!NIO-SELECIONADO 
5. DOM!N!O-VALIDADO 
6 PAR-SELECIONADO 
7. OBJETO-CRIADO 
8. RETROCESSO 
9. TIMEOUT 
10. FIM-CONSULTA 
11. ERRO 
12. FIM-SESSAO 
6.4.3 Mecanismo de Gerência de Dados 
É: o responsável pela. interface com um repositório de dado>.. Ao nuoar uma nova sessão, o 
ambiente restaura o contexto da última sessào, recuperando objetos e relações de uma base de 
do dos do ambiente. Da mesma forma. a.o encerrar a sessào. o ambiente atualiza a base de dados 
wm os dados existentes ua memória compartilhada. 
6.4.4 Servidor(es) de Regras 
tTm servidor de regra é o responsá\'el pela seleção de> todas a.s regras de transformação que 
<tinda podem ser aplicadas em um determinado instaJJ\.e aos objetos de um dom{nio específico. 
l;m servidor n:•tom<~ essa informação. gravando 11<-1 111emúria compartilhada pares compostos 
por < ngru.loud >. qlle poderào ser lidos por outros a.geJ11e:; - em especiaL o monitor, o 
llH'ranismo de transformação e o de documentação. 
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Cada servidor de regras tem conhecimento a respeito das regras de transformação de apenas 
um domínio d. Após esperar pela inicializaçã.o completa do ambiente, cada servidor executa o 
laço abaixo, até o finaJ de uma sessão. 
• Loop: 
1. seleciona pares (regra, local) ainda não selecionados anteriormente 
2. se houver ao menos um par (regra, local) seleciona.do, prossegue até o passo 6 
3. avisa ao monitor que pode colaborar 
4. espera OI\: do monitor (dominio-seleciona.do(d):::::TRUE) 
.s. quando o monitor der OK, o servidor é selecionado e grava os pares selecionados na 
memória compartilhada e sinaliza que há par(es) selecionado(s) 
6. volta ao passo 2 
7. se não houver pa.res selecionados, sinaliza que Q domínio está validado (dominio-
validado(d) = TRUE). 
6.4.5 Mecanismo de Transformação 
É o responsável pela aplica.çã.o de regras de transforma.çã.o aos objetos selecionados. 
Dados uma regra de transformação e um local de a-plicaçào, 
l. faz-.se a unificaçào do local com a ca.deia de entrada da. regra 
2. a pré-condiçâ.o (coudiçào <k a.tÍ\"ação) da regra é entào avaliada e, caso seja verdadeira, a 
regra. pode ser aplicada 
3. a aplicaçào de uma regra a um local consiste 11a execuçã.o de uma ação definida na re-
gra e implica na ··sinalizaçã-o'" da sua. pós-condiçã-o e na a.lteraçã.o do estado da memória 
co1n partilhada .. 
6.4.6 Mecanismo de Documentação 
É o responsáYel pelo registro permanente das a.tivida.des realizada.<; durante uma sessão de alguma 
aplicaçào. documentando os passos de desenvolvimento. as alterações na memória compartilhada, 
seleçã.o de regras e locais, resultados de transformações, caminhos alternativos para a solução de 
problemas. contexto da sessã.o imediatamente antes do fim da. sessã.o, etc. 
6.5 Detalhamento da Implementação 
.-\ implementaçã-o do protótipo foi rea.liza.da sobre a plataforma UNIX em uma rede de estações 
d(• lrabalho SPARC Sun. A imph~JHenta-çào foi feita- em C e utiliza a.s primitivas do DPSK 
[( 'i1J"d81]. 
Os ag;l'li\.('S silo illlplenlf'n\.a.do.~ <Hravés dos módulos enumerados aba.ixo: 
l. l\lód1J!o de Coordena.çã.o 
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2. Módulo de Gerência de Dados 
3. Módulo(s) Servidor(es) de Regras 
4. Módulo de Transformação 
5. Módulo de Documentação 
6. Módulo de Apcesentaçâo e Consulta 
além de um módulo de inicialização do ambiente. 
6.5.1 Módulo de Inicialização 
• Carrega configuraçã,o do ambiente 
lê número, nomes dos domínios e hierarquia entre donínios 
carrega tabelas do sistema (símbolos, eventos) 
ativa módulo de gerência de dados para carregar domínios e regras de transformação 
define predicados (rela.ções) do ambiente (primitivos e os encontrados na tabela de 
símbolos) 
• Carrega log 
restaura contexto da última sessã.o 
ativa módulo de gerência de dndos para carregar instâncias (objetos) na memória 
compartilhada. 
6.5.2 Utilização do DPSK 
A implementação da arquitetura do protótipo é feita. atra.n~.~ da utilizaçã.o das primitivas do 
DPSh. 
Memória Compartilhada e Comunicação 
A memória compartilhada. do protótipo é definida. pelo DPSI\ e manipulada. por suas primitivas 
de comunicação. 
Por exemplo, um objeto de uma. classe é representa.do H a memória compartilhada da seguinte 
forma: 
{objeto [nome STR 3 _t4] [super STR 8 dominio1] [status INT 1]} 
Obs.: [nome STR 3 _t4] é um dos slots da classe-dpsk objeto. nome é do tipo STR (cadeia), 
tem comprimento 3 e valor _14. A ::;uperda.sse do objeto é a cla.5se donliráol e seu status tem 
va.lor 1. 
A criação de um objeto é feita a.t.nwés da segui111e transaç;lo (onde obj é da classe-dpsk 
objeto e já te\·e os seus slots devidamente compost.os): 
__ l!IL. 
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tr = BeginTrans(obj.class, WRITE); 
if(ISACCEPTED(tr)) { 
} 
OpTrans(tr, MAKEOBJ, &obj, NULL, NULL); 
if (EndTrans(tr) != 1) 
Erro("Rolled back. \n"); 
else 
ErroC"Rolled back. \n"); 
Sincronização e Tratamento de Exceção 
Os eventos do sistema sã.o manipula.dos através das quatro primitivas do DPSK. 
89 
Quando um tiervidor grava na memória. compartilhada um par < regra, objeto> ele sinaliza 
da :;eguinte forma: 
Aff irmEvent ("par _selecionado"); 
Por sua vez, o laço de controle está sempre verificando os eventos pendentes para decidir o 
que fazer em seguida. 
act = CheckEvent(tab_evento[FIM_SESSAO].nome); 
if (act) { 
fprintf (stdout, "Evento afirmado: 'l.s\n", 
tab_evento[FIM_SESSAO].nome); 
fflush(stdout); 
NegateEvent(tab_evento[FIM_SESSAO].nome); 
SigGroup(SIGHUP, "xpadt"); 
} 
No trecho acima, testa-se se o evento FIM-SESSAO ocorreu, através da primitiva CheckE-
vent. Se o resultado do teste for verda.deiro, o evento é nega.do e a. primiti-..:a de tratamento de 
exceções SigGroup é usada. para. sina.lizar a. todos os agentes do grupo xpadt o sinal SIGHUP 
(hongup)-- fim de execução. Esse sinal também provocará.<~ a.tiva.çà.o de um procedimento de 
tratamento de exceçÕE'é> pré-definido pa.ra este grupo. 
6.6 Encadeamento Regressivo 
O mecanismo de encadeamento regressivo adotado neste experimento permite o retrocesso a 
algum estágio anterior de projeto. a.tra.vés da identificaçã.o e utiliza.ção de relações específicas 
en t.re: 
• objetos 
• ohjC'to.~ C' cla!'.s(>,; 
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• classes e domínios 
• domínios 
em uma representação hierarquizada de informações sobre o projeto. 
As relações entre os elementos acima, em geral associadas a operações de projeto (restritas 
a.os tipos básicos descritos anteriormente), são definidas como predicados e incluídas em tabelas 
de símbolos do ambiente configurado. 
Quando uma soluçã.o incorreta ou insatisfatória for obtida- segundo os critérios do projetista 
-o ambiente deverá retroceder a um estágio no qual decisões de projeto alternativas possam ser 
tomadas. O mecanismo de encadeamento regressivo realiza este retrocesso e precede a adoção 
de qualquer estratégia mais genérica de coordenação do ambie11te. 
O encadeamento regressivo pode ser ativado em três circunstâncias e formas básicas: 
• automaticamente, quando não houver eventos pendentes a serem tratados; 
• automaticamente, quando um domínio for va.lidado; 
• a critério do US'11ário. 
Quaisquer que sejam as circunstâncias de ativação. o mecanismo sempre atuará sobre relações 
entre objetos, classes e domínios. 
Inicialmente, o retrocesso a. estágios anteriores é feito sobre relações estruturais existentes 
entre os objetos- instância:; de da.sses de domínios. 
Consideremos o exemplo mostrado através da figura 6.4. Após a aplicação de algumas 
opera.ções a objetos dos domínios que compõem uma aplicação, obti\'emos um objeto pertencente 
ao domínio D3 . Imaginando que taJ objeto não é interessante. sob algum ponto de vista, o 
retrocesso conduzirá a algum estágio anterior do proc-esso de projeto. a partir desse objeto. 
O mecanismo consta.ta que existe uma rela.çã.o R5 do tipo tem-evolução, associando tl2 ao 
objeto tll (que também pertence ao domínio D3 )- na. forma l.cm-H10luçâo(tll,tl2)- obtida 
após a aplicação de uma operação do tipo evolução ao objeto tll. O retrocesso ao objeto tll 
será completado com a. iclentifica.çã.o e o cancelamento da transformaçào que realizou a operação 
Op.5 que, aplicada ao objeto tll, gerou o objeto tl2. 
Da mesma forma. podemos continuar o processo de retrocesso a partir do objeto tlL O 
mecanismo encontra duas rela.ções do tipo parte-de a.ssociando t.ll aos objetos tQ, e tlü, obtidas 
após uma operação de agregação sobre esses objetos que gera 111. Qualquer que seja o caminho 
escolhido, o retrocesso a t9 ou tlO implicará na eliminaçào do outro caminho, em função do 
cancelamento da tra.nsforma.çào que implementou a operaçã.o Op~1 • 
Assim, o retrocesso a um estágio prévio no processo de projeto implica na eliminação de todos 
os objetos obtidos direta ou indiretamente a partir do objeto desprezado e relações associadas e, 
consequentement.e. no callcela.mento da.s operações de projeto realizadas sobre eles. As versões 
desprezadas, bem corno os caminhos que levara.ru às lllesma.s deven1o ser registrados no log da 
sessao. 
Se o retrocesso nã.o puder ser rc>aliz<tdo at.r<tvéi-i da.c.; rclaçõps en\.n' o~ objetos, o ambiente de-
verá utilizar as relações definidas entre instâncias e classes. entre classes. entre classes 
e domínios e. por fim. entre domínios. 
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precede 
---- ----1 
Dl 
precede 
D2 
Op5 ---;------""'j 
D3 
Figura 6.4: Domínios, Objetos e Relações 
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A principal relação entre instâncias e classes é a relação tem-instânciaj a principal relação 
entre classes é a relação tem- generalização e, a principal relação entre classes e domínios é a 
relação parte-de. 
Tendo nos abstraído das instâncias e das relações entre elas, passamos a navegar por relações 
entre domínios. A única relação entre domínios considerada neste trabalho é a relação precede, 
que estabelece a hierarquia entre domínios. Através dela podemos retroceder a um ou mais 
dorninios na hierarquia e, a partir daí, reaJizar o processo inverso: utilizar as relações parte-de, 
tem- generalização e tem-instância para descer no nível de abstração e voltar a manipular 
objetos e suas relações. 
O mecanismo de encadeamento descrito aqui é exposto através de seu algoritmo e de um 
exemplo de utilização do ambiente. 
6.6.1 Algoritmo 
Seja dom o último domínio da hierarquia - o domínio objeto. O retrocesso é aplicado a dom 
através do algoritmo seguinte: 
1. Recuperar da memória compartilhada os objetos que pertencem ao domírúo dom e guardá-
los em objs. 
2. Se não existirem objetos então ir para o passo 5. Se existir ao menos um objeto então 
identificar relações que envolvem os objetos e guardá-las em r-objs. Se não existirem 
relações então ir para o passo 4. Se existir ao menos uma relação então pedir ao usuário 
que selecione uma opção de retrocesso, colocando-a em rel. Se alguma opção for selecionada 
em rei então: 
.JJIL 
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(a) Identificar obj, o ponto de partida para o retrocesso 
(b) Identificar origem, o objeto relacionado a obj 
(c) Identificar tt.po, o tipo da relação entre obj e origem 
( d) Identificar transf, a transformação de tipo tipo aplicada sobre origem e que gerou obj. 
3. Se a transformação for identificada então: (cancelar objetos e relações) 
(a) cancelar transformação transf 
(b) apagar relações que envolvem obj 
(c) apagar relações associadas a transfque envolvem origem 
(d) Se tipo~ AGREGACAO então, 
i. Identificar outra-origem, o outro objeto que, agregado a origem gerou obj 
11. apagar relações associadas a transf que envolvem outra-origem 
(e) Se tipo:::: DECOMPOSICA01 então: 
1. Identificar outro-obj, o outro objeto que foi gerado a partir de origem 
11. apagar relações que envolvem outro-obj 
4. Se não existirem relações entre-o-bjetos então subir o nível de abstraçã.o: 
(a) Escolher um objeto obj a partir de objs 
(h) Identificar classe, a classe do objeto obj através da relação t.on-instância( classe, obj); 
(c) Percorrer a relação subclasse-de a partir de clas8e até encontrar uma classe sem su-
perclasse: 
( d) Encontrar dominío, o domínio procurado através da relação portt-lle( classe,dom{nio ). 
(e) Encontrar domínios n-doms que precedem dom~'nio. 
5. Se não existirem objetos então encontrar domínios n-doms que precedem dom. 
6. Se não existirem domínios em n- doms então perguntar ao usuário o que fazer. Se existir 
apenas um domínio em n-doms então dom recebe o valor de tal domínio e o algoritmo é 
chamado recursivamente. Se existirem dois ou mais domínios que precedem dom então: 
(a.) o usuário é convidado a optar por um deles 
(b) dom recebe o valor do domínio escolhido 
(c) o aJgoritmo é chamado recursivamente. 
10bviamente, o~ conceito~ de outra-origem e 0\Jtro-obj podem ser estendidos para noutras origens e objet-o~. 
A opção feita por dois objetos de entrada e dois de saída, no máximo. reflete uma re~trição de implementação e 
não uma rest-rição conceituaL 
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6.7 Um Exemplo 
O exemplo aqui apresentado não possui vinculação com qualquer contexto real: não é mais do 
que um exemplo simples para ilustrar o mecanismo de encadeamento regressivo. 
Os resulta.dos apresentados na seção 6. 7.4 correspondem ao log de uma sessao após a aplicação 
de algumas transformações que implementam as openções /ações do ambiente (figura 6.4), e 
ao cancelamento das mesmas através do retrocesso realizado a partir do objeto tl2. 
6.7.1 Domínios 
Os domínios usados no exemplo sã.o três e adotam nomes arbitrários: 
• dominiol 
• dominio2 
• dominio3 
As classes homônima.s aos domínios não possuem cla.sses componentes. Após a inicialização 
do ambien1.E> temo-~ 2 : 
dominio(dominio3) 
dorninio(dominio2) 
dominio(dominiol) 
precede(dominio2, dominio3) 
precede(dominiol, dominio2) 
parte_de(classe3, dominio3) 
parte_de(classe2,dominio2) 
parte_de(classel,dominiol) 
classe(classe3) 
classe (classe2) 
classe (classel) 
6.7.2 Objetos do Sistema 
• Helaçõ('~ 
relacao(acao=14, rank=2, nome=tem_evolucao3_1) 
relacao(acao=13, rank=2, nome=tem_evolucao2_2) 
relacao(acao=12, rank=l, nome=predicado3_1) 
relacao(acao=12, rank=2, nome=parte_de2_1) 
2a e b ~ào nomes de slol,> 
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relacao(acao=11, rank=l, nome=predicadol_3) 
relacao(acao=ll, rank=2, nome=tem_evolucao1_3) 
relacao(acao=11, rank=l, nome=predicadol_2) 
relacao(acao=lO, rank=2, nome=tem_parte1_2) 
relacao(acao=9, rank=2, nome=tem_evolucao1_1) 
relacao(acao=9, rank=l, nome=predicadol_l) 
relacao(acao=2, 
relacao(acao=O, 
rank=l, nome=existe) 
relacao(acao=O, rank=l, 
nome=objeto_criado) 
nome=dominio_validado) 
relaçao(acao=O, rank=l, norne=dominio_selecionado) 
relacao(acao=S, rank=2, nome=tem_generalizacao) 
relacao(acao=3, rank=2, nome=parte_de) 
relacao(acao=2, rank=2, nome=tem~instancia) 
relacao(acao=O, rank=l, nome=dominio) 
relacao(acao=O, rank=l, nome=classe) 
relacao(acao=O, rank=2, nome=precede) 
O rank indica o número exato de elementos relacionados, ou seJa, a cardinalidade da 
relação. 
• Objetos 
Os objetos - instá.ucias - ficam registrados na memona compartilhada através de duas 
estruturas: tem-in.s!a.ncia e objd.o. 
tem_instancia(doroinio1,_t4) 
objeto(status=l, super= classel, nome=_t4) 
6. 7.3 Regras de Transformação 
• Domínio 1 
[regra1_1 64 existe(x) 
[x] [y l 
predicado1_1(x)=true && tero_evalucaa1_1(x,y)=true 
acaa1_1 comentaria dominiol] 
[regral_2 8 existe(x) 
[x] [yl,y2] 
tem_parte1_2(x,y1)=true && tem_parte1_2(x,y2)=true 
acaal_2 comentaria dominiol] 
[regra1_3 64 existe(x) 
[x] [y] 
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predicado1_2(x)=true && tem_evolucao1_3(x,y)=true && 
predicado1_3(y)=true 
acao1_3 comentaria dominio2] 
• Domínio 2 
[regra2_1 4 predicadol_3(xl)&&predicado1_3(x2) 
[xl,x2] [y] 
parte_de2_1(x1,y)=true && parte_de2_1(x2,y)=true && 
predicado3_1(y)=true 
acao2_1 comentaria dominio3] 
[regra2_2 64 predicado1_3(x) 
[x] [y] 
predicado1_3(y)=true && tem_evolucao2_2(x,y)=true 
acao2_2 comentaria dominio2] 
• Donúnio 3 
[regra3_1 64 predicado3_1(x) [x] [y] 
tem_evolucao3_1(x,y)=true 
acao3_1 comentaria dominio3] 
6. 7.4 Resultados 
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O log pardal de uma sessão. após a criaçã.o dos objetos t4 a t12 mostrados na figura 6.4 e do 
retrocesso até os objetos t5 e t6 no domínio 1 é mostrado abaixo: 
n_obj e tos (12) 
objeto(nome=_tl2, super=classe3, status=O) 
objeto(nome=_t11, super=classe3, status=O) 
objeto(nome=_tl, super=classel, status=O) 
objeto(nome=_t2, super=classe2, status=O) 
objeto (nome=_ t3, super=classe3, status=O) 
objeto (nome=_ t4, super=classel, status=l) 
objeto (nome=_ tS, super=classel, status=l) 
objeto(nome=_t6, super=classgl, status-1) 
objeto(nome=_t7, super=classe2, status=O) 
objeto(nome=_t8, super=classe2, status=O) 
objeto(norne=_t9, super=classe2, status=O) 
objeto(nome=_tlO, super=classe2, status=O) 
tem_instancia(classel,_t4) 
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tem_instancia(classel,_t5) 
tem_instancia(classel,_t6) 
existe(_t4) 
existe C t5) 
existeCt6) 
dominio_selecionado(dominiol) 
dominio_selecionado(dominio2) 
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selecionada(dominio=dominiol, regra=regra1_3, objetol=_t4) 
selecionada(dominio=dominiol, regra=regral_l, objetol=_t4) 
selecionada(dominio=dominiol, regra=regral_l, objetol=_t5) 
validada(objetol=_tll, regra=regra3_1, dominio=dominio3) 
validada(dominio=dominio2, regra=regra2_2, objeto1=_t7) 
transformada(t_stamp=707127710.871942, saidal=_t12, acao=acao3_1, 
tipo=64, regra=regra3_1, objetol=_tll, dominio=dominio3) 
transformada(t_stamp=707127914.053287, saidal=_tll, acao=acao2_1, 
tipo=4, regra=regra2_1, objeto2=_t9, objetol=_tlO, dominio=dominio2) 
transformada(t_stamp=707130118.271788, dominio=dominio2, objeto1=_t7, 
regra=regra2_2, tipo=64, acao=acao2_2, saida1=_t9) 
cancelada(t_stamp=707130363.453304, saida1=_t7, acao=acao1_3, 
tipo=64, regra=regral_3, objeto1=_t5, dominio=dominiol) 
cancelada(t_stamp=707127710.286678, saidal=_t12, acao=acao3_11, 
tipo=64, regra=regra3_1, objetol=_tll, dominio=dominio3) 
tem_parte1_2(_t4, _t5) 
tem_parte1_2(_t4,_t6) 
Capítulo 7 
Considerações Finais 
Neste trabalho, procuramos examinar transformações como aspecto central de ambientes de 
apoio a desenvolvimento de software, com ênfase em operações básicas de projeto e mecanismos 
de coordenação de projeto, e tendo em mente as perguntas básicaS 'que o motivaram (expostas 
no capítulo 1). 
No capítulo 2: a) apresentamos um resumo a respeito de estudos gerais sobre projeto, ana-
lisaudo a tarefa de desenvolver software como uma instância específica. de projeto e discu-
tindo dois aspectos críticos a considerar em ambientes de apoio a projeto, a saber: operações 
básicas e mecanismos de coordenação de atividades, e b} propusemos um conjunto mínimo 
de opera.ções básicas de projeto. 
~o capítulo 3 descrevemos com maior detalhe o modelo P\tV de Lehman, com a preocupação 
básica de introduzir um arcabouço conceitual dentro do qual considerar transformações. 
No capítulo 4 fizemo.s um apanhado geral sobre como o conceito de transformações tem sido 
proposto e tratado na. literatura, incluindo um brE've su.rvey sobre sistemas transformacionais 
significativos na área. 
No capítulo .S propusemos uma arquitetura de referência para ADSs baseada no modelo 
de blackboardB e apresentamos uma instáncia concreta centrada no uso de DPSK [Card87J. 
No capítulo (:i descrevemos um experimento concreto de implementação das idéias expostas 
nos capítulos anteriores- designado por AADT (sigla para Ambiente de Apoio ao Desenvolvimento 
Transformacional) - escrito em C. Um aspecto particularmente destacado é a implementação 
de um mecanismo de encadeamento regressivo que se vale das operações (i.e., relações) básicas 
descrita.'3 no capítulo 2 para. navegar entre objetos e domínios. 
o o o 
Uma questão vitaJ ligada a desenvolvimento de software diz respeito a ambientes de apoio. 
É provável que o cenário de utilizaçáo (no sentido mais pragmático que se possa ima.ginar) 
de ambientes de de!Oenvolvimento não sofra alterações significativas nos próximos anos: alguns 
métodos coexistirão p<~cificameJlte, cada qual com seu jargã.o. notações. pontos fortes e fracos. 
O retoque para es1e cenário parece estar calcado na evolução de ambientes genéricos porém 
rmlfigurá\"eis. OJI(]e a diversificaçã.o poderá ser mantida a l!Ível de aplicações. métodos e fer-
ramentas. mas assegnralldo, no mínimo. uma rertn coerência em aspPct.os básicos, tajs como: 
arquitetura. comunica~ão f' coordenação a nÍvC'l globaL opPrar,:ões b~siras e interface. 
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A arquitetura de referência proposta é condizente com o cenário acima descrito e permite a 
instanciação de ambientes para apoio a métodos específicos. 
7.1 Contribuições deste Trabalho 
As contribuições mais importantes deste trabalho são: 
• a proposição de uma taxonomia genérica para transformações; 
• a proposição de uma arquitetura de referência para ambientes de apoio a desenvolvimento 
transformacional; 
• a proposição de um mecanismo de coordenação simples que atua a nível de relações estru-
turais entre objetos; 
• a exploração inicial de um mecanismo de coordenação global d la blackboards, usando o 
DPSK. 
Em paralelo, realizamos alguns experimentos interessantes sobre formalização e transformação 
entre domÍnios, apresentados nos apendices A e B. 
7.2 Trabalhos Futuros 
O experimento concreto apresentado no capítulo anterior representa apenas uma exploração 
inicial de idéias que podem ser melhor desenvolvidas em trabalhos de pesquisa e experimentação 
futuros. Dentre as possÍveis abordagens destacamos: 
• implementação real do oportunismo preconizado pelo modelo de blackboards; 
• estabelecimento de estratégias para a definiçào de linguagens de especificaç.ào para donúnios 
que compõem ambientes personalizados: 
• abordagens rigorosa-S para a definiçã.o de tra.nsforma.çôes e objetos manipulados; 
• projeto da interface genérica do ambiente; 
• personalização do ambiente genérico para o suporte a métodos conhecidos, através da 
definição de domínios que, em conjunto, implementam os mesmos. mantendo a coerência 
em torno da arquitetura proposta e operações básicas de projeto. 
Apêndice A 
QuickSort 
A.l Introdução 
Para ilustrar algumas idéias aqui abordada~. utilizaremos um exemplb simples e conhecido: o 
de ordenar uma sequéncia. de inteiros através do algoritmo de Quicksort de Hoare, considerado 
o melhor algoritmo de ordenaçào existente. 
Um algoritmo de ordenaçã:o genérico é especificado da seguinte forma: 
Sort(x) <= Ordered(Perm(x)) 
ou seja, ordenar uma sequéncia x corresponde a encontrar uma permutação ordenada (cres-
cente ou decrescente) da sequéncia x. 
Usando expressões-ZF (ou compreensões) e KRC, teríamos a. seguinte especificação, conside-
rando listas de inteiros: 
parm [] = [[]] 
perm x"' {a:p; a <- :x , p <- perm(x -·- [a])} 
ordered [] == T 
ordered [a] = T 
ordered (a:b:x) = a <= b and ordered (b:x) 
sort x = ordered perm x 
A derivação form<~l de um algoritmo itera.ti voa partir desta especificação aparece em [Darl78] 
e [Stei89]. 
A.2 Quicksort em Linguagem Natural 
O algoritmo de Quicksort é essencialmente recursivo e baseia-se no conceito de partição. dividindo 
para conquistar. Nele. lidamos com três tipos de operaçã.o: 
• decompor (particionar) 
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• ordenar 
• compor (combinar) 
Uma especificação deste problema em linguagem na.tural é apresentada abaixo: 
I. Uma sequência de O ou 1 elemento já está. ordenada. 
2. Uma sequência com 2 ... n elementos é ordenada: 
(a) selecionando dentre os seus elementos um elemento de comparação; 
(h) dividindo-a em duas partes, com a primeira contendo elementos menores ou iguais do 
que o elemento de comparação e a segunda contendo elementos maiores; 
(c) ordenando as duas partes obtidas; 
(d) compondo a primeira parte com o elemento de comparação e a segunda parte. 
Teoricalnente, a divisào em dua.s partes iguais (divisão na metade) é necessária para se obter 
um desempenho ótimo, mas, na prática, uma aproximaçào da metade é boa. 
A.3 Quicksort em KRC 
quick [] = [] 
quick (a:x) : {b; b <- x; b <= a} ++ [a] ++ {b; b <- x; b > a} 
A.4 Quicksort em Notação Funcional 
(dsfun quick (lista) 
(cond · 
( (null lista) lista) 
( T (append (quick (menor (car lista) 
(cdr lista))) 
(cons (car lista) 
) 
) ) ) 
(defun menor (h t) 
(cond 
) 
( (null t) t) 
(quick (maior Cear lista) 
(cdr lista)) 
) 
( (<= Cear t) h) (cons Cear t) 
(menor h (cdr t)) 
) ) 
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( T (menor h (cdr ~))) 
) ) 
(defun maior (h t) 
(cond 
) ) 
( (null t) t) 
( (<= (car t) h) (maior h (cdr t))) 
( r (cons (car t) 
(maior h (cdr t)))) 
A.5 Quicksort em Notação Lógica 
domains 
intlist = integer* 
predicates 
quick (intlist,intlist) 
particao (integer,intlist,intlist,intlist) 
append (intlist,intlist,intlist) 
clauses 
quick ([], []). 
quick ([HIT].R) 
particao (H,T,ME,MA), 
quick (ME,X), 
quick (MA, Y), 
append (X,[HIY],R). 
particao (_, [] , [], []). 
particao (E,[HIT],[HIX],Y) 
H <= E, 
particao (E,T,X,Y). 
particao (E,[HIT],Y,[HIX]) 
H > E, 
particao (E,T,Y,X). 
append (X,[],X). 
append ([] ,X,X). 
append ([HIT],X,[HIY]) 
append (T,X,Y). 
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A.6 Quicksort em Notação Procedural 
quick (item,inicio,fim) 
char *Ítem; 
int inicio ,fim; 
{ 
} 
inti,j; 
if (fim > inicio) { 
particao(item,&i,&j,inicio,fim); 
quick(item,inicio,j}; 
quick(item,i,fim); 
} 
• particao (item,i,j,inicio,fim) 
char *Ítem; 
int *Í, *j; 
int inicio, fim; 
{ 
} 
char x, t; 
intii,jj; 
i i = inicio; 
jj = fim; 
x =item [(inicio+firn)/2]; 
do { 
while ((item[ii] < x) && (ii < fim)) ii++; 
uhile ((x < item[jj]) && (jj > inicio)) jj--; 
if (ii <= jj) { 
t = item[ii]; 
item[ii] = item[jj]; 
it;em[jj] = t; 
ii++; 
jj--; 
} 
} while (ii <= jj); 
*i = ii; 
*j = jj; 
~' 
Apêndice B 
De uma Visão Funcional a uma 
Visão de Objetos 
Um problema. não muito simples que tem merecido alguns estudos é o ma~eamento do Modelo 
de Fluxo de Dados- representado atra.vés de DFDs- para um Modelo de Objetos, como mostra 
a figura B.l. 
Com a tendência atual em Programação Orientada a Objetos. estudos têm sido feitos [Alab88], 
[Rote87] em relação ao problema de ··migrar" da tradicional visào funcional preconizada pela 
decomposiçào funcional de um sistema. para uma visã.o de objetos correspondendo ao projeto 
do mesmo sistema segundo técnicas de projeto orientadas a objetos. "Migrar" nada mais é do 
que transformar um modelo em outro. Esta. t-ransformaçà.o será parcialmente automatizada e 
dependerá de certo grau de intera.çào com o projetista., que avaliará. critérios e tomará algumas 
decisões de projeto. 
B.l O Domínio DFD 
Os DFDs são, inegavelmente, a parte mais bem sucedida- da metodologia de Análise Estruturada. 
litilizam nota.çào gráfica. simples para representar os seus elementos básicos (entidades, depósitos, 
Modelo de 
Fluxo de Da.dos 
Decisões 
de Projeto 
Transfonnação 
Figura. H .I: Tnwsformo.ç<io d(' D FD )l<-1-r<l Objetos 
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processo:. e fluxos de dados- e de controle para as versões estendidas), que é considerada semi-
formal e que facilita a comunicaçà.o com o usuário e entre projetistas. 
B.l.l Descrição em Linguagem N aturai 
• Objetos 
Entidades Externas 
Depósitos de dados 
Fluxos de dados 
Processos 
• Operações 
Definir objetos 
• 
Detalhar processsos 
• Restrições 
1. Deve existir ao menos um fluxo de e11tra.da e um de saída para cada processo definido 
com, pelo menos, um fluxo de entra.da (sai da) que não seja fluxo de saida (entrada) 
para o mesmo processo; 
2. Uma entidade (ou um depósito) deve possuir a.o menos um fluxo de entrada ou de 
sa{da; 
3. Os nomes dos proce::;sos devem ser úmcos; 
4. Idem para entidades. depósitos; 
5. Todo fluxo de dados associa-do a uma entidade (depósito) deve também estar associado 
a um processo: 
6. Todo fluxo de dados de entrada/saída de um processo ··pai" deve ser representado 
no seu diagrama detalhado. podendo ser fluxo de entrada ou salda de um ou mais 
processos •·filhos'' {consistência estrutural); 
7. A especificação deve ser feita de forma. hierárquica. e nã.o recursiva (consistência glo-
bal). 
B.1.2 Formalização de DFDs 
Com a utilização crescente de métodos formais no processo de desenvolvimento de software (ou, 
pelo menos, com o ··militantismo'' em torno do tema). e o preconceito relacionado à dificuldade 
em lidar diretamente com nota.ções formais (os engenheiros de software e Cia. não têm que ser 
matemáticos), surgiu Ulllâ idéia de conciliatória. e ba.sta.nt.e ra.wá.vel: prover uma notação formal 
para DFDs. de formn a satisfazer â .. gregos'' (matemáticos) e .. troianos·· (engenheiros e Cia.). 
A formalização d<' DFDs permil<' C]U<'. a depender do formalismo utilizado. eles possam ser 
di r<'l.alllen L C' usados r o mo especifica ç<i.o form a.l. exC'rll \. ável ( prol óti po) ou não. YNifica.dos. etc. 
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Linha 1: Redes de Petri 
Tse & Pong defendem em seu artigo "Tow.,~~,b lL Fuunal Foundation for De Marco Data Flow 
Diagrams" [Tse89] o uso de Redes de Petri corno notaçao formal para DFDs, pois: 
• Redes de Petri podem ser representadas grafica e algebricamente (transições e lugares 
correspondem, respectivamente, a fluxos de dados e processos). O conceito de subrede 
é suportado, correspondendo à estrutura hierárquica de um sistema. Também suporta 
paralelismo. 
• A representação algébrica provê uma base teórica para a análise de uma especificação. Os 
conceitos de "token" e marca (inexistentes em outros modelos) provêm um excelente meio 
de allálise de propriedades comportarnentais. 
• Em função do seu formalismo rico, Redes de Pet.ri podem ser usadas como ferramenta para 
o projeto e teste de sjstemas. Entretanto, nà.o se adequam para a fase de análise1 pois são 
de difícil compreensã.o. Se o aspecto amigá.ve] dos DFDs for adicionadd às Redes de Petri 1 
a.lingua.gem de especificaçà.o resultante possuirá a.~ vantagens de ambos. 
Seguindo tais argumentos, os autores propõem uma linguagem de especificação- Formal Data 
Flow Diagrams (FDFD)- definida em duas formas equivalentes: uma. gráfica e outra simbólica. 
A representaçã.o gráfica retém as vantagens dos DFDs, em especial, o caráter amigável. A 
representação simbólica utiliza a fundamentaçâ.o algébrica das Redes de Petri. FDFD possui 
uma. sinta.\:e formal que permite o seu processamento automático. Há uma correspondência de 
um-para-um entre as duas representações, o que a.ssegura a. consistência e traceability entre elas. 
Linha 2: Especificação Algébrica 
Docker & France propõem uma abordagem para a parte upper CASE do desenvolvimento de 
~oft.ware que integra uma técnica informal de prototipagem com outra formal [Dock89], [Fran89]. 
A técnica informal baseia-se em ferramentas e técnicas de Análise Estruturada e dá suporte a 
especificações executáveis. A técnica formal baseia-se em especificaç.ão algébrica e suporta a 
gera.ção dt> especificaçõe:-; formais a pa.rtir da.s especificações obtidas a-través da Análise Estru-
tura.da. Esta abordagem ameniza os problemas decorrellte~ da faltO: de formalismo na Análise 
Estruturada, sem sacrificar a. clareza da.s especificações obtidas. 
A técnica formal coHsiste de dua .. <; ]Ja-rtes: PL ( Picl.ure Levei) e SL (Specification Level). 
PL é um sistema. para investigação formal da estrutura sintática de DFDs. SL consiste de um 
wnjunto de técnicas formais pa.ra. a especifica.çã.o de objetos e do comportamento de aplicações 
representadas através de DFDs estellclidos. 
PL e SL utilizam uma t.écnica. especial de especificação algébrica que gera especificações 
relacionais "positivo-nega-tivas·· (extensões de especificaçôe& rela.ciona.is utilizadas por Astesiano 
[Aste86] em conjunto con1 a. semántica observa.cioual ). 
A especificação completa do domínio DFD utili:~;a.JI do-se especificaçào algébrica é dada abaixo: 
PLflow = Flowname + 
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Signature 
sorts plflotJ 
constructors 
mkflow: flowname -> plflow 
ok_predicate 
okflow: plflou 
Lavs f :flowname 
F1. okflow(mkflow(f)) 
PLentity = Set(PLflow) + Entnames + 
Signature 
sorts plentity 
constructors 
mkplentity: entname, set(plflow), set(plflotJ) -> 
plentity 
observation functions 
geteinputs, geteoutputs: plentity -> set(plflow) 
getename: plentity -> entname 
ok_predicate 
okent: plentity 
Laws in, out: set(plflow); n: entname 
E1. isempty(in-int-out), -isempty(in), -isempty(out) <-> 
okent(mkplentity(n,in,out)) 
E2. geteinputs(mkplentity(n,in,out)) ~ in 
E3. geteoutputs(mkplentity(n,in,out)) = out 
E4. getename(mkplentity(n,in,out)) ~ n 
PLstore = Set(PLflow) + Storenames + 
Signature 
sorts plstore 
constructors 
mkplstore: storename, set(plflow), set(plfloY) -> 
plstore 
observation functions 
getsinputs, getsoutputs: plstore -> set(plflow) 
getsname; plstore -> storename 
ok_predicate 
okstore: plstore 
Laws in, out: set(plflow); n: storename 
E1. isempty(in-int-out), -isempty(in), -isempty(out) <-> 
okstore(mkplstore(n,in,out)) 
E2. getsinputs(mkplstore(n,in,out)) = in 
E3. getsoutputs(mkplstore(n,in,out)) = out 
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E4. getsname(mkplstore(n,in,out)) = n 
PLprocess = Set(PLflow) + Procnames + 
Signature 
sorts plprocess 
constructors 
mkplprocess: procname, set(plflow), set(plflow) -> 
plprocess 
observation functíons 
getpinputs, getpoutputs: plprocess -> set(plflow) 
getpname: plprocess -> procname 
ok_predicate 
okproc: plprocess 
Laws in, out: set(plflow); n: procname 
PR1. isempty(in-int-out), -ísempty(in), -ísempty(out) <-> 
okproc(mkplprocess(n,in,out)) 
PR2. getpinputs(mkplprocess(n,ín,out)) = in 
PR3. getpoutputs(mkplprocess(n,in,out)) = out 
PR4. getpname(mkplprocess(n,in,out)) = n 
Procstruct = Set(PLprocess) + Set(PLflows) + Pstnames 
Signature 
sorts procstruct 
constructors 
makeleaf: plprocess -> procstruct 
mkprocstruct: plprocess, struct -> procstruct 
observation functions 
getpstinputs, getpstoutputs: procstruct -> 
set(plflow) 
getpstprocs: procstruct -> set(plprocess) 
getpstnarne: procstruct -> pstnarne 
ok_predicate 
okprocstruct: boolean 
Laws p: plprocess; st: struct 
PSTl. okprocstruct(makeleaf(p)) 
PST2. getpinputs(p): getininterface(st), 
getpoutputs(p) : getoutinterface(st) -> 
okprocstruct(mkprocstruct(p,st)) 
PST3. getpstinputs(makeleaf(p)) : getpinputs(p) 
PST4. getpstinputs(mkprocstruct(p,st)) = getininterface(st) 
PSTS. getpstoutputs(makeleaf(p)) : getpoutputs(p) 
PST6. getpstoutputs(mkprocstruct(p,st)) = 
getoutinterface(st) 
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PST7. 
PSTB. 
PST9. 
PST10. 
getpstprocs(makeleaf(p)) = insort(p,empty) 
getpstprocs(mkprocstruct(p,st)) = getprocs(st) 
getpstname(makeleaf(p)) = getpname(p) 
getpstname(mkprocstruct(p,st)) = getpname(p) 
Struct = PLset(Procstruct) + PLset(PLentity) + 
PLset(PLstore) + 
Signature 
sorts struct 
constructors 
initstruct: procstruct -> struct 
mkstruct1: procstruct, struct -> struct 
mkstruct2: plstore, struct -> struct 
obs~rvation functions 
getinflows, getoutflows, 
getpinflows, getpoutflows, 
getininterface, getoutinterface: struct -> 
set(plflow) 
getprocs: struct -> set(procstruct) 
getstores: struct -> set(plstore) 
ok_predicate 
okstruct: struct -> boolean 
Laws p, p1: procstruct; st, st1: struct; ds: plstore 
ST1. okstruct (in i tstruct (p)) 
ST2. ~isin(getpstname(p) ,getnames(getprocs(st))), 
isempty(getpstoutputs(p)-int-getoutflows(st)) -> 
okstruct(mkstructi(p,st)) 
ST3. -isin(getsname(ds),getnames(getstores(st))), 
isempty(getsoutputs(ds)-int-getoutflows(st)), 
issubset(getsinputs(ds),getpoutflows(st)), 
issubset(getsoutputs(ds),getpinflows(st)) -> 
okstruct(mkstruct2(ds,st)) 
ST4. getprocs(initstruct(p)) = insort(p,empty) 
ST5. getstores(initstruct(p)) : empty 
ST6. getprocs(mkstruct1(p1,st)) = p1 + getprocs(st) 
ST7. getprocs(mkstruct2(ds,st)) = getprocs(st) 
ST8. getstores(mkstructl(p1,st)) = getstores(st) 
ST9. getstores(mkstruct2(ds,st)) = ds + getstores(st) 
ST10. getoutflows(mkstruct1(p1,st)) = getpstoutputs(p1) + 
getoutflows(st) 
ST11. getoutflows(mkstruct2(ds,st)) = getsoutputs(ds) + 
getoutflows(st) 
ST12. getoutflows(initstruct(p)) = getpstoutputs(p) 
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ST13. getinflows(mkstructl(pl,st)) = getpstinputs(pl) + 
getinflows(st) 
ST14. getinflows(mkstruct2(ds,st)) = getsinputs(ds) + 
getinflows(st) 
ST15. getinflows(initstruct(p)) = getpstinputs(p) 
ST16. getpoutflows(mkstructl(pl,st)) = getpstoutputs(pl) + 
getpoutflows(st) 
ST17. getpoutflows(mkstruct2(ds,st)) = getpoutflows(st) 
ST18. getpoutflows(initstruct(p)) = getpstoutputs(p) 
ST19. getpinflows(mkstructl(pl,st)) = getpstinputs(pl) + 
getpinflows(st) 
ST20. getpinflows(mkstruct2(ds,st)) = getpinflows(st) 
ST21. getipnflows(initstruct(p)) = getpstinputs(p) 
ST22. getininterface(st) = getinflows(st) - getoutflows(st) 
ST23. getoutinterface(st) = getoutflows(st) - getinflows(st) 
ST24. getprocs(stl) = getprocs(st), 
getstores(stl) = getstores(st) <-> stl = st 
SimpleApplic = Struct + 
Signature 
sorts plapplic 
constructors 
mkapplic: struct, set(plentity) -> plapplic 
mkapplic2: struct, set(plentity) -> struct 
ok_predicate 
okapplic: plapplic -> boolean 
Laws se: set(plentity); st:struct 
Al. -isempty(se), 
isempty(getallinputs(se)-int-getalloutputs(se)), 
getallinputs(se) = getoutinterface(st), 
getalloutputs(se) = getininterface(st) <-> 
okapplic(mkapplic(st,se)) 
A2. isempty(se) <-> okapplic(mkapplic2(st,se)) 
A3. -isempty(se), 
isempty(getallinputs(se)-int-getalloutputs(se)), 
issubset(getallinputs(se),getpoutfloYs(st)), 
issubset(getalloutputs(se),getpinflous(st)) <-> 
okapplic(mkapplic(st,se)) 
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Exemplo: 
--------------------------- Nivel 2 -----------------------
PS = mkplprocess('conversor', 
{mkflow('materia digitada')}, 
{mkflow('materia convertida')}) 
P4 = mkplprocess( 'prograroa-paginador', 
{mkflow('lay-out'), mkflow('materia 
convertida')}, 
{mkflow('materia paginada')}) 
PSS = makeleaf(PS) 
PS4 = makeleaf(P4) 
S3 = mkstructl(PSS, initstruct(PS4)) 
---------------------------- Nivel 1 ----------------------
E4 = mkplentity('copy-desk', 
{mkflow('materia p/ser revisada')}, 
{mkflow('materia revisada')}) 
P3 = mkplprocess('estacao-de-trabalho', 
{rnkflow('materia'), mkflow('materia 
revisada')}, 
{mkflow('materia p/ser revisada'), 
mkflow( 1 materia digitada 1 )}) 
P2 = mkplprocess('paginacao 1 , 
{mkfloY( 1 lay-out 1 ), mkfloy(>materia 
digitada')}, 
{mkflow('materia paginada')}) 
PS3 = makeleaf(P3) 
PS2 = mkprocstruct(P2,S3) 
S2 = mkstruct1(PS3, initstruct(PS2)) 
SE2 = mkapplic2(S2,{E4}) 
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--------------------------- Nível O -----------------------
E3 = mkplentity('edítor-da-pagina', 
{}, 
mkflow('lay-out')) 
E2 = mkplentity('jornalista', 
{}, 
mkflow('materia')) 
Ei = mkplentity('Fotocomposicao', 
mkflow('materia-paginada), 
{}) 
P1 = mkplprocess('sistema-de-editoracao', 
{mkflow('lay-out'), mkflow('materia')}, 
{mkflow('materia-paginada')}) 
PS1 = mkprocstruct(P1,SE2) 
Sl = initstruct(PS1) 
DFD = mkapplic(Sl,{El,E2,E3}) 
Linha 3: Especificação Funcional com StandardML 
(* ENTITY *) 
abstype entity = makentity of string * flow set * flow set 
with 
exception Errar 
fun okentity(ename:string,inflows:flow set,outflows:flow 
set) 
(isempty(intersect(inflows,outflows)) andalso 
(not (isempty(inflows)) orelse 
not (isempty(outflows)))) 
fun mkentity(ename,inflows,outflows) = 
if okentity(ename,inflows,outflows) 
then makentity(ename,inflows,outflows) 
else raise Errar 
fun eqe(makentity(el,i1,ol),makentity(e2,i2,o2)) = 
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(el = e2) andalso 
equ(i1,i2) andalso 
equ(o1,o2) 
(* funcoes de observacao *) 
fun geteinflows(makentity(ename,inflows,outflows)) = 
inflows 
fun geteoutflows(makentity(ename,inflows,outflows)) = 
outflows 
fun getename(makentity(ename,inflows,outflows)) = ename 
end; 
Linha 4: Linguagem de Domínio 
lima. linguagem de dom{nio é uma lingua.gem de especificação na quaJ as construções sintáticas 
e os aspectos semânticos correspondem exatamente aos conceitos (objetos e operações) de um 
domínio de aplicação. 
O sistema DRACO adota esta linha para definir e formalizar domínios. A sintaxe de uma 
nova linguagem de domínio é definida através de uma nota.çã.o do tipo BNF; a semântica é 
definida através de mapeamentos adequados entre os conceitos da linguagem de domínio em 
questão e os conceitos de outra(s) linguagem(ns) de domínio conhecidas por DRACO (ou seja, 
previamente definidas). O usuário pode, então, formular um problema específico de algum 
domínio de aplicação utilizando a. sua própria. linguagem. 
Uma linguagem de domínio para DFDs deverá representa.r de forma natural os conceitos 
encontrados nesse domínio e permitir que as restrições sejam facilmente verificadas. 
B.2 O Domínio de Objetos 
B.2.1 Modelo de Objetos 
';Modelo de Objetos" corresponde a um modelo do sistema de programação que usa o estilo 
de programação orientada a objetos, ou, genericamente falando, um modelo para o processo de 
desenvolvimento de um sistema de programação que suporta a programação orientada a objetos. 
Os principais conceitos subjacentes ao paradigma de objetos estão descritos no capítulo 1 e 
deveriam ser representados por um modelo de objetos genérico. 
Abaixo apresentamos duas proposta.s encontrada~;. em [Rote87] e [Alab88]. 
Modelo de Booch-Rothemberg 
Propõe-se aqui uma linguagem gráfica de representa.çào que expressa um modelo de objetos 
contendo os conceitos básicos mostrados na figura B.2 
B.2. O DOMíNIO DE OBJETOS 
I 
---< 
o 
B 
Entidade externa 
Fluxo de dados 
Fluxo de mensagem 
Fluxo com alternativas 
(a) Objeto ou classe 
(b) Objeto ou classe 
Operações de interface 
Operações de interface 
para. todas as instâncias 
Hierarquia de classes 
Classe da. biblioteca 
Figura B.2: 1Jma Linguagem para. Representaçào do Modelo de Objetos 
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/ mensagem para linha de controle um objeto ~------------------
"" 
objeto 
parâmetro de entrada 
parâmetro de saída 
linha de objeto 
linha de objeto ' ' ---------------------~ 
linha de controle 
Figura. B.3: Convenções de um FDC 
nome da classe 
va.rá.veis de classe 
Retân.e;ulo I r 
leugth 
Display lnteger 
Move width 
Shape I 
Rota te --------------------- --~ 
t t hera.Jlça. 
métodos 
Figura B.4: Convenções de um OSC 
Modelo de Alabiso 
A descrição física do Modelo de Objetos é feita através de: 
l. Functional Design Charts (FDCsj 
São usados para expressar o comportamento funcional de objetos, seguindo as convenções 
mostradas na figura B.3. 
Em um FDC, linhas de controle correspondem a. ações (envio de mensagens) e linhas de 
objeto representam depósitos de objetos { receiver). 
2. Object Structure Chart (OSCs) 
São usados para expressar e detalhar a. estrutura. de dados dos objetos, como mostra a 
figura B.4. 
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B.3 Métodos de Transformação DFD-MO 
B.3.1 Método de Booch-Rothemberg 
Cada urna das entidades do DFD terá uma correspondente no Modelo de Objetos. A trans-
formação é baseada na idéia de que os objetos do modelo são originados dos depósitos de dados 
em conjunto com os processos correspondentes. A análise de correspondência de processos em 
rela.ção a objetos deve ser feita no nível mais detalhado de cada processo. 
Método de Transformação 
1. Identificar objetos 
"Os depósitos de da.dos que aparecem no DFD sào candidatos a darem origem a objetos", 
Convém também identificar os seus atributos. 
Os depósitos de dados transitórios possivelmente não originarã.o objetos. 
2. Identificar as operações de cada objeto 
"Analisar os processos em seu nível mais detalhado, identificando a que objetos correspon-
dem". 
• Se um processo em seu nlvel mais detalha.do corresponder a mais de um objeto, deve-
se tentar decompô-lo em processos menores; 
• Objetos podem ser criados apenas para acomodar processos; 
• Objetos com característica.s passivas geralmente ficam sem operações de consulta. 
3. Representar obje!.os. sua.s opera.ções e as entidades externas na linguagem proposta. 
4. Completar a representaçào com os fluxos de dados. 
5. Definir as interfaces dos objetos 
"Operações que não recebem fluxos de dados ou só os recebem do objeto a que pertencem 
são candidatil..S a. serem transformadas em opera.ções privativas do objeto". 
6. A valiaçào final 
Controle de Coesào. 
B.3.2 Método de Alabiso 
Alabiso propõe um método para tra.nsformar Análise de Fluxo de Dados em Projeto Orientado 
a Objetos. Esta transformaçã.o é realizada. em termos gerais: 
1. extraindo informaçào do modelo de fluxo de dados; 
2. enriquecendo-n ('ülll decisões de projeto; 
J. produzindo um modelo df" projeto orienta.do a objetos. 
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Método de Transformação 
1. Interpretar dados, processos, depósitos e entidades em termos de conceitos orientados a 
objetos; 
2. Interpretar a hierarquia do DFD em termos de decomposição de projeto; 
Este método trabalha com um modelo de fluxo de dados estendido com processos e fluxos 
de controle, o que não será considerado nesta descrição. 
Interpretação de Conceitos 
• Dados são objetos 
• Processos são métodos 
A ativação de um processo correspoucle ao envio de uma mensagem. 
• Entidades sâ.o objetos 
Os a.tos de receber e enviar da.dos são associados à invocaç.ào de métodos. 
• Depósitos sã.o objetos 
Métodos podem ser adicionados para extrair/colocar dados de/em depósitos de dados. 
• DFDs serão convertidos em FDCs (Functional Design Charts) 
• A transformação dos dados (contidos no Dicionário de Dados) em objetos resultará em 
OSCs (Object Structure Charts). 
Se uma entra.da. especifica \1111(! sequência A::::: a 1 +···+a.,. então a classe A deverá 
ter a 1 ..... a11 como va.riá.veis. 
Se uma entrada especifica uma. repetição, A é composta de 1 a n ax 's, então A deverá 
conter uma coleção (Set. List. Ana.\". etc.} da classe ax. 
Se uma. entrada especifica seleção, A é composto de a 1 ou a2 ou ... ou a", então há uma 
transformação para. um esquema com herança .. a 1 , a 2 ••..• a,., podem ser sub classes de 
um ancestral comum: a classe ar. 
Apêndice C 
Sintaxe para Condições 
prog 
•: regras 
regras 
regra 
J regras regra 
regra 
ACDL ID CTE_NUM pre_condicao ent_saida ent_saida 
pos_condicao ID ID ID FCOL 
pre_condicao 
pre_condicao ANO expr_logica 
pre_condicao DR expr_logica 
expr_logica 
ent saida 
: ACOL lista_de_parms FCDL 
pos_condicao 
pos_condicao AND pos_condicao 
I predicado ATRIB constante_logica 
expr _logica 
constante_logica 
predicado 
NOT expr_logica 
APAR pre_condicao FPAR 
expr_aritm op_relacional expr_aritm 
constante_logica 
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TTRUE 
TFALSE 
predicado 
: PREDID APAR lista_de_parms FPAR 
lista_de_parms 
ID VIRG ID 
I ID 
expr_aritm 
expr_aritm operador fator 
I fator 
fator 
constante 
variavel 
funcao 
APAR expr_aritm FPAR 
funcao 
: FUNCID APAR lista_de_parms FPAR 
op_relacional 
IGUAL 
DIFERENTE 
MAIOR 
MENOR 
MAIOR_ IGUAL 
MENOR_ IGUAL 
operador 
MAIS 
MENOS 
VEZES 
DIV 
constante 
CTE NUM 
HORA 
DATA 
variavel 
: ID 
APÉNDICE C. SINTAXE PARA CONDIÇÕES 
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