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Abstract
This work concerned with a non-autonomous slow-fast system, which is generalized by
stochastic differential equations (SDEs) with locally Lipschitz coefficients, subjected to stan-
dard Brownian motion (Bm) and fractional Brownian motion (fBm) with Hurst parameter
1/2 < H < 1. As for fBm and locally Lipschitz coefficients, the pathwise approach and the
Itoˆ stochastic calculus are combined and the technique of stopping time is used very fre-
quently. Then, the averaging principle for this system is obtained by the technique of time
discretization and truncation.
Keywords. Averaging principles, fractional Brownian motion, non-autonomous system,
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1. Introduction
In this paper, we study the following SDEs driven by fBm and standard Bm:
{
duǫt = b1 (t, u
ǫ
t, v
ǫ
t) dt+ f1 (t, u
ǫ
t) dW
1
t + g1 (t, u
ǫ
t) dB
H
t , u
ǫ
0 = x ∈ Rn,
dvǫt =
1
ǫ
b2 (t, u
ǫ
t, v
ǫ
t) dt+
1√
ǫ
f2 (t, u
ǫ
t, v
ǫ
t) dW
2
t , v
ǫ
0 = y ∈ Rm, (1.1)
where ǫ ∈ (0, 1] is a small positive parameter which represents the ratio of the natural
time scale between the slow variable uǫt ∈ Rn and fast variable vǫt ∈ Rm. Moreover, BH ={
BHt , t ∈ [0, T ]
}
(H ∈ (1/2, 1)) is d1-dimensional fractional Brownian motion, W 1 = {W 1t ,
t ∈ [0, T ]} andW 2 = {W 2t , t ∈ [0, T ]} are d2 and d3 dimensional standard Brownian motions,
respectively. Assume that the processes W 1, W 2 and BH are mutually independent, and
initial variable x, y are fixed and independent of
(
W 1, W 2, BH
)
.
Recall that fBm with Hurst index H ∈ (0, 1) is a zero mean Gaussian process {BHt , t ≥ 0}
with covariance function
RH(s, t) =
1
2
(
s2H + t2H − |t− s|2H) . (1.2)
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Notice that if H = 1/2, the process BH is a standard Bm, but if H 6= 1/2, it does not have
independent increments. Moreover, from (1.2) we deduce that, E |Bt −Bs|2 = |t− s|2H . As
a consequence, the process BH has α-Ho¨lder continuous paths for all α ∈ (0, H) . It was
introduced by Kolmogorov [1] in 1940, and later was named as fractional Brownian motions
by Mandelbrot and Van Ness [2] in 1968.
Under some reasonable assumptions, the purpose of this paper is to show the averaging
principle for the system (1.1):
lim
ǫ→0
sup
t∈[0,T ]
E‖uǫt − u¯t‖2α = 0, (1.3)
where u¯t is the solution of the corresponding averaged equation (see equation (2.4) below).
The averaging principle is a effective method to analysis stochastic dynamical systems
with different time-scales. The rigorous result for the first related result about stochastic
case was studied by Khasminskii [3] in 1968. Since then, the averaging principle has been
investigated by many scholars. Now, let us recall a short literature about the averaging
principle. For the autonomous case: Givon [4], Freidlin and Wentzell [5], Duan [6], Xu and
his co-workers [7–9] studied the averaging principle of SDEs. In addition, Cerrai [10, 11],
Wang and Roberts [12], Pei and Xu [13–15] and other scholars also investigated the averaging
principle of stochastic partial differential equations (SPDEs) in recent years. For the non-
autonomous case: Cerrai [16], Liu and his co-workers [17] studied the averaging principle
for non-autonomous slow-fast systems driven by Brownian motion. Xu [18] also studied
the averaging principle for non-autonomous slow-fast systems driven by Gaussian noises
and Poisson random measures. However, both studies of Cerrai [16], Liu [17] and Xu [18]
are driven by Gaussian noises or Poisson random measures, which can not describe the
disturbances with long-range dependence.
We concerned with the averaging principle for a non-autonomous slow-fast system, which
is driven by standard Bm and fBm with Hurst parameter 1/2 < H < 1. The self-similar
and long-range dependence properties of BH (if H > 1/2) make this process a useful
driving noise in models arising in physics, telecommunication networks, finance and other
fields. Since BH is not a semimartingale if H 6= 1/2 [19], the classical Itoˆ theory to con-
struct a stochastic calculus with respect to the fBm is no longer available. At present,
some new techniques for the definition of stochastic integrals with respect to fBm have
been studied by several authors [20–22]. To overcome this problem in our work, the inte-
gral
∫ t
0
f1 (r, u
ǫ
r)dW
1
r ,
∫ t
0
f2 (r, u
ǫ
r, v
ǫ
r)dW
2
r should be interpreted as an Itoˆ stochastic integral
and the integral
∫ t
0
g1 (r, u
ǫ
r)dB
H
r as a generalised Riemann-Stieltjes integral in the sense of
Za¨hle[23] .
Comparing with the work of Guerra and Nualart [24], in which the existence and unique-
ness theorem for solutions of multidimensional, time dependent, SDEs driven by fBm with
Hurst parameter H > 1/2 and standard Bm have been proved, the conditional expectation
is extended to general expectation on
(
Ω,F , {Ft}t≥0 ,P
)
(where {Ft}t≥0 is the σ-field gen-
erated by the random variables W 1t ,W
2
t , B
H
t and the P-null sets) and the coefficients are
assumed satisfy local Lipschitz conditions in our work. In order to estimates the norm of an
integral with respect to BH (it will produce some higher order terms) and to deal with the
local Lispchitz continuity, some coefficients are assumed to be bounded and the technique of
stopping time is used very frequently. Further, the existence and uniqueness of solutions is
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proved at first and the averaging principle for this system is obtained by using the generalized
Khasminskii method.
This paper is organized as follows. In Section 2, we introduce some notations and as-
sumptions that will be used in the analysis of equation (1.1) and presents the main results.
Section 3 is devoted to proving the existence and uniqueness of solutions. In Section 4, the
averaged equation is defined by studying the equation associated to the fast equation and
the detailed proof of the strong convergence result is presented by using the technique of
time discretization and truncation. Note that, C > 0 with or without subscripts represents
a general constant, the value of which may vary for different cases in this paper.
2. Preliminaries, assumptions and main result
Now, we recall some definitions and results that will be used throughout the paper. Let
|·| be the Euclidean norm, 〈·, ·〉 be the Euclidean inner product and ‖·‖ be the matrix norm.
Let 1/2 < H < 1, 1−H < α < 1/2 and d ∈ N+, denote byW α,∞0 the space of measurable
functions f : [0, T ]→ Rd such that
‖f‖α,∞ := sup
t∈[0,T ]
‖f (t)‖α <∞,
where
‖f (t)‖α := |f(t)|+
∫ t
0
|f(t)− f(s)|
(t− s)α+1 ds.
For 0 < η ≤ 1, let Cη be space of η-Ho¨lder continuous functions f : [0, T ]→ Rd, equipped
with the norm
‖f‖η := sup
t∈[0,T ]
|f(t)|+ sup
0≤s<t≤T
|f(t)− f(s)|
(t− s)η <∞.
Denote by W 1−α,∞T (0 < α < 1/2) the space of measurable functions g : [0, T ]→ Rd such
that
‖g‖1−α,∞,T := sup
0<s<t<T
( |g(t)− g(s)|
(t− s)1−α +
∫ t
s
|g(r)− g(s)|
(r − s)2−α dr
)
<∞.
Moreover, denote by W α,10 the space of measurable functions f : [0, T ]→ Rd such that
‖f‖α,1 :=
∫ T
0
|f(s)|
sα
ds+
∫ T
0
∫ s
0
|f(s)− f(r)|
(s− r)α+1 drds <∞.
Then, if f ∈ W α,10 and g ∈ W 1−α,∞T , for any t ∈ [0, T ], we know that
∫ t
0
fdg exists, and have
∣∣∣
∫ t
0
fdg
∣∣∣ ≤ Λ0,tα (g)‖f‖α,1,
where
Λ0,Tα (g) :=
1
Γ(1− α) sup0<s<t<T
∣∣(D1−αt− gt−) (s)∣∣ ≤ 1Γ(1− α)Γ(α)‖g‖1−α,∞,T <∞,
and
(
D1−αt− gt−
)
(s) is the Weyl derivatives [25] of g.
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Remark 2.1. In particular, the fractional Brownian motion BH with H > 1/2 have their
trajectories in W 1−α,∞T (1−H < α < 1/2) . As a consequence, if u = {ut, t ∈ [0, T ]} is a
stochastic process whose trajectories belong to the space W α,10 , the generalised Riemann-
Stieltjes integrals
∫ T
0
usdB
H
s exists, and we have the following estimate
∣∣∣
∫ T
0
usdB
H
s
∣∣∣ ≤ Λ0,Tα (BH) ‖u‖α,1, (2.1)
where Λ0,Tα
(
BH
)
:= 1
Γ(1−α) sup0<s<t<T
∣∣(D1−αt− BHt−) (s)∣∣ has moments of all orders (see Lemma
7.5 in Nualart and Ra˘s¸canu [26]).
The following lemma is the so-called Garsia-Rodemich-Rumsey inequality (see Theorem
1.4 in [27]):
Lemma 2.2. For any p ≥ 1 and θ > p−1, there exists some constant Cθ,p > 0 such that for
any continuous function f ∈ C [0, T ] , have
|f(t)− f(s)|p ≤ Cθ,p|t− s|θp−1
∫ T
0
∫ T
0
|f(x)− f(y)|p
|x− y|θp+1 dxdy. (2.2)
In this paper, the following maps
b1 : [0,∞)× Rn × Rm × Ω→ Rn;
f1 : [0,∞)× Rn × Ω→ Rn×d2 ;
g1 : [0,∞)× Rn × Ω→ Rn×d1;
b2 : [0,∞)× Rn × Rm ×Ω → Rm;
f2 : [0,∞)× Rn × Rm ×Ω → Rm×d3
are continuous. Then, we give the following assumptions, which are supposed to hold for
P-almost all ω ∈ Ω :
(A1) (a) For any R ∈ R, y ∈ Rm and xi ∈ Rn with |xi| ≤ R, there exist some constants
θ1 ≥ 0, such that
|b1 (t, x1, y)− b1 (t, x2, y)|+ ‖f1 (t, x1)− f1 (t, x2)‖ ≤ CR,T
(
1 + |y|θ1 ) |x1 − x2| .
(b) For any x ∈ Rn and yi ∈ Rm, there exist some constants θ2, θ3 ≥ 0 and 0 < κ ≤ 1,
such that
|b1 (t, x, y1)− b1 (t, x, y2)| ≤ CT |y1 − y2|
(
1 + |x|θ2 + |y1|θ3 + |y2|θ3
)
;
|b1 (t, x1, y1)− b1 (s, x1, y1)|+ ‖f1 (t, x1)− f1 (s, x1)‖ ≤ CT |t− s|κ
(
1 + |x1|θ2 + |y|θ3
)
;
|b1 (t, x1, y1)|+ ‖f1 (t, x1)‖ ≤ CT (1 + |x1|+ |y1|) .
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(A2) (a) The mapping g1 is continuously differentiable in x ∈ Rn. For any R ∈ R and
xi ∈ Rn with |xi| ≤ R, there exist some constants 0 < γ ≤ 1, such that
‖g1 (t, x1)− g1 (t, x2)‖ ≤ CR,T |x1 − x2| ;
‖∇x1g1 (t, x1)−∇x2g1 (t, x2)‖ ≤ CR,T |x1 − x2|γ ,
where ▽x is the standard gradient with respect to the variable x.
(b) For any x ∈ Rn and s, t ∈ [0, T ] , there exist some constants 0 < β ≤ 1, such that
‖g1 (t, x)‖ ≤ CT (1 + |x|) ;
‖∇xg1 (t, x)−∇xg1 (s, x)‖+ ‖g1 (t, x)− g1 (s, x)‖ ≤ CT |t− s|β.
(A3) (a) For any fixed t ∈ [0,∞) , the mapping b2 (t, ·, ·) is locally Lipschitz continuous and
f2 (t, ·, ·) is Lipschitz continuous.
(b) For any xi ∈ Rn, yi ∈ Rm and t ∈ [0, T ] , there exist some constants α1, α2 > 0
and ι ∈ (0, 1] , such that
|b2 (t, x1, y1)− b2 (t, x2, y1)| ≤ CT |x1 − x2|
(
1 + |x1|α1 + |x2|α1 + |y1|α2
)
;
|b2 (t, x1, y1)− b2 (s, x1, y1)|+|f2 (t, x1, y1)− f2 (s, x1, y1)| ≤ CT |t− s|ι
(
1+|x1|α1+|y1|α2
)
;
|b2 (t, x1, y1)|+ ‖f2 (t, x1, y1)‖ ≤ CT (1 + |x1|+ |y1|) .
(A4) Assume that for any t ∈ R, x ∈ Rn and y ∈ Rm, b1(t, x, y) and f1(t, x) are bounded .
(A5) (Strict monotonicity condition:) For any t ∈ [0,+∞) , x ∈ Rn, y1, y2 ∈ Rm, there exist
constants β1 > 0, such that
2 〈y1 − y2, b2 (t, x, y1)− b2 (t, x, y2)〉+ ‖f2 (t, x, y1)− f2 (t, x, y2)‖2 ≤ −β1 |y1 − y2|2 .
(Strict coercivity condition:) For some fixed p ≥ 2, any t ∈ [0,+∞) , x ∈ Rn and
y ∈ Rm, there exist constants Cp,T , βp > 0, such that
2 〈y, b2 (t, x, y)〉+ ‖f2 (t, x, y)‖2 ≤ −βp |y|2 + Cp,T (1 + |x|2).
Remark 2.3. The assumptions (A1)-(A4) ensures the existence and uniqueness of the solu-
tion of system (1.1). Strict monotonicity condition guarantee the exponential ergodicity (see
Lemma 4.3 in Section 4) holds and strict coercivity condition is used to ensures the existence
of invariant measures for the frozen equation (see Lemma 4.1 in Section 4).
Under the above assumptions, the main result of this paper as follows:
Theorem 2.4. Assume that the conditions (A1)-(A4) hold. Then, for any α ∈ (1−H, 1/2
∧β ∧ γ/2) , there exists a unique strong solution (uǫt, vǫt) of equation (1.1).
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Theorem 2.5. Assume that the conditions (A1)-(A5) hold. Then, for any α ∈ (1−H, 1/2
∧β ∧ γ/2) , we have
lim
ǫ→0
sup
t∈[0,T ]
E‖uǫt − u¯t‖2α = 0, (2.3)
where u¯t is the solution of the corresponding averaged equation:
du¯t = b¯1 (t, u¯t) dt+ f1 (t, u¯t) dW
1
t + g1 (t, u¯t) dB
H
t , u¯0 = x ∈ Rn, (2.4)
with b¯1 (s, x) =
∫
Rm
b1 (s, x, z)µ
s,x (dz) and µs,x is the unique invariant measure for the equa-
tion associated to the fast equation by fixed s > 0 and frozen slow component x ∈ Rn :
dvt = b2 (s, x, vt) dt+ f2 (s, x, vt) dW
2
t , v0 = y ∈ Rm. (2.5)
3. Existence, uniqueness of the solutions
In this section, we study the unique solutions for a class of mixed stochastic differential
equation (1.1) driven by fBm and Bm (Theorem 2.4). Firstly, we construct an auxiliary
equation. Secondly, we give some estimates for this auxiliary equation. Finally, the existence
and uniqueness of solutions for original equation (1.1) is proved by defining the stopping time.
3.1. Some a-priori estimates of (uǫ,nt , v
ǫ,n
t )
For any n ∈ N, we define the following stopping time
τn := inf
{
t ≥ 0 : Λ0,tα
(
BH
) ≥ n} , (3.1)
and study the following equation:
{
duǫt = b1,n (t, u
ǫ
t, v
ǫ
t) dt+ f1,n (t, u
ǫ
t) dW
1
t + g1,n (t, u
ǫ
t) dB
H,n
t , u
ǫ
0 = x ∈ Rn,
dvǫt =
1
ǫ
b2,n (t, u
ǫ
t, v
ǫ
t) dt+
1√
ǫ
f2 (t, u
ǫ
t, v
ǫ
t) dW
2
t , v
ǫ
0 = y ∈ Rm, (3.2)
where BH,nt = B
H
t∧τn and
bi,n (t, x, y) =


bi (t, x, y) , |x| ≤ n and |y| ≤ n,
bi (t, x, yn/ |y|) , |x| ≤ n and |y| > n,
bi (t, xn/ |x| , y) , |x| > n and |y| ≤ n,
bi (t, xn/ |x| , yn/ |y|) , |x| > n and |y| > n,
and
f1,n (t, x) =
{
f1 (t, x) , |x| ≤ n,
f1 (t, xn/ |x|) , |x| > n, g1,n (t, x) =
{
g1 (t, x) , |x| ≤ n,
g1 (t, xn/ |x|) , |x| > n.
It is easy to know that the mapping bi,n (t, ·, ·) , f1,n (t, ·) and g1,n (t, ·) are Lipschitz contin-
uous and satisfy all conditions in (A1)-(A3). Moreover, for any m > n, we also have
|x| ≤ n and |y| ≤ n⇒


bi,n (t, x, y) = bi,m (t, x, y) = bi (t, x, y) ,
f1,n (t, x) = f1,m (t, x) = f1 (t, x) ,
g1,n (t, x) = g1,m (t, x) = g1 (t, x) .
(3.3)
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and
Λ0,tα
(
BH
) ≤ n⇒ BH,nt = BH,mt = BHt . (3.4)
Then, using the same argument as [24], it is easy to get that for any fixed n ∈ N, there exists
a unique strong solution (uǫ,nt , v
ǫ,n
t ) to equation (3.2).
For any fixed ǫ ∈ (0, 1] , we study the solution uǫ,nt and vǫ,nt of equation (3.2) are bounded.
Lemma 3.1. Under the assumptions (A1)-(A4), for any α ∈ (1−H, 1/2 ∧ β ∧ γ/2) and
p ≥ 1, there exists some positive constant, such that
E‖uǫ,n‖pα,∞ ≤ Cα,p,x,T , (3.5)
and
E‖vǫ,n‖pα,∞ ≤ Cα,p,ǫ,x,y,T . (3.6)
Proof: First, we estimate E‖uǫ,n‖pα,∞. For brevity, we denote
Ψ ǫt (λ, u
ǫ,n) = sup
r∈[0,t]
e−λr |uǫ,nr | , (3.7)
and
Φǫt (λ, u
ǫ,n) = sup
r∈[0,t]
e−λr
∫ r
0
|uǫ,nr − uǫ,ns |
(r − s)α+1 ds. (3.8)
In order to estimate ‖uǫ,n‖α,∞ , we first estimate Ψ ǫt (λ, uǫ,n) . Thanks to the assumption (A4)
and (2.1), it yields
Ψ ǫt (λ, u
ǫ,n) = sup
r∈[0,t]
e−λr
∣∣∣x+
∫ r
0
b1,n (s, u
ǫ,n
s , v
ǫ,n
s ) ds+
∫ r
0
f1,n (s, u
ǫ,n
s ) dW
1
s
+
∫ r
0
g1,n (s, u
ǫ,n
s ) dB
H,n
s
∣∣∣
≤ Cx,T
(
1 + Λ0,tα
(
BH,n
)
sup
r∈[0,t]
∫ r
0
e−λ(r−s)
(
s−αΨ ǫs (λ, u
ǫ,n) + Φǫs (λ, u
ǫ,n)
)
ds
+ sup
r∈[0,t]
∣∣∣
∫ r
0
f1,n (s, u
ǫ,n
s ) dW
1
s
∣∣∣)
≤ Cx,T
(
1 + Λ0,tα
(
BH,n
)) (
1 + λα−1Ψ ǫt (λ, u
ǫ,n) + λ−1Φǫt (λ, u
ǫ,n)
+ sup
r∈[0,t]
∣∣∣
∫ r
0
f1,n (s, u
ǫ,n
s ) dW
1
s
∣∣∣), (3.9)
where the last equation used the following estimate [26, page 66]
∫ t
0
e−λ(t−r)r−αdr ≤ Cλα−1.
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Then, we estimate Φǫt (λ, u
ǫ,n) . According to the equation (4.17) in [26], we can get
Φǫt (λ, u
ǫ,n) = sup
r∈[0,t]
e−λr
∣∣∣
∫ r
0
∣∣∫ r
s
b1,n (σ, u
ǫ,n
σ , v
ǫ,n
σ )dσ
∣∣
(r − s)α+1 ds+
∫ r
0
∣∣∫ r
s
f1,n (σ, u
ǫ,n
σ )dW
1
σ
∣∣
(r − s)α+1 ds
+
∫ r
0
∣∣∫ r
s
g1,n (σ, u
ǫ,n
σ )dB
H,n
σ
∣∣
(r − s)α+1 ds
∣∣∣
≤ Cα,x,T
(
1 + sup
r∈[0,t]
∫ r
0
∣∣∫ r
s
f1,n (σ, u
ǫ,n
σ )dW
1
σ
∣∣
(r − s)α+1 ds+ Λ
0,t
α
(
BH,n
)
sup
r∈[0,t]
e−λr
×
(∫ r
0
|g1,n (s, uǫ,ns )|
(r − s)2α ds+
∫ r
0
∫ s
0
(r − σ)−α |g1,n (s, u
ǫ,n
s )− g1,n (σ, uǫ,nσ )|
(s− σ)1+α dσds
))
≤ Cα,x,T
(
1 + Λ0,tα
(
BH,n
)) (
1 + sup
r∈[0,t]
∫ r
0
(r − s)−α−1
∣∣∣
∫ r
s
f1,n (σ, u
ǫ,n
σ )dW
1
σ
∣∣∣ds
+ λ2α−1Ψ ǫt (λ, u
ǫ,n) + λα−1Φǫt (λ, u
ǫ,n)
)
, (3.10)
where the last equation used the estimate [26, page 66]∫ r
0
e−λ(r−s) (r − s)−αds = Γ (1− α)λα−1.
Let C := Cx,T ∨ Cα,x,T and λ =
(
4C
(
1 + Λ0,tα
(
BH,n
))) 1
1−α . Combine (3.9) and (3.10),
making simple transformations as [28], it is easy to get that
Ψ ǫt (λ, u
ǫ,n) + Φǫt (λ, u
ǫ,n) ≤ Cα,x,T
(
1 + Λ0,tα
(
BH,n
)) 1
1−α (1 + Υ ǫt (λ, u
ǫ,n)) ,
where
Υ ǫt (λ, u
ǫ,n) := sup
r∈[0,t]
(∣∣∣
∫ r
0
f1,n (s, u
ǫ,n
s ) dW
1
s
∣∣∣ +
∫ r
0
(r − s)−α−1
∣∣∣
∫ r
s
f1,n (σ, u
ǫ
σ)dW
1
σ
∣∣∣ds).
Hence
‖uǫ,n‖α,∞ ≤ eλT (Ψ ǫt (λ, uǫ,n) + Φǫt (λ, uǫ,n))
≤ Cα,x,TeCα,x,T (Λ
0,t
α (BH,n))
1
1−α (
1 + Λ0,tα
(
BH,n
)) 1
1−α (1 + Υ ǫt (λ, u
ǫ,n)) .
Take expectations on both sides of the above equation, we can get
E‖uǫ,n‖pα,∞ ≤ Cα,x,T
[
E
[
e3pCα,x,T (Λ
0,t
α (BH,n))
1
1−α ](
1 + E
[
Λ0,tα
(
BH,n
)] 3p
1−α
)
× (1 + E [Υ ǫt (λ, uǫ,n)]3p)
] 1
3
. (3.11)
We need to prove that E [Υ ǫt (λ, u
ǫ,n)]p is bounded for any p ≥ 1. Applying the Garsia-
Rodemich-Rumsey inequality (2.2) with p = 2/η and θ = (1− η) /2 (where η ∈ (0, 1/2− α)),
it deduce that ∣∣∣
∫ t
s
f1,n (r, u
ǫ,n
r )dW
1
r
∣∣∣ ≤ Cη |t− s|1/2−η ζ, (3.12)
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where
ζ =
( ∫ T
0
∫ T
0
|σ − r|−1/η
∣∣∣
∫ σ
r
f1,n (z, u
ǫ,n
z )dW
1
z
∣∣∣2/ηdσdr)η/2.
Then, take expectations for ζ, we can get
Eζp =
∫ T
0
∫ T
0
|σ − r|−p/2 E
∣∣∣
∫ σ
r
f1,n (z, u
ǫ,n
z )dW
1
z
∣∣∣pdσdr
=
∫ T
0
∫ T
0
|σ − r|−p/2 E
( ∫ σ
r
|f1,n (z, uǫ,nz )|2dz
)p/2
dσdr
≤ CT .
Fixed η ∈ (0, 1/2− α) , it follows that
E [Υ ǫt (λ, u
ǫ,n)]p ≤ Cp
∫ T
0
E |f1,n (r, uǫ,nr )|pdr + CpEζp
(
sup
t∈[0,T ]
∣∣∣
∫ t
0
(t− s)−η−α−1/2ds
∣∣∣p)
≤ Cα,p,T . (3.13)
Thanks to (3.11), (3.13) and Λ0,Tα
(
BH,n
)
has moments of all orders [26], it yields (3.5).
Next, we estimate E‖vǫ,nt ‖2α
E‖vǫ,n‖pα,∞ = E
(
sup
t∈[0,T ]
∥∥∥y + 1
ǫ
∫ t
0
b2,n (r, u
ǫ,n
r , v
ǫ,n
r ) dr +
1√
ǫ
∫ t
0
f2 (r, v
ǫ,n
r ) dW
2
r
∥∥∥
α
)p
≤ Cp,y,ǫ
(
1 + E
[
sup
t∈[0,T ]
∣∣∣
∫ t
0
b2,n (r, u
ǫ,n
r , v
ǫ,n
r ) dr
∣∣∣]p + Γ ǫT (b2,n)
+ E
[
sup
t∈[0,T ]
∣∣∣
∫ t
0
f2 (r, v
ǫ,n
r ) dW
2
r
∣∣∣]p + ΛǫT (f2)
)
≤ Cp,y,ǫ,T
(
1 +
∫ T
0
E |uǫ,nr |p dr +
∫ T
0
E |vǫ,nr |p dr + Γ ǫT (b2,n) + ΛǫT (f2)
)
, (3.14)
where
Γ ǫT (b2,n) := E
(
sup
t∈[0,T ]
∫ t
0
(t− s)−α−1
∣∣∣
∫ t
s
b2,n (r, u
ǫ,n
r , v
ǫ,n
r )dr
∣∣∣ds)p,
and
ΛǫT (f2) := E
(
sup
t∈[0,T ]
∫ t
0
(t− s)−α−1
∣∣∣
∫ t
s
f2 (r, v
ǫ,n
r )dW
2
r
∣∣∣ds)p.
For Γ ǫT (b2,n) , applying the Garsia-Rodemich-Rumsey inequality (2.2) with p = 2/̺ and
θ = (1− ̺) /2 (where ̺ ∈ (0, 1/2− α)) again, we also can get
∣∣∣
∫ t
s
b2,n (r, u
ǫ,n
r , v
ǫ,n
r )dr
∣∣∣ ≤ C̺ |t− s|1/2−̺ ς,
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where
ς =
(∫ T
0
∫ T
0
|σ − r|−1/̺
∣∣∣
∫ σ
r
b2,n (z, u
ǫ,n
z , v
ǫ,n
z )dz
∣∣∣2/̺dσdr)̺/2.
Then, take expectations for ς and using Fubinis theorem, we can get
Eςp =
∫ T
0
∫ T
0
|σ − r|−p/2 E
∣∣∣
∫ σ
r
b2,n (z, u
ǫ,n
z , v
ǫ,n
z )dz
∣∣∣pdσdr
≤
∫ T
0
∫ T
0
|σ − r|−1+p/2
∫ σ
r
E |b2,n (z, uǫ,nz , vǫ,nz )|pdzdσdr
=
∫ T
0
∫ z
0
∫ T
z
|σ − r|−1+p/2 dσdrE |b2,n (z, uǫ,nz , vǫ,nz )|p dz
≤ Cp,T
(
1 +
∫ T
0
E |uǫ,nr |pdr +
∫ T
0
E |vǫ,nr |pdr
)
.
Hence
Γ ǫT (b2,n) ≤ CEςp
(
sup
t∈[0,T ]
∫ t
0
(t− s)−̺−α−1/2ds
)p
≤ Cα,p,T
(
1 +
∫ T
0
E |uǫ,nr |pdr +
∫ T
0
E |vǫ,nr |pdr
)
. (3.15)
Moreover, use the same argument as (3.13) and (3.15), we also can obtain
ΛǫT (f2) ≤ Cα,p,T
(
1 +
∫ T
0
E |vǫ,nr |pdr
)
. (3.16)
Substituting (3.15) and (3.16) into (3.14), thanks to (3.5), we have
E‖vǫ,n‖pα,∞ = E
(
sup
t∈[0,T ]
‖vǫ,nt ‖α
)p
≤ Cα,p,ǫ,x,y,T
(
1 +
∫ T
0
E
(
sup
σ∈[0,r]
‖vǫ,nσ ‖α
)p
dr
)
. (3.17)
Then, by Gronwall inequality, we have (3.6). The proof is complete. 
3.2. The existence and uniqueness of solutions
Now, we study the existence and uniqueness of solutions for original equation (1.1):
Proof of Theorem 2.4: In order to prove the existence of the solution for (1.1), for any
n ∈ N, we define the following stopping time
τ 1n := inf {t ≥ 0 : ‖uǫ,nt ‖α + ‖vǫ,nt ‖α ≥ n} ∧ τn, (3.18)
and we let
τ := sup
n∈N
τ 1n . (3.19)
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It is easy to know that the sequence of stopping times {τ 1n} is non-decreasing and P(τ =
+∞) = 1. Indeed,
P (τ < +∞) = lim
T→+∞
P (τ ≤ T ) ,
and for each T > 0, thanks to Lemma 3.1 and Lemma 7.5 in [26], we can get
P (τ ≤ T ) = lim
n→+∞
P
(
τ 1n ≤ T
)
= lim
n→+∞
P
(
sup
t∈[0,T ]
‖uǫ,nt ‖α + sup
t∈[0,T ]
‖vǫ,nt ‖α + sup
t∈[0,T ]
Λ0,tα
(
BH
) ≥ n)
= lim
n→+∞
1
n2
E
(
sup
t∈[0,T ]
‖uǫ,nt ‖2α + sup
t∈[0,T ]
‖vǫ,nt ‖2α +
1
Γ2(1− α) sup0<s<t<T
∣∣(D1−αt− BHt−) (s)∣∣2
)
= 0.
Hence, P (τ < +∞) = 0, that is, P (τ = +∞) = 1. Further, for any t ∈ [0, T ] and ω ∈
{τ = +∞}, there exists m ∈ N such that t ≤ τ 1m(ω). Then, we define
uǫt (ω) := u
ǫ,m
t (ω) and v
ǫ
t (ω) := v
ǫ,m
t (ω) . (3.20)
This is a good definition, as for any t ≤ τ 1n ∧ τ 1m, we have
uǫ,nt = u
ǫ,m
t and v
ǫ,n
t = v
ǫ,m
t , P− a.s. (3.21)
Actually, for any n ≥ m and t ≤ τ 1n ∧ τ 1m, thanks to (3.3) and (3.4), we have
uǫ,nt − uǫ,mt + vǫ,nt − vǫ,mt
=
∫ t
0
[b1,n (r, u
ǫ,n
r , v
ǫ,n
r )− b1,m (r, uǫ,mr , vǫ,mr )]dr +
∫ t
0
[f1,n (r, u
ǫ,n
r )− f1,m (r, uǫ,mr )]dW 1r
+
∫ t
0
g1,n (r, u
ǫ,n
r )dB
H,n
r −
∫ t
0
g1,m (r, u
ǫ,m
r )dB
H,m
r
+
1
ǫ
∫ t
0
[b2,n (r, u
ǫ,n
r , v
ǫ,n
r )− b2,m (r, uǫ,mr , vǫ,mr )]dr
+
1√
ǫ
∫ t
0
[f2 (r, u
ǫ,n
r , v
ǫ,n
r )− f2 (r, uǫ,mr , vǫ,mr )]dW 2r
=
∫ t
0
[b1,n (r, u
ǫ,n
r , v
ǫ,n
r )− b1,n (r, uǫ,mr , vǫ,mr )]dr +
∫ t
0
[f1,n (r, u
ǫ,n
r )− f1,n (r, uǫ,mr )]dW 1r
+
∫ t
0
[g1,n (r, u
ǫ,n
r )− g1,n (r, uǫ,mr )]dBH,nr +
1
ǫ
∫ t
0
[b2,n (r, u
ǫ,n
r , v
ǫ,n
r )− b2,n (r, uǫ,mr , vǫ,mr )]dr
+
1√
ǫ
∫ t
0
[f2 (r, u
ǫ,n
r , v
ǫ,n
r )− f2 (r, uǫ,mr , vǫ,mr )]dW 2r .
According to the paper [26] and [24], we know that the trajectories of uǫ,nt and u
ǫ,m
t are
η-Ho¨lder continuous for all η < 1/2. Now, let η ∈ (α/γ, 1/2) and consider the set ΩN ⊂ Ω
with N ∈ N, such that
ΩN :=
{
ω ∈ {τ = +∞} : ‖uǫ,n‖η ≤ N and ‖uǫ,m‖η ≤ N
}
.
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It is clear that ΩN ր {τ = +∞} . Then, by proceeding as Proposition 3.4, Proposition 3.6
and Proposition 3.9 in [24], we can get
E
[‖uǫ,nt − uǫ,mt ‖2α1ΩN ]+ E [‖vǫ,nt − vǫ,mt ‖2α1ΩN ]
≤ Cα,TE
(∫ t
0
(t− r)−α ‖b1,n (r, uǫ,nr , vǫ,nr )− b1,n (r, uǫ,mr , vǫ,mr )‖α1ΩNdr
)2
+ Cα,T
∫ t
0
(t− r)− 12−α E [‖f1,n (r, uǫ,nr )− f1,n (r, uǫ,mr )‖2α1ΩN ]dr
+ Cα,TE
[
Λ0,tα
(
BH,n
) ∫ t
0
(
(t− r)−2α + r−α) (1 + ∆uǫ,nr +∆uǫ,mr ) ‖uǫ,nr − uǫ,mr ‖α1ΩNdr
]2
+ Cα,ǫ,TE
(∫ t
0
(t− r)−α ‖b2,n (r, uǫ,nr , vǫ,nr )− b2,n (r, uǫ,mr , vǫ,mr )‖α1ΩNdr
)2
+ Cα,ǫ,T
∫ t
0
(t− r)− 12−α E [‖f2 (r, uǫ,nr , vǫ,nr )− f2 (r, uǫ,mr , vǫ,mr )‖2α1ΩN ]dr
≤ Cα,ǫ,T
∫ t
0
(
(t− r)−2α + (t− r)− 12−α ) (E [‖uǫ,nr − uǫ,mr ‖2α1ΩN ]+ E [‖vǫ,nr − vǫ,mr ‖2α1ΩN ])dr
+ Cα,n,N,T
∫ t
0
(
(t− r)−2α + r−α)E [‖uǫ,nr − uǫ,mr ‖2α1ΩN ]dr
≤ Cα,ǫ,n,N,T
∫ t
0
(t− r)− 12−α r− 12−α (E [‖uǫ,nr − uǫ,mr ‖2α1ΩN ]+ E [‖vǫ,nr − vǫ,mr ‖2α1ΩN ])dr,
where the last estimate is because t ≤ τ 1n ∧ τ 1m and ΩN ⊂ {τ = +∞} , we know that
Λ0,tα
(
BH,n
) ≤ n and
1 + ∆uǫ,nr +∆u
ǫ,m
r = 1 +
∫ r
0
|uǫ,nr − uǫ,ns |γ
(r − s)α+1 ds+
∫ r
0
|uǫ,mr − uǫ,ms |γ
(r − s)α+1 ds
≤ 1 + (‖uǫ,n‖γη + ‖uǫ,m‖γη)
∫ r
0
(r − s)ηγ−α−1 ds ≤ CN .
Therefore, for any n ∈ N, by the Gronwall-type lemma (Lemma 7.6 in [26]), we deduce that
E
[‖uǫ,nt − uǫ,mt ‖2α1ΩN ]+ E [‖vǫ,nt − vǫ,mt ‖2α1ΩN ] = 0, t ≤ τn ∧ τm. (3.22)
Then, let N → +∞, as ΩN ր {τ = +∞} , we can get (3.21).
Recalling that if ω ∈ {τ = +∞} and t ≤ τm, we denote uǫt is equal to uǫ,mt and vǫt is equal
to vǫ,mt , thanks to (3.3) and (3.4), it follows that{
uǫt = x+
∫ t
0
b1 (r, u
ǫ
r, v
ǫ
r)dr +
∫ t
0
f1 (r, u
ǫ
r)dW
1
r +
∫ t
0
g1 (r, u
ǫ
r)dB
H
r ,
vǫt = y +
∫ t
0
b2 (r, u
ǫ
r, v
ǫ
r)dr +
∫ t
0
f2 (r, u
ǫ
r, v
ǫ
r)dW
2
r ,
(3.23)
P-a.s., that is, (uǫt, v
ǫ
t) is a solution of equation (1.1).
Finally, denote another solution of system (1.1) is (uǫ,∗t , v
ǫ,∗
t ) , use the same argument as
(3.21), we can also get that
uǫt = u
ǫ,∗
t and v
ǫ
t = v
ǫ,∗
t , P− a.s. (3.24)
Thus, we prove the solution of system (1.1) is unique. The proof is complete. 
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4. Proof of the main result
In this section, we prove the main Theorem 2.5, i.e. the slow process uǫt strongly converges
to the averaged process u¯t in the mean square sense, as ǫ → 0. Firstly, we need to define
the averaged equation and give some properties of the averaged coefficient. Secondly, we
construct an auxiliary process vˆǫt by the technique of time discretization and give some
estimates about it on the basis of some a-priori estimates for the solution (uǫt, v
ǫ
t ) of original
equation (1.1) are given. Finally, we construct the stopping time and obtain appropriate
control of uǫt − u¯t before and after the stopping time respectively.
4.1. The averaged equation
To define the averaged equation, we first consider the equation (2.5) associated to the
fast equation.
Under the assumptions (A1)-(A5), it is easy to prove that the equation (2.5) has a unique
strong solution vs,x,yt , which is a time homogeneous Markov process. Moreover, use the same
argument as [17], there exists some constant β∗p > 0 such that the following estimates hold
and we will not give a detailed proof here:
E |vs,x,yt |p ≤ Cp,T (1 + |x|p) + e−β
∗
pt |y|p , (4.1)
and
E |vs,x,y1t − vs,x,y2t |2 ≤ e−β1t |y1 − y2|2 , (4.2)
and
E |vs1,x1,yt − vs2,x2,yt |2 ≤ CT
( |s1 − s2|2ι + |x1 − x2|2 )(1 + |x1|2α1 + |x2|2α1∨2α2 + |y|2α2 ). (4.3)
Let {P s,xt }t≥0 be the transition semigroup of {vs,x,yt }t≥0 , that is
P s,xt ϕ (y) := Eϕ (v
s,x,y
t ) , s > 0, y ∈ Rm, (4.4)
where ϕ : Rm → R is a bounded measurable function.
Then, we can establish the following crucial lemma:
Lemma 4.1. Assume that the conditions (A1)-(A5) hold. Then, for any fixed s > 0 and
x ∈ Rn, there exists a unique invariant measure µs,x for the equation (2.5), and∫
Rm
|z|p µs,x (dz) ≤ Cp,T (1 + |x|p). (4.5)
Moreover, for any t > 0 and y ∈ Rm, we obtain
∣∣∣Eb1 (s, x, vs,x,yt )−
∫
Rm
b1 (s, x, z)µ
s,x (dz)
∣∣∣ ≤ CT e−β12 t(1 + |x|2(θ2∨θ3∨1) + |y|2(θ3∨1) ). (4.6)
Proof: The detailed proof will be given in the Appendix.
Further, the averaged equation can be defined as (2.4) by the unique invariant measure
µs,x. Moreover, we can give some properties of the averaged coefficient b¯1, where the detailed
proof of Lemma 4.2 will be given in the Appendix.
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Lemma 4.2. Assume that the conditions (A1)-(A5) hold. Then, for any t ≥ 0 and x ∈ Rn,
we have ∣∣b¯1 (t, x)∣∣ ≤ C (1 + |x|) . (4.7)
Moreover, for any s1, s2 ∈ [0, T ], R ∈ R and xi ∈ Rn with |xi| ≤ R, we have∣∣b¯1 (s1, x1)− b¯1 (s2, x2)∣∣ ≤ CR,T ( |s1 − s2|ι + |s1 − s2|κ + |x1 − x2| ). (4.8)
Lemma 4.3. Assume that the conditions (A1)-(A5) hold. Then, for any s, Λ > 0, x ∈ Rn
and y ∈ Rm, we have
E
∣∣∣ 1
Λ
∫ Λ
0
b1 (s, x, v
s,x,y
r ) dr − b¯1 (s, x)
∣∣∣2 ≤ C
Λ
(
1 + |x|4(θ2∨θ3∨1) + |y|4(θ3∨1)
)
. (4.9)
Proof: Using the Markov property of {vs,x,yt }t≥0 , we have
E
∣∣∣ 1
Λ
∫ Λ
0
b1 (s, x, v
s,x,y
r ) dr − b¯1 (s, x)
∣∣∣2
=
2
Λ2
∫ Λ
0
∫ Λ
r
E
[ (
b1 (s, x, v
s,x,y
r )− b¯1 (s, x)
) (
b1 (s, x, v
s,x,y
σ )− b¯1 (s, x)
) ]
dσdr
=
2
Λ2
∫ Λ
0
∫ Λ
r
E
[ (
b1 (s, x, v
s,x,y
r )− b¯1 (s, x)
)
P s,xσ−r
(
b1 (s, x, v
s,x,y
r )− b¯1 (s, x)
) ]
dσdr
≤ 2
Λ2
∫ Λ
0
∫ Λ
r
[
E
∣∣b1 (s, x, vs,x,yr )− b¯1 (s, x)∣∣2 E ∣∣P s,xσ−r (b1 (s, x, vs,x,yr )− b¯1 (s, x))∣∣2 ] 12dσdr.
By assumption (A1) and thanks to (4.1), (4.7), we can get
E
∣∣b1 (s, x, vs,x,yr )− b1 (s, x)∣∣2 ≤ 2E |b1 (s, x, vs,x,yr )|2 + 2E ∣∣b1 (s, x)∣∣2
≤ C (1 + |x|2 + E |vs,x,yr |2)
≤ C (1 + |x|2)+ e−β∗2 t |y|2 .
Then, according to the equation (4.6) and (4.1), we obtain
E
∣∣P s,xσ−r (b1 (s, x, vs,x,yr ) dr − b¯1 (s, x))∣∣2 = E
∣∣∣Eb1(s, x, vs,x,vs,x,yrσ−r )−
∫
Rm
b1 (s, x, z)µ
s,x (dz)
∣∣∣2
≤ CT e−
β1
2
(σ−r)
E
∣∣1 + |x|2(θ2∨θ3∨1) + E |vs,x,yr |2(θ3∨1) ∣∣2
≤ CT e−
β1
2
(σ−r)(1 + |x|4(θ2∨θ3∨1) + |y|4(θ3∨1) ).
Hence
E
∣∣∣ 1
Λ
∫ Λ
0
b1 (s, x, v
s,x,y
r ) dr − b¯1 (s, x)
∣∣∣2 ≤ C
Λ2
(
1 + |x|4(θ2∨θ3∨1) + |y|4(θ3∨1) )
∫ Λ
0
∫ Λ
r
e−
β1
2
(σ−r)dσdr
≤ C
Λ
(
1 + |x|4(θ2∨θ3∨1) + |y|4(θ3∨1) ).
The proof is complete. 
Thanks to the assumptions and Lemma 4.2, by proceeding as Theorem 2.4 and Lemma 3.1,
it is easy to get that there exists a unique solution u¯t to equation (2.4) and we have
E‖u¯‖pα,∞ ≤ Cα,p,x,T , p ≥ 1. (4.10)
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4.2. Some a-priori estimates
To prove the Theorem 2.5, some priori estimates for the solution (uǫt, v
ǫ
t) of original
equation (1.1) need to be given at first.
Lemma 4.4. Assume that the conditions (A1)-(A5) hold. Then, for any α ∈ (1−H, 1/2 ∧ β
∧γ/2) , p ≥ 1 and t ∈ [0, T ], we have
E‖uǫ‖pα,∞ ≤ Cα,p,x,T and E |vǫt |2 ≤ Cα,x,y,T . (4.11)
Moreover, for any h ∈ (0, 1], it yields
E
∣∣uǫt+h − uǫt∣∣2 ≤ Cα,x,y,Th. (4.12)
Proof: According to the assumptions and use the same argument as Lemma 3.1 and [17,
Lemma 3.1], it is easy to get that equation (4.11) hold. Moreover, using the Itoˆ isometry for
Brownian motion term and by proceeding as Lemma 4.2 in [28], we also can establish the
equation (4.12). Here, we omit the detailed proof. 
Then, inspired by Khasminskii’s idea in [3], for any ǫ > 0, we divide the interval [0, T ]
into subintervals of size δǫ > 0, where δǫ is a fixed number depending on ǫ. Now, we construct
a process vˆǫt with initial value vˆ
ǫ
0 = v
ǫ
0 = y, and for t ∈ [kδǫ,min {(k + 1)δǫ, T}] , we have
vˆǫt = vˆ
ǫ
kδǫ +
1
ǫ
∫ t
kδǫ
b2
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
r
)
dr +
1√
ǫ
∫ t
kδǫ
f2
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
r
)
dW 2r , (4.13)
i.e.,
vˆǫt = y +
1
ǫ
∫ t
0
b2
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)
dr +
1√
ǫ
∫ t
0
f2
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)
dW 2r , (4.14)
where r(δǫ) = ⌊r/δǫ⌋δǫ is the nearest breakpoint preceding r. By the construction of vˆǫt , we
have an estimate analogous to Lemma 4.4 hold, i.e., for any t ∈ [0, T ], we have
E
∣∣vˆǫt ∣∣2 ≤ Cα,x,y,T . (4.15)
Moreover, thanks to the assumptions and Lemma 4.4, by proceeding as Lemma 3.4 in [17],
it is easy to get that
E
∣∣vǫt − vˆǫt ∣∣2 ≤ Cα,x,y,T δ2ι∧1ǫ . (4.16)
4.3. The proof of the main result
Now, we construct the following stopping time τ ǫR for each R ∈ R :
τ ǫR := inf
{
t ≥ 0 : ‖uǫt‖α + ‖u¯t‖α + Λ0,tα
(
BH
) ≥ R} .
Moreover, due to the trajectories of uǫt and u¯t are η-Ho¨lder continuous for all η < 1/2. As
the proof in Theorem 2.4, let η ∈ (α/γ, 1/2) and consider the following set ΩN ⊂ Ω with
N ∈ N, such that
ΩN :=
{
ω ∈ Ω : ‖uǫ‖η ≤ N and ‖u¯‖η ≤ N
}
.
It is clear that ΩN ր Ω.
First, we estimate the error of uǫt − u¯t before a stopping time:
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Lemma 4.5. Assume that the conditions (A1)-(A5) hold. Then, for any α ∈ (1−H, 1/2
∧β ∧ γ/2) , we have
sup
t∈[0,T ]
E
[‖uǫt − u¯t‖2α1ΩN∩{T≤τǫR}] ≤ Cα,x,y,R,N,T(δ2κ∧2ι∧(1/2−α)ǫ + ǫ/δǫ). (4.17)
Proof: Note that
uǫt − u¯t =
∫ t
0
(
b1 (r, u
ǫ
r, v
ǫ
r)− b¯1 (r, u¯r)
)
dr +
∫ t
0
(f1 (r, u
ǫ
r)− f1 (r, u¯r)) dW 1r
+
∫ t
0
(g1 (r, u
ǫ
r)− g1 (r, u¯r)) dBHr .
It is easy to know that
E
[‖uǫt − u¯t‖2α1ΩN∩{T≤τǫR}] ≤ 3E
[∥∥∥
∫ t
0
(
b1 (r, u
ǫ
r, v
ǫ
r)− b¯1 (r, u¯r)
)
dr
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
+ 3E
[∥∥∥
∫ t
0
(f1 (r, u
ǫ
r)− f1 (r, u¯r)) dW 1r
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
+ 3E
[∥∥∥
∫ t
0
(g1 (r, u
ǫ
r)− g1 (r, u¯r)) dBHr
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
:= 3I1t + 3I2t + 3I3t . (4.18)
For I2t , by Proposition 3.9 in [24], we obtain
I2t ≤ CR,T
∫ t
0
(t− r)− 12−α E [‖uǫr − u¯r‖2α1ΩN∩{T≤τǫR}] dr. (4.19)
Moreover, by Proposition 3.6 in [24], we also can get
I3t ≤ Cα,R,T
∫ t
0
(
(t− r)−2α + r−α)E[(1 + (∆uǫr)2 + (∆u¯r)2 )‖uǫr − u¯r‖2α1ΩN∩{T≤τǫR}]dr,
where
1 + (∆uǫr)
2 + (∆u¯r)
2 = 1 +
(∫ r
0
|uǫr − uǫs|γ
(r − s)α+1ds
)2
+
(∫ r
0
|u¯r − u¯s|γ
(r − s)α+1ds
)2
.
If ω ∈ ΩN and η ∈ (α/γ, 1/2) , we have
1 + (∆uǫr)
2 + (∆u¯r)
2 ≤ 1 + (‖uǫ‖2γη + ‖u¯‖2γη )
( ∫ r
0
(r − s)ηγ−α−1 ds
)2
≤ Cα,N,T .
Hence
I3t ≤ Cα,R,N,T
∫ t
0
(
(t− r)−2α + r−α)E [‖uǫr − u¯r‖2α1ΩN∩{T≤τǫR}] dr. (4.20)
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For I1t , we have
I1t ≤ 4E
[∥∥∥
∫ t
0
b1 (r, u
ǫ
r, v
ǫ
r)− b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)
dr
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
+ 4E
[∥∥∥
∫ t
0
b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)− b¯1 (r (δǫ) , uǫr(δǫ)) dr
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
+ 4E
[∥∥∥
∫ t
0
b¯1
(
r (δǫ) , u
ǫ
r(δǫ)
)− b¯1 (r, uǫr) dr
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
+ 4E
[∥∥∥
∫ t
0
b¯1 (r, u
ǫ
r)− b¯1 (r, u¯r) dr
∥∥∥2
α
1ΩN∩{T≤τǫR}
]
:= 4J 1t + 4J 2t + 4J 3t + 4J 4t . (4.21)
Thanks to Lemma 4.4 and equation (4.16), we can get
E
[∣∣∣
∫ t
s
b1 (r, u
ǫ
r, v
ǫ
r)− b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)
dr
∣∣∣21ΩN∩{T≤τǫR}
]
≤ E
[∣∣∣
∫ t
s
b1 (r, u
ǫ
r, v
ǫ
r)− b1 (r (δǫ) , uǫr, vǫr) dr
∣∣∣21ΩN∩{T≤τǫR}
]
+ E
[∣∣∣
∫ t
s
b1 (r (δǫ) , u
ǫ
r, v
ǫ
r)− b1
(
r (δǫ) , u
ǫ
r(δǫ), v
ǫ
r
)
dr
∣∣∣21ΩN∩{T≤τǫR}
]
+ E
[∣∣∣
∫ t
s
b1
(
r (δǫ) , u
ǫ
r(δǫ), v
ǫ
r
)− b1(r (δǫ) , uǫr(δǫ), vˆǫr)dr
∣∣∣21ΩN∩{T≤τǫR}
]
≤ CT
∫ t
s
|r − r (δǫ)|2κ E
[(
1 + |uǫr|2θ2 + |vǫr|2θ3
)
1ΩN∩{T≤τǫR}
]
dr
+ CR,T
∫ t
s
E
[ ∣∣uǫr − uǫr(δǫ)∣∣2 1ΩN∩{T≤τǫR}]dr
∫ t
s
E
[(
1 + |vǫr|2θ1
)
1ΩN∩{T≤τǫR}
]
dr
+ CT
∫ t
s
E
[∣∣vǫr − vˆǫr∣∣21ΩN∩{T≤τǫR}]dr
∫ t
s
E
[(
1 + |uǫr|2θ2 + |vǫr|2θ3 +
∣∣vˆǫr∣∣2θ3)1ΩN∩{T≤τǫR}]dr
≤ Cα,x,y,R,T
(
δ2κǫ + δǫ + δ
2ι∧1
ǫ
)
(t− s) . (4.22)
Hence
J 1t ≤ 2E
[∣∣∣
∫ t
0
b1 (r, u
ǫ
r, v
ǫ
r)− b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)
dr
∣∣∣21ΩN∩{T≤τǫR}
]
+ 2E
[∣∣∣
∫ t
0
(t− r)−α−1
∣∣∣
∫ t
r
b1 (s, u
ǫ
s, v
ǫ
s)− b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)
ds
∣∣∣dr
∣∣∣21ΩN∩{T≤τǫR}
]
≤ Cα,x,y,R,T
(
δ2κǫ + δǫ + δ
2ι∧1
ǫ
)
+ C
∫ t
0
(t− r)−α− 12 dr
×
∫ t
0
(t− r)−α− 32 E
[∣∣∣
∫ t
r
b1 (s, u
ǫ
s, v
ǫ
s)− b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)
ds
∣∣∣21ΩN∩{T≤τǫR}
]
dr
≤ Cα,x,y,R,T
(
δ2κǫ + δǫ + δ
2ι∧1
ǫ
) ≤ Cα,x,y,R,T δ2κ∧2ι∧1ǫ . (4.23)
17
Then, due to (4.16) and by proceeding as (4.23), it is easy to get that
J 3t + J 4t ≤ Cα,R,x,y,T δ2κ∧2ι∧1ǫ + Cα,R,T
∫ t
0
(t− r)−2α E [‖uǫr − u¯r‖2α1ΩN∩{T≤τǫR}] dr. (4.24)
In order to prove the approximation result of the equation (4.17), we must estimate J 2t .
Therefore, we establish the following crucial lemma:
Lemma 4.6. Assume that the conditions (A1)-(A5) hold. Then, for any t ∈ [0, T ], we have
E
∥∥∥
∫ t
0
b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)− b¯1 (r (δǫ) , uǫr(δǫ)) dr
∥∥∥2
α
≤ Cα,x,y,T
( ǫ
δǫ
+ δ
1
2
−α
ǫ
)
. (4.25)
Proof: By elementary inequality, we have
E
∥∥∥
∫ t
0
b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)− b¯1 (r (δǫ) , uǫr(δǫ)) dr
∥∥∥2
α
≤ 3E
∣∣∣
⌊t/δǫ⌋−1∑
k=0
∫ (k+1)δǫ
kδǫ
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
r
)− b¯1 (kδǫ, uǫkδǫ) dr
∣∣∣2
+ 3E
∣∣∣
∫ t
⌊t/δǫ⌋δǫ
b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)− b¯1 (r (δǫ) , uǫr(δǫ)) dr
∣∣∣2
+ 3E
∣∣∣
∫ t
0
(t− r)−α−1
∣∣∣
∫ t
r
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)− b¯1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣dr
∣∣∣2
:= K1t +K2t +K3t . (4.26)
According to Lemma 4.3 and Lemma 4.4, we can get
K1t ≤ 3⌊t/δǫ⌋
⌊t/δǫ⌋−1∑
k=0
E
∣∣∣
∫ (k+1)δǫ
kδǫ
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
r
)− b¯1 (kδǫ, uǫkδǫ) dr
∣∣∣
2
≤ CT
δ2ǫ
max
0≤k≤⌊t/δǫ⌋−1
E
∣∣∣
∫ δǫ
0
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
kδǫ+r
)− b¯1 (kδǫ, uǫkδǫ) dr
∣∣∣2
≤ CT ǫ
2
δ2ǫ
max
0≤k≤⌊t/δǫ⌋−1
E
∣∣∣
∫ δǫ/ǫ
0
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
kδǫ+ǫr
)− b¯1 (kδǫ, uǫkδǫ) dr
∣∣∣2
≤ CT max
0≤k≤⌊t/δǫ⌋−1
E
∣∣∣ 1
δǫ/ǫ
∫ δǫ/ǫ
0
b1
(
kδǫ, u
ǫ
kδǫ, Y
kδǫ,uǫkδǫ ,v
ǫ
kδǫ
r
)− b¯1 (kδǫ, uǫkδǫ) dr
∣∣∣2
≤ Cα,x,y,T ǫ
δǫ
. (4.27)
The last equation is thanks to the distribution of
(
uǫkδǫ, vˆ
ǫ
kδǫ+r
)
coincides with the distribution
of
(
uǫkδǫ, Y
kδǫ,uǫkδǫ ,v
ǫ
kδǫ
r/ǫ
)
in the interval r ∈ [0, δǫ) [17], where Y kδǫ,u
ǫ
kδǫ
,vǫ
kδǫ
r is the solution of the
fast equation (2.5) by fixed kδǫ > 0, frozen slow component u
ǫ
kδǫ
and with initial datum vǫkδǫ,
and noise W 2 independent of both of them.
Moreover, for K2t , thanks to (4.7), (4.11) and (4.15), we obtain
K2t ≤ Cδǫ
∫ t
⌊t/δǫ⌋δǫ
E
∣∣b1(r (δǫ) , uǫr(δǫ), vˆǫr)∣∣2 + E ∣∣b¯1 (r (δǫ) , uǫr(δǫ))∣∣2 dr
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≤ CT δǫ
∫ t
⌊t/δǫ⌋δǫ
(
1 + E
∣∣uǫr(δǫ)∣∣2 + E∣∣vˆǫr∣∣2)dr
≤ Cα,x,y,T δ2ǫ . (4.28)
For K3t , using the Ho¨lder inequality, we have
K3t ≤ 3
∫ t
0
(t− r)−α− 12 dr
∫ t
0
(t− r)−α− 32E
∣∣∣
∫ t
r
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)− b¯1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣2dr
≤ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− r)−α− 32 E
∣∣∣
∫ t
r
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)− b¯1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣2dr
+ Cα,T
∫ t
(⌊ tδǫ ⌋−3)δǫ
(t− r)−α− 32 E
∣∣∣
∫ t
r
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)− b¯1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣2dr
:= K31t +K32t .
Using the same argument as the proof of (4.27) and the fact ⌊λ1⌋−⌊λ2⌋ ≤ λ1−λ2+1. Then,
thanks to the Lemma 4.3, we can get
K31t ≤ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− r)−α− 32 E
∣∣∣
∫ (⌊ rδǫ ⌋+1)δǫ
r
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
r
)− b¯1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣2dr
+ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− r)−α− 32 E
∣∣∣
∫ ⌊ t
δǫ
⌋δǫ
(⌊ rδǫ ⌋+1)δǫ
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)− b¯1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣2dr
+ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− r)−α− 32 E
∣∣∣
∫ t
⌊ t
δǫ
⌋δǫ
b1
(
s (δǫ) , u
ǫ
s(δǫ), vˆ
ǫ
s
)− b1 (s (δǫ) , uǫs(δǫ)) ds
∣∣∣2dr
≤ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(
t− (⌊t/δǫ⌋ − 3)δǫ)−α− 32((⌊r/δǫ⌋ + 1)δǫ − r)
×
∫ (⌊ rδǫ ⌋+1)δǫ
r
E
∣∣b1(s (δǫ) , uǫs(δǫ), vˆǫs)− b¯1 (s (δǫ) , uǫs(δǫ)) ∣∣2dsdr
+ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− r)−α− 32 (⌊t/δǫ⌋ − ⌊r/δǫ⌋ − 1)
×
⌊ t
δǫ
⌋−1∑
k=⌊ r
δǫ
⌋+1
E
∣∣∣
∫ (k+1)δǫ
kδǫ
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
s
)− b¯1 (kδǫ, uǫkδǫ) ds
∣∣∣2dr
+ Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− (⌊t/δǫ⌋ − 3) δǫ)−α−
3
2 (t− ⌊t/δǫ⌋δǫ)
×
∫ t
⌊ t
δǫ
⌋δǫ
E
∣∣b1(s (δǫ) , uǫs(δǫ), vˆǫs)− b¯1 (s (δǫ) , uǫs(δǫ))∣∣2 dsdr
≤ Cα,x,y,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(4δǫ)
−α− 3
2 δ2ǫ dr + Cα,T
∫ (⌊ tδǫ ⌋−3)δǫ
0
(t− r)−α− 32 (⌊t/δǫ⌋ − ⌊r/δǫ⌋ − 1)2
× max
⌊ r
δǫ
⌋+1≤k≤⌊ t
δǫ
⌋−1
E
∣∣∣
∫ (k+1)δǫ
kδǫ
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
s
)− b¯1 (kδǫ, uǫkδǫ) ds
∣∣∣2dr
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≤ Cα,T
δ2ǫ
∫ t
0
(t− r) 12−α dr max
0≤k≤⌊ t
δǫ
⌋−1
E
∣∣∣
∫ (k+1)δǫ
kδǫ
b1
(
kδǫ, u
ǫ
kδǫ, vˆ
ǫ
s
)− b¯1 (kδǫ, uǫkδǫ) ds
∣∣∣2
+ Cα,x,y,T δ
1
2
−α
ǫ
≤ Cα,x,y,T
(
δ
1
2
−α
ǫ + ǫ/δǫ
)
.
For K32t , using the assumption (A2) and thanks to (4.11) and (4.15), it yields
K32t ≤ Cα,T
∫ t
(⌊ tδǫ ⌋−3)δǫ
(t− r)−α− 12
∫ t
r
E
∣∣b1(s (δǫ) , uǫs(δǫ), vˆǫs)− b¯1 (s (δǫ) , uǫs(δǫ)) ∣∣2dsdr
≤ Cα,x,y,T
∫ t
(⌊ tδǫ ⌋−3)δǫ
(t− r) 12−α dr ≤ Cα,x,y,T δ
3
2
−α
ǫ .
Hence
K3t ≤ Cα,x,y,T
(
δ
1
2
−α
ǫ + ǫ/δǫ + δ
3
2
−α
ǫ
)
(4.29)
Substituting (4.27)-(4.29) into (4.26), it follows that
E
∥∥∥
∫ t
0
b1
(
r (δǫ) , u
ǫ
r(δǫ), vˆ
ǫ
r
)− b¯1 (r (δǫ) , uǫr(δǫ)) dr
∥∥∥2
α
≤ Cα,x,y,T
( ǫ
δǫ
+ δ2ǫ + δ
1
2
−α
ǫ + δ
3
2
−α
ǫ
)
.
The proof is complete. 
So, thanks to (4.23), (4.24) and Lemma 4.6, it follows that
I1t ≤ Cα,R,T
∫ t
0
(t− r)−2α E [‖uǫr − u¯r‖2α1ΩN∩{T≤τǫR}
]
dr
+ Cα,x,y,R,T
(
δ2κ∧2ι∧(1/2−α)ǫ + ǫ/δǫ
)
. (4.30)
Then, substituting (4.19), (4.20) and (4.30) into (4.18), it yields
E
[‖uǫt − u¯t‖2α1ΩN∩{T≤τǫR}
] ≤ Cα,R,N,T
∫ t
0
(t− r)− 12−α r− 12−αE [‖uǫr − u¯r‖2α1ΩN∩{T≤τǫR}
]
dr
+ Cα,R,x,y,T
(
δ2κ∧2ι∧(1/2−α)ǫ + ǫ/δǫ
)
.
According to the Gronwall-type lemma (Lemma 7.6 in [26]), we deduce (4.17). The proof is
complete. 
Finally, the proof of our main result can be finished.
Proof of Theorem 2.5: Selecting δǫ = ǫ ln
ǫ−ς (0 < ς < 1) , we can get
lim
ǫ→0
sup
t∈[0,T ]
E
[‖uǫt − u¯t‖2α1ΩN∩{T≤τǫR}] = 0.
Then, let N → +∞, as ΩN ր Ω, it yields
lim
ǫ→0
sup
t∈[0,T ]
E
[‖uǫt − u¯t‖2α1{T≤τǫR}] = 0. (4.31)
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Using the Ho¨lder inequality and Chebushev’s inequality, thanks to (4.10), (4.11) and
Lemma 7.5 in [26], it yields
sup
t∈[0,T ]
E
[‖uǫt − u¯t‖2α1{T>τǫR}] ≤ sup
t∈[0,T ]
[
E‖uǫt − u¯t‖4α
] 1
2 [P (T > τ ǫR)]
1
2
≤ sup
t∈[0,T ]
R−1
[
E‖uǫt‖4α + E‖u¯t‖4α
] 1
2
[
E
(
sup
t∈[0,T ]
‖uǫt‖2α + sup
t∈[0,T ]
‖u¯t‖2α + sup
t∈[0,T ]
(
Λ0,tα
(
BH
))2 )] 12
≤ Cα,x,TR−1. (4.32)
Note that
sup
t∈[0,T ]
E‖uǫt − u¯t‖2α = sup
t∈[0,T ]
E
[‖uǫt − u¯t‖2α1{T≤τǫR}
]
+ sup
t∈[0,T ]
E
[‖uǫt − u¯t‖2α1{T>τǫR}
]
. (4.33)
Thanks to (4.31) and (4.32), let ǫ → 0 firstly and R → ∞ secondly, we can get the desired
estimate (2.3). This completes the proof of Theorem 2.5. 
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Appendix
In this section, we give the detailed proofs of Lemma 4.1 and Lemma 4.2:
Proof of Lemma 4.1: According to the estimate (4.1) and the classical Bogoliubov-Krylov
argument, it is possible to get that the existence of an invariant measure µs,x. Then, thanks
to (4.1), for all t > 0, we have
∫
Rm
|z|p µs,x (dz) =
∫
Rm
E |vs,x,zt |p µs,x (dz) ≤ Cp,T (1 + |x|p) +
∫
Rm
e−β
∗
pt |z|pµs,x (dz) .
Therefore, if we take t > 0 such that e−β
∗
pt ≤ 1/2, we can get (4.5). Moreover, for any
Lipschitz function ϕ : Rm → R, thanks to (4.2) and (4.5), we obtain
∣∣∣P s,xt ϕ (y)−
∫
Rm
ϕ (z)µs,x (dz)
∣∣∣ ≤
∫
Rm
|P s,xt ϕ (y)− P s,xt ϕ (z)|µs,x (dz)
≤
∫
Rm
E |ϕ (Y s,x,yt )− ϕ (Y s,x,zt )|µs,x (dz)
≤ Lϕ
∫
Rm
E |Y s,x,yt − Y s,x,zt |µs,x (dz)
≤ Lϕ
∫
Rm
e−
β1
2
t |y − z|µs,x (dz)
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≤ CLϕe−
β1
2
t (1 + |x| + |y|) ,
where Lϕ = sup
x 6=y
|ϕ(x)−ϕ(y)|
|x−y| . So, µ
s,x is the unique invariant measure and is strong mixing.
Due to (4.1), (4.2) and (4.5), we can get
∣∣∣Eb1 (s, x, vs,x,yt )−
∫
Rm
b1 (s, x, z)µ
s,x (dz)
∣∣∣
=
∣∣∣
∫
Rm
Eb1 (s, x, v
s,x,y
t )− Eb1 (s, x, vs,x,zt )µs,x (dz)
∣∣∣
≤ CT
∫
Rm
E
[ |vs,x,yt − vs,x,zt | (1 + |x|θ2 + |vs,x,yt |θ3 + |vs,x,zt |θ3 )]µs,x (dz)
≤ CT
∫
Rm
[
E |vs,x,yt − vs,x,zt |2 E
(
1 + |x|2θ2 + |vs,x,yt |2θ3 + |vs,x,zt |2θ3
)] 1
2µs,x (dz)
≤ CT e−
β1
2
t
∫
Rm
|z − y| (1 + |x|θ2 + |x|θ3 + |y|θ3 + |z|θ3 )µs,x (dz)
≤ CT e−
β1
2
t
∫
Rm
(
1 + |x|θ2∨θ3 + |y|θ3∨1 + |z|θ3∨1 )2µs,x (dz)
≤ CT e−
β1
2
t
(
1 + |x|2(θ2∨θ3∨1) + |y|2(θ3∨1) ).
The proof is complete. 
Proof of Lemma 4.2: For any x1, x2 ∈ Rn with |xi| ≤ R, thanks to the assumptions and
equation (4.1), (4.3) and (4.6), we can get
∣∣b¯1 (s1, x1)− b¯1 (s2, x2)∣∣ ≤
∣∣∣
∫
Rm
b1 (s1, x1, z)µ
s1,x1 (dz)− Eb1
(
s1, x1, v
s1,x1,0
t
) ∣∣∣
+
∣∣Eb1 (s1, x1, vs1,x1,0t )− Eb1 (s2, x1, vs1,x1,0t )∣∣
+
∣∣Eb1 (s2, x1, vs1,x1,0t )− Eb1 (s2, x2, vs1,x1,0t )∣∣
+
∣∣Eb1 (s2, x2, vs1,x1,0t )− Eb1 (s2, x2, vs2,x2,0t )∣∣
+
∣∣∣Eb1 (s2, x2, vs2,x2,0t )−
∫
Rm
b1 (s2, x2, z)µ
s2,x2 (dz)
∣∣∣
≤ CT e−
β1
2
t
(
1 + |x1|2(θ2∨θ3∨1) + |x2|2(θ2∨θ3∨1)
)
+ CT |s1 − s2|κ
(
1 + |x1|θ2 + E
∣∣vs1,x1,0t ∣∣θ3 )
+ CR,T |x1 − x2|
(
1 + E
∣∣vs1,x1,0t ∣∣θ1 )
+ CTE
[ ∣∣vs1,x1,0t − vs2,x2,0t ∣∣ (1 + |x2|θ2 + ∣∣vs1,x1,0t ∣∣θ3 + ∣∣vs2,x2,0t ∣∣θ3 )]
≤ CT e−
β1
2
t
(
1 + |x1|2(θ2∨θ3∨1) + |x2|2(θ2∨θ3∨1)
)
+ CT |s1 − s2|κ
(
1 + |x1|θ2 + |x1|θ3
)
+ CR,T |x1 − x2|
(
1 + |x1|θ1
)
+ CT (|s1 − s2|ι + |x1 − x2|)
(
1 + |x1|2(α1∨θ3) + |x2|2(α1∨α2∨θ2∨θ3)
)
≤ CR,T e−
β1
2
t + CR,T (|s1 − s2|κ + |s1 − s2|ι + |x1 − x2|) .
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Let t→ +∞, we obtain (4.8). Moreover, thanks to (4.5), we also have
∣∣b¯1 (t, x)∣∣ ≤
∫
Rm
|b1 (t, x, z)|µt,x (dz) ≤ CT
∫
Rm
(1 + |x|+ |z|)µt,x (dz) ≤ CT (1 + |x|) .
The proof is complete. 
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