Abstract. We consider a clamped Rayleigh beam equation subject to only one boundary control force. Using an explicit approximation, we first give the asymptotic expansion of eigenvalues and eigenfunctions of the underlying system. We next establish a polynomial energy decay rate for smooth initial data via an observability inequality of the corresponding undamped problem combined with a boundedness property of the transfer function of the associated undamped problem. Finally, we identify the obtained energy decay rate with the real part of the spectrum of the infinitesimal generator of the associated semigroup.
introduction
We consider a clamped Rayleigh beam equation with only one control force :
y tt − γy xxtt + y xxxx = 0, 0 < x < 1, t > 0, s1 (1.1) y(0, t) = y x (0, t) = 0, t > 0, s2 (1.2) y xx (1, t) + αy xt (1, t) = 0, t > 0, s3 (1.3) y xxx (1, t) − γy xtt (1, t) − βy t (1, t) = 0, t > 0 s4 (1.4) where γ > 0 is the coefficient of moment of inertia, and where β > 0 is the coefficient of the control force α ≥ 0 is the coefficient of the control moment (in this paper we will consider the case α = 0). For more details concerning the modeling of the system, we refer to Russell in the case α > 0, β = 0. Moreover, in the case α = 0, β > 0, he first, proved the lack of exponential stability of system ( s1 1.1)-( s4 1.4). Next he proved that the Rayleigh beam equation can be strongly stabilized by only one control force if and only if the inertia coefficient γ is large enough but no decay rate has been discussed.
Nevertheless, the energy decay rate and it's optimality appears to be open problem. Then, in this paper, we consider the Rayleigh beam equation with only one boundary control force, α = 0, β > 0. Using an explicit approximation, we first give the asymptotic expansion of eigenvalues and eigenfunctions of system ( 
1.4). Using a methodology introduced in

Ammari1
[1], we next establish a polynomial energy decay rate for smooth initial data via an observability inequality of the corresponding undamped problem combined with a boundedness property of the transfer function of the associated undamped problem. Finally, we identify the obtained energy decay rate with the real part of the spectrum of the infinitesimal generator of the associated semigroup.
We now outline briefly the content of this paper. In section 2, in a convenable Hilbert space, we formulate system ( s1 1.1)-( s4 1.4) into an evolution equation. We recall the well-posedness of the problem by the semigroup approach (see Pazy [18],
Rao1
[19]). In section 3, we propose an explicit approximation of the characteristic determinant of the underlying system and we obtain an asymptotic expansion of eigenvalues and eigenfunctions of the corresponding operator. In section 4, Using a methodology introduced in
Ammari1
[1], we establish a polynomial energy decay rate for smooth initial data. In section 5, using a spectrum method, we prove that the obtained energy decay rate is optimal.
Well-posedness of the problem
We first introduce the following spaces
We identify L 2 (0, 1) with its dual so that we have the following continuous embedding
Let y a smooth solution of system ( s1 1.1). Then multiplying ( s1 1.1) by a function ϕ ∈ W and integrating by parts, we get
By means of Lax-Milgram's theorem (see
Brezis
[6]), we see that A, C is the canonical isomorphism from W onto W and from V onto V respectively. On the other hand, using the usual traces theorems, we check easily that B is continuous operator for the corresponding topology.
Assume that Ay ∈ V , then we can formulate the variational equation ( e22 2.2) into the following form e26 e26 (2.6)
Now define the energy space as H = W × V which is endowed with the usual inner product
Next we introduce the linear unbounded operator A 0 by e28 e28 (2.7) D(A 0 ) = (y, z) ∈ H : z ∈ W and Ay ∈ V , e29 e29 (2.8)
and the linear bounded operator B β as follows e210 e210 (2.9)
Then, denoting by u = (y, y t ) the state of system ( e26 2.6), we can formulate ( e26 2.6) into an evolution equation
It is easy to prove that A 0 is maximal dissipative and B β is dissipative in the energy space H, therefore
, generates a C 0 -semigroup e tA of contractions on the energy space H following Hille-Yosida's theorem (see 
In addition we have the following characterization of D(A) (see 
In particular, the resolvent (I − A) −1 of (A) is compact on the energy space H and the solution of the system (
Our goal is to establish a polynomial energy decay rate via an observability inequality for the conservative problem by a method introduced in
Ammari1
[1]. Then we give the following characterization of the linear bounded operator B β .
and define the linear bounded operator B by eb eb (2.13) B : C → V, such that B1 = y 0 .
Then we have (1) Cy 0 = δ 1 , where δ 1 is the Dirac distribution at x = 1 and C defined in (
where B * is the adjoint operator of B with respect to the pivot space V .
Proof.
(1) Let ϕ ∈ V , using (
This leads to the desired equality. (2) Let v ∈ V , then, using ( eb 2.13), we have
On the other hand, we have 
This implies that
This implies that btildey btildey (2.14)
On the other hand, using (1), (2) This leads to the desired equality.
Then, we will formulate problem ( e26 2.6) into the following closed loop system amariform amariform (2.16)
We recall the following stability results (see 
Then for any γ ≥ γ 0 the semigroup of contractions S 1 (t) is strongly asymptotically stable on the space H. For any u 0 ∈ H, we have
Remark 2.5. Using a numerical program we find an approximate value of γ 0 defined in ( 
spectral analysis
In this section, we will give the asymptotic form of eigenvalues and eigenfunctions of the operator A 0 . Since A 0 is closed with compact resolvent, then the spectrum of A 0 consists entirely of isolated eigenvalues with finite multiplicities (see
Kato
[11]). Moreover, it is easy to prove that A 0 is a skew-adjoint operator and µ = 0 is not an eigenvalue of A 0 . Also the coefficients of A 0 are real then the eigenvalues appears by conjugate pairs. Then we denote σ(A 0 ) = {λ k = iµ k , k ∈ Z * } with µ −k = −µ k and U k = (y k , iµ k y k ) be an associated eigenvector. Now, let λ = iµ be an eigenvalue of and U = (y, z) ∈ D(A 0 ) be an associated eigenfunction. Then we have
Then, using ( 
This gives that the function y is determined by the following system:
We have found that λ is an eigenvalue of A 0 if and only if there is a non trivial solution of (
where
Here and below, for simplicity we denote t i (µ) by t i . Thus the boundary conditions in (
3) may be written as the following system:
where we have set h λ (t) = (t 3 + γµ 2 t)e t . Hence a non trivial solution y exists if and only if the determinant of M (λ) vanishes. Set f (λ) = detM (λ), thus the characteristic equation is f (λ) = 0. Proposition 3.1. Let {λ k = iµ k } k∈Z * the set of eigenvalues of A 0 . Then there exists m ∈ Z such that the following asymptotic behavior holds
Moreover, there exists N ∈ N, such that for all |k| ≥ N , the eigenvalues λ k are simple.
Proof. The proof is decomposed in two steps.
Step 1. We start by the expansion of t 1 and t 3 :
, we find the asymptotic development of :
This gives
.16) and ( star 3.5), we obtain
Then, after some computations, we find the following asymptotic development of
Then we set
Step 2. We look at the roots of f 0 that we denote by µ
Now with the help of Rouché's theorem, and for µ large enough, we show that the roots f are close to those of f 0 and :
We will serve the asypmtotic behavior ( 
prop3.2 Proposition 3.2. The solution y of the undamped initial value problem ( e1 3.3) satisfies the estimates
Proof. For clarity, we devide the proof into several steps.
Step 1. There exists a solution C(µ k ) of M (µ k )C(µ k ) = 0 which has the form :
Let c 1 = 1, you see in the proof the validation of this choice, using ( star 3.5), we get 
Then, using ( muk 3.21) and ( alpha2 3.31), we obtain alpha21 alpha21 (3.32) 
To find c 3 and c 4 , substitute ( 
where F 0 and F 1 defined in ( 
Similarly, we find ec4 ec4 (3.39)
Step 2. Estimates of y(1). 
Step 3. Estimates of y W . Note that
We start by
In addition, for t i + t j = 0, we have gij gij (3.42)
Therefore, using ( 
.
Step 
Eigenvectors of A 0 . The set of eigenvectors of A 0 corresponding to µ k is the set {U k = (y k , z k ) ∈ D(A 0 )} k where U k has the following form :
For the sequel, it is useful to introduce the set { U k } k∈Z * of normalized eigenvectors of A 0 such that
Remark that if we set U k = ( y k , z k ), then from Proposition prop3.2
and (
Uk
3.48) we have
zk1 zk1 (3.49) | y k (1)| = O( 1 |µ k | 2 ) = O( 1 |k| 2 ), and | z k (1)| = O( 1 |µ k | ) = O( 1 |k| ).
Polynomial stability
We know that the Rayleigh beam equation subject to one boundary control force is strongly but not exponentially stable (see
Rao1
[19]). In this section, our goal is to study the polynomial stability of the energy of the Rayleigh beam equation subject to one boundary control force. Our method uses a methodology introduced by Ammari and Tucsnak in Ammari1 [1] , where the polynomial stability for the damped problem is reduced to an observability inequality of the corresponding undamped problem combined to a boundedness property of the transfer function of the associated undamped system. Our main results are the following polynomial-type decay estimation First, we will establish an observability inequality for the undamped problem corresponding to ( 
Lemma 4.2. (Observability estimate)
There exist T > 0 and C T > 0 such that the solution of (
where D(A 0 ) is the dual of D(A 0 ) obtained by means of the inner product in H.
Proof. Let u = (y, y t ), the ( eammari 4.2) is equivalent to following undamped problem
where U k is the normalized eigenvector of the operator A 0 . Therefore
Since ∃γ > 0 such that µ k+1 − µ k ≥ γ, we can use then Ingham inequality (see
Ingham
[10]) and we obtain : ∃T > 0 and c(T ) > 0 such that
on the other hand using (
And the proof of theorem is complete .
Next, we will check the boundedness of the following transfer function :
Let α > 0, we define the set C α := {λ ∈ C|Reλ = α}. Proof. Let a ∈ C. Using the definition of B, we have
On the other hand, we can write y0expansion y0expansion (4.6)
. Using the definition of B , we get
For now, assume that there exists a constant c α > 0 such that
Using Cauchy-Shwartz inequality, we get
Using ( 
To complete the proof of the Lemma, we still have ( aide 4.8) to prove it . Without loss of generality, we assume that α = 1. Let λ = 1 + iy ∈ C 1 , then we have
Now, it's easy to prove that g 1 (µ k ) has a maximum value at µ k = y 2 + 2y − 1, then we have g1majore g1majore (4.9)
Similarly, we prove that g 2 (µ k ) has a maximum value at µ k = y 2 − 1, then we have g2majore g2majore (4.10)
Then using ( 
Which satisfies ( aide 4.8) and the proof is completed .
Proof of theorem 4.
Optimal polynomial decay rate
The aim of this section is to prove the following optimality result Optimality Theorem 5.1. The energy decay rate given in ( poly 4.1) is optimal in the sense that for any ε > 0, we cannot expect the decay rate 1 t 1+ε for all initial data U 0 ∈ D(A) and for all t > 0. For the optimality, we search the asymptotic behavior of the eigenvalues of A. Let λ be an eigenvalue of A, then ∃ u = (y, z) ∈ H such that Au = λu or equivalently eoptimal eoptimal (5.1)
Similarly, as we do to find the characteristic equation of A 0 , we find that the general solution of (
Here and bellow for simplicity, we denote t i (λ) by t i .
Thus the boundary conditions may be written as the following : 
where we have set k λ (t) = (t 3 − λ 2 γt − βλ)e t .
Proposition 5.2. Let λ k be an eigenvalues of the operator A. Then there exists m ∈ Z such that the following asymptotic behavior holds
Proof. . The proof is decomposed in two steps .
Step 1.We start by the expansion of t 1 and t 3 t1tilde t1tilde (5.5)
Using( t1tilde 5.5)-( t3tilde 5.6), we find the asymptotic development of :
Combining ( 
where N (λ) is the matrix obtained when the entries of N (λ) are replaced by their asymptotic behavior . After some computations, we find the following asymptotic development of g(λ) the determinant of N (λ),
Step 2. We look at the roots of g 0 that we denote by z 0 k . Solving g 0 (z k ) = 0, we find cosh( √ γz k ) = 0, it's equivalent to
Now with the help of Rouché's theorem, and for z large enough, we show that the roots of g are close to those of g 0 and :
Step 3. From step 2, we can write (5.20) 
Therefore, g1zk/zk g1zk/zk (5.25)
where (5.26) , it is easy to see that :
(5.32)
Proof of Theorem
Optimality 5.1. Let ε > 0 and set l = ε 1 + ε . For k ∈ Z, let λ k be an eigenvalue of the operator A and U k the associated normalized eigenfunction. Then consider the following sequences 
Rao5
[24]), we deduce that the trajectory S(t)u 0 decays slower than 1 t 1−l on the time t → ∞.
