Introduction 20
The identification and mapping of crops is important for estimating potential harvest as 21 well as for agricultural field management, and provides information for national and 22 multinational agricultural agencies, insurance agencies, and regional agricultural boards. 23
However, as of 2016 some local governments in Japan are still using manual effort to 24 document field properties such as crop type and location (Ministry of Agriculture, 25
Forestry and Fisheries, 2016). The high expense of these manual methods suggests a 26 necessity to develop more efficient techniques. Remote sensing technology is a very 27 useful tool for gathering a large amount of information simultaneously (Ryu et al., 28 2011) . While some in situ data is still required for generating and validating 29 classification models, remote sensing is generally also effective at reducing labour costs. 30
In the present study, the applicability of data acquired from Sentinel-1A C-SAR 31 temporal SAR data following annual plant growing cycles are useful for clarifying 36 temporal pattern changes (Costa, 2004) . While the use of exclusively backscattering 37 coefficients yielded an overall accuracy of less than 50% (Roychowdhury, 2016) , more 38 accurate classifications have been possible using a combination of Haralik textures, the 39 polarization ratio and the local mean together with the VV backscattering coefficients 40 (Inglada et al., 2016) . However, in some areas (including our study area) there were few 41 opportunities to obtain polarimetric Sentinel-1A data. 42
Some studies have shown that phenology features derived from optical sensors 43 are useful to estimate crop acreage (Nigam et al., 2015; Zhang et al., 2017 In addition to good quality remote sensing data, classification algorithms are 65 essential for generating accurate maps. Different machine learning approaches have 66 been used for image classification over the past two decades (Pal et al., 2013) . The 67 Support Vector Machine (SVM) has been one of the most effective classification 68 approaches, and has been widely used with a Gaussian kernel function (Burges, 1998 for potato, and 2.00-14.6 ha (median 1.92 ha) for wheat. 127
Satellite data 128
Sentinel-1A follows a sun-synchronous, near-polar, circular orbit at a height of 693 km 129 with a 12-day repeat cycle. The satellite is equipped with a C-band imager (C-SAR) at 130 5.405 GHz with an incidence angle between 20° and 45°. There are four imaging 131 modes: Strip Map (SM), Interferometric Wide-swath (IW), Extra Wide-swath (EW), 132
and Wave (WV). C-SAR also supports operation in dual polarisation (HH + HV, VV + 133 VH) (Torres et al., 2012 
Classification algorithm 154
A stratified random-sampling approach was used to divide the dataset into three parts: a 155 training set (50%), which was used to fit the models; a validation set (25%) used to 156 estimate prediction error for model selection; and a test set (25%) used for assessing 157 
where H is the hidden layer output matrix, Cr is the regulation coefficient, and T is the 221 expected output matrix of samples. When the feature mapping h(x) is unknown and the 222 kernel matrix of ELM is based on Mercer's conditions, the output function f(x) of the 223 KELM can be written as follows: 224
225 where k() is the kernel function of hidden neurons (here we applied the Radial Basis 226 Function (RBF) kernel). In our study, the regulation coefficient (Cr) and the kernel 227 parameter (Kp) were tuned. 228
Bayesian optimisation was applied for optimising the hyperparameters of the 229 machine learning algorithms. 230
Accuracy assessment 231
As a first step, the ability to separate the six crop types statistically was 232 evaluated using Jeffries-Matusita (J-M) distances (Richards, 1999) . J-M distance values 233 range from 0 to 2.0, with values greater than 1.9 indicating good separation, and values 234 between 1.7 and 1.9 fairly good separation. 235
The classification results were evaluated according to the two simple measures 236 of quantity disagreement (QD) and allocation disagreement (AD), which provide an 237 effective summary of a cross-tabulation matrix. QD is defined as the difference between 238 the reference data and the classified data based on a mismatch of class proportions, 239 while AD is the difference between the classified data and the reference data due to 240 incorrect spatial allocations of pixels in the classification. The sum of QD and AD 241 indicates the total disagreement (Pontius and Millones, 2011 applied to identify whether there were significant differences between the two 248 classification results (McNemar, 1947) . This test takes the lack of independent samples 249 into account by comparing how each point was either correctly or incorrectly classified 250 in two compared classifications. A chi-square value above 3.84 indicates a significant 251 difference between the two classification results at a 95% significance level. 252
The sensitivity of the classification models was determined using data-based 253 sensitivity analysis (DSA). This simple method performs a pure black box use of the 254 fitted models by querying the fitted models with sensitivity samples and recording their 255 responses. DSA is similar to a computationally efficient one-dimensional sensitivity 256 analysis (Kewley et al., 2000) , where only one input is changed at a time and the others 257 are kept at their average values. However, this method uses several training samples 258 instead of a baseline vector (Cortez and Embrechts, 2013) . and wheat, beetroot and grass, beetroot and maize, beetroot and wheat, grass and potato, 294 grass and wheat, maize and wheat, and potato and wheat. Distinguishing beetroot from 295 wheat was particularly straightforward since ten data types illustrated the distinction, 296 including VV polarisation (Sentinel-1A data) on 30 June and 24 July, and reflectance in 297 bands 2, 4, and 6-12. The VV polarisation on 24 July was useful for discriminating 298 between beans and wheat, beetroot and grass, beetroot and wheat, grass and potato, 299 maize and wheat, and potato and wheat. In contrast, VV polarisation on 13 May and 6 300 June and reflectance in band 3 were unsuitable for distinguishing crop types. 301
Accuracies and statistical comparison 302
Optimal values for combinations of parameters were (C, γ) = (2 9 , 2 -7 ) for SVM, (ntree Although J-M distance values between some crop combinations were lower than 311 1.0, the PAs and UAs derived using the machine learning algorithms were greater than 312 0.9, excepting those of SVM (PA and UA for maize were 0.849 and 0.882, respectively). 313
OAs were 96.0% for SVM, 95.7% for RF, 96.0% for FNN, and 96.8% for KELM; thus 314 all machine learning algorithms performed well in classifying agricultural crops. 315
However, the classification results were significantly different from each other based on 316
McNemar's tests (p < 0.05, Table 4 In contrast, identifying wheat fields was straightforward due to the large 336 differences between growth stages when compared to other crops; in addition, 337 cultivated wheat fields were already present at the acquisition date of Sentinel-2A. As a 338 result, only 1.1% (FNN) -7.9 % (SVM) of the misclassified fields were wheat fields, 339 the lowest error rate for each algorithms Beetroot was also easy to identify because it 340 had high productivity in mid-August and was the only vegetation present during its 341 growing season. In addition, the structure of beetroot (leaf rosettes) produced a simple 342 scattering pattern easy to identify from VV polarization data. Therefore, crop pairs with 343 J-M distances above 1.7 always involved beetroot, and beetroot was responsible for 344 only 2.3% (FNN) -13.2 % (SVM) of the misclassified fields. 345 <Figure 6> 346 Table 5 however, we used C-band SAR data while the above authors used X-band SAR data. 367
The dependence of these conclusions on the specific type of optical data should be 368 explored in future research. 369
Classification problems related to the borders of fields remain to be resolved. To 370 make good use of remote sensing data in geographic object-based image analysis 371 (GEOBIA), very fine resolutions of less than 1 m are required (Baker et al., 2013) . With the available information, it is difficult to evaluate the degree of certainty related 375 to the edges of the provided shape files provided. Future research is planned to address 376 this question. 377 <Table 5> 378
Sensitivity analysis 379
To clarify which variables contributed to the high overall accuracy of each algorithm, a 380 data-based sensitivity analysis (DSA) was conducted. The VV polarisation data 381 acquired on 24 July and band 4 showed the greatest potential for crop classification, 382 corroborating the results of J-M distance analyses (Figure 8 ). There was also support for 383 the strong dependence identified between the two datasets for RF (Figure 8) . Excluding 384 the VV polarisation data reduced the OA from 95.7 to 94.8%, a significant difference (p 385 < 0.05, McNemar's test). There was an increase in the importance of band 4 (from 16.2 386 to 21.7%) and the VV polarisation data (from 9.5 to 19.4%). A similar tendency was 387 identified for FNN; in this case, OAs decreased from 96.0 to 95.2%. While the VV 388 polarisation data acquired on 24 July also had some influence on the KELM 389 classification, high performance could still be yielded in its absence (OAs decreased 390 from 96.8% to 96.5%). Excluding it did not substantially influence KELM classification 391 accuracy. The most notable change was observed within band 6 (importance increased 392 from 6.3 to 8.9%). However there was little dependence on this band (which had a more 393 important role for SVM classification), and OA was still 96.0% when the VV 394 polarisation data were excluded. 395
These results suggest some vulnerabilities of RF in cross-year training and 396 classification, which is required for saving some manual effort related to collecting 397 training data. However, the other algorithms, especially KELM, might show high 398 performances in this area. 399
Conclusions 400
Sentinel-1A and 2A data are available free of charge and could be a valuable tool for 401 managing agricultural fields. Some local governments in Japan are already investigating 402 alternatives to manual documentation of field properties (including crop types and 403 locations) in the interest of reducing labour costs. This study investigates the differences 404 in classification accuracies among four classification algorithms (SVM, RF, FNN, and 405 KELM) using five Sentinel-1A images and one Sentinel-2A image with the aim of 406 determining the best method to generate crop maps. 407 We found that KELM generated the most accurate crop classification map for 408 the study area, with an overall accuracy of 96.8%. VV polarisation data acquired on 24 409
July played the most important role in the RF and KELM classifications. In contrast, 410 FNN was mostly dependent on band 4 data and SVM on band 6 data. KELM MTSBTCS-MDPS: Multi-temporal supervised binary-tree classification scheme -647 
