We are concerned with the existence of solutions to the following nonlinear Schrödinger system in R 3 ,
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Introduction
In this paper we are interested in the existence of solutions to the following nonlinear Schrödinger system in R 3 , [1, 12, 13, 20] . In the system, the functions ϕ 1 , ϕ 2 are corresponding condensate amplitudes, µ i and β are intraspecies and interspecies scattering length, describing interaction of the same state and different states, respectively. The positive sign of µ i (and β) represents attractive interaction, and the negative one represents repulsive interaction. The system (1.1) under consideration is derived from the study of standing waves to nonlinear Schrödinger system (1.3). Here by standing waves we mean solutions to (1.3) with the form of ϕ 1 (t, x) = e −iλ 1 t u 1 (x), ϕ 2 (t, x) = e −iλ 2 t u 2 (x)
for λ 1 , λ 2 ∈ R. This ansatz then gives rise to (1.1) satisfied by u 1 and u 2 .
Observe that the L 2 norm of solution to the Cauchy problem of (1.3) is conserved along time, namely for i = 1, 2, which denotes the number of particles of each component in Bose-Einstein condensates, or the power supply in nonlinear optics. Thus from a physical point of view, it is quite interesting to seek for solutions to (1.1) with prescribed L 2 norm. More precisely, for given a 1 , a 2 > 0, find (λ 1 , λ 2 ) ∈ R 2 and (u 1 , u 2 ) ∈ H × H satisfying (1.1) together with normalized condition (1.2), here the Sobolev space H := {u ∈ H 1 (R 3 ) :
equipped with the norm u
, where
Such solutions are often referred as normalized solutions. For the sake of convenience, in what follows we identify a solution (λ 1 , λ 2 , u 1 , u 2 ) to (1.1)-(1.2) with (u 1 , u 2 ). This is justified by the fact that (u 1 , u 2 ) is obtained as a critical point of energy functional
on the constraint S(a 1 ) × S(a 2 ), where
and λ 1 , λ 2 are then determined as Lagrange multipliers. The purpose of present paper is to investigate the existence of solutions to (1.1)-(1.2) under the assumption
, r 1 , r 2 > 1, r 1 + r 2 < 10 3 .
Note that under the assumption (H 0 ), the energy functional J restricted to S(a 1 ) × S(a 2 ) is bounded from below. Thus it is natural to introduce the following minimization problem
Clearly, minimizers to (1.4) are critical points of the energy functional J restricted to S(a 1 ) × S(a 2 ), then solutions to (1.1)-(1.2). We now address our main result. , then the compactness of any minimizing sequence to (1.4) is a straightforward result insured by the fact that the embedding H ֒→ L 2 (R 3 ) is compact. However, in our case such compact embedding is violated, which causes more difficult to discuss the compactness of minimizing sequence to (1.4) .
We now present the strategy to prove Theorem 1.1. Suppose {(u n 1 , u n 2 )} ⊂ S(a 1 ) × S(a 2 ) be an arbitrary minimizing sequence to (1.4) . Observe first that under the assumption (H 0 ), the sequence {(u n 1 , u n 2 )} is bounded in H × H, we then denote by (u 1 , u 2 ) the weak limit of {(u
. To this end, borrowing the spirit of the Lions concentration compactness principle [18, 19] , one requires to exclude the possibilities of vanishing and dichotomy. Notice that the energy functional J is not invariant under translations in R 3 , which enables that the classical result [19, Lemma I.1] is not suitable to avoid vanishing. Hence in order to rule out vanishing we take advantage of arguments in [3, 5] .
At this point it remains to rule out dichotomy. To do this, the heuristic ingredient is to establish the following strict subadditivity inequality a 2 ) and (b 1 , b 2 ) = (0, 0). With respect to one constraint minimization problem, the associated strict subadditivity inequality frequently benefits from scaling technique, see for instance [4, 11, 26] , we also refer to the proof of Theorem 3.1. However, when it comes to multiple constraints minimization problem, this technique is generally not applicable. Thus how to achieve strict subadditivity inequality in multiple constraints situation is much less understood in addition to some special cases, where constraints cannot be chosen independently, we refer to [21, 22, 24] . Besides, when dimension n = 1 we mention the papers [6, 7, 23] , where the authors established strict subadditivity inequality by means of crucially applying [2, Lemma 2.10], which indeed rests on an idea as introduced in [9] . The readers can also refer to [14] for an application of this result to a minimization problem in the case of dimension n ≥ 1. This result is however available under the condition that one can identify a radially symmetric minimizing sequence to associated minimization problem. Nevertheless, coming back to our minimization problem (1.4), it becomes hard to check (1.5) . For this reason, we employ the coupled rearrangement (see (2.7) for the definition) arguments as developed in Shibata [25] to remove dichotomy instead of (1.5), which essentially relies on the property that the coupled rearrangement reduces strictly the sum of gradient L 2 norm of two functions, for more details see the inequality (2.9). In fact, this is already an approach as presented in [15, 16] .
Defining
we now show the orbital stability of minimizers to (1.4) in the following sense.
Definition 1.1. We say the set G(a 1 , a 2 ) is orbitally stable, i.e. for any ε > 0 there exists
where (ϕ 1 (t), ϕ 2 (t)) is a solution to the Cauchy problem of (1.3) with initial datum (ϕ 1,0 , ϕ 2,0 ) for t ∈ [0, T ), T denotes the maximum existence time of solution, and · H×H stands for the norm in the Sobolev space H × H.
Remark 1.1. Note that under the assumption (H 0 ), the local well-posedness to the Cauchy problem of (1.3) is unknown. The point being that when 1 < r 1 , r 2 < 2, the interaction parts are not Lipchitz continuous. Therefore the orbital stability of minimizers to (1.4) is under condition.
Based upon Theorem 1.1, as a direct adaption of the classical arguments in [10] we obtain the following result. Since its proof is trivial, we will not provide it. Theorem 1.2. Assume (H 0 ). If the local existence of solution to the Cauchy problem of (1.3) holds. Then the set G(a 1 , a 2 ) is orbitally stable. This paper is organized as follows. In Section 2, we mainly recall some preliminary results concerning rearrangement, i.e. the Steiner rearrangement and the coupled rearrangement. In Section 3, we deal with an one constraint minimization problem, which can be regarded as a scalar case of minimization problem (1.4). The compactness of any minimizing sequence is achieved by applying directly the Lions concentration compactness. Finally, Section 4 is devoted to the proof of Theorem 1.1.
Notation. In this paper we write L p (R 3 ) the usual Lebesgue space endowed with the norm u
and H 1 (R 3 ) the usual Sobolev space endowed with the norm
We denote by ′ → ′ and ′ ⇀ ′ strong convergence and weak convergence in corresponding space, respectively.
Preliminary results
Firstly, notice that the energy functional J is well-defined in H × H. Indeed, since the embedding H ֒→ L p (R 3 ) is continuous for 2 ≤ p ≤ 6, and for r 1 , r 2 > 1,
, hence using the Hölder inequality,
The well-known Gagliardo-Nirenberg inequality for u ∈ H and 2 ≤ p ≤ 6,
and from (2.1) we have
where C = C (N, r 1 , r 2 , a 1 , a 2 , q) .
We now recall some rearrangement results. In the following, for any x ∈ R 3 we write x := (x ′ , x 3 ) with x ′ := (x 1 , x 2 ) ∈ R 2 and x 3 ∈ R. We begin with introducing the Steiner rearrangement. Let u : R 3 → R be a Lebesgue measurable function and vanish at infinity, here u is said to vanish at infinity if lim |x|→∞ u(x) = 0. For any t > 0,
we define the Steiner rearrangement u * by
where A * ⊂ R stands for the Steiner rearrangement of set A ⊂ R given by
and L n (A) is n-dimensional Lebesgue measure of set A ⊂ R n . In view of the definition (2.5), for any x ′ ∈ R 2 we see that the function x 3 → u * (x ′ , x 3 ) is nonincreasing with respect to |x 3 |, and u * (x ′ , ·) is equimeasurable to u(x ′ , ·), namely for any t > 0,
We now collect some properties enjoyed by the Steiner rearrangement, whose proofs are similar to the ones of the classical Schwartz rearrangement, see [17] for the classical Schwartz rearrangement.
Lemma 2.1. Assume 1 ≤ p < ∞, and u * be the Steiner rearrangement of u. Then
(1) u * and |u| is equimeasurable in R 3 , i.e. for any t > 0,
, and
(4) Let u, v be Lebesgue measurable functions and vanish at infinity, then
We now introduce the coupled rearrangement due to Shibata [25] . Suppose u, v : R 3 → R be Lebesgue measurable functions and vanish at infinity. For any t > 0, x ′ ∈ R 2 , we define the coupled rearrangement u * v by
where A * B ⊂ R is the coupled rearrangement of sets A, B ⊂ R given by
Noting the definition (2.7), for any x ′ ∈ R 2 we find that the function x 3 → (u * v)(x ′ , x 3 ) is nonincreasing with respect to |x 3 |, and for any t > 0,
We now summarize some facts concerning the coupled rearrangement. 
are positive, and satisfy that the functions
are nonincreasing with respect to |x 3 |, then
(4) Let u 1 , u 2 , v 1 , v 2 be Lebesgue measurable functions and vanish at infinity, then
Proof. The assertions (1)-(3) directly come from Lemma 2.2-Lemma 2.4 in [25] . To prove (4), one can make use of the approach to prove [25, Lemma A.2 ] with some minor changes.
The remarkable feature of the coupled rearrangement is the strict inequality (2.9). This result is somehow reminiscent as an extension of [2, Lemma 2.10] to high dimension. As we will see in the proof of Theorem 1.1, this property plays a crucially role to prevent dichotomy from occurring.
Next we show a Brezis-Lieb type result in H × H, whose proof can be done by adopting the virtue of proving [15 
where o n (1) → 0 as n → ∞.
One constraint minimization problem
In this section we shall deal with an one constraint minimization problem. Let µ > 0, 2 < p < 10 3 , and define energy functional I µ,p : H → R by
Apparently, using the Gagliardo-Nirenberg inequality (2.2) the energy functional I µ,p restricted to S(a) is bounded from below. Thus we introduce the following minimization problem
It is immediate to see that the function a → m µ,p (a) is continuous for any a ≥ 0. Our main result is the following. . Then any minimizing sequence to (3.1), up to translation, is compact in H.
In order to exploit the compactness of any minimizing sequence to (3.1), we apply the Lions concentration compactness principle [18, 19] . Thus we require to exclude the possibilities of vanishing and dichotomy. To rule out vanishing we employ a key ingredient coming from [3, Lemma 2.1], and to prevent dichotomy from taking place we establish the following strict subaddivity inequality by scaling technique m µ,p (a) < m µ,p (a − a 0 ) + m µ,p (a 0 ) for 0 < a 0 < a.
Despite the proof of Theorem 3.1 seems classical, however we provide it in order to be self-contained.
With the help of the previous lemma, we are able to prove that any minimizing sequence to (3.1) does not vanish. More precisely, we have the following result. . Assume {u n } ⊂ S(a) be a minimizing sequence to (3.1). Then there exists δ > 0 such that
Proof. Suppose by contradiction that R 3 |u n | p dx = o n (1), thus we have that
where Λ 0 is defined by (3.2) . Recalling the definition (3.3), we assume that λ 0 is achieved by some w ∈ H 1 (R 2 ) with R 2 |w| 2 dx ′ = 1, and let ϕ ∈ H 1 (R) satisfy R |ϕ| 2 dx 3 = a. Then for λ > 0 we set
On account of 2 < p < 10 3 , it follows from (3.5) that m µ,p (a) ≤ I µ,p (u) < aΛ 0 2 whenever λ > 0 small enough. However, this contradicts (3.4). We then end the proof. . Assume {u n } ⊂ S(a) be a minimizing sequence to (3.1). Then there exist a sequence {k n } ⊂ R and u ∈ H\{0} such that u n (x ′ , x 3 − k n ) ⇀ u in H as n → ∞.
Proof. Note that Lemma 3.2, because {u n } is bounded in H, by the interpolation inequality in Lebesgue space we then find that
holds for some δ 1 > 0. We apply the Gagliardo-Nirenberg inequality on T k , here
.
Notice that R
, summing above inequality with respect to k ∈ N and by (3.6) there holds
Since {u n } is bounded in H, it then yields from (3.7) that for any n ∈ N there admit k n ∈ N and δ 2 > 0 such that
We now put w n (x) :
is compact, therefore there exists u ∈ H\{0} such that w n ⇀ u in H as n → ∞. This concludes the proof.
Proof of Theorem 3.1. Assume {u n } ⊂ S(a) be a minimizing sequence to (3.1). In light of Lemma 3.3, it infers that there is a sequence {k n } ⊂ R so that w n (x) := u n (x ′ , x 3 −k n ) has a nontrivial weak limit u in H. Record that {w n } ⊂ S(a) is also a minimizing sequence to (3.1). At this point, to see the compactness of {w n } it suffices to deduce that u ∈ S(a). To do this, we argue by contradiction that 0 < a 0 := u 2 2 < a. By the Brezis-Lieb Lemma [8] ,
where we used the continuity of m µ,p (a) with respect to a ≥ 0.
Next we claim that
Indeed, defining v n := θ 1 2 w n ∈ S(θa) we have that
Due to θ > 1, p > 2, then it follows from Lemma 3.2 that (3.9) necessarily holds. Now using (3.9) we immediately obtain that
we then reach a contradiction from (3.8) . This concludes that u ∈ S(a). Thus we know that w n → u in L q (R N ) for 2 ≤ q < 6 as n → ∞. Applying the weak lower semicontinuity of the norm, we then find that I µ,p (u) ≤ m µ,p (a). Since m µ,p (a) ≤ I µ,p (u), it yields that I µ,p (u) = m µ,p (a) = I µ,p (w n ) + o n (1), from which we have that w n → u in H as n → ∞. Thus the proof is complete.
Proof of Theorem 1.1
In this section we aim at proving Theorem 1.1. To do this, we first collect some basic properties. c 2 ) , where a i = b i + c i and b i , c i ≥ 0 for i = 1, 2;
, where m µ,p (a) and Λ 0 are defined by (3.1) and (3.2), respectively.
Proof. (1) Let a 1 , a 2 ≥ 0, for any given (a 1 , a 2 ) we assume (a n 1 , a n 2 ) be a sequence satisfying a n 1 , a n 2 ≥ 0 and (a n 1 , a n 2 ) → (a 1 , a 2 ) as n → ∞. By the definition (1.4), for any ε > 0 there exists a sequence {(u n 1 , u n 2 )} ⊂ S(a n 1 ) × S(a n 2 ) such that
We now set
Since (a n 1 , a n 2 ) → (a 1 , a 2 ) as n → ∞, for n ∈ N sufficiently large it then follows from (4.1) that
On the other hand, for n ∈ N sufficiently large we similarly get that m(a n 1 , a
Hence m(a n 1 , a
(2) Recalling the definition (1.4), for any ε > 0 there are
Without loss of generality, we suppose that supp u i ∩ supp v i = ∅ for i = 1, 2. Thus define
(3) In view of (3.3), we assume that λ 0 is achieved by some w ∈ H 1 (R 2 ) satisfying
. On the other hand, from Theorem 3.1 we know that there exists
Because of 2 < p 1 < 10 3 , then m(a 1 , a 2 ) ≤ J(u 1 , u 2 ) < Λ 0 a 1 2 +m µ 2 ,p 2 (a 2 ) whenever λ > 0 sufficiently small. Analogously, by the same arguments we can obtain that m(a 1 , a 2 ) < m µ 1 ,p 1 (a 1 ) +
. Thus we finish the proof.
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Let {(u n 1 , u n 2 )} ⊂ S(a 1 ) × S(a 2 ) be a minimizing sequence to (1.4) . In view of the assumption (H 0 ), we then know from (2.3)-(2.4) that {(u n 1 , u n 2 )} is bounded in H × H. In the following we shall proceed by three steps to prove that {(u n 1 , u n 2 )}, up to translation, is compact in H × H.
Step 1: We claim that there is δ > 0 such that
Arguing by contradiction, without restriction we assume that R 3 |u
2 )} is bounded in H × H, using the interpolation inequality in Lebesgue it then comes from (2.1) that R 3 |u
this obviously contradicts the assertion (3) in Lemma 4.1. Thus we have proved that (4.2) holds.
Next applying the same virtue to prove Lemma 3.3, it follows from (4.2) that there are a sequence {y n 1 } ⊂ R and u 1 ∈ H\{0} such that u
Step 2: We claim that b 1 = a 1 . Suppose by contradiction that b 1 < a 1 . Taking into account the Brezis-Lieb Lemma,
This joints with Lemma 2.3 and the assertion (1) in Lemma 4.1, we assert that
Using the assertion (2) in Lemma 4.1, it results from above inequality that
In order to obtain a contradiction we now consider two cases b 2 < a 2 and b 2 = a 2 . We first deal with the case b 2 < a 2 . In this case, assume {(w n 1 , w n 2 )} be a minimizing sequence to m(a 1 − b 1 , a 2 − b 2 ). Reasoning as before, we can similarly obtain that there admit a sequence {z n 1 } ⊂ R, w 1 ∈ H\{0} and w 2 ∈ H such that w 
as well as
Now by means of (4.4) and (4.6),
Notice that (2.6), there holds
then as a result of the assertions (2)-(4) in Lemma 2.1, we deduce from (4.5) and (4.7) that
here u * denotes the Steiner rearrangement of u given by (2.5). This implies that (u * 1 , u * 2 ) and (w * 1 , w * 2 ) are solutions to (1.1) with some (λ 1 , λ 2 ) ∈ R 2 . Hence by the elliptic regularity theory we have that u * i , w * i ∈ C 2 (R 3 ). Furthermore, the maximum principle reveals that u * i , w * i > 0 for i = 1, 2. We now apply (2.8), then This together with the assertion (2) in Lemma 4.1, we then reach a contradiction from (4.8). Next we consider the case that b 2 = a 2 . In this case we are able to similarly obtain a contradiction by the same arguments. As a consequence, we have proved that b 1 = a 1 . This indicates that u 1 ∈ S(a 1 ). Moreover thus we already reach a contradiction from (4.14). Therefore (4.13) holds, which indicates that there exists y ∈ R such that y n 1 = y n 2 +y +o n (1). We now define ϕ 
