Abstract. Since the lack of Brunn-Minkowsk inequality and constant rank theorem, the uniqueness of solutions to Lp-Christoffel-Minkowski problem for p < 1 is a very difficult and challenging problem. In this paper, we make some progresses on this problem and prove a uniqueness theorem for p < 1.
Introduction
The L p -Christoffel-Minkowski problem which is equivalent to solve the following PDE
arises naturally in the L p -Brunn-Minkowski theory, see [14, 17] . The L p -Minkowski problem (k = n) has been extensively studied during the last twenty years after the seminal work of Lutwak [14] , see [1, 5, 16, 15] for motivation and see also [17] for the most comprehensive list of results. When p > 1, the existence and uniqueness of solutions are well understood. However, when p < 1 the uniqueness of solutions to the L p -Minkowski problem is very subtle, and indeed it was shown in [11] that the uniqueness fails when p < 0 even restricted to smooth originsymmetric convex bodies. Recently, Brendle-Choi-Daskaspoulos [2] shows the uniqueness holds true for 1 > p > −1 − n and ψ ≡ 1, and Chen-Huang-Li-Liu [3] prove the uniqueness for p close to 1 and even positive function ψ.
For k < n, if p ≥ 1, under a sufficient condition on the prescribed function ψ, the existence and uniqueness of solutions to L p -Christoffel-Minkowski problem are also well understood through Guan-Ma's work [8] for p = 1, Hu-Ma-Shen's work [12] for p ≥ k + 1 and Guan-Xia' work [9] for 1 < p < k + 1 and even prescribed data, by using the constant rank theorem. See also [10] for the proof of uniqueness and [13] for a simple proof. But for p < 1, since the lack of Brunn-Minkowsk inequality and constant rank theorem, the uniqueness is a very difficult and challenging problem. As far as I know, the uniqueness for p < 1 is unknown until now. In this paper, we make some progresses in this direction for ψ ≡ 1.
We consider the uniqueness of solutions to the following L p -Christoffel-Minkowski problem:
where u ij are the second order covariant derivatives with respect to any orthonormal frame {e 1 , e 2 , ..., e n } on S n , δ ij is the standard Kronecker symbol and σ k is the k-th elementary symmetric function. To ensure the ellipticity of (1.2), we have to restrict the class of functions.
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belongs to Γ k for all x ∈ S n , where Γ k is the Garding's cone
We mainly get the following result.
Our proof is motivated by the idea of Choi-Daskaspoulos [4] and Brendle-Choi-Daskaspoulos [2] in which they show the self-similar solution Σ of α-Gauss curvature flow satisfying the equation
is a sphere when α > 1 n+2 , where Σ is an embedded, strictly convex hypersurface in R n+1 given by X : S n → R n+1 , K and ν are the Gauss curvature and out unit normal of Σ respectively. Their result is also equivalent to say that the L p -Minkowski problem (1.2)(k = n) has the unique solution u ≡ 1 for 1 > p > −n − 1. In [4, 2] , the authors introduce two important functions:
and
which are the key to their proof, where λ 1 (h ij ) and λ 1 (b ij ) are the smallest and biggest eigenvalues of the second fundamental form h ij of Σ and its inverse matrix b ij respectively, u : S n → Σ ⊂ R n+1 is the support function of Σ. Later, Gao-Li-Ma [7] and Gao-Ma [6] use this two functions above to study the uniqueness of closed self-similar solutions to σ α k -curvature flow following the idea of [4, 2] . In fact, in [7] the authors consider the following general equation
where S is a 1-homogeneous smooth symmetric function of the principle curvatures κ i . Under some assumptions on S, they show Σ = X(S n ) is a round sphere for α ≥ 1. Examples of 
(In this case, the Z function (1.5) is just the original Z function (1.3).) To overcome this difficulty, the easiest way is to choose f such that kσ k f − n n i=1 σ k−1 (λ|i)λ 2 i = 0. So, we need to modify the Z function. We introduce the following two functions:
where λ n ≤ ... ≤ λ 2 ≤ λ 1 are the eigenvalues of the matrix
is also the (k − 1)-th elementary symmetric function of λ = (λ 1 , λ 2 , ..., λ n ) with λ i = 0. Remark 1.1. We can propose the following questions:
(i) When k = n our result does not cover the previous result in [4, 2] , then it is natural to ask if one can improve it.
(ii) Can we Theorem 1.2 hold true without the assumption on the positive semi-definite of u ij + uδ ij ?
(iii) Can we construct some non-uniqueness examples of solutions to (1.2) for p < 1 − k?
2. The proof of Theorem 1.2
We denote by
.., and so on, where D is the standard Levi-Civita connection on S n . Set b ij = u ij + uδ ij , we denote by λ n ≤ ... ≤ λ 2 ≤ λ 1 are the eigenvalues of {b ij }, arranged in decreasing order. Each eigenvalue defines a Lipschitz continuous function on S n .
We recall the following Lemma which is similar to Lemma 5 in [2] .
Lemma 2.1. Suppose that ϕ is a smooth function on S n such that
Let m denote the multiplicity of the biggest eigenvalue at p, so that
Then, we have
Moreover,
We also need Lemma 4.4 in [7] which statement as follows. 
Now, we begin to prove Theorem 1.2. Set
where β = p−1+k 2k > 0, λ 1 , ..., λ n are the eigenvalues of {b ij }, λ n ≤ ... ≤ λ 1 . Our proof is divided into two steps.
Step 1: we will prove λ 1 (x 0 ) = λ 2 (x 0 ) = ... = λ n (x 0 ) and |Du|(x 0 ) = 0 for any x 0 ∈ {x ∈ S n : W (x) = max S n W }.
Assume W (x) attains its maximum at x 0 . As above, we denote by m the multiplicity of the biggest eigenvalue at x 0 . Let us define a smooth function ϕ such that
Since W attains its maximum at x 0 , we have ϕ(x) ≥ λ 1 everywhere and λ 1 = ϕ at x 0 . Choose a coordinate at x 0 such that
Taking (2.1)'s value at x 0 results in 0 = u i λ 1 + ub 11;i − 2βu i λ i .
Thus,
which implies together with Lemma 2.1 u i (x 0 ) = 0 for 2 ≤ i ≤ m. Taking (2.2)'s value at x 0 results in 
Differentiating it again
Due to the concavity of σ
which results in together with Lemma 2.2 by noticing that the forth and fifth terms in the right hand of the equation in Lemma 2.2 are negetive
where we use the following inequality to get the last inequality
in view of the assumption on the positive semi-definite of u ij + uδ ij . Thus, λ 1 (x 0 ) = λ 2 (x 0 ) = ... = λ n (x 0 ) and |Du|(x 0 ) = 0.
Step 2: we want to show that {x ∈ S n : W (x) = max S n W } is an open set. We define
where
which is a 1-homogeneous convex function satisfying f (1, 1, . .., 1) = n, since u is k-convex. We will prove for any x 0 ∈ {x ∈ S n : W (x) = max S n W }, there exists a small neighborhood U (x 0 ) of x 0 such that
Denoting by f i = ∂f ∂λ i and f ij = ∂ 2 f ∂λ i ∂λ j . For any x ∈ U (x 0 ), we choose a coordinate at x such that
Then, we have at x 
