ATM Networks are high speed networks with guaranteed quality of service. The main cause of congestion in ATM networks is over utilization of the physical bandwidth. Unlike constant bit rate traffic, the bandwidth reserved by variable bit rate (VBR) traffic is not fully utilized at all instances. Hence, this unused bandwidth is allocated to available bit rate traffic (ABR). As trle bandwidth used by VBR traffic changes, available bandwidth for ABR traffic varies, i.e., available bandwidth for ABR traffic is inversely proportional to the bandwidth used by the VBR traffic. Based on this fact, a rate based congestion control algorithm, Explicit Allowed Rate Algorithm (EARA), is presented in this paper. EARA is compared with Proportional Rate Control Algorithm (PRCA) and Explicit Rate Indication Congestion Avoidance Algorithm (ERICA), under congestion and faimess configurations. The results show that, with minimal overhead on the switch, EARA significantly decreases the required buffer space and improves the network throughput.
Introduction
Asynchronous transfer mode (ATM) is a means of transferring data in a BISDN (Broadband Integrated Services Digital Network) network. It supports different traffic types including constant bit rate (CBR), real time variable bit rate (RTVBR), non-real time variable bit rate (NRTVBR), available bit rate (ABR) and unspecified bit rate (UBR), with guaranteed quality of service. For efficient bandwidth utilization, ATM supports bandwidth on demand to all users by using the method of statistical multiplexing i.e., the statistical mean rate is taken into account while admitting a connection rather than its peak rate. Statistical multiplexing increases the bandwidth utilization but tends to cause congestion in the network. For example, if VBR users increase their transmission rate, the physical link's bandwidth will be over utilized. This will eventually lead to buffer overflow and cell loss. In ATM networks, if a cell is lost, the source retransmits the
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In a nut shell, it is seen that congestion in ATM networks is mainly caused by statistical fluctuation of VBR traffic. In this paper, a simple rate based traffic management algorithm for ATM networks, called Explicit Allowed Rate Algorithm (EARA), is presented. EARA efficiently manages ABR traffic flow in correspondence with CBR and VBR traffic load. It supports all traffic types with the required quality of service, utilizes the bandwidth efficiently, transmits ABR traffic at the fastest possible rate, and avoids congestion, hence requiring less buffer space.
Explicit Allowed Rate Algorithm (EARA)
With statistical multiplexing, it is seen that the bandwidth used by the VBR traffic type has a direct impact on ABR transmission rate. Based on this observation, the switches running EARA dynamically find out the available bandwidth and explicitly inform the allowed transmission rate to all ABR sources by using RM cells.
Call Admission
A source is admitted into the network if all its QoS (Quality of Service) requirements can be supported. When a CBR or VBR source is admitted, if the used bandwidth becomes more than the total bandwidth, then the allowed explicit rate for ABR sources are calculated (please refer the next section for details on Fair Share calculation) and if there is any change in the allowed rate, then an RM cell will be generated. The same admission algorithm is used for simulating PRCA and ERICA. Generation of RM cells by the switch, when the current used rate exceeds the physical bandwidth, is executed only for EARA as the other two switch algorithms do not generate RM cells.
Flow Control
The source and the destination behavior for EARA are as specified in the ATM Foriim Traffic Management Specifications [S] , with an additional time-stamp mechanism in source. As BRM cells are generated by the allowed explicit rate calculation, the CCR is taken into switches when necessary, the time-stamp on the source is account, rather than the allowed rate (use-it-or-lose-it This time-stamp indicates the time of RM cell creation.
When an ABR source receives an RM cell, it checks the stored time-stamp against the one in the RM cell. If the time-stamp on the RM cell is greater than the stored timestamp, then it changes its allowed rate (ACR) and keeps the new time-stamp. Otherwise, it discards the RM cell and continues transmitting at the current ACR. This mechanism ensures that the source uses the latest allowed rate specified by the network. If the new allowed-rate is less than the current allowed-rate, it implies that the switch bandwidth is overutilized and there is a potential for congestion. 
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The switch monitors its load periodically, according to the rate-monitor-interval. This interval depends on the peak rate of all admitted VBR VCs. It is proportional to the time required for the VBR VC (which has the highest peak rate among all VBR VCs currently in the network) to transmit a cell at its peak rate. When a new VBR source is admitted, the rate-interval is updated if required.
When an RM cell is received %om the source, the CCR used by the source is noted on the switch. For fair utilized. Hence RM cells are sent in the forward direction to the destination, which in tum reverses the direction and sends it back to the source. This is done in order to ensure that all switches in the path from source to destination can support the explicit rate set in the RM cell. If any switch on the path cannot support this rate, the RM cell is dropped by that switch.
Advantages and Disadvantages
With EARA, the queue length is maintained at a very low level and ABR users are granted the maximum possible rate at all instance. RM cells are generated only when required by the network. It is generated as a preventive congestion mechanism rather than using it only for notifying the ER, when the switch is congested. It is used for both decreasing as well as increasing the bandwidth allocated to ABR VCs. Congestion detection depends mainly on the current VBR traffic transmission rate. Hence, RM cells must be generated, explicitly specifying the fair allowed rate for ABR VCs, when the total rate used by VBR traffic changes. 
Performance Analysis

Generation of VBR Traffic
Typically, VBR applications have varying amount of data transmitted in a continuous manner. Real-time VBR traEc is simulated by generating 30 frames per second. In other words, a frame is generated every 33 milliseconds. The number of cells in each frame varies. Hence, having variable bit rate. The number of cells in the n' frame h(n) is determined by the 2"d order Auto Regressive model [AR(2)][1,4]; h(n) = ah(n-1) + bo(n), where a and b are constants and o(n) is a Cuassian random variable with a mean m. The mean E(h) and the aut ovariance of the bit rate C(n) are equal to:
E(h) = bm/( 1 -a); C(n)= b2a"/( 1 -a');
From these two equations, the values of a and b are determined. Non-real-time VBR traffic is generated by alternating busy and idle periods. Busy periods are for a constant time (16 milliseconds ). The number of frames generated per busy period is either 0 or 1. The number of cells in a frame is determined by AR(2). Idle periods are generated exponentially with an average of 16ms. The above generated traffic, as shown in Table 3 .2, results in the bit rate that approximates what is given in reference [SI. 
Simulation Configurations
Simulation Results a n d Analysis
Congestion control of the simulated algorithms are compared by evaluating the total time taken to complete message transmission, the buffer size required at any instance, and bandwidth usage. Fairness is evaluated by looking at the average time taken for message transfer in each group as well as the bandwidth used at each switch.
In fairness configuration, only ERICA and EARA's results are shown and analyzed as PRCR's performance does not play a significant roll.
Congestion Configuration Message Transfer Time
Message transfer time is the period a VC is actively transferring data. A VC is active from the time it is admitted into the network until the source releases the bandwidth to the network. VCs are generated at Poisson arrival rate. This in turn determines the starting time for each VC. The total t1n.e taken by each VC under simulation of different algorithms is shown in Figure 3. 
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From the results shown in the figure, it can be seen that the total time taken for transferring all messages using EARA and ERICA is approximately 1/8" the times required using PRCA. This is because PRCA starts off at a low initial rate and keeps increasing its rate very slowly. It has no information about the network load and hence cannot make use of all the available bandwidth. Thus, this algorithm takes the longest time to complete transmission. It can also be seen that the time to complete message transmission by ABR sources with EARA increases and then decreases, according to their starting time. This is because the switch allocates a lower transmission rate when its input load is higher than the output load. This helps to keep the queue size and cell loss at a very low level. As the congestion diminishes, EARA allows ABR sources to transmit at higher rates. Hence, ABR sources complete transmitting faster when there is no congestion.
ABR sources seem to complete transmitting faster with ERICA during congestion as in the simulation the buffer size is infinite. If the buffer size is limited, then It can be seen from Figure 3 .5 that PRCA does not utilize its bandwidth efficiently, since it does not monitor the load on the switch. ERICA seems to allow its sources to transmit at high rates even during congestion. This can eventually lead to buffer overflow and hence, cell loss.
When EARA detects over utilization of the bandwidth, it avoids congestion by decreasing the allowed transmission rate of ABR users according to the number of cells accumulated in the queue. This helps the switch to transmit the cells already in the queue. Though the RM cells seem to increase the queue size, it eventually increases the overall bandwidth utilization. As congestion diminishes, the allowed bandwidth for ABR sources increases, thus allowing the sources to transmit at higher rates. Hence, it can be concluded that E utilize the bandwidth at all instances with detection and hence its avoida
Fairness Configuration
Total Time
Group From the above tables, it can be seen that the difference in the average time taken by similar groups using EARA is lesser than that of ERICA. Hence, it can be concluded that EARA is fairer than ERICA.
Bandwidth Usage
The number of groups (VCs) passing through switch 1 and switch 5 are the same. Similarly, the number of VCs passing through switches 2, 3, and 4 are the same. Hence the bandwidth used in each of these switch groups must be almost the same.
The above simulation results clearly illustrate that, unlike ERICA, the bandwidth used in switches 1 and 5 are almost the same in EARA. The unfairness of ERICA is more obvious for switches farther apart [lO] . Thus, it can be clearly seen that EARA is fairer than ERICA. 
Conclusion
In this paper, a new protocol, Explicit Allowed Rate Algorithm (EARA), for congestion control in ATM networks has been proposed. EARA detects congestion at a very early stage, hence making it possible to avoid congestion. Switches using EARA need a very small buffer space and bandwidth is fully utilized at all instances. ABR traffic sources can transmit at the highest rate that is possible for the link (along the path to the destination) to support. In other words, as expected, it takes a longer time when congestion is detected in the network. Otherwise, it completes transmission at the minimum time.
