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Рассматривается задача оптимизации параметров технических систем, структура которых 
уже определена и может быть представлена последовательно-параллельными орграфами. Предпо-
лагается, что совокупность искомых проектных параметров системы может быть приписана ду-
гам орграфа, а условия функционирования системы могут быть заданы ограничениями (равенствами 
и неравенствами) на значения некоторых функций, монотонно зависящих от искомых параметров. 
В качестве критерия выбора оптимальных решений рассматривается минимизация квазисепара-
бельной функции, зависящей как от параметров дуг орграфа, так и от их суммарных значений. 
Введение 
В комплексе оптимизационных задач, возникающих в системах автоматизированного 
проектирования, планирования и управления, значительное место занимают задачи, которые 
могут быть достаточно адекватно сформулированы в терминах оптимизации параметров дуг 
сети при надлежащем выборе целевой функции и ограничений. В частности, математическими 
моделями такого вида могут быть представлены задачи оптимального выбора параметров мно-
гозвенных механических трансмиссий различной структуры на начальном этапе их проектиро-
вания [1]. Эти модели могут быть как детерминированными, в которых случайный характер 
различных проектных и эксплуатационных факторов учитывается опосредованно, так и веро-
ятностными, предполагающими прямой учет имеющейся информации о случайном характере 
всех либо части этих факторов. Ниже рассматривается один из классов таких задач. 
1. Постановка задачи 
Рассматривается класс последовательно-параллельных орграфов (ПП-орграфов), который 
является подмножеством класса ориентированных мультиграфов с одним источником и одним 
стоком. Этот класс может быть определен следующим образом [4]. Орграф G, состоящий из 
двух вершин s и t, которые соединены дугой (s, t), является базовым, или минимальным,                   
ПП-орграфом. Вершина s называется источником, а вершина t – стоком ПП-орграфа G соот-
ветственно. В дальнейшем будем обозначать их через s(G) и t(G). Составной ПП-орграф может 
быть получен из двух ПП-орграфов G1 и G2 с помощью следующих двух операций композиции. 
Последовательная композиция заключается в отождествлении стока t(G1) орграфа G1 с источ-
ником s(G2) орграфа G2 (s(G)=s(G1), t(G)=t(G2)), а параллельная композиция – в отождествлении 
источников s(G1) и s(G2) и стоков t(G1) и t(G2) (s(G)=s(G1) =s(G2), t(G)=t(G1)=t(G2)).  
ПП-орграфы принято представлять в виде двоичного декомпозиционного дерева [4], в ко-
тором листьями (висячими вершинами) являются дуги исходного графа G, остальными верши-
нами – операции последовательной (+) и параллельной (//) композиции, а ребра соединяют под-
графы, участвующие в композиции соответствующего подграфа более высокого уровня. Дан-
ное представление не единственное, для одного и того же ПП-графа может существовать не-
сколько его различных декомпозиционных деревьев. В [5] предложен алгоритм, по которому 
можно найти некоторое такое представление за линейное время от числа дуг. 
В настоящей работе, как и в [3], используется метод представления ПП-орграфов, ос-
нованный на операциях последовательной и параллельной композиции над несколькими 
графами. При последовательной композиции ПП-орграфов G1, G2, …, Gm последовательно 
для i = 1, 2, …, m–1 отождествляется сток t(Gi) орграфа Gi с источником s(Gi+1) орграфа Gi+1 
(s(G)=s(G1), t(G)=t(Gm)), а при их параллельной композиции отождествляются между собой 
источники s(Gi) (s(G)=s(G1)=s(G2)=...=s(Gm–1)=s(Gm)) и стоки   t(Gi) (t(G)=t(G1)=t(G2)=...= 
=t(Gm–1)= t(Gm)) соответственно. В этом случае ПП-орграф представляется единственным 
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образом его декомпозиционным деревом, в котором по-прежнему листьями являются дуги 
исходного графа G, остальными вершинами – операции последовательной и параллельной 
композиции, а ребра соединяют подграфы, участвующие в композиции соответствующего 
подграфа более высокого уровня. Для этого дерева характерным является то, что на каждом 
уровне его вершин (длине пути из корня дерева) используется одна и та же операция компо-
зиции (последовательной или параллельной). 
Пусть R1, R2 и R3 – некоторые подмножества действительных чисел. На множествах R1 и 
R2 заданы бинарные операции • и ⊕ соответственно, а на множестве R3 – бинарные операции ⊗ 
и D . Предполагается, что все операции обладают свойствами ассоциативности и коммута-
тивности и не убывают по своим операндам, т. е. a•b≤ c•b и a•b≤ a•d, если a < c и b < d. Будем 
предполагать также, что операции • и ⊕ образуют абелеву группу на соответствующем под-
множестве. В этом случае в множествах R1 и R2 существуют нейтральные элементы 1(•) и 1(⊕) 
(называемые также единицами), для которых a•1(•)=a и b⊕1(⊕)=b для любых элементов a из R1 
и b из R2, а также существуют такие обратные элементы a–1 и b–1, что a•a–1=1(•) и b⊕b–1=1(⊕). 
Заметим, что при сделанном предположении операции • и ⊕ строго возрастают в силу единст-
венности обратного элемента в абелевой группе. 
Задан ПП-орграф G=(V,E) с множеством вершин V и множеством дуг E с источником s и 
стоком t. Каждой вершине v∈V сопоставлена функция Mv:R1→R2, а дуге e∈E – отрезки 
[x(e), x (e)] из R1 и [p(e), p (e)] из R3, а также неубывающая по последнему аргументу функция 
Me:R1×R1×R3→R2. 
Обозначим соответственно через v1(e) и v2(e) начальную и конечную вершины дуги e∈E, 
а через L(v1,v2)={Lk(v1,v2)|k=1, …, r(v1,v2)} – множество ориентированных путей в орграфе G из 
вершины v1 в вершину v2. Положим Lk(v)=Lk(s,v) и r(v)=r(s,v). 
Пусть x=(x(e)|e∈E) – вектор с компонентами x(e) из R1. Для пути Lk(v)=(s=v0,e1,v1, …, vr–1, 
er,vr, …, vl–1,el,vl=v), vr–1=v1(er), vr=v2(er), r=1, …, l, и вектора x определим функцию ck(v, x) с по-
мощью следующих рекуррентных соотношений: 
 
 ck(v, x) = lkc (v, x); (1) 
 
 rkc (v, x) = 
1−r
kc (v, x) • x(er), r=1,…,l; (2) 
 
 0kc (v, x) = 1(•). (3) 
 
Предполагается также, что на множестве векторов вида p=(x(e)|e∈E) с компонентами p(e) 
из R3 задана функция Φ, которая определяется операциями ⊗ и D  рекуррентным образом в со-
ответствии с деревом декомпозиции орграфа G.  
Для произвольного подграфа G0=(V0,E0) орграфа G обозначим через 0GΦ (p) сужение 
функции Φ на множество дуг E0. Положим })({eGΦ (p)=p(e), где G({e}) – подграф, порожден-
ный дугой e. Если подграфы G1, G2, …, Gm представляют собой элементы последовательной 
или параллельной композиции орграфа G, то GΦ (p) = 1GΦ (p) ⊗ 2GΦ (p) ⊗ … ⊗ mGΦ (p) и 
GΦ (p) = 1GΦ (p) D  2GΦ (p) D  … D  mGΦ (p) соответственно. 
Примерами функции Φ(p) являются функции 
 
 
 Φ(p) = min{p(e)|e∈E}; (4) 
 




 Φ(p) = min{ ∏
∈ )(tLe k
p(e)|k=1,…,r(s, t)}. (6) 
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Нетрудно показать, что функция (4) может быть определена как функция GΦ (p), если в 
качестве операций ⊗ и D  принять операцию взятия минимума. Аналогично функция (5) может 
быть определена операциями умножения в качестве операций ⊗ и D , а функция (6) – операцией 
умножения в качестве операции ⊗ и операцией взятия минимума в качестве операции D .  
Исходная задача заключается в отыскании для заданного действительного числа P0 из R3 




⊕ Me(c1(v1(e),x),x(e),p(e)) ⊕  
Vv∈
⊕ Mv(c1(v,x))→min; (7) 
 
 ck(t,x) = c*, k=1,…,r(s,t); (8) 
 
 x(e)∈[x(e), x (e)], e∈E; (9) 
 
 GΦ (p) ≥ P0; (10) 
 
 p(e)∈[p(e), p (e)], e∈E. (11) 
 
Подобные задачи с операциями сложения в качестве операций + и ⊕ и функцией (4) в ка-
честве GΦ (p) рассматривались в [1].  
С целью упрощения обозначений далее используются символы: «+» для обозначения 
операции •, ∑  для этой операции над несколькими операндами, «–» для ее обратной опера-
ции и «0» для ее нейтрального элемента. 
2. Анализ задачи 
Выясним сначала вопрос о существовании допустимого решения задачи (7)–(11), т. е. со-
вместности ограничений (8)–(11). В силу неубывания функции Φ по своим аргументам условия 
(10), (11), очевидно, выполняются тогда и только тогда, когда Φ( p )≥ P0, где p  = ( p (e),e∈E).  
Перейдем теперь к исследованию совместности ограничений (8), (9). Обозначим через X 




∈ ),( 21 vvLe k
x(e)|k=1,…,r(v1,v2)}; 
 
 c (v1,v2)=min{ ∑
∈ ),( 21 vvLe k
x (e)|k=1,…,r(v1,v2)}. 
 
Нетрудно показать, что справедливо 
Утверждение 1. Если граф G является ПП-орграфом, то X≠∅ тогда и только тогда, когда 
выполняются следующие соотношения: 
 
 c(s,t)≤ c*≤ c (s,t); (12) 
 
 c(v1,v2) ≤ c (v1,v2), v1,v2∈V, L(v1,v2)≠∅. (13) 
 
Следует заметить, что условия (12) и (13) не являются достаточными для непустоты 
множества X, если G не является ПП-орграфом.  
Пример на рис. 1 показывает, что условия (12) и (13) не являются достаточными для не-
пустоты множества X, если G не является ПП-орграфом. Здесь в качестве множества R1 рас-
сматривается множество действительных чисел, а в качестве операции «+» – обычная операция 
суммирования. 
В квадратных скобках приведены допустимые диапазоны [x(e), x (e)] для дуг орграфа G. 
Условия (12) и (13) выполняются для графа G при c*∈[6, 11], поскольку c(s,1)=1, c (s,1)=4, 
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c(s,2)=5, c (s,2)=6, c(s,3)=3, c (s,3)=3, c(s,t)=6, c (s,t)=11, c(1,2)=1, c (1,2)=2, c(1,3)=2, c (1,3)=2, 
c(1,t)=3, c (1,t)=7, c(2,t)=1, c (2,t)=5, c(3,t)=1, c (3,t)=20. Здесь и далее курсивом показаны но-
мера вершин орграфов. 
                                      3
          [1,3]                    [2,2]                          [1,20]
              [1,4]                   [1,2]                    [1,5]
   s                            1                       2                                 t
                             [5,20]
 
Рис. 1. Пример к утверждению 1 
 
Для всех x∈X значение ∑
∈ ),( 21 vvLe k
x(e) должно быть одно и то же для всех путей {Lk(v1,v2)| 
k=1,…,r(v1,v2)} и пар вершин v1,v2∈V, а такого вектора не существует. Действительно, x(e) 
должно быть не меньше пяти для дуги из вершины s в вершину 2. Следовательно, значение x(e) 
должно быть не меньше трех для дуги из вершины s в вершину 1 и x(e) должно быть не меньше 
пяти для дуги из вершины s в вершину 3, что невозможно, поскольку это значение не может 
быть больше трех. 
Значения c(v1,v2) и c (v1,v2) могут быть найдены с помощью алгоритма поиска кратчай-
ших (критических) путей между всеми вершинами, трудоемкость которого O(|V|3). Ниже пред-
лагается алгоритм проверки совместности ограничений (8) и (9) трудоемкости O(|E|), исполь-
зующий декомпозиционное дерево орграфа G. Алгоритм заключается в последовательном вы-
числении для каждого уровня декомпозиционного дерева (начиная с самого нижнего уровня) 
характеристик x(Gi) и x (Gi) составляющих его подграфов и проверке условия x(Gi) ≤ x (Gi). 
Характеристики x(G) и x (G) вычисляются следующим образом. 
Пусть орграф G получен в результате последовательной или параллельной композиции 








x (Gi) в первом случае, а во вто-
ром – x(G)=max{x(Gi)|i=1,…,m} и x (G)=min{ x (Gi)| i=1,…,m}. Если подграф Gi состоит из 
единственной дуги e, то полагается x(Gi)=x(e) и x (Gi)= x (e). Нетрудно видеть, что 
x(G)=c(s(G),t(G)) и x (G)= c (s(G),t(G)). Следовательно, если x(Gi)> x (Gi) для некоторого под-
графа Gi, то задача (7)–(11) не имеет решения, так как в этом случае нарушается необходимое 
условие (13) непустоты множества X. 
Определим для каждой вершины v∈V значения β(v) и β (v) с помощью следующего алго-
ритма. Как будет показано ниже, эти значения определяют диапазон возможных значений 
c1(v,x) для векторов x∈X. В рассматриваемом алгоритме { ikG |i=1,…,nk} – множество подграфов 
исходного графа, соответствующих k-му уровню его декомпозиционного дерева, а 
{ ijkG |j=1,…,nki} – множество подграфов графа ikG , полученных при его декомпозиции. 
Алгоритм определения диапазонов значений c1(v, x) 
Шаг 1. Положить β(s) = β (s) = 0, β(t) = β (t) = c*. 
Шаг 2. Для каждого k-го уровня последовательной декомпозиции в порядке убывания k и 
для каждого i=1,…,nk положить: 
а) c=0, c =0; 
б) для каждого j=1,…,nki–1  
 c=c+c(s( ijkG ),t(
ij




kG ));  




 c(s( ikG ),t(
ij




kG ))= c ;  
 
 c(t( ijkG ),t(G




kG ))= x (
i
kG )– c ; 
 
 β(t( ijkG ))=max{β(s( ikG ))+c(s( ikG ),t( ijkG )), β(t( ikG ))– c (s( ijkG ),t( ikG ))}; (14) 
 
 β (t( ijkG ))=min{ β (s( ikG ))+ c (s( ikG ),t( ijkG )), β (t( ikG ))–c(s( ijkG ),t( ikG ))}. (15) 
 
Продемонстрируем работу алгоритма на примере ПП-орграфа G (рис. 2), на котором в 
квадратных скобках приведены допустимые диапазоны [x(e), x (e)] его дуг. В табл. 1 приведены 
значения x(Gi) и x (Gi) составляющих подграфов декомпозиционного дерева орграфа G (рис. 3). 
Результаты вычислений приведены в табл. 2 для c*=10. Поскольку c(s,4)=4, c (s,4)=6, c(4,t)=4 и 
c (4,t)=5, то в силу (14) β(4)=max{β(s)+c(s,4), β(t)– c (4,t)}=max{0+4,10–5}=5, а в силу (15) 
β (4)=min{β (s)+ c (s,4), β (t)–c(4,t)}=min{0+6,10–4}=6. Аналогичным образом c(s,2)=1, c (2,4)=6, 
β(2) = max{β(s)+c(s,2),β(4)– c (2,4)} = max{0+1,5–6} = 1,   β (2) = min{β (s)+ c (s,2), β (4)–c(2,4)}  = 
= min{0+3, 6–2}=3, c(s,3)=2, c (3,4) = 2, β(3) = max{β(s)+c(s,3), β(4)– c (3,4)} = max{0+2, 5–2}=3, 




                                                    
  





























































Характеристики декомпозиционного дерева ПП-орграфа G 
E(Gi) {1}, {2} 
{4},{5}, 











x(Gi) 4 3 3 4 2 4 2 4 8 
x (Gi) 7 9 6 7 6 6 5 5 11 
  
                                                         Таблица 2 
Результаты работы алгоритма определения диапазонов значений c1(v, x) 
 
v s 1 2 3 4 5 6 t 
β(v) 0 3 1 3 5 7 6 10 
β (v) 0 4 3 5 6 9 7 10 
 
Из соотношений (14) и (15) непосредственно следует, что справедливо  
Утверждение 2. Для всех v∈V 
 
 β(v)=max{c(s,v), c*– c (v,t)}; 
 
 β (v)=min{ c (s,v), c*–c(v,t)}. 
 
Утверждение 3. Множество X≠∅ тогда и только тогда, когда β(v2(e))–β(v1(e))∈[x(e), x (e)]. 
Доказательство .  Достаточность очевидна, поскольку в этом случае можно положить 
x=(β(v2(e))–β(v1(e)),e∈E). Тогда x∈X, поскольку ck(v,x)=β(v) и, следовательно, ck(t,x)=c*.  
Докажем необходимость. Пусть граф G является последовательной композицией под-
графов Gi=(Vi,Ei), i=1,…,m, и вершины vi=t(Gi) – их стоки. 
Покажем сначала, что β(vi) – β(s)∈[c(s,vi), c (s,vi)] и β(t) – β(vi)∈[c(vi,t), c (vi, t)] для всех 
i=1,…,m. 
Если β(vi)=c(s,vi), то β(vi) – β(s)=c(s,vi) ≤ c (s,vi) и β(t) – β(vi) = c*– c(s,vi) ≥ c(s,t) – c(s,vi)= 
= c(s,vi)+c(vi,t) – c(s,vi)=c(vi,t) ≤ c (vi,t) в силу утверждения 2.  
Пусть β(vi) = c* – c (vi,t) > c(s,vi). Тогда β(t) – β(vi) = c* – c* + c (vi,t) = c (vi,t) ≥ c(vi,t) и   
β(vi) – β(s) = c*– c (vi,t) ≤ c (s,t) – c (vi,t) = c (s,vi) + c (vi,t) – c (vi,t) = c (s,vi).  
Рассмотрим теперь вершины vi и vi+1. Возможны следующие ситуации: 
а) если β(vi) = c(s,vi), β(vi+1) = c(s,vi+1), то β(vi+1) – β(vi) = c(s,vi+1) – c(s,vi) = c(vi,vi+1) ≤             
≤ c (vi,vi+1); 
б) если β(vi) = c*– c (vi,t), β(vi+1) = c*– c (vi+1,t), то β(vi+1) – β(vi) = c*– c (vi+1,t) – c*+ c (vi,t) = 
= c (vi,vi+1) ≥ c(vi,vi+1); 
в) если β(vi) = c(s,vi), α(vi+1) = c*– c (vi+1,t), то β(vi+1) – β(vi) = c* – c (vi+1,t) – c(s,vi) ≥ c(s,vi+1) –      
– c(s,vi) = c(vi,vi+1). С другой стороны, β(vi+1) – β(vi) = c* – c (vi+1,t) – c(s,vi) ≤ c* – c (vi+1,t) – c* + 
+ c (vi,t) = c (vi,vi+1); 
г) β(vi) = c* – c (vi,t) > c(s,vi), β(vi+1) = c(s,vi+1) > c* – c (vi+1,t). Данный случай невозможен, 
поскольку тогда одновременно β(vi+1) – β(vi) = c(s,vi+1) – c* + c (vi,t) > c* – c (vi+1,t) – c* + c (vi,t) = 
c (vi,vi+1) и β(vi+1) – β(vi) = c(s,vi+1) – c* + c (vi,t)< c(s,vi+1)–c(s,vi)=c(vi,vi+1). 
Таким образом, исходная задача разбивается на m независимых подзадач того же класса 
для подграфов Gi=(Vi,Ei), i=1,…,m, являющихся компонентами последовательного разложения 





т. е. если векторы xi(e), e∈Ei, удовлетворяют условию (8) для (c*)i, то вектор x(e), являющийся 
объединением векторов xi(e), принадлежит X. 
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Поскольку граф G является ПП-орграфом, то, продолжая этот процесс до конца (пока 
подграфы Gi не станут дугами), получим, что β(v2(e)) – β(v1(e))∈[c(v1(e),v2(e)), c (v1(e),v2(e))] для 
любой дуги e∈E. Поскольку X≠∅, то в силу утверждения 1 c(v1(e),v2(e))≤ c (v1(e),v2(e)) и, следо-
вательно, β(v2(e))–β(v1(e))∈[x(e), x (e)]. Утверждение полностью доказано.  
Аналогичным образом показывается, что справедливо  
Утверждение 4. Множество X≠∅ тогда и только тогда, когда β (v2(e))–                          
– β (v1(e))∈[x(e), x (e)]. 
Более того, непосредственно из соотношений (14), (15) и строгой монотонности опера-
ции «–» следует  
Утверждение 5. Если X≠∅, то β(v)=min{c1(v,x)|x∈X} и β (v)=max{c1(v,x)| x∈X} для лю-
бых v∈V, причем существуют единственные векторы xmin∈X и xmax∈X, такие, что β(v)=c1(v,xmin) 
и β (v)=c1(v,xmax). 
В свою очередь, из утверждения 5 вытекает  
Следствие 1. Если X≠∅, то β(v)≤ β (v) для всех v∈V. 
2. Общая декомпозиционная схема решения 






⊕ Mv(c1(v,x))→min;               (16) 
 
 c1(t,x) = c*; (17) 
 
 c1(v,x)∈[β(v), β (v)], v∈V\{s,t}; (18) 
 
 c1(v2(e),x)–c1(v1(e),x)∈[x(e), x (e)], e∈E; (19) 
 
 GΦ (p) ≥ P0; (20) 
 
   p(e)∈[p(e), p (e)], e∈E. (21) 
 
Для решения задачи (16)–(21) можно эффективно использовать метод фрагментарной па-
раметрической декомпозиции [2]. Введем в качестве дополнительных переменных параметры 
y(v)=c1(v,x) для всех v∈V. Тогда параметризованная задача С получается из исходной задачи 
заменой в соотношениях (16)–(21) фрагментов c1(v, x) параметрами y(v). Для выбранной схемы 
параметризации естественным образом выполняются достаточные условия [2], при которых 
описанная декомпозиционная схема обеспечивает получение решения исходной задачи.  
В результате задача (16)–(21) преобразуется в параметризованную задачу С отыскания 
наборов (y(v),v∈V) и (p(e),e∈E), удовлетворяющих следующей системе соотношений:  
 
                F(y,p)= 
Ee∈
⊕ *eM (y(v1(e)),y(v2(e)),p(e)) ⊕  
Vv∈
⊕ *vM (y(v))→min; (22) 
 
                                           y(v1(e))+x(e) ≤ y(v2(e)), e∈E; (23) 
 
 y(v1(e))+ x (e) ≥ y(v2(e)), e∈E; (24) 
 
 y(v)∈[β(v), β (v)], v∈V\{s,t}; (25) 
 
 y(s) = 0, y(t) = c*; (26) 
 
 GΦ (p) ≥ P0; (27) 




 p(e)∈[p(e), p (e)], e∈E, (28) 
где *eM (y(v1(e)),y(v2(e)),p(e)) = Me(y(v1(e)),y(v2(e))–y(v1(e)),p(e)). 
3. Методы решения параметризованной задачи 
Будем предполагать далее, что в множестве R3 существуют нейтральные элементы 1(⊗) и 
1(D ) для операций ⊗ и D  соответственно, т. е. a⊗1(⊗)=a и aD 1(D )=a для любого a∈R3. Напом-
ним, что функция Ф определяется операциями ⊗ и D  рекуррентным способом в соответствии с 
деревом декомпозиции графа G. 
Предлагаемые методы решения задачи С базируются на использовании этих свойств 
функции Ф, а также свойств операций +, ⊕, ⊗ и D , позволяющих получить решение задачи С с 
помощью рекурсивной процедуры. Каждый шаг этой процедуры соответствует некоторому 
уровню дерева декомпозиции графа G. 
Рассмотрим основные шаги этой декомпозиционной процедуры более детально, начиная 
с последовательной декомпозиции.  
Пусть исходный граф G является последовательной композицией подграфов Gk=(Vk,Ek) и 
vk-1=s(Gk–1), vk=t(Gk–1), k=1, …, m.  




















































Для любого вектора p∈P определим набор π(p)=(π0(p),π1(p),…,πm(p)), такой что π0(p) = 








, k=1,…,m.  
Пусть Π = {π(p)|p∈P}. Справедливо следующее  
Утверждение 6. Π = {(π0,π1,…,πm)|πk∈[πk, π k], k = 0,…,m, πk-1⊗ kGΦ (p)≤πk и πk–1⊗ 
⊗ 
kGΦ ( p )≥πk, k=1,…,m}.  
Доказательство . Пусть p∈P. Покажем, что π(p)∈Π. Поскольку по определению πk(p)=  
= πk–1(p) ⊗ kGΦ (p) и p(e)∈[p(e), p (e)] для всех e∈Ek, то πk–1⊗ kGΦ (p)≤πk и πk–1⊗ kGΦ ( p )≥πk для 
k=1, …, m в силу неубывания операции ⊗. Осталось показать, что πk(p)∈[πk, π k]. По определе-
нию π0(p)=π0= π 0. 
















 для k=1,…,m. 
Предположим от противного, что πk(p)<πk. Это означает, что πk(p)< 
< ⎪⎭
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тора p не выполняется условие (27). Аналогичным образом показывается, что πk(p)≤ π k.  
С другой стороны, для любого набора π=(π0,π1,…,πm)∈Π построим вектор p(π) с компо-
нентами p(π,Ek)=min{a∈R3|πk≥πk–1⊗a, a∈[ )( pjGΦ , )( pjGΦ ]} для k=1,…,m. Такой вектор суще-
ствует, поскольку πk–1⊗ )( pjGΦ ≤πk и πk–1⊗ )( pjGΦ ≥πk. Кроме того, GΦ (p(π))=πm≥P0.  
Поскольку значения функций *sM (y(s)) и 
*
tM (y(t)) одни и те же для любых допустимых 














kvM (y(vk))→min; (29) 
 
 y(vk)∈[β(v), β (v)], k=1,…,m–1; (30) 
 
 y(v0) = 0; (31) 
 
 y(vm) = c*; (32) 
 
 π∈Π, (33) 
 
где значения функции *kF (y′,y″,π′,π″) определяются в результате решения следующей задачи 




⊕ *eM (y(v1(e)),y(v2(e)),p(e)) ⊕ ⊕
−∈ },{\ 1 kkk vvVv
*
vM (y(v))→min; (34) 
 
 
 y(v1(e))+x(e) ≤ y(v2(e)), e∈Ek; (35) 
 
 
 y(v1(e))+ x (e) ≥ y(v2(e)), e∈Ek; (36) 
 
 
 y(v)∈[β(v), β (v)], v∈Vk\{vk–1,vk}; (37) 
 
 




kGΦ (p) ≥ min{a∈R3|π′ ⊗ a ≥ π″}; (39) 
 
 
 p(e)∈[p(e), p (e)], e∈Ek. (40) 
 
Предполагается, что функция *kF (y′,y″,π′,π″) принимает достаточно большое значение, 
если ограничения (35)–(38) несовместны. Как и в случае исходной задачи, совместность этих 
ограничений может быть установлена с помощью алгоритма определения диапазонов значений 
c1(v, x). 
Таким образом, решение задачи (34)–(40) может быть получено с помощью следующего 
рекуррентного соотношения: 
 
 ℑk(y′,π′)= *kvM (y′)⊕min{ℑk–1(y″,π″)⊕ *keM (y″,y′,a)|y″∈[β(vk–1), β (vk–1)], 
 




                 ДЕКОМПОЗИЦИОННЫЙ ПОДХОД К ОПТИМИЗАЦИИ ПАРАМЕТРОВ ДУГ                    65 
 
 
При этом целесообразно ввести дополнительные ограничения 
 
 y(vk–1)+ kε  ≤ y(vk),  k=1, …, m+1; (42) 
 
 y(vk–1)+ kε  ≥ y(vk),  k=1, …, m+1, (43) 
где 




ex }|i=1, …, r(vk–1,vk)}; (44) 
 




ex }|i=1, …, r(vk–1,vk)}. (45) 
 
Значения iε  и iε , i=1,…,m+1, могут быть легко найдены с помощью алгоритмов, аналогич-
ных алгоритмов поиска кратчайшего пути в ациклическом орграфе. Справедливо следующее 
Утверждение 7. Если значения y(vi–1)=y′ и y(vi)=y″ являются компонентами некоторого 
вектора y из области Y возможных значений задачи С, то y′+ iε  ≤ y″ и y′+ iε  ≥ y″. 
Доказательство . Предположим противное, т. е. для некоторого вектора y∈Y сущест-
вуют компоненты y(vi–1)=y′ и y(vi)=y″, такие, что y′+ iε  > y″. В силу соотношения (44) существу-




ex .  
Поскольку при сделанном предположении y′+ iε  > y″, то в силу строгой монотонности 
операции «+» немедленно получаем, что y(v1(e)) + x(e) > y(v2(e)) для некоторой дуги e, принад-
лежащей пути Lk′(vi–1,vi). Аналогично показывается и справедливость второго неравенства.  
Для конкретных задач вместо всего множества Π можно рассматривать его некоторое 
подмножество. Так, для задачи с функцией Ф, определяемой соотношением (4), можно по-
ложить π0= π 0=max{ p (e)|e∈E}, πk= π k=max[P0,min{p(e)|e∈Ej, j=1,…,k}] для k=1,…,m, а в 



























































Задача (34)–(40) для каждого подграфа Gk, k=1,…,m, аналогична исходной задаче, но име-
ет меньшую размерность. Поскольку исходный граф G является последовательно-
параллельным, его подграф Gk является либо параллельно разложимым, либо состоит из един-
ственной дуги между вершинами vk–1 и vk. В последнем случае *kF (y′,y″,π′,π″)= *eM (y′,y″,p*(e)), 
где p*(e)=min{p(e)∈[p(e), p (e)]|π′⊗p(e)≥π″}. 
Пусть граф Gk параллельно разложи́м на подграфы Gkj=(Vkj,Ekj), j=1,…,lk.  
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Пусть Θ – множество таких наборов θ=(θ0,θ1,…,θl), что θi∈[θi, θ i] для i=0,…,l, θi–1D kiGΦ (p)≤θi 
и θi–1D kiGΦ ( p )≥θi для i=1,…,l. Как и ранее, нетрудно показать, что каждому вектору 
pk=(p(e),e∈Ek), удовлетворяющему условиям (39) и (40), соответствует вектор θ=(θ0,θ1,…,θl)∈Θ, 








 для i=1,…,l. 
Тогда вычисление значения функции *kF (y′,y″,π′,π″) при фиксированных значениях ее ар-







kiF (y′,y″,θi–1,θi)→min, (46) 
 
 θ∈Θ, (47) 
 




⊕ *eM (y(v1(e)),y(v2(e)),p(e)) ⊕ ⊕
−∈ },{\ 1 kkki vvVv
*
vM (y(v)) (48) 
 
при выполнении ограничений 
 
 y(v1(e))+x(e) ≤ y(v2(e)), e∈Eki; (49) 
 
 y(v1(e))+ x (e) ≥ y(v2(e)), e∈Eki; (50) 
 
 y(v)∈[β(v), β (v)], v∈Vki\{vk–1,vk}; (51) 
 
 y(vk–1) = y′, y(vk) = y″; (52) 
 
 
kiGΦ (p) ≥ min{a∈R3|θi–1D a ≥ θi}; (53) 
 
 p(e)∈[p(e), p (e)], e∈Eki. (54) 
 





kjF (y′,y″,θj-1,θj) по всем таким наборам 








≥θi. Значение функции *kF (y′,y″,π′,π″)= 
= fkl(⊗min(π′,π″)) может быть получено из следующего рекуррентного соотношения: 
 
 fki(θi)=min{fki–1(θj–1) ⊕ *kiF (y′,y″,θi–1,θi)| 
 
 θi–1∈[θi–1, θ i–1], θi–1D kiGΦ (p)≥θi, θi–1D kiGΦ ( p )≤θi}, i=1,…,l, (55) 
 
где θ0=1(D ) и fk0(θ0)=1(⊕).  
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При решении конкретных задач (46), (47) вместо множества Θ можно рассматривать 
его некоторое подмножество. Видно, что для задачи с функцией Ф, определяемой соотно-
шением (4), можно положить θ0= θ 0=W, θi= θ i=max[π″,min{p(e)|e∈Ekj, j=1,…,i}] для i=1,…,lk, 



















































'/",)(  для i=1,…,lk–1, klθ = klθ =π″/π′, а в случае соотношения (6) – 
θ0= θ 0=W, θi= θ i=max[min{ kjGΦ (p)|j=1,…,i}, π″/π′] для i=1,…,lk, где W – достаточно большое 
число. Так как задача (46), (47) решается при фиксированных значениях y′ и y″, то в случае со-
отношений (4) и (6) ее решение может быть получено в результате решения серии независимых 
подзадач. 
Поскольку каждый из подграфов Gkj, j=1,…,l, в свою очередь, является последовательно-
параллельным, то к его подграфам также применимы рассмотренные методы решения возни-
кающих подзадач.  
Таким образом, решение исходной задачи С может быть получено в результате примене-
ния рекурсивной процедуры последовательно-параллельной декомпозиции, на каждом шаге 
которой получаемая подзадача решается алгоритмами динамического программирования. Сле-
дует отметить, что в общем случае на шаге последовательной декомпозиции алгоритм динами-
ческого программирования работает в двухмерном пространстве состояний, а на шаге парал-
лельной декомпозиции – только в одномерном.  
Следует отметить, что требование существования нейтральных элементов 1(⊗) и 1(D ) не 
является обязательным. Оно только позволяет упростить изложение материала, поскольку в 




В статье предложена декомпозиционная схема решения задачи оптимизации пара-
метров технических систем с последовательно-параллельной структурой, в которой целе-
вая функция представляет собой общую сумму «весов» дуг и вершин орграфа. Разработа-
ны алгоритмы проверки совместности ограничений, базирующиеся на представлении по-
следовательно-параллельных орграфов в виде его дерева декомпозиции. Показано, что для 
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DECOMPOSITION APPROACH TO OPTIMIZE                                                       
ARC PARAMETERS OF SERIES-PARALLEL DIGRAPHS 
An optimization problem of engineering systems is considered. It is supposed that system struc-
ture has been already defined and it can be presented by series-parallel digraphs. Each arc of the di-
graph is assigned design parameters of the system and its operation conditions are modeled by equality 
and inequality constraints on monotone functions of design parameters. The objective function is qua-
si-separable and depends both on arc parameters and their total values. 
 
