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In this dissertation we examine the 'Anosov relation' for (continuous)
self-maps f : M ! M of infra-nilmanifolds M. A map f satis¯es
the Anosov relation if the Nielsen number N(f) and the Lefschetz
number L(f) are equal up to sign, or equivalently if N(f) = jL(f)j.
These numbers ¯nd their origin in ¯xed point theory and they provide
information on the ¯xed points of the map f. More precisely, one of
the main objectives of ¯xed point theory is to calculate MF(f) which
is the minimum number of ¯xed points of all maps homotopic to f.
This number however is not readily computable from its de¯nition and
therefore the lower bound N(f) is introduced. F. Wecken and B. Jiang
showed that under speci¯c conditions, which infra-nilmanifolds satisfy,
this lower bound is sharp, i.e. MF(f) = N(f) (see [30],[53]). But again
the Nielsen number is not readily computable from its de¯nition and so
one can to try to calculate it in another way. One possibility is to use
another number associated to a map f, namely the Lefschetz number
L(f). In 1985 D. Anosov proved in [1] the following nice theorem.
Theorem 0.1. For any (continuous) self-map f : M ! M of a nil-
manifold M we have that N(f) = jL(f)j.
This is a very interesting result since L(f) is, in opposite to the pre-
viously introduced numbers, computable from its de¯nition. So for
self-maps f of nilmanifolds, D. Anosov showed that one can calcu-
late MF(f). In order not to be disrespectful to the authors of [2], we
want to note that this result of D. Anosov is actually a generalization
of their result on the tori.
Since D. Anosov's theorem is only valid for a speci¯c class of manifolds,
a natural question is of course whether this theorem can again be gen-VIII Preface
eralized towards other classes of manifolds. In this respect, D. Anosov
himself already showed that his theorem does not hold on the Klein
bottle. The goal of this dissertation is to verify whether the Anosov the-
orem can be generalized towards (certain classes of) infra-nilmanifolds
or more generally to verify whether the Anosov relation holds for a
speci¯c map f : M ! M of an infra-nilmanifold M.
The generalization towards infra-nilmanifolds is quite natural, since nil-
manifolds and the Klein bottle are both examples of infra-nilmanifolds.
Moreover infra-nilmanifolds are a well studied class of manifolds which,
amongst having other properties, can be studied via a nice algebraic
description based on almost-crystallographic groups. This description
will turn out to be crucial in the proofs of our results and therefore
we recall the main properties and de¯nitions of infra-nilmanifolds in a
¯rst chapter.
In this chapter we also show that in general infra-nilmanifolds and solv-
manifolds are not the same. Note that solvmanifolds are also a natural
generalization since the nilmanifolds and the Klein bottle can also be
seen as solvmanifolds. Therefore it is important to note that the tech-
niques developed for solvmanifolds, as in e.g. [27], [28], [31], can not be
straightforwardly applied to infra-nilmanifolds.
In a second preliminary chapter we recall the de¯nitions and proper-
ties of the numbers (associated to a map) mentioned above. We start
with a very general description and then we apply these concepts to
maps of infra-nilmanifolds. It turns out that these concepts are well
understood for infra-nilmanifolds. Moreover K.B. Lee proved in [38] a
nice criterion to verify the Anosov relation for a given map of an infra-
nilmanifold. This result is essential for this dissertation and is therefore
also introduced in the second chapter.
The second part of this dissertation consists of our extensions of the
Anosov theorem. There are actually two possible ways of trying to gen-
eralize the Anosov theorem. A ¯rst (natural) way is to look for classes
of manifolds, other than nilmanifolds, for which the relation holds for
all continuous maps of the given manifold. For instance E. Keppelmann
and C. McCord established this for exponential solvmanifolds ([31]).
In this dissertation we introduce several classes of infra-nilmanifolds for
which the Anosov theorem holds. All these classes are de¯ned by means
of the holonomy group of an infra-nilmanifold. As we will explain in de-
tail in the ¯rst chapter, the fundamental group of an infra-nilmanifold isPreface IX
a torsion-free almost-crystallographic group (called almost-Bieberbach
group) and to such groups one associates a uniquely determined ¯nite
group called the holonomy group. For instance the holonomy group of
the Klein bottle is Z2.
The ¯rst class of infra-nilmanifolds for which we obtain an extension
of the Anosov theorem, are the infra-nilmanifolds with an odd order
holonomy group. This is examined in Chapter 3. In order to show that
the Anosov theorem holds for these manifolds, we introduce the very
useful concept of a periodic sequence associated to a map.
The Klein bottle is not an element of this ¯rst class of manifolds, how-
ever it is an example of an infra-nilmanifold with a cyclic holonomy
group, the easiest class of ¯nite groups. In Chapter 5 we take a closer
look to this class of infra-nilmanifolds having a cyclic holonomy group.
Because of the observations of D. Anosov we already know that the
Anosov theorem certainly does not hold for the whole class. Therefore
we have to introduce extra conditions in order to be able to gener-
alize the Anosov theorem. To ¯nd this extra condition, we consider
the holonomy representation, which is a faithful matrix representa-
tion of the holonomy group, determined by the given infra-nilmanifold
(the almost-Bieberbach group). To be more precise, since the holonomy
group is cyclic we can assume that is generated by x0 and by using the
holonomy representation, we can associate a matrix A to x0 (see again
the ¯rst chapter for an exact description). Then, in case ¡1 is not an
eigenvalue of A, we are able to generalize the Anosov theorem towards
the given infra-nilmanifold.
In this way we obtain a su±cient condition for infra-nilmanifolds with a
cyclic holonomy group for the Anosov theorem to hold. Note that the
Klein bottle, or any other infra-nilmanifold with Z2 as its holonomy
group, does not satisfy this condition, since in that case ¡1 is an eigen-
value of the associated matrix.
Moreover, for °at manifolds we are able to show that this su±cient
condition is sharp, i.e. it is also a necessary condition. This means that
for °at manifolds with a cyclic holonomy group, we obtained a com-
plete picture. Unfortunately this is not the case for infra-nilmanifolds,
since we constructed an example of an infra-nilmanifold with Z2 as
holonomy group (and so the above condition is not satis¯ed) for which
the Anosov theorem does hold. In fact, we introduced this example
already in Chapter 3 since, as we will argue below, it is already use-
ful in that chapter. This example nicely shows that the validity of theX Preface
Anosov theorem is much more delicate for infra-nilmanifolds than for
°at manifolds.
A last class of infra-nilmanifolds for which we are able to prove that
the Anosov theorem holds, is the class of the °at orientable generalized
Hantzsche-Wendt manifolds. This is a very speci¯c, well studied class of
infra-nilmanifolds which, as one might expect, generalizes the classical
3-dimensional Hantzsche-Wendt manifold. Namely, these manifolds are
orientable n-dimensional °at manifolds having Zn¡1
2 as their holonomy
group. Note that although the Klein bottle is a 2-dimensional °at man-
ifold with Z2 as holonomy group, it is not an element of this class, since
the Klein bottle is non-orientable.
The reason for studying this class, lies in the fact that it is the complete
opposite of the classes we worked with thus far. To explain this, let's
consider again the matrices occurring in the holonomy representation.
So for any element xi of the holonomy group we have an associated
matrix Ai. In our ¯rst class of infra-nilmanifolds, the condition of be-
ing of odd order boils down to the fact that for any Ai, ¡1 is not an
eigenvalue. For the second class, we required an analogous condition,
but now only for the matrix associated to the generator of the cyclic
holonomy group. It's perhaps important to remark here that ¡1 can be
an eigenvalue of the other elements (non generators) of the holonomy
group and this makes things much more complicated.
In contrast to this, we have that for the °at orientable generalized
Hantzsche-Wendt manifolds of dimension n, any Ai will have ¡1 as an
eigenvalue (and for many elements even of multiplicity n ¡ 1). Never-
theless in Chapter 6 we are still able to show that the Anosov theorem
does hold for this class of manifolds.
A second di®erent approach to generalize the Anosov theorem is to
search for classes of maps on a certain (type of) manifold, for which
the theorem holds. For instance, S. Kwasik and K.B. Lee proved in [34]
that the Anosov theorem holds for homotopic periodic maps of infra-
nilmanifolds and C. McCord extended this to homotopic periodic maps
of infra-solvmanifolds ([45]). Other examples are the virtual unipotent
maps introduced and studied in [42] by W. Malfait.
We also followed this approach in this dissertation. In Chapter 3, we
examine expanding maps of infra-nilmanifolds and we introduce the
nowhere expanding maps of infra-nilmanifolds which are, as one may
expect, the antipole of the expanding maps. Again, by using the conceptPreface XI
of a periodic sequence associated to a map, we are able to show that
the Anosov theorem can be generalized for the latter class of maps. For
the expanding maps we obtain a necessary and su±cient condition.
To be precise, the Anosov relation holds for a given expanding map
f : M ! M of an infra-nilmanifold M if and only if M is orientable.
This last result can be used in order to try to show that the Anosov
theorem never holds for non-orientable infra-nilmanifolds. However,
this trick does not work on any infra-nilmanifold since there are (non-
orientable) infra-nilmanifolds which do not admit expanding maps. The
example mentioned before is an example of such an infra-nilmanifold
and is therefore presented in Chapter 3. Finally it is important to note
that every °at and 2-step nilpotent infra-nilmanifold admit expand-
ing maps which implies that the Anosov theorem never holds for such
infra-nilmanifolds if they are non-orientable. A result which will appear
to be very useful in Part 3.
In Chapter 4 we examine a third well studied class of maps, namely
the Anosov di®eomorphisms. It is well known that not every infra-
nilmanifold admits such a map. Up till now, only for the °at manifolds
a complete description of which of them admitting an Anosov di®eo-
morphism is known (see [49]). Therefore we concentrate on °at man-
ifolds. In [41], it is proven that if a °at manifold M admits Anosov
di®eomorphisms, then its ¯rst Betti number b1(M) satis¯es one of the
following: b1(M) = 0, 2 · b1(M) · n ¡ 2 or b1(M) = n (and all sit-
uations occur). In the last case M is a torus and so N(f) = jL(f)j
for every continuous self-map f of M. For the other cases, we investi-
gate the possibility of constructing a °at manifold M, with prescribed
¯rst Betti number, such that on the one hand M admits an Anosov
di®eomorphism f with N(f) 6= jL(f)j and on the other hand M also
supports an Anosov di®eomorphism g satisfying N(g) = jL(g)j. This is
almost always possible except for some very restrictive cases. Namely,
for primitive °at manifolds M, i.e b1(M) = 0, in dimension 6 we ob-
tain that the Anosov theorem holds for Anosov di®eomorphisms. On
the other hand for n-dimensional °at manifolds M with b1(M) = n¡2
we obtain that the Anosov relation never holds for Anosov di®eomor-
phisms.
In Part 3 of this dissertation we focus on the infra-nilmanifolds in low
dimensions, i.e. up to dimension 4. It appears that many of these infra-
nilmanifolds are already covered by our results obtained in the second
part (or Anosov's original result). However there are still manifoldsXII Preface
which are not yet treated, so examining these manifolds is fruitful as a
possible source of inspiration for future research.
In order to handle all infra-nilmanifolds up to dimension 4, we need a
list of all possible manifolds. For the °at manifolds we use the descrip-
tion of [7] and for the infra-nilmanifolds (with non-abelian universal
covering group) we use the classi¯cation of [12].
In Chapter 7 we consider the °at manifolds and we start by showing
that in dimension 3 we have, by the known theorems from the second
part, already a complete picture. In dimension 4 these theorems cover
53 of the 74 manifolds and the remaining °at manifolds are divided into
two groups: the ones with Z2©Z2 as their holonomy group and the ones
with a non-abelian holonomy group. The ¯rst group is interesting since
it resembles a lot the classes of infra-nilmanifolds we already exam-
ined. It turns out that this class provides some nice counter examples
to possible questions which arise naturally from the results obtained in
the second part. For instance we show that the validity of the Anosov
theorem is quite subtle and can not completely be determined from the
holonomy representation alone.
For the second group, similar results are obtained in case the °at mani-
folds have D8 as their holonomy group. But more interestingly, we ¯nd
that the Anosov theorem always holds for (4-dimensional ) °at man-
ifolds with A4 as their holonomy group. This leads of course to the
question whether or not this holds for any °at manifold with A4 as
holonomy group?
For the infra-nilmanifolds, basically the same calculations need to be
done, however there are some complications. Firstly, the °at manifolds
are determined by Bieberbach groups, which naturally arise as matrix
groups. This matrix representation is no longer automatically provided
for the almost-Bieberbach groups, which complicates our calculations.
Secondly, the fact that we work with non-abelian universal covering
groups puts extra restrictions on the (matrices describing the) endo-
morphisms, and hence also the a±ne endomorphisms of the group.
These extra restrictions appear to have important consequences for
the validity of the Anosov theorem. For instance, we can use them to
show that the Anosov theorem always holds for 4-dimensional infra-
nilmanifolds with a non-abelian holonomy group. This is a rather sur-
prising result when we compare this to the corresponding situation for
°at manifolds.Preface XIII
This leads of course to the question how the structure of the universal
covering group in°uences the validity of the Anosov theorem?
In Part 3 we present for each (almost-)Bieberbach group a proof of,
or a counter example to, the Anosov relation for this speci¯c (almost-)
Bieberbach group (or infra-nilmanifold). As we already argued above,
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PreliminariesChapter 1
Maps of infra-nilmanifolds: an algebraic
description
In this dissertation we examine the Anosov relation for maps of infra-
nilmanifolds. Therefore we start by giving basic de¯nitions and prop-
erties concerning maps of infra-nilmanifolds. In a second chapter we
introduce the Anosov relation.
Infra-nilmanifolds are a large, well studied class of manifolds which can
be nicely described algebraically. To be speci¯c, an infra-nilmanifold is
covered by a nilpotent Lie group and is completely determined by its
fundamental group which is an almost-Bieberbach group. Our results
formulated in part two are obtained by using speci¯c properties and
classes of almost-Bieberbach groups. Therefore the ¯rst two sections of
this chapter contain de¯nitions and properties concerning Lie groups
and infra-nilmanifolds.
In the third section we introduce a result of K.B. Lee ([38]) which
gives, up to homotopy, a nice algebraic description of maps of infra-
nilmanifolds. This is very convenient since the Anosov relation is ho-
motopy invariant.
Because of these algebraic properties of maps of infra-nilmanifolds and
the manifolds themselves, we are able to translate the 'topological'
problem into an 'algebraic' one. This translation is crucial and therefore
we illustrate carefully all the related concepts by means of examples. 1
1.1 Lie groups
We recall some basic facts concerning nilpotent Lie groups and refer to
[40], [50] and [52] for a more detailed study.
1 Most of the examples introduced in Part I can also be found in [17].4 1. Maps of infra-nilmanifolds: an algebraic description
Throughout this work G is a connected, simply connected, nilpotent
Lie group. An a±ne endomorphism of G is an element (g;') of the
semigroup GoEndo(G) with g 2 G the translational part and ' 2
Endo(G) (= the semigroup of all continuous endomorphisms of G)
the linear part. The product of two a±ne endomorphisms is given by
(g;')(h;¹) = (g¢'(h);'¹) and (g;') maps an element x 2 G to g¢'(x).
If the linear part ' belongs to Aut(G), then (g;') is an invertible a±ne
transformation of G. We write A®(G) = GoAut(G) for the group of
invertible a±ne transformations of G.
Example 1.1. The best known example of a connected, simply con-








A j x;y;z 2 Rg:









(The reason for introducing a 3 in the upper right corner lies in the use
of this example later on). One easily computes that
h(x1;y1;z1)h(x2;y2;z2) = h(x1 + x2;y1 + y2;z1 + z2 + 3x2y1):
Let us ¯x the following elements for use throughout this chapter: a =
h(1;0;0), b = h(0;1;0) and c = h(0;0;1). The group N generated by
the elements a;b;c has a presentation of the form
N = ha;b;c j [b;a] = c3; [c;a] = [c;b] = 1i:
(We use the convention that [b;a] = b¡1a¡1ba.) Obviously the group N
consists exactly of all elements h(x;y;z), for which x;y;z 2 Z.
For any connected, simply connected nilpotent Lie group G with Lie
algebra g, it is known that the exponential map exp : g ! G is bijective
and we denote by log the inverse of exp.









A j x;y;z 2 Rg:1.1. Lie groups 5
The exponential map is given by




























































For any endomorphism ' of the Lie group G to itself there exists an
unique endomorphism '¤ of the Lie algebra g (namely the di®erential
















Conversely, every endomorphism '¤ of g appears as the di®erential of
an endomorphism of G.
Example 1.3. Let H and h be as before. With respect to the basis C,
B and A (in this order!), any endomorphism '¤ is given by a matrix
of the form 0
@





This follows from the fact that 3C = [B;A] and hence 3'¤(C) =
['¤(B);'¤(A)]. Conversely, any such a matrix represents an endomor-
phism of g. The corresponding endomorphism ' of H satis¯es6 1. Maps of infra-nilmanifolds: an algebraic description
'(h(x;y;z))
= exp('¤(log(h(x;y;z))))
= h(k1x + l1y;k2x + l2y;
3k3x + 3l3y +
3(k1x + l1y)(k2x + l2y)
2




As one sees, although the map '¤ is linear and thus easy to describe,
the corresponding ' is much more complicated. In order to be able to
continue presenting examples, we will use a matrix representation of the
semigroup HoEndo(H) introduced in the previous examples. Given an






where P denotes the (3 £ 3)-matrix, representing '¤ with respect to
the basis C, B, A (again in this ¯xed order). De¯ne the map











0 1 0 y
0 0 1 x
0 0 0 1
1
C C
A ¢ M': (1.1)
One easily veri¯es that Ã de¯nes a faithful representation of the semi-
group HoEndo(H) into the semigroup M4(R) (respectively of the
group A®(H) into the group Gl(4;R)).
Remark 1.4. An analogous matrix representation can be obtained for
any GoEndo(G) in case G is two-step nilpotent. (Recall that a group
G is said to be k-step nilpotent if the (k+1)'th term of the lower central
series °k+1(G) = 1, where °1(G) = G and °i+1(G) = [G;°i(G)]. E.g.
the Heisenberg group is 2-step nilpotent.) This is proved in [11] for the
group A®(G), but the details in that paper can easily be adjusted to the
case of the semigroup GoEndo(G).
1.2 Infra-nilmanifolds
When we use infra-nilmanifolds we will always refer to the fundamental
group which is an almost-Bieberbach group. In this section we give a1.2. Infra-nilmanifolds 7
short introduction to infra-nilmanifolds and some related concepts. We
refer to [8] and [12] for more details.
An almost-crystallographic group is a subgroup E of A®(G) such that
its subgroup of pure translations N = E \ G, is a uniform lattice (by
which we mean a discrete and cocompact subgroup) of G and moreover,
N is of ¯nite index in E. Therefore the quotient group F = E=N is
¯nite and is called the holonomy group of E. This implies that E ¯ts
into the following short exact sequence:
1 ! N ! E ! F ! 1
Note that the group F is isomorphic to the image of E under the
natural projection A®(G) ! Aut(G), and hence F can be viewed as a
subgroup of Aut(G) and of A®(G).
Any almost-crystallographic group acts properly discontinuously on
(the corresponding) G and the orbit space EnG is compact. Recall
that an action of a group E on a locally compact space X is said to
be properly discontinuous if for every compact subset C of X, the set
f° 2 E j °C \ C 6= ;g is ¯nite. When E is a torsion-free almost-
crystallographic group, it is referred to as an almost-Bieberbach group
and the orbit space M = EnG is called an infra-nilmanifold. M is called
a nilmanifold in the special case that E = N (and consequently F = 1).
For (infra-)nilmanifolds E equals the fundamental group ¼1(M) of
the infra-nilmanifold M and we will also talk about F as being the
holonomy group of M. When we refer in the sequel to the univer-
sal covering group G of an infra-nilmanifold, we actually refer to the
above construction.
Any almost-crystallographic group determines a faithful representa-
tion T : F ! Aut(G), which is induced by the natural projection
p : A®(G) = GoAut(G) ! Aut(G), and which is referred to as the
holonomy representation.
Remark 1.5. As isomorphic almost-crystallographic subgroups are con-
jugated inside A®(G) (see Theorem 1.10 below or [39]), it follows
that the holonomy representation of an almost{crystallographic group
is completely determined from the algebraic structure of E up to con-
jugation by an element of A®(G).
Let g denote the Lie algebra of G. By taking di®erentials, the holonomy
representation also induces a faithful representation8 1. Maps of infra-nilmanifolds: an algebraic description
T¤ : F ! Aut(g) : x 7! T¤(x) = d(T(x)):
This faithful representation will be crucial in the proofs of the results
in the second part. As a ¯rst application we introduce the follow-
ing very convenient condition concerning the orientability of an infra-
nilmanifold.
Proposition 1.6. Let M be an infra-nilmanifold with holonomy group
F and associated holonomy representation T : F ! Aut(G). Then
² M is orientable , 8x 2 F : det(T¤(x)) = 1
² M is non-orientable , 9x 2 F : det(T¤(x)) = ¡1
For more background concerning this proposition see [4, page 211] and
[12, page 135].
Example 1.7.









A. Let ® = (h(0;0; 1
3);') 2 A®(H). Then the group
E generated by a;b;c and ® has a presentation of the form
E = ha;b;c;® j [b;a] = c3 [c;a] = 1 [c;b] = 1
®a = b® ®b = a¡1b¡1® ®c = c® ®3 = c
i
(this is easily checked using the matrix representation (1.1)). E is an
almost-crystallographic group with translation subgroup N = H \ E =
ha;b;ci and a holonomy group F = E=N » = Z3 of order three (see also



































(of course In denotes the (n £ n)-identity matrix).
As E is torsion-free, it is an almost-Bieberbach group and it deter-
mines an infra-nilmanifold M = EnH. M is orientable since clearly
det(T¤(x)) = 1 for all x 2 F.
In the special case that G is abelian, i.e. G = Rn, M is a °at mani-
fold. In this case the fundamental group ¼1(M) is called a torsion-free1.2. Infra-nilmanifolds 9
crystallographic group or Bieberbach group. The fundamental group
always ¯ts into an extension
1 ! Zn ! ¼1(M) ! F ! 1
with F the holonomy group and n the dimension of the manifold. Most
of the concepts introduced above are easily adapted but it is worth
mentioning that in this case T¤(x) = T(x) since the holonomy repre-
sentation can also be seen as a map from F to Gl(n;Z). This simpli¯es
a lot the calculations (and notations), as will be demonstrated later on.
Finally we would like to use the same example once more to show that
infra-nilmanifolds and solvmanifolds are di®erent even if at ¯rst sight
they do not seem so. Although the fundamental group of an infra-
nilmanifold with an abelian holonomy group is always solvable (in fact
polycyclic), these manifolds do not need to be solvmanifolds in general
and so the Nielsen theory on these manifolds cannot be treated by the
techniques developed for solvmanifolds (as in e.g. [27], [28], [31]).
Example 1.8. The almost-Bieberbach group E = ha;b;c;®i of Exam-
ple 1.7 is not the fundamental group of a solvmanifold. Indeed, suppose
that E is the fundamental group of a solvmanifold, then it is known that
the manifold must admit a Mostow ¯bering over a torus with a nilman-
ifold as ¯bre. On the level of the fundamental group, this implies that
there exists a short exact sequence
1 ! ¡ ! E ! A ! 1 (1.2)
where ¡ is a ¯nitely generated torsion-free nilpotent group and A is a
free abelian group of ¯nite rank. However, it is easy to see that [E;E]
is of ¯nite index in E, and therefore, the only free abelian quotient of E
is the trivial group. Therefore, there does not exist a normal nilpotent
group ¡ µ E, with E=¡ free abelian. This shows that E is not the
fundamental group of a solvmanifold.
Remark 1.9. To be precise: a group E which admits such a short exact
sequence as introduced in 1.2 is called a strongly torsion-free S group,
with S a solvable Lie group. Moreover E is the fundamental group of
a solvmanifold if and only if E is a strongly torsion-free S group. Note
that this condition implies that E is solvable but not vice versa. We
refer to [44] for more details.10 1. Maps of infra-nilmanifolds: an algebraic description
1.3 Maps of infra-nilmanifolds
In the previous section we saw that infra-nilmanifolds are completely
determined by an almost-Bieberbach group. To optimally use this al-
gebraic description we need analogous results for (continuous) maps of
infra-nilmanifolds. These are provided by K.B. Lee in [38].
He proved the following theorem concerning almost-crystallographic
groups.
Theorem 1.10. Let E;E0 ½ A®(G) be two almost-crystallographic
groups. Then for any homomorphism µ : E ! E0, there exists a
g = (±;D) 2 GoEndo(G) such that µ(®) ¢ g = g ¢ ® for all ® 2 E.
Important for us is the following corollary of this theorem (we refer to
[38] for a detailed proof).
Corollary 1.11. Let M = EnG be an infra-nilmanifold and f : M !
M a continuous map of M. Then f is homotopic to a map h : M ! M
induced by an a±ne endomorphism (±;D) : G ! G.
We say that (±;D) is a homotopy lift of f. Note that one can ¯nd the
homotopy lift of a given f, by using Theorem 1.10 for the homomor-
phism f¤ : ¼1(M) ! ¼1(M) induced by f. In fact, using this method
one can characterize all continuous maps, up to homotopy, of a given
infra-nilmanifold M. Indeed, since E is ¯nitely generated, one can con-
struct all possible homomorphisms µ : E ! E and so, by Theorem
1.10, all possible homotopy lifts (±;D) of f.
Example 1.12. Let E be the almost-Bieberbach group of Example 1.7,
then there is a homomorphism µ1 : E ! E, which is determined by the
images of the generators as follows:
µ1(a) = b2c3; µ1(b) = a2c3; µ1(c) = c¡4; and µ1(®) = c¡2®2:
Using the matrix representation (1.1) it is easy to check that µ1 re-
ally determines an endomorphism of E and that this endomorphism is









There is a second corollary of this theorem which we also want to point
out.1.3. Maps of infra-nilmanifolds 11
Corollary 1.13. Let M = EnG be an infra-nilmanifold with holonomy
group F and T : F ! Aut(G) the associated holonomy representation.
Suppose f : M ! M is a continuous map of M and (±;D) is a homo-
topy lift of f. Then
8x 2 F;9y 2 F : T¤(y)D¤ = D¤T¤(x):
Proof: If ~ x 2 E = ¼1(M) is a pre-image of x, then y can be taken as the
natural projection of f¤(~ x), where f¤ denotes the morphism induced by
f on ¼1(M).
Let us again demonstrate this with an example.
Example 1.14. Let M = EnH be the infra-nilmanifold introduced in
Example 1.7 and suppose that f1 : M ! M is a continuous map in-
ducing the endomorphism µ1 on E = ¼1(M). We know already that

































Finally, since Theorem 1.10 is very crucial for our results, we would
like to warn the reader that in the paper of K.B. Lee ([38, Theorem
2.2]) there is a slight mistake in the proof of the theorem. However as
we will now argue this has no real in°uence on the result.
In the beginning of the proof, it is claimed that given a continuous map
f : M = EnG ! M = EnG, inducing a morphism f¤ : E ! E on the
fundamental group E of M, one ¯nds that, with N = E \ G,
¤ = N \ f¡1
¤ f¤(N \ f¡1
¤ (N))
is a normal ¯nite index subgroup of E, with f¤(¤) µ ¤. This is however
incorrect. In fact, in general one can see that the de¯nition of ¤ given
above implies that ¤ = f¡1
¤ (N) \ N, which already indicates that
something might be wrong with the above claim.
As an example, let E = K £ Z2, where K is the fundamental group of
the Klein bottle, then
E = ha;b;c;d k ab = ba¡1; c;d centrali:
Of course E is a crystallographic group, with translational part N =
ha;b2;c;di. Let f : M ! M be the continuous map on the °at manifold12 1. Maps of infra-nilmanifolds: an algebraic description
with fundamental group E, inducing the homomorphism f¤ : E ! E
with
f¤(d) = c; f¤(c) = b; f¤(b) = 1 and f¤(a) = 1:
Then one easily computes that
² f¡1
¤ (N) = fakblc2mdn k k;l;m;n 2 Zg
² f¡1
¤ (N) \ N = fakb2lc2mdn k k;l;m;n 2 Zg
² f¤(f¡1
¤ (N) \ N) = fb2mcn k m;n 2 Zg
² f¡1
¤ (f¤(f¡1
¤ (N) \ N)) = fakblc2mdn k k;l;m;n 2 Zg
² ¤ = f¡1
¤ (f¤(f¡1
¤ (N) \ N)) \ N = fakb2lc2mdn k k;l;m;n 2 Zg
So d 2 ¤, but f¤(d) = c 62 ¤, showing that f¤(¤) 6µ ¤ as was claimed
in [38].
Nevertheless, this is of no real in°uence for the results of [38]. Indeed,
all what is needed is a ¯nite index normal subgroup ¤ of E, contained
in N and satisfying f¤(¤) µ ¤. Now, suppose [E : N] = n (which is
¯nite since E is an almost-Bieberbach group) then
¤ = hxn k x 2 Ei
will be such a group (and this ¤ is independent of f¤). Most probably
K.B. Lee also noticed this since in [37, Lemma 1.1] he introduced the
same group.Chapter 2
The Anosov relation
In the previous chapter we introduced maps of infra-nilmanifolds. In
this chapter we discuss what we exactly want to investigate about these
maps, namely the so called Anosov relation.
To a self-map f : M ! M of a manifold M one can associate the
Nielsen number N(f) and the Lefschetz number L(f). We then say
that the Anosov relation holds for this map if N(f) = jL(f)j. In 1985,
D. Anosov proved in [1] that this relation holds for any continuous
map of a nilmanifold. He also showed that this result does not hold in
general for infra-nilmanifolds by constructing a counterexample on the
Klein bottle.
As the main topic of this dissertation consists of investigating the
Anosov relation for maps of infra-nilmanifolds, we ¯rst introduce the
necessary general concepts concerning the Nielsen and the Lefschetz
number. We also explain why ¯xed point theorists are interested in
these numbers and more speci¯cally in the relation between them. This
interest is already demonstrated by several publications inspired by the
initial result of D. Anosov: [31], [34], [42], [45],....
After introducing the general setting, we again focus in the second
section of this chapter to infra-nilmanifolds. In [38], K.B. Lee proved
a nice criterion to decide whether the Anosov relation holds for a map
of an infra-nilmanifold.
2.1 Fixed point theory
Let f : X ! X be a map of a compact connected manifold and denote
the ¯xed point set of f by Fix(f) = fx 2 X jf(x) = xg. One of14 2. The Anosov relation
the main objectives in ¯xed point theory is to calculate MF(f), the
minimum number of ¯xed points among all maps homotopic to f:
MF(f) = minf#Fix(g)jg ' fg:
Thus, for instance, MF(f) = 0 means that there exists a map g homo-
topic to f such that g(x) 6= x for all x 2 X.
The motivation for calculating this number ¯nds its origin in the study
of dynamical systems. Note that we can create a dynamical system by
iterating f : X ! X. In the study of such a dynamical system it is
very interesting to know how many ¯xed points the system has and
moreover, how many of these ¯xed points are persistent under small
perturbations. This boils exactly down to calculating MF(f).
In principle, to calculate MF(f) it is necessary to examine the ¯xed
point set of every map homotopic to f. To avoid this, several numbers
associated to f are de¯ned to provide information on MF(f).
2.1.1 The Lefschetz number
A ¯rst number, and perhaps the best known one, is the Lefschetz num-
ber L(f).





(¡1)i Trace(f¤ : Hi(M;Q) ! Hi(M;Q)):
The Lefschetz number L(f) is a (reasonably) computable invariant of
f and it is a homotopy invariant. Unfortunately it does not give a lot
of information on the ¯xed points of f. We only know that if L(f) 6= 0,
then f has at least one ¯xed point which can not be removed by a
homotopy. In general however L(f) does not give exact information
about the number of such points. Of course it is sometimes su±cient
to observe that a dynamical system has at least one ¯xed point and in
this case L(f) is very useful.
2.1.2 The Nielsen number
We now introduce the Nielsen number N(f) which is an (almost always
sharp) lower bound for MF(f), but unfortunately N(f) is not readily2.1. Fixed point theory 15
computable from its de¯nition. F. Wecken and B. Jiang proved that this
lower bound is sharp for all compact, connected manifolds except for
surfaces of negative Euler characteristic ([30],[53]). This is interesting
for us since infra-nilmanifolds satisfy these conditions. Since MF(f) =
N(f) for self-maps f of infra-nilmanifolds, the calculation of the Nielsen
number becomes now a main objective.
The de¯nition of N(f) is based on the concept of essential ¯xed point
classes. Fixed point classes can be introduced in two equivalent ways.
A ¯rst way uses the universal covering space ( ~ M;p) of the manifold M.
To be more precise, one can divide all possible lifts ~ f of a given map
f : M ! M to the universal covering space ~ M into equivalence classes,
called lift classes. Two lifts ~ f and ~ f0 are said to be equivalent if they
are conjugated by an element of the fundamental group ¼1(M) (viewed
as the group of covering transformations of ( ~ M;p)). The total number
of these lift classes (which is a positive integer or 1) is called the
Reidemeister number R(f) and this number is a homotopy invariant.
Let h ~ fi denote the lift class containing a lift ~ f. One can show that the
projection p(Fix( ~ f)) of the ¯xed point set of this lift, is independent of
the chosen representant of the lift class h ~ fi. Moreover, p(Fix( ~ f)) is a
(possibly empty!) subset of Fix(f). By considering all possible lifts (in
fact lift classes) of f, these subsets p(Fix( ~ f)) divide Fix(f) into the so
called ¯xed point classes of f.
In this way we have associated to each lift class a ¯xed point class
and therefore there are exactly R(f) ¯xed point classes. Of course not
every ¯xed point class necessarily contains ¯xed points. In that case,
we say that the lift class is associated to an empty ¯xed point class.
Note that this characterization can lead to many 'di®erent' empty ¯xed
point classes. In fact, for a given map f on a closed manifold M, there
can be only ¯nitely many non-empty ¯xed point classes, while R(f)
can be in¯nite. The advantage of this de¯nition of a ¯xed point class is
the characterization of empty ¯xed point classes, which is needed later
on. A possible disadvantage is that we need a detour via the universal
covering space.
A second way of de¯ning the concept of a ¯xed point class avoids the
use of the universal covering space. We partition Fix(f) into equivalence
classes, referred to as ¯xed point classes, by the relation: x;y 2 Fix(f)
are f-equivalent if and only if there is a path w from x to y such
that w and fw are (rel. endpoints) homotopic. A disadvantage of this16 2. The Anosov relation
de¯nition is that is not clear what is meant by an empty ¯xed point
class, although we need this idea. Indeed, in some occasions ¯xed point
classes can be removed by homotopy, i.e. a nonempty ¯xed point class
of f can become an empty ¯xed point class of a homotopic map g. (Or
equivalently this means that the associated lift class no longer has ¯xed
points.)
It can be shown, at least for non empty ¯xed point classes, that these
two de¯nitions are equivalent. See for instance [29] for more details.
Fixed point classes which persist under all homotopies are called es-
sential ¯xed point classes. Therefore to calculate MF(f) we only have
to focus on the essential ¯xed point classes and we de¯ne:
De¯nition 2.2. Let f : X ! X be a map of a compact connected
manifold, then N(f) = the number of essential ¯xed point classes of f.
The problem is that it is very hard to decide whether a class is essential
or not. If an explicit homotopy can be given that deforms a ¯xed point
class into an empty class, then by de¯nition this class is inessential.
But, to prove that a ¯xed point class is essential, we must verify that
no homotopy eliminates this class. Of course this is much harder to
realize.
The solution to this problem is to replace the homotopic-theoretic de-
¯nition of 'essentialness' by an algebraic approximation. Namely, we
associate (when possible) an integer index to each ¯xed point class and
de¯ne a class to be (algebraic) essential if this index is non-zero. Note
that these two notions of essentialness must of course be the same for
the respective ¯xed point classes.
For general manifolds it is not easy to de¯ne this index. However when
we restrict to compact manifolds this is possible in a satisfactory way.
Satisfactory means for instance that the index must be homotopy in-
variant and that the sum of the indices of all ¯xed point classes must
be equal to L(f). This last demand is called the normalization of the
index and L(f) is in this setting also called the total algebraic count of
¯xed points. We will limit ourselves here to an informal approach intro-
duced by B. Brown in [6]. For a mathematically rigorous presentation
we refer for instance to [5], [21], [29], [32], ...
Let F be a ¯xed point class of the map f : X ! X on a compact
manifold X. Then there is an open subset U of X containing F such
that the closure of U intersects Fix(f) only in F. For n large enough, we2.1. Fixed point theory 17
may embed X in an Euclidian space Rn. Consider then for each point
x 2 UnF the vector in Rn from x to f(x). Roughly speaking, if all these
vectors point in more or less the same direction, we can modify the
de¯nition of f on F to move all those points in the direction indicated
by the vectors. In fact in this way we produce a map homotopic to f,
and identical to f outside U, that has no ¯xed points on U. Since F
can be eliminated in this way, F is said to be inessential. On the other
hand, if the vectors do not all point in somewhat the same direction,
the vector ¯eld on UnF can be thought of as 'winding around' the set F
so that it is not possible to modify f by homotopy in order to eliminate
F. Consequently, in this case F is essential. In a rigorous development,
the amount of 'winding around' of the vector ¯eld is measured by an
integer, called the index of F.
2.1.3 The Anosov relation
So, we are interested in the Nielsen number because it gives useful infor-
mation, but unfortunately it is not readily computable from its de¯ni-
tion. For the Lefschetz number however, the opposite holds. Therefore
we can try to relate the Nielsen number and the Lefschetz number.
The best we can hope for is to show that N(f) = jL(f)j since in this
case we can compute an almost always sharp lower bound for MF(f).
Recall, that for infra-nilmanifolds this lower bound is always sharp. In
this context, D. Anosov proved in 1985 the following theorem ([1]):
Theorem 2.3. For any (continuous) self-map f : M ! M of a nil-
manifold M, we have that N(f) = jL(f)j.
He also showed that the theorem does not hold for the Klein bottle
by constructing a counterexample. For the reasons mentioned above,
the theorem is very convenient and therefore we try to generalize it
towards maps of more general manifolds. Since this is the main topic
of this dissertation, we want to explicitly de¯ne what we examine.
De¯nition 2.4. Let M be a closed manifold.
² A map f : M ! M satis¯es the Anosov relation if and only if
N(f) = jL(f)j.
² M satis¯es the Anosov theorem if and only if every map f : M ! M
satis¯es the Anosov relation.18 2. The Anosov relation
In this work we take o® from the result of D. Anosov as it concerns infra-
nilmanifolds: nilmanifolds and the Klein bottle are infra-nilmanifolds.
So it is quite natural to trying generalizing the Anosov theorem towards
other classes of infra-nilmanifolds. We have to mention that in literature
one already ¯nds several generalizations of this theorem towards (maps
of) solvmanifolds (for instance [27], [28],[31]). This is also a natural
approach since nilmanifolds and the Klein bottle can also be seen as
solvmanifolds. At the end of the ¯rst chapter, we clearly demonstrated
that the class of solvmanifolds and the class of infra-nilmanifolds do not
coincide and therefore the techniques used for solvmanifolds cannot be
applied straightforwardly on infra-nilmanifolds (and vice versa).
Finally we want to note that generalizing the Anosov relation is not the
only way to try to obtain information on N(f) (and so on MF(f)). The
Reidemeister number R(f) is another homotopy invariant associated
to f and it is also better computable then N(f). From the de¯nitions
above it follows that R(f) is an upper bound for N(f), since it also
counts the non-essential ¯xed point classes. However this upper bound
can possibly be very bad since R(f) can be in¯nite. On the other hand
a similar relation to the Anosov relation could exist. For instance, B.
Norton-Odenthal showed in [48] that N(f) = R(f) for nilmanifolds
and P. Wong did the same for a class of manifolds which are totally
di®erent from infra-nilmanifolds ([55]). In this dissertation we did not
opt to examine this relation, although this could be a possibility for
further research.
2.2 Fixed point theory on infra-nilmanifolds
In this section we want to apply the concepts introduced in the previous
section to infra-nilmanifolds. This speci¯c setting gives us convenient
tools for our research on the Anosov relation. To start with, we note
that in [33, Remark 3.7] it is shown that the index of essential ¯xed
point classes of maps on infra-nilmanifolds is always 1 or ¡1. Although
we will not really need this fact, we shortly recall the ideas behind
the proof since they give some valuable intuition for the key results
mentioned later on. For more details we refer to [33].
Suppose f : M ! M is a map of an infra-nilmanifold M. By a change
up to homotopy we may assume that f is induced by (can be lifted
to) an a±ne endomorphism (±;D) of the universal covering Lie group2.2. Fixed point theory on infra-nilmanifolds 19
G of M. By the argumentation at the end of the previous chapter, we
know that there exists in ¼1(M) a normal subgroup of translations,
say K, of ¯nite index such that f¤(K) µ K. Actually this implies
that there exists a nilmanifold NK which ¯nitely covers M and such
that the map f can not only be lifted to the universal covering space,
but also to this nilmanifold, say ¹ f : NK ! NK. Of course, one of the
possible lifts of f to NK is the map induced by the a±ne endomorphism
(±;D) on the nilmanifold NK. The other lifts of f to the nilmanifold
NK are induced by an a±ne endomorphisms (±0;D0) = ®(±;D) where
® 2 ¼1(M) µ A®(G).
In [33] it is shown that calculating the index of an essential ¯xed point
class of f boils down to calculating
L( ¹ f)
N( ¹ f) for a speci¯c lift ¹ f : NK !
NK. This shows that the index of an essential ¯xed point class is 1
or ¡1 since ¹ f is a map of a nilmanifold and so the Anosov relation
holds for ¹ f. Finally in the proof of [33, Theorem 3.5] it is shown that







= sgn(det(In ¡ D0
¤)) = §1:
We gave this description because it illustrates that one has to calculate
'signs of determinants', which of course can result in di®erent signs for
di®erent lifts ¹ f. This is completely formalized in the following theorem
of K.B. Lee ([38]):
Theorem 2.5. Let f : M ! M be a continuous map of an infra-
nilmanifold M and let T : F ! Aut(G) be the associated holonomy
representation. If (±;D) 2 GoEndo(G) is a homotopy lift of f, then
² N(f) = L(f) if and only if 8x 2 F : det(In ¡ T¤(x)D¤) ¸ 0.
² N(f) = ¡L(f) if and only if 8x 2 F : det(In ¡ T¤(x)D¤) · 0.
It can be easily veri¯ed that T(x)D are exactly all possible linear parts
of the homotopy lifts of f. So the result above can be interpreted as
follows: consider all possible homotopy lifts of f and verify if the as-
sociated ¯xed point classes have the same index. Therefore this result
generalizes indeed the concepts introduced above. For a more detailed
study we refer to [38].
The above theorem is crucial for this dissertation because it is a very
convenient tool to generalize the Anosov theorem. This will be demon-
strated elaborately in the next part. Here we already use it to prove the20 2. The Anosov relation
following proposition describing a class of maps on infra-nilmanifolds
for which the Anosov theorem always holds. Note that we do not claim
that such maps exist on all infra-nilmanifolds.
Proposition 2.6. Let M be an infra-nilmanifold with holonomy group
F and associated holonomy representation T : F ! Aut(G). Let f :
M ! M be a continuous map with homotopy lift (±;D). Suppose that
8x 2 F; x 6= 1 : T¤(x)D¤ 6= D¤T¤(x). Then
8x 2 F : det(In ¡ D¤) = det(In ¡ T¤(x)D¤)
and hence N(f) = jL(f)j.
Proof: Let x 6= 1 2 F. Since (±;D) is obtained from Theorem 1.10,
Corollary 1.13 implies that there exists an y 2 F such that T¤(y)D¤ =
D¤T¤(x). Because of the condition on T¤ and D¤ we know that x 6= y.
Then
det(In ¡ D¤) = det(T¤(x) ¡ D¤T¤(x))det(T¤(x¡1))
= det(T¤(x¡1))det(T¤(x) ¡ T¤(y)D¤)
= det(In ¡ T¤(x¡1y)D¤):
Since x 6= y and T¤ is faithful, we have that T¤(x¡1y) 6= In. Moreover,
for any other x0 6= 1 2 F, with x 6= x0 and T¤(y0)D¤ = D¤T¤(x0), we
have that x¡1y 6= x0¡1y0. Indeed, suppose that there exists an x0 2 F,
x 6= x0, such that x¡1y = x0¡1y0. Then
T¤(x¡1y)D¤ = T¤(x0¡1y0)D¤ , T¤(x¡1)D¤T¤(x) = T¤(x0¡1)D¤T¤(x0)
, D¤T¤(xx0¡1) = T¤(xx0¡1)D¤:
The last equality is only satis¯ed when xx0¡1 = 1 which gives us a con-
tradiction. This proves the proposition because any x 2 F determines
an unique element x¡1y 2 F, and thus all elements of F are obtained.
The last conclusion easily follows from Theorem 2.5.
Remark 2.7. The condition in this proposition may seem strange, but
actually it boils down to the fact that for these maps there is only one
Reidemeister class on the covering nilmanifold. In that case, one easily
veri¯es that for such maps the Anosov relation holds. See for instance
[29].
Let us demonstrate this proposition.2.2. Fixed point theory on infra-nilmanifolds 21
Example 2.8. Let M = EnH be the infra-nilmanifold introduced in
Example 1.7 and suppose that f1 : M ! M is a continuous map in-
ducing the endomorphism µ1 on E = ¼1(M). We know already that

































which implies that the map f (or D¤) satis¯es the criteria of the propo-
sition. Indeed we have that
det(I3 ¡ D¤) = det(I3 ¡ '¤D¤) = det(I3 ¡ '2
¤D¤) = ¡15:
We end this section with an explicit formula to calculate L(f) and N(f)
for self-maps of infra-nilmanifolds established in a recent preprint of
J.B. Lee and K.B. Lee ([37]).
Theorem 2.9. Let M be an infra-nilmanifold with holonomy group F
and associated holonomy representation T : F ! Aut(G). Let f : M !













This is of course a nice generalization of Theorem 2.5. Note that this
theorem implies that for maps f of infra-nilmanifolds we always have
that
MF(f) = N(f) ¸ jL(f)j:
However this lower bound can be very bad as is demonstrated in the
following example.























1 0 0 0 0
0 ¡1 0 0 0
0 0 ¡1 0 0
0 0 0 0 ¡1
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where ei stands for a column vector of length 5 with 1 in the i-th place
and 0 everywhere else (1 · i · 5). It is easily veri¯ed that E is indeed
a Bieberbach group which ¯ts into the following short exact sequence
1 ! Z5 ! E ! Z4 ! 1
So we obtain a 5-dimensional °at manifold M = EnR5 with holonomy























k 0 0 0 0
0 1 1 0 0
0 2 1 0 0
0 0 0 1 0







with k 2 1 + 4Z. The a±ne endomorphism (±;D) induces a map f :
M ! M if
(±;D)E(±;D)¡1 = (±;D)E(¡D¡1±;D¡1) µ E
This is indeed the fact since for any i, 1 · i · 5, we have that
(±;D)(ei;I5)(¡D¡1±;D¡1) = (± + Dei;D)(¡D¡1±;D¡1)
= (Dei;I5) 2 E
since Dei 2 Z5. Secondly because A and D commute we also have
(±;D)(a;A)(¡D¡1±;D¡1) = (± + Da;DA)(¡D¡1±;D¡1)
= (Da;A)
= ((D ¡ I5)a;I5)(a;A) 2 E
















(0 + 4(1 ¡ k) + 8(¡1 + k) + 4(1 ¡ k))











(0 + 4j1 ¡ kj + 8j ¡ 1 + kj + 4j1 ¡ kj)
If we for instance assume that k ¸ 5 then N(f) = 4(k ¡1). So indeed,
jL(f)j · N(f) but N(f) can be as large as we want.Part II
The resultsAs is explained and motivated in the ¯rst part, in the following chap-
ters we examine the Anosov relation for infra-nilmanifolds. Our main
purpose is trying to generalize the Anosov theorem and in the case that
this turns out to be not possible we provide the necessary counterex-
amples.
There are two possible ways of trying to generalize the Anosov the-
orem. Firstly, one can look for classes of manifolds, other than nil-
manifolds, for which the relation holds for all continuous maps of the
given manifold. This was, for instance, established by E. Keppelmann
and C. McCord for exponential solvmanifolds ([31]). We try to do this
for classes of infra-nilmanifolds. In Chapter 3 we examine for exam-
ple infra-nilmanifolds with odd order holonomy group, in Chapter 5
infra-nilmanifolds with cyclic holonomy group and in Chapter 6 °at
generalized Hantzsche-Wendt manifolds.
Secondly, one can search for classes of maps on a certain (type of) man-
ifold for which the relation holds. For instance, S. Kwasik and K.B. Lee
proved in [34] that the Anosov theorem holds for homotopic periodic
maps of infra-nilmanifolds and C. McCord extended this to homotopic
periodic maps of infra-solvmanifolds ([45]). Note that f is a homo-
topic periodic map if some power of f is homotopic to the identity and
infra-solvmanifolds are manifolds which have a ¯nite regular cover by
a solvmanifold. A ¯nal example are the virtual unipotent maps intro-
duced and studied in [42] by W. Malfait. In Chapter 3 we examine the
Anosov relation for expanding maps and the new class of nowhere ex-
panding maps which form an extension of the class of virtual unipotent
maps. In the fourth chapter we examine the Anosov di®eomorphisms.Chapter 3
Periodic sequences and infra-nilmanifolds with
an odd order holonomy group
To prove the results in this chapter2 we introduce the concept of a
periodic sequence associated to a map. This sequence is used in an
analogue way in three di®erent situations. Firstly, we show that the
Anosov theorem can be generalized to the much larger class of infra-
nilmanifolds with odd order holonomy group. Secondly we look at two
classes of maps: the well-known expanding maps and the by us intro-
duced nowhere expanding maps. This last class is the complete opposite
of the expanding maps, as will be clear from the de¯nition. For these
nowhere expanding maps we can easily show that the Anosov relation
holds. Finally we establish a necessary and su±cient condition for ex-
panding maps f of infra-nilmanifolds M to satisfy the Anosov relation.
Namely, N(f) = jL(f)j if and only if M is orientable.
This last result is very interesting since we can use it to decide about
the (non)-validity of the Anosov theorem for non-orientable infra-
nilmanifolds. However, not every (non-orientable) infra-nilmanifold ad-
mits an expanding map. In fact, in the last section we present an ex-
ample of a non-orientable infra-nilmanifold, which does not admit ex-
panding maps and for which the Anosov theorem holds for this speci¯c
manifold.
3.1 The Anosov theorem for infra-nilmanifolds with odd
order holonomy group
In this section we show that the Anosov theorem holds for all infra-
nilmanifolds M with odd order holonomy group F. To be able to prove
2 The results of this chapter can also be found in [13].30 3. Periodic sequences and infra-nilmanifolds with an odd order holonomy group
this statement, we will associate to any element of F a certain sequence
of elements of F. The construction of this sequence depends on the map
f for which we want to prove that N(f) = jL(f)j.
Suppose that f : M ! M is a continuous map, that (±;D) is a homo-
topy lift of f and that T : F ! Aut(G) is the associated holonomy
representation. Now we exploit the fact that (±;D) is obtained from
Theorem 1.10, so we can apply Corollary 1.13.
Using this we can construct for any x1 2 F a sequence of elements of
F, say x1;x2;:::, such that for any i 2 N0: D¤T¤(xi) = T¤(xi+1)D¤.
Since F is ¯nite we know that we can construct this sequence in such
a way that from a certain point onwards the sequence of elements
becomes periodic. I.e. since F is ¯nite we know that there has to exist
a j ¸ 1 and a k ¸ 1 such that xj+k = xj. From that point we can
take xj+k+1 = xj+1, xj+k+2 = xj+2, ... (in general xj+nk+l = xj+l, for
all n;l ¸ 0) and still have the property that D¤T¤(xi) = T¤(xi+1)D¤,
8i ¸ 1. So, the sequence we construct for a given x1 is periodic, with
period k, from a certain position j onwards.
Note that we do not claim that this sequence is unique, but it is al-
ways possible to construct such a sequence as described above. Let us
illustrate the set-up of such a periodic sequence in an example.


















1 0 0 0
0 1 0 0
0 0 0 ¡1





where ei stands for a column vector of length 4 with 1 in the i-th place
and 0 everywhere else (1 · i · 4). It can be veri¯ed that E is indeed a
Bieberbach group which ¯ts into the following short exact sequence
1 ! Z4 ! E ! Z4 ! 1:
So we obtain a 4-dimensional °at manifold M = EnR4 with holonomy

















¡4 0 0 0
0 0 0 0
0 0 0 0
1
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which induces a map f : M ! M (this is veri¯ed as before).
For this (±;D) we have that
(e1 ¡ 4e2;I4)(±;D) = (±;D)(e1;I4);
(a;A)(±;D) = (±;D)(e2;I4);
(¡e2 + a;A)(±;D) = (±;D)(a;A)
Suppose that x generates the holonomy group of M, then we have that
the periodic sequence associated to x is x;x;x;:::. On the other hand
the periodic sequence for e is not unique: it can be taken equal to
e;e;e;::: but since (a;A)(±;D) = (±;D)(e2;I4) also equal to e;x;x;:::.
As will be clear of the use of this periodic sequence, this non-uniqueness
will not be a problem.
We will refer to the sequence x1;:::;xj;:::;xj+k¡1;xj+k = xj;::: con-
structed as explained above as a periodic sequence for x1, associ-
ated to f, with period k starting from position j. Using these
sequences, we can now prove the following lemma.
Lemma 3.2. Suppose M is an infra-nilmanifold with holonomy group
F and associated holonomy representation T : F ! Aut(G). Suppose
f : M ! M is a continuous map and (±;D) is a homotopy lift of f. Let
x1 2 F and let x1;x2;x3;::: be a periodic sequence for x1 associated to
f, with period k starting from position j. Then




3. 9l 2 N0: (T¤(xj)D¤)l = Dl
¤.
Proof: We ¯rst prove that for any i ¸ 1 we have that det(In ¡
T¤(xi)D¤) = det(In ¡ T¤(xi+1)D¤). Indeed,
det(In ¡ T¤(xi)D¤) = det(T¤(xi))det((T¤(xi))¡1 ¡ D¤)
= det(In ¡ D¤T¤(xi))
= det(In ¡ T¤(xi+1)D¤)
So for any element xi of this periodic sequence we have that det(In ¡
T¤(x1)D¤) = det(In ¡ T¤(xi)D¤).























Let y = xjxj+1 ¢¢¢xj+k¡1 2 F. Then y is of ¯nite order, say p, and
analogously as before one can verify that T¤(y) commutes with Dk
¤.
Therefore if l = pk, we obtain that (T¤(xj)D¤)l = Dl
¤.
With this lemma we can then prove the following theorem.
Theorem 3.3. If M is an infra-nilmanifold with odd order holonomy
group F, then N(f) = jL(f)j for any continuous map f : M ! M.
Proof: Suppose f : M ! M is a continuous map of M and (±;D) is a
homotopy lift of f. To use Theorem 2.5 we have to determine the sign
of det(In ¡ T¤(x1)D¤) for any x1 2 F. Construct a periodic sequence
x1;:::;xj+k¡1;xj+k = xj;::: with period k starting from position j as
explained above. Because of Lemma 3.2 it su±ces to determine the sign
of det(In ¡ T¤(xj)D¤) and we also know that T¤(xj)Dk
¤ = Dk
¤T¤(xj).






with D1 2 Mm(R) (resp. D2 2 Mn¡m(R)) and for any eigenvalue ¸ of
D1 (resp. any eigenvalue ¸ of D2) we have that j¸j · 1 (resp. j¸j > 1).
The construction of D1 and D2 implies that Dk
1 and Dk
2 must have
distinct eigenvalues and therefore we have that T¤(xj)Dk
¤ = Dk
¤T¤(xj)






with T1 2 Mm(R) and T2 2 Mn¡m(R). So for any x1 2 F :
det(In ¡ T¤(x1)D¤) = det(In ¡ T¤(xj)D¤)
= det(Im ¡ T1D1)det(In¡m ¡ T2D2) (3.1)
Lemma 3.2 guarantees the existence of a l > 0 such that (T1D1)l =
Dl
1. This implies that for any eigenvalue ¸ of T1D1, we also have that
j¸j · 1. Let ¸1;¸2;:::;¸m be the set of eigenvalues of T1D1 (with
each eigenvalue listed as many times as its algebraic multiplicity), then
j¸ij · 1 (8i) implies that
det(Im ¡ T1D1) = (1 ¡ ¸1)¢¢¢(1 ¡ ¸m) ¸ 0
So the ¯rst factor in (3.1) does not play a role in determining the sign
of det(In ¡ T¤(x1)D¤).
Note that for any non-real eigenvalue ¸i, we know that ¸i is also an
eigenvalue which implies that (1 ¡ ¸i)(1 ¡ ¸i) ¸ 0.
One can easily verify that the sign of the second factor depends on
the number of real, positive eigenvalues of T2D2 (note that Lemma 3.2
now implies that any eigenvalue ¸ of T2D2 is of modulus > 1). Let
us therefore denote the number (counted with multiplicity) of real,
positive eigenvalues of D2 by p and those of T2D2 by q. If we can now
show that q ´ p mod 2, then all determinants must have the same sign
and this would ¯nish the proof.
Since F is of odd order, we have that T¤(xj) is of odd, ¯nite order.
Hence, also T2 is of odd order which implies that det(T2) = 1. Therefore
we have that
det(T2D2) = det(T2)det(D2) = det(D2): (3.2)
Now, det(D2) 6= 0 since for any eigenvalue ¸ of D2 yields that j¸j > 1.
So the equality above a fortiori implies that both determinants have
the same sign. So, modulo 2, the matrices D2 and T2D2 must have
the same number of real, negative eigenvalues. But, as the number of
non-real eigenvalues is even for both matrices, this also implies that
q ´ p mod 2.34 3. Periodic sequences and infra-nilmanifolds with an odd order holonomy group
Remark 3.4. The condition that F is of odd order is crucial since
for instance Anosov constructed in [1] a counter example on the Klein
bottle (which is a °at manifold having Z2 as holonomy group). See
also Chapter 5 for a detailed study of infra-nilmanifolds with cyclic
holonomy groups or Part 3 for more counterexamples.
3.2 Classes of maps for which the Anosov theorem holds
In the proof of Theorem 3.3 we separated the eigenvalues of the di®er-
ential D¤ of the linear part of the homotopy lift. Because of this separa-
tion, we were able to construct matrices T1 and T2 (using the notations
from the proof of Theorem 3.3). Now, in general, it is not possible to
use the same techniques for infra-nilmanifolds with a holonomy group
of even order. Since in that case ¡1 can be an eigenvalue of T2 and so
det(T2) could be equal to ¡1. Moreover, because of the separation of
D¤, we do not longer have control on how many times ¡1 appears as
an eigenvalue of T2.
In this section we avoid the separation of D¤ by looking at special
classes of maps. Namely we assume that either D1 or D2 does not
appear.
3.2.1 The Anosov relation for expanding maps
The ¯rst class of maps that we want to study are the expanding maps.
Let us therefore ¯rst recall the de¯nition.
De¯nition 3.5. A C1-self-map f : M ! M on a closed smooth man-
ifold M is said to be an expanding map if there exist constants C > 0
and ¹ > 1 such that
kDfn(v)k ¸ C¹nkvk;8v 2 TM
for some Riemannian metric k k on M.
It follows from the work of M. Gromov ([25]) that any expanding map
of a compact manifold is topologically conjugated to an expanding
infra-nilmanifold endomorphism. This means that for the homotopy
lift (±;D) of an expanding map on an infra-nilmanifold we have that
the modulus of all eigenvalues of D¤ is larger than 1.3.2. Classes of maps for which the Anosov theorem holds 35
The following theorem is based on the orientability of the infra-
nilmanifold M which is completely determined by Proposition 1.6.
Using this proposition we can now prove the following result about
expanding maps of infra-nilmanifolds.
Theorem 3.6. Suppose f : M ! M is an expanding map of an infra-
nilmanifold M. Then N(f) = jL(f)j if and only if M is orientable.
Proof: Suppose f : M ! M is an expanding map and suppose (±;D) is
a homotopy lift of f. We will use Theorem 2.5 and therefore we have
to determine the sign of det(In ¡T¤(x1)D¤) for any x1 2 F. Construct
a periodic sequence x1;:::;xj+k¡1;xj+k = xj;::: as before. Because of




Let us ¯rst assume that M is orientable and so for any x 2 F we have
that det(T¤(x)) = 1. Therefore
det(T¤(xj)D¤) = det(T¤(xj))det(D¤) = det(D¤):
Recall that det(D¤) 6= 0 since j¸j > 1 for any eigenvalue ¸ of D¤.
Completely analogous as in the proof of Theorem 3.3 one can now
verify that this implies that all the determinants have the same sign.
Let us now assume that M is non-orientable and so there exists an
x1 2 F such that det(T¤(x1)) = ¡1. Then for any xi of a periodic
sequence x1;:::;xj+k¡1;xj+k = xj;::: we have that det(T¤(xi)) = ¡1.




Since det(D¤) 6= 0, this implies that det(T¤(xi)) = det(T¤(xi+1)) for
any i.
So we can assume that det(T¤(xj)) = ¡1 and
det(T¤(xj)D¤) = det(T¤(xj))det(D¤) = ¡det(D¤):
Denote the number of positive, real eigenvalues of D¤ by p and of
T¤(xj)D¤ by q. Then one can, again analogously as in the proof of The-
orem 3.3, easily verify that q 6´ p mod 2. This implies that det(In¡D¤)36 3. Periodic sequences and infra-nilmanifolds with an odd order holonomy group
and det(In ¡T¤(xj)D¤) have a di®erent sign. Note that these determi-
nants can not be equal to zero, since for any eigenvalue ¸ of D¤ : j¸j > 1
and because of the last statement of Lemma 3.2 the same holds for
T¤(xj)D¤. Theorem 2.5 then ¯nishes the proof.
So this theorem implies that the Anosov relation for expanding maps
is completely determined by the orientability of the infra-nilmanifold.
It also implies that if M is a non-orientable manifold which admits an
expanding map f, then the Anosov theorem no longer holds for M.
This is an interesting result since in [22] it was shown that all °at
manifolds admit an expanding map. Moreover the same is true for 2-
step infra-nilmanifolds ([36]), but on the other hand there are c-step
infra-nilmanifolds (for c > 2) which do not admit expanding maps. See
for instance [20] for a 3-step infra-nilmanifold which does not admit
expanding maps. Since the above result will be a very useful result
later on, we state it formally.
Proposition 3.7. If M is a non-orientable °at manifold or a non-
orientable 2-step infra-nilmanifold then the Anosov theorem does not
hold for M.
In general however this is no longer true and to prove this we construct
a non-orientable infra-nilmanifold for which the Anosov theorem holds
(and so a fortiori this manifold does not admit expanding maps). This
example will be also useful in the following chapters and will show on
more then one occasion that infra-nilmanifolds are much more compli-
cated than °at manifolds. The example is presented in the last section
of this chapter.
3.2.2 The Anosov relation for nowhere expanding maps
In this section we investigate the complete opposite of the class of
expanding maps and introduce what we call the nowhere expanding
maps.
De¯nition 3.8. Let f : M ! M be a continuous map of an infra-
nilmanifold M, with a homotopy lift (±;D). Then f is said to be a
nowhere expanding map, if j¸j · 1 for all eigenvalues ¸ of D¤.
Remark 3.9. The class of nowhere expanding maps also contains the
virtually unipotent maps (for which it is requested that all eigenvalues
¸ of D¤ are of modulus 1) introduced in [42].3.2. Classes of maps for which the Anosov theorem holds 37
The class of nowhere expanding maps is in fact very closely related to
the class of virtually unipotent maps. Indeed, one might be tempted to
think that there are many possibilities for the moduli of the eigenvalues
of D¤ since we only request them to be less than or equal to 1. However,
the following result shows that in the case of nowhere expanding maps
these moduli are either 1 or 0 and nothing in between is possible.
Lemma 3.10. Let f : M ! M be a nowhere expanding map on an
infra-nilmanifold M, with homotopy lift (±;D). Let ¸ be an eigenvalue
of D¤, then either j¸j = 1 or ¸ = 0.
Proof: Let f¤ : E ! E be the homomorphism induced by f on
the fundamental group E of M = EnG. The group E is an almost-
Bieberbach group, and we consider it as a subgroup of GoAut(G).
Now, let ¤ µ G \ E be a subgroup of ¯nite index in E, satisfying
f¤(¤) µ ¤. It follows from Theorem 1.10, that
8¸ 2 ¤ : f¤(¸) = ±D(¸)±¡1 = (¹(±) ± D)(¸)
where ¹(±) denotes conjugation with ±.
We will now choose a special basis of the Lie algebra g of G, by deter-
mining a speci¯c generating set for the lattice ¤ of G. Let °1(¤) = ¤
and °i+1(¤) = [¤;°i(¤)]. As ¤ is a nilpotent group, °c+1(¤) = 1 for
some c. For any i ¸ 1, we take
¤i =
p
°i(¤) = fx 2 ¤ j xk 2 °i(¤); for some k > 0g:
Then ¤i is a fully invariant subgroup of ¤, containing °i(¤) as a sub-
group of ¯nite index and we have that ¤i=¤i+1 is free abelian of ¯nite
rank, say ki.
We now choose a set of generators
a1;1;a1;2;:::;a1;k1;a2;1;:::;a2;k2;a3;1;:::;ac;kc
for ¤, in such a way that ai;j 2 ¤i, and the natural projections of
ai;1;ai;2;:::;ai;ki freely generate ¤i=¤i+1 » = Zki.
As G is a nilpotent Lie group, the exponential map exp : g ! G is
a di®eomorphism and we denote its inverse by log. The set A1;1 =
log(a1;1);:::;Ac;kc = log(ac;kc) forms a basis of g. With respect to this
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where Bi is a (ki £ ki)-matrix. In fact, Bi represents the morphism,
induced by f¤ on the free abelian group ¤i=¤i+1 and hence Bi is a
matrix with integral entries. Now, as D only di®ers from ¹(±) ± D by
an inner conjugation of G, the matrix representing D¤ is also of the
form (3.3) with the same integral blocks Bi on the diagonal (but with
di®erent entries below the diagonal). It follows that the eigenvalues of
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The characteristic polynomial p(x) of this matrix (and hence also of
the matrix representing D¤) is of the form
p(x) = xk(alxl + ¢¢¢ + a1x + a0)
with ai 2 Z, a0 6= 0 and k is the multiplicity of the eigenvalue 0. This
means that the non-zero eigenvalues ¸1;¸2;¢¢¢ ;¸l satisfy ¸1¸2 ¢¢¢¸l =
a0. As it is given that j¸ij · 1 (1 · i · l) and ja0j ¸ 1 (a0 is a non-zero
integer), we must have that j¸ij = 1 (1 · i · l) (and a0 = §1).
We are now ready to prove that the Anosov relation holds for any
nowhere expanding map. This results generalizes Theorem 4.3 of [42],
where the analogous result for virtually unipotent maps was obtained.
Theorem 3.11. Let f : M ! M be a nowhere expanding map on an
infra-nilmanifold M, then N(f) = L(f).
Proof: Let (±;D) be a homotopy lift of f. We will use Theorem 2.5 and
therefore we have to determine the sign of det(In ¡ T¤(x1)D¤) for any
x1 2 F. Construct a periodic sequence x1;:::;xj+k¡1;xj+k = xj;:::
with period k and starting point j as explained in the previous section
and suppose ¸1;:::¸n are the eigenvalues of T¤(xj)D¤ (with again each
eigenvalue listed as many times as its algebraic multiplicity). Because
of Lemma 3.2 it su±ces to look at det(In ¡ T¤(xj)D¤). Moreover the
last statement of Lemma 3.2 implies that for any i, 1 · i · n, we have
that j¸ij · 1 since for any eigenvalue ¸ of D¤ : j¸j · 1. So for any
x1 2 F :
det(In ¡ T¤(x1)D¤) = det(In ¡ T¤(xj)D¤) = (1 ¡ ¸1)¢¢¢(1 ¡ ¸n) ¸ 0:
Theorem 2.5 then ¯nishes the proof.3.3. Infra-nilmanifolds are more complicated 39
Example 3.12. The map f introduced in Example 3.1 is an example





2 and indeed det(I4 ¡ AkD) = 1 ¸ 0 for any k.
3.3 Infra-nilmanifolds are more complicated
In this section we construct a 7-dimensional non-orientable infra-
nilmanifold M1 with holonomy group Z2 for which the Anosov theorem
holds (and hence M1 does not admit any expanding map, see Propo-
sition 3.7). This M1 implies that the results obtained in the previous
section are not true in general for k-step infra-nilmanifolds with k > 2.
Let g be the 7-dimensional Lie algebra with basis X1, X2, ..., X7 where
the non-zero Lie brackets between basis vectors are given by
[X1;X2] = X3; [X1;X3] = X4; [X1;X4] = X5; [X1;X5] = X6
[X2;X3] = ¡X7; [X2;X7] = ¡X5 ¡ X6; [X3;X7] = ¡X6
Remark 3.13. The reason for choosing this Lie algebra lies in the fact
that we want to base our example on a Lie group with as few as possible
automorphisms, certainly without any expanding automorphisms. The
above Lie algebra is a characteristically nilpotent Lie algebra and hence
any automorphism of this Lie algebra has only eigenvalues of modulus 1.
Dimension 7 is the lowest possible dimension in which characteristically
nilpotent Lie algebras occur. See [24, Chapter 2, section III] for more
details.
Note that we do not claim that there does not exist analogue examples
in lower dimensions, since we did not examine this.
There is a faithful matrix representation of this Lie algebra, which is
given by














3x2 x1 0 x7
3 0 x5




0 0 0 0 x1 0 0 x4
0 0 0 0 0 x1 0 x3
0 0 0 0 0 0 0 x2
0 0 0 0 0 0 0 x1
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One might use this matrix representation in checking the claims which
follow.
Let exp : g ! G denote the exponential map from the nilpotent Lie al-
gebra g to the corresponding simply connected, connected nilpotent Lie
group G. (Note that ½ lifts to a matrix representation of G). Consider
a1 = exp(X1); a2 = exp(X2); a3 = exp(
1
2







X5); a6 = exp(
1
384




Let T be the automorphism of G, whose di®erential T¤ : g ! g satis¯es:
T¤(X1) = X1; T¤(X2) = ¡X2; T¤(X3) = ¡X3; T¤(X4) = ¡X4;
T¤(X5) = ¡X5; T¤(X6) = ¡X6 and T¤(X7) = X7:
Let ® 2 A®(G) be the element (exp(1
2X1);T). The subgroup E of
A®(G) generated by a1;:::;a7 and ® has a presentation of the form









6 [a3;a5] = 1
[a1;a4] = a6
5a¡24
6 [a3;a6] = 1
[a1;a5] = a8
6 [a3;a7] = a¡48
6
[a1;a6] = 1 [a4;a5] = 1




7 [a4;a7] = 1
[a2;a4] = 1 [a5;a6] = 1
[a2;a5] = 1 [a5;a7] = 1





















6 ® ®a7 = a7®
i:
This group E is an almost-crystallographic subgroup of A®(G). More-
over, E is torsion-free and hence it is the fundamental group of an infra-
nilmanifold M1. The holonomy group is Z2 and the infra-nilmanifold
is non-orientable (det(T¤) = ¡1, see Proposition 1.6).
Consider now any self-map f of M1, inducing an endomorphism µ on the
fundamental group ¼1(M1) = E and with homotopy lift (±;D). Then,3.3. Infra-nilmanifolds are more complicated 41
we can distinguish two possibilities for D¤, namely D¤T¤ = T¤D¤ or
D¤T¤ = D¤.
Any endomorphism D¤ of g is completely determined by the images of
its generators X1 and X2. Let us use the following notation
D¤(X1) = ®1X1 + ®2X2 + ¢¢¢ + ®7X7
and
D¤(X2) = ¯1X1 + ¯2X2 + ¢¢¢ + ¯7X7
Case 1: D¤T¤ = T¤D¤ This case forces all of the parameters ®2;®3;®4;







7 ® for some integers ki 2 Z. It then follows that






7 for some other integers li 2 Z.
This implies that ®1 = 2k1 + 1 6= 0. It follows that in this case D¤
satis¯es:
D¤(X1) = (2k1 + 1)X1 + ®7X7
and
D¤(X2) = ¯2X2 + ¯3X3 + ¢¢¢ + ¯6X6:
If we now require that D¤ actually determines an endomorphism of
g, then there are 3 subcases to consider:
² ¯2 = ¯3 = 0 in which case D¤ has a matrix representation, w.r.t.






2k1 + 1 0 0 0 0 0 0
¤ 0 0 0 0 0 0
¤ 0 0 0 0 0 0
¤ 0 0 0 0 0 0
¤ ¤ ¤ 0 0 0 0
¤ ¤ ¤ ¤ 0 0 0






It is obvious that det(I7 ¡D¤) = det(I7 ¡T¤D¤) = ¡2k1 in this
case.







1 0 0 0 0 0 0
¤ 1 0 0 0 0 0
¤ ¤ 1 0 0 0 0
¤ ¤ ¤ 1 0 0 0
¤ ¤ ¤ ¤ 1 0 0
¤ ¤ ¤ ¤ ¤ 1 0
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which again implies that det(I7 ¡ D¤) = det(I7 ¡ T¤D¤) = 0.







1 0 0 0 0 0 0
¤ ¡1 0 0 0 0 0
¤ ¤ ¡1 0 0 0 0
¤ ¤ ¤ ¡1 0 0 0
¤ ¤ ¤ ¤ ¡1 0 0
¤ ¤ ¤ ¤ ¤ ¡1 0







which again implies that det(I7 ¡ D¤) = det(I7 ¡ T¤D¤) = 0.
Case 2: D¤T¤ = D¤ This case forces ¯1 = ¯2 = ¢¢¢ = ¯7 = 0. Hence






k1 0 0 0 0 0 0
k2 0 0 0 0 0 0
k3 0 0 0 0 0 0
k4 0 0 0 0 0 0
k5 0 0 0 0 0 0
k6 0 0 0 0 0 0







Again we obtain that det(I7 ¡ D¤) = det(I7 ¡ T¤D¤) = 1 ¡ k1.
As before we can use Theorem 2.5 to conclude that the Anosov theorem
holds on this infra-nilmanifold.
Note that this already shows in two ways that infra-nilmanifolds are
much more complicated then °at manifolds. Firstly, there are no non-
orientable °at manifolds for which the Anosov theorem holds.
Secondly, in Chapter 5 we will show that the Anosov theorem never
holds for °at manifolds with Z2 as holonomy group. This example shows
that this no longer holds in general for infra-nilmanifolds with Z2 as
holonomy group.Chapter 4
Anosov di®eomorphisms
In the previous chapter we examined two ('opposite') classes of maps
which could be de¯ned based on their eigenvalues of the homotopy
lifts. In this chapter we examine another class of maps, namely the
well studied class of Anosov di®eomorphisms. This class di®ers from
what was studied in the previous chapter because, as we show later on,
for these maps we always have both a D1 and a D2 (using the notations
of the proof of Theorem 3.3). To prove this we start this chapter by
recalling an algebraic characterization of Anosov di®eomorphisms.
A motivation for the examination of the Anosov relation for Anosov
di®eomorphisms is the fact that these maps play an important role in
dynamics. They could for instance be used to form nice examples of
structurally stable dynamical systems, which also implies that MF(f)
is very interesting information. However it is important to note that not
every compact manifold admits Anosov di®eomorphisms. Up till now
the only known examples of Anosov di®eomorphisms are maps of infra-
nilmanifolds. Moreover it has been conjectured that every Anosov dif-
feomorphism is topologically conjugated to an Anosov di®eomorphism
of an infra-nilmanifold (see [43]) .
H. Porteous gave in [49] a complete characterization of the °at man-
ifolds admitting Anosov di®eomorphisms. Unfortunately there is no
such characterization for infra-nilmanifolds in general. Moreover J. Lau-
ret argued in [35] that a reasonable classi¯cation of nilmanifolds admit-
ting Anosov di®eomorphisms, and so a fortiori also of infra-nilmanifolds,
is not possible. Therefore we focus on Anosov di®eomorphisms of n-
dimensional °at manifolds.44 4. Anosov di®eomorphisms
In [41], it was proved that if M admits Anosov di®eomorphisms, then
its ¯rst Betti number b1(M) satis¯es one of the following: b1(M) = 0,
2 · b1(M) · n¡2 or b1(M) = n (and all situations occur). In the last
case M is a torus and so N(f) = jL(f)j for every continuous self-map f
of M. For the other cases, we investigate the possibility of constructing
a °at manifold M, with prescribed ¯rst Betti number, such that on the
one hand M admits an Anosov di®eomorphism f with N(f) 6= jL(f)j
and on the other hand M also supports an Anosov di®eomorphism g
satisfying N(g) = jL(g)j.
In the second section we show that for the case of non-primitive °at
manifolds M, i.e. b1(M) 6= 0, it turns out that this is always possible ex-
cept when b1(M) = n¡2 (Theorem 4.6). In this latter case we show that
N(f) 6= jL(f)j for each °at manifold M (admitting an Anosov di®eo-
morphism) and each Anosov di®eomorphism f on M (Theorem 4.10).
Primitive °at manifolds which admit Anosov di®eomorphisms only ex-
ist from dimension 6 onwards ([49]). In the third section we will con-
struct such primitive °at manifolds and the desired Anosov di®eomor-
phisms f and g in any dimension n > 6 (Theorem 4.14). For each
6-dimensional primitive °at manifold M admitting an Anosov di®eo-
morphism however, we show that N(f) = jL(f)j for all Anosov di®eo-
morphisms f of M (Theorem 4.16).
Finally we stress that we do not present an exhaustive examination
of all possible Anosov di®eomorphisms of °at manifolds. Based on the
obtained results, we obviously expect for f : M ! M of °at manifolds
that the property of f being an Anosov di®eomorphism has not much
in°uence on f satisfying the Anosov relation. Except for some boundary
cases for which we then present an exhaustive examination.3
4.1 Algebraic characterization
Let f : M ! M be a di®eomorphism of a °at n-dimensional manifold
M. We say that f is an a±ne di®eomorphism of M if the lifting of f to
the universal cover Rn of M belongs to A®(Rn). In fact, such a lifting
then automatically belongs to the normalizer NA®(Rn)(E) of E. An
a±ne di®eomorphism f of M is hyperbolic if and only if f lifts to an
a±ne transformation (a;A) 2 A®(Rn) with A hyperbolic (i.e. having
no eigenvalues of absolute value 1).
3 The results of this chapter can also be found in [16].4.1. Algebraic characterization 45
De¯nition 4.1. A di®eomorphism f : M ! M of a closed smooth
manifold is an Anosov di®eomorphism if and only if tangent space
TM decomposes as a direct sum of a contracting and an expanding
part. That is, there is a continuous splitting TM = Es © Eu such that
for some (and hence any) any Riemannian metric on M, there are con-
stants c and ¸ (c > 0;1 < ¸) such that for all r 2 N0, kdfr(v)k ¸ c¸rkvk
(for all v 2 Eu) and kdfr(w)k · c¡1¸¡rkwk (for all w 2 Es).
Such maps are studied in e.g. [23] and [43]. The examination of Anosov
di®eomorphisms of °at manifolds can be converted into a pure algebraic
problem. Namely, each hyperbolic di®eomorphism of a °at Riemannian
manifold M de¯nes an Anosov di®eomorphisms on M and conversely,
we show in the following lemma that each Anosov di®eomorphism of
M is homotopic to a hyperbolic di®eomorphism of M.
Lemma 4.2. If f : M ! M is an Anosov di®eomorphism of a °at
manifold M, then f is homotopic to a hyperbolic di®eomorphism g :
M ! M.
Proof: In [43] Manning showed that each Anosov di®eomorphism f
of M is topologically conjugated with a hyperbolic di®eomorphism g
of M. Thus there exists a homeomorphism h : M ! M such that
f = hgh¡1. Since h is a homeomorphism of M, the induced map
h¤ : ¼1(M) ! ¼1(M) is an isomorphism. Then because of the second
theorem of Bieberbach there exists a (±;D) 2 A®(Rn) such that h¤ is
exactly the conjugation with (±;D) restricted to ¼1(M). This (±;D) in-
duces an a±ne di®eomorphism ~ h on M. Since M is aspherical, h and ~ h
are homotopic ([54, page 225]). So f is homotopic to ~ hg~ h¡1. Suppose g
is induced by a (±1;D1) 2 A®(Rn) with D1 hyperbolic, then DD1D¡1
is also hyperbolic and ~ hg~ h¡1 is a hyperbolic di®eomorphism.
A complete characterization of °at Riemannian manifolds supporting
Anosov di®eomorphisms, due to H. Porteous ([49]), is the following:
Theorem 4.3. A n-dimensional °at manifold M with holonomy group
F and associated holonomy representation T : F ! Gl(n;Z) admits an
Anosov di®eomorphism if and only if each Q-irreducible component of
T of multiplicity one is reducible over R.
Finally we present a criterion to calculate the ¯rst Betti number of a
°at n-dimensional manifold M. Since we can see ¼1(M) as a subgroup
of A®(Rn) = RnoGl(n;R), we may assume that ¼1(M) is generated by46 4. Anosov di®eomorphisms
(a1;A1);:::;(ak;Ak). The ¯rst Betti number b1(M) of M, or equiva-
lently the ¯rst Betti number b1(E) of E, is by de¯nition the rank of the
¯rst homology group H1(M;Z) (or equivalently of H1(E;Z)). Because
of [12, Remark 6.4.16] we know that
b1(M) = n ¡ rank(A1 ¡ In;:::;Ak ¡ In);
4.2 Non-primitive °at manifolds
As mentioned already in the introduction, if a °at manifold M admits
an Anosov di®eomorphism, its ¯rst Betti number b1(M) must satisfy
b1(M) = 0, 2 · b1(M) · n ¡ 2 or b1(M) = n. In this section we
consider the case 2 · b1(M) · n¡2 and we do this by ¯rst looking at
b1(M) < n ¡ 2 and then at b1(M) = n ¡ 2.
4.2.1 Flat n-dimensional manifolds with ¯rst Betti number
smaller than n ¡ 2
For any integer n ¸ 2 and any integer k satisfying 1 · k · n ¡ 1, we
de¯ne the group En;k generated by


















with 1 in the i-th place and 0 everywhere else for ei (1 · i · n). One
easily veri¯es that En;k is torsion-free and Zn is maximal abelian in
En;k, because the associated holonomy representation clearly is faithful.
Thus En;k is a Bieberbach group ¯tting into the following short exact
sequence:
1 ! Zn ! En;k ! Z2 ! 1:
Mn;k = En;knRn is a n-dimensional °at manifold with ¯rst Betti num-
ber equal to k. The a±ne di®eomorphisms of Mn;k are exactly those
di®eomorphisms of Mn;k lifting to a (±;D) 2 A®(Rn) and normalizing
En;k. In the next lemma we therefore characterize NA®(Rn)(En;k).
Lemma 4.4. Suppose (±;D) 2 A®(Rn), then4.2. Non-primitive °at manifolds 47














with x1;:::;xk 2 R, xk+1;:::xn 2 1
2Z, D1 2 Gl(k;Z), D2 2 Gl(n ¡
k;Z) and d11 2 1 + 2Z, d21;:::dk1 2 2Z.
Proof: Suppose ± = (x1;:::;xn)t with xi 2 R and D = (dij) 2 Gl(n;R).
First we consider the conjugates of (ei;In):
(±;D)(ei;In)(±;D)¡1 = (± + Dei;D)(¡D¡1±;D¡1)
= (Dei;In):
This belongs to En;k if and only if all the elements of Dei are integers.
Since this can be repeated for each i, 1 · i · n, and (±;D)¡1 is also in
NA®(Rn)(En;k) this means that D 2 Gl(n;Z).
Analogously for (a;A):
(±;D)(a;A)(±;D)¡1 = (± + Da;DA)(¡D¡1±;D¡1)
= (± + Da ¡ DAD¡1±;DAD¡1):
To obtain an element of En;k, DAD¡1 should be equal to A. This





where D1 2 Gl(k;Z)
and D2 2 Gl(n¡k;Z). This is however not su±cient. The translational
part







must be equal to (1
2+k1;k2;:::;kn)t for some ki 2 Z. We conclude that
x1;:::;xk 2 R, xk+1;:::xn 2 1
2Z, d11 2 1 + 2Z and d21;:::dk1 2 2Z.
In order to construct Anosov di®eomorphisms on Mn;k, it su±ces to
choose a pair (±;D) as in Lemma 4.4 with D hyperbolic. Note that for
each n ¸ 4 and for any k with 2 · k · n ¡ 2 such a D indeed exists.













In the sequel we need the following technical lemma.48 4. Anosov di®eomorphisms
Lemma 4.5.
1. For every hyperbolic H2 2 Gl(2;R) with det(H2) = §1, we have
sgn(det(I2 ¡ H2)) 6= sgn(det(I2 + H2)):
2. For every integer n ¸ 3 there exist hyperbolic Hn;H0
n 2 Gl(n;Z)
such that
sgn(det(In ¡ Hn)) 6= sgn(det(In + Hn));
sgn(det(In ¡ H0
n)) = sgn(det(In + H0
n)):
Proof:
1. Suppose H2 = (hij) 2 Gl(2;R) is hyperbolic and det(H2) = §1.
Then
det(I2 ¡ H2) = 1 ¡ (h11 + h22) + det(H2);
det(I2 + H2) = 1 + (h11 + h22) + det(H2)




h11 + h22 §
p
(h11 + h22)2 ¡ 4det(H2)
´
:
Since det(H2) = §1, we can distinguish two cases:
a) If det(H2) = ¡1, then det(I2 ¡ H2) = ¡(h11 + h22) and
det(I2 + H2) = h11 + h22. Thus their sign can only be equal
if h11 + h22 = 0. But in that case the eigenvalues of H2 are of
absolute value 1, contradicting the hyperbolicity of H2.
b) If det(H2) = 1, then det(I2 ¡ H2) = 2 ¡ (h11 + h22) and
det(I2 + H2) = 2 + (h11 + h22). Their sign can only be equal if
¡2 · h11 + h22 · 2:
But then (h11+h22)2¡4det(H2) · 0 and so for the eigenvalues
¸1 and ¸2 of H2 we obtain ¸1 = ¸2. Then again the eigenvalues
of H2 are of absolute value 1, since their product must be equal
to 1.
2. In order to prove the second part, we ¯rst construct hyperbolic
H2, H3 and H4 such that sgn(det(Ik ¡ Hk)) 6= sgn(det(Ik + Hk))
(k = 2;3;4) and hyperbolic H0
3 and H0
4 with sgn(det(Ik ¡ H0
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sgn(det(Ik + H0
k)) (for k = 3 or 4). For H2 one can take any hy-






, for the matrices H3;H0
3;H4 and H0





















1 1 1 1
2 1 1 1
2 2 1 1








1 1 0 0
2 1 0 0
0 0 1 1




For every integer n ¸ 3 we now construct Hn and H0
n as a blocked
diagonal matrix in Gl(n;Z) consisting of blocks inside Gl(2;Z), Gl(3;Z)
and Gl(4;Z). Indeed, in order to ¯nd a general Hn, we can then consider
a blocked diagonal matrix consisting of one block Hk (2 · k · 4)
together with the right amount of blocks H0
3. On the other hand, H0
5
can be build using one block H2 and one block H3, H0
6 using two blocks
H0
3, H0
7 using one H0
3 and one H0
4, ...
Now we prove the following theorem
Theorem 4.6. For each dimension n > 4 and for each integer k, sat-
isfying 2 · k < n ¡ 2, there exists a °at manifold M with b1(M) = k
and admitting Anosov di®eomorphisms f;g such that N(f) 6= jL(f)j
and N(g) = jL(g)j.
Proof: We work with the °at manifold Mn;k constructed in the begin-






obtained in Lemma 4.4. To prove our statement concerning the Nielsen
and Lefschetz number of f and g we use Theorem 2.5. So we have to
calculate det(In ¡ D) and det(In ¡ AD).
det(In ¡ D) = det
µ
Ik ¡ D1 0
0 In¡k ¡ D2
¶
= det(Ik ¡ D1)det(In¡k ¡ D2)
det(In ¡ AD) = det
µ
Ik ¡ D1 0
0 In¡k + D2
¶
= det(Ik ¡ D1)det(In¡k + D2)50 4. Anosov di®eomorphisms
Notice that det(In¡D) = 0 or det(In¡AD) = 0 only occurs if 1 or ¡1
is an eigenvalue, which is not possible for hyperbolic di®eomorphisms.
Because of Lemma 4.5 and the fact that n ¡ k ¸ 3, we know that we
can ¯nd suitable D2 and D0
2 such that in the ¯rst case sgn(det(In ¡
D)) = ¡sgn(det(In ¡AD)) and in the second case sgn(det(In ¡D0)) =
sgn(det(In ¡ AD0)). So with ±, D1 as in Lemma 4.4,






), we have that jL(f)j 6= N(f);
2. D0
2 = H0







), we have that jL(g)j = N(g).
Remark 4.7. The ¯rst part of this theorem is a generalization of a
theorem due to S. Kwasik and K.B. Lee ([34]) proving the existence of
such Anosov di®eomorphisms in each even dimension.
4.2.2 Flat manifolds with ¯rst Betti number equal to n ¡ 2
We ¯rst prove the following lemma concerning the ¯rst Betti number.
Lemma 4.8. Suppose M is a °at n-dimensional manifold with ¯rst
Betti number b1(M) = k > 0. Assume that E = ¼1(M) is its funda-
mental group and
T : F ! Gl(n;Z)
is its holonomy representation. Then T is Q-equivalent to a represen-
tation of the form






with B(x) 2 Gl(n ¡ k;Z), 8x 2 F.
Proof: To prove this, let F be generated by x1, x2, ...xl and let T(xi) =
Ai (1 · i · l). For any i we de¯ne the set Vi = f¡ ! v 2 Qnj¡ ! v Ai = ¡ ! v g
and take V = A1 \A2 \:::\Al. We know that b1(M) = k if and only
if
k = n ¡ rank(A1 ¡ In;:::;Al ¡ In)4.2. Non-primitive °at manifolds 51
or rank(A1¡In;:::;Al¡In) = n¡k. So V is a k-dimensional rational
vector space.
Let us now de¯ne ZV = Zn \V . Then ZV is a free abelian subgroup of
Zn of rank k and Zn=ZV is torsion-free. Therefore we can determine a
new set of free generators for Zn by ¯rst choosing k generators for ZV
and then adding n ¡ k elements such that their canonical projections
generate Zn=ZV .
With respect to such a set of generators, determined by a change of
basis matrix P 2 Gl(n;Z), we ¯nd that the holonomy representation is
now given as





with B(x) 2 Gl(n ¡ k;Z) and C(x) a (n ¡ k) £ k matrix with integral
entries. As F is a ¯nite group and Q is a ¯eld of characteristic 0, we
know that any representation of F over Q is fully reducible. In fact
there exists a matrix Q 2 Gl(n;Q), such that T0 = QT1Q¡1 is of the
form






This ¯nishes the proof of the lemma.
Let us now return to the case b1(M) = n ¡ 2. The °at mani-
fold Mn;2 with fundamental group En;2 generated by the translations

















) is an exam-
ple of a manifold such that b1(Mn;2) = n¡2. Moreover, because of The-
orem 4.3, we know that this manifold admits Anosov di®eomorphisms.
Concerning Mn;2 and En;2 we can prove the following proposition:
Proposition 4.9. Let n ¸ 4. Suppose M is a n-dimensional °at man-
ifold with b1(M) = n ¡ 2 and ¼1(M) = E. Then M admits Anosov
di®eomorphisms if and only if E is in the same Q-class as En;2.
Being in the same Q-class means that the holonomy representations of
E and En;2 are Q-equivalent.
Proof: It is an immediate consequence of Theorem 4.3 and the fact that
Mn;2 admits Anosov di®eomorphisms, that any °at manifold M whose52 4. Anosov di®eomorphisms
fundamental group is the same Q-class as En;2 also admits Anosov
di®eomorphisms.
Conversely assume that M admits Anosov di®eomorphisms. Because
of Lemma 4.8, we know that the holonomy representation of E is Q-
equivalent to a representation of the form





with B(x) 2 Gl(2;Z). Moreover, as the holonomy representation is
faithful the representation B : F ! Gl(2;Z) : x 7! B(x) has to be
faithful too. There are only 10 Q-classes of such representations (see
[3]). From these 10 Q-classes of representations, there are only two of
them satisfying Theorem 4.3, the trivial one (for the trivial group) and
the representation ' : Z2 ! Gl(2;Z), mapping the non-identity element
of Z2 onto ¡I2. We have to exclude the trivial group F, for in this case
M is a torus and has b1(M) = n. Therefore, the only possibility is
that the holonomy group of M is Z2 and its holonomy representation
is Q-equivalent to that of Mn;2.
Now we can prove the theorem stated at the beginning of this section.
Theorem 4.10. Suppose n ¸ 4 and let M be a n-dimensional °at
manifold with b1(M) = n ¡ 2. Then, for each Anosov di®eomorphism
f : M ! M:
N(f) 6= jL(f)j:
Proof: Let E = ¼1(M) be the fundamental group of M. By Propo-
sition 4.9, we know that the holonomy group of M is Z2. So E is
generated by n translations and an element (a;A), where A 2 Gl(n;Z)
is of order two. Again by Proposition 4.9, we know that there exists a






Now, any Anosov di®eomorphism of M is homotopic to an a±ne dif-
feomorphism induced by an element (±;D) 2 A®(Rn) where D is hy-
perbolic and (±;D) normalizes E inside A®(Rn). As a consequence,
D must normalize the linear part of E inside Gl(n;R). This is how-
ever equivalent to D commuting with A, or PDP¡1 commuting with
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where D1 2 Gl(n ¡ 2;Q), D2 2 Gl(2;Q). Both D1 and D2 are hyper-
bolic, because D is hyperbolic. Moreover, as the characteristic polyno-
mial of D has integral coe±cients and unit constant term, the charac-
teristic polynomials of D1 and D2 also have integral coe±cients and
therefore also unit constant terms. In particular det(D2) = §1.
Let us now make the following computations:
det(In ¡ D) = det(In ¡ PDP¡1) = det(In¡2 ¡ D1)det(I2 ¡ D2)
det(In¡AD) = det(In¡PAP¡1PDP¡1) = det(In¡2¡D1)det(I2+D2)
Lemma 4.5 implies then that sgn(det(In ¡ D)) 6= sgn(det(In ¡ AD)).
(Notice that det(In¡2 ¡ D1) 6= 0, since D is hyperbolic.) Since the
Nielsen and Lefschetz number are homotopic invariant we have that
N(f) 6= jL(f)j.
Remark 4.11. The condition that f is a Anosov di®eomorphism, is
necessary. If f is for example the a±ne di®eomorphism on the manifold














) with D1 2 Gl(2;Z), then det(In¡
D) = det(In ¡ AD) = 0. (For this f we have that L(f) = N(f) = 0.)
4.3 Primitive °at manifolds
From now onwards, we concentrate on the class of primitive °at man-
ifolds. These are the °at manifolds with b1(M) = 0.
4.3.1 Primitive °at manifolds in dimension n > 6
We will work with the Bieberbach group Ek;l;m which is generated by
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with n = k + l + m, 1 in the i-th place and 0 everywhere else for ei
(1 · i · n), a = (1
2 0¢¢¢0 1
2 0¢¢¢ 0)t and b = (0¢¢¢0 1
2 0¢¢¢0)t. (with
1
2 on the ¯rst and (k + l + 1)-th place for a and 1
2 on the (k + 1)-th
place for b.) Ek;l;m ¯ts into the following short exact sequence:
1 ! Zn ! Ek;l;m ! Z2 £ Z2 ! 1
and Mk;l;m = Ek;l;mnRn is a °at manifold with b1(Mk;l;m) = 0.
Remark 4.12. The manifold Mk;l;m used in this theorem is an arbi-
trary element of an interesting class of primitive (Z2 £ Z2)-manifolds
introduced by P. Cobb in [10].
Using analogous computations as in section 4.2.1 we can prove the
following lemma:
Lemma 4.13. Suppose (±;D) 2 A®(Rn) and n = k + l + m. Then








































with x1;xk+1;xk+l+1 2 1
4 + 1




















with xk+1 2 1
4 + 1




















with x1 2 1
4 + 1
2Z and the other xi 2 1



















with x1;xk+1 2 1
4 + 1




















with xk+l+1 2 1
4 + 1
2Z and the other xi 2 1
2Z .
where in each case D1 2 Gl(k;Z), D2 2 Gl(l;Z), D3 2 Gl(m;Z) and
for each Di the ¯rst column is of the following form: the ¯rst entry is
an odd integer, while the other entries are even.
With this lemma and Lemma 4.5 we can prove in a completely analogue
way as Theorem 4.6 the following theorem:
Theorem 4.14. For each dimension n > 6 there exists a primitive °at
manifold M admitting Anosov di®eomorphisms f;g such that N(f) 6=
jL(f)j and N(g) = jL(g)j.
Remark 4.15. The theorem holds for every element Mk;l;m of the class
of (Z2 £ Z2)¡manifolds introduced by Cobb which admits Anosov dif-
feomorphisms. Notice that it is an easy consequence of Theorem 4.3
that Mk;l;m admits Anosov di®eomorphisms if and only if k ¸ 2;l ¸ 2
and m ¸ 2 (see also [41]).
4.3.2 Primitive °at manifolds in dimension 6
In this section we prove:
Theorem 4.16. Let M be a 6-dimensional primitive °at manifold
which admits Anosov di®eomorphisms. Then for each Anosov di®eo-
morphism f : M ! M:
N(f) = jL(f)j:
C. Cid and T. Schulz present in [9] a complete enumeration of all six
dimensional Bieberbach groups E with b1(E) = 0. There are 5004
groups divided into 24 families and for each family they also describe56 4. Anosov di®eomorphisms
the Q-decomposition of the holonomy representation. All the Bieber-
bach groups belonging to a given family have the same Q- and R-
decomposition. Therefore, we can use Theorem 4.3 to ¯nd the suitable
families containing Bieberbach groups which are fundamental groups
of °at manifolds admitting Anosov di®eomorphisms. Notice that each
one- and two-dimensional Q-irreducible component of a representation
T is also R-irreducible. Going over the list of all families, one ¯nds that
there are only two suitable families (for the notation we refer to [9]):
1. Family 1,1;1,1;1,1 (The corresponding holonomy representation
decomposes into one-dimensional Q¡irreducible components, each
with multiplicity 2.)
In this family there are 4 Bieberbach groups E ¯tting into an exact
sequence of the form
1 ! Z6 ! E ! Z2 £ Z2 ! 1
and they all belong to the same Q-class. Note that the group E2;2;2
is one of the 4 Bieberbach groups belonging to this family.
2. Family 2{1,2{1;1,1 (The corresponding holonomy representation
decomposes into a one-dimensional and a two-dimensional Q¡irre-
ducible component, each with multiplicity 2.)
In this family there is one Bieberbach group E ¯tting into an exact
sequence of the form
1 ! Z6 ! E ! D8 ! 1:
So in order to prove Theorem 4.16, we only have to deal with the 4
Bieberbach groups of the ¯rst family for which we treat the case of the
group E2;2;2 in detail and the Bieberbach group of the second family
which we also treat in detail. The computations for the other 3 groups
are similar.
Proposition 4.17. Suppose M2;2;2 = E2;2;2nR6 and f : M2;2;2 !
M2;2;2 is an Anosov di®eomorphism, then we have
N(f) = jL(f)j:
Proof: Because of Lemma 4.2 and the fact that L(f) and N(f) are
homotopy invariants we may assume that f is a hyperbolic di®eomor-
phism induced by a (±;D) 2 NA®(R6)(E2;2;2). We can use Lemma 4.134.3. Primitive °at manifolds 57
to give a full description of all possible lifts of hyperbolic a±ne di®eo-
morphisms on M2;2;2. We ¯nd that there are six types of hyperbolic
di®eomorphisms. We will use Theorem 2.5 and so we have to calculate,
for each of the six types of hyperbolic di®eomorphism, the determi-
nants det(I6 ¡ D); det(I6 ¡ AD); det(I6 ¡ BD) and det(I6 ¡ ABD)
and check that they have the same sign.
The numbering in the computations correspond to those of Lemma
4.13.
1. Then
det(I6 ¡ D) = det(I2 ¡ D1)det(I2 ¡ D2)det(I2 ¡ D3)
det(I6 ¡ AD) = det(I2 ¡ D1)det(I2 + D2)det(I2 + D3)
det(I6 ¡ BD) = det(I2 + D1)det(I2 ¡ D2)det(I2 + D3)
det(I6 ¡ ABD) = det(I2 + D1)det(I2 + D2)det(I2 ¡ D3)
Because of Lemma 4.5 we have that these determinants all have the
same sign.
2. Suppose K = d13d13 + d23d32 + d14d41 + d24d42, then we have
det(I6 ¡ D) = det(I2 ¡ D1)(1 + det(D2)det(D3) ¡ K)
= det(I6 ¡ AD);
det(I6 ¡ BD) = det(I2 + D1)(1 + det(D2)det(D3) + K)
= det(I6 ¡ ABD)













Since D2 and D3 are elements of Gl(2;Z) we can distinguish two
cases.
a) Either det(D2)det(D3) = ¡1, so det(I6¡D) = ¡K det(I2¡D1)
and det(I6 ¡ BD) = K det(I2 + D1). Thus because of Lemma
4.5 the signs of these two determinants must be the same.
b) Or det(D2)det(D3) = 1, so det(I6 ¡D) = (2 ¡K)det(I2 ¡D1)
and det(I6 ¡ BD) = (2 + K)det(I2 + D1). Thus because of
Lemma 4.5 the signs of these two determinants are not equal if
and only if K = 0 or K = §1. But then the eigenvalues of D are
of absolute value one and this is not possible for a hyperbolic
di®eomorphism.58 4. Anosov di®eomorphisms
3. and 6. Completely analogue to case 2, of course with another K.
4. and 5. In this case:
det(I6 ¡ D) = det(I6 ¡ AD) = det(I6 ¡ BD) = det(I6 ¡ ABD):
So for each type (±;D) we have that the four determinants have the
same sign and because of Theorem 2.5 it follows that N(f) = jL(f)j
for each Anosov di®eomorphism f.
Remark 4.18. The condition that f is a hyperbolic di®eomorphism is




















1 1 0 0 0 0
2 1 0 0 0 0
0 0 1 1 0 0
0 0 2 1 0 0
0 0 0 0 1 ¡1






have that det(I6 ¡D) = 4 and det(I6 ¡AD) = ¡12. Hence L(f) = ¡4
and N(f) = 8. Use for instance Theorem 2.9 for the calculation of
L(f) and N(f).
Completely analogous computations can be done for the other three
Bieberbach groups in family 1,1;1,1;1,1 For the single Bieberbach group
in family 2{1,2{1;1,1 we have to work with the Bieberbach group E
generated by


























0 0 1 0 0 0
0 0 0 1 0 0
¡1 0 0 0 0 0
0 ¡1 0 0 0 0
0 0 0 0 1 0































0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 ¡1 0 0
0 0 0 0 ¡1 0







In an analogue way as in the previous sections we ¯rst have to calculate
NA®(Rn)(E):4.3. Primitive °at manifolds 59
Lemma 4.19. Suppose (±;D) 2 A®(R6), D1 2 Gl(4;Z) and D2 2
Gl(2;Z). Then (±;D) 2 NA®(Rn)(E) if and only if ± = (x1;:::;x6),





and the xi and dij satis¯es one of the following
conditions:
1. x1;x2;x3;x4;x6 2 1
2Z, d56;d66 2 Z, d55 2 1 + 4Z, d65 2 4Z,
a) x5 2 1





d11 d12 0 ¡d12
d21 d22 d21 0
0 d12 d11 d12





with d11;d22 2 1 + 2Z and d12;d21 2 Z
b) x5 2 1
8 + 1





d11 d12 d11 0
0 d22 d23 d22
¡d11 0 d11 d12





with d12;d23 2 1 + 2Z and d11;d22 2 Z
c) x5 2 1
4 + 1




0 d12 d13 d12
d21 0 ¡d21 d24
¡d13 ¡d12 0 d12




with d13;d24 2 1 + 2Z and d12;d21 2 Z
d) x5 2 3
8 + 1




d11 0 ¡d11 d14
d21 d22 0 ¡d22
d11 ¡d14 d11 0




with d14;d21 2 1 + 2Z and d11;d22 2 Z
2. x1;x2;x3;x4;x6 2 1
2Z, d56;d66 2 Z, d55 2 3 + 4Z, d65 2 4Z,
a) x5 2 1




0 d12 d13 d12
d21 d22 d21 0
d13 d12 0 ¡d12




with d13;d22 2 1 + 2Z and d12;d21 2 Z
b) x5 2 1
8 + 1




d11 d12 d11 0
d21 d22 0 ¡d22
d11 0 ¡d11 ¡d12




with d12;d21 2 1 + 2Z and d11;d22 2 Z60 4. Anosov di®eomorphisms
c) x5 2 1
4 + 1




d11 d12 0 ¡d12
d21 0 ¡d21 d24
0 ¡d12 ¡d11 ¡d12




with d11;d24 2 1 + 2Z and d12;d21 2 Z
d) x5 2 3
8 + 1




d11 0 ¡d11 d14
0 d22 d23 d22
¡d11 d14 ¡d11 0




with d14;d23 2 1 + 2Z and d11;d22 2 Z
Now we can prove the following proposition:
Propositie 4.20. Suppose M = EnR6 and f : M ! M is a hyperbolic
di®eomorphism induced by a (±;D) 2 A®(R6), then we have
N(f) = jL(f)j:
Proof: As in proposition 4.17 we will use theorem 2.5 to prove the
statement and so we have to calculate the eight determinants for each
type (±;D) of lemma 4.19. In an analogue way as in proposition 4.17
we can prove that the sign of the determinants is equal for hyperbolic
D. (Again we ¯nd that if the signs are not equal, D must have an
eigenvalue of absolute value one.)
Remark 4.21. The condition that f is a hyperbolic di®eomorphism, is























1 ¡1 0 1 0 0
1 ¡1 1 0 0 0
0 ¡1 1 ¡1 0 0
¡1 0 1 ¡1 0 0
0 0 0 0 1 1







that det(I6 ¡ D) = ¡16 and det(I6 ¡ BD) = 16. (For this f we have
L(f) = 4 and N(f) = 12.)
As an immediate consequence of Propositions 4.17 and 4.20, we con-
clude that Theorem 4.16 holds.
In the following table we summarize the results obtained in this chapter.
Note that the f : M ! M in this table stands for an Anosov di®eomor-
phism of the n-dimensional °at Riemannian manifolds M mentioned
above and that we indicate if there exists an f which satis¯es the rela-
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b1(M) n N(f) = jL(f)j N(f) 6= jL(f)j Proof
b1(M) = 0 n = 6 always never Theorem 4:16
b1(M) = 0 n > 6 exists exists Theorem 4:14
2 · b1(M) < n ¡ 2 n > 4 exists exists Theorem 4:6
b1(M) = n ¡ 2 n ¸ 4 never always Theorem 4:10
b1(M) = n n ¸ 1 always never see [1]Chapter 5
Infra-nilmanifolds with cyclic holonomy group
In this chapter we examine the infra-nilmanifolds with cyclic holonomy
group.4 From the observations of Anosov we already know that in gen-
eral the Anosov theorem does not hold for such manifolds. Indeed,
the Klein bottle is a °at manifold with Z2 as holonomy group. How-
ever, in the second section we establish a su±cient condition for the
Anosov relation to hold. More concretely, suppose that x0 generates
the holonomy group F of an infra-nilmanifold with cyclic holonomy
group and T : F ! Aut(G) is the associated holonomy representation.
Then we show that the Anosov theorem still holds in case ¡1 is not an
eigenvalue of T¤(x0). So we extend the Anosov theorem to a new (and
large class) of infra-nilmanifolds.
In the case of infra-nilmanifolds with odd order holonomy group of
Chapter 3, ¡1 is never an eigenvalue of any of the matrices obtained
from the holonomy representation, since these matrices are all of odd
order. Therefore these manifolds also satisfy the above condition. How-
ever the situation is in general more delicate for the infra-nilmanifolds
with cyclic holonomy group (of even order 2k), since although if ¡1
is not an eigenvalue of T¤(x0), it can become an eigenvalue of some
powers of T¤(x0).
In the third section we examine wether this condition is also necessary
and we need to distinguish two cases. For °at manifolds with cyclic
holonomy group we are able to show that the condition is also necessary
and so for these manifolds the case is completely solved. On the other
hand, in Chapter 3 we already gave an example of an infra-nilmanifold
with holonomy group Z2 for which the Anosov theorem holds. One can
4 The results of this chapter can also be found in [14].64 5. Infra-nilmanifolds with cyclic holonomy group
easily verify that the generator of the holonomy group does not satisfy
the condition mentioned above. This shows again that the validity of
the Anosov theorem for infra-nilmanifolds is much more complicated
then for °at manifolds.
5.1 Cyclic groups of matrices
As one might expect the results in this chapter depend heavily on the
fact that we work with infra-nilmanifolds with cyclic holonomy group.
To take advantage of this we need two lemmas concerning matrices of
¯nite order (i.e. about cyclic groups of matrices). We leave the proof
of these lemmas to the reader.
Lemma 5.1. Let B 2 Gl(n;R) be of order d and let d0;d1;:::;dt be the
divisors of d such that 1 = d0 < d1 < ¢¢¢ < dt = d. Then there exists







B0 0 ¢¢¢ 0










with Bi 2 Gl(ni;R) and Bi only has eigenvalues of order exactly di
(0 · i · t).
Of course, by B being of order d, we mean that Bd = In, and an
eigenvalue ¸ of order di indicates that ¸di = 1. Note that certain ni
from the lemma might be 0.
Lemma 5.2. Let d > 0 be an integer with divisors d0;d1;:::;dt such





B0 0 ¢¢¢ 0











Bi 2 Gl(ni;R) and Bi only has eigenvalues of order di (0 · i · t). Let
n = n0 + ¢¢¢ + nt and suppose C 2 Mn(R) such that CB = BlC with






C0 0 ¢¢¢ 0
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with Ci 2 Mni(R) and ¤ indicates any block of real numbers (0 · i · t).
Now suppose that M is an infra-nilmanifold with a cyclic holonomy
group F, generated by an element x0 and T : F ! Aut(G) is the
associated holonomy representation. Assume that F, and so x0, is of
order 2rk with r ¸ 0 and k an odd integer. Let f : M ! M be a
continuous map and (±;D) be a homotopy lift of f.
Because of Theorem 1.10 we know that there exists an integer l, with
0 · l < 2rk, such that T¤(xl
0)D¤ = D¤T¤(x0). Therefore we can apply
the previous lemmas to T¤(x0) and D¤. Suppose d0;d1;:::;dt are the
divisors of 2rk and suppose 1 = d0 < d1 < ¢¢¢ < dt = 2rk. Because
of Lemma 5.1 there exists n0;n1;:::;nt 2 N and a P 2 Gl(n;R) such






A0 0 ¢¢¢ 0










with Ai 2 Gl(ni;R) and Ai only has eigenvalues of order di (0 · i · t).
Each di can be written as 2sd with s ¸ 0 and d an odd integer. Note
that since T¤(x0) is of ¯nite order, the only possible eigenvalues are §1
or non real eigenvalues with absolute value equal to one. Also note that
any of the ni can be zero.






D0 0 ¢¢¢ 0










with Di 2 Mni(R) (0 · i · t). We will use this notations throughout
this chapter.
Finally the following lemma will be very useful.
Lemma 5.3. Let B;C 2 Mn(R) be two real matrices such that BC =
CB and B has only non real eigenvalues. Then the multiplicity of any
real eigenvalue of C must be even, which implies that det(In ¡C) ¸ 0.
Proof: We prove this lemma by induction on n. Note that n is even
because B only has non real eigenvalues.
Suppose n = 2 and ¸ is a real eigenvalue of C with eigenvector66 5. Infra-nilmanifolds with cyclic holonomy group
v such that Cv = ¸v. Then Bv is also an eigenvector of C, since
CBv = BCv = ¸Bv. Moreover, v and Bv are linearly independent
over R. Otherwise there would exist a ¹ 2 R such that Bv = ¹v con-
tradicting the fact that B has no real eigenvalues. So the dimension of
the eigenspace of ¸ is 2 and therefore the multiplicity of ¸ must be 2.
Suppose the lemma holds for r£r matrices with r even and r < n. We
then have to show that the lemma holds for n£n matrices. Again, let ¸
be a real eigenvalue of C and v an eigenvector of C such that Cv = ¸v.
Then, for any m 2 N, we have that Bmv is an eigenvector of C. Indeed,
CBmv = BmCv = ¸Bmv. Let S be the subspace of Rn generated by all
vectors Bmv with m 2 N. Then, for any s 2 S, we have that Cs = ¸s,
so S is part of the eigenspace of ¸ and secondly Bs 2 S, which implies
that S is a B-invariant subspace of Rn. Let fv1;:::;vkg be a basis for
S, then we can complete this basis with vk+1;:::;vn to obtain a basis
for Rn. Writing (the matrices of the linear transformations determined
by) B and C with respect to this new basis, implies the existence of a











with B1 a real k£k matrix; B2;C2 real k£(n¡k) matrices; and B3;C3
real (n¡k)£(n¡k) matrices. Of course, the eigenvalues of B1 and B3
are also not real and B3C3 = C3B3. Therefore, k has to be even and
we can proceed by induction on B3 and C3 to conclude that the real
eigenvalues of C indeed have even multiplicities.
To prove the second claim of the lemma, we suppose that ¸1;:::;¸r are
the real eigenvalues of C with even multiplicities m1;:::;mr and that
¹1;¹1;:::;¹t;¹t are the complex eigenvalues of C with multiplicities
n1;:::;nt. Then
det(In ¡ C) = (1 ¡ ¸1)m1 ¢¢¢(1 ¡ ¸r)mr
(1 ¡ ¹1)n1(1 ¡ ¹1)n1 ¢¢¢(1 ¡ ¹t)nt(1 ¡ ¹t)nt
= (1 ¡ ¸1)m1 ¢¢¢(1 ¡ ¸r)mr
((1 ¡ ¹1)(1 ¡ ¹1))n1 ¢¢¢((1 ¡ ¹t)(1 ¡ ¹t))nt
= (1 ¡ ¸1)m1 ¢¢¢(1 ¡ ¸r)mrj1 ¡ ¹1j2n1 ¢¢¢j1 ¡ ¹tj2nt
This last expression is clearly nonnegative since the mi are even.5.2. The Anosov theorem for infra-nilmanifolds with cyclic holonomy group 67
5.2 The Anosov theorem for infra-nilmanifolds with
cyclic holonomy group
This section is completely devoted to the proof of the main result
Theorem 5.4. Let M be an infra-nilmanifold with cyclic holonomy
group F generated by x0. Let T : F ! Aut(G) be the holonomy repre-
sentation and suppose ¡1 is not an eigenvalue of T¤(x0). Then for any
continuous map f : M ! M we have that N(f) = jL(f)j.
The proof of this theorem will be based on Theorem 2.5 and therefore
we have to examine the sign of determinants det(In ¡ T¤(xm
0 )D¤) for
0 · m < 2rk. Using the notations of the previous section we have that
det(In ¡ T¤(xm
0 )D¤) = det(In ¡ PT¤(xm
0 )P¡1PD¤P¡1)
= det(In0 ¡ Am
0 D0)¢¢¢det(Int ¡ Am
t Dt)
So it su±ces to consider the determinants det(Ini ¡Am
i Di) separately.
This allows us to reduce our investigation to the study of the sign of
determinants of the form
det(In ¡ AmD); 0 · m < 2sd
where
1. 2sdj2rk with d an odd integer,
2. A2sd = In,
3. each eigenvalue of A is exactly of order 2sd and
4. DA = AlD for some l, with 0 · l < 2sd.
We will distinguish several cases, depending on the possible values of
s, d and l. Note that we will not need the case s = 1 and d = 1 (which
corresponds to an eigenvalue ¡1 in T¤(x0)).
In order to deal with all possible cases, we have to prove a series of
lemmas. In fact, we are going to use the following scheme in our treat-









Lemma 5.5 Lemma 5.7 s = 0
Proposition 2.6 s = 1
Lemma 5.10
gcd(2sd;l) > 1 or
gcd(2sd;l ¡ 1) > 2
Lemma 5.9
0 · l < 2s ¡ 1
Lemma 5.6
We start by looking at matrices of order 2s (the left hand side of the
scheme) and distinguish two cases depending on the value of l.
Lemma 5.5. Suppose A 2 Gl(n;R) only has eigenvalues of order 2s
with s ¸ 2. Suppose D 2 Mn(R) such that DA = AlD with 0 · l <
2s ¡ 1. Then the multiplicity of any real eigenvalue of D must be even
and so we have that det(In ¡ AmD) ¸ 0 for any 0 · m < 2s.
Proof: We prove this lemma by induction on s. Therefore we ¯rst look
at the case where s = 2 and so l can be equal to 0;1 or 2. If l = 0 then
DA = D or D(A¡In) = 0n. Since 1 can not be an eigenvalue of A, we
have that A¡In is invertible and so D = 0n. Note that n is even since
A only has non real eigenvalues and so in this case the lemma holds.
If l = 1 we can apply Lemma 5.3 to A and D. Finally if l = 2 we have
that DA2 = A4D = D and again D = 0n since A2 = ¡In.
Assume now that s > 2 and that the lemma holds for smaller values of
s. Since DA = AlD we also have that DA2 = (A2)lD and we can apply
the induction hypothesis on A2 which is of order 2s¡1. So we obtain
for any l with 0 · l < 2s¡1 ¡ 1 that the lemma holds, but the lemma
holds already also for any l with 2s¡1 · l < 2s ¡ 1. Indeed for this l5.2. The Anosov theorem for infra-nilmanifolds with cyclic holonomy group 69
we can consider l0 = l ¡ 2s¡1, then 0 · l0 < 2s¡1 ¡ 1 and we obtain
DA2 = (A2)lD = (A2)l0+2s¡1
D = (A2)l0
D. So, we can again apply the
induction hypothesis.
There is still one case left, namely if l = 2s¡1 ¡ 1. Then we have that
DA2s¡1¡1 = (A2s¡1¡1)(2s¡1¡1)D = A(2s¡1¡1)2
D
Now (2s¡1 ¡1)2 = 22s¡2 ¡2¢2s¡1 +1 = 2s(2s¡2 ¡1)+1 and therefore
DA2s¡1¡1 = AD. This implies that D(A+A2s¡1¡1) = (A+A2s¡1¡1)D.
If we can show that A+A2s¡1¡1 only has non real eigenvalues then we
can apply Lemma 5.3 to obtain that the lemma also holds in this case.
Since A only has eigenvalues of order 2s we know that A+A2s¡1¡1 only




with gcd(t;2s) = 1. Therefore t is odd and the imaginary part of such
an eigenvalue is equal to
sin(
2¼t
2s ) + sin(
2¼t
2s (2s¡1 ¡ 1)) = sin(
2¼t












2s can not be equal to 0;¼ or 2¼ since gcd(t;2s) = 1 and
therefore the eigenvalues of A + A2s¡1¡1 are always non real.
As is shown is Lemma 5.3, this implies also the second statement of
the lemma.
The second case is l = 2s ¡ 1 and there we obtain another result.
Lemma 5.6. Suppose A 2 Gl(n;R) only has eigenvalues of order 2s
with s ¸ 2. Suppose D 2 Mn(R) such that DA = A2s¡1D, then for any
m, 0 · m < 2s,
det(In ¡ D) = det(In ¡ AmD)
Proof: Let ¹1;¹1;:::¹w;¹w be the di®erent, non real eigenvalues of
A with multiplicity m1;:::mw. A is diagonalizable so there exist a







¹1Im1 0 ¢¢¢ 0 0




0 0 ¢¢¢ ¹wImw 0













¹1Im1 0 ¢¢¢ 0 0




0 0 ¢¢¢ ¹wImw 0






One can easily verify that because of DA = A2s¡1






0 Di1 ¢¢¢ 0 0
D0




0 0 ¢¢¢ 0 Diw







ij 2 Mmj(C), 1 · j · w. Then since the eigenvalues of Ai
are roots of unity we can calculate det(In ¡AmD) for any m, 0 · m <
2s.5.2. The Anosov theorem for infra-nilmanifolds with cyclic holonomy group 71
det(In ¡ AmD)







Im1 ¡(¹1)mDi1 ¢¢¢ 0 0
¡(¹1)mD0




0 0 ¢¢¢ Imw ¡(¹w)mDiw

















mIm1 ¡Di1 ¢¢¢ 0 0
¡(¹1)mD0




0 0 ¢¢¢ ¹w
mImw ¡Diw













Im1 ¡Di1 ¢¢¢ 0 0
¡D0




0 0 ¢¢¢ Imw Diw







= det(In ¡ D)
From now on we consider matrices of order 2sd with d > 1. Again we
will distinguish several cases depending on the value of l. In a ¯rst case
we consider l for which gcd(2sd;l) > 1 or gcd(2sd;l ¡ 1) > 2.
Lemma 5.7. Let d > 1 be an odd integer and let s ¸ 0. Suppose A 2
Gl(n;R) only has eigenvalues of order 2sd and suppose D 2 Mn(R)
such that DA = AlD with 0 · l < 2sd.
If gcd(2sd;l) > 1 or gcd(2sd;l ¡ 1) > 2 then we have that det(In ¡
AmD) ¸ 0 for any m.
Proof: Assume ¯rst that gcd(2sd;l) = l1 > 1 and that l = l1l2 and






Now 1 is not an eigenvalue of Ad0
since d0 < 2sd and the eigenvalues of
A are of order 2sd. This implies as before that D = 0n and det(In ¡
AmD) = 1 ¸ 0 for any m.72 5. Infra-nilmanifolds with cyclic holonomy group
Secondly, assume that gcd(2sd;l¡1) = l1 > 2 and that l¡1 = l1l2 and









only has non real eigenvalues since d0 < 2s¡1d and the eigen-
values of A are of order 2sd. So we can apply Lemma 5.3 to ¯nish the
proof of this lemma.
Finally, we are led to the situation in which we have to consider those
l for which gcd(2sd;l) = 1 and gcd(2sd;l ¡ 1) · 2. If s = 0, then we
can apply Theorem 3.3 since d is odd. On the other hand if s ¸ 1, then
gcd(2sd;l ¡ 1) = 2, since gcd(2sd;l) = 1 implies that l is odd.
The following lemma is useful to solve the second case.
Lemma 5.8. Let d > 1 be an odd integer and let s ¸ 1. Suppose A 2
Gl(n;R) only has eigenvalues of order 2sd and suppose D 2 Mn(R)
such that DA = AlD with 0 · l < 2sd.
If gcd(2sd;l¡1) = 2 then we have that det(In ¡D) = det(In ¡A2mD)
and det(In ¡ AD) = det(In ¡ A2m+1D) for any m.
Proof: We can establish for any m the following relations between the
determinants.
det(In ¡ D) = det(Am ¡ DAm)det(A¡m)
= det(A¡m)det(Am ¡ AmlD)
= det(In ¡ Am(l¡1)D)
Since gcd(l ¡ 1;2sd) = 2, we have that the group generated by Al¡1 is
of order 2s¡1d and thus consists of all even powers of A. It follows that
det(In ¡ D) = det(In ¡ A2mD) for any m.
The second part can be proved analogously with D0 = AD.
With this last lemma, we can prove the following lemma for s = 1.
Lemma 5.9. Let d > 1 be an odd integer. Suppose A 2 Gl(n;R) only
has eigenvalues of order 2d and suppose D 2 Mn(R) such that DA =
AlD with 0 · l < 2d.
If gcd(2d;l) = 1 and gcd(2d;l ¡ 1) = 2, then det(In ¡ AmDi) ¸ 0 for
any m or det(In ¡ AmDi) · 0 for any m.5.2. The Anosov theorem for infra-nilmanifolds with cyclic holonomy group 73
Proof: Because of Lemma 5.8 we only have to prove the lemma for
det(In ¡D) and det(In ¡AD). Moreover since d is odd and the eigen-
values of Ad are of order 2, it su±ces to prove the lemma for det(In¡D)
and det(In ¡ AD) = det(In ¡ AdD) = det(In + D).









So we obtain that, because of Lemma 5.3, the multiplicity of the real
eigenvalues of DÁ(2d) must be even.
Suppose that ¸1;:::;¸v are the real, positive eigenvalues of DÁ(2d) each
with even multiplicity m1;:::;mv; that °1;:::;°t1 are the real, strictly
negative eigenvalues of DÁ(2d) and that ¹1;¹1;:::;¹t2;¹t2 are the non
real eigenvalues of DÁ(2d). The eigenvalues of D must be Á(2d)-th roots
of these eigenvalues of DÁ(2d). Note that Á(2d) is an even integer since
d > 1 and therefore a Á(2d)-th root of °i or ¹k is always non real. While
the Á(2d)-th root of the ¸j can be real or non real , say ®j. But if ®j
is an eigenvalue of D, then ®j also has to be an eigenvalue of D. Now
(®j)Á(2d) = ®
Á(2d)
j = ¸j. So ®j has to be a Á(2d)-th root of the same
¸j. Since the mj are even, this implies for each j, 1 · j · v, that the
number of real eigenvalues of D coming from ¸j must be even.
Let us for each j, 1 · j · v, denote the positive real Á(2d)-th root
by ±j (and the negative real root by ¡±j). We denote the multiplicity
of ±j, resp. ¡±j, as an eigenvalue of D by rj, resp. sj. It is of course
possible that ±j or ¡±j is not an eigenvalue of D. In this case we take
its multiplicity to be equal to 0. We then always have that rj+sj 2 2Z.
Using the same arguments as in the proof of Lemma 5.3 and using the
above information we know that the only factors that matter are
(1 ¡ ±1)r1 ¢¢¢(1 ¡ ±v)rv(1 + ±1)s1 ¢¢¢(1 + ±v)sv
in det(In ¡ D) and
(1 + ±1)r1 ¢¢¢(1 + ±v)rv(1 ¡ ±1)s1 ¢¢¢(1 ¡ ±v)sv74 5. Infra-nilmanifolds with cyclic holonomy group
in det(In + D).
For each i 2 f1;:::;vg there is in det(In ¡ D) a factor of the form
(1 ¡ ±i)ri(1 + ±i)si and in det(In + D) there is a factor of the form
(1 + ±i)ri(1 ¡ ±i)si. Suppose that ri ¸ si (the other case is completely
similar). Then
(1 ¡ ±i)ri(1 + ±i)si = (1 ¡ ±i)(ri¡si)(1 ¡ ±i)si(1 + ±i)si
= (1 ¡ ±i)ri¡si(1 ¡ ±2
i )si
and
(1 + ±i)ri(1 ¡ ±i)si = (1 + ±i)ri¡si(1 ¡ ±2
i )si
Since ri + si 2 2Z, we have that ri ¡ si is also an even integer. So in
both cases the ¯rst factor is positive and the second factor is the same.
This ends the proof of this lemma.
Finally we can prove the following lemma for s ¸ 2.
Lemma 5.10. Let d > 1 be an odd integer and s ¸ 2. Suppose A 2
Gl(n;R) only has eigenvalues of order 2sd and suppose D 2 Mn(R)
such that DA = AlD with 0 · l < 2sd.
If gcd(2sd;l ¡ 1) = 2 and l 6´ 2s ¡ 1 mod 2s, then det(In ¡ AmD) ¸ 0
for any m.
If gcd(2sd;l ¡ 1) = 2 and l ´ 2s ¡ 1 mod 2s, then det(In ¡ D) =
det(In ¡ AmD) for any m.
Proof: Because of Lemma 5.8 we only have to prove the lemma for
det(In ¡ D) and det(In ¡ AD). Lemma 5.8 also implies that det(In ¡
AD) = det(In ¡ AdD) since d is odd. Now Ad only has eigenvalues of
order 2s and if l 6´ 2s ¡ 1 mod 2s we can apply Lemma 5.5 to D and
Ad. If on the other hand l ´ 2s ¡ 1 mod 2s then we can apply Lemma
5.6 to D and Ad.
With all these lemmas we can now prove the main result.
Proof of Theorem 5.4: Denote the order of F by 2rk with k an odd
integer. Let (±;D) be a homotopy lift of f and suppose that D¤T¤(x0) =
T¤(xl
0)D¤. Suppose d0;d1;:::;dt are the divisors of 2rk and suppose
1 = d0 < d1 < ¢¢¢ < dt = 2rk. Because of Lemma 5.1 and the condition
on T¤(x0) there exists n0;n2;:::;nt 2 N and a P 2 Gl(n;R) such that





A0 0 ¢¢¢ 0









with Ai 2 Gl(ni;R) and Ai only has eigenvalues of order di. (0 · i · t).
Note that n1 = 0 since ¡1 is not an eigenvalue of T¤(x0). Because of






D0 0 ¢¢¢ 0










with Di 2 Mni(R) (0 · i · t) and ¤ can be any block of real numbers.
If we want to use Theorem 2.5, we have to calculate
det(In ¡ T¤(xm
0 )D¤) = det(In0 ¡ Am
0 D0)¢¢¢det(Int ¡ Am
t Dt)
for any m, 0 · m < 2rk. As explained before, we consider all the factors
above separately (so we ¯x an i and see what happens when m varies).
If di = 2s (s ¸ 2) then we can, depending on l, apply Lemma 5.5 or
Lemma 5.6 to show that all these factors have the same sign. Note that
in case s is zero (i = 0), det(In0 ¡ Am
0 D0) does not depend on m. By
our assumption, the case s = 1 does not occur.
If di is not a power of 2 then we can, again depending on the value
of l (see the scheme on page 67 and the discussion immediately be-
fore Lemma 5.8), apply Lemma 5.7, Theorem 3.3, Lemma 5.9 or
Lemma 5.10 to show that these factors also have the same sign.
So in each case we obtain that the condition in Theorem 2.5 is satis¯ed
and for each f we have N(f) = jL(f)j.
Remark 5.11.
² The condition that ¡1 is not an eigenvalue of T¤(x0) is crucial since
D. Anosov constructed a counterexample on the Klein Bottle which
has Z2 as holonomy group. In the following section we go deeper
into this.
² In the following chapter we prove that the Anosov theorem holds
for orientable generalized Hantzsche-Wendt manifolds. This implies
that it is not straight forward to generalize Theorem 5.4 to infra-
nilmanifolds with other holonomy groups if ¡1 is an eigenvalue.76 5. Infra-nilmanifolds with cyclic holonomy group
In the following sections we examine the infra-nilmanifolds M with
cyclic holonomy group, for which the holonomy representation does
not satisfy the condition of Theorem 5.4. We have to distinguish two
cases for these manifolds. In the case that M is a °at manifold, we
are always able to construct a continuous map f : M ! M such that
N(f) 6= jL(f)j. So in the case of °at manifolds with cyclic holonomy
group, we have a complete picture.
As already mentioned in the introduction, the example in section 3.3
shows that the same does not hold for infra-nilmanifolds in general.
5.3 The sharpness of the main result for °at manifolds
In order to construct a continuous map f on a °at manifold with cyclic
holonomy group which does not satisfy the condition in Theorem 5.4,
we already know that we only have to work with orientable manifolds.
Indeed, °at non-orientable manifolds always admit an expanding map
f and so Theorem 3.6 implies that we have a counter example.
Note that, because of Proposition 1.6, the manifolds which satisfy the
conditions of Theorem 5.4 are orientable.
For °at orientable manifolds we can prove the following proposition.
Proposition 5.12. Let M be a n-dimensional, orientable, °at man-
ifold with cyclic holonomy group F generated by x0. Let T : F !
Gl(n;Z) be the associated holonomy representation and suppose ¡1 is
an eigenvalue of T¤(x0).
Then there always exists a continuous map f : M ! M such that
N(f) 6= jL(f)j.
Proof: As ¡1 is an eigenvalue of the generator of the holonomy repre-
sentation, F has to be a cyclic group of even order, say 2m.
¼1(M) is a n-dimensional Bieberbach group with translation subgroup
Z » = Zn and holonomy group Z2m = hx0i, for some m ¸ 1. ¼1(M) ¯ts
in a short exact sequence
1 ! Z » = Zn ! ¼1(M) ! Z2m = hx0i ! 1: (5.1)
This short exact sequence determines a faithful representation ' :
Z2m ! Aut(Z) (when viewed as a real representation is actually the
same as the holonomy representation T). With respect to a good choice5.3. The sharpness of the main result for °at manifolds 77







where A(x0) only has eigenvalues §1 and C(x0) has no real eigenvalues.
It follows that A(x0) is a matrix of order 2 and by eventually changing









for some integers s;t ¸ 0.
Now, ¡1 is an eigenvalue of '(x0) (s 6= 0) and we also assume that M







¡1 0 0 0 0
0 ¡1 0 0 0
0 0 ¡Is¡2 0 0
¤ ¤ ¤ It 0






The group ¼1(M) is determined by a 2-cocycle f : Z2m £ Z2m ! Zn.
This means that the group ¼1(M) = Zn £ Z2m (as a set) and the
product in ¼1(M) is given by
8z;z0 2 Zn; 8x;y 2 Z2m : (z;x)(z0;y) = (z + '(x)z0 + f(x;y);xy):
Any element of H2(Z2m;Zn) has an order dividing 2m. Therefore, there
exists a map g : Z2m ! Zn, with ±g = 2mf. (Recall that this means
that ±g(x;y) = '(x)g(y) ¡ g(xy) + g(x) = 2mf(x;y))
It is now easy to check that




realizes the group ¼1(M) as an a±ne group, with its translation sub-
group Z mapped isomorphically onto Zn. Let us consider the image of





























¡1 0 0 0 0
0 ¡1 0 0 0
0 0 ¡Is¡2 0 0
¤ ¤ ¤ It 0










(For some x;y 2 Z, u1 2 Zs¡2, u2 2 Zt, u3 2 Zn¡s¡t).
Let v = (¡ x
4m;¡
y
4m;0;0;0)t 2 Rn and take Ã2 = (v;In)Ã1(v;In)¡1.



























¡1 0 0 0 0
0 ¡1 0 0 0
0 0 ¡Is¡2 0 0
¤ ¤ ¤ It 0
















1 0 0 0 0
0 1 0 0 0
0 0 Is 0 0
¤ ¤ ¤ It 0












¡1 0 0 0 0
0 ¡1 0 0 0
0 0 ¡Is¡2 0 0
0 0 0 It 0












2 1 0 0 0
1 1 0 0 0
0 0 Is¡2 0 0
0 0 0 It 0






It is obvious that D1 commutes with P'(x0)P¡1 and thus D2 =
P¡1D1P 2 Gl(n;Q) commutes with '(x0). The matrix D2 is an in-
vertible rational matrix, whose characteristic polynomial (which is the
same as the characteristic polynomial of D1) has integer coe±cients5.3. The sharpness of the main result for °at manifolds 79
and unit constant term. This implies, by a result of H. Porteous ([49]),
that there exists a positive integer k such that D3 = Dk
2 2 Gl(n;Z).
Now, D3 has almost all eigenvalues equal to 1, except two positive real
eigenvalues, say ¸1 > 1 and ¸2 = 1
¸1 < 1. Again by taking a suitable
power of D3, we obtain a new matrix D4 = Dl
3 (for some l) such that














Now, ¯nally, let D = (2m + 1)D4. It is obvious that D still commutes






a b 0 0 0
b c 0 0 0
0 0 (2m + 1)Is¡2 0 0
¤ ¤ ¤ (2m + 1)It 0











has two positive real eigenvalues ¹1 and ¹2 satisfying: ¹1 > (2m + 1)2
and ¹2 < 1.
Now, conjugating with (0;D) inside A®(Rn) induces an endomorphism
of Ã2(E). This follows from the following observations:
1. Let (z;In) 2 Ã2(E) (so z 2 Zn), (0;D)(z;In)(0;D¡1) = (Dz;In) 2
Ã2(E).







= ((D ¡ In)t(x0);In)(t(x0);'(x0))(0;D)
By the construction of D and the fact that the ¯rst 2 entries of
t(x0) are zero, we have that (D ¡ In)t(x0) 2 Zn. This implies that
(0;D)(t(x0);'(x0))(0;D)¡1 2 Ã2(E).
Let f be the map on M, induced by conjugation with (0;D). On the
one hand, we have that80 5. Infra-nilmanifolds with cyclic holonomy group













while on the other hand
det(In ¡ '(x0)D)













It is obvious that these two determinants di®er in sign and Theorem 2.5
again implies that N(f) 6= jL(f)j.Chapter 6
Generalized Hantzsche-Wendt manifolds
In this chapter we work with a special, but still large, class of °at
manifolds, namely the generalized Hantzsche-Wendt manifolds. These
are n-dimensional °at manifolds with holonomy group isomorphic to
Zn¡1
2 . In dimension 2 the Klein bottle is the only example of such a
manifold. In dimension 3 there are three examples, namely the clas-
sical Hantzsche-Wendt manifold, which is an orientable manifold, and
two non-orientable manifolds. For a more detailed study of generalized
Hantzsche-Wendt manifolds we refer to [26],[46], [47] and [51].
As shown in Chapter 3 we only have to concentrate on °at orientable
generalized Hantzsche-Wendt manifolds, since for the non-orientable
ones we already obtained that the Anosov theorem does not hold. Al-
though we have a partial picture, there is still a large part missing since
in [46] it is shown that the number of orientable Hantzsche-Wendt man-
ifolds grows exponentially with the dimension.
Perhaps surprisingly, we are able to show that the Anosov theorem
always holds in the class of orientable generalized Hantzsche-Wendt
manifolds. 5 These manifolds are however 'totally' di®erent from the
infra-nilmanifolds discussed in the previous chapters. In general terms
one can say that up till now we preferred the 'absence' of the eigenvalue
¡1 in the matrices obtained from the holonomy representation. Now
we have the complete opposite, since in the ¯rst section we will show
that the image of the corresponding holonomy representation, contains
n matrices having ¡1 as an eigenvalue with (maximal!) multiplicity
n ¡ 1.
5 The results of this chapter can also be found in [15]82 6. Generalized Hantzsche-Wendt manifolds
6.1 De¯nition and properties
As already mentioned, a n-dimensional °at manifold is called a gen-
eralized Hantzsche-Wendt (GHW) manifold if its holonomy group is
isomorphic to Zn¡1
2 . In this case the Bieberbach group E = ¼1(M) is
called a GHW group. A n-dimensional Bieberbach group E is said to
be diagonal if its lattice Zn of translations has an orthogonal basis for
which the holonomy representation T diagonalizes. In [51] J.P. Rossetti
and A. Szczepa¶ nski proved the following theorem:
Theorem 6.1. The fundamental group of a generalized Hantzsche-
Wendt manifold is diagonal.
Suppose M is a n-dimensional °at GHW manifold and T : Zn¡1
2 !
Gl(n;Z) is the associated holonomy representation. Because of Theo-
rem 6.1 we may assume that T(x) is diagonal for each x 2 Zn¡1
2 and
hence we know that the diagonal elements must be 1 or ¡1.
If moreover, M is an orientable manifold, then for each x 2 Zn¡1
2 , the
diagonal entries of T(x) consist of an even number of ¡1's while the
others are 1. In fact it is obvious that in Gl(n;Z) there are exactly 2n¡1
diagonal matrices whose diagonal entries consist of an even number of
¡1's while the other entries are 1. It follows that
Corollary 6.2. Let M be a n-dimensional orientable °at GHW man-
ifold and T : Zn¡1
2 ! Gl(n;Z) its associated holonomy representation.
Then
1. The image of T : Zn¡1
2 ! Gl(n;Z) is completely determined;
2. n is an odd integer;
3. the ¯rst Betti number of M is 0.
Proof: Note that, because of Theorem 6.1, T is a diagonal repre-
sentation. Since a holonomy representation must be faithful and the
holonomy group is of order 2n¡1, the ¯rst result follows immediately.
Suppose n is an even integer, then there exist a x 2 Zn¡1
2 such that
T(x) = ¡Id which is not possible since ¼1(M) is torsion-free.
Using the techniques introduced in Chapter 4 one can verify that the
¯rst Betti number of an orientable °at GHW manifold must be 0.
In an analogous way, one can consider the class of non-orientable °at
GHW manifolds M. For these manifolds, it is easy to prove that the
¯rst Betti number of M must be 0 or 1. In the latter case again the6.2. Orientable °at GHW manifolds 83
image of the holonomy representation is completely determined. In the
former case there are more possibilities. In [51] the authors show that
there are n=2 possibilities for n even and (n + 1)=2 possibilities for n
odd. For more details we refer to [46] and [51].
To ¯nish this section, we already note the following for °at GHW man-
ifolds.
Theorem 6.3. Let M be a °at GHW manifold and let f : M ! M be
a self-homotopy equivalence of M, then N(f) = L(f).
Proof: In [51], J.P.Rossetti and A. Szczepa¶ nski proved that the outer
automorphism group Out(¼1(M)) of the fundamental group of a °at
GHW manifold is ¯nite. Therefore it follows from [42] that each self-
homotopy equivalence is homotopically periodic. And because of [34],
we obtain that N(f) = L(f).
6.2 Orientable °at GHW manifolds
The goal of this section is to prove the Anosov theorem for orientable
°at GHW manifolds M, i.e. to show that the relation N(f) = jL(f)j
holds for any continuous map f : M ! M (Theorem 6.10).
Let M be an orientable n-dimensional °at GHW manifold with fun-
damental group E = ¼1(M) and associated holonomy representation
T : F ! Gl(n;Z). It's image T(F) is exactly the set of the 2n¡1 diag-
onal matrices with 1 or ¡1 on the diagonal and such that the number
of ¡1's is even (and the number of 1's is odd, as the dimension of M
must be odd, Corollary 6.2).
The group T(F) is hence generated by the set of diagonal matrices
Ai (1 · i · n ¡ 1), where all the diagonal entries are ¡1, except the
entry on the i-th row and column, which is 1. As a consequence, we
can assume that the group E is generated by
(z1;In);:::;(zn;In);(a1;A1);:::(an¡1;An¡1) (6.1)
where zi 2 Zn (1 · i · n) and ai 2 Rn are appropriate translational
parts. Let us, for the rest of this chapter, denote the k-th component
of an element b 2 Rn by bk.
R. Miatello and J.P. Rossetti showed in [47, Lemma 1.4] that we can
assume that the elements ak
i of ai are 0 or 1
2. Although this result
does not allow us to specify the translational parts ai completely, we84 6. Generalized Hantzsche-Wendt manifolds
do already know that ai
i must be 1
2 for each i. Indeed, if ai
i = 0, a


















;In), which would imply that E has torsion.
We will refer to a generating set (6.1) of E, with the ak
i = 0 or 1
2 as a
suitable generating set.
Remark 6.4. Let An = A1 ¢A2 ¢:::¢An¡1. Then An is also a diagonal
matrix with all diagonal entries equal to ¡1, except the last one which
is 1 (since n is odd). Because of [47, Lemma 1.4] we can assume that
there exists an 2 Rn with components 0 or 1
2 such that (an;An) 2 E.
As already mentioned above, in order to prove the Anosov theorem for
°at orientable GHW manifolds, it is su±cient to deal with the contin-
uous maps of M which are induced by a suitable a±ne endomorphism
of Rn. Therefore we need a full description of all a±ne endomorphisms
g : Rn ! Rn which are obtained in Corollary 1.11.
Lemma 6.5. Let M be an orientable n{dimensional °at GHW mani-
fold (n ¸ 3) and let (z1;I1);:::;(zn;In);(a1;A1);:::;(an¡1;An¡1) be a
suitable generating set of ¼1(M) = E. Assume µ is a homomorphism
of E and (±;D) 2 RnoMn(Rn) is a suitable a±ne endomorphism (i.e.
8® 2 E : µ(®)¢(±;D) = (±;D)¢®). Denoting the (i;j)-th entry of D by
dij we then have the following:
1. If there exists a j 2 f1;2;:::;ng such that µ(aj;Aj) = (z;In), with
z 2 Zn (the image of some (aj;Aj) is a pure translation), then for
all i, (1 · i · n), dik = 0 if k 6= j (1 · k · n), while dij is an even
integer.
2. If there exists a j 2 f1;2;:::;ng such that µ(aj;Aj) = (z;In)(b;B),
with z 2 Zn, b 2 Rn a translation consisting of 0's and 1
2's and
B 6= In a ¯nite product of Ai's (the image of some (aj;Aj) is not
a pure translation), then there exists a i (1 · i · n) such that dij
is an odd integer and dik = 0 for all k 6= j (1 · k · n).6.2. Orientable °at GHW manifolds 85
Proof:
1. Since µ(aj;Aj) ¢ (±;D) = (z;In) ¢ (±;D) = (z + ±;D) and (±;D) ¢
(aj;Aj) = (± + Daj;DAj), it follows that D = DAj and z + ± =
± + Daj.
Now, Aj only has +1 in the j-th column while the other diagonal
entries are ¡1, this forces all the columns of D to be zero, except
the j-th column.




2 and only the j-th column of D is non-zero, it follows that
(z1 +d1;:::;zn +dn)t = (d1 + 1
2d1j;:::;dn + 1
2dnj)t. So dij must be
an even integer for all i (1 · i · n).
2. B is a ¯nite product of Ai's, so B is also a diagonal matrix with 1's
and ¡1's as diagonal entries. As above we denote the (i;j)-th entry
of B by bij. Note that (b;B) ¢ (b;B) = (b + Bb;In), from which it
follows that b+Bb can not be equal to zero. This implies that there
exists a i (1 · i · n) such that bii = 1 and bi = 1
2.
Since µ(aj;Aj) ¢ (±;D) = (z + b;B) ¢ (±;D) = (z + b + B±;BD) and
(±;D) ¢ (aj;Aj) = (± + Daj;DAj), we have that BD = DAj and
z + b + B± = ± + Daj.
Since bii = 1, the i-th row of BD equals the i-th row of D. Similarly
the j-th column of DAj equals the j-th column of D while the other
columns of DAj are equal to minus the corresponding column of D.
It follows that dik = 0 for all k 6= j (1 · k · n).
To show that dij is an odd integer, we look at the translational
parts for which we know that z + b + B± = ± + Daj. Again, using
bii = 1, the i-th component of the above equality reduces to




j = di + dija
j




Since bi = 1
2 this shows that dij must be an odd integer.
Using the lemma above, we can now prove the following proposition in
which we describe the linear parts of all suitable a±ne endomorphisms
of Rn.
Proposition 6.6. Let M be an orientable n-dimensional °at GHW
manifold with fundamental group ¼1(M) = E (n ¸ 3). Let µ be a
homomorphism of E and (±;D) 2 RnoMn(Rn) be a suitable a±ne en-
domorphism. Then86 6. Generalized Hantzsche-Wendt manifolds
1. D is either the zero n £ n matrix 0n or
2. D is an element of Gl(n;Q) such that in each row and each column
of D there is exactly one non-zero element, which is an odd integer.
Proof: To prove this proposition we distinguish three cases depending
on the number of (ai;Ai)'s which are mapped onto a pure translation.
Case 1: Suppose that µ is a homomorphism of E such that two or
more of the images of (a1;A1);:::;(an;An) are pure translations.
So there exist i and j, i 6= j, for which µ(ai;Ai) and µ(aj;Aj) are
pure translations. Then Lemma 6.5 implies that D = 0n.
Case 2: Suppose that µ is a homomorphism of E such that just one of
the images of (a1;A1);:::;(an;An) is a pure translation. So part one
of Lemma 6.5 implies that all the elements of D are even integers.
But there also has to exist a j such that µ(aj;Aj) is not a pure
translation. So part two of Lemma 6.5 implies that there is a i
such that dij is an odd integer. Since this gives a contradiction, we
conclude that no such homomorphism exists.
Case 3: Suppose that µ is a homomorphism of E such that none of the
images of (a1;A1);:::(an;An) is a pure translation. In this situa-
tion, we can determine D completely. Namely, since µ(a1;A1) is not
a pure translation, Lemma 6.5 implies that there exists a i1 such
that di11 is odd, while the other elements of the i1-th row are zero.
Doing the same for (a2;A2) we obtain a i2 such that di22 is odd,
while the other elements of the i2-th row are zero. Clearly i2 6= i1,
otherwise we would have that di22 is zero on the one hand and an
odd integer on the other hand. This can be done for all the images
of (a1;A1);:::(an¡1;An¡1) and (an;An), so we have completely de-
termined D as a matrix with exactly one non-zero, odd entry in each
row and column.
Remark 6.7. In the above proposition, we did not mention the image
of the pure translations. But since the D always consist of integers,
one can easily show that the image of a pure translation under the
homomorphism again must be a pure translation.
Now that we have a clear view on the di®erent possibilities for the
linear parts of the suitable a±ne endomorphisms (±;D), we can start
to use Theorem 2.5.6.2. Orientable °at GHW manifolds 87
As a ¯rst step, in the following lemma we calculate the determinants
which appear in Theorem 2.5 and in a second lemma we determine the
signs of these determinants. To a (n £ n)-matrix D with in each row
and each column exactly one non-zero element (as in the second part
of Proposition 6.6), one can associate an unique permutation ¹ of n
elements. Namely, for any i = 1;2;:::;n let ¹(i) be the unique index
such that di¹(i) 6= 0. Clearly ¹ is a permutation of n elements and ¹
has a unique cycle decomposition.
Lemma 6.8. Suppose B is any diagonal matrix whose diagonal entries
bii are 1's and ¡1's.
1. If D = 0n is the zero (n£n)-matrix, then det(In ¡BD) = 1 for all
possible B.
2. Let D be a (n£n)-matrix, such that in each row and each column of
D there is exactly one non-zero element and let ¹ be the associated















































2. Since B2 = In, we have that det(In ¡ BD) = det(B):det(B ¡ D).
Now we show that
















We do this by induction on n, the case n = 1 being trivial.
Suppose the formula holds for (n ¡ 1) £ (n ¡ 1)-matrices (n ¸ 2),
then we distinguish two cases:88 6. Generalized Hantzsche-Wendt manifolds
a) dnn 6= 0 or equivalently ¹(n) = n. Then det(B ¡ D) = (bnn ¡
dn¹(n))det(B0 ¡ D0), where B0 (resp. D0) is obtained from the
matrix B (resp. D) by deleting the last row and column. By
applying the induction hypothesis to B0 ¡ D0 we obtain the
result.
b) dnn = 0. Then there exists a unique k such that dnk 6= 0 (or
¹(n) = k) and a unique l with dln 6= 0 (or ¹(l) = n). So
in the cycle decomposition of ¹, there is a cycle of the form
(l1 ¢¢¢l n k¢¢¢ lp).
In the last column of the matrix B ¡ D there are two non-zero
elements, namely bnn and ¡dln.
Since bnn = §1 we can create a zero in the last column of the
l-th row by adding to the l-th row bnn ¢ dln times the last row.
In the computation below, this operation is used in the step
indicated with (¤).
In this calculation, we again use B0 and D0 to denote the ma-
trices obtained by deleting the last row and column of B and D
respectively. Note that the l-th row of D0 and the k-th column
of D0 only consists of zeros and that in each other row and each
other column of D0 there is exactly one non-zero element.
Also, we need D00 obtained from D0 by changing the k-th com-
ponent of the l-th row of D0 to ¡bnndlndnk. Since D0 is from the
above form, we then have that in each row and each column of
D00 there is exactly one non-zero element. So






























B0 ¡ D00 . . .
0
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Now we can associate a permutation ¹00 of n ¡ 1 elements
to D00. The cycle decomposition of ¹00 is obtained from the
cycle decomposition of ¹ by replacing in this decomposition
the cycle (l1 ¢¢¢lnk¢¢¢ lp) which contains n, with the cycle
(l1 ¢¢¢lk ¢¢¢ lp).
The induction hypothesis now applies to the matrix B0 ¡ D00
and it follows that all factors in the expansion of det(B0 ¡ D00)
except the one containing the terms of the l-th row are of the
desired form. The exceptional factor containing the elements of
the l-th row and corresponding to the cycle (l1 ¢¢¢lk ¢¢¢ lp) is
of the following form:
bl1l1 ¢¢¢bll ¢¢¢blplp ¡ dl1¹(l1) ¢¢¢(bnndlndnk)¢¢¢dlp¹(lp)
We can multiply the factor above with bnn to get
bnnbl1l1 ¢¢¢bll ¢¢¢blplp ¡ bnndl1¹(l1) ¢¢¢(bnndlndnk)¢¢¢dlp¹(lp)
which equals (n = ¹(l) and ¹(n) = k)
bl1l1 ¢¢¢bllbnn ¢¢¢blplp ¡ dl1¹(l1) ¢¢¢dl¹(l)dn¹(n) ¢¢¢dlp¹(lp)
This part of the expansion of (6.2) together with the other fac-
tors show that det(B ¡ D) is of the desired form.
Note that the number of factors of the determinants in the previous
lemma does not depend on B, but only on D (in fact, only on the form
of D determined by ¹). So for a given D, with D as in the second case
of Lemma 6.5, and any diagonal matrix B consisting of 1's and ¡1's,
we obtain that det(In ¡ BD) = det(B)(§1 ¡ x1)¢¢¢(§1 ¡ xk). Here
x1;:::;xk 2 1 + 2Z and the §1's depend on the choice of B. In this
perspective the following lemma is crucial.
Lemma 6.9. Fix an integer k ¸ 1 and x1;:::;xk 2 1 + 2Z. Then
either (²1 ¡ x1)¢¢¢(²k ¡ xk) ¸ 0 for all possible ²1;:::;²k 2 f¡1;1g
or (²1 ¡ x1)¢¢¢(²k ¡ xk) · 0 for all possible ²1;:::;²k 2 f¡1;1g.
Proof: Suppose there exists ²1;:::;²k and ²0
1;:::;²0
k such that (²1 ¡
x1)¢¢¢(²k¡xk) > 0 and (²0
1¡x1)¢¢¢(²0
k¡xk) < 0. This is only possible
if there exist a j for which 1 ¡ xj > 0 and ¡1 ¡ xj < 0 or conversely90 6. Generalized Hantzsche-Wendt manifolds
1 ¡ xj < 0 and ¡1 ¡ xj > 0. But in the former case we quickly see
that xj = 0 which is not possible and in the latter case we obtain the
contradiction that xj > 1 and xj < ¡1.
We are now ready to prove the Anosov theorem for °at orientable GHW
manifolds.
Theorem 6.10. Let n ¸ 3 be an odd integer and M a (°at) orientable
n-dimensional generalized Hantzsche-Wendt manifold. Then for each
continuous map f : M ! M we have that N(f) = jL(f)j.
Proof: Suppose f : M ! M is a continuous map on M. Due to Corol-
lary 1.11 we know that f is homotopic to a map g induced by an
suitable a±ne endomorphism (±;D) of Rn and due to Proposition 6.6
we know how D looks like. Since the Nielsen and Lefschetz number are
homotopy invariants it su±ces to prove the theorem for the map g. We
use Theorem 2.5 to verify that N(g) = jL(g)j. Therefore we have to cal-
culate det(In ¡T(x)D) for each x 2 F. Note that for each x 2 F, T(x)
is a diagonal matrix whose diagonal entries consist of an even numbers
of ¡1's while the others are 1 and so det(T(x)) = 1. Therefore we can
apply Lemma 6.8 and Lemma 6.9 to the determinants det(In¡T(x)D)
which ¯nishes the proof of the theorem.Part III
The Anosov theorem in small dimensionsIn this part we verify what we know about the Anosov theorem for
infra-nilmanifolds in small dimensions, i.e. up to dimension 4. In this
way we show that many infra-nilmanifolds are already covered by the
original result of Anosov and our results of the previous part. However
there are still examples of infra-nilmanifolds which are not yet covered
by the known theorems. By examining these manifolds we hope to ¯nd
some tracks for further research, in order to close the remaining lack
of theoretic results.
In a ¯rst chapter we examine the °at manifolds and we use [7] for a
complete description of these °at manifolds. For °at manifolds we have
more results which we can apply and the calculations are a lot easier.
This results in a complete picture for dimension 3, but in dimension 4
only 55 of the 74 °at manifolds are covered. The 19 remaining manifolds
can be divided in two classes. To be speci¯c 4-dimensional °at manifolds
with holonomy group Z2 © Z2 and 4-dimensional °at manifolds with
non-abelian holonomy group. In the last two sections we observe some
intriguing results for these two classes.
In a second chapter we focus on infra-nilmanifolds up to dimension 4.
We use [12] for a complete description of these infra-nilmanifolds. We
also include the infra-nilmanifold introduced in [18] which is missing
in the previous description. Firstly, the calculations for these mani-
folds are much more complicated than for °at manifolds. Therefore we
start this chapter by formally showing how the calculations need to be
done. Secondly we have less theoretic results which we can apply (for
instance Proposition 5.12) and so lot of work had to be done (or many
possibilities for further research are left over).
For all the manifolds which are not covered by the theoretic results, we
present in this part a counterexample (in the case the Anosov theorem
does not hold for the speci¯c manifold) or a proof (in the opposite
case). We demonstrate the calculations that need to be done throughout
several well chosen examples. All this results in a complete answer to
the question for which infra-nilmanifolds up to dimension 4 the Anosov
theorem holds.Chapter 7
Flat manifolds
In the sequel we need to refer explicitly to speci¯c °at manifolds. As any
°at manifold is determined by its fundamental group, this boils down
to ¯nding a way of explicitly referring to the associated Bieberbach
group. We have chosen to use the numbers which can be found on \the
page of low dimensional Bieberbach groups" at the CARAT website [7].
This allows us to say that the orientable GHW manifold corresponds
to the number 10.1.1. Actually, this number refers to the Z{class to
which the fundamental group of the orientable GHW manifold belongs.
Two Bieberbach groups can belong to the same Z{class, by which one
means that the corresponding integral holonomy representations are
conjugated over Z. If we need to talk about di®erent Bieberbach groups
in the same Z{class, we will use the same order as on the CARAT
website. E.g. when one asks the CARAT system for the Bieberbach
groups of dimension 3 with holonomy group Z2 £ Z2, one receives as
an answer:
#g2 % 1-th torsion free group in Z-class min.10.1.1
4 /2 % generator
-2 0 0 0
0 2 0 1
0 0 -2 1
0 0 0 2
4 /2 % generator
2 0 0 1
0 -2 0 0
0 0 -2 0
0 0 0 2
2^2 % order of the group96 7. Flat manifolds
#g2 % 1-th torsion free group in Z-class min.9.1.1
4 /2 % generator
-2 0 0 0
0 2 0 0
0 0 2 1
0 0 0 2
4 /2 % generator
2 0 0 1
0 -2 0 0
0 0 2 0
0 0 0 2
2^2 % order of the group
#g2 % 2-th torsion free group in Z-class min.9.1.1
4 /2 % generator
-2 0 0 0
0 2 0 1
0 0 2 1
0 0 0 2
4 /2 % generator
2 0 0 1
0 -2 0 0
0 0 2 0
0 0 0 2
2^2 % order of the group
This table contains for each of the Bieberbach groups a set of genera-
tors, which should in any case be completed with a set of generators
for the integral lattice Zn (here Z3). The table above shows that the
orientable GHW belongs to the Z-class with number 10.1.1. while the
two non-orientable ones both belong to the Z{class 9.1.1.
Finally, we note here that in literature one can ¯nd other classi¯cations
of the Bieberbach groups and so implicitly also of the °at manifolds,
see for instance [3]. In this book, Bieberbach groups are divided into
families, families into crystal systems, ...and also ¯nally into Z{classes
(before the really ¯nal step, up to isomorphism, of course).
Where useful, we will always mention these Z-class numbers (and the
exact number inside the Z-class when needed). In this way, one can use
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tive manifold. We prefer to base our referring system on [7], instead of
e.g. [3], because of the overall availability of [7].
7.1 General overview in dimension 3 and 4
For °at manifolds up to dimension 2, Anosov provided a complete pic-
ture, since we only have the circle in dimension 1 and the torus and the
Klein bottle in dimension 2. By the theorems proved in the previous
part of this thesis, we also get a complete overview of the situation in
dimension 3, where there are 10 °at manifolds. We summarize in the
following table.
Dimension 3
Holonomy # mani- Orientable Non orientable
group folds An th. holds An.th. holds not An.th. holds not
1 1 1 0 0
Z2 3 0 1 2
Z3 1 1 0 0
Z4 1 1 0 0
Z6 1 1 0 0
Z2 © Z2 3 1 0 2
Total 10 5 1 4
We explain which information can be found in this table (and the cor-
responding one for °at manifolds in dimension 4 on page 98).
In the ¯rst column we list all possible holonomy groups and in the
second column we give the number of corresponding manifolds. In the
following columns we then summarize what we know, about the valid-
ity of the Anosov theorem for the speci¯c manifolds. We do this by
giving respectively the number of orientable manifolds for which the
Anosov theorem holds; the number of orientable manifolds for which
the Anosov theorem does not hold and the number of non-orientable
manifolds (for which the Anosov theorem never holds because of Propo-
sition 3.7).
We conclude that in dimension 3 there are 5 °at manifolds for which the
Anosov theorem holds: the torus which is covered by Theorem 2.3, the
3 manifolds with cyclic holonomy group for which Theorem 5.4 holds
and the orientable GHW manifold for which Theorem 6.10 holds.98 7. Flat manifolds
From the 5 manifolds for which the Anosov theorem does not hold,
there are 4 non-orientable manifolds for which Proposition 3.7 holds
and one orientable manifold with holonomy group Z2 (7.1.1) for which
Proposition 5.12 holds.
In contrary to dimension 3, in dimension 4 there are some manifolds
which are not covered by the theorems of the previous chapters. From
the 74 °at manifolds in dimension 4 there are 55 manifolds covered by
the known results which mainly comes from Proposition 3.7 concerning
non-orientable °at manifolds. So 19 manifolds still need to be examined
by `hand'. The results are summarized in the table below.
Dimension 4
Holonomy # mani- Orientable Non orientable
group folds An th. holds An.th. holds not An.th. holds not
1 1 1 0 0
Z2 5 0 2 3
Z3 2 2 0 0
Z4 6 2 0 4
Z6 4 1 0 3
Z2 © Z2 © Z2 12 0 0 12
Z2 © Z2 26 4 5 17
Z2 © Z2 © Z3 1 0 0 1
Z2 © Z4 3 0 0 3
D8 7 2 2 3
S3 3 0 3 0
Z2 © S3 1 0 1 0
A4 2 2 0 0
Z2 © A4 1 0 0 1
Total 74 14 13 47
Note that the ¯rst half of the table contains these manifolds for which
we have a complete picture by the theorems of the previous part.
Namely the torus, the 17 manifolds with cyclic holonomy group which
are covered by Proposition 3.7, Theorem 5.4 and Proposition 5.12 and
the 12 non-orientable GHW manifolds which are also covered by Propo-
sition 3.7.
In the second half of the table we ¯nd 25 non-orientable manifolds for
which we again can apply Proposition 3.7 to obtain that the Anosov
theorem does not hold.7.2. Flat manifolds in dimension 4 with Z2 © Z2 as holonomy group 99
The remaining 19 manifolds which need a more detailed examination
can be split up into two classes: 9 °at manifolds with Z2 © Z2 as
holonomy group and 10 °at manifolds with a non-abelian holonomy
group. Both of these classes are very interesting. The ¯rst class, for
instance is exactly in between the class of °at manifolds with Z2 as
holonomy group and the class of generalized Hantzsche-Wendt man-
ifolds, two classes for which we already have a complete picture by
Theorem 5.4, Proposition 5.12 and Theorem 6.10. Secondly in the pre-
vious chapters we mainly focused on infra-nilmanifolds with an abelian
holonomy group (see Chapter 5 and 6, which explains why the second
class could be interesting). In the following two sections we discuss the
two classes in detail.
7.2 Flat manifolds in dimension 4 with Z2 © Z2 as
holonomy group
Let M be an orientable °at manifold in dimension 4 with Z2 © Z2 as
holonomy group. As already stressed before we only have to consider
the orientable manifolds. Then we may assume that the fundamental
group ¼1(M) is generated by (e1;I4);(e2;I4);(e3;I3);(e4;I4);(a1;A1)
and (a2;A2), with 1 in the i-th place for ei and 0 everywhere else;
A1;A2 2 Gl(4;Z) commuting matrices of order 2 and a1;a2 suitable
translational parts. Since A1 and A2 commute we know that there
exist a P 2 Gl(n;Q) such that





1 0 0 0
0 1 0 0
0 0 ¡1 0









1 0 0 0
0 ¡1 0 0
0 0 ¡1 0





The multiplicity of ¡1 must indeed be 2 since M needs to be orientable
(see also Proposition 1.6).
As explained before, in order to verify the validity of the Anosov theo-
rem for a speci¯c manifold, we need a description of all suitable a±ne
endomorphisms (±;D) 2 R4oEndo(R4). To construct all these endo-
morphisms we actually have to consider all the possible homomor-
phisms µ : ¼1(M) ! ¼1(M), since for each (a;A) 2 ¼1(M) :
µ((a;A))(±;D) = (±;D)(a;A)100 7. Flat manifolds
Suppose that µ((a;A)) = (b;B), then this boils down to
(b + B±;BD) = (± + Da;DA)
This equation gives us two types of conditions which need to be sat-
is¯ed, namely one type concerning the linear parts and another con-
cerning the translational parts. Therefore in a ¯rst step we construct
all possible matrices D such that BD = DA. In a second step we then
look at the consequences of the fact that ±+Da = b+B±. This second
step has to be done separately for each of the 9 manifolds under study,
but the work of the ¯rst step can be simpli¯ed a lot because of the
existence of P. Indeed we only have to search for all matrices D such
that PBP¡1D = DPAP¡1 since
PBP¡1D = DPAP¡1 , BP¡1DP = P¡1DPA
So P¡1DP gives us then a full description of all possible matrices. The
list below contains 16 possible matrices, since in order to construct
all possible homomorphisms µ, we consider the 16 possible conditions
XD = DBi, with i = 1;2 and X 2 fI4; B1; B2; B1B2g.
We could (and perhaps should) in fact further partition each of these
sixteen cases into 4 more cases, depending upon the four possibilities
XD = DI4, for X = I1; B1; B2 or B1B1. This corresponds to the fact
that the image of a translation under the homomorphism µ does not
need to be a translation. These extra conditions will of course not lead
to 'new possibilities' for D, but they will only imply that extra zeroes
will appear in the possible D's.
The 16 matrices are the following. Note that the dij will be speci¯ed
later on.7.2. Flat manifolds in dimension 4 with Z2 © Z2 as holonomy group 101
D1 = D1B1 D2 = D2B1






d11 0 0 0
d21 0 0 0
d31 0 0 0









d11 0 0 0
d21 0 0 0
0 d32 0 0





D3 = D3B1 D4 = D4B1






d11 0 0 0
0 d22 0 0
0 d32 0 0









d11 0 0 0
0 d22 0 0
d31 0 0 0





B1D5 = D5B1 B1D6 = D6B1





d11 0 0 0
d21 0 0 0
0 0 0 d34







d11 0 0 0
d21 0 0 0
0 0 d33 0




B1D7 = D7B1 B1D8 = D8B1





d11 0 0 0
0 d22 0 0
0 0 d33 0







d11 0 0 0
0 d22 0 0
0 0 0 d34
0 0 d43 0
1
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B2D9 = D9B1 B2D10 = D10B1






d11 0 0 0
0 0 0 d24
0 0 0 d34









d11 0 0 0
0 0 0 d24
0 0 d33 0





B2D11 = D11B1 B2D12 = D12B1






d11 0 0 0
0 0 d23 0
0 0 d33 0









d11 0 0 0
0 0 d23 0
0 0 0 d34





B1B2D13 = D13B1 B1B2D14 = D14B1





d11 0 0 0
0 0 0 d24
d31 0 0 0







d11 0 0 0
0 0 0 d24
0 d32 0 0




B1B2D15 = D15B1 B1B2D16 = D16B1





d11 0 0 0
0 0 d23 0
0 d32 0 0







d11 0 0 0
0 0 d23 0
d31 0 0 0




Remark 7.1. Note that this method and matrices can be adapted to
cover any orientable °at manifold with holonomy group Z2 © Z2. For
such manifolds the Q-irreducible components are one-dimensional but
their multiplicity needs no longer to be 1 (as is the case for the man-
ifolds above). Using the techniques described above one again obtains
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Dij of the 'right' dimensions. This comes from the fact that there are
Q-irreducible components with multiplicity greater then one.
So there are 16 cases which we need to examine, but for 6 cases we can
already state that the Anosov relation holds. Indeed, if we calculate
the determinants in Theorem 2.5 for D1;D2;D9 and D16 we always
obtain 1 ¡ d11. So whatever the value of d11 is, we always have that
the Anosov relation holds. Secondly for the cases D12 and D14 the
conditions in Proposition 2.6 are satis¯ed which again implies that the
Anosov relation holds. So, in the discussion below we no longer have
to include these linear parts.
Evaluating the second type of conditions on the translational parts
leads to some interesting results for the remaining linear parts. This
comes from the fact that, as is for instance also done in Chapter 6, in
this step we specify the entries of the matrices mentioned above. More-
over in some cases we have to exclude many of the matrices since the
entries of the matrices can not satisfy the conditions coming from the
translational parts. This is nicely demonstrated for this ¯rst manifold.
Let E1 be the ¯rst Bieberbach group in 22.1.1 which is generated by



















1 0 0 0
0 1 0 0
0 0 ¡1 0




















1 0 0 0
0 ¡1 0 0
0 0 ¡1 0




with 1 in the i-th place and 0 everywhere else for ei; i = 1;:::4. To be
precise we slightly transformed the matrices found on [7] to avoid the
explicit use of the matrix P. Then M1 = E1nR4 is indeed one of the
manifolds under study.
Hereafter, we only focus on the linear parts D, and not on the transla-
tional parts ±, since the validity of the Anosov theorem only depends on
D. For this manifold we have that from the 10 remaining possibilities
only D7;D8;D10;D12;D14 and D15 are suitable linear parts under the
extra condition that each non-zero entry is an odd integer except for
d11 which can be any integer. Note that possibly the same phenomenon
can happen for the 6 cases that we do not consider.104 7. Flat manifolds
Let us demonstrate the calculations that need to be done for instance
for D7. In that case we actually assume that µ(ai;Ai) = (zi + ai;Ai)
with zi 2 Z4 and i = 1;2. So from the second type of conditions on
the translational parts, we obtain that zi + ai + Ai± = ± + D7ai or
equivalently that
(I4 ¡ Ai)± + (D7 ¡ I4)ai 2 Z4:

























So d22 and d44 must be odd integers and since 2t3 is an integer the
same must hold for d33. To show that d11 must be an integer we have
to look at µ(e1;I4). Suppose that µ(e1;I4) = (b;B), then we know from
the fact that the ¯rst entry of the translational parts a1 and a2 is zero
that the ¯rst entry of b must be an integer. Analogously calculations
as the one above, imply then that d11 also must be an integer.
The 4 other possible linear parts are excluded since we always ob-
tain that some zero entry must also be an odd integer. Let us again
demonstrate this, for instance for D3. In that case we assume that















which clearly gives us a contradiction.
Under the given conditions for the possible linear parts one can verify,
using for instance the Lemmas 6.8, 6.9 and of course Theorem 2.5 that
the Anosov theorem holds for M1.7.2. Flat manifolds in dimension 4 with Z2 © Z2 as holonomy group 105
Let us now look at the second Bieberbach group E2 of 22.1.1 by using














M2 = E2nR4 is in the same Z-class as M1. However, in opposite to the
results for M1, we are able to construct a map on M2 which does not















3 0 0 0
0 0 0 0
0 0 3 0




As before one can verify that this a±ne endomorphism indeed induces a
map on M2. The explanation for this example is quite simple, because
for M2 we no longer have the condition that d22 has to be an odd
integer. This comes from the fact that in this case the second entry of
a1 is now also equal to 0. Therefore we can take d22 equal to zero and
so we obtain that det(I4 ¡ D) = ¡8 and det(I4 ¡ A1D) = 16 which by
Theorem 2.5 implies that the Anosov relation does not hold for f2.
A similar example works for the third orientable manifold M3 obtained
by using the third Bieberbach group of 22.1.1. Namely let f3 : M3 !















3 0 0 0
0 3 0 0
0 0 0 0




Another interesting example is the fourth Bieberbach group of 22.1.1.













A gives us a Bieber-
bach group E4 and another manifold M4 = E4nR4 of the same Z-class.
For this manifold we again have that D7;D8;D10;D12;D14 and D15 are
suitable linear parts but by the same reasons as for the ¯rst manifold
we can not use them to construct a counterexample for the Anosov
relation.106 7. Flat manifolds
Now however D5 and D13 are also suitable linear parts under the re-
strictions that the entries of the ¯rst column are odd integers and the

















3 0 0 0
3 0 0 0
0 0 0 0




then the Anosov relation does not hold for f4 since det(I4 ¡ D) = 2
and det(I4 ¡ A1D) = ¡6. Note that it is impossible to ¯nd a counter
example in which the ±-part is equal to zero.
This example shows that to construct counter examples we can not
always use a±ne endomorphisms with a linear part of the form D7.
To be precise, from Theorem 1.10 we know that for every a±ne en-
domorphism (±;D) there exists a unique morphism µ on the universal
covering group. In every counterexample up till now, we always used a µ
which maps every element of the fundamental group to itself modulo a
translation. Amongst other things this implies for every element (a;A)
of the fundamental group that AD = DA. Or equivalently that the
associated matrices commute and this simpli¯es a lot the calculations
that need to be done. So a possible question could be: if there exist a
counterexample, can one always ¯nd then a counterexample such that
the matrices of the linear parts of the elements of the fundamental
group commute with the linear part of the a±ne endomorphism? M4
answers this question negatively.
For the other 5 manifolds of this class similar calculations show that
the Anosov theorem holds for the 3 manifolds corresponding to the
Bieberbach groups of respectively 22.1.4, 22.1.8 and 22.1.12. The coun-
terexamples for the 2 other manifolds are presented below. The Anosov
relation does not hold for the map f5 on the manifold corresponding


















3 0 0 0
0 3 0 0
0 0 2 2





Similarly for the map f6 on the manifold corresponding to the Bieber-















2 0 0 0
0 2 2 ¡2
0 1 1 ¡1




To conclude we may state that this class of manifolds is very interest-
ing and gives us very nice counterexamples which already negatively
answers some research questions. Such as for instance: can you always
make a counterexample such that the linear part of the homotopy lift
commutes with the linear parts of the generators of the fundamental
group?
Secondly, it also shows that the translational parts of the elements of
the fundamental group can be very crucial for the validity of the Anosov
theorem. Except for the results of Chapter 6 this was never the case
for the results of the previous chapters.
Finally we proved the following rather surprising result concerning Z-
classes of Bieberbach groups (= fundamental groups of °at manifolds).
Proposition 7.2. There exists °at manifolds M1 and M2 such that
their fundamental groups belong to the same Z-class and such that the
Anosov theorem holds for M1 but not for M2.
7.3 Flat manifolds in dimension 4 with non-abelian
holonomy group
While in the previous section the °at manifolds have an abelian
holonomy group, this no longer holds for this section. This is interest-
ing since most of our theorems are results concerning manifolds with
abelian holonomy group (see chapters 5 and 6). So a next step for
future research could be trying to ¯nd some extra classes of infra-
nilmanifolds with non-abelian holonomy group for which the Anosov
theorem holds. In dimension 4 there are 14 of these manifolds, from
which there are 10 orientable. The holonomy groups of these 10 mani-
folds are S3;Z2 © S3;D8 and A4.
Moreover, dimension 4 is the lowest dimension in which there exist
manifolds having one of the above groups as holonomy group. Now,
one could be interested in the fact wether the Anosov theorem holds
for infra-nilmanifolds, having a speci¯c holonomy group and appearing
in the lowest possible dimension. Or under which extra conditions this
could hold. The Klein bottle is a 'counterexample' since dimension 2 is108 7. Flat manifolds
the minimal dimension in which Z2 occurs as a holonomy group, but
nevertheless the Anosov theorem does not hold. On the other hand
orientability is for generalized Hantzsche-Wendt manifolds an example
of such an extra condition.
For the three °at manifolds with holonomy group S3 and the one °at
manifold with holonomy group Z2 © S3 the Anosov theorem does not
hold. Since for each of these manifolds we can easily construct a coun-
terexample. For instance let E1 be the Bieberbach group of 38.1.1 gen-
erated by















¡1 ¡1 0 0
0 1 0 0
0 0 1 0






















0 1 0 0
¡1 ¡1 0 0
0 0 1 0





with 1 in the i-th place and 0 everywhere else for ei; i = 1;:::4.
Then M1 = E1nR4 is indeed a °at orientable manifold with S3 as


















0 0 0 0
0 0 0 0
0 0 3 0





Then (±;D) indeed induces a map on M1 and det(I4 ¡ D) = 6 and
det(I4 ¡ A2D) = ¡10. The same example works if we replace E1 by
the Bieberbach group of 38.2.1.















4 0 0 0
0 1 1 ¡1
0 1 1 ¡1



















0 0 0 0
0 0 0 0
0 0 7 0




On the other hand for the two °at manifolds with A4 as holonomy
group the Anosov theorem holds. To prove this statement we need
some notations. Let E2 be the Bieberbach group of 44.2.1 generated by















0 0 1 0
¡1 0 0 0
0 ¡1 0 0




















¡1 0 0 0
0 1 0 0
0 0 ¡1 0




and E3 the Bieberbach group of 44.1.2 generated by
















0 ¡1 1 1
¡1 ¡1 1 1
0 ¡1 1 0




















¡1 0 0 0
0 1 ¡1 ¡1
0 0 0 ¡1




with 1 in the i-th place and 0 everywhere else for ei; i = 1;:::4.
Then M2 = E2nR4 and M3 = E3nR4 are the manifolds under study.
To verify our statement we work very similar to the previous section.
Namely we start with calculating all possible linear parts for M2 but
now we have to consider 12 possibilities for as well B1 as B2 which





0 0 0 d14
0 0 0 d24
0 0 0 d34
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with dij 2 Z. For instance, consider the case where DB1 = D and





0 0 0 d14
0 0 0 ¡d14
0 0 0 d14




Note that this example also shows that there could be some extra
restrictions on the dj4. Using Theorem 2.5 we easily obtain that maps
induced on M2 by a±ne endomorphisms with a linear part of the above
form always satisfy the Anosov relation. Note that the same holds for






1 0 1 0
0 1 1 0
0 0 1 ¡1





So again we only have to calculate the possible linear parts once. The





with D a (3 £ 3)-matrix
with in each row and each column exactly one non-zero element. For
instance, consider the case where B2






0 0 d13 0
0 d13 0 0
¡d13 0 0 0




Moreover, what is demonstrated in this example happens in any case.
Namely, suppose that in the ¯rst row k appears, then in the other rows















If we then calculate the determinants of Theorem 2.5 for each of these
possible linear parts, we always obtain that the 12 determinants are of
the form7.3. Flat manifolds in dimension 4 with non-abelian holonomy group 111
(1 ¡ d44)(1 ¡ k)X (7.1)
with X ¸ 0. For instance if we use our example once more we ¯nd two
possible values for the determinants: (1 ¡ d44)(1 ¡ d13)(1 + d2
13) and
(1 ¡ d44)(1 ¡ d13)(1 + d13)2.
The equation in 7.1 implies that the Anosov relation must hold for the
maps on M2 induced by a±ne endomorphisms with such a linear part
since clearly all these determinants have the same sign.
Again, because of P the same holds for M3 since, as is demonstrated
before, P has 'no in°uence' on the sign of the determinants in Theo-
rem 2.5.
It is important to note that we do not have to analyze the second
type of conditions which come from the translational parts since we
already know that the Anosov relation holds. However analyzing these
conditions can, as is demonstrated in the previous section, possibly
reduce the number of suitable linear parts. We did not verify this since
we already had an answer to our question.
Finally for the 4 °at manifolds with D8 as holonomy group the situation
is very similar to the case of the 4-dimensional °at manifolds with
Z2©Z2 as holonomy group. Namely, for the infra-nilmanifolds obtained
from the ¯rst and the third Bieberbach group of 29.1.1 we can construct















0 0 0 0
0 0 0 0
0 0 5 0























0 0 1 0
0 0 0 0
0 0 3 0





Note that for the second counterexample, the same holds as in the case
of the fourth Bieberbach group of 22.1.1. Namely again, we are not able
to use an a±ne endomorphism for which the linear part commutes with
the linear parts of the generators of the fundamental group.112 7. Flat manifolds
For the manifolds corresponding to the second Bieberbach group of
29.1.1 and the Bieberbach group of 29.1.2 we found by similar calcula-
tions as before that the Anosov theorem does hold. So again we found
2 manifolds from the same Z-class for which the Anosov theorem only
holds in one case. Therefore the observations of the previous sections
are con¯rmed by these manifolds.
To conclude we may state that these 10 manifolds were very interesting
to investigate. They showed for instance that the minimal dimension
need not to be restrictive (see S3), that similar things may happen as
in the case of abelian holonomy groups (see D8) and most interestingly
we perhaps found the top of the iceberg of a new class of manifolds for
which the Anosov theorem holds (see A4). Which leads to the following
question.
Question 7.3. Does the Anosov theorem hold for any (°at) manifold
with holonomy group A4?Chapter 8
Infra-nilmanifolds
In principle, for infra-nilmanifolds we have to do the same calculations
as for °at manifolds. Namely, again by the methods described before,
we have to calculate all possible a±ne endomorphisms and verify The-
orem 2.5. However there are two complications. First of all the known
descriptions of the almost-Bieberbach groups in low dimensions are not
as 'nice' as in the °at case. E.g. from the given group presentation in
[12] one can not readily obtain the needed translational and linear parts
of a given element. Secondly, the fact that we are now working with
non-abelian Lie groups, implies that there are extra restrictions on the
linear parts of the suitable a±ne endomorphisms.
Therefore we start this chapter by formally showing how the calcu-
lations can be carried out for 4-dimensional 2-step nilpotent infra-
nilmanifolds. The 3-dimensional case is completely similar but less com-
plicated. We also brie°y indicate how we deal with the 4-dimensional,
3-step nilpotent case.
In the following 3 sections we then summarize the results and as be-
fore we present all the counter examples and give the proofs of our
statements.
As in the previous chapter, we need to be able to refer explicitly to
speci¯c infra-nilmanifolds. Since an infra-nilmanifold is also completely
determined by its fundamental group, we now need a classi¯cation of
the almost-Bieberbach groups. Such a classi¯cation is available in [12],
where the almost-Bieberbach groups are divided into numbered fam-
ilies, each still depending on parameters ki. In dimension 3 there are
at most 4 of these parameters, while in dimension 4 there are at most
7. For each family, the possible parameters are speci¯ed and a pre-114 8. Infra-nilmanifolds
sentation of each almost-Bieberbach group belonging to this family is
given. Besides this presentation, also a matrix representation ¸ of the
almost-Bieberbach group is given. For example, for the second family
in dimension 3 we ¯nd the following entry ([12, p.160]).
E = ha;b;c;® j [b;a] = ck1;[c;a] = 1;[c;b] = 1;









0 ¡1 0 0
0 0 ¡1 0




AB-groups: k > 0;k ´ 0 mod 2;E = h(k;0;0;1)i
For any possible choice of an integral value of the parameters ki, the
presentation given above, determines an almost-crystallographic group,
generated by four elements, a;b;c and ®. There is no full information
on possible isomorphisms between almost-crystallographic groups de-
termined by di®erent choices of the parameters. However, full informa-
tion is available for the subset of almost-Bieberbach groups, the torsion
free almost-crystallographic groups.
Indeed, the possible almost-Bieberbach groups E are given by the con-
dition on the parameters denoted in the last line. In the case above, this
states that k1 = k must be a positive and even integer, that k2 = k3 = 0
and that k4 = 1. Note that other choices of parameters can also lead
to an almost-Bieberbach group, but then this group will be isomorphic
to exactly one with a set of parameters as listed in the last line of the
data above.
For any of the almost-crystallographic groups determined by a presen-
tation as above, the a;b;c always generate the Fitting subgroup N (so
the lattice in the corresponding Lie group) and the restriction of the
matrix representation to this Fitting subgroup can be described in a
general form for all the almost-crystallographic groups in dimension 3
at once. Namely, in all cases we have that [b;a] = cl;[c;a] = 1;[c;b] = 1







0 1 0 1
0 0 1 0









0 1 0 0
0 0 1 1







1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1
1
C C
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(Note that in our example above l = k1). This representation of
the Fitting subgroup extends to a representation of the full almost-
crystallographic group by de¯ning the images of generators as indicated
in the entry above. We will explain in the next section, how this a±ne
representation really contains all the information we need.
In the 4-dimensional case analogous entries can be found, but they are
slightly more complicated since for instance now four generators of the
Fitting subgroup are given and there are more relations between them.
Moreover, we also have to consider 3-step nilpotent Lie groups.
Finally, note that during this chapter, G always denotes the Lie group
corresponding to the almost-Bieberbach group E under study (or the
universal covering group of the infra-nilmanifold) and N refers to the
Fitting subgroup in E (which is also the corresponding lattice in G).
8.1 Calculations on 4 dimensional infra-nilmanifolds
In this section we shortly explain how we are able to make the necessary
calculations with the almost Bieberbach groups we need to investigate.
We ¯rst present a construction which can be used in general for the
2-step nilpotent case, but not for higher nilpotency classes. Afterwards
we give, in a second section, a speci¯c method, which we can use in the
4-dimensional 3-step nilpotent case.
8.1.1 2-step nilpotent infra-nilmanifolds
In this section we demonstrate how we can use the a±ne representation
of the fundamental group to obtain the information that we need. We
do this in the (more general) case where the universal covering group
is a 4-dimensional, 2-step nilpotent Lie group. Therefore, let g be the
4-dimensional, 2-step nilpotent Lie algebra determined by
g = hA;B;C;D j [B;A] = l1D;[C;A] = l2D;[C;B] = l3D;
[D;A] = 0;[D;B] = 0;[D;C] = 0i
Here, l1;l2;l3 2 Z. (In fact, any non-zero choice of parameters actually
determines, up to some isomorphism, the same Lie algebra, but this is
not important to what follows).
Note that in this chapter we use the notations of [12] and we refer to this
book for more details. This algebra has a faithful matrix representation:116 8. Infra-nilmanifolds












0 0 0 0 x
0 0 0 0 y
0 0 0 0 z






Then G = exp(g) is a connected, simply connected, 2-step nilpotent
Lie group with Lie algebra g and a faithful matrix representation is
given by
Ã : G ! Gl(5;R) : exp(xA+yB+zC+tD) 7! exp('(xA+yB+zC+tD))
Let a = exp(A);b = exp(B);c = exp(C);d = exp(D), and let N be the
subgroup of G, generated by a;b;c and d. One can check that N has a
presentation:
N = ha;b;c;d j [b;a] = dl1;[c;a] = dl2;[c;b] = dl3;
[d;a] = 1;[d;b] = 1;[d;c] = 1i:
Later on, we need to able to work with zr for any z 2 N;r 2 R, which
is obtained as follows zr = exp(rlogz).











0 1 0 0 1
0 0 1 0 0
0 0 0 1 0













0 1 0 0 0
0 0 1 0 1
0 0 0 1 0















0 1 0 0 0
0 0 1 0 0
0 0 0 1 1










1 0 0 0 1
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0






It is obvious that ¸ is just the restriction of Ã to N. Moreover, N is a
lattice of G (or ¸(N) is a lattice of Ã(G)) and thus G is the Mal'cev
completion of N.
Now we want to extend the above matrix representation Ã, to obtain
a matrix representation of GoEndo(G). Therefore take D 2 Endo(G),8.1. Calculations on 4 dimensional infra-nilmanifolds 117






² p1 q1 r1
0 p2 q2 r2
0 p3 q3 r3




with respect to the basis D;A;B;C. Moreover ² must satisfy certain,
depending on the values of the parameters li, of the following relations:
²l1 = l1(p2q3 ¡ q2p3) + l2(p2q4 ¡ q2p4) + l3(p3q4 ¡ q3p4)
²l2 = l1(p2r3 ¡ r2p3) + l2(p2r4 ¡ r2p4) + l3(p3r4 ¡ r3p4)
²l3 = l1(q2r3 ¡ r2q3) + l2(q2r4 ¡ r2q4) + l3(q3r4 ¡ r3q4)
The ith equation has to be satis¯ed if and only if li 6= 0.
Note that also the converse holds: any matrix of the above form is the
matrix of the di®erential of an element of Endo(G). An easy calculation,
using (8.1), then shows that





is a faithful representation of the semi-group GoEndo(G) and note
that Â(GoAut(G)) = Â(GoEndo(G)) \ Gl(5;R). Obviously Â extends
Ã and ¸.
If we now consider any 4-dimensional, 2-step nilpotent Bieberbach
group E as listed in [12], then it is clear that ¸(E) µ Â(GoAut(G)).
This implies that, using the faithful representations ¸ and Â, we can
view E as a discrete subgroup of GoAut(G) such that G\E = N and
E=N is ¯nite. Using this construction and the matrices of [12], we can
now easily make calculations in GoEndo(G). To do that, one has to
decompose the matrices of the generators into a product of the matrix
associated to the translational part and the matrix associated to the
linear part. Once we have these matrices, we can proceed analogously
to the calculations for the °at manifolds. Let us illustrate this by means
of an example using the third family in dimension 4 ([12, p 170].118 8. Infra-nilmanifolds
Example 8.1. In [12] we ¯nd the following entry.
E = ha;b;c;d® j [b;a] = 1;[c;a] = dk1;[c;b] = 1;
®c = c¡1®dk3;®a = a¡1®dk2;®b = b®;






1 k2 0 k3
1
2
0 ¡1 0 0 0
0 0 1 0 0
0 0 0 ¡1 0





AB-groups: k > 0;k ´ 0 mod 2;E = h(k;0;0;1)i
This implies that for the almost-Bieberbach groups E of this family that






1 0 0 0 1
2
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0









1 0 0 0 0
0 ¡1 0 0 0
0 0 1 0 0
0 0 0 ¡1 0












1 0 0 0 0
0 ¡1 0 0 0
0 0 1 0 0
0 0 0 ¡1 0






By the method described above, this implies that the translational part
of ® is equal to d
1
2 and that the di®erential of the linear part is described
by the matrix 0
B B
@
1 0 0 0
0 ¡1 0 0
0 0 1 0




From this we may conclude that the infra-nilmanifold which has E as
its fundamental group is orientable and has Z2 as holonomy group.
Let (±;D) be an a±ne endomorphism of G, then D¤ is represented by




² p1 q1 r1
0 p2 q2 r2
0 p3 q3 r3





satisfying ²l2 = l2(p2r4 ¡ r2p4) , ² = p2r4 ¡ r2p4.
An analogous, but easier construction, can be carried out in the three
dimensional case.8.1. Calculations on 4 dimensional infra-nilmanifolds 119
8.1.2 3-step nilpotent infra-nilmanifolds
In this section we brie°y describe the method we used for the 3-step
nilpotent case. Since we restrict ourselves to dimension 4, we ¯nd in [12]
that we only have to deal with infra-nilmanifolds with holonomy group
Z2 or Z2 © Z2. Moreover in the latter case the manifolds are always
non-orientable and therefore we only focus on the infra-nilmanifolds
with Z2 as holonomy group.
Assume that E is a fundamental group of such an infra-nilmanifold
and is generated by a;b;c;d;®. Again we want to replace ® by an a±ne
map of the form (at1bt2ct3dt4;A). (Note that we are still assuming that
G is the Mal'cev completion of the lattice N generated by a;b;c;d and
that g is the corresponding Lie algebra generated by D;C;A;B.) In the
previous section we could avoid the actual construction of A by using
only A¤. Now, we will really need A in order to construct A¤. However,
the ¯rst thing we will do is to determine the translational part of the
generator ® with a non-trivial linear part. For this, we explicitly use
that the order of ® is 2. This implies that we can ¯nd t1;:::;t4 by using
the respective matrix representations of a;b;c;d;® and the fact that
¸(((at1bt2ct3dt4)¡1®)2) = I5
Note that in the 3-step nilpotent case the matrix representation of the
lattice is not the same for all the almost-Bieberbach groups. In the
following we will denote (at1bt2ct3dt4)¡1®, with the ti as found above,
by ¯.
We can now determine A¤ by explicitly computing the images of
D;C;A;B. The image of for instance A is given by
A¤(A) = log(A(exp(a)))
= q1D + q2Cq3A +4 B
with qi 2 R and analogously for the other elements. Now to calculate
this we can use the matrix representations, since we have that A(g) =
¸(¯g¯¡1) = ¸(¯g¯). This allows us to explicitly determine A¤. Note
that because of the structure of G, we have that A¤(D) only depends
on D and A¤(C) only on D;C. To calculate the respective coe±cients
we need the relations between D;C;A;B and the images of A and B.120 8. Infra-nilmanifolds
Of course the same can be done to calculate the ± and D¤ of the suitable
a±ne endomorphisms (±;D). Note that since we may assume that Z2
is the holonomy group, we may because of Proposition 2.6 assume that
AD = AD and also that
(±;D)(at1bt2ct3dt4;A) = (nat1bt2ct3dt4;A)(±;D)
with n 2 N.
8.2 The 3-dimensional, 2-step infra-nilmanifolds
As in the previous chapter we summarize our results in tables, but
now the situation is much more delicate because of the presence of the
parameters k1;k2;k3;k4. For a given family the k2;k3;k4 are always
¯xed integers, but k1 is a strict positive integer (k1 > 0) and in most
occasions it has to satisfy some extra conditions. In [12] k1 is replaced
by k and we use the same convention. It is clear that for each value of
k1 > 0 we have another almost-Bieberbach group and so also another
infra-nilmanifold.
Therefore in each dimension, we present for each possible holonomy
group F a table consisting of all families of almost-Bieberbach groups
which have F as holonomy group. In the ¯rst two columns, we present
the families and summarize the conditions on k (if there are any). In the
following columns we summarize as before all possibilities concerning
the Anosov relation for the corresponding manifolds. For the enumer-
ation of the almost-Bieberbach groups and more details we refer to
[12].
For the nilmanifolds in dimension 3 we have the following table.
1
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
1 / 1 0 0
This means that for each k > 0 we have a nilmanifold for which of
course the Anosov theorem holds.
For the infra-nilmanifolds with Z2 as holonomy group we already have
an interesting result.8.2. The 3-dimensional, 2-step infra-nilmanifolds 121
Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
2 k ´ 0 mod 2 0 1 0
4 k ´ 0 mod 2 1 0 0
Indeed, this table indicates that for each k > 0 such that k ´ 0 mod 2
we have one infra-nilmanifold for which the Anosov theorem holds
(Family 4) and one infra-nilmanifold for which it does not hold (Fam-
ily 2). Family 2 is another, much more simple, example that in general
Proposition 5.12 does not hold for infra-nilmanifolds. To prove this, we
use the techniques described in the previous section to ¯nd that ® can
be viewed as (c
1









Now let f be the map on this infra-nilmanifold M induced by (1;D),









It is easy to verify that (1;D) really induces a map on M, since, by















(Here E denotes the identity endomorphism of G). For this map the
Anosov relation does not hold since det(I3¡TD¤) = ¡4, while (det(I3¡
TA¤TD¤) = 4.
Note that A generates the holonomy group of M and therefore TA¤
may be seen as the holonomy representation of A. In the sequel, we
will slightly abuse notation by using the familiar T¤(A) instead of TA¤
(without formally de¯ning the holonomy representation) and D¤ in-
stead of TD¤.122 8. Infra-nilmanifolds
To verify the statement for Family 4, we need a description of all suit-
able a±ne endomorphisms (±;D) 2 GoEndo(G). For such a suitable
a±ne endomorphism, we have for any (t;T) that
µ(t;T)(±;D) = (±;D)(t;T):
Supposing that µ(t;T) = (t1;T1), this implies that
(t1T1(±);T1D) = (±D(t);DT)
and as in the °at case, we obtain the two types of restrictions: one
on the linear parts and one on the translational parts. For family 4










A. Because of Proposition 2.6, we only have










where all the entries of D¤ have to be integers. Actually this last claim,
follows from the fact that the corresponding homomorphism has to
map the lattice N into itself. If this would not be the case, then again
because of Proposition 2.6, the Anosov theorem holds and we can forget
about this case.






with n 2 N (and so t1 = na
1










The above statement can be veri¯ed by using the faithful matrix repre-
sentation ¸ to rewrite the element. Indeed, the statement holds if and
only if this matrix representation can be written as ¸(az1bz2cz3) with












4(1 ¡ d22) ¡ld2
2 (1 + 4d1) + 2d3
0 1 0 1
2(¡1 + d22)
0 0 1 2d2









2 (¡2+d22¡4d1)+2d3):8.2. The 3-dimensional, 2-step infra-nilmanifolds 123
So to satisfy the restrictions on the translational parts, one of the im-
plications is that d22 2 1 + 2Z. There are also restrictions on ±, but
these will have no in°uence on the validity of the Anosov theorem and
so we disregard them.
If we now calculate the determinants occurring in Theorem 2.5, we ob-
tain that det(I3 ¡ D¤) = (1 ¡ d22d33)(1 ¡ d22)(1 ¡ d33) and det(I3 ¡
T¤(A)D¤) = (1 + d22d33)(1 ¡ d22)(1 + d33). To possibly obtain a coun-
terexample, these determinants should have di®erent signs, so we only
have to focus on the ¯rst and the last factor. Since d22 can not be zero,
we can easily verify that (1¡d22d33)(1¡d33) and (1+d22d33)(1+d33)
have the same sign. Indeed, this certainly holds if d33 = 0 or §1 and
can be checked if jd33j > 1 since d22 6= 0. So we may conclude that the
Anosov theorem holds for all the manifolds belonging to Family 4.
In the following 3 tables we present the results for the other infra-
nilmanifolds with cyclic holonomy group in dimension 3. All these re-
sults follow directly from Theorem 5.4.
Z3
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
13 k ´ 0 mod 3 2 0 0
k 6´ 0 mod 3 1 0 0
Z4
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
10 k ´ 0 mod 2 1 0 0
k ´ 0 mod 4 1 0 0
Z6
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
16 k ´ 0 mod 6 2 0 0
k ´ 2 mod 6 1 0 0
k ´ 4 mod 6 1 0 0
The last family we need to examine, are infra-nilmanifolds with Z2©Z2
as holonomy group. These manifolds are not covered by Theorem 6.10,
which is only dealing with °at manifolds. Intriguingly we also obtain
that the Anosov theorem holds.124 8. Infra-nilmanifolds
Z2 © Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
8 k ´ 0 mod 4 1 0 0
To prove this, we ¯rst have to describe the generators with non-trivial





























As argued in the previous chapter, to determine all suitable a±ne en-
domorphisms (±;D), we again have to consider 16 possibilities for D
or equivalently for D¤. These possibilities for D¤ are given in the table
below.
D1 = D1A1 D2 = D2A1
















D3 = D3A1 D4 = D4A1
















A1D5 = D5A1 A1D6 = D6A1










































A2D9 = D9A1 A2D10 = D10A1


















A2D11 = D11A1 A2D12 = D12A1

















A1A2D13 = D13A1 A1A2D14 = D14A1


















A1A2D15 = D15A1 A1A2D16 = D16A1
















Before we analyze the restrictions on the translational parts, we can
already drop the cases D1;D2;D3;D4;D9;D14;D16 since for these cases
the determinants of Theorem 2.5 are all equal to 1. Secondly, because
of Proposition 2.6 we know that the Anosov relation holds for the case
of D12. This reduces our investigation to 8 possibilities. Thirdly, in the
case D8, the determinants of Theorem 2.5 are all equal to (1¡d23d32)2
+ (1 + d23d32)2. So again the Anosov theorem holds since all these
determinants are strictly positive. So, only 7 cases remain.
From these 7 cases we can eliminate 6 more since they are not com-
patible with the respective restrictions on the translational parts. For








8)¡1 is not an el-








Note that again we have taken ± = (d1;d2;d3)t. Similar arguments hold
for D5;D6;D10;D11;D13 and D15.
So to check the validity of the Anosov theorem, we only have to focus
on the case D7. From analyzing the translational restrictions in the
way explained before, we obtain that d22 and d33 must be odd integers.
This is very useful since the 4 determinants we have to consider are
det(I3 ¡ (D7)¤) = (1 ¡ d22d33)(1 ¡ d22)(1 ¡ d33);
det(I3 ¡ T¤(A1)(D7)¤) = (1 ¡ d22d33)(¡1 ¡ d22)(¡1 ¡ d33);
det(I3 ¡ T¤(A2)(D7)¤) = (¡1 ¡ d22d33)(1 ¡ d22)(¡1 ¡ d33);
det(I3 ¡ T¤(A1A2)(D7)¤) = (¡1 ¡ d22d33)(¡1 ¡ d22)(1 ¡ d33):8.3. The 4-dimensional, 2-step infra-nilmanifolds 127
Now, Lemma 6.9 implies that the Anosov theorem holds for this case,
which proves our statement concerning Family 8.
To summarize, we may conclude that the Anosov theorem holds for all,
except one, families of infra-nilmanifolds in dimension 3. This result
depends as before on the respective holonomy groups, but also on the
structure of the universal covering Lie group which results in extra
restrictions on the suitable linear parts.
The in°uence of the structure of the universal covering Lie group G
is maximal if G is a ¯liform Lie group. An n-dimensional Lie group
is called ¯liform if it is (n ¡ 2)-step nilpotent. Well for such a G we
have a lot of structure on the a±ne endomorphisms and so also on
the matrices we derive from them. Indeed these are (n £ n)-matrices
where the ¯rst n ¡ 1 columns are completely determined by the last
column and the structure of G. Obviously, one may expect that this
also in°uences the signs of the determinants of Theorem 2.5. This leads
to the following questions.
Question 8.2. What can we say about the validity of the Anosov theo-
rem for (orientable) infra-nilmanifolds with ¯liform universal covering
Lie group? Or more generally: can we capture the relationship between
the validity of the Anosov theorem and the structure of the universal
covering Lie group?
8.3 The 4-dimensional, 2-step infra-nilmanifolds
From dimension 4 onwards the classi¯cation is slightly more complex,
since there are families which are subdivided into a ¯nite number of
subfamilies depending on the action of the generators with non-trivial
linear part on the generator d (i.e. on the commutator subgroup) of the
lattice N.
In order to be able to present our results, we need to agree on how we
refer to a speci¯c subfamily of a given family, say F (here F denotes
a natural number as in the 3-dimensional case). An almost-Bieberbach
group of Family F will be generated by a;b;c;d together with at most
3 generators with non-trivial linear part denoted by ®;¯ and °. If a
family F is subdivided into several subfamilies, then these subfamilies
are determined by the action of ®;¯ and ° on d. Since such a generator
acts or trivially on d or by inversion on d, we will denote a subfamily by128 8. Infra-nilmanifolds
F (§1;§1;:::) (where there are as many §1's as there are generators
with non-trivial linear part), where the ¯rst §1 stands for the action
of ® on d (where of course 1 is used to denote the trivial action and ¡1
to indicate the non-trivial action). The second §1, if needed, is used
to denote the action of ¯ and analogously, if necessary the third one is
used for °. If the action on d is trivial for all generators ®;::: we will
omit this notation. Again we refer to [12] for the necessary details.
Just like we treated the °at manifolds in Chapter 7, we will also di-
vide the infra-nilmanifolds into two groups: the ones with an abelian
holonomy group and the ones with a non-abelian holonomy group. Of
course, similar arguments as the ones used in Chapter 7 can be used
to investigate both groups. Moreover, we can already mention that the
investigation of the second group is very interesting since we will obtain
that the Anosov theorem holds for all orientable infra-nilmanifolds of
this group.
8.3.1 Abelian holonomy group
The majority of the infra-nilmanifolds in this section are covered by
Theorem 5.4 (the infra-nilmanifolds with holonomy group Z3;Z4 and
Z6) and by Proposition 3.7 (the non-orientable infra-nilmanifolds). The
only two classes, which need to be examined are the infra-nilmanifolds
with holonomy group Z2 and Z2 © Z2. The calculations that need
to be done here, are completely similar to the ones we did in the
3-dimensional case and for brevity we omit them. The table for the
nilmanifolds is completely similar as the one in dimension 3.
1
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
1 / 1 0 0
For the infra-nilmanifolds with Z2 as holonomy group we obtain the
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Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
2 k ´ 0 mod 2 0 0 1
3 k ´ 0 mod 2 0 1 0
4 / 0 1 0
k ´ 0 mod 2 0 1 0
4 (-1) / 0 0 1
5 / 0 1 0
6 / 0 0 1
7 / 0 0 2
7 (-1) / 2 1 0
k ´ 0 mod 2 0 1 0
8 / 0 0 1
9 / 0 0 1
9 (-1) = 1 1 0
To be precise for the Families 7(¡1) and 9(¡1), we were able to con-
struct a counter example for the Bieberbach groups labelled (k;0;0;0).
We want to focus on two types of infra-nilmanifolds of Family 7(¡1):
the ones belonging to the almost-Bieberbach group labelled (k;0;0;0)
and (0;k;0;0). For both of these almost-Bieberbach groups the gen-
erator with non-trivial linear part is given by (c
1




¡1 0 0 0
0 1 0 0
0 0 ¡1 0




A. This implies that at ¯rst sight they admit the same





d11 0 d13 0
0 d22 0 d24
0 0 d33 0




such that all entries are integers; d24 2 2Z and d44 2 1+2Z.(As before
we do not need to specify ± and we may assume that AD = DA).
But the extra restrictions (coming from the nilpotent covering group)
on the ¯rst column of the linear part D¤ di®er. Since for the group
labelled (k;0;0;0) we have that [b;a] = dk;[c;a] = 1;[c;b] = 1 and so130 8. Infra-nilmanifolds




0 0 0 0
0 0 0 0
0 0 3 0
0 0 0 3
1
C C
A, we have that
the Anosov relation does not hold for the map induced by this a±ne
endomorphism (±;D) since det(I4 ¡ D¤) = 4 and det(I4 ¡ T¤(A)D¤) =
¡8.
On the other hand for the group labelled (0;k;0;0), we have that
[b;a] = 1;[c;a] = 1;[c;b] = d2k and so d11 = d33d44. If we then again cal-
culate the determinants of Theorem 2.5, we obtain that det(I4¡D¤) =
(1 ¡ d33d44)(1 ¡ d33)(1 ¡ d22)(1 ¡ d44) and det(I4 ¡ T¤(A)D¤) =
(1 + d33d44)(1 + d33)(1 ¡ d22)(1 ¡ d44). Since d44 can not be zero and
d33 is an integer, one can as before verify that these determinants have
the same sign. So Theorem 2.5 implies that the Anosov theorem holds
for the corresponding infra-nilmanifold.
Family 7(¡1) clearly demonstrates that the answer to Question 8.2 will
in general be far from trivial since the relationship can be very delicate.
Finally, we also want to brie°y present the other counter examples by
giving for each family the translational part ± and the D¤ of an a±ne
endomorphism (±;D) which induces a map on the respective infra-
nilmanifold that not satis¯es the Anosov relation. We only focus on
the orientable infra-nilmanifolds and for both cases of the Families 4
and 7 we can respectively use the same counter example.





¡1 0 0 0
0 1 0 1
0 0 0 0







¡1 0 0 0
0 1 0 1
0 0 3 0








¡1 0 0 0
0 0 1 2
0 1 0 2
0 1 1 3
1
C C




0 0 0 0
0 0 0 0
0 0 3 0








0 0 0 0
0 1 ¡1 0
0 ¡1 1 0
0 0 0 3
1
C C
A8.3. The 4-dimensional, 2-step infra-nilmanifolds 131
For the infra-nilmanifolds with Z2 © Z2 as holonomy group we obtain
the following table.
Z2 © Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
11 k ´ 0 mod 2 0 0 1
13 k ´ 0 mod 2 0 0 1
14 k ´ 0 mod 2 0 0 2
k 6´ 0 mod 2 0 0 1
14 (-1,1) / 0 0 1
k ´ 0 mod 2 0 0 1
15 k ´ 0 mod 2 0 0 1
18 (1,-1) k ´ 0 mod 2 0 0 1
19 (-1,1) / 0 0 1
26 (-1,1) / 0 0 1
27 (1,-1) k ´ 0 mod 2 1 0 0
29 (-1,1) / 0 0 1
k ´ 0 mod 2 0 0 1
29 (1,-1) / 0 3 0
29 (-1,-1) / 0 0 2
30 (1,-1) / 0 1 0
31 (-1,1) / 0 0 1
32 (1,-1) k ´ 0 mod 2 2 0 0
33 (-1,1) / 0 0 1
33 (1,-1) / 0 2 0
33 (1,-1) k ´ 0 mod 2 0 1 0
33 (-1,-1) / 0 0 1
34 (1,-1) / 1 0 0
36 (-1,1) / 0 0 1
37 (1,-1) k ´ 0 mod 2 1 0 0
41 (1,-1) / 2 0 0
43 (1,-1) k ´ 0 mod 2 1 0 0
k 6´ 0 mod 2 0 1 0
45 (1,-1) k ´ 0 mod 2 2 0 0
For these infra-nilmanifolds we want to focus to Family 43(1;¡1) since
this is the ¯rst case where the validity of the Anosov theorem depends
explicitly on the value of k. The almost Bieberbach groups in this case,132 8. Infra-nilmanifolds










1 2 0 2
0 0 1 0
0 1 0 0
0 ¡1 ¡1 ¡1
1
C C




¡1 0 0 0
0 0 0 ¡1
0 1 1 1




The role of k is determined by [b;a] = dk;[c;a] = dk;[c;b] = d¡k.
Similar calculations as in Section 8.2 lead to the fact that there are only
two types of a±ne endomorphisms which can be used to construct a
counter example. The other types do not exist, because of the restric-
tions on the translational parts, or lead to determinants which all have





0 d12 d13 ¡d12 + d13
0 d22 d23 ¡d22 + d23
0 d22 2d22 ¡ d23 d22 ¡ d23









0 d12 d13 d12 ¡ d13
0 d22 d23 d22 ¡ d23
0 ¡d22 + 2d23 d23 ¡d22 + d23




(which results from A1D6 = D6A1; A1D6 = D6A2). The calculations
and conclusions are the same for both cases, so we proceed with the
¯rst one. Rewriting the restrictions on the translational parts and using
± = (d1;d2;d3;d4)t;x = ¡d22+d23
2 +d1 ¡d2;y = d12¡d13










This can only be an element of N if all the exponents are integers. So
x and ¡1
2 +y must be integers and therefore we have that k
2x(3x¡2y)
must be an element of 1
2 +Z. Now x(3x¡2y) is also an integer because
of the restrictions on x;y. Therefore if k is even, the exponent of d
can never be an integer and therefore we can not construct a counter
example. On the other hand, if k is odd and we carefully choose x8.3. The 4-dimensional, 2-step infra-nilmanifolds 133
and y, then we can construct a counter example. For instance the map
















0 9 1 ¡8
0 0 2 2
0 0 ¡2 ¡2




does not satisfy the Anosov relation since det(I4 ¡ D¤) = ¡3 and
det(I4 ¡ A¤D¤) = 5.
Again we end with brie°y describing all counter examples. Note that
for the three cases of Family 29(1;¡1) we can use the same counter
example. The ¯rst entry of the second line corresponds with the almost-
Bieberbach group labelled (k;0;0;0;0) and the second one with the one
labelled (k;0;1;0;0). In the last line we consider the case k ´ 0 mod 2.





0 0 0 0
0 0 0 0
0 0 3 0
0 0 0 3
1
C C




0 0 ¡3 0
0 0 0 0
0 0 3 0










0 3k 0 2
0 2 0 0
0 2 0 0









0 ¡2 + 3k 0 2
0 2 0 0
0 2 0 0










0 ¡2 + 6k 0 2
0 4 0 0
0 4 0 0




For the remaining tables, we did not have to make explicit calculations,
so we just present the results.
Z2 © Z2 © Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
56 (1,-1,1) k ´ 0 mod 2 0 0 1
60 (1,-1,1) / 0 0 1
61 (-1,1,1) k ´ 0 mod 2 0 0 2
k 6´ 0 mod 2 0 0 2
62 (-1,1,1) k ´ 0 mod 2 0 0 1134 8. Infra-nilmanifolds
Z4
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
75 k ´ 0 mod 2 1 0 0
k ´ 0 mod 4 1 0 0
76 / 1 0 0
76 k ´ 0 mod 2 1 0 0
77 k ´ 0 mod 2 1 0 0
79 k ´ 0 mod 2 2 0 0
80 / 1 0 0
81 k ´ 0 mod 2 0 0 2
k ´ 0 mod 4 0 0 1
82 k ´ 0 mod 2 0 0 2
k 6´ 0 mod 2 0 0 1
k ´ 0 mod 4 0 0 1
k ´ 2 mod 4 0 0 1
Z2 © Z4
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
85 k ´ 0 mod 2 0 0 2
86 k ´ 0 mod 2 0 0 2
88 k ´ 0 mod 2 0 0 2
Z3
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
143 k ´ 0 mod 3 2 0 0
k 6´ 0 mod 3 1 0 0
144 / 1 0 0
k ´ 0 mod 3 1 0 0
146 / 2 0 0
Note that we added Family 143 of [18] which is missing in [12].8.3. The 4-dimensional, 2-step infra-nilmanifolds 135
Z6
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
147 k ´ 0 mod 6 0 0 2
k ´ 2 mod 6 0 0 1
k ´ 4 mod 6 0 0 1
148 k ´ 0 mod 2 0 0 2
168 k ´ 0 mod 6 2 0 0
k ´ 2 mod 6 1 0 0
k ´ 4 mod 6 1 0 0
169 / 1 0 0
172 k ´ 0 mod 2 1 0 0
173 k ´ 0 mod 3 2 0 0
k ´ 1 mod 3 1 0 0
k ´ 2 mod 3 1 0 0
174 k ´ 0 mod 3 0 0 2
k 6´ 0 mod 3 0 0 1
Z2 © Z6
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
176 k ´ 0 mod 6 0 0 2
k ´ 2 mod 6 0 0 1
k ´ 4 mod 6 0 0 1
To summarize this section, we may say that these tables show that
already many infra-nilmanifolds are covered by our results of part 2.
Secondly, the relationship between the structure of the universal cov-
ering Lie group of a given infra-nilmanifold and the validity of the
Anosov theorem for this manifold is very delicate. So answering Ques-
tion 8.2 will not be straightforward. At least in general, but perhaps
in restricted cases, such as the ¯liform Lie groups, the situation might
become easier.
8.3.2 Non-abelian holonomy group
Part of the results in this section are again obtained by Proposition 3.7
concerning 2-step non-orientable infra-nilmanifolds. For the remaining
orientable infra-nilmanifolds we ¯nd that the Anosov theorem always136 8. Infra-nilmanifolds
holds, which is rather surprising when we compare this with the anal-
ogous results in Chapter 7. The results for the infra-nilmanifolds with
D8 as holonomy group are summarized in the table below.
D8
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
103 (1,-1) k ´ 0 mod 2 1 0 0
k ´ 0 mod 4 1 0 0
104 (1,-1) k ´ 0 mod 2 2 0 0
106 (1,-1) k ´ 0 mod 2 2 0 0
110 (1,-1) / 2 0 0
114 (1,-1) k ´ 0 mod 2 0 0 2
To obtain these results we start by showing that we only have to focus
on the ¯rst case of Family 103(1;¡1), since for the other cases the
suitable a±ne endomorphisms are very similar. This similarity leads to
the fact that the determinants of Theorem 2.5 are exactly the same for
all cases.
Let us ¯rst ¯x some notations: the generators with non-trivial linear










1 0 0 0
0 0 ¡1 0
0 1 0 0
0 0 0 1
1
C C




¡1 0 0 0
0 1 0 0
0 0 ¡1 0




If we derive the matrices from the holonomy representation for the
holonomy groups of the infra-nilmanifolds of Family 103(1;¡1), Family
104(1;¡1) and Family 106(1;¡1), then we ¯nd that these matrices
only di®er in the last three elements of the ¯rst row. Of course we only
compare elements which are generated in the same way in the respective







1 k 2 ¡ k 0
0 0 ¡1 0
0 1 0 0










¡1 ¡2 0 2
0 1 0 0
0 0 ¡1 0





which clearly implies that indeed the matrices can only di®er in the
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As demonstrated many times before, to calculate all possibilities for
the matrices D¤ we need these matrices of the holonomy representa-
tion. Since the respective holonomy representations are very 'similar'
for each of the respective infra-nilmanifolds, the same holds for the pos-
sibilities for the D¤ in each case. Namely, the 'corresponding' D¤ also
only di®er in the last three elements of the ¯rst row. By correspond-
ing we mean here, belonging to the analogous homomorphism on the
respective fundamental groups. This relies completely on the fact that
the last three elements of the ¯rst column of the matrices D¤ are all
zero.
Now, if we want to verify the validity of the Anosov theorem for one
of the infra-nilmanifolds of the respective families, we have to calculate
the determinants of Theorem 2.5 for all suitable a±ne endomorphisms
(±;D). Let us ¯x an element x of D8, then the matrices T¤(x) from
the respective holonomy representations only di®er in the ¯rst row and
the last three elements of the ¯rst column are always zero. If we then
consider for each infra-nilmanifold the corresponding (±;D), the above
implies that det(In ¡ T¤(x)D¤) is always the same.
At ¯rst sight, the same does not hold for Family 110(1;¡1) but we
come back to this later on.
Now, let us proceed with Family 103(1;¡1). To calculate all suitable
a±ne endomorphisms, we have to consider 64 possibilities. Indeed, as
explained before, to construct all possible homomorphisms, we have for
each of the two generators of the holonomy group 8 possibilities since
D8 has 8 elements. From the 64 possibilities, there are 56 possibilities




0 0 0 d14
0 0 0 d24
0 0 0 d34




For these 56 possibilities, the determinants in Theorem 2.5 are all equal
to (1 ¡ d44) and so the Anosov theorem holds. The remaining 8 possi-





(d22)2 0 0 0
0 d22 0 0
0 0 d22 0







¡(d22)2 0 0 0
0 d22 0 0
0 0 ¡d22 0








(d22)2 0 0 0
0 0 ¡d22 0
0 d22 0 0







¡(d22)2 0 0 0
0 0 ¡d22 0
0 ¡d22 0 0








¡2(d22)2 0 0 0
0 d22 d22 0
0 d22 ¡d22 0







2(d22)2 0 0 0
0 d22 ¡d22 0
0 d22 d22 0








2(d22)2 0 0 0
0 d22 d22 0
0 ¡d22 d22 0







¡2(d22)2 0 0 0
0 d22 ¡d22 0
0 ¡d22 ¡d22 0




Note that the dij can be more speci¯ed by examining the restrictions
on the translational parts and by considering the possibilities for the
image of the lattice (under the homomorphism). We omit this since we
do not need it to show the validity of the Anosov theorem.
If we calculate the determinants of Theorem 2.5 for each of these pos-
sibilities, we obtain that all determinants have the same form. Namely,
if the element in the upper corner of D¤ is §(d22)2, we have
(¡1 + (d22)2)(¡1 + d44) ¢ X
and in the other case we have
(¡1 + 2(d22)2)(¡1 + d44) ¢ X
with X always strict positive and possibly di®erent for the di®erent
determinants. This clearly implies that for each of the respective cases
that the determinants have the same sign, so we may conclude that the
Anosov theorem indeed always holds.
The same conclusion holds for Family 110(1;¡1) and this is ob-

















0 ¡1 1 1
0 1 ¡1 1





After that, we can apply exactly the same reasoning as before but we
have to slightly adapt the 8 matrices (Di)¤. Namely, since the structure
of the lattice is di®erent, the upper element of the (Di)¤ is also di®erent.
However an analogue conclusion about the determinants holds.
It is important to note that the validity of the above results again
heavily depend on the extra restrictions on the linear parts of the a±ne
endomorphisms coming from the structure of the universal covering
Lie group. Secondly, in the proof of our claims we did not use the
restrictions on the translational parts.
Exactly the same arguments hold for the infra-nilmanifolds with S3
and Z2 © S3 as holonomy group. The results are summarized in the
tables below.
S3
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
158 (1,-1) k ´ 0 mod 3 2 0 0
k 6´ 0 mod 3 1 0 0
159 (1,-1) k ´ 0 mod 3 2 0 0
k ´ 1 mod 3 1 0 0
k ´ 2 mod 3 1 0 0
161 (1,-1) k ´ 0 mod 3 2 0 0
k ´ 1 mod 3 2 0 0
k ´ 2 mod 3 2 0 0
Z2 © S3
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
184 (1,-1) k ´ 0 mod 6 2 0 0
k ´ 2 mod 1 0 0
k ´ 4 mod 1 0 0
To conclude, the results obtained in this section are very intriguing
since for the orientable infra-nilmanifolds in this section the Anosov140 8. Infra-nilmanifolds
theorem always holds. Since °at manifolds are a special type of infra-
nilmanifolds, we know from Chapter 7 that this certainly does not hold
for any infra-nilmanifold. So, in trying to generalize this, we have to
focus on non-abelian Lie groups and we can reformulate Question 8.2.
This restriction can be very useful since we already demonstrated that
the relationship is very delicate.
Question 8.3. Can we capture the relationship between the structure
of the non-abelian universal covering Lie group and the validity of the
Anosov theorem if we restrict ourselves to infra-nilmanifolds with non-
abelian holonomy group?
8.4 The 4-dimensional, 3-step infra-nilmanifolds
As in the previous section, a given family can be subdivided into sub-
families according to the action on the lattice generator d, therefore, we
will use an analogous notation as before. Secondly some families are also
subdivided into separate classes depending on some underlying almost-
crystallographic group Q which is used. When this is needed for a spe-
ci¯c family F, we will, without any further explanation, refer to this Q
by means of the labels used in [12] . For instance F[Q = (2`+1;1)](¡1)
means that in family F, there is a class of almost-Bieberbach groups
labelled with Q = (2`+1;1) for which the action of the generator with
non-trivial linear part on d is equal to d¡1. For more details we refer
to [12].1
Thirdly, we can no longer apply Proposition 3.7 on the non-orientable
infra-nilmanifolds. However the main result of [19] implies that the
infra-nilmanifolds that we consider in this section all admit an expand-
ing map. So Theorem 3.6 still implies that the Anosov theorem does
not hold for the non-orientable manifolds. For more details we refer to
[19].
For the nilmanifolds we again we have a similar table as before.
1
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
1 / 1 0 0
1 To be consistent with the previous tables,we slightly changed the notation used
in [12]. To be precise, we replaced m by k and for the fourth family we replaced
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For the infra-nilmanifolds with Z2 as holonomy group we obtained the
following results.
Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
2 (-1) / 0 0 1
3[Q=(2`+1,1)] k ´ 0 mod 2 1 0 0
3[Q=(2`,1)] / 1 0 0
3[Q=(2`,0)] k ´ 0 mod 2 1 0 0
4[Q=(2`)] / 1 0 0
4[Q=(2`)] k ´ 0 mod 2 2 0 0
4[Q=(2`+1)] / 1 0 0
4[Q=(2`+1)] k ´ 0 mod 2 1 0 0
4[Q=(2`+1)] k ´ 0 mod 4 1 0 0
4[Q=(`)] (-1) / 0 0 `
5[Q=(2`,0)] / 1 0 0
5[Q=(2`+1,0)] / 1 0 0
The prove the results for the orientable manifolds we focus on the ¯rst
case of Family 3. The calculations for the other cases are analogous.
Applying the techniques explained in Section 8.1 we deduce from [12]
that the generator with non-trivial linear part of the infra-nilmanifolds
of the case under study is equivalent with (d
¡1





1 0 0 0
0 ¡1 ¡1 0
0 0 1 0




Since the holonomy group is Z2, Proposition 2.6 implies that we only
have to consider a±ne endomorphisms (±;D) such that DA = AD. This
means that we may assume that for the suitable a±ne endomorphisms





d11 0 d23 0
d21 d22 d23 d24
¡d21 0 d22 ¡ 2d23 0




with all entries integers. This D¤ does not take into account the restric-
tions coming from the structure of the universal covering group. Since142 8. Infra-nilmanifolds
the ¯rst column concerns the image of D and the second the image
of C, we have that d21 = d43 = 0. Moreover d11;d22 are completely
determined by the fact that [c;b] = dk and [b;a] = c2`+1dk` which are
part of the relations we ¯nd in [12]. Indeed these relations implies that
kD¤(D) = [D¤(C);D¤(B)]
, kd11D = [d22C;d23D + d23C + (d22 ¡ 2d23)A + d43B]
, kd11D = d22d43[C;B]
, kd11D = kd22d43kD
and so d11 = d22d43 since k > 0. Analogously we ¯nd that
(2` + 1)D¤(C) = d22C
= kd23d44D + (2` + 1)(d22 ¡ 2d23)d44C:
which implies that d23 = 0 or d44 = 0 and d22 = (d22 ¡ 2d23)d44.
The above results for the suitable a±ne endomorphisms are obtained
by the restrictions on the linear parts and by the restrictions coming
from the structure of the universal covering group. So there is still one
type of restrictions left, namely these on the translational parts. For
the ¯rst case of Family 3, we have (±;D)(d
¡1
2 ;A) = (nd
¡1
2 ;A)(±;D)






By similar calculations as before this leads to the fact that d11 must
be an odd integer and so d22 and d44 are non-zero integers.
To check the validity of the Anosov theorem, we use once more Theorem
2.5 and we have to determine the signs of the following two determi-
nants.
det(I4 ¡ D¤) = (1 ¡ d22d44)(1 ¡ d22)(1 ¡ d22 + 2d23)(1 ¡ d44)
det(I4 ¡ A¤D¤) = (1 ¡ d22d44)(1 + d22)(1 ¡ d22 + 2d23)(1 + d44)
Because of the restrictions on the d22 and d44, we easily obtain that
the determinants have the same sign which implies that the Anosov
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The infra-nilmanifolds with Z2 © Z2 as holonomy group and 3-step
nilpotent universal covering group are all non-orientable and so we did
not have to make any calculations.
Z2 © Z2
Family k Orientable Non-orientable
An.th. holds An.th. holds not An.th. holds not
7[Q=(2`)] (-1,1) k ´ 0 mod 2 0 0 1
7[Q=(2`+1)] (-1,1) / 0 0 1
8 (-1,1) / 0 0 1
To conclude this section, we can say that this section further motivates
to investigate the validity of the Anosov theorem for infra-nilmanifolds
with ¯liform universal covering group.Part IV
Nederlandstalige samenvattingHoofdstuk 9
De Anosov relatie voor infra-nilvariÄ eteiten
In deze thesis onderzoeken we de 'Anosov relatie' voor continue afbeel-
dingen f van een infra-nilvariÄ eteit naar zichzelf. We zeggen dat f aan
de Anosov relatie voldoet als het Nielsen getal N(f) en het Lefschetz
getal L(f) op teken na gelijk zijn: N(f) = jL(f)j. Deze aan f geas-
socieerde getallen vinden hun oorsprong in de vastepuntstheorie. Het
Nielsen getal geeft ons het meeste informatie maar is moeilijk te bere-
kenen vertrekkende uit de de¯nitie, terwijl voor het Lefschetz getal het
omgekeerde geldt. Daarom proberen we de twee getallen aan elkaar te
linken en D. Anosov bewees in 1985 de volgende stelling (zie [1]).
Stelling 9.1. Voor elke continue afbeelding f : N ! N van een nilva-
riÄ eteit naar zichzelf, geldt dat N(f) = jL(f)j.
In dit werk proberen we deze stelling te veralgemenen en we doen dit op
twee manieren. Een eerste manier is de geldigheid van deze stelling aan
te tonen voor andere klassen van variÄ eteiten dan de nilvariÄ eteiten zoals
bijvoorbeeld reeds gedaan werd door E. Keppelmann en C. McCord
voor exponentiÄ ele solvvariÄ eteiten (zie [31]). Wij doen in deze thesis
hetzelfde voor klassen van infra-nilvariÄ eteiten.
Een tweede manier is nagaan of de stelling van Anosov niet geldig is
voor bepaalde types van afbeeldingen op een gegeven variÄ eteit. Zo toon-
den S. Kwasik en K.B. Lee in [34] aan dat het Anosov theorema altijd
geldt voor homotoop periodische afbeeldingen van infra-nilvariÄ eteiten
en W. Malfait breidde dit uit naar virtueel unipotente afbeeldingen zie
([42]). Ook wij bekeken de geldigheid van het Anosov theorema voor
enkele types van afbeeldingen.
Naast het aantonen van de theoretische resultaten gaan we ook na
wat we al weten, of misschien interessanter nog niet weten, over de148 9. De Anosov relatie voor infra-nilvariÄ eteiten
geldigheid van het Anosov theorema voor infra-nilvariÄ eteiten in lage
dimensies, namelijk tot en met dimensie 4.
Hierna vatten we het Engelstalige gedeelte van deze thesis kort samen.
We opteerden hierbij om per hoofdstuk een nieuwe sectie te voorzien.
We hopen dat de geÄ ³nteresseerde lezer zo gemakkelijker zijn weg vindt
naar de meer gedetailleerde passages en de nodige bewijzen die we
hieronder niet herhaalden.
9.1 Continue afbeeldingen van infra-nilvariÄ eteiten
In deze thesis bestuderen we steeds dezelfde klasse van variÄ eteiten,
namelijk de infra-nilvariÄ eteiten en om deze te de¯niÄ eren beginnen we
met enkele notaties in te voeren.
Als we met een Lie groep G werken dan veronderstellen we steeds dat G
een samenhangende, enkelvoudig samenhangende, nilpotente Lie groep
is. Een a±en endomor¯sme van G is een element (g;') van de semi-
groep GoEndo(G) waarbij g het translatiegedeelte en ' het lineaire
gedeelte is. Het product van twee a±ene endomor¯smen wordt gegeven
door (g;')(h;¹) = (g¢'(h);'¹). In het speciale geval dat ' 2 Aut(G),
is (g;') een inverteerbaar a±ene transformatie van G en we duiden dit
aan met (g;') 2 A®(G) = GoAut(G).
Een groep E is een bijna-kristallogra¯sche groep als het een deelgroep
is van A®(G) zodat de deelgroep van pure translaties N = E \ G,
een uniform rooster is in G en van eindige index is in E. We noemen
M een infra-nilvariÄ eteit als zijn eerste fundamentaalgroep ¼1(M) een
torsievrije bijna-kristallogra¯sche, of kortweg bijna-Bieberbach, groep
is. Omdat N van eindige index is in E, is F = E=N een eindige groep
en deze wordt de holonomiegroep van M genoemd. Het is op basis van
deze F dat wij onze klassen van infra-nilvariÄ eteiten bepalen.
Elke bijna-kristallogra¯sche groep bepaalt een trouwe representatie
T : F ! Aut(G) die we de holonomierepresentatie noemen. Door
hiervan de di®erentiaal te nemen, bekomen we dan tevens een trou-
we representatie
T¤ : F ! Aut(g) : x 7! T¤(x) = d(T(x))
waarbij g de Lie algebra horende bij G is. De holonomierepresentatie
is cruciaal voor onze resultaten en een eerste toepassing is volgende
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Propositie 9.2. Zij M een infra-nilvariÄ eteit met holonomiegroep F en
holonomierepresentatie T : F ! Aut(G). Dan geldt
² M is oriÄ enteerbaar , 8x 2 F : det(T¤(x)) = 1;
² M is niet oriÄ enteerbaar , 9x 2 F : det(T¤(x)) = ¡1.
In het speciale geval dat G abels is, met andere woorden G = Rn,
noemen we G een platte variÄ eteit. In dit geval is de groep van pure
translaties altijd isomorf met Zn waarbij n de dimensie van de variÄ eteit
is. Bovendien is in dit geval T = T¤ en kan dit gezien worden als
een afbeelding naar Gl(n;Z). Dit alles impliceert dat de notaties en
berekeningen vergemakkelijkt worden in het geval we werken met platte
variÄ eteiten.
De korte inleiding hierboven geeft aan dat we de infra-nilvariÄ eteiten
algebraÄ ³sch kunnen beschrijven. Inderdaad, aan elke infra-nilvariÄ eteit
kunnen we een unieke bijna-Bieberbach groep associÄ eren (en omgekeerd
geldt hetzelfde). Concreet wordt dit alles als volgt samengevat: zij M
een infra-nilvariÄ eteit met bijna-Bieberbach groep E, dan is M = EnG.
Dankzij K.B. Lee hebben we ook dergelijke algebraÄ ³sche beschrijving
voor continue afbeeldingen van infra-nilvariÄ eteiten (zie [38]). Hij bewees
namelijk volgende stelling met het voor ons belangrijk bijhorend gevolg.
Stelling 9.3. Zij E;E0 ½ A®(G) twee bijna-kristallogra¯sche groepen.
Dan geldt voor elk homomor¯sme µ : E ! E0, dat er een g = (±;D) 2
GoEndo(G) bestaat, zodat µ(®) ¢ g = g ¢ ® voor elke ® 2 E.
Gevolg 9.4. Zij M = EnG een infra-nilvariÄ eteit en f : M ! M een
continue afbeelding. Dan is f homotoop met een afbeelding h : M ! M
geÄ ³nduceerd door een a±en endomor¯sme (±;D) : G ! G.
Dit a±en endomor¯sme wordt ook een homotopie lift genoemd en van
een gegeven afbeelding f kunnen we een homotopie lift vinden, door
gebruik te maken van het feit dat f een homomor¯sme f¤ : ¼1(M) !
¼1(M) induceert. Merk bovendien op dat deze resultaten inderdaad,
op homotopie na, een algebraÄ ³sche beschrijving geven van alle continue
afbeeldingen van een gegeven infra-nilvariÄ eteit M. Construeer namelijk
alle mogelijke homomor¯smen van de fundamentaalgroep (dit is een
eindig proces omdat deze groep eindig voortgebracht is) en bereken zo
alle mogelijke a±ene endomor¯smen. Elke continue afbeelding van M
is dan homotoop met een afbeelding geÄ ³nduceerd door ¶ e¶ en van deze
a±ene endomor¯smen.
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Gevolg 9.5. Zij M = EnG een infra-nilvariÄ eteit met holonomiegroep
F en holonomierepresentatie T : F ! Aut(G). Veronderstel dat f :
M ! M een continue afbeelding is en (±;D) een homotopie lift is van
f. Dan geldt
8x 2 F;9y 2 F : T¤(y)D¤ = D¤T¤(x):
9.2 De Anosov relatie
In de voorgaande sectie gaven we kort aan dat we het topologisch
onderwerp van deze thesis, namelijk continue afbeeldingen van infra-
nilvariÄ eteiten, volledig algebraÄ ³sch kunnen beschrijven. Uiteraard is dit
voor ons enkel nuttig als we de Anosov relatie ook algebraÄ ³sch kunnen
onderzoeken. Dit is inderdaad mogelijk en de nodige resultaten hier-
omtrent werden opnieuw in [38] door K.B. Lee gegeven. Maar vooraleer
deze resultaten te geven, introduceren we kort het Nielsen getal N(f)
en het Lefschetz getal L(f).
Zij f : X ! X een continue afbeelding van een variÄ eteit X naar zichzelf
en zij Fix(f) = fx 2 X jf(x) = xg de verzameling van vaste punten
van f. Deze verzameling wordt opgedeeld in equivalentieklassen, die
we vastepuntsklassen noemen, door de volgende relatie: x;y 2 Fix(f)
behoren tot dezelfde klasse als en slechts als er een pad w van x naar
y bestaat zodat w en fw homotoop zijn.
Sommige vastepuntsklassen kunnen verwijderd worden door een homo-
topie. Dit betekent dat er een homotope afbeelding bestaat waarvoor
de punten uit de oorspronkelijke vastepuntsklasse niet langer vaste pun-
ten zijn. Dergelijke vastepuntsklassen worden niet essentieel genoemd
en vastepuntsklassen die niet verwijderd kunnen worden door een ho-
motopie worden dan natuurlijk essentieel genoemd. Omdat in de studie
van de vaste punten men enkel geÄ ³nteresseerd is in de essentiÄ ele vaste-
puntsklassen, wordt N(f) als volgt gede¯nieerd.
De¯nitie 9.6. Zij f : X ! X een continue afbeelding van een va-
riÄ eteit X naar zichzelf, dan is N(f) gelijk aan het aantal essentiÄ ele
vastepuntsklassen van f.
Zonder hier dieper om in te gaan, blijkt wel dat N(f) moeilijk te be-
rekenen is vanuit zijn de¯nitie. Om N(f) te berekenen moeten we in
principe namelijk eerst alle afbeeldingen homotoop met f construeren,
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Het Lefschetz getal wordt als volgt gede¯nieerd.
De¯nitie 9.7. Zij f : X ! X een continue afbeelding op een compact




(¡1)i Trace(f¤ : Hi(X;Q) ! Hi(X;Q)):
Het Lefschetz getal is veel beter berekenbaar en geeft ons beperkte
informatie over de vaste punten van f. Namelijk als L(f) 6= 0 dan heeft
f minstens ¶ e¶ en vast punt, maar over het precieze aantal hebben we geen
informatie. Een tweede, veel krachtiger, toepassing is natuurlijk Stelling
9.1 die wij proberen te veralgemenen. D. Anosov zelf echter toonde
reeds aan dat zijn resultaat niet geldig is voor alle infra-nilvariÄ eteiten
want hij construeerde een tegenvoorbeeld op de °es van Klein die een
2-dimensionale platte variÄ eteit met holonomiegroep Z2 is.
Omdat de veralgemening van Stelling 9.1 het onderwerp is van deze
thesis, geven we nog eens volgende formele de¯nitie.
De¯nitie 9.8. Zij M een infra-nilvariÄ eteit.
² Een continue afbeelding f : M ! M voldoet aan de Anosov relatie
als en slechts als N(f) = jL(f)j.
² M voldoet aan het Anosov theorema als en slechts als elke continue
afbeelding f : M ! M voldoet aan de Anosov relatie.
Nu kunnen we de algebraÄ ³sche vertaling van ons topologisch probleem
vervolledigen wegens de volgende stelling van K.B. Lee (zie [38]).
Stelling 9.9. Zij f : M ! M een continue afbeelding van een infra-
nilvariÄ eteit M naar zichzelf en zij T : F ! Aut(G) de geassocieerde
holonomierepresentatie. Als (±;D) 2 GoEndo(G) een homotopie lift is
van f, dan geldt
² N(f) = L(f) als en slecht als 8x 2 F : det(In ¡ T¤(x)D¤) ¸ 0.
² N(f) = ¡L(f) als en slechts als 8x 2 F : det(In ¡ T¤(x)D¤) · 0.
Deze stelling is cruciaal voor de bewijzen van onze resultaten en we
kunnen ze al een eerste keer gebruiken om de volgende propositie aan
te tonen.
Propositie 9.10. Zij M een infra-nilvariÄ eteit met holonomiegroep F
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M een continue afbeelding met homotopie lift (±;D). Veronderstel dat
8x 2 F; x 6= 1 : T¤(x)D¤ 6= D¤T¤(x), dan geldt
8x 2 F : det(In ¡ D¤) = det(In ¡ T¤(x)D¤)
en dus N(f) = jL(f)j.
9.3 De periodische rij
Voor alle infra-nilvariÄ eteiten met holonomiegroep van oneven orde geldt
het Anosov theorema. Om dit aan te tonen introduceren we de periodi-
sche rij geassocieerd aan een afbeelding en deze techniek kunnen we ook
gebruiken om de Anosov relatie te onderzoeken van de expanderende
en de nergens expanderende afbeeldingen.
Zij f : M ! M een continue afbeelding van een infra-nilvariÄ eteit naar
zichzelf, (±;D) een homotopie lift van f en T : F ! Aut(G) de ge-
associeerde holonomierepresentatie. Gebruik makend van Gevolg 9.5
kunnen we voor elke x1 2 F een rij x1;x2;::: creÄ eren zodat 8i 2 N0:
D¤T¤(xi) = T¤(xi+1)D¤. Aangezien F eindig is, weten we dat we deze
rij zodanig kunnen construeren dat ze op een gegeven moment peri-
odisch wordt. Namelijk, er moet een j ¸ 1 en k ¸ 1 bestaan zodat
xj+k = xj en bijgevolg kunnen we er voor zorgen dat xj+k+1 = xj+1,
xj+k+2 = xj+2;:::.
We noemen dergelijke rij een periodische rij voor x1, geassocieerd
aan f, met periode k beginnend van positie j. Voor deze rijen
hebben we het volgende lemma.
Lemma 9.11. Zij M een infra-nilvariÄ eteit met holonomiegroep F en
geassocieerde holonomierepresentatie T : F ! Aut(G). Zij f : M ! M
een continue afbeelding en (±;D) een homotopie lift van f. Veronderstel
dat x1 2 F en x1;x2;x3;::: een periodische rij is voor x1 geassocieerd
aan f, met periode k beginnend van positie j. Dan geldt




3. 9l 2 N0: (T¤(xj)D¤)l = Dl
¤.
Met dit lemma en steunend op Stelling 9.9 kunnen we dan volgende
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Stelling 9.12. Als M een infra-nilvariÄ eteit is met holonomiegroep F
van oneven orde, dan is N(f) = jL(f)j voor elke continue afbeelding
f : M ! M.
Een cruciaal gegeven in het bewijs is dat de matrices T¤(x) (met T :
F ! Aut(G) de geassocieerde holonomierepresentatie en x 2 F) niet
¡1 als eigenwaarde kunnen hebben omdat F van oneven orde is. Merk
op dat dit namelijk impliceert dat al deze matrices ook van eindige,
oneven orde zijn. Als F van even orde is, dan is ¡1 natuurlijk wel een
eigenwaarde en dit zorgt voor complicaties die we in de volgende secties
telkens op andere manieren proberen op te lossen.
In deze sectie doen we dit door te kijken naar 2 types van afbeeldingen:
de welgekende expanderende afbeeldingen en de door ons gede¯nieerde
nergens expanderende afbeeldingen. Veronderstel dat f : M ! M een
continue afbeelding is van een infra-nilvariÄ eteit naar zichzelf en (±;D)
een homotopie lift is van f. Kort samengevat mogen we stellen dat f
een expanderende afbeelding op een infra-nilvariÄ eteit is als en slechts
als voor elke eigenwaarde ¸ van D¤ geldt dat j¸j > 1. Zoals wellicht
verwacht geldt voor een nergens expanderende afbeelding precies het
omgekeerde: voor elke eigenwaarde ¸ van D¤ geldt dan dat j¸j · 1.
Voor de expanderende afbeeldingen kunnen we, met behulp van de
periodische rij, het volgende aantonen.
Stelling 9.13. Zij f : M ! M een expanderende afbeelding van een
infra-nilvariÄ eteit naar zichzelf, dan is N(f) = jL(f)j als en slechts als
M oriÄ enteerbaar is.
Dit resultaat kunnen we nu herformuleren om de geldigheid van het
Anosov theorema na te gaan voor niet-oriÄ enteerbare infra-nilvariÄ eteiten.
Namelijk van zodra deze een expanderende afbeelding toelaten, mo-
gen we concluderen dat het Anosov theorema niet geldig is. Op platte
variÄ eteiten en 2-staps nilpotente infra-nilvariÄ eteiten bestaan er altijd
expanderende afbeeldingen (zie [22] en [36]), maar dit is niet zo in het
algemeen. Merk op dat we een infra-nilvariÄ eteit k-staps nilpotent noe-
men als de bijhorende Lie groep G k-staps nilpotent is. We verwijzen
naar Sectie 3.3 waarin we een niet-oriÄ enteerbare infra-nilvariÄ eteit M
met Z2 als holonomiegroep presenteren waarvoor het Anosov theorema
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Propositie 9.14. Als M een niet oriÄ enteerbare platte variÄ eteit of een
niet oriÄ enteerbare 2-staps nilpotente infra-nilvariÄ eteit is, dan geldt het
Anosov theorema niet.
Voor de nergens expanderende afbeeldingen hebben we een nog sterker
resultaat (dat we opnieuw bekomen met behulp van de periodische rij).
Stelling 9.15. Zij f : M ! M een nergens expanderende afbeelding
van een infra-nilvariÄ eteit naar zichzelf, dan geldt dat N(f) = L(f).
9.4 Anosov di®eomor¯smen
In deze sectie onderzoeken we een derde type van afbeeldingen, name-
lijk de Anosov di®eomor¯smen. Opnieuw kort samengevat kunnen we
stellen dat een di®eomor¯sme f : M ! M van een platte variÄ eteit M
naar zichzelf en met homotopie lift (±;D) een Anosov di®eomor¯sme
is als D¤ geen eigenwaarden van modulus 1 heeft. Deze de¯nitie kan
exacter geformuleerd worden voor variÄ eteiten in het algemeen. Zoals bij
de expanderende afbeeldingen, laten niet alle infra-nilvariÄ eteiten Ano-
sov di®eomor¯smen toe. Voor de platte variÄ eteiten hebben we echter
dankzij H. Porteous een complete omschrijving van de variÄ eteiten die
Anosov di®eomor¯smen toelaten (zie [49]).
Stelling 9.16. Een n-dimensionele platte variÄ eteit met geassocieerde
holonomierepresentatie T : F ! Gl(n;Z) laat een Anosov di®eomor-
¯sme toe als en slecht als elke Q-irreduciebele component van T van
multipliciteit 1 reduciebel is over R.
Bovendien argumenteert J. Lauret dat een dergelijke beschrijving niet
kan bestaan voor de infra-nilvariÄ eteiten in het algemeen (zie [35]). Daar-
om beperken we onszelf tot de platte variÄ eteiten.
In [41] werd bewezen dat als een platte variÄ eteit M een Anosov di®eo-
mor¯sme toelaat, het eerste Betti getal b1(M) dan voldoet aan ¶ e¶ en van
volgende voorwaarden: b1(M) = 0;2 · b1(M) · n ¡ 2 of b1(M) = n.
Het eerste Betti getal is per de¯nitie gelijk aan de rang van de eerste
homologie groep H1(M;Z). Als b1(M) = n dan is M de torus en weten
we dus al dat het Anosov theorema geldt. Voor de andere twee gevallen
hebben we geconstateerd dat, op enkele randgevallen na, het feit dat
we werken met Anosov di®eomor¯smen niet erg restrictief is met be-
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zijn samengevat in de volgende tabel die tevens de verwijzingen bevat
naar de respectievelijk theorema's in Hoofdstuk 4. Hierbij is f steeds
een Anosov di®eomor¯sme op een platte variÄ eteiten M in de respectie-
velijke dimensie n en Betti getal b1(M). We geven steeds aan of er al
dan niet een voorbeeld bestaat voor de relatie op de eerste lijn.
b1(M) n N(f) = jL(f)j N(f) 6= jL(f)j Proof
b1(M) = 0 n = 6 altijd nooit Theorema 4:16
b1(M) = 0 n > 6 bestaat bestaat Theorema 4:14
2 · b1(M) < n ¡ 2 n > 4 bestaat bestaat Theorema 4:6
b1(M) = n ¡ 2 n ¸ 4 nooit altijd Theorema 4:10
b1(M) = n n ¸ 1 altijd nooit zie [1]
9.5 Infra-nilvariÄ eteiten met cyclische holonomiegroep
In deze sectie beperken we ons tot infra-nilvariÄ eteiten met cyclische
holonomiegroep. Uit Stelling 9.12 weten we reeds dat het Anosov theo-
rema geldt voor een groot gedeelte van deze infra-nilvariÄ eteiten. Echter
wegens het tegenvoorbeeld van D. Anosov op de °es van Klein (met
Z2 als holonomiegroep) weten we ook dat het Anosov theorema niet
geldig is voor alle infra-nilvariÄ eteiten van deze klasse. Bijgevolg hebben
we zeker nog een extra voorwaarde nodig.
Stelling 9.17. M is een infra-nilvariÄ eteit met cyclische holonomie-
groep F voortgebracht door x0. Zij T : F ! Aut(G) de geassocieer-
de holonomierepresentatie en veronderstel dat ¡1 geen eigenwaarde is
van T¤(x0). Dan geldt voor elke continue afbeelding f : M ! M dat
N(f) = jL(f)j.
Merk op dat de extra voorwaarde opnieuw over de eigenwaarde ¡1
gaat, maar nu kunnen we die niet volledig uitsluiten zoals in Sectie 9.3
het geval was. Als we immers machten van T¤(x0) nemen dan kan ¡1
wel een eigenwaarde zijn, wat het bewijzen van bovengaande stelling
veel complexer maakt.
Veronderstel dat de orde van F gelijk is aan 2rk met r ¸ 0 en k een
oneven positief geheel getal. Zij dan d0;d1;:::;dt de delers van 2rk
zodat 1 = d0 < d1 < ¢¢¢ < dt = 2rk. Het bewijs van stelling 9.17 is
gebaseerd op het feit dat er een matrix P 2 Gl(n;R) bestaat waarmee
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Hierbij zijn de Ai 2 Gl(ni;R), n1 + ¢¢¢nt = n en de Ai hebben enkel
eigenwaarden van orde di. Met dezelfde P kunnen we dan voor alle
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met Di 2 Mni(R). Bijgevolg bekomen we dat de determinanten van
Stelling 9.9 allen van de volgende vorm zijn
det(In ¡ T¤(xm
0 )D¤) = det(In ¡ PT¤(xm
0 )P¡1PD¤P¡1)
= det(In0 ¡ Am
0 D0)¢¢¢det(Int ¡ Am
t Dt)
en het volstaat dus om de tekens van de factoren afzonderlijk te be-
palen (gebruik makend van het feit dat de Ai enkel eigenwaarden van
orde di hebben). Dit wordt gedaan in verschillende lemma's die samen
uiteindelijk leiden tot het bewijs van bovengaande stelling.
Stelling 9.17 geeft ons enkel een noodzakelijke voorwaarde opdat het
Anosov theorema geldt. De volgende vraag is dan natuurlijk wat met
het Anosov theorema als de extra voorwaarde niet voldaan is? Voor
platte variÄ eteiten kunnen we altijd een tegenvoorbeeld construeren van
zodra deze voorwaarde niet voldaan is.
Propositie 9.18. Stel dat M een n-dimensionele, oriÄ enteerbare, platte
variÄ eteit met cyclische holonomiegroep F voortgebracht door x0 is. Zij
T : F ! Gl(n;Z) de geassocieerde holonomierepresentatie en veron-
derstel dat ¡1 wel een eigenwaarde is van T¤(x0).
Dan bestaat er altijd een continue afbeelding f : M ! M zodat
N(f) 6= jL(f)j.
Voor infra-nilvariÄ eteiten in het algemeen is dit niet het geval en hier-
voor kunnen we hetzelfde voorbeeld gebruiken als in Sectie 3.3 want de
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9.6 De platte veralgemeende Hantzsche-Wendt
variÄ eteiten
De originele Hantzsche-Wendt variÄ eteit is een 3-dimensionele, platte
variÄ eteit met Z2 © Z2 als holonomiegroep. We noemen daarom een n-
dimensionele, platte variÄ eteit M een veralgemeende Hantzsche-Wendt
variÄ eteit als zijn holonomiegroep Zn¡1
2 is.
Omdat we met dergelijke holonomiegroep werken, zijn al de matrices
geassocieerd aan de holonomierepresentatie, op de eenheidsmatrix na,
van orde 2. Dit betekent dat we in een tegenovergestelde situatie zitten
in vergelijking met de vorige secties waarin we meestal de 'afwezig-
heid' van de eigenwaarde ¡1 verkozen. Desalniettemin kunnen we toch
aantonen dat voor de platte oriÄ enteerbare veralgemeende Hantzsche-
Wendt variÄ eteiten het Anosov Theorema steeds geldt. Merk op dat n
oneven moet zijn omdat er geen platte oriÄ enteerbare veralgemeende
Hantzsche-Wendt variÄ eteiten bestaan als n even is (zie gevolg 6.2).
Stelling 9.19. Zij n ¸ 3 oneven en M een platte, oriÄ enteerbare,
n-dimensionele, veralgemeende Hantzsche-Wendt variÄ eteit. Dan geldt
voor elke continue afbeelding f : M ! M dat N(f) = jL(f)j.
Zonder in detail te willen treden is het belangrijk iets op te merken over
het bewijs van deze stelling. De redenering van het bewijs is volledig
analoog aan die in bewijzen van de vorige stellingen. Namelijk we willen
Stelling 9.9 toepassen wat impliceert dat we tekens van determinanten
moeten bepalen en om dit te doen gebruiken we de eigenschappen van
de holonomiegroep. In tegenstelling tot de vorige bewijzen is dit hier
echter niet genoeg en moeten we ook de translatiegedeelten van de
generatoren van de fundamentaalgroep expliciet gebruiken.
9.7 Het Anosov theorema in lage dimensies
In het derde deel van deze thesis gaan we na wat we weten over het
Anosov theorema voor infra-nilvariÄ eteiten in lage dimensies, i.e. tot en
met dimensie 4. Zo tonen we onder andere aan dat reeds veel variÄ eteiten
behandeld worden door onze resultaten. Maar misschien nog veel in-
teressanter is het feit dat we zo ook variÄ eteiten ontdekken die kunnen
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Voor alle variÄ eteiten waarvoor het Anosov theorema niet geldt wordt
een tegenvoorbeeld gegeven en voor de andere variÄ eteiten voorzien we
de nodige argumenten waarom het Anosov theorema opgaat.
In Hoofdstuk 7 behandelen we de platte variÄ eteiten. Om dit gestruc-
tureerd te doen, hebben we een omschrijving nodig van alle mogelijke
variÄ eteiten of, gegeven het unieke verband, een omschrijving van alle
Bieberbach groepen. Hiervoor gebruikten we [7]. Omwille van de voor
de hand liggende redenen gaan we hier niet alle resultaten herhalen.
Maar kort samengevat kunnen we stellen dat in dimensie 1 en 2 Ano-
sov reeds alles behandelde aangezien we daar enkel de torus en de °es
van Klein hebben. In dimensie 3 worden alle 10 de platte variÄ eteiten
reeds behandeld door de hiervoor vermelde resultaten en in dimensie 4
zijn 55 van de 74 variÄ eteiten behandeld.
Van het onderzoek van de 19 overige variÄ eteiten willen we twee con-
clusies vermelden. Uit de resultaten van de 10 variÄ eteiten met Z2 © Z2
als holonomiegroep leiden we onderstaande propositie met betrekking
tot Z-klassen af. Merk op dat twee Bieberbach groepen tot dezelfde
Z-klasse behoren als de matrices van de geassocieerde holonomierepre-
sentaties geconjugeerd zijn over Z.
Propositie 9.20. Er bestaan platte variÄ eteiten M1 en M2 waarvan de
fundamentaalgroepen tot dezelfde Z-klasse behoren zodat het Anosov
theorema geldig is voor M1 en niet voor M2.
Van de 9 variÄ eteiten met niet-abelse holonomiegroep onthouden we
vooral de onderstaande vraag. Deze komt voort uit de vaststelling
dat in dimensie 4, het Anosov theorema steeds geldt voor de infra-
nilvariÄ eteiten met A4 als holonomiegroep.
Voor de andere infra-nilvariÄ eteiten met niet-abelse holonomiegroep de-
den we gelijkaardige vaststelling als bij de infra-nilvariÄ eteiten met abel-
se holonomiegroep.
Vraag 9.21. Geldt het Anosov theorema voor elke (platte) variÄ eteit met
holonomiegroep A4?
Voor de infra-nilvariÄ eteiten, waarbij G niet abels is, moesten we in prin-
cipe hetzelfde doen en nu gebruikten we [12] als omschrijving van alle
bijna-Bieberbach groepen. Er zijn echter wat complicaties omdat de
matrices niet zomaar afgeleid kunnen worden van de presentaties van9.7. Het Anosov theorema in lage dimensies 159
de groepen. Bovendien hangen alle groepen af van ten hoogste 7 para-
meters die op hun beurt aan voorwaarden moeten voldoen. Dit zorgt
ervoor dat we niet zomaar alles kunnen samenvatten zoals hierboven.
We onthouden van deze berekeningen vooral dat de structuur van de
bijhorende nilpotente Lie groep G een grote invloed kan hebben op
de geldigheid van het Anosov theorema. Deze structuur zorgt immers
voor extra restricties op de lineaire gedeelten van de geschikte a±e-
ne endomor¯smen (±;D). De invloed van deze restricties is maximaal
als G een ¯liforme Lie groep is, i.e. een n-dimensionele, (n ¡ 1)-staps
nilpotente Lie groep. Dit alles leidt ons naar de volgende vragen.
Vraag 9.22. Wat kunnen we zeggen over het Anosov theorema voor de
infra-nilvariÄ eteiten waarvan de bijhorende Lie groep ¯liform is?
Of meer algemeen: kunnen we een verband vinden tussen de structuur
van de bijhorende Lie groep en de geldigheid van het Anosov theorema?
Wat de eerste vraag betreft, in dimensie 4 geldt het Anosov theore-
ma steeds voor de oriÄ enteerbare 3-staps nilpotente infra-nilvariÄ eteiten.
Daarentegen met betrekking tot de tweede vraag, geven we ook voor-
beelden die duidelijk illustreren dat het verband met de structuur zeer
delicaat kan zijn.
Voor de infra-nilvariÄ eteiten met niet-abelse holonomiegroep bekomen
we opnieuw interessante resultaten, maar deze keer voor alle variÄ eteiten.
We constateren namelijk voor alle 4-dimensionele infra-nilvariÄ eteiten
met niet-abelse holonomiegroep dat het Anosov theorema steeds gel-
dig is. In de zoektocht naar het beantwoorden van bovenstaande vra-
gen, kunnen we dus deze klasse van infra-nilvariÄ eteiten misschien apart
beschouwen.References
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