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Resumo
Com a crescente popularidade dos dispositivos móveis, como telemóveis e tablets PC, aumentou
também a sua utilização para acesso a informação, redes sociais e outras aplicações. De acordo
com a necessidade de cada pessoa, normalmente transportam dispositivos móveis, utilizando-
os tanto na sua vida profissional como pessoal. Isto permite-lhes partilhar qualquer coisa que
queiram, utilizando o terminal móvel. De modo a o conseguir, os dispositivos móveis têm que ser
capazes de mostrar e aceder qualquer tipo de informação. O grande alcance que o écran destes
dispositivos pode ter, conduziu a um obstáculo, tornando-se urgente a melhoria da organização
da informação de acordo com o tamanho do écran, e sequencialmente redimensionar imagens au-
tomáticamente. Métodos tradicionalmente utilizados para o redimensionamento, como o escalona-
mento podem levar a distorções e produzir artefatos quando o ’aspect ratio’ de uma imagem muda,
não proporcionam uma imagem com qualidade. Face a isso, surgiram outro tipo de técnicas de
redimensionamento, denominadas de ’retarget’, as quais têm em conta o conteúdo da imagem.
Os métodos de ’retarget’ se subdividem essencialmente em duas fases: uma na qual se quantifica
a importância visual relativa de cada pixel da imagem - função de custo - e outra consistindo num
algoritmo capaz de mudar o ’aspect ratio’ da imagem - função de caminho - enquanto preserva as
características importantes da imagem. Como tal, de maneira a se desenvolver uma framework,
decidiu-se explorar este trabalho nessas mesmas fases. Seguindo uma lógica, decidiu-se que o
método teria que estar preparado tanto para reduzir como para aumentar o tamanho de uma im-
agem. São ainda utilizadas métricas de classificação, com a intenção confirmar se as característica
de um dado objeto mantiveram o seu aspeto original, através da translação, escalonamento ou
rotação deste entre a imagem original e a redimensionada.
Por fim, os resultados preliminares foram em geral satisfatórios. No entanto é de frisar que ainda
é necessário um trabalho mais aprofundado nesta área.
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Abstract
With a crescent use of mobile devices, such as mobile phones and PC tablets, the access to infor-
mation, social networking and other applications, has also increased. According to each person
daily needs, they usually carry mobile devices, using them either on the professional and personal
lives. This allows them to share anything they want, using their mobile terminal. In order to do
this, mobile devices must be able to display and access all kinds of data. The large range of devices
screen can have, has led to a stumbling block, becoming urgent to improve the way to organize
information according to the device’s screen size, and sequentially resizing images automatically.
Traditional methods used for resizing, like scaling may lead to distortions and produce artifacts
when the aspect ratio of the image changes, did not provide an image with quality. Given that,
other resizing techniques, nominated retargeting techniques, had appeared, considering the image
content.
Retargeting methods are subdivided into two main stages: one in which quantifies the relative
visual importance of each pixel of the image - the cost function - and another consisting of an
algorithm able to change the aspect ratio image - the path function - while preserving the important
features. As such, in order to develop a framework, it was decided to explore this work into these
two phases. Following a logic, it was decided that the method would have to be prepared for
both image size reducing and enlarging. Metrics classifications are also used, aiming to confirm
whether a given object features retained their original appearance, through translation, scaling and
rotation between the original and retarget images.
Finally, the preliminary results were generally satisfactory. Nevertheless, further work in this area
is still needed.
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Chapter 1
Introduction
1.1 Context
With the latest fast technological evolution, large amounts of information are constantly being
published. The improvement of life quality and the need to access information at any time, led
to the appearance of new multimedia display devices (eg. mobile phones, computer monitors,
television screens, etc), all with different aspect ratios1 and resolutions. With all these distinctive
resolutions, it is constantly required to display the same digital image in different sizes, leading to
image resizing versus retargeting. On the first hand, when we refer to image resizing, we actually
want to maintain the image aspect ratio. On the other hand in image retargeting, there is a seek
to change the image size while maintaining the important content. Figure 1.1 gives a very simple
representative example of what is expected to see on the screens.
Figure 1.1: The air ballon picture appears resized in every represented multimedia display device.
1Aspect ratio - the proportional relationship between an image width and height
1
2 Introduction
Nowadays, the most applied methods for image resizing are scaling [1] and cropping [2]. The
most direct method is scaling; it achieves distinct resolutions display through stretching and in-
terpolating2, leading to an undesirable softening of details oftenly, making them look uneven. As
for cropping, it is limited since it can only remove pixels from the image periphery, being also
inappropriate when multiple objects of interest are far away from each other. Once these methods
are unefficient, other methods taken into account image content must be considered.
Content-aware image retargeting methods had been developed, to preserve important regions and
avoid distortion when modifying the size and aspect ratio. It relies on a importance map to retain
the prominent features of the picture at the expense of less-important ones. These methods can
be roughly classified into four categories: content-aware cropping [3], segmentation3 [4], warping
[5] and content-aware resizing [6].
Content-aware cropping methods have two main steps:
1. Detecting the salient portions of the image.
2. Cropping the image, by fixed windows, to capture the most important region.
Segmentation based methods address the image resizing problem with segmentation techniques.
Initially, they segment the region of interest (ROI), then resize the background of the image to
the desired size, and finally inpaint the segmented important region to the renewal background.
However, the inaccurate segmentation of the ROI may lead to its distortions.
Warping-based methods put a grid mesh onto the original image and then computes a new geom-
etry for this mesh, so that boundaries adapt to the new size of the desired image, and the quad4
faces covering important image regions remain unchanged, at the expense of larger distortion to
the other quads (this can be seen in the Literature Review Figure 3.10). Unfortunately, this method
will fail if the size of prominent objects is larger than the desired image size.
To conclude, content-aware resizing uses an energy function defining the importance of pixels; less
important pixels have low energy, meaning that, at human eyes they are situated in less important
regions of the image. By iteratively removing or inserting connected paths of low energy pixels,
named seams, crossing the less important regions of the image, its size is reduced (in the case of
seam removal), as well as enlarged (in the case of seam insertion), in width and height. Figure 1.2
shows a simplification of this method in stages.
Although content-aware resizing has some issues to improve, such as structure ignorance or object
distortion, this method is still considered efficient. This method can support several types of energy
functions such as gradient magnitude, entropy, visual saliency or eye-gaze movement.
2Interpolation - method that constructs new data points, between two sets of known data points.
3Image segmentation - process of dividing an image into multiple parts. This is typically used to identify objects or
other relevant information in digital images.
4quad - portion of the image grid
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Figure 1.2: Arquitecture of seam carving method: The method starts with an input image. Initially,
the energy of the image is calculated (in this example the gradient magnitude is used - result at
the right of the step). Sequently, a list of seams of least importance to the image content is done
(these seams are represented in red at the energy image and at the original image - at the right of
the step). Then the (red) seams are removed from the image, reducing its size as seen in the output
image. - Images from [7]
4 Introduction
1.2 Motivation
As understood earlier, a lot of research has been made in turn of image resizing manipulation,
most of them contributing to a better quality of the resized image. However, these content-aware
image retargeting methods are still not sufficiently robust. From this, it would be interesting to
investigate already existing retargeting methods, in order to develop an efficient method that could
ally high image quality with computation speed.
1.3 Goals
After discovering the motivation for this dissertation, a set of interconnected goals must be fol-
lowed. The main objective is to develop a framework, that efficiently retarget images reducing
and enlarging them, while maintaining the important content of the image without distortions and
artifacts.
1.4 Contributions
The proposed work had four main contributions:
• Development of an image retarget framework.
• Construction of an intuitive user interface, simplifying user testings.
• Enrichment of the Stable Paths methodology [8] with the enlargement tool.
• Improvement of the Stable Paths reducing retarget.
1.5 Document Structure
Apart from the introduction, this work contains four more chapters and one appendix. Chapter 2,
presents the background of seam carving method. In chapter 3, the state-of-the-art is described
as also the presentation of related works. Chapter 4, describes the proposed method for image
retargeting, a brief presentation of the Matlab user interface and the main results obtained. Finally,
chapter 5 serves as a conclusion to the presented research.
Chapter 2
Background
2.1 Seam carving: a brief overview
Seam carving application [6] is a content-aware image resizing method. A seam is nothing more
than a 8-connected path of low energy pixels crossing the image from top to bottom, or from left
to right. The pixels importance is defined by an energy function.
By iteratively removing or inserting seams the size of the image can be downscaled or enlarged
in width and height. In image reduction, seam selection assure that while preserving the image
structure, more of the low energy pixels are removed and fewer high energy ones are. As for image
enlarging, the order of seam insertion ensures a balance between the original image content and
the artificially inserted pixels.
Seam carving [6] can be used for multiple image manipulation including: aspect ratio change,
image retargeting, content amplification and object removal. This method can be easily integrated
with various saliency measures, as well as user input, to guide the resizing process. In addition,
the authors of this approach defined a data structure for multi-size images that support continuous
resizing ability in real time.
This approach to content-aware resizing removes pixels in a juridicious manner. Since it wants
to remove unnoticeable pixels that blend with their surroundings, energy maps were used. The
energy maps are computed using the L1-norm of the intensity gradient as:
e1(I) =
∣∣∣∣ ∂∂xI
∣∣∣∣+ ∣∣∣∣ ∂∂yI
∣∣∣∣ (2.1)
where e1(I) is the resulting importance value of a pixel at a certain position (x,y), and I is the
grayscale intensity image. This energy function only calculates the gradient intensity.
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Therefore, to consider the image content, a resizing operator was needed, leading to the seam
carving strategy and internal seams definition.
For a n×m image I, a vertical seam is defined by the equation:
sx = {sxi }ni=1 = {(x(i), i)}ni=1 s.t.∀i, |x(i)− x(i−1)| ≤ 1 (2.2)
where x is mapping x: [1, ...,n]→ [1, ...,m]. A vertical seam is a 8-connected path of pixels in the
image from top to bottom, containing only one pixel in each row of the image. Similarly, if y is a
mapping y:[1, ...,m]→ [1, ...,n], then a horizontal seam is:
sy =
{
syj
}m
j=1
= {( j,y( j))}mj=1 s.t.∀ j, |y( j)− y( j−1)| ≤ 1 (2.3)
The pixels from the path of seam s, as example, for a vertical seam {si}, will therefore be:
Is = {I(si)}ni=1 = {I(x(i), i)}ni=1 (2.4)
As a result, removing the pixels of a seam from an image implies that all the pixels of the image
are shifted left (or up) to compensate for the missing path.
The visual impact on the image it is only noticed along the path of the seam, leaving the rest of the
image intact. It is also important to take into consideration that the constraint |x(i)− x(i−1)| ≤ 1
can be replaced with |x(i)− x(i−1)| ≤ k, and get either a simple column (or row) for k=0, a
piecewise connected or a even completely disconnected set of pixels for any value 1≤ k ≤ m.
With the use of an energy function e, the cost of a seam can be defined as:
E(s) = E(Is) =
n
∑
i=1
e(I(si)) (2.5)
Looking for the optimal seam s∗ that minimizes the seam cost:
s∗ = min
s
E(s) = min
s
n
∑
i=1
e(I(si)) (2.6)
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The optimal seam can be found by dynamic programming taking some steps. For a vertical seam
removal, the first one is to transverse the image from the second row to the last row and compute
the cumulative minimum energy M for all possible connected seams of each entry (i,j):
M(i, j) = e(i, j)+min

M(i−1, j−1)
M(i−1, j)
M(i−1, j+1)
(2.7)
At the end of this process, the minimum value of the last row in M will indicate the end of the
minimal connected vertical seam. Hence, in the second step it is needed to backtrack from this
minimum entry on M to find the path of the optimal seam (see Figure 1.2). The definition of M
for horizontal seams is similar.
Additionally, some of the other image manipulation will be briefly abborded forwardly. To reduce
an image I width, the aspect ratio changes from n×m to n×m′ where m−m′ = c. By sucessively
removing c vertical seams from I, the important parts of the image will not be modified, creating
a non-uniform content-aware resizing of the image.
Enlarging the image only on height, with the same aspect ratio above, from n×m to n×m′ can be
achieved by increasing the number of rows by a factor of m/m′. The added value does not remove
any information from the image.
The process of removing vertical and horizontal seams can be seen as a time-evolution process.
The reduction of an image I is done by removing seams from it. As for image enlarging processing,
it is an approximate ’invertion’ of this time evolution, inserting new ’artificial’ seams on the image.
To enlarge the size of an image I by one the optimal vertical (horizontal) seam s is computed on
the image and duplicate the pixels of s by averaging them with their left and right neighbors (top
and bottom in the horizontal case).
The repeated use of the method above will most likely create a stretching artifact when choosing
the same seam. To achieve effective enlarging, it is important to balance between the original
image and the artificial inserted parts. Therefore, to enlarge an image by k, initially it is needed to
find the first k for removal, and duplicate them. This can be seen as the process of traversing back
in time to recover pixels from a larger image that would have been removed by seam removals
(although it is not guaranteed to be the case).
To continue in content-aware fashion to excessive image enlarging (eg.>50%), the process takes
several steps. Each of this steps does not enlarge the size in more than a fraction of its size
from the previous step. Neverthless, extreme enlarging of an image would most probably produce
noticeable artifacts. Figure 2.1 illustrates the image enlargement.
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Figure 2.1: Seam insertion: finding and inserting the optimum seam on an enlarged image will
most likely insert the same seam again and again as in (b). Inserting the seams in order of removal
(c) achieves the desired 50% enlargement in (d). Using two steps of seam insertions of 50% in (f)
achieves better results than scaling (e). - Image from [6]
Amplifying content while preserving its size can be achieved by combining seam carving and
scaling. Firstly, scaling is used to enlarge the image, followed by the application of seam carving
on the larger image back to its original size (see Figure 2.2). It is important to note that the
removed pixels are sub-pixels of the original image.
Figure 2.2: Content amplification. On the right: a combination of seam carving and scaling
amplifies the content of the original image (left). - Image from [6]
At least, to remove objects from an image, the user marks it on the image, and then seams are
removed from the image until all marked pixels are gone. This is well demonstrated in Figure 2.3.
2.2 Conclusion
In this chapter, the first content-aware resizing - seam carving - is presented. The seams are com-
puted as the optimal paths on a image being removed or added. Beyond the retargeting operator,
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Figure 2.3: Object removal: looking at the inset at the left image, the user marked the object to
remove as ’green’ and the object to protect as ’red’. On the right image, consecutive vertical seam
were removed until no ’green’ pixels were left. - Image from [6]
it can also be used on other image manipulations, between them, aspect ratio change, content
amplification and object removal.
Still, as the authors point, this method has some limitations. Firstly, if the image does not contain
less important areas then this strategy will not succeed. Other type of limitation is the layout of
the image content: although certain images are not being condensed, the content is laid out in a
way that prevents seams from bypassing important parts.
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As introduced in the first chapter, image resizing consists in uniformly change the aspect ratio of
an image to a target size, being the standard tool in many image processing applications. Since
these uniform image resizing methods only consider the constraint of display space, but ignore the
image content, other alternatives were needed.
Content-aware image retargeting achieves to change the image into arbitrary aspect ratios while
preserving visually prominent features, such as image structure. These important features can be
detected by top-down methods, which use tools like face detectors [9] to catch important regions
in the image, and by bottom-up methods, which relies on visual saliency methods [10] to construct
a saliency map of the image. Therefore, in this state-of-the-art image retargeting methods will be
studied, subdivided in two sections - cost function and path function. A cost function (or energy
function) consists in a map of values quantifying the relative visual importance of each pixel in
the image, whereas a path function roughly consists in a algorithm that can change the aspect ratio
of an image while preserving the important features through the use of the energy function.
Following the cost function parameter, measures to assign importance values to pixels are the L1-
norm [6, 11] or L2-norm [12] of the grayscale intensity gradient, face or other object detectors,
saliency maps, or a combination of these [13, 12]. Sequently the cost function and path function
methods, abborded in the state-of-the-art, are presented in two tables below.
A good visual retargeting should satisfy two properties:
1. It should contain as much as possible visual information from the input data;
2. It should introduce as few as possible new visual artifacts that were not in the input data
(i.e., preserve visual coherence)
To verify these retargeting methods, a final section of computational measures is also presented.
Many of the well-established image distance metrics such as signal-to-noise ratio and structure
similarity, have been mostly developed to compare a “ground truth” image, with a modified version
11
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Cost function Original image Result
Gradient
Indicates the presence of structures
in images.
Boundary model
First a boundary model is learned
by a logistic regression according
to a set of training images.
Then the learned boundary model is
employed to extract boundaries of
interesting areas.
After that, a weight map is calculated
according to the obtained boundary.
Saliency map
Methods that assign the perceptual
quality that makes an object, person,
or pixel stand out relatively to its
neighbors and thus capture human
attention, protecting salient regions
from distortion.
Importance map
The combination of the intensity
gradient with saliency maps, where,
a region is considered important only
if it is both structural and attractive.
Table 3.1: Cost functions abborded in the state-of-the-art.
Patch transform
First, the image is brocken into patches.
Then, the patches are rearranged using global optimization,
according to constraints, creating a modified image.
Image warping
Initially, a grid is put onto the original image.
As an example, to reduce the image width, its columns are non-homogeneously
squeezed by optimizing a one directional warping funcion.
(this can be seen in the state-of-the-art Figure 3.10)
Seam merging
This method, merges a two-pixel-width seam into one pixel-width seam,
which minimizes structural distortion to reduce image size.
Other seam carving
enhancements
In this section, some methods that are based in seam carving are proposed.
Table 3.2: Path functions abborded in the state-of-the-art.
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in terms of content, working on images of the same size or aspect ratio only. In the state-of-the-
art some measures, which search for high-level semantic correlation as well as other similarity
measures, which examine lower level features are presented.
3.1 Cost functions
3.1.1 Gradient
Using gradient to process images, indicates the presence of structures. As was discussed in sec-
tion 2.1, Avidan and Shamir [6] use the L1-norm of the grayscale intensity gradient to compute
their energy map. It allows the successively removing of minimal energy seams using a dynamic
programming algorithm. Later, in the video retargeting case Rubinstein et al. [11] introduced an
inter-frame L2-norm gradient term as an extension of the spatial energy computation of Avidan
and Shamir [6]. Along the work they compared several ways of computing energy maps, among
them, both the L1 and L2-norm of the gradient, Itti’s saliency maps [10] and Harris-corners mea-
sure [14], concluding that the sum of gradient magnitudes along the x and y axes (Eq. 2.1) and the
same normalized by the maximum of the histogram of oriented gradients [15] enable good results
in general.
Like in [6], the energy function of Oliveira et al. [8] is derived from the gradient information.
Their model is based on the Sobel operator. This gradient operator is also applied on the x and
y directions; from the computed values, Ex and Ey, the magnitude of the gradient is estimated as
E =
√
E2x +E2y , as it is shown on Figure 3.1.
Figure 3.1: Gradient based on the Sobel operator. - Image from [8]
The method developed by Battiato et al. [16] exploits the gradient vector flow (GVF) of the image
to establish the paths to be considered during the resizing. The relevance of each GVF path is
straightforward derived from an energy map related to the magnitude of the GVF associated to the
image to be resized. To make it more relevant, the visual content of the images generated GVF
paths based on their visual saliency properties. In this way, visually important image regions are
better preserved in the final resized image.
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3.1.2 Boundary model
At first glance, the human visual system can quickly focus on interesting contents of an image,
which are generally called region of interest (ROI1). The ROI and the background of an image
constitute the image structure.
Wang et al. [17] proposed a method based on machine learning, by incorporating high-level infor-
mation of the ROI. It consists in employing the boundary information of the ROI as a guidance.
The boundary model is learned on a set of training images, by the logistic regression2. Then the
learned boundary model is employed to extract boundaries of interest areas in order to, finally,
calculate the weight map according to the obtained boundary. Going more into detail, to extract
the boundary, the brightness, color and texture features were studied. In order to get the best
color space, the HSV , RGB and Lab spaces were evaluated. Their results are shown in Figure
3.2, which demonstrates the performance of employing each color space individually for the seam
carving task. As a result, they decided to use the Lab space, since it is quite similar to human
perception, converting each image into Lab space to compute brightness and two color gradients.
Finally, to extract texture, each image is converted into grayscale. Then the image is filtered by
an oriented linear space filter bank, based on the Gaussian derivatite and its Hilbert transform, to
obtain a response vector for each pixel of the image.
Figure 3.2: A quantitative comparison of HSV , RGB, and Lab color spaces. The Lab achieves the
lowest error rate in image resizing compared with the others. - Image from [17]
3.1.3 Saliency map
Visual saliency is the perceptual quality that makes an object, person, or pixel stand out relative to
its neighbors and thus capture human attention.
1Region of interest (ROI) - it is a portion of an image that needs to be filtered or where some operation needs
performed. It defines the borders of an object under consideration.
2Logistic regression - is a type of probabilistic statistical classification model.
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To compute saliency, Itti et al. [10], apply various filters to extract color, intensity and orien-
tation properties, and then look for regions that have different properties than their surrounding,
performing it on multiple scales.
Achanta et al. [18] introduced a method for salient region detection that outputs full resolution
saliency maps with well-defined boundaries of salient objects. These boundaries are preserved
by retaining a lot of frequency content from the original image. Their algorithm finds low-level,
pre-attentive, bottom-up saliency inspired by the biological concept of center-surround contrast.
Achanta et al. frequency-tuned approach uses color and luminance features to estimate center-
surround contrast, which offer three advantages over other previous methods: uniformly high-
lighted salient regions with well-defined boundaries, full resolution and computational effiency.
The same authors as above, and some more, [19] also presented a method of generating a saliency
map that assigns visual importance to each pixel in terms of its global color and intensity contrast.
Their saliency map is obtained by evaluating the Euclidean distance of the average Lab vector
value of an input image with each pixel of a Gaussian blurred version (using a 3× 3 or 5× 5
binomial kernel) of the same input image:
ELab(x,y) =‖ Iµ − In×n(x,y) ‖ (3.1)
where ELab(x,y) is the pixel importance value at position (x,y), Iµ is the average of all Lab pixel
vectors of the image, In×n is the corresponding image pixel vector value in the Gaussian blurred
version of the original image, and ‖‖ is the L2 norm (i.e. Euclidean distance in Lab color space).
They use the Lab color space since Euclidean distances in this color space are approximately
perceptually uniform. This saliency maps have uniformly highlighted salient regions with well-
defined boundaries.
Fang et al. [20] also proposed a saliency detection model in the compressed domain extracts the
intensity, color, and texture features from the Discrete Cosine Transform (DCT) coefficients in
the JPEG bit-stream to calculate the block differences for saliency detection. The saliency map
obtained in the compressed domain is used to determine the visual importance of each DCT block
in the proposed image retargeting algorithm.
Goferman et al. [21] context-aware saliency method aims to detect the image regions that repre-
sent the scene (see Figure 3.3). This differs from previous definitions whose goal was to either
identify fixation points or detect the dominant object. This context-aware saliency follows four
basic principles of human visual attention, supported by psychological evidence:
1. Local low-level considerations, including factors such as contrast and color.
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2. Global considerations which supress frequently occurring features that derivate from the
norm.
3. Visual organization rules which state that visual forms may possess one or several centers
of gravity about which the form is organized.
4. High-level factors such as priors on the salient object location and object detection.
In their study, the majority of work until then focused only on some of those principles, not pro-
viding the desired results. The biologically motivated algorithms for saliency estimation are based
on the first principle. For illustration purposes, Figure 3.4(b), using Walther et al. [22] algorithm,
shows that mostly of the intersections of the fence were detected. The second principle is prioritize
by the [23, 24] approaches. Figure 3.4(c) demonstrates the application of Hou et al. [24] approach,
showing that mostly of the drops on the leaf were detected. Liu et al. [25], proposed an algorithm
to extract rectangular bounding boxes of a single of a single object of interest. This was achieved
by combining local saliency with global image segmentation, thus can be viewed as incorporating
the first and second principles. This Liu et al. method, is presented in Figure 3.4(d), where both
the saliency of the fence and of the leaf is detected, with higher importance assigned to the leaf.
As illustrated in Figure 3.4(e), Goferman et al. algorithm detects as saliency the leaf, water-drops,
and just enough of the fence to convey the context.
Figure 3.3: Goferman et al. context-aware saliency results (bottom) comply with the descriptions
that people provided (samples in the second row) for the input images (top). Humans tend to
describe the scene rather than the dominant object. Extracting the single most dominant object,
as shown on the third row, might miss the essence of the scene. Conversely, they mantain all the
essential regions of the image. - Image from [21]
Sun et al. [26] proposed a scale-dependent saliency to encode information of thumbnail scales.
Inspired by the study in visual acuity [27, 28], they calculate such saliency based on the per-
ceiving by the human vision system, when the original image is observed. Specifically, the per-
ceived image is estimated by using a scale-dependent contrast sensitivity function to filter out high
frequency structures that are difficult to perceive at the smaller thumbnail scales. The resultant
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Figure 3.4: Comparing different approaches to saliency - Image from [21]
scale-dependent saliency is further enhanced by preserving object-level completeness, which is
measured by the proposed ob jectness [29]. In particular, the saliency values are tuned down in
regions of weak objectness, e.g., backgrounds.
Ran et al. [30] used the Goferman et al. [21] context-aware method to generate the saliency
map for their approach. Sequentially, they separately build a Gaussian pyramid of the original
image and its saliency map. Figure 3.5 shows the layers in the pyramid, where the ith layer in the
pyramid is represented as Ii and Si, and a common 5×5 convolution kernel is used. Based on this
framework, Ran et al. proposed a new strategy called layer-wise seam carving, computationally
more efficient.
Figure 3.5: An example of 3-layer pyramid of an original image (I0) and its saliency map (S0). -
Image from [30]
3.1.4 Importance map
In this subsection various methodologies will be presented, all based on the combination of the
intensity gradient with the saliency maps. Although the principle is the same, the authors present
their methodologies with different names such as significance map, importance map, energy map,
etc.
Gradient indicates the preference of structures, particularly, its magnitude can be misled by trivial
and repeated structures, while saliency map determines the attractiveness of a region consider-
ing regions that are attractive but homogeneous as salient. With the combination of these two
measurements, a region is considered important only if it is both structural and attractive.
Wolf et al. [12] use a saliency map that combines the result of a face detector and a motion detector
with the L2-norm of the intensity gradient. By multiplying the L2-norm of the intensity gradient of
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the image with Itti’s saliency maps [10], Wang et al. [13] importance map is generated. In Wang
et al. [13] method, the amount of deformation of the image content is guided by a significance
map that characterizes the visual attractiveness of each pixel; this significance map is computed
automatically multiplying the L2-norm of the intensity gradient of the image with Itti’s saliency
maps [10]. The Itti’s maps do not highlight salient regions uniformly and are highly downsized
as compared to the input image [31]. Thus, the resulting significance map has lower values for
gradients that are not in the neighborhood of a saliency blob of Itti’s map. In Figure 3.6 the
significance map is defined as the product of the gradient magnitude and the saliency measure.
Compared with the gradient map, the significance map is less sensitive to the disturbance of trees
and leaves, focusing on the old man and the little girl. They compare the results of narrowing the
original image using the gradient map and our significance map. The shapes of the old man and
little girl are preserved better with our significance map.
Figure 3.6: Representation of the significance map and comparition between gradient map and
significance map - Image from [13]
He et al. [32] proposed a similar method to above. An improvement method of seam carving,
where they combine two type of energies: the gradient intensity energy map [6], and the saliency
energy map [19]. In [6], the L1-norm of the intensity gradient was used as the energy map (Eq.
2.1). Once there are several limitations in the gradient based pixel energy refered in [11], such
as neglection of color information and noise sensitiveness, to handle such problems, Achanta et
al. [19] used saliency maps for energy computation in the Lab Color space. Saliency maps can
represent image features saliently, so they can be successfully utilized as the energy function in
the seam carving framework. Some problems occur when the image content is complex and there
are more than one salient objects, as shown in Figure 3.7. As can be seen from Figure 3.7(d),
the obtained resized image is better than either those of gradient only or saliency map only based
resized images. This combination of energies is represented according to the following equation:
E(x,y) = Eg(x,y)×ELab(x,y) (3.2)
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where Eg is the energy map, used by [6] (Eq. 3.7), and the ELab is the saliency energy map used
by [19] (Eq. 3.1). The combined energy is big, only if both the gradient energy and the saliency
map are big. This strategy can adopt the advantage of both energy types and so can obtain better
results.
Figure 3.7: (a) Original Image. (b) The flower is preserved perfectly but the fruit is cut off un-
expectedly. (c) The fruit is preserved very well but the flower is distorted a bit. - Image from
[32]
Lin et al. [33] introduced the anti-shearing energy, to suppress zig-zag artifacts from the resized
image, which includes two steps:
1. The energy map is formalized by using Gabor filtering and the saliency map.
2. The energy computation is optimized in Gabor feature to obtain the resizing results without
the connectivity restriction.
A Gabor filter is a linear filter in image processing. Frequency and orientation representations of
Gabor filters are similar to those of the human visual system. In the spatial domain, a 2D Gabor
filter is a Gaussian kernel function modulated by a sinusoidal plane wave. In Figure 3.8, there is
an illustration of the result energy map of the first point above.
Figure 3.8: Energy comparison map. (a) Original image. (b) Gradient map. (c) Saliency map. (d)
Total energy map. - Image from [33]
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3.2 Path Functions
3.2.1 Patch transform
To change the size of an image, Cho et al. [34] choose a patch arrangements that fit well together.
In this method, an image is broken into non-overlaping patches, and modifications or constraints
are applied in the patch domain. Then, a modified image is then reconstructed from the patches
according to the constraints. Unfortunately, this method cannot preserve the completeness of the
image.
Pritch et al. [35] present a representation of operations such as image retargeting, inpainting, or
object rearrangement as an optimal graph labeling, where shift-map (a relative shift of every pixel
in the output image from its source in an input image) represents the selected label for each output
pixel. When computing the optimal shift-map, two terms are used:
1. A data term which indicates constraints such as the change in image size, object rearrange-
ment, a possible saliency map, etc.
2. A smoothness term, minimizing the new discontinuities in the output image caused by dis-
continuities in the shift-map.
After this, the graph labeling problem is solved by graph cuts. To resume, shift-map avoids scaling
and mostly remove or shift image regions. Their experiments, show that multi resolution optimiza-
tion makes the shift-map computation very efficient. Figure 3.9 compares the several results from
some methods with the shift-map from Pritch et al.
Figure 3.9: Comparison of a few retargeting methods, reducing width by half. (a) Original image.
(b) Pritch et al. shift-map editing. (c) Video-retargeting [12]. (d) Optimized scale-and-stretch
[13]. (e) Improved Seam Carving [11]. - Image from [35]
3.2.2 Image warping
Non-homogeneoustly image warping [36, 5, 12, 37] and random walk [38] methods offer con-
tinuous solutions to image resizing. Liu et al. [36] use a non-linear image warping function to
emphasize the important aspects of the image while retaining the surrounding context. However,
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this method may badly distort image features outside of these important regions. Gal et al. [5]
method warps an image such that it locally constraints the deformations to be similarity trans-
formations. At least, Wolf et al. [12] merge the less important pixels in the reduction direction.
Unfortunatly, these methods and random walk solutions [38] only propagate distortion along the
resizing direction, like other seam carving methods do.
To summarize, warping methods place a grid mesh onto the image and then compute a new geom-
etry for this mesh, so that the boundaries fit the new desired image dimensions, and the quad faces
covering important image regions remain intact at the expense of larger distortion to the other
quads.
Wang et al. [13] present a warping method that, instead of enforcing the size of the salient im-
age regions to remain unchanged, determines an optimal scaling factor for each local region. The
scaling factors are iteratively optimized, and the amount of deformation to each region is guided
by a significance map (described in the sub-section 3.1.4) that characterizes the visual attractive-
ness of each pixel. This allows regions with high importance to scale uniformly and regions with
homogeneous content to be distorted. They warp the grid mesh that represents the image such that
it fits the new image dimensions, and each quad’s deformation matches the local scaling factor.
So, the key aspect of Wang et al. method is that the distortion due to image resizing is optimally
distributed over the image, irrespective of the direction of the resizing operation (horizontal, ver-
tical or both). This gives their technique the full freedom to use homogeneous image regions to
hide the distortion. Moreover, their method enjoys the advantage of respecting structures within
the image (such as straight lines or arches) thanks to the continuity of the warping function. To
illustrate these methods Figure 3.10 compares Wang et al. method [13] with Gal et al. method [5].
Also, Figure 3.11 illustrates the iterative resizing process.
Figure 3.10: Comparing two methods. The lower row shows the reduction and expansion results
(guided by a significance map in all cases), and the upper row displays the respective deformed
meshes. The improved method grid line bending energy ensures that the grid lines are smoothly
bent to reduce distortion, while Gal et al. [5] produces C0 - continuous grid lines, distorting
structural objects. From left to right: (First column) Original image. (Second column) Gal et al.
[5]. (Third column) [13] method. (Fourth column) Gal et al. [5]. (Fifth column) [13] method. -
Image from [13]
Zhang et al. [39] presented a method that attempts to retain the shapes of local and global regions.
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Figure 3.11: The original image is resized starting from an initial guess obtained by homogeneous
resizing, and then iteratively refined by the method optimization algorithm such that the distortion
concentrates in the homogeneous areas. - Image from [13]
Following Wang et al. [13], Zhang et al. used a grid mesh and optimally diffuse distortion into less
important regions in all directions. But unlike Wang et al., Zhang et al. method allows quads to
undergo a similarity transformation, and preserves important edge features. As a result, distortion
is better diffused, and large prominent objects are better preserved by edge similarity constraints.
3.2.3 Seam merging
Methods like the original seam carving and many improved methods [11, 21, 40] use pixel im-
portance as the energy, however, these may distort the object shapes because they ignore structure
preservation. To solve this problem, seam merging [41] is proposed.
Seam merging merges a two-pixel-width seam into one pixel-width seam, that minimizes structural
distortion to reduce image size. The seam merging method provides satisfactory results in many
images. This method, however, has the following problems to solve:
1. It cannot enlarge images, because it only defines the way to reduce image size.
2. It fails to preserve important contents, because it does not use pixel importance.
3. It does not preserve main structure, like object outlines for preserving many small structures
like texture components.
Mishiba et al. [42] propose the improved seam merging method to address these problems. This
improved method, merges a two-pixel-width seam element into one new pixel, in image reduction,
and inserts a new pixel between the two pixels in image enlargement. To preserve important con-
tents and structure, their method uses importance and structure energies. Using the cartoon image
(see Figure 3.12(c)) of an original image for calculation of structure energy, the main structure is
preserved. In addition, they introduce new energy to suppress distortion generated by excessive
3.2 Path Functions 23
reduction or enlargement in the iterative merging or inserting. Their experimental results demon-
strate that this method can produce satisfactory results in both image reduction and enlargement
as can be seen in Figures 3.13 and 3.14.
Figure 3.12: Resized results using different images for pixel context. (a) Original image. (b)
Resized image using pixel context on the original image. (c) Cartoon image of (a). (d) Resized
image using pixel context on the cartoon image. - Image from [42]
Figure 3.13: Comparison of [42] method with other methods in image reduction. (a) Original
image. (b) Rubinstein et al. [11] (c) Cho et al. [40] (d) Seam merging. (e) [42] method. - Image
from [42]
3.2.4 Other seam carving methods
Dong et al. [43] algorithm begins with the seam carving operation on the original image. After
each seam is removed, they directly scale the current image to the target size and then compute
the distance to the original image (subsection 3.3.5). The final result will be the resized image
with the minimum distance. By combining seam carving with scaling it is allowed to protect the
global effect and some local structures of the original image. Also, for image enlarging, Dong
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Figure 3.14: Results of image enlargement with Rubinstein’s method and [42] method. (a) Origi-
nal image. (b) Rubinstein et al.[11] (c) [42] method - Image from [42]
et al. proposed an algorithm, that automatically finds the feasible seams to insert into the output
image.
Oliveira et al. [8], developed an algorithm that repeatedly carves out multiple lines simultaneously.
Analogous to seam carving [6], Oliveira et al. extended and explored seam carving approach in
two main directions. Initially, the use of stable paths instead of the shortest path improving the
computational performance of the method by selecting multiple seams simultaneously. Using
a simple hypothetical example of an 9× 10 image, represented in Figure 3.15, their method is
demonstrated. The black pixels, on the graph, represent pixels with low cost (energy), most likely
resulting from points with low gradient. This option also improves the overall quality of the image
by spreading more evenly the removed seams on it. Secondly, the design of the weights on the
graph resulting from the image is generalized to depend nonlinearly on the gradient value. The
authors also distinguish , in terms of cost, a pair of pixels 4-neighbourhood-connected from pixels
only 8-neighbourhood-connected. This weight design improvement enhances further the final
performence.
Figure 3.15: Stable paths on a toy example. - Image from [8]
Shen et al. [44] developed a depth-aware single image seam carving approach by taking advantage
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of the modern depth cameras such as the Kinect sensor, which captures the RGB color image
and its corresponding depth map simultaneously. By considering both the depth information and
the just noticeable difference (JND) model, they’ve develop an efficient JND-based significance
computation approach using the multiscale graph cut based energy optimization. Their method
achieves the better seam carving performance by cutting less seams from the near objects while
removing more seams from distant objects. As the authors said, this was the first work to use the
true depth map captured by Kinect depth camera for single image seam carving.
After constructing the Gaussian pyramid of an image (presented on the final section 3.1), Ran et
al. [30], distribute the seams to be removed over the pyramid layers. Removing one seam in the
second layer means two seams in the first, and so on. At the end, they map seams in different
layers back to the original image to get the retargeted image. This method, reduces the number of
seams to be removed and computational time for finding each seam simultaneously.
3.3 Computational Measures
3.3.1 Bidirectional Similarity (BDS)
Simakov et al. [45] proposed a bi-directional similarity measure that can be used to compare two
images. For every patch in one image. The target image (T ) is a good visual retargeting of the
source image (S) if both:
1. Completeness - T represents all the visual data in S.
2. Coherence - T does not introduce new artifacts that were not observed in S.
These requirements are formulated and captured by the patch-based bi-directional similarity mea-
sure (see Figure 3.16): for every patch in one image a well-matching patch is sought in the other
image and vice versa. The distance between the images is then defined as the mean distance in
color space between corresponding patches:
BDS(S,T ) =
α
NS
∑
P⊂T
min
Q⊂T
D(P,Q)+
1−α
NT
∑
Q⊂T
min
P⊂S
D(Q,P) (3.3)
where NS, NT are the numbers of patches in S and T respectively, and D is the patch distance
function. The α parameter controls the balance between completeness (S→ T ) and coherence
(T → S) of the result. In order to capture both local and global similarity, BDS is computed on
multiple image scales within a Gaussian Pyramid. For each pyramid level, the objective function
in Eq. 3.3 is optimized using nearest neighbor search. To conclude, this approach can be applied
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to a variety of problems: image retargeting, image synthesis, image collage, photo reshuffling3,
object removal and auto-cropping.
Figure 3.16: The bidirectional similarity (Completeness + Coherence) - Two signals are consid-
ered visually similar if all patches of one signal are contained in the other signal, and vice versa.
The patches are taken at multiple scales: spatial scales in the case of images (a), space-time scales
in the case of video sequences (b). - Image from [45]
As the method, just presented, is far too slow for interactive use on all but the smallest images,
Barnes et al. [46] formulated an algorithm that accelerates the nearest neighbor search by at least
an order of magnitude, making it possible to apply them in a interactive structural image editing
framework, proving its effectiveness with BDS for retargeting. The metric is defined similarly,
only that the patch correspondence is computed using a randomized algorithm based on a iterative
process of random guess and refinement, more efficient to compute.
3.3.2 Bidirectional Warping (BDW)
Similarly to the BDS method, Rubinstein et al. [47] also formulate a similarity measure between
images, with a similar objective function that differs in the mapping M : (i, j)→ (i′, j′) between the
images, constraining it to be monotonic. That is, for every two patches, which can better capture
spatial information, P1, P2 ∈ S,
i(P1)< i(P2)→ i′(P1)≤ i′(P2)
j(P1)< j(P2)→ j′(P1)≤ j′(P2)
(3.4)
where i(·), i′(·) and j(·), j′(·) are used to indicate the corresponding patch position under the
mapping M. The definition is similar for the direction T → S. The resulting mapping will thus
maintain the order of patches in the image, which is essential for properly estimating the quality
of a retargeted result. Finally, the optimal order-preserving mapping is found by measuring the
3Image reshuffling - grab portions of the image and move them around
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similarity between every row (or column) and then takes the maximum alignment error as the
distance BDW (S,T ) to be the mean or maximal distance between corresponding patches in color
space.
3.3.3 SIFT Flow
Liu et al. [48] proposed a method to align a query image to its neighbors in a large image collection
consisting of a variety of scenes. The method attractiveness is based on two reasons:
1. It used SIFT descriptors which capture well invariant local structure information in the im-
age.
2. The flow field is regularized to encourage both sharp discontinuities and small displace-
ments, which should be resilient to reasonable image operations performed by retargeting
operators.
This algorithm searches for a (dense) displacement field w(p) = (u(p),v(p)), at a pixel pixel
p= (x,y) location, between T and S minimizing an energy:
E(w) =∑
p
‖ sS(p)− sT (p+w) ‖1 + 1σ2∑p
(u2(p)+ v2(p))+
∑
p,q∈ε
min(α | u(p)−u(q) |,d)+min(α | v(p)− v(q) |,d)
(3.5)
where sS, sT are the SIFT descriptors over each image, ε is the spatial 4-neighborhood of a pixel
and σ , α and d are parameters of the algorithm. Then the distance between the images is defined
to be the resulting energy value: SIFT f low(S,T ) = E(w).
3.3.4 Earth Mover’s Distance (EMD)
The Earth Mover’s Distance is a measure of dissimilarity between two distributions, defined as
the minimal cost that must be paid to transform one distribution into the other, where there is a
ground distance between the basic features that are aggregated into the distribution. Recently, Pele
and Werman [49] proposed EMDs with thresholded ground distances (see Figure 3.17), meaning
distances that saturate to a constant value. Such distances have some desirable properties:
1. Saturated distances correspond to the way humans perceive distances.
2. Are robust to outlier noise and quantization effects.
3. Are metrics.
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Finally, Pele et al. presented an algorithm that computes EMD with a thresholded ground distance
faster by an order of magnitude than the original algorithm. Rubinstein et al. [50] used Pele and
Werman ÊMD definition for non-normalized histograms. For two histograms P, Q:
ÊMD(P,Q) = (min
fi j
∑
i, j
fi jdi j)+ |∑
i
Pi−∑
j
Q j | αmax
i, j
di, j,
s.t. fi j ≤ 0,∑
j
fi j ≤ Pi,∑
i
fi j ≤ Q j,∑
i, j
fi j = min(∑
i
Pi,∑
j
Q j)
(3.6)
where fi j denotes the flow from the ith supply to the jth demand. For the images S and T of size
NS and NT pixels respectively, the histograms of length (NS+NT ) as
PS = [
NS︷ ︸︸ ︷
1,1, ...,1,
NT︷ ︸︸ ︷
0,0, ...,0]
QT = [0,0, ...,0,1,1, ...,1]
(3.7)
and use their definition of thresholded ground distance with the CIEDE2000 color distance ∆00
in Lab colorspace. Each pixel i in the histograms has its spacial position and color attributes
(xi,yi,Li,ai,bi), and the ground distance between two pixels i and j is defined as:
di j = min(‖ (xi,yi)− (x j,y j) ‖2 +∆00((Li,ai,bi),(L j,a j,b j)),T ) (3.8)
where the threshold T , and α (Eq. 3.6) are parameters of the algorithm. Since the size of the
histograms can be huge, Rubinstein et al. worked on a scaled-down version of the images.
3.3.5 Image Distance Function
For quantifying the quality of a resizing result, Dong et al. [43] defined a distance measure. This
measure is useful for two purposes:
1. As an objective function within an optimization process to generate a well-resized image.
2. To quantitatively compare and evaluate resized images generated by different methods.
The image distance measure is design to evaluate the resized images using different seam carving
numbers, such that the image with the minimum distance to the original is the final result. This
distance function is a combination of patch-based bidirectional image Euclidean distance (IMED)
[51] (see Figure 3.18), image dominant color (DCD) [52] (see Figure 3.19) similarity and seam
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Figure 3.17: An example of the transformation on a flow network of an EMD or ÊMD with a
ground distance of: d(a,b) = min(2, | a−b |) (a) is the original flow network with N2+N edges.
Note that N(N−3) of these edges have cost 2. The bottom cyan vertex on the left is the sink that
handles the difference between the total mass of the two histograms (ingoing edges cost is 0 for
EMD and αmaxi j di j for ÊMD). (b) is the transformed flow network. The striped yellow square
is the new transhipment vertex. Ingoing edge cost is the threshold (e.g. 2) and outgoing edge cost
is 0. - Image from [49]
energy variation. Given an original image I, the goal is to calculate a new image T with user-
specified size, minimizing the following distance function:
d(I,T ) =
dIE(I,T )
sDCD(I,T )(˙1.0+ sE(I,T )α˙)
(3.9)
where dIE represents a patch-based bidirectional distance between I and T (IMED), sDCDε[0,1]
is the similarity of the two dominant color descriptors (DCD), sEε[0,1] is a special seam-energy
based factor which is used to revise the distance of the resized image and αε[0,1] is a user-
specified coefficient. In the following, to complete this explanation dIE , sDCD and sE are presented:
dIE =
dIE−complete(I,T )︷ ︸︸ ︷
1
N1
∑
P⊂I
min
Q⊂T
D(P,Q)+
dIE−cohere(I,T )︷ ︸︸ ︷
1
NT
∑
Q⊂T
∑
Q⊂T
min
P⊂I
D(Q,P) (3.10)
where, for every patch Q⊂ T the algorithm searches for the most similar patch P⊂ I, and measures
their distance D(,), and vice-versa. For DCD, a structure F is defined, specifying a small number
of dominant color values and their statistical properties: distribution and variance:
F = {pi,ci,vi,s} , i= 1,2, ...,NDCD (3.11)
where NDCD is the number of dominant colors, s is the spatial coherence value that represents the
overall spatial homogeneity of the dominant colors, pi is the percentage of pixels in the image
corresponding to the ith dominant color, vi is a vector representing the ith dominant color, and the
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ci is the variation of the dominant color values of the pixels around vi. Then the similarity of two
DCDs is calculated:
sDCD =
1
N
√
N
∑
i=1
[(p1i− p2i)2+(c1i− c2i)2+ ‖ v1i−v2i ‖2] (3.12)
where N = max(N1,N2) if N1 is not equal to N2. Note that if SDCD = 0, we set the image distance
d to be a pre-defined maximum value. The value of c and v is both normalized to [0, 1] so that the
similarity value will also be in [0,1] domain. At least, as IMED can affect images with particular
strong structured parts, and additional sE term is used to revise the distance:
sE =
∑ni=1E(i)−∑ti=1E(i)
∑ni=1E(i)
(3.13)
where E(i) is the energy of the ith seam.
Figure 3.18: IMED uses discrete pathes. (a) Original image. (b) Sprinkling patches. (c) Seam
Carving. (d) Scaling. (e) [33]. - Image from [33]
Figure 3.19: The effect of DCD. (a) Original image. (b) Seam Carving. (c) Scaling. (d) Without
DCD. (e) [33] with DCD. - Image from [33]
3.3.6 Edge Histogram (EH)
Manjunath et al. [53] proposed an Edge Histogram Descriptor (EHD) that captures the spatial
distribution of edges in the image. In order to represent localized edge distributions, a given
image is subdivided into 4x4 sub-images, which are examined by 5 different edge orientations:
vertical, horizontal, two diagonals and isotropic (non-directional). As a result, for each sub-image,
a normalized 5-bin histogram is obtained by classifying apparent edges to these five categories.
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Then, the descriptor is defined as the combination of these histograms, resulting in 4×4×5 = 80
length description. Also, the image intensity component (Y component in YUV colorspace) is
used for edge extraction. Commonly, L1-norm is used to measure distance between two EHDs.
We therefore define EH(S,T ) =‖ EHD(S) - EHD(T ) ‖1 .
3.3.7 Color Layout Descriptor (CL)
Kasutani and Yamada [54] presented a Color Layout Descriptor that represents the spatial distri-
bution of color in the image, and is similar to JPEG compression. As it happens with JPEG, the
image is partitioned into 64-non-overlapping blocks in an 8× 8 grid using the average color in
YUV colorspace as the representative color for each block. Every component of these derived
color is then transformed by an 8× 8 DCT, and the first few low-frequency coefficients of each
channel are zigzag-scanned and quantized to form the descriptor. To conclude, the color layout
distance between CLD(S) = (Y,U,V ), CLD(T ) = (Y ′,U ′,V ′) is defined as a weighted distance
between their corresponding coefficients:
CL=
√
∑
i∈Y
αi(Yi−Y ′i )2+
√
∑
i∈U
βi(Ui−U ′i )2+
√
∑
i∈V
γi(Vi−V ′i )2 (3.14)
where Yi,Ui,Vi denote ith coefficient of each channel, and α , β and γ are weights, decreased along
the coefficient scan order.
3.4 Conclusion
Along this image manipulation research some global conclusions were reached.
When pixel energy is computed from the intensity gradient L1-norm or L2-norm it suffers from
certain drawbacks:
1. Energy is assigned to visually important image content only at the edges and not at the
whole regions.
2. Color information is ignored.
3. Gradient based maps can be noise sensitive.
To oppose traditional attempts that only use low-level clues, limiting the ability to guide the de-
termination of important objects, saliency based clues arised. These clues exhibit a certain kind
of high-level semantic meaning and indicate human attention, protecting the salient regions from
distortion.
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Unfortunately, the lack of structure from the saliency maps, still makes some distortion in resized
images. Despite gradient issues it indicates the preference of structures. The combination of
the gradient and saliency measures creates the importance map, where, a region is considered
important only if it is as both structural and attractive, leading to better results.
Although seam carving methods produce compelling results on many images, these abbordations
nature often lead to artifacts in objects with a well-defined structure (see Figure 3.13). This issue
is specially noticeable when too few unimportant seams can be found to reach the target size.
Continuous solutions to image resizing like non-uniform warping and random walk methods dis-
tribute distortion in all spatial directions. Some objects may be excessively distorted, damaging
the global spatial structure of the original image, just like seam carving approaches do.
Lastly, seam merging solved the well-defined objects structure problem, also providing distortion
suppression that comes with excessive reduction or enlargement.
Aditionally, to avaliate images, computational measures are used to imitate human perception in
terms of visual content similarity between a original image and its resized image. Computational
straightforward lower level features methods, like Edge Histogram and Color Layout Descriptor,
gather several well defined descriptors for visual content similarity, which are widely incorpo-
rated in Content-Based Image Retrieval systems. In the other abborded methods (Image Distance
function, Bidirectional Similarity, Bidirectional Warping, SIFT flow and Earth Mover’s Distance),
which search for high-level semantic correlation between images, Rubinstein et al. [50] showed
that SIFT flow and Earth Mover’s Distance measures generally agree better with users preferences
under their evaluation criteria. Rubinstein et al. also concluded that further research was needed
to find measures that could better represent human perception in a retargeting context.
Chapter 4
Content-aware Image Resizing
In the Background chapter the procedure and logic of the firstly proposed content-aware method
for image resizing is fully characterized. Also, in the Literature Review, a variety of other potential
later content-aware methods propositions were briefly described. Therefore, one of the main goals
of this research was the development of a method that reduces and increases image size (width and
height) according to the user request, such that at the human perception the image seems natural,
creating an alternative to other existing methods.
In this chapter, we begin with the formulation of the problem and the database to be used. Sequen-
tially, the proposed method is represented, followed by the obtained results and conclusions.
4.1 Problem formulation and Database
For a better undertanding of the methodology section 4.2 a simple problem formulation is pre-
sented below.
Given:
An image with size n×m.
Find:
1. A cost function that efficiently identify the important regions of the image.
2. A path function that efficiently preserves the image important contents without making it
appear distorted.
Such that:
The image can be resized, with high quality, to a n′×m′ size.
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Besides, the present research depends on a set of 22 training images (see some in Figure 4.1),
belonging to the Rubinstein et al. [50] database, which will be used to obtain results. This choice
was made bearing in mind the comparison of our method results with others, provided by these
authors database, using metric classifications.
(a) (b) (c)
(d) (e) (f)
Figure 4.1: Example of some database training images.
4.2 Methodology
Following the problem formulation sequence, initially the methodology will focus on finding the
best cost function and then in the path function. For these two functions there was a demand
for implementations with public access, which was successful for the cost function. There was
also an attempt to communicate with some authors, due to the lack of open source path functions
implementations, with no answer obtained. From that, it was decided to employ the Stable Paths
[8] with some changes.
4.2.1 User Interface
One of this work contributions was a user interface, shown in Figure 4.2, build with Matlab. For a
better explaining of its features, the sequentially steps that should be taken, to retarget an image,
are pointed on the figure. Initially the user must select an image, then pick the cost function to
be used and generate it, followed by the new image width and height selection, the path function
choice and finally the click on the resize button to generate the retarget image. Additionally, after
retargeting, the paths that are added or removed can be seen by selecting an iteration and then
clicking the ’Show paths’ button.
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Figure 4.2: User Interface made in Matlab for the dissertation
4.2.2 Cost Function
The presented cost functions implementations are categorized into three types:
• Gradient operators
• Saliency maps
• Importance maps
By the evaluation of some gradient operations, three gradient operators were chosen. They were
the Sobel, Prewitt and Roberts gradient operators. These operators compute the gradient magni-
tude and direction of an image intensity (grayscale image - 256 levels), wherein the only used, for
the cost function, is the magnitude. Figure 4.3 exemplifies the application of the gradients opera-
tors selected to this methodology. By a simple analysis it can be seen that Sobel and Prewitt have
a pretty similar appearance, wherein the Sobel enhances the structures a little more. As for the
Roberts, it does not boost as much structure as the other two, only enhancing the main structure.
Following the Literature Review there was a search for saliency maps implementation. Unfortu-
nately, due to the lack of open source implementations, the only founded were the Itti [10] and
the Graph Based Visual Saliency (GBVS) [55] saliency maps. In Figure 4.4, the Itti’s select a
bigger salient region than the GBVS. This happens because the GBVS considers images borders
less salient since it is an area where human perceiving focuses less.
Then, the importance maps were implemented combining the gradient magnitudes with the saliency
maps above. Sequently, Figure 4.5 represents two importance maps of the gradient that captures
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(a)
(b) (c) (d)
Figure 4.3: (a) Original Image. (b) Application of the Sobel operator on 4.3a. (c) Application of
the Prewitt operator on 4.3a. (d) Application of the Roberts operator on 4.3a.
(a) (b)
Figure 4.4: (a) Application of Itti’s saliency map on 4.3a. (b) Application of Graph Based Visual
Saliency map on 4.3a.
(a) (b)
Figure 4.5: Importance maps. (a) Combination of Sobel gradient 4.3b with the saliency map 4.4a.
(b) Combination of the Sobel gradient 4.3b with the saliency map 4.4b.
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more structure (Sobel) with both the saliency maps from Figure 4.4 respectively. As predicted
by both images analysis, the combination of Sobel and Itti slightly enhances a larger area than
the combination of Sobel and GBVS which priorities only the area that human perception focuses
more.
All of these cost functions were implemented in a framework, to ease testings, in order to qualifi-
cate the function that gets the better globally results for each reducing and enlargement case.
4.2.3 Path Function
As already mentioned, there was a search for path functions implementations. Unfortunately,
most of the exciting methods were impossible to find. However, there were two methods that were
discovered - Seam Carving [6] and Stable Paths [8]. In their proposal, Oliveira et al. [8] proved
their method fast computation, leading to the decision of focusing our work on it, by improving it
and adding the enlargement tool.
To make this methodology understandable, a basic illustration will be presented in Figures 4.6 and
4.7 along with a brief explanation.
Figure 4.6: Algorithm 1
The procedure begins at Figure 4.6 where an image is chosen, followed by the specification of
the new image size. According to the new size, the width and height of the image can change, by
adding or removing paths, continuing in Figure 4.7.
Then, in Figure 4.7, the cost function is calculated, pursued by the Stable Paths computation,
illustrated in Figure 4.8 with a brief description. Afterwards there is a check to see if there were any
Stable Paths founded: if affirmative, the paths are immediately eliminated/added; if not there is a
comparison between the paths, from left to right and from right to left, to verify if there are at least
80% matching paths, finally heading to their elimination/adding. The choice of 80% matching
38 Content-aware Image Resizing
Figure 4.7: Algorithm 2
paths is justified by distorted retarget images resulting from lesser percentages, not detected from
80% similar paths.
When removing a path, it is eliminated pixel by pixel, by searching each row and column position.
Logically in the place where the pixel was eliminated, the following takes its place (otherwise
would be a void space), however, with a changed value. Through the use a weighted average,
illustrated in Figure 4.9, this new placed pixel value corresponds to the sum of the eliminated one
with two of its neighbour pixels from the original image, divided by 3.
With some similarities to above, when adding a path, it is also added pixel by pixel. In this case,
a new pixel resultant from the weighted average illustrated in Figure 4.10 is added. The new
pixel value corresponds to the convolution of the pixel, on the position to add, and its six direct
neighbours of the original image with their weights, divided by the sum of these weights. In order
get a better enlargement, a binary mask is used to mark the paths already added such as their direct
neighbours, multipling it with the new cost function to avoid adding the same paths again.
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Figure 4.8: Representation of the Stable Paths search for vertical paths. From left to right: Initially
the rotated original image is travelled from the left margin to the right margin and vice-versa to
find the shortest paths, which results are represented in the sequential column. Then both the paths
sets are illustrated in the original image (by green and red). Finally the only paths that match are
be represented in the last image.
Figure 4.9: Weighted Average - reduction
Figure 4.10: Weighted Average - enlargement
40 Content-aware Image Resizing
4.2.4 Metrics Classification
Again, there was a search for computational measures implementations introduced in the Lit-
erature Review which were not available. As such, an alternative based on a matching feature
methodology was arranged: it would check for translation, scaling and rotation from an object in
the retarget image compared to its position on the original image.
(a) (b)
Figure 4.11: Object ROI selection (black border box) on the (a) original and (b) retarget images
The algorithm finds the corresponding interest points of an object region, specified by the user,
in the original and the retargeted images as exemplified in Figure 4.11. Using the Speeded Up
Robust Features (SURF)1 local feature detector [56], it finds blobs features detected in the 2D
grayscale input image. Then with the Sum of Absolute Differences (SAD) matching metric it gets
the rotation, scaling and translation values of the object features in the retargeted image relatively
to the original image. As the matching between images is made overlapping the centers of the
original and resulting images, the probability of always having some translation is almost certain.
4.3 Results
Equally to the results from the Rubinstein et al. [50] database, our method results will only vary the
image width using the same reduction/increasing factors. To exemplify this option, lets consider
that we want to fit an image in a screen, such that the screen and image heights are the same, we
merely want to modify the image width. This database provides several retarget methods outputs,
in which some are presented in the Literature Review. Throught what was given, we want to use
metrics to evaluate our and the others methods performance.
To accomplish what was mentioned, there was a need to choose a cost function. Because of ex-
cessive time consumption, it was decided not to use metrics, making a subjective election. Firstly,
1SURF - relies on integral images convolutions which seem to offer a good compromise between feature complexity
and robustness to commonly occurring photometric deformations.
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there was a filtering of the most acceptable cost functions on two different images. Then the pre-
vious selected cost functions were tested for a larger sample of images, choosing a cost function -
one for the reducing and another for the enlargement.
Finally, the metrics classification was applied to a sample of images, using the chosen cost func-
tion. As said in the Metrics Classification subsection 4.2.4, by selecting the same object in the
original and retarget images, the metric compares its features, returning its translation, rotation
and scaling. Hence, these outputs were organized and analyzed.
The originals, and retargets results from all the tests are available, for download, in the link:
• https://feupload.fe.up.pt/get/1u6nvhEV8bfOXAM
4.3.1 Cost Function Pre-selection
For the cost functions pre-selection, all the functions mentioned in the 4.2.2 subsection were tested
with our modified Stable Paths, on two different images. One of them with little amount of im-
portant content across the image and another with a lot of information all over it, respectively
represented in Figure A.1. As stated above, each reducing and enlargement factor has to agree
with the same, used by Rubinstein et al. [50].
Along this process it was noticed that for some of the cost functions, the methodology could not
continue to eliminate or add paths (the factor by which it could modify the image width is attached
to each image result between parenteses). This happens due to the the conjunction of the function
characteristics with the retargeting algorithm, which only accepts to eliminate/add the paths, from
the left to the right and vice-versa, that are at least 80% matching (this condition was needed
because it was noticed that for inferior similarity percentages the image would start to look largely
degraded).
The results from image width reduction are represented in Figures A.2, A.3 and A.4, where the
inteded reduction of the image was a 0.5 factor of the original image width, who could not be
attempt by every cost function. From such happening, and since it is desired to reach that factor
width reduction in the later metrics classification, all the functions that could not meet it will
be unable to move on to the next phase. Then with a simple subjective evaluation, consisting
in checking for obvious image discontinuities, the Itti saliency map, GBVS saliency map, the
Itti×Sobel importance map and finally the GBVS×Prewitt importance map would proceed to the
next testings.
The image width enlargement test is represented in Figures A.5, A.6 and A.7. Following the
analysis above, for an intended enlargement 1.25 factor of the original image width, all the cost
functions from which result could not reach the factor will not proceed. After these exclusions,
it was noticed that methods that would proceed were the Itti×Roberts importance map and the
Gbvs×Roberts importance map, both with a good outcome, although Figure A.7l denotes that the
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person at the bottom right was also a little enlarged. Even though, both methods will pass to the
next stage.
4.3.2 Cost Function Selection
In this stage, the final cost function selection, for reduction and enlargement, will take place. Sub-
jecting a sample of fifteen images for image reducing, and thirteen images for image enlargement
to another subjective analysis. Despite the subjectivity variation between individuals, according
to the average of the choices, only one can be selected to be used in the metrics classification.
To not overfill the report with all the results from this stage, only results from three images will be
presented here, both for reducing and enlarging.
In Figure A.8 the most salient object is the heart. In this case, the GBVS×Sobel importance map
discards the most information from the heart. Then the GBVS saliency map has a discontinuity
at the right of the heart structure which does not happened in the GBVS×Prewitt importance map
and Itti saliency map.
Figure A.9 represents one of the situations where the two saliency maps have the worst perfor-
mance, where both the importance maps have good results.
As for Figure A.10, it can be seen that the two importance maps results did not preserve structures
of the lines in the wall, which is due to the cost function in use, since the saliency maps considerer
those areas less important than the girl. The GBVS saliency map seems to be the best result,
although its saliency map ignores the borders of the image a little, erasing some of the important
content periphery. Itti’s saliency map result also does not preserve the structures on the wall and
causes the same erasing of the important content periphery. By comparison, taking into account
the small smoothest transition of the GBVS×Prewitt importance map on the wall in relation to the
other importance map, and although it does not ideally preserve the structures, it could be enhanced
in future code improvements to make the transitions seem natural and not stepped. However, the
two importance maps preserve the whole significant content better than the saliency maps alone.
In the fifteen testing images sample, the overall subjective analysis concluded that the average of
the results were better with the GBVS×Prewitt importance map. To conclude, from here on, our
methodology will use, for reduction, the GBVS×Prewitt importance map cost function.
Following exactly the same procedure of image reduction, some results will be sequently co-
mented.
By a quick analysis both importance maps, in the Figure A.11, seem to give a good result, pre-
venting a filtering.
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As for Figure A.12, it can be seen that the GBVS×Roberts importance map has the best result,
taking into account that the human perceiving system will focus on the two boys on the center.
This result essentially enlarges the borders of the image, since they are less salient.
Lastly, in Figure A.13, although neither retargets have the ideal outcome, the GBVS×Roberts
retarget seems to have the best outcome, because in the other a smudged in the upper zone asian
letters is noticed.
At the end of the thirteen images sample, the subjective analysis concluded that the average of the
results were better with the GBVS×Roberts importance map. In conclusion, from here on, our
methodology will use, for enlarging, the GBVS×Roberts importance map cost function.
4.3.3 Metrics Classification
For the final stage, the sample of resulting images from our method will be compared to other
methods results, presented in the Literature Review and provided by the Rubinstein et al. [50]
work, using metrics classification. To accomplish this, in the original and retargeted images an
object region will be selected to check if its features were subjected to scaling, rotation and trans-
lation. This will be applied for both reducing and enlarging.
In this objective analysis, the comparison will be made between the original image and its re-
targeting result from our metrics classification (OUR), the simple scaling operator (SCL), Non-
homogeneous Warping (WARP) [12], Seam Carving (SC) [6], Scale-and-Stretch (SNS) [13] and
Shift-maps (SM) [35]. Some of our method results will be presented with a reasonable/good and
worst outputs together with other methodologies results provided by Rubinstein et al. [50].
The metrics classification output parameters will be:
1. Tx - percentage of object translation, on the x axis, from the retarget image in relation to the
original image.
Tx<0 - object translation in the retarget image is to the left in relation to its position in
the original image
Tx>0 - object translation in the retarget image is to the right in relation to its position in
the original image
2. Ty - percentage of object translation, on the y axis, from the retarget image in relation to the
original image.
Ty<0 - object translation in the retarget image is upward in relation to its position in the
original image
Ty>0 - object translation in the retarget image is downward in relation to its position in
the original image
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3. S - scaling factor of the object in the original image in relation to the retarget image (con-
trarily to the others, this point of view was chosen due to some objects factors technical
features on the reducing case).
S<1 - object in the original image is smaller than the one on retarget image
S=1 - object in the original image is equal to the one in the retarget image
S>1 - object in the original image is bigger than the one on the retarget image
4. θ - angle, in degrees, of the object rotation on the retarget image relatively to the one on the
original image
θ<0 - rotation of the object on the retargeted image is counter clock-wise
θ>0 - rotation of the object on the retargeted image is clock-wise
It is also important to be aware, when calculating the translation, the metrics algorithm overlaps
both center of the original and retarget images.
In the reducing case, a sample of 15 images was used. Figure 4.12 illustrates the original image
and their retargeted results from the methods mentioned above, for a factor of 0.5×(original image
width). Analysing the selected object - the Brasserie house - in every retarget, the differences of
every method are noticed . The building from the SC, SCL and WARP methodologies appears
squeezed, having a decent appearance in all other methods. With a simple subjective analogy, it is
noticed that OUR has a reasonable result, while SM and SNS have a better looking outputs.
(a) Original Image
(b) OUR (c) SC (d) SCL (e) SM (f) SNS (g) WARP
Figure 4.12: Width enlargement of 0.5×(original image width).
Figure 4.13, is where a considerable good result can be seen. To get to the reduction factor of
0.5×(original image width) some important content was eliminated. Through an analysis of the
selected object - the group of people - every method damages the image content. Methods like
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SC, SM and WARP erase important content making some persons appear badly cut. The SNS ver-
tically enlarges the bottom of the image, making the woman at the right appear disproportionate.
SCL squeezes the group of people and finally OUR erases the two most separated people from the
photo, maintaining the original form of the others.
(a) Original Image
(b) OUR (c) SC (d) SCL (e) SM (f) SNS (g) WARP
Figure 4.13: Width enlargement of 0.5×(original image width).
For the enlargement case, a sample of nine images was used (this quantity was chosen due to the
amount of enlarged results provided by the Rubinstein et al. [50] work).
Figure 4.14 shows the original image and their retargeted results from the methods mentioned
above, for a factor of 1.5×(original image width). Making a simple analysis it is obvious that the
selected object - the girl - appears on every method, with the SCL exception, perfectly maintained.
In the SM result a strange extension of the car front makes this a bad result. Observing the rest of
the retargets, the OUR, SC, SNS and WARP result can all be considered good retargetings.
Finally, Figure 4.15 illustrates the original image and their retargeted results, for a factor of
1.25×(original image width). Again, by a simple analysis, the selected object - the bottom left
painting - appears with a damaged top left corner in OUR, SC and WARP. Also in the SM it can
be seen that some of the easel wood appears out of the blue in the center of the image. From the
sample, this is the worst result of OUR, where the best result would be the SCL or the SNS, which
preserved the geometric structures.
Sequentially, the means and standard deviations of the reductions and enlargements are stated. To
be fair, the changing factors were separated by the 0.5, 0.75 and 1.25 factors, excluding the 1.5
enlarging result, since it does not make sense to present only one.
Tables 4.1, 4.2 and 4.3 present the mean and standard deviation for every retarget method and
output from the metrics classification. Ideally, the selected object should maintain its position on
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(a) Original Image
(b) OUR (c) SC (d) SCL
(e) SM (f) SNS (g) WARP
Figure 4.14: Width enlargement of 1.5×(original image width).
(a) Original Image
(b) OUR (c) SC (d) SCL
(e) SM (f) SNS (g) WARP
Figure 4.15: Width enlargement of 1.25×(original image width).
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the y axis (because only the width was varied), and there should not be any scaling and rotation, i.e,
scale appear as 1 and the rotation as 0. As mentioned above, the possibility of having translation
on the x axis is great, since both centers of the original and retarget images are overlapped, and
only the width is varied in this testing.
(µ , σ ) OUR SC SCL SM SNS WARP
Tx (-27.8, 5.7) (-20.5, 11.5) (-18.3, 18) (-21.9, 19.3) (-10, 9) (-25.5, 11.9)
Ty (0, 0.1) (0.2, 0.3) (51, 36.7) (6.9, 10.4) (38.8, 25.9) (0.6, 2)
S (1, 0) (1, 0) (1.7, 0.5) (1.1, 0.1) (1.6, 0.2) (1, 0)
θ (0, 0) (0.2, 0.4) (8.7, 15.8) (1, 2.3) (-0.8, 2) (-0.3, 3.7)
Table 4.1: Mean and standard deviation (µ , σ ) for the reducing 0.5×(original image width).
(µ , σ ) OUR SC SCL SM SNS WARP
Tx (-13, 5.6) (-13.4, 7.6) (-5.4, 6.2) (-13.5, 12.2) (-5.9, 4.8) (-13.4, 5)
Ty (0, 0.1) (0.1, 0.2) (3.4, 7) (0.9, 1.4) (4.9, 8.4) (0.5, 0.6)
S (1, 0) (1, 0) (1.2, 0.2) (1, 0) (1.1, 0.2) (1, 0)
θ (0, 0) (0.1, 0.3) (-1.1, 4.3) (0.2, 1.7) (-0.7, 1.5) (0.5, 0.7)
Table 4.2: Mean and standard deviation (µ , σ ) for the reducing 0.75×(original image width).
(µ , σ ) OUR SC SCL SM SNS WARP
Tx (12.1, 3.9) (9.8, 5) (7, 6.3) (3.7, 5.1) (4.1, 2.5) (10.8, 6.7)
Ty (0, 0) (0, 0.2) (-5.2, 7.2) (-1.4, 4.5) (-9.8, 6.1) (-0.9, 2.3)
S (1, 0) (1, 0) (0.9, 0.1) (1, 0.1) (0.9, 0.1) (1, 0)
θ (0, 0) (0, 0.1) (0, 3.7) (-0.3, 1) (0.4, 1.1) (0.1, 1.7)
Table 4.3: Mean and standard deviation (µ , σ ) for the enlarging 1.25×(original image width).
From the three Tables analysis and in relation to the ideal values, some good results can be seen,
standing out the OUR, SC and WARP. As these methods preserve the most important content
features to their original condition, and the selected objects are all salient, this metrics result was
not a surprise. Between those, only the OUR has a little better result. Although in a few results
appearance, for the SC and WARP the important content seems a little squeezed, a lot of the
components in the selected object were maintained, justifying the metrics results.
Finally, OUR method preserves the important objects, always maintaining their original appear-
ance, although in some extreme reduction cases could cut some of the important object content
borders.
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4.4 Conclusion
In this chapter, a method that can be applicable to image retargeting is presented. Also, a Matlab
application was developed, communicating with the user through an interface. An user chooses
the image to resize, the new size wanted, the cost function and the path function to be used. As
outputs, it generates the retargeted image and provides a list of paths removed/added on each
iteration that can be seen represented on the image.
From our results analysis, we can conclude that our method creates a majority of good outputs,
maintaining the original appearance of the important contents, even if sometimes in a situation
of extreme reduction, where the content can be erased at the periphery. In this method, the best
reduction results were obtained with images with few important content, while the images with
significant content throughout the entire image will necessary lose some of the lesser important of
it. As for increasing results, they were generally satisfactory, with a worst result with preservation
of geometric structures.
The evaluation of this methodology shows that there are still enhancements to do, like in the tran-
sitions between pixels of the removed/added paths. Another main parameter that needs a lot of
work is the cost function, whereby it can afford a faster algorithm computation and a better main-
tenance of the image structures and saliency areas. Having the time, it would be also important to
have a larger range sample of images to provide a better analysis.
Chapter 5
Conclusion
With the appearing of several display devices, such as mobile phones and computer monitor, a
necessity to resize images emerged. As the typical resizing methods, like the simple scaling and
cropping, bring undesired essential content elimination, details softening, stretching and squeez-
ing, the retargeting methods appeared. These methods methodology seeks to change an image size
while preserving the important content.
The main goal of this research was the implementation of an accurate image retargeting algorithm
that reduces and enlarges images without causing the feeling of a damaged image, maintaining the
core elements of the image and eliminating others with least importance. The first step for this
work, was the development of an intuitive Matlab application, essentially for the testing process.
This process passed through two stages: finding the best cost function, that allows to change the
image size while preserving its main content, and improvement of the Stable Paths algorithm
accompanied with the enlargement tool adding.
In order to make the fairest possible subjective selection and taking into account the limited ex-
isting time, a database, from Rubinstein et al. [50], was used as a starting point, aiming for an
image resizing with the same reducing/enlarging factors used by these authors. The cost function
was selected, having as parameters the complete retarget of the image to the new specified mea-
sure, with the minimal artifacts and distortions, using the human perceiving system. With this,
our methodology was applied to several images for both reducing and enlarging, followed by the
application of the metrics measures to all, including on some of the results provided by Rubinstein
et al. [50], that were also addressed in the Literature Review.
Then, after an analysis of the obtained metrics data, it was concluded that our method, Seam
Carving and the Nonhomogeneous Warping methods gave the closest result values to the ideals of
translation, scaling and rotation, between an object in the retargeted and original images. It was
also observed, that, by little, our method was the one closest to the ideal values of object features
preservation.
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Despite the relatively upbeat results, the method still lacks precision, causing some images re-
targets areas to lack structure, especially in aleatory lines that appear in backgrounds, where less
important image contents are, and in more geometric structures. That appends, because similarly
to seam carving, these images content is laid out in a way that prevents seams from bypassing
those structures.
5.1 Future Work
In this research, a considerable amount of good results were accomplished regarding the output
image quality. Despite this, some improvements can still be pointed.
Firstly, it is of great importance to, in future testings, book enough time to test the algorithm to all
the database images, and possibly even enrich the database with a more diversified range images.
Sequentially, and as it was said along the Results section, the cost function still needs a lot of work
and research, specially due to the lack of open source availability. After subjectively analysing all
the results, it was concluded that the cost function yet needs to maintain structures that are more
geometric, without capturing other less important, which often happens. It could be accomplish
by an importance map, when enhancing more some areas of the saliency map and manipulating
the gradient function by a factor, through optimization.
Furthermore, there are still enhancements to be done in transitions when removing or adding paths
the image, wherein the most troublesome case is the reducing. To this, it would be interesting to
combine two methods that work well on distinct situations.
Ideally, it would be very interesting to apply this method in a real time online tool, that could
be based on C++, C#, C or Java programming languages. Also, to add more enthusiasm to the
method, tools like content elimination or amplification could also be implemented.
Appendix A
Appendix1
A.1 Cost Function Pre-selection
(a) Image 1 (b) Image 2
Figure A.1: Original Images.
A.2 Cost Function Selection
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(a) Sobel (0.7) (b) Prewitt (0.6693) (c) Roberts (0.5)
(d) Sobel (0.9561) (e) Prewitt (0.8994) (f) Roberts (0.5)
Figure A.2: Gradient: Intended width reduction of 0.5×(original image width).
(a) Itti’s (0.5) (b) Gbvs (0.5) (c) Itti’s (0.5) (d) Gbvs (0.5)
Figure A.3: Saliency Map: Intended width reduction of 0.5×(original image width).
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(a) Itti’s×Sobel (0.5) (b) Gbvs×Sobel (0.5) (c) Itti’s×Sobel (0.5) (d) Gbvs×Sobel (0.5)
(e) Itti’s×Prewitt (0.5) (f) Gbvs×Prewitt (0.5) (g) Itti’s×Prewitt (0.5) (h) Gbvs×Prewitt (0.5)
(i) Itti’s×Roberts (0.5) (j) Gbvs×Roberts (0.5) (k) Itti’s×Roberts (0.5) (l) Gbvs×Roberts (0.5)
Figure A.4: Importance Map: Intended width reduction of 0.5×(original image width).
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(a) Sobel (1.0215) (b) Prewitt (1.0869) (c) Roberts (1.25)
(d) Sobel (1.0059) (e) Prewitt (1.0049) (f) Roberts (1.0098)
Figure A.5: Gradient: Intended width enlargement of 1.25×(original image width).
(a) Itti’s (1.25) (b) Gbvs (1.25)
(c) Itti’s (1.0342) (d) Gbvs (1.0918)
Figure A.6: Saliency Map: Intended width enlargement of 1.25×(original image width).
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(a) Itti’s×Sobel (1.25) (b) Itti’s×Prewitt (1.25) (c) Itti’s×Roberts (1.25)
(d) Gbvs×Sobel (1.25) (e) Gbvs×Prewitt (1.25) (f) Gbvs×Roberts (1.25)
(g) Itti’s×Sobel (1.001) (h) Itti’s×Prewitt (1.0088) (i) Itti’s Map×Roberts (1.25)
(j) Gbvs×Sobel (1.0762) (k) Gbvs×Prewitt (1.123) (l) Gbvs×Roberts (1.25)
Figure A.7: Importance Map: Intended width enlargement of 1.25×(original image width).
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(a) Original Image
(b) Itti (c) GBVS
(d) GBVS×Sobel (e) GBVS×Prewitt
Figure A.8: Width reduction of 0.75×(original image width).
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(a) Original Image
(b) Itti (c) GBVS
(d) GBVS×Sobel (e) GBVS×Prewitt
Figure A.9: Width reduction of 0.5×(original image width).
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(a) Original Image
(b) Itti (c) GBVS
(d) GBVS×Sobel (e) GBVS×Prewitt
Figure A.10: Width reduction of 0.75×(original image width).
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(a) Original Image
(b) Itti’s×Roberts (c) GBVS×Roberts
Figure A.11: Width enlargement of 1.25×(original image width).
(a) Original Image
(b) Itti’s×Roberts (c) GBVS×Roberts
Figure A.12: Width enlargement of 1.25×(original image width).
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(a) Original Image
(b) Itti’s×Roberts (c) GBVS×Roberts
Figure A.13: Width enlargement of 1.25×(original image width).
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