Abstract. Let X * denote a Banach space with a subsymmetric weak * Schauder basis satisfying condition (C). We show that for any operator T : X * → X * , either T (X * ) or (Id X * −T )(X * ) contains a subspace that is isomorphic to X * and complemented in X * . Moreover, we prove that p (X * ), 1 ≤ p ≤ ∞ is primary.
Introduction and results
In [3] , Casazza and Lin showed that for any bounded linear projection Q on a Banach space S with a subsymmetric basis, either Q(S) or (Id −Q)(S) contains a subspace which is isomorphic to S and complemented in S. Our first main result Theorem 1.1 extends their result to Banach spaces having a subsymmetric weak * Schauder basis which satisfies the subsequent condition (C). satisfies condition (C), if for every infinite set Λ ⊂ N and every θ > 0, we can find a sequence (A j ) We prove Theorem 1.1 in Section 4. A related concept is the notion of a primary Banach space: a Banach space X is primary, if for every bounded projection Q : X → X either Q(X) or (Id −Q)(X) is isomorphic to X (see e.g. [6] ). In [2] , Casazza, Kottman and Lin showed that for any Banach space S with a symmetric basis (e j ) ∞ j=1 , the following Banach spaces are primary:
Condition (C)
S , where the direct sum is either the p -sum for 1 < p < ∞ or the c 0 -sum, and S is not isomorphic to 1 ;
n S n , where the direct sum is either the p -sum for 1 < p < ∞ or the c 0 -sum, and S n = span{e 1 , . . . , e n };
These results were later complemented by Capon in [1] , who showed that the Banach spaces S 1 and S ∞ , 
The proof of Theorem 1.2 is given in Section 5. The method of proof for both our main theorems is based on the recent result [4] .
Notation
Let X be a Banach space and let X * denote its dual. We say a sequence (
In this case we write w * lim x * n = x * . We say that (e * j ) For more details we refer to [8, 6] . From now on, whenever we encounter a series in the Banach space X, U or S, the mode of convergence is in the norm topology of X, U or S; X * , U * or S * , the mode of convergence is in the weak * topology of X * , U * or S * .
We say the weak * Schauder basis (e * j )
∞ j=1 of X * is unconditional, if there exists a constant C ≥ 1 such that for all sequences of scalars (a j ) :
given by 
For all 1 ≤ p ≤ ∞ and for any Banach space X, we define as usual p (X) by
We conclude this section with two remarks on condition (C). 
Two subspace annihilation lemmata
We will present two lemmata, which are used in the proof of our first main result Theorem 1.1 to almost diagonalize an operator T : X * → X * . Although we use Lemma 3.1 only for m = 1 here, we give the proof for general m ∈ N here, for later reference.
Lemma 3.1. Let X denote a Banach space with a normalized basis
n ∈ X * and η > 0. Then we can find a finite set F ⊂ Λ 0 with cardinality |F| = 2m such that
where the set of signs E = E(F) is given by
Proof. Firstly, we will prove that given x * ∈ X * , there exists an infinite set Λ ⊂ Λ 0 such that
To this end, we define the sets
Since | e j , x * | ≤ x * < ∞, there are only finitely many ∈ Z for which M is non-empty. Hence, since ∈Z M l = Λ 0 , at least one of the sets M , ∈ Z has to be infinite. Clearly, this infinite set satisfies (3.1). Now we will just repeatedly use (3.1). We begin by selecting Λ 1 ⊂ Λ 0 so that
Let 1 ≤ i ≤ n − 1 and assume we have already chosen infinite sets
By replacing Λ 0 with the infinite set Λ i−1 in (3.1), we can find an infinite set
Stopping the induction after n steps, we obtain
We choose any F ⊂ Λ n with |F| = 2m and let ε = (ε k ) k∈F ∈ E = E(F), i.e. ε k ∈ {±1} is such that k∈F ε k = 0. Then since F ⊂ Λ n , we obtain from (3.2) that
The following Lemma is an abstract version of an argument which Lindenstrauss used in [5] (see also [6] ) to show that ∞ is prime (which means that every infinite dimensional complemented subspace of ∞ is isomorphic to ∞ ). 
Proof. Let η > 0, ϕ ∈ U * * \ {0}, and assume the conclusion of the Lemma is false. Hence, for all infinite sets A ⊂ Λ there exists x * with x * U * = 1 such that
We define θ = η 2 ϕ U * * Ku and choose (A j ) ∞ j=1 with A j ⊂ Λ, j ∈ N according to condition (C). By our assumption (3.3), we can find
By condition (C) we can find a sequence (a j )
But on the other hand, we obtain from (3.4) that ϕ,
for a large enough n ∈ N. Combining the latter estimate with (3.5), we arrive at the contradiction
Proof of Theorem 1.1
For convenience of the reader, we restate Theorem 1.1 here below. 
is commutative. Consequently, H(S * ) contains a subspace which is isomorphic to S * and complemented in S * .
Proof. In this proof, we use the following constants:
Step 1: Inductive construction of the block basis. Let (s j ) ∞ j=1 denote the subsymmetric basis of S, and let (s * j ) ∞ j=1 denote the associated coordinate functionals, which form a weak * Schauder basis for S * , such that condition (C) is satisfied. We put A 1 = N, choose B 1 = {1, 2}, and we define
By Lemma 3.2, there exists an infinite collection
Now assume we have already chosen infinite sets A 1 ⊃ A 2 ⊃ · · · ⊃ A i , pairwise disjoint finite sets B j ⊂ A j with |B j | = 2, 1 ≤ j ≤ i − 1 and that we have defined
for all 1 ≤ j ≤ i − 1. By Lemma 3.1, we can find a set B i ⊂ A i with |B i | = 2 so that if we put
we have the estimate
By Lemma 3.2, there exists an infinite set A i+1 with
such that sup
This completes the inductive step. The estimates (4.4), (4.7) and (4.9) imply
Step 2: Basic operators. We define the operators B, Q : S * → S * by
We will now show that B and Q are bounded linear operators. To this end, let
Furthermore, by (4.8) we have that s k0(j) < s k0(j+1) and s
Secondly, if we write
is subsymmetric, the right hand side of the latter inequality is dominated by
One can easily verify that QB = Id S * , i.e. the diagram
is commutative. Consequently, B is an isomorphism onto its range and its range is complemented by BQ.
Step 3: Conclusion of the proof. Observe that at least one of the two following sets is infinite:
If the left set is infinite we denote it by J and put H = T , and if the left set is finite, we denote the right set by J and we define H = Id S * −T . In either case, we obtain J is infinite and
Let Y = B(S * ) and note that (4.12), (4.13) and (4.14) yields
and observe that by (4.15), the unconditionality of (s * j )
∞ j=1 (and thus, the unconditionality of (b * j ) ∞ j=1 ) and the definition of B and Q (see (4.11)), we obtain
Combining the latter estimate with (4.12) and (4.13) yields
A straightforward calculation shows that for all y = j∈J a j b * j ∈ Y , the following identity is true: 
Using (4.15) and the second off diagonal estimate (4.10b), we obtain by unconditionality .23) is commutative. Merging the diagrams (4.16) and (4.23) concludes the proof:
5. Direct sums of Banach spaces with a weak * subsymmetric basis
We begin this section by introducing notation specific to the two parameter case. Then we extend the subspace annihilation lemmata in Section 3 to the two parameter case and use them to prove our second main result Theorem 1.2.
5.1. Notation. Let X denote a Banach space with normalized basis (x j ) ∞ j=1 , such that their normalized associated coordinate functionals (x * j ) ∞ j=1 form a weak * Schauder basis of X * . For each i ∈ N, let q i : p (X * ) → X * denote the canonical norm 1 coordinate projection given by
Let I ⊂ N and define Q I : p (X * ) → p (X * ) as the natural norm 1 projection onto the coordinates indexed by I, i.e.
For i ∈ N, we will sometimes write Q i instead of Q {i} . For each i ∈ N, we define I i : X * → p (X * ) as the canonical isometric embedding of X * into the i-th coordinate of p (X * ), which is given by
We define the sequence (e ij )
hence, the associated coordinate functionals f ij : p (X * ) → R are given by
Given any sequence of scalars (a ij )
Thus, we have the identity 
where the set of signs E = E(n 0 , F) is given by
Proof. Since the proof of Lemma 5.1 is completely analogous to that of Lemma 3.1, we will omit it. 
Proof. If we assume Lemma 5.2 is false, then there exists an i 0 ∈ N such that sup
for every infinite set A ⊂ Λ i0 . We define θ = η 2 ϕ ( p (U * )) * Ku and choose a sequence (A j ) ∞ j=1 of pairwise disjoint, infinite subsets of J according to (C). By (5.4), we can find a sequence (y j )
By (5.5), we obtain an integer n ∈ N such that
Observe that n j=1 a j R {i0}×Aj y j = I i0 n j=1 a j P Aj u j , hence, combining (5.6) and (5.7) leads to the contradiction
( 5.8) 5.3. Proof of main result Theorem 1.2. In this section we prove our second main result Theorem 1.2, which we repeat here below (see Theorem 5.3). The proof involves inductively constructing a block basis in each coordinate of p (S * ), 1 ≤ p ≤ ∞. The order by which we proceed is determined by the linear order ≺ on N 2 , which is defined as follows: Let < denote the lexicographic order on N 2 and define Figure 1 ). Let O ≺ : N 2 → N denote the unique bijective function that preserves the order ≺, i.e.
(1,1) 
We conclude this preliminary step by defining
(5.10)
Step 1: Inductive construction. We will now inductively (with respect to the order ≺ on N 2 ) construct sequences (b 
such that sup ; ;
Step 4: p (S * ) is primary. 
