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Only  6.6%  of  286  reviewed  papers
clearly  used  ‘external  validation’  on
classiﬁers.
We  tested  28 classiﬁers  on  NMR  or
MS  data  of  different  origin  to the
training set.
Data  came  from  4  metabolomics  or
food  projects,  whose  class  numbers
differed.
Random  forests  were  best  on  high-
dimensional  data,  but  used  in  only
4.5% of  papers.
Feature  selection  with  ReliefF
improved  other  machine  learning
classiﬁers.
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Real-world  applications  will  inevitably  entail  divergence  between  samples  on  which  chemometric  clas-
siﬁers  are  trained  and  the  unknowns  requiring  classiﬁcation.  This  has  long  been  recognized,  but  there  is
a shortage  of  empirical  studies  on  which  classiﬁers  perform  best  in  ‘external  validation’  (EV),  where  the
unknown  samples  are  subject  to  sources  of  variation  relative  to the  population  used  to  train  the  classi-
ﬁer.  Survey  of  286  classiﬁcation  studies  in  analytical  chemistry  found  only  6.6%  that stated  elements  of
variance  between  training  and  test  samples.  Instead,  most  tested  classiﬁers  using  hold-outs  or  resam-
pling  (usually  cross-validation)  from  the  same  population  used  in  training.  The  present  study  evaluatedlassiﬁcation
xternal validation
achine learning
rediction
andom forest
eliefF
a wide  range  of  classiﬁers  on  NMR  and  mass  spectra  of plant  and  food  materials,  from  four  projects  with
different  data  properties  (e.g.,  different  numbers  and  prevalence  of  classes)  and  classiﬁcation  objectives.
Use of  cross-validation  was  found  to  be optimistic  relative  to  EV  on  samples  of  different  provenance  to
the  training  set  (e.g.,  different  genotypes,  different  growth  conditions,  different  seasons  of crop  harvest).
For  classiﬁer  evaluations  across  the  diverse  tasks,  we used  ranks-based  non-parametric  comparisons,
and  permutation-based  signiﬁcance  tests.  Although  latent  variable  methods  (e.g.,  PLSDA)  were  used  in
Abbreviations: 9 × CV, nine-fold cross-validation; EV, external validation; FIE-MS, ﬂow-injection electrospray-mass spectrometry; IID, independent and identically
istributed; LDA, linear discriminant analysis; OSC, orthogonal signal correction; PCA, principal component analysis; PLSDA, partial least squares discriminant analysis; SD,
tandard deviation; SIMCA, soft independent modeling of class analogy.
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64%  of  the  surveyed  papers,  they  were  among  the  less  successful  classiﬁers  in  EV,  and  orthogonal  signal
correction  was  counterproductive.  Instead,  the  best  EV  performances  were  obtained  with  machine  learn-
ing  schemes  that  coped  with  the  high  dimensionality  (914–1898  features).  Random  forests  conﬁrmed
their resilience  to high  dimensionality,  as  best  overall  performers  on  the  full  data,  despite  being  used  in
only  4.5%  of  the  surveyed  papers.  Most  other  machine  learning  classiﬁers  were  improved  by  a  feature
selection  ﬁlter  (ReliefF),  but  still  did not  out-perform  random  forests.
© 2013 Elsevier B.V. All rights reserved.
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Table 1
Validation strategies in 286 classiﬁcation papers (2002–2012) from ﬁve journals
(Anal. Chem.,  Anal. Chim. Acta, Chemom. Intell. Lab. Syst., Food Chem., Metabolomics).a
Validation Percent of studies b
Cross-validation 58.4
Random hold-out 23.4
Autopredictive 9.4
Designed hold-out c 8.7
Undeﬁned hold-out d 8.4
Explicitly independent test set e 6.6
Permutation 3.5
Bootstrap 2.4
a Data from census of papers using methodologies tested in the present study (see
Table 7).
b Categories not mutually exclusive, e.g., 16.4% used both cross-validation and
hold-out.
c Training/test splits using algorithms (Kennard–Stone, D-optimal, or Kohonen. Introduction
.1. Classiﬁer validation in chemometrics
The technology-driven explosion of chemical data is fueling a
idening range of expectations. Food analysts were among the
rst to exploit pattern recognition in chemical data of biological
rigin [1], followed by the now huge ﬁeld of ‘metabolomics’ [2],
ith applications to human nutrition [3] and medicine [4] envis-
ged. Such ambitions demand robust data interpretation, but future
eal-world applications will inevitably include non-ideal data for
hemometric analysis.
Given a set of samples (technical synonyms: ‘objects’,
instances’, ‘observations’) of known class, each described by a vec-
or of chemical data (called ‘features’, ‘variables’, or ‘attributes’),
he aim of classiﬁcation models (‘classiﬁers’) in chemometrics is
o assign classes to new samples by pattern recognition in their
hemical-feature vectors [1]. ‘Supervised’ classiﬁers are built on a
training’ population, with a priori knowledge of the class to which
ach sample belongs. The resultant model can be evaluated on ‘vali-
ation’ or ‘test’ samples, whose class membership is unknown to
he classiﬁer. The concept appears statistically straightforward if
he training and validation samples come from independent and
dentically distributed (IID) populations [5].
In this paper, we confront the more realistic and challenging sce-
ario that chemometric classiﬁers will be queried using novel data
opulations, in which the IID assumption may  be violated. Relative
o training data, test samples may  be generated at different times,
nder different conditions, be different in nature, contain different
lass proportions, and so on. Analogous problems are recognized
n other areas of pattern recognition, such as text mining and com-
uter vision; indeed, algorithms for non-IID data are an emergent
heme in data mining [6].
Capture of real-world data scenarios in chemometrics papers
as been rare, due to limitations of sample availability [1,7]. This
as caused disputes over the merits of compromises for validation,
ith different ﬁelds offering divergent perspectives [5,8]. A long-
tanding practice has been to split data randomly into one part for
odel building, and the remainder held out for model testing [8].
hen surveying methodologies used in the present study, we  col-
ated 286 chemometrics papers, of which 41% included single-split
old-outs (Table 1). Among these, 8.7% incorporated a selection
onstraint or algorithm, such as Kennard–Stone [9], to maximize
he modeling potential of single subsets, though random selection
as more common (Table 1).
Modern statisticians counsel against single-split hold-outs for
ata sets whose limited size means splitting may  be detrimental to
odel generalizability [8]. Instead, resampling is now favored, and
ts most popular form in chemometrics (58% of papers, Table 1)
s cross-validation (CV). In theory, CV maximizes the utility of
he available data, by using the entire sample population for both
odel-building and validation [5,8]. This usually involves succes-
ive data partitions, such that in each round a fraction is withheld
o test a model trained on the remaining data. ‘Full CV’ averages
erformance over all data partitions when every sample has been
ithheld and predicted once. Other forms of resampling, such as
ermutation and bootstrapping, are widely used in statistics [5,8],self-organizing maps), or sampling constraints (e.g., variation range, class balance).
d Presumably random, but no method statement on training/test split.
e Stated difference in provenance of training and test populations.
but featured in only 5.9% of our surveyed chemometrics papers
(Table 1).
The resampling paradigm has critics, who  argue that all forms
of data-splitting and resampling, including CV, are inherently
sub-optimal simulations of ‘external validation’ (EV) with an inde-
pendently obtained test set [5]. Only the latter, it is argued, can
realistically reﬂect sampling errors in data acquisition [5]. Testing
classiﬁers with such ‘external’ sample populations was more chal-
lenging than CV in recent studies where we  built regression models
[7], or used a limited range of classiﬁers [10].
We  therefore reviewed the 286 papers of Table 1 for stated ele-
ments of variance between training and test samples. Examples
included: cork [11], olive oil [12], clinical cream [13], or illegal
cannabis [14], from different sources; wines produced in different
years [15]; aspen leaves grown in different conditions [16]; differ-
ent viral subtypes [17]; or urine collected on different days [18].
In total, however, only 6.6% of papers qualiﬁed for this category
(Table 1).
This estimate may  be conservative, if authors understate the
independence of their samples, but clearly the challenges of EV and
non-IID data have not been a priority in chemometrics. Subjects for
EV research can only expand as laboratories accrue data on nom-
inally comparable samples whose production will inevitably vary
over time. The present study took advantage of spectrometric data
generated over several projects. Data sets were deliberately identi-
ﬁed as being non-ideal in some respect for classiﬁcation purposes.
They were used as a testing space to identify the better classiﬁers,
of the many now available, for the challenges of EV.
1.2. Methodological background
Both classical ‘latent variable’ [19], and ‘machine learning’
methods [20] were evaluated using class-labeled data examples
to construct empirical models for classiﬁcation of further data.
Machine learning used the Weka package, whose terminology and
categorization for its algorithms [20] are followed in the summary
provided in Table 2.
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Table 2
Overview of classiﬁcation methods evaluated.
Category Schemea Classiﬁcation principle
Latent variables SIMCA ‘Class modeling’ by distance to independent PCA models of each class
PCA-LDA Transformation by linear combination of PCs that best separates classes
PLSDA Models latent variables for maximal correlation to classes
OSC-PLSDA Prior to PLSDA, variation orthogonal to class is subtracted
Bayesian NaiveBayes Standard probabilistic Bayesian classiﬁerb
Functions MultilayerPerceptron Backpropagation neural networks
RBFNetwork Radial basis function networks
SimpleLogistic Linear logistic regression with built-in feature selection
SMO Support vector machinesb with sequential minimal optimization
Nearest neighbors IBk k-Nearest neighborsb
NNge Nearest-neighbors using hyperrectangles of if-then rules (‘nonnested generalized exemplars’)
Simple HyperPipes Hypervolumes in sample space
Decision trees J48 C4.5 decision treesb
RandomForest Ensemble of decision trees built on random features from bootstrapped data
SimpleCart Classiﬁcation/regression treesb
Feature evaluation ReliefF Heuristic sampling to weight features using nearest samples of same and different classes
Search methods Ranker Ranks features by individual evaluations
 [20].
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ca Weka schemes are in italics, in categories corresponding to their Weka subclass
b Voted among ‘top ten’ most inﬂuential data mining algorithms at 2006 IEEE con
.2.1. Latent variable classiﬁers
The rationale of latent variables is that certain factors may  cause
orrelated behavior among features of a sampled material during
ts genesis. A new description of multicollinear features as com-
osite variables reduces dimensionality, and creates interpretive
pportunities.
The foundational latent variable method, principal component
nalysis (PCA), classically ﬁnds the eigenvectors of the data covari-
nce matrix, and ranks these by their eigenvalues. Projection of
he original data onto the highest-ranked eigenvectors reveals the
rincipal components (PCs) encapsulating most data variance [19].
PCA is ‘unsupervised’, involving no reference to data classes, but
ur survey included supervised applications of PCs. One was ‘soft
ndependent modeling of class analogy’ (SIMCA), which, as a ‘class
odeling’ technique, can return a non-result, i.e., samples in no
eﬁned class [21]. In SIMCA, training data of each class are used
ndependently to build PC models, into which test samples are pro-
ected. Test samples are assigned to a class if they fall within the
ritical distance to the scores range of the class model.
A classical pattern recognition method is linear discriminant
nalysis (LDA), which obtains latent variables in the form of linear
ombinations of the original data features that maximize between-
lass, and minimize within-class, variance [22]. Since LDA is subject
o the constraint that the number of features should not exceed
he number of samples, our high-dimensional spectral data were
educed to PCs prior to LDA.
For high-dimensional data, another solution to the above con-
traint of LDA is partial least squares discriminant analysis (PLSDA).
his seeks components that describe the variance in the sam-
le features matrix having maximal correlation with known class
alues, giving less weight to class-irrelevant or noise variance.
lthough PLSDA emerged independently of LDA, the two  have
imilar underlying statistical constructs [23]. Broadly similar per-
ormances might therefore be expected for PLSDA and PCA-LDA,
ut as each is widely employed in chemometrics, we  tested both.
In a correction routine developed for spectroscopy [24], PLS
omponents weighted to minimize covariance between features
nd class can be removed from the data matrix prior to PLSDA. This
rthogonal signal correction (OSC) is supposed to improve classi-
cation of latent variable models. We  examined how OSC prior to
LSDA affected classiﬁcation of independent test data..2.2. Machine learning classiﬁers
One should ﬁrst try simple algorithms before resorting to more
omplex solutions [20]. We  therefore included as a baseline Weka’sce [25].
little-used HyperPipes.  This records the range of values for each data
feature and class in the training examples, and test samples are
assigned to classes that contain the largest amount of matching
ranges.
We  also tested simple classiﬁers, which, though not reputedly
the most powerful in chemometrics, were voted among the data
mining community’s ‘top ten’ most inﬂuential algorithms at the
2006 IEEE International Conference on Data Mining [25]. These
included Naive Bayes and k-nearest neighbor algorithms. Naive
Bayes is among the oldest classiﬁcation algorithms, important in
ﬁelds outside chemometrics [25,26]. It builds a probabilistic model
with the ‘naive’ assumption that features within a class are mutu-
ally independent [20,25]. Weka’s default NaiveBayes assumes data
are normally distributed. Non-parametric approaches include k-
nearest neighbor approaches [20]. The default IBk algorithm in
Weka assigns an unknown sample to the class of the neighbor that
is nearest by Euclidean distance [20]. It is thus strictly ‘instance-
based’, using training examples without a generic model. The Weka
toolkit also has NNge, a hybrid of instance-based classiﬁcation that
models ‘generalized exemplar’ hyperrectangles, whose dimensions
cover a set of training examples [20].
Two  more algorithms among the most inﬂuential in data mining
are the decision tree classiﬁers C4.5 and CART [25], implemented in
Weka as J48 and SimpleCart,  respectively. Both construct branched
‘trees’, with nodes representing successive splits of the data by
values of class-discriminating features. Splits in CART are binary,
whereas C4.5 allows more outcomes. Criteria by which the two
algorithms evaluate splits, and ‘prune’ fully-grown trees, also dif-
fer [25]. By the late-1990s, decision trees were comparing poorly
with emergent competitors like support vector machines. Decision
tree methodology was subsequently improved by the development
of random forests [27]. These construct models comprising a ‘for-
est’ of decision trees, each formed on a random subset of features,
from a random subset of samples, selected (with bootstrapping)
from the training population. Test samples are evaluated by every
tree in the forest, and classiﬁcation decided by their consensus. The
aggregate predictions of these decision tree forests compare well
to many other methods [27].
Support vector machines were our ﬁfth representative from the
‘top ten’ algorithms [25]. The ‘support vectors’ of the training data
set are the opposite-class examples with least mutual separation,
and are used to ﬁnd a separating ‘hyperplane’ equidistant from each
class. Linear separation in higher dimensions is achieved by the use
of ‘kernel’ functions [1,25]. Weka’s implementation, SMO, uses the
sequential minimal optimization algorithm [20].
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than random chance. P-values can be assigned as frequencies with
which accuracies on randomized data match those on real dataI.M. Scott et al. / Analytica
SMO  is among classiﬁers in Weka’s functions subclass, whose
odels could be written as mathematical equations [20]. His-
orically pre-eminent among these are artiﬁcial neural networks
28], of which two architectures were tested: MultiLayerPerceptron
mplements back-propagation neural networks, and RBFNetwork
ormalized Gaussian radial basis function networks [20].
Also in this Weka subclass is SimpleLogistic,  a ‘boosting’ algo-
ithm. It ﬁts linear regression models step-wise, each using the best
emaining data feature. CV is used to determine the optimal set of
imple linear regression models, which are ﬁnally combined in a
ogistic regression classiﬁer [20,29].
.2.3. Feature selection
Data ‘dimensionality’ in analytical chemistry reﬂects the num-
er of elements in chemical vectors, which can be thousands.
igh-dimensional data spaces have insidious properties that
an confound their representational power [30]. Spurious class-
orrelations of individual features are more likely in high-
imensional training data, and if incorporated by classiﬁers,
hese may  not generalize to new examples (so-called ‘overﬁt-
ing’).
Our tested classiﬁers varied in reputed suceptibility to dimen-
ionality. Algorithms that use a distance measure are generally
ulnerable to the dilution of class-discriminative dimensions by
umerous irrelevant ones; this applies to k-nearest neighbor [30]
nd neural network approaches [28]. Decision trees are also vulner-
ble, if their branches proliferate excessively as the number of data
eatures increases [30]. The susceptibility of Naive Bayes to dimen-
ionality is data-dependent. It is robust to irrelevant features but,
s it multiplies probabilities for individual features, it can be biased
y interdependent features [20].
Support vector machines cope well with high dimensionality,
ue to controls on model complexity, and maximization of gener-
lizability by focus on support vectors. However, they can beneﬁt
rom reduction in dimensionality [30]. Random forests avoid over-
tting by aggregating many relatively low-dimensional classiﬁers
ith low inter-correlation [27].
Reduction of dimensionality with selection of class-correlated
eatures may  therefore be beneﬁcial in machine learning [30].
lassiﬁers susceptible to over-ﬁtting may  be improved by a prior
eature selection algorithm as a ‘ﬁlter’ [30]. We  therefore tested
he Weka ‘attribute evaluator’ ReliefF,  which is an instance-based
lgorithm that repeatedly picks a random sample from the train-
ng population, and weights every feature by discrimination of
earest neighbors of the same and different classes [31]. In
ne of our tested classiﬁers, SimpleLogistic,  feature selection is
embedded’ via its step-wise selection of simple regression models
29].
.2.4. Classiﬁer comparison statistics
Our objective was to evaluate classiﬁers simply for correct class
rediction. It should be mentioned that other model properties,
uch as complexity or interpretability, were outside our scope, but
ight ﬁgure in the choice of classiﬁers for particular purposes. Sev-
ral diagnostic statistics exist, moreover, for simply quantifying
redictive ability [32]. We  used the intuitive criterion of ‘accuracy’
here, percent of predictions that are correct), which usually fea-
ures as at least one of the metrics in classiﬁcation studies. The
erits for PLSDA model optimization of such a simple metric have
ecently received empirical support [32].
The different numbers and prevalence of classes in the four
rojects meant, however, that expected rates of correct predic-
ions could differ due to random chance [33]. We  therefore sought
o supplement ‘accuracy’-based evaluations with a metric insen-
itive to class distributions. Several standard measures (‘recall’,
precision’, ‘F-measure’) derived from tallies of true/false (T/F) andca Acta 801 (2013) 22– 33 25
positive/negative (P/N) predictions [20,34], would be subject to
class numbers and prevalence. A more robust solution would be
to evaluate the trade-off between TP and FP rates, via ‘receiver
operating characteristic’ curves [20,34]. Although these are widely
used for binary (two-class) classiﬁers, however, their attraction
was  limited by the lack of a consensus protocol for multiple class
evaluations [35].
The extra metric we chose for better comparisons across dif-
fering numbers and balance of classes was  Cohen’s kappa, which
is designed to deduct the portion of success rates attributable to
chance [20,33,34]. Kappa has been less used in data mining than
in other ﬁelds [33], though it is one of Weka’s standard measures
[20]. It is deﬁned as
 = Po − Pc
1 − Pc
where Po = predictor’s observed success rate, and Pc = predictor’s
chance success rate (empirically estimated from confusion matri-
ces) [20,33,34]. Since kappa has its own  limitations [34], we
adopted it as a supplement, rather than a replacement of the accu-
racy measure.
Our evaluation space comprised NMR  or mass spectrometric
data sets, from four projects with different metabolomic or food
production objectives. The four projects differed in class numbers
(from two to ﬁve), and in absolute and relative numbers of sam-
ples within each class. Within each project, there were distinct
subsets of data. Most importantly, between these subsets there
were sources of variation in the production or genetics of the rel-
evant materials. Training and test data in EV were represented
by distinct subsets, and hence differentiated, potentially non-IID
populations. Inter-project statistical comparisons of classiﬁer per-
formances needed to be robust to the potentially widely different
challenges presented by each project.
Demsˇar [36] argued, in 2006, that statistical tests for compar-
isons of multiple classiﬁers over multiple data sets were largely
unexplored, and established procedures were lacking. For para-
metric tests, comparisons of algorithms on multiple data sets pose
several problems: the data sets may  be incommensurate; normal-
ity and homogeneity of variance/sphericity may  be violated; and
outliers may  skew the statistics [36]. Theoretically and empirically,
Demsˇar [36] recommended the non-parametric Friedman test. This
is a ranks-based ‘repeated-measures’ test, involving comparisons of
multiple observations (here, classiﬁer performances) on the same
series of subjects (here, data sets). The Friedman test can be seen as
a non-parametric counterpart of the repeated-measures ANOVA,
or a repeated-measures counterpart of the Kruskal–Wallis test.
Differences between average ranks of our classiﬁers were evalu-
ated for signiﬁcance using the critical difference of the post hoc
Nemenyi test [36]. The merits of ranking for method compari-
son in analytical chemistry have also been advanced by Héberger
[7,37].
Performance rankings were therefore adopted here as a robust
measure for uniﬁed comparisons of classiﬁers over diverse projects.
This exercise would have limited value, however, unless at least
some classiﬁers were demonstrably successful. Again, a measure
robust to the incommensurability of the different projects was
desirable. For such purposes, permutation tests have been advo-
cated [38]. Their null hypothesis is that performance is no better[38].
Using this statistical toolkit, we evaluated the absolute and rel-
ative performances of a suite of classiﬁers in validations more
challenging than most of the current literature.
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. Materials and methods
.1. Experimental designs and data acquisition
A summary of the four projects and their data sets is in Table 3.
.1.1. ‘Invertases’ project
The two classes were ‘wild-type’ versus ‘invertase-mutant’
henotypes of the Arabidopsis thaliana Col-0 line, to be identiﬁed
rom NMR  spectral ﬁngerprints of shoots. The putative source of
ariation between sample sets was that the mutant phenotypes
ere affected in different invertase genes. A. thaliana has genes for
everal invertases (sucrose-hydrolyzing enzymes), which differ in
ellular location and apparent roles in plant development [39–41].
utants of the following genes were ﬁngerprinted: the mito-
hondrial, alkaline/neutral invertases At-A/N-InvA (At1g56560)
nd At-A/N-InvH (At3g05820); a cell wall, acid invertase AtcwINV5
At3g13784); the vacuolar, acid invertases Atfruct3 (At1g62660)
nd Atfruct4 (At1g12240), plus a double mutant of these last
wo [39–41]. The morphology of the mutants did not appear to be
bnormal.
Nine replicate A. thaliana plants of Col-0 and each of
he six mutants were grown in a single experiment (in
50–270 mol  m−2 s−1 light) and harvested as in Scott et al. [10].
hoot extracts were prepared and NMR  spectra acquired on a
ruker Biospin Avance spectrometer (Coventry, UK) at 600 MHz
10].
.1.2. ‘Biomass’ project
The three classes were wild-type (Col-0), salicylate-deﬁcient or
alicylate-overproducer genotypes of A. thaliana, which were to
e identiﬁed from ﬂow-injection electrospray-mass spectrometry
FIE-MS) ﬁngerprints of shoots grown at chilling (5 ◦C) temperature.
he genetic ‘background’ of all was the Col-0 line. Those deﬁ-
ient in salicylate were either mutant in sid2 (At1g74710) or eds5
At4g39030), or transgenic for NahG. The overproducer was mutant
n cpr1 (At4g12560). Under chilling conditions, shoot biomass in A.
haliana has been found to be inversely proportional to salicylic acid
ontent [42].
The putative source of variation between sample sets was  that
hey came from plants grown at 5 ◦C in four batches for differ-
nt periods of time (42–100 days), and in different light levels
25–100 mol  m−2 s−1). Shoot biomass averages relative to Col-0
aried in the four batches, from 1.33 to 3.02 × Col-0 in the salicylate-
eﬁcient plants, to 0.06–0.25 × Col-0 in the salicylate-overproducer
lants.
Shoots were extracted for analysis by FIE-MS on a Bruker
squire 3000 spectrometer (Coventry, UK), by the methods of
ard et al. [43]. Replicates varied numerically, as the tiny cpr1
utants required bulking to achieve sufﬁcient analytical material
42]. Moreover, as there were three salicylate-deﬁcient genotypes,
his class was numerically over-represented in the data sets.
.1.3. ‘Starch/lipid’ project
The four classes were the wild-type and three mutants of the
ol-0 line of A. thaliana, to be identiﬁed from FIE-MS spectral ﬁnger-
rints of shoots. The mutants were affected in metabolism of starch
a phosphoglucomutase encoded by the pgm gene, At5g51820)
r lipid (a plastid-localized glycerol-3-phosphate acyltransferase
ncoded by ats1, At1g32200; and an endoplasmic reticulum-
ocalized 18:1-phosphatidylcholine desaturase encoded by fad2,
t3g12120) [10]. The morphology of mutant plants did not appear
o be affected.
The putative source of variation between sample sets was  that
hey came from plants grown in three batches in either 100–150
r 250–270 mol  m−2 s−1 lighting, as described by Scott et al. [10]. Ta
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ight or nine replicate plants were grown in each batch. Shoots
ere harvested and analyzed by FIE-MS on a Waters Micromass
CT spectrometer (Elstree, UK) as in [10]. We  had already noted that
andom forests were able to recognize the spectral ﬁngerprints of
hese mutants from one growth batch to another [10].
.1.4. ‘Cocoa’ project
The ﬁve classes were varieties of Theobroma cacao, to be iden-
iﬁed after bean fermentation, which is a key stage in cocoa
roduction [7]. Two were traditional cultivars: Amelonado, com-
only grown in South America and West Africa; and EET53, a
Nacional’ type from Ecuador. Another was Scavina 6, a disease-
esistant clone collected from the upper Amazon. These three
robably belonged to genetically distinct groups [44]. The others
ere: Catongo, an Amelonado type with white beans; and CCN51,
 disease-resistant variety of complex pedigree widely planted in
cuador [7].
The putative source of variation between sample sets was that
hey came from beans harvested in three different seasons (2001,
002, 2003), on a plantation at Fazenda Almirante (a division of
ars, M&M  Inc. in Itajuipe, Bahia, Brazil), where they were fer-
ented as previously described [7].
Chemical extraction and FIE-MS analysis on a Waters Micromass
CT was as described by Wood et al. [7]. Each season’s production
f a given variety formed a single sample, which was  subdivided
or analytical replication.
.2. Classiﬁcation of data
.2.1. Spectral data characteristics and pre-processing
NMR  spectra (Invertases project) were acquired in 128 scans of
idth 7310 Hz, and Fourier-transformed with an exponential win-
ow (0.5 Hz line broadening). Spectra were binned to 0.01 ppm,
nd intensities scaled relative to the chemical-shift reference peak
2H4-trimethylsilylpropionate, ı0.05 to −0.05). The output data had
14 features in the range ı9.995–0.505. Three analytical replicates
ere averaged.
FIE-MS ﬁngerprints (Biomass, Starch/lipid, and Cocoa projects)
ere acquired in ranges between m/z 51 and 1000 (depending on
he project), binned to unit m/z  values, and normalized to total
on current of the sample infusion [45]. Positive- and negative-ion
pectra were concatenated, yielding 1852–1898 features (Table 3).
Any additional data processing steps prior to the various classi-
cation routines are in the Supplementary Data (Table S1).
Supplementary material related to this article can be found, in
he online version, at http://dx.doi.org/10.1016/j.aca.2013.09.027.
.2.2. Latent variable approaches
Latent variable analyses were applied to mean-centered data,
ithout scaling. The R packages stats and MASS [46] were used
or PCA-LDA, while SIMCA-P version 11.0 (Umetrics AB, Umeå,
weden) was used for SIMCA, PLSDA and OSC-PLSDA. The lat-
er software follows a ‘PLS2′ procedure, in which all classes are
odeled simultaneously. When OSC was used, class-orthogonal
omponents with eigenvalues > 2 were removed from models [24].
n SIMCA-P, the number of components to retain in models is deter-
ined by a CV process [47]; the default of seven data subsets was
sed in this CV for all methods (including PCA-LDA, for which PCA
n SIMCA-P was performed to determine the PCs to retain).
.2.3. Machine learning classiﬁers
Classiﬁers employed via the Explorer interface of the Wekaachine learning workbench, version 3.6.1 [48], included: Naive-
ayes, MultilayerPerceptron, RBFNetwork, SimpleLogistic,  SMO, IBk,
Nge, HyperPipes, J48,  RandomForest,  and SimpleCart.  SMO, which
s a support vector machine implementation, was performed withca Acta 801 (2013) 22– 33 27
both a linear kernel (PolyKernel exponent = 1.0), and a second-order
polynomial kernel (PolyKernel exponent = 2.0). Weka performs
multiclass SMO classiﬁcations using pairwise analyses.
To reduce the danger of overﬁtting, model parameters were not
tuned during training [7]; instead a single ﬁxed set of parameters
was  used, as detailed in the Supplementary Data (Table S1). We
generally preserved defaults of the Weka package, though for Ran-
domForest we  grew 1000 trees, using the default number of random
features (
√
m , where m = number of data features) of the original
algorithm [27].
Reduction of data dimensionality was performed in the Weka
Explorer using the ReliefF feature evaluation method, with the
Ranker search, to select 100 features prior to application of each
Weka classiﬁer. The feature evaluator/search method is referred to
as a ‘ﬁlter’ [31], and the classiﬁer without it as the ‘base’ classiﬁer.
Samples destined for classiﬁer testing were completely excluded
from the feature selection process [49].
2.3. Analysis of classiﬁer performances
2.3.1. Validation designs
Full, nine-fold cross-validations (9 × CV) were performed on all
pairs of the sets of spectral data (Table 3) in each project. The
pooled data were partitioned in each round such that one-ninth
of samples were withheld and used to test the predictive accu-
racy of the model. Selection of the held-out samples was random
within classes, while seeking to reﬂect the population class dis-
tribution. This was  iterated until every sample in the population
had been withheld and predicted once. The held-out subsets were
excluded from all stages of model building, including optimization
of model components [50]. 9 × CV was performed separately for
each of the classiﬁers, so these were not tested with identical data
subsets.
The EV procedure differed from 9 × CV in that sources of vari-
ation (e.g., different plant growth conditions, harvest years, or
genotypes) were explicitly partitioned between the ‘training’ data
used to build models, and the data on which models were tested.
Only a single data set was used for training. For example (Table 4),
projects with three sets of data (e.g., the three seasons of the Cocoa
project) would entail six rounds of EV, as the classiﬁer was trained
on each season’s data and tested on data from each of the other
two. The Biomass project with four data sets (plants grown at
different times in varying conditions), entailed 12 rounds of EV.
For the Invertases project, training involved one mutant and the
wild-type Col-0, with testing on each of the other ﬁve mutants (30
EV rounds).
2.3.2. Classiﬁer performance measures
Accuracy and Cohen’s kappa statistic were used as metrics of
performance. In a given classiﬁcation task, accuracy was deﬁned
as the percentage of times class was  correctly predicted, irrespec-
tive of the numbers of samples or classes. In Table 4 illustration,
accuracy for classiﬁcation task (1) would be the percentage of Set 2
samples whose class was correctly predicted, accuracy for task (2)
would be the percentage of correctly classiﬁed Set 3 samples, and
so on.
Kappa was calculated as described by Ben-David [33] except for
special cases where this was  inapplicable [34]. One was the Inver-
tases data, where only one of two possible classes populated the
test sets, and here Pc was  taken as 0.5. The other was  for SIMCA
class-modeling when predictions were inconclusive; here, kappa
was  arbitrarily set to 0.2.3.3. Signiﬁcance of classiﬁcation performances
Permutation tests [38] were used to estimate the statistical sig-
niﬁcance of classiﬁcation accuracies. Training and test data sets for
28 I.M. Scott et al. / Analytica Chimica Acta 801 (2013) 22– 33
Table 4
Example EV design for project with 3 sets of data: the classiﬁer is trained on each set, and tested on each of the other two  sets.
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 given classiﬁcation task were replicated 1000 times with all class-
abels randomly permuted (with the R base package). P-values were
eﬁned as the proportion of times accuracies on real data were
qualed or surpassed in the 1000 tests on permuted data. Using
able 4 as illustration, 1000 permutations of the ‘Set 1/Set 2’ data
ould be generated to obtain P-values for train/test task (1), then
000 permutations of the ‘Set 1/Set 3’ data would be generated to
btain P-values for train/test task (2), and so on for all six tasks. All
-values were based on 1000 permuted data sets, irrespective of
ample or class numbers.
For Weka classiﬁcations, permuted data were written to ARFF
les using the RWeka package [51], and batch-processed via the
eka Experimenter interface [48]. PCA-LDA used the R packages
tats and MASS [46], and PLSDA the R package plsgenomics [52],
n permuted data. For both, the number of components modeled
as (arbitrarily) determined by SIMCA-P on the unpermuted data
see Section 2.2.2). OSC [24] prior to PLSDA on permuted data
as performed in R, the components removed equaling the num-
er determined by SIMCA-P on the unpermuted data (see Section
.2.2).
.3.4. Comparative performances of classiﬁers
For a given project, several metrics were used to summarize
he overall performance of each classiﬁer. These were the average
ccuracies and kappa values (see Section 2.3.2), and average per-
entages of signiﬁcant classiﬁcations (see Section 2.3.3) over all the
raining/test set combinations (see Section 2.3.1) in the project. For
llustration, the EV design in Table 4 would generate six accuracy
or kappa) values, one for each of tasks (1)–(6). The arithmetic mean
f these six values would represent the classiﬁer’s average accuracy
or kappa score) for that project.
Performances of all classiﬁers in the project were ranked by
hese metrics. Statistical comparisons of these classiﬁer rankings
ver all four projects used the non-parametric, ranks-based, Fried-
an test (in the R stats package), with post hoc Nemenyi tests [36];
e refer to these as ‘Friedman–Nemenyi’ tests.
In addition, we quantiﬁed each classiﬁer’s performance rela-
ive to the highest known potential performance, exempliﬁed by
hichever classiﬁer was best overall in the same project. This
easure was the ratio between the average accuracy of the givenlassiﬁer and that of the best-performing one.
Pairwise comparisons of classiﬁers over multiple tasks used
ilcoxon signed-ranks tests, as advocated by Demsˇar [36], with
onte Carlo P-values, in PAST version 1.91 [53].
able 5
omparison of cross-validation and external validation performances of 28 classiﬁers.a
Project Mean % accuracies ± SD (mean kappa in brackets)
Cross-validationsb (9 × CV) 
Best classiﬁer(s) per testd All classiﬁerse
Invertases 88.5 ± 3.4 (0.76) 75.5 ± 9.2 (0.44)
Biomass 100 ± 0 (1.0) 94.5 ± 5.7 (0.88)
Starch/lipid 100 ± 0 (1.0) 91.0 ± 9.9 (0.88)
Cocoa  100 ± 0 (1.0) 95.0 ± 8.0 (0.94)
a Classiﬁer list in Section 3.1.
b Tests per project: invertases (n = 15); biomass (n = 6); starch/lipid (n = 3); cocoa (n = 3)
c Tests per project: invertases (n = 30); biomass (n = 12); starch/lipid (n = 6); cocoa (n = 6
d Means of top performance (by any classiﬁer) in each test.
e Means of all 28 classiﬁers in each test.(4) Train/test (5) Train/test (6) Train/test
Set2/Set 3 Set 3/Set 1 Set3/Set 2
3. Results
3.1. Classiﬁers evaluated
Twelve machine learning classiﬁers were evaluated, these being
the Weka algorithms NaiveBayes,  MultilayerPerceptron, RBFNet-
work, SimpleLogistic,  SMO with a linear kernel, SMO  with a
second-order polynomial kernel, IBk,  NNge, HyperPipes,  J48,  Ran-
domForest,  and SimpleCart.  These were also tested using Weka’s
ReliefF feature selection ﬁlter. Four latent variable methods were
tested: SIMCA, PLSDA, OSC-PLSDA, and PCA-LDA. Thus, 28 classi-
ﬁers were evaluated.
3.2. Cross-validation versus external validation
We  conducted 9 × CV versions of the classiﬁcation tasks outlined
in Section 2.1, alongside more challenging EVs. In 9 × CVs, sources
of variation (Table 3) were pooled in a pairwise fashion, i.e., two
invertase-mutants, two growth experiments, or two  seasons. In
EVs, sources of variation were explicitly separated as training and
test sets. Within each project, EV involved every data set in turn
being used for training, while each of the others served for testing
(Table 4). Table 5 summarizes 27 9 × CV and 54 EV performances
of 28 classiﬁers.
Comparison of 9 × CVs and EVs conﬁrmed the latter were a
greater challenge (Table 5). For three projects, at least one classi-
ﬁer achieved perfect classiﬁcations in 9 × CV, while average 9 × CV
accuracies of all 28 classiﬁers were 75–95%. (We  should note that
9 × CV lacked rigor for the Cocoa project, which involved only ‘ana-
lytical’ replication, but the results are included to show the data
characteristics.)
By contrast, in EVs mean accuracies of the 28 classiﬁers were
only 48–76%. That said, the best-performing EV classiﬁers were
86–97% accurate, conﬁrming classiﬁable structure in the data
(Table 5). As the projects differed in class numbers and balance,
kappa scores were also estimated (Table 5). Kappa scores for the
ﬁve-class Cocoa tasks were higher than for the two-class Invertases
tasks, even where percent accuracies would not indicate this rel-
ative performance. Accuracy and kappa scores both conﬁrmed the
class-imbalanced Biomass data sets were relatively well classiﬁed.3.3. Effects of feature pre-selection
All data were high-dimensional, with 914–1898 features. For
reduction to fewer, class-predictive features, we tested a ‘ﬁlter’ on
External validationsc (EV)
Best classiﬁer(s) per testd All classiﬁerse
 86.2 ± 5.7 (0.71) 58.5 ± 12.2 (0.21)
 96.9 ± 6.7 (0.97) 75.5 ± 15.2 (0.58)
 91.0 ± 7.2 (0.89) 62.5 ± 19.4 (0.52)
 87.0 ± 10.8 (0.84) 48.4 ± 17.0 (0.36)
.
).
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Table  6
Effects of feature selection on EV performances of 12 classiﬁers.a
Project Base classiﬁer ReliefF (top 100)
Mean accuracy ± SD (%)b
Invertases 62.1 ± 9.1 60.9 ± 9.4
Biomass 77.1 ± 8.3 80.9 ± 5.4
Starch/lipid 56.3 ± 14.9 75.1 ± 9.3**
Cocoa 45.2 ± 14.0 57.5 ± 12.5**
Mean kappa ± SDb
Invertases 0.26 ± 0.21 0.22 ± 0.19
Biomass 0.55 ± 0.18 0.67 ± 0.09*
Starch/lipid 0.43 ± 0.20 0.67 ± 0.12**
Cocoa 0.30 ± 0.18 0.46 ± 0.16**
a The Weka classiﬁers listed in Section 3.1.
b Mean performances of 12 classiﬁers in 6–30 tests per project.
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* P < 0.05;
** P < 0.01 (Wilcoxon tests).
he 12 machine learning classiﬁers. The application of ReliefF [31]
n selection of 100 features frequently improved EV performances,
ccording to Wilcoxon tests on accuracy and kappa scores (Table 6).
.4. Comparative evaluations of classiﬁers
.4.1. Performance rankings
Rankings are a robust measure, and underly many non-
arametric tests [36]. We  used cumulative mean rankings (over
ll four projects) to rate performances for 9 × CV (Fig. 1A) and EV
Fig. 1B), with Friedman–Nemenyi tests [36] to determine which
lassiﬁers differed signiﬁcantly from the top- and bottom-ranked
nes.
The overall performances of classiﬁers with a ReliefF-ﬁlter con-
rmed the generally beneﬁcial effects of feature pre-selection
lready noted in Table 6. The only base classiﬁer in both 9 × CV and
V top groups (i.e., not differing in Friedman–Nemenyi tests from
he highest-ranked classiﬁer) was RandomForest.  Also in both top
roups were ReliefF-ﬁltered RandomForest,  SMO, and MultilayerPer-
eptron. Conversely, the decision tree classiﬁers SimpleCart and J48
ere in the bottom quartile in both validations.
Each classiﬁer was implemented with a single, ﬁxed set of
arameters for all classiﬁcation tasks (Supplementary data, Table
1). Regarding machine-learning classiﬁers with tunable param-
ters, we should mention that the chosen ﬁxed parameters gave
00% classiﬁcation rates on all EV training sets for SMO, and for
9.7% of EV training sets for MultilayerPerceptron.
No latent variable classiﬁers were top quartile in either vali-
ation (Fig. 1). PLSDA was second quartile in 9 × CV, but all latent
ariable classiﬁers were fourth quartile in EV. OSC appeared detri-
ental to PLSDA. Rankings of OSC-PLSDA among the 28 classiﬁers
ere poorer than PLSDA in 9 × CV and EV (Friedman–Nemenyi
ests; P < 0.01).
An issue for latent variable classiﬁers is the number of compo-
ents to use in models [22]. The results shown for all four latent
ariable methods were obtained from models whose retained
omponents were determined using the default CV in SIMCA-P
oftware. Alternatives were, however, explored. No signiﬁcant dif-
erences to the reported EV performances of PCA-LDA were found
hen retained components were ﬁxed as ten, or determined by
 × CV on training data. The maximum number of PCs available for
DA [22] was on average 23.1 (SD, 10.3), and by consistently using
ll these, PCA-LDA would have been promoted to third quartile in
he EV rankings.SIMCA class-modeling ranked as poorest of all methods (Fig. 1).
e could not improve SIMCA by alternatively scaling the mean-
entered data by unit variance (P > 0.05; Wilcoxon tests). It could be
rgued, however, that our performance metrics were not entirelyca Acta 801 (2013) 22– 33 29
commensurate for SIMCA. As a one-class classiﬁer [54], for exam-
ple, its null classiﬁcations obviated chance ‘hits’. Though this was
not the intention of its originators, it is possible to force SIMCA
to assign samples to whichever class is closest, irrespective of the
critical distance [54]. By this alternative procedure, the mean EV
accuracy over all data sets increased to only 38.3%, which left SIMCA
ranked in bottom place. For a couple of projects, however, forced-
classiﬁcation promoted SIMCA in the EV accuracy rankings, to 21st
place for the Starch/lipid data, and 27th place for the Cocoa data.
3.4.2. Percentages of signiﬁcant classiﬁcations
Classiﬁer rankings would have little merit for non-signiﬁcant
classiﬁcations. For statistical evaluation, we ran dummy classiﬁ-
cations with 1000 random class-label permutations [38]. This was
done for all 54 classiﬁcation tasks, each with 28 classiﬁers. Percent-
ages of EV classiﬁcations that were signiﬁcant are shown in Fig. 2A.
The highest ranked classiﬁers were ReliefF-ﬁltered NaiveBayes and
HyperPipes, but RandomForest did not differ signiﬁcantly from these
(Friedman–Nemenyi tests; P > 0.05).
3.4.3. Minimum performances relative to best classiﬁer
A classiﬁer may  be judged poor if it fails despite better per-
formances by alternative classiﬁers. We therefore expressed each
classiﬁer’s average performance in EVs for each project, as a pro-
portion of the best classiﬁer’s performance on the same data. Fig. 2B
presents each classiﬁer’s worst performance, in any of the four
projects, by this metric. RandomForest had the best minimum per-
formance (at 0.86 of the top classiﬁer for the Cocoa data, which
was  SimpleLogistic).  The next best nine were all ReliefF-ﬁltered,
with minimum performances of 0.74–0.84 of the best. At the lower
end (minimum performances < 0.50 of the top classiﬁer) were
SIMCA, base and ReliefF-ﬁltered J48 classiﬁers, HyperPipes,  Simple-
Cart, NaiveBayes and OSC-PLSDA (Fig. 2B). SIMCA would have been
promoted to 27th rank if forced to make classiﬁcations (see Section
3.4.1).
4. Discussion
The data sets in this paper were purposely selected to be dif-
ﬁcult classiﬁcation challenges. It was expected that training and
external test data would be non-IID, while the four projects pre-
sented different class structures, with either two, three, four, or
ﬁve classes, and sometimes unbalanced numbers of samples in
the classes. We  evaluated classiﬁers in several projects in consid-
eration of the unlikelihood of a learning algorithm with optimal
performance for all tasks [20,55].
Currently, the most common validation in chemometrics is CV
(Table 1), in which training and test samples are withdrawn from a
uniﬁed data pool containing all the samples in the study. We  found
the consequences of departure from this standard protocol were
striking. Validations by external test populations (EV) were only
50–80% as accurate as CV. Because we  intentionally used external
test data with potential sources of variation (Table 3), this under-
performance in EV might be pessimistic, but in practice comparable
studies are scarce (Table 1). Nonetheless, the EV challenges were
feasible, as the best (among 28) classiﬁers achieved mean accura-
cies of 86–97% (kappa 0.71–0.97).
It is pertinent to review the tested classiﬁers in the context of
their current status in analytical chemistry. Counts of papers, from
the past decade, using relevant generic methods are in Table 7, with
references in Supplementary Data Table S2. The fact that random
forests featured in only 4.5% of the surveyed papers is noteworthy,
as in our tests no criteria revealed statistical superiority to Ran-
domForest of any other classiﬁer. RandomForest was a top-ranked
classiﬁer in CV, and in EVs was in the top group by all criteria, i.e.,
rankings (Section 3.4.1), permutation (Section 3.4.2), and minimum
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Fig. 1. Cumulative rankings of 28 classiﬁers by accuracy over the four projects, in (A) cross-validations (9 × CV), and (B) external validations (EV). ‘R100’ preﬁx: classiﬁers
w  with 
c 001) f
s iles.
r
w
p
t
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p
i
i
b
sith  prior selection of 100 features using ReliefF.  ‘SMO1’, ‘SMO2’: SMO classiﬁers
lassiﬁers not differing signiﬁcantly (Friedman–Nemenyi tests, **P < 0.01; ***P < 0.
ymbols: rankings by kappa among the top group. Vertical dotted lines: rank quart
elative performance (Section 3.4.3). Its worst mean performance
as 0.86 of the best classiﬁer (on the Cocoa data), and this criterion
laced RandomForest ﬁrst among all classiﬁers.
Supplementary material related to this article can be found, in
he online version, at http://dx.doi.org/10.1016/j.aca.2013.09.027.
RandomForest,  moreover, outperformed the current favorite in
hemometrics, PLSDA, which featured in nearly half of all reviewed
apers (Table 7). One or more latent variable methods were used
n 64% of papers, so it is surprising that all four such methods were
n the bottom quartile of EV performances by the 28 classiﬁers. The
est latent variable methods achieved only about two-thirds of the
igniﬁcant classiﬁcations by the top machine learning classiﬁers.linear or second-order polynomial kernels, respectively. Asterisks: ‘top group’ of
rom the ﬁrst rank. Open circles conversely deﬁne ‘bottom groups’. Subscript of 
OSC, which featured in less than 5% of papers, proved counterpro-
ductive in combination with PLSDA.
In theory, alternative data pre-processing or model construction
may  provide scope for improving classiﬁers for a given task [45,56].
Other common protocols for data scaling or optimization of model
components were not, however, found to promote latent variable
methods beyond third quartile in EV. Though improved solutions
may  always exist, a pragmatic consideration would be that other
classiﬁers performed better without needing further investigation.
Moreover, latent variable classiﬁers were relatively worse in EV
than CV, which implies that optimization in training may  not trans-
late into improved performance on non-IID test data.
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ines:  rank quartiles.
Latent variable methods can be categorized as ‘generative’, since
heir models involve representations that could, in theory, be used
o reconstruct realistic data. It has been suggested that, in practice,
ifferences between generative models and the true data dis-
ribution mean their generalization is often poorer than purely
discriminative’ methods [57,58]. On this interpretation, the gen-
rative methods in this paper were vulnerable to the divergences
etween training and test data distributions, which were more
ronounced in EV, and only exacerbated by OSC. This would be par-
icularly applicable to the failure in EV of class-modeling by SIMCA,
espite use of this method in 14% of surveyed papers (Table 7).
 representative reference set is critical for SIMCA [59], which is
ulnerable to data outliers [60].ions in each project (n = 6–30) found signiﬁcant (P < 0.05) in permutation tests. (B)
 best classiﬁer performance on that data. Classiﬁer labels as Fig. 1. Vertical dotted
In consequence, latent variable methods did not fully deliver
their perceived beneﬁts. The attractions of latent variables, in
reduction of dimensionality while encapsulating coordinated
behavior of multiple variables, remain for ﬁelds such as systems
biology [61], while class-modeling approaches such as SIMCA can
be particularly appropriate for situations such as quality control
[21]. Nonetheless, it appears machine learning methods ultimately
have the greater power for challenging classiﬁcations.
Among machine learning methods, one or both of neural
networks and support vector machines were used in about
one-third of papers surveyed (Table 7). An issue with these meth-
ods is that various model parameters can be adjusted, so a study
with no tuning strategy might not do them full justice. We  used
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Table 7
Counts of papers using classiﬁer approaches tested in this study, over ten years
(2002–2012).a
Methodology Number of
papers
Representative(s)
in this study
PLSDA 132 PLSDA
Neural networks 61 MultilayerPerceptron
Support vector machines 46 SMO
SIMCA 41 SIMCA
PCA-LDA 30 PCA-LDA
Nearest neighbors 29 IBk,  NNge
Decision trees 17 J48, SimpleCart
Bayesian 14 NaiveBayes
OSC 13 OSC-PLSDA
Random forests 13 RandomForest
Logistic regression 6 SimpleLogistic
Radial basis function networks 4 RBFNetwork
Boosting 3 SimpleLogistic
HyperPipes 0 HyperPipes
a
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rJournals: Anal. Chem.,  Anal. Chim. Acta, Chemom. Intell. Lab. Syst., Food Chem.,
etabolomics. Total number of papers: 286. See Table S2 in Supplementary Data for
eferences.
he Weka default settings for parameters of SMO models (Supple-
entary data, Table S1). The same applied to MultilayerPerceptron
odels, except the number of hidden layers was set as the num-
er of classes (Table S1). Neural network designs were therefore
elatively simple, but took into account the nature of the classiﬁca-
ion task. Classiﬁers of both types were 100% accurate on virtually
ll training sets with the ﬁxed settings. In 9 × CV, moreover,
he good performance of both methods justiﬁed their reputa-
ions.
Feature selection currently appears to be employed by a minor-
ty of machine learning studies in chemometrics. Among the 140
achine learning papers surveyed (Supplementary Data, Table S2),
ome form of feature selection was used by just over a quarter
26.4%), including 6.4% that demonstrated improved classiﬁcation,
nd another 6.4% whose stated motivation was instead marker dis-
overy or more interpretable models.
Feature selection signiﬁcantly improved many of our machine
earning classiﬁers. The MultilayerPerceptron and SMO  classiﬁers
ere generally outperformed by their own extremely successful
eliefF-ﬁltered versions. It is known that multilayer perceptrons
re susceptible to high dimensionality [28,30], while support vector
achines are not immune [62]. Improved performances due to fea-
ure selection have been noted in the chemometrics ﬁeld for both
hese methodologies [63–65]. Although feature selection itself can
e overﬁtted to training data [30], this did not emerge as a problem
n the present study.
ReliefF-ﬁltering also improved certain other EV classiﬁers
Friedman–Nemenyi tests; P < 0.01) for which high-dimensional
ata is considered challenging: RBFNetwork [28], IBk [30] and
aiveBayes [26]. Previous chemometrics reports on these generic
lassiﬁers have found feature selection to be beneﬁcial [63,64,66].
he simple HyperPipes,  though little used (Table 7), was  also among
he top EV classiﬁers when ReliefF-ﬁltered.
High-dimensionality is also a problem for classical decision-tree
lgorithms [30], such as J48 and SimpleCart,  and improvement of
ecision trees by feature selection has been reported in chemo-
etrics [63,64,66]. We  did not ﬁnd classical decision trees to be
mong the best performers even with ﬁltering, though SimpleCart
as signiﬁcantly improved using ReliefF (Friedman–Nemenyi tests;
 < 0.01). Poor model stability is another issue with the J48 and Sim-
leCart algorithms; decisions about features near the root affect
hoices further down the tree, so small data variations can produce
ery different trees [25,67].
Dimensionality reduction is integral to the SimpleLogistic algo-
ithm [20,29], and its performance was not improved by ReliefF.  Theca Acta 801 (2013) 22– 33
SimpleLogistic base classiﬁer, in fact, ranked in the top group by EV
accuracy. This algorithm employs boosting and logistic regression
[20], neither of which are widely used in chemometrics (Table 7).
The resilience of random forests to high dimensionality [27]
was  particularly evident in this study, since ReliefF-ﬁltering did
not improve RandomForest classiﬁers. RandomForest was the only
base classiﬁer (i.e., used without a feature selection ﬁlter) in the top
group by all criteria in Sections 3.4.1, 3.4.2 and 3.4.3.
Although this study focused on class-assignment, additional
utilities of random forests have recently been exploited in chemo-
metrics. The fact that they use the totality of high-dimensional data
can be advantageous if maximum data-driven knowledge is sought,
since data pruning prior to classiﬁcation may  cause information
loss [30]. In fact, fewer than half the 13 surveyed papers involv-
ing random forests (Supplementary Data, Table S2) used them
purely for classiﬁcation. Six papers instead used random forests
for feature evaluation, via recursive feature elimination [68,69], or
the algorithm’s permutation-based ‘importance scores’ for every
feature’s contribution to classiﬁcation [70–73]. Another obtained
between-class ‘margins’, from the proportions of decision trees in
the ‘forest’ voting for the correct and incorrect classes [74]. This
last was among our own recent studies to exploit random forest
margins [3,10,45,75].
While RandomForest appeared the ‘winner’ in our evaluations,
we recommend it as a ‘must-try’ for chemometrics, not a sole ‘clas-
siﬁer of choice’. Our results are primarily mean performances over
several data sets within each project. They conceal the fact that
in 10% of individual classiﬁcation tasks within the projects, Ran-
domForest was in the bottom quartile of the 28 classiﬁers. While
not a bad statistic in context, this conﬁrmed the existence of data
structures for which random forests are not the best classiﬁers.
One should therefore be mindful of the discourse on whether
a universal classiﬁer for any data is attainable [55,76]. We  found
certain classiﬁers outstanding for one project, only to prove weak
otherwise. HyperPipes was  number 1 among 28 classiﬁers in EV
of the two-class Invertases data, but ranked 20–28 for the other
projects. Likewise, ReliefF-ﬁltered SimpleCart had a remarkable
mean EV accuracy of 96% on the 12 data sets of the three-class
Biomass project, but only 38% and 46% on the Cocoa and Invertases
data.
Future generations of classiﬁers for non-IID data may  emerge
from the ‘transfer learning’ concept [6,77]. This early-stage
machine learning theme is predicated on the infeasibility for many
real-world enterprises of maintaining classiﬁer-training examples
that perfectly reﬂect the population they need to query. Algorithms
that explicitly generalize across data populations with different
feature distributions would have great potential.
5. Conclusions
This study demonstrated that classiﬁcation of analytical data
has scope to progress in two major areas. First, in more challenging
but realistic validation scenarios, which encompass the divergences
between training and test samples that are inevitable if classiﬁer
schemes are to have real-world utility. The generally good per-
formances in our CV routines dramatically deteriorated for the
average classiﬁer in EV. Second, evaluation studies need to identify
the best classiﬁers for generalization to realistic test populations.
Here, we  found grounds for optimism in the superior EV perform-
ances among newer machine learning schemes. Those that fared
best in EV were immune to, or actively reduced, the high dimen-
sionality of spectrometric data. Random forests were the most
successful representative of the former category, surpassing even
the more popular support vector machines. Alternatively, feature
selection by ReliefF proved successful, in combination with diverse
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