Abstract. We seek to understand patterns that form due to acute inflammation in the skin in the absence of specific pathogenic stimuli. By incorporating inhibition (represented by an anti-inflammatory cytokine) into a classical Keller-Segel chemotaxis model, we create a novel model that produces a variety of spatial patterns. We find that the dynamical instability in both homogeneous and nonhomogeneous steady states arises only when the inhibitor dynamics are sufficiently slow. We present simulation results that motivate the nonlinear analysis of the model and illustrate a variety of interesting dynamic two-dimensional spatial patterns that form, including isolated traveling pulses, rotating waves, and patterns that do not settle to a regular behavior.
chemokine that serves as a chemoattractant for the immune cells, and an anti-inflammatory cytokine which serves as an inhibitor. We assume that both molecules are produced by the immune cells but the anti-inflammatory cytokine dynamics follows a slower time scale than the chemokine dynamics. This is typical in the innate immune response where anti-inflammatory cytokines are produced with some delay in order to allow the immune response to develop. The immune cells are attracted to higher concentrations of the chemoattractant, so there is a positive feedback between chemokine production and localization of the immune cells.
Simultaneously, but at a slower rate, the anti-inflammatory cytokine produced by the immune cells inhibits the production of both itself and the chemoattractant. We are not concerned with the origin of a particular inflammatory response, so we do not introduce pathogens or other insults. One can view the model as the result of a runaway immune response, such as in allergic rashes where the insult that initially activated the response was transient and has already disappeared.
We seek to understand patterns that develop in the system. Traditionally, models of pattern formation follow Turing's work [33] on reaction-diffusion equations, where a homogeneous steady state can become unstable and small perturbations can lead to stationary or dynamic heterogeneous patterns. While pattern formation in reaction-diffusion systems has been studied extensively [9, 32, 11, 23] , less attention has been paid to the systems with chemotaxis, to which our model belongs. A review of chemotaxis models, including their biological motivations, existence and regularity of solutions, and descriptions of patterns, can be found in [12] . The general model of chemotaxis by Keller and Segel [15, 16] is the most common mathematical formulation of the chemotactic motion of microorganisms:
Here, m is the density of some conserved species (in this paper, macrophages) and c is a chemoattracting chemical that is released by m. The first term in the dynamics of m represents random undirected diffusion, and the second is a chemotactic term such that m moves up the gradient of c. The terms in the dynamics for c are respectively undirected diffusion, decay, and production by m. The existence and regularity of solutions of the Keller-Segel model depends on the chemotactic term k 2 . For many natural choices (i.e., k 2 (m, c) = m) the solutions blow up in two dimensions. However, modifications can be introduced so that solutions exist globally in time [12] . An important property of chemotaxis models is their ability to generate spatial patterns. For example, Lubkin, Tyson, and Murray [19] use a chemotaxis model to study bacterial pattern formation. The patterns are generally stationary or evolve to stationary limits through transients. It has been found that the Keller-Segel model does support traveling waves in special cases, for example, for k 2 (m, c) = m/c and D c = 0 [16] , or for k 2 (m, c) = −mc −p [14] , where p > 0. However, it can be shown that no bounded traveling waves exist if D c > 0 and k 2 (m, c) and its first derivatives are continuous in c on [0, ∞) [28] . Traveling waves can be generated by introducing growth and annihilation terms in the equation for m. In all known cases, traveling waves in the Keller-Segel model do not have a peak in the chemoattractant profile but are, instead, fronts. Much of the work on pattern formation relies on numerical simulations, but there is also analytical work focused on reaction-diffusion models. Linear and nonlinear analyses have given many insights into the numerical results. In studying the selection mechanism for stripes or spots in reaction-diffusion systems, Ermentrout [8] shows that the nonlinear terms of the model are crucial in determining which pattern is achieved. Zhu and Murray [40] perform extensive linear and nonlinear analyses of chemotaxis models in two dimensions. Not only do they describe which conditions generate stripes or spots, but also they show the existence of mixtures of the two patterns.
We are ultimately interested in self-supporting localized traveling waves, so we introduce a third variable into the system. Our model is related to the receptor-binding model [18, 29, 30] , extending it by one additional variable to include the anti-inflammatory cytokines. We present a linear analysis of the homogeneous steady state. We find that a Turing instability occurs for a large chemotactic coefficient, while a Hopf instability occurs when the anti-inflammatory time scale is large. We analyze how the emergent patterns, ranging from stationary spots to traveling waves to oscillations, change with parameters around the bifurcations. The key implication of the presence of inhibitor is the existence of localized, self-supporting traveling waves, i.e., waves that do not require an external gradient of the chemoattractant. We find parameters that lead to the existence of traveling waves and present asymptotic traveling wave analysis to verify simulation results. Finally, we present numerical simulations showing that our model produces a wide range of dynamic behavior in both one and two spatial dimensions.
We see this work as building upon the rash theory developed in [13] . One of their main observations is the prevalence of patterns composed of moving waves. These types of rashes are referred to as Type II rashes, and a clinical example of these is erythema gyratum repens. Conditions that indicate Type II pattern formation are negative feedback of the immune factor (for us, macrophages) on its production and cubic-shaped nullclines for the chemoattractant. We keep these observations in mind as we develop our model.
Model description.
We consider the interaction of three species of the inflammatory system, all measured as concentrations in space: inflammatory cells (or macrophages, for short), m; a chemokine, c; and an anti-inflammatory cytokine, a. Macrophages detect the chemokine signal and respond to it by moving up the chemical gradient. The antiinflammatory cytokine inhibits the production of both itself and the chemokine. We assume that the macrophages produce both signaling molecules with the same kinetics but that a has slower dynamics. We also assume that the rate of attraction of the macrophages is reduced as the concentration of c increases, because the signal receptors of the cell become saturated and the macrophages are unable to sense the gradient (see [12, pp. 192-193] ). With these assumptions, we have the following three-variable PDE problem: Here D m is the undirected diffusive migration of macrophages, χ is the maximal chemotactic rate for the macrophages, and D c is the diffusion constant for both the pro-and antiinflammatory cytokines. The parameters β and ρ modulate the inhibitory effect of antiinflammatory cytokines. The term 1/(1 + αc) 2 captures the saturation of chemokine receptors that results in a slowdown of chemoattraction as the concentration of c increases, and α is the associated parameter. All parameters are nonnegative, and we expect D c > D m . For simplicity, the production and decay of the chemokine and the anti-inflammatory are given by the same terms, but the anti-inflammatory cytokine responds on a time scale τ which we regard as a parameter. The units of c and a have been rescaled so that the uninhibited production is one unit of c and a per one unit of m. The unit of time is equal to the decay rate of c. System (2) is an extension of the model (M2a) in [12] . When τ = 1, the variables c and a obey the same dynamics, and the model reduces to a two-variable Keller-Segel-type model (1) . Receptor saturation in the chemotactic term results in bounded solutions and prevents a blow-up. In principle, the anti-inflammatory cytokines could also inhibit the chemotaxis, but we do not consider that effect here.
We assume that the spatial domain of interest Ω is either one-or two-dimensional and that there is no flux of macrophages or chemokines across the boundary; i.e., ∇m = ∇c = ∇a = 0 on ∂Ω. For finite domains and for simulations,
In the one-dimensional case, when we look for traveling waves, we assume that there is a homogeneous solution with a fixed density of macrophages at each point. Since the domain is infinite, there are, in that particular case, infinitely many macrophages.
Stability of homogeneous states.
We start by analyzing the homogeneous steady state solution (m, c, a) = (m 0 , a 0 , c 0 ) of (2) , where m 0 is the total macrophage population M divided by the size of the domain. In this state, the second and third equations of (2) are identical and c 0 = a 0 = m 0 /(1 + βa ρ 0 ), which has a unique positive solution a 0 in terms of m 0 for all ρ, β ≥ 0. In particular, if ρ = 1, then
For convenience, we parameterize the homogeneous solution by a 0 instead of m 0 ; i.e.,
The total macrophage population is conserved in this model, which means that the value of m 0 is set if we fix the total population of m. However, because of this conservation, the total population of m can be any positive value, so the value of m 0 can take on any value at steady state. Since a 0 and m 0 are related in a 1:1 manner, we will parameterize the steady states by a 0 , as this results in simpler notation. In all the simulations, we have fixed the total number of macrophages (the integral of m(x, t) over the domain) and varied the other parameters. We want to emphasize that m 0 (so a 0 = c 0 ) can be any value, and this choice fixes the total population of macrophages. 
The Laplacian on a bounded domain Ω has a discrete set of eigenfunctions Φ k with associated eigenvalues −k 2 which are determined by the shape of the domain and the boundary conditions. For example, in a one-dimensional domain of length L with no-flux boundary conditions, the eigenfunctions are of the form Φ n (x) = cos(πnx/L), and the eigenvalues are
In a two-dimensional square domain with periodic boundary conditions the eigenfunctions are products of sine and cosine functions. We look for solutions of the form (m,ĉ,â)(x, t) = e λt Φ k (x). With this substitution, linear stability analysis reduces to the eigenvalue problem:
As in the classical Turing analysis of reaction-diffusion systems, if, for a given k, there is an eigenvalue λ of A(k) with a positive real part, then there is a spatially periodic perturbation of the homogeneous state (3) with wavelength 2π/k that grows exponentially in time, making the system unstable. If (λ) < 0 for all eigenvalues λ of A(k) for all k, then the homogeneous state (3) is stable. On a domain of finite size with periodic or no-flux boundary conditions the range of possible values of k is limited, but the same principle applies.
The application of Gershgorin theory.
The Gershgorin circle theorem provides a set of necessary conditions for instability of the system. The Gershgorin discs for the rows i = 1, 2, 3 of the matrix A(k) are
The centers of all the discs lie on the negative part of the real axis. If any of the discs contains 0 in its interior, then the matrix A(k) may have eigenvalues with positive real part. If 0 lies outside of each of the discs, then all eigenvalues of A(k) have negative real parts.
With ρ = 1 (as used in our numerical simulations) the discs for i = 2, 3 do not contain 0 for any values of the parameters, but for i = 1 the disc will contain 0 if and only if (8) χa
This condition implies that if a 0 (and, correspondingly, m 0 ) is small, pattern formation is not possible. Likewise, small magnitude of χ/D m , corresponding to weak chemoattraction, also prevents pattern forming instabilities. In the special case of ρ = 1, (8) implies the following necessary condition for instability:
3.2. The application of Routh-Hurwitz theory. We simplify the notation of the matrix
where p, q, r, s, u, v, and w are all positive. The eigenvalues of (10) are the roots of
Routh-Hurwitz theory implies that the steady state is linearly stable if and only if 1. N > 0, 2. Q > 0, and 3. R := NP − Q > 0.
Here the first condition is satisfied for all choices of parameters, but the second or third conditions may fail because of the presence of negative terms in Q and R. Note that A(0) has a zero eigenvalue which corresponds to the fact that for any a 0 (i.e., for any fixed m 0 ) the system has a uniform steady state. (See the discussion at the beginning of this section; a 0 determines m 0 , which, in turn, determines the total population of macrophages, a conserved quantity in this paper.) As we are interested in pattern forming instabilities, we look for conditions for which there are nonzero values of k such that the second or third Routh-Hurwitz condition is violated. When Q = 0 for a nonzero value of k, A(k) has a zero eigenvalue corresponding to bifurcation into stationary spatial patterns. When R = 0, A(k) has two imaginary conjugate eigenvalues corresponding to bifurcation into spatio-temporal patterns, such as breathers or traveling waves.
We shall limit our analysis to a variation of two parameters while keeping the others fixed. The maximum degree of chemotaxis, χ, and the time scale of the dynamics of antiinflammatory cytokines, τ , are convenient parameters to vary since they have no effect on the homogeneous equilibrium state and affect only stability. The following results can be easily obtained using a symbolic algebra package such as MAPLE or Mathematica. Let us denote K := k 2 and write R(K), Q(K) to emphasize the dependence of these coefficients on the wave number. We find that the formula for Q(K) can be factored to a product of linear terms of which two are positive for all K > 0, and if χ > χ T , where
then Q(K) has precisely one positive root,
For a domain of size L the admissible values of K are bounded from below by π 2 /L 2 , and therefore the instability occurs at a value of χ that is larger than χ T . Thus, χ T is the smallest value of χ for which Q(K) < 0 at some positive value of K (i.e., the Turing bifurcation value).
We now turn our attention to R(K). For τ near zero
where B(K) > 0 for all K. For τ sufficiently small, R > 0 for all K. We conclude that to get an instability due to the anti-inflammatory cytokine, we need to have τ large enough. Let χ H (τ ) be, at a given τ , the smallest value of χ at which R(K) < 0 for some positive K (i.e., the Hopf bifurcation value). We write
The coefficients b j depend on both χ and τ. Both b 0 and b 3 are positive for all values of τ, χ, so that the key to obtaining instability is that b 1 and/or b 2 must become negative. From Descartes' rule of signs, there can be at most two positive roots, and then, only if one or the other or both of b 1,2 are negative. Thus, we study b 1,2 . As with all quantities studied so far, these are linear decreasing functions of χ, and if χ = 0, both are positive. We find that for each τ there are
Since B ij are strictly positive expressions of the other parameters, both χ i are decreasing functions of τ. In the limit as 
. (A) Graphs of Turing and Hopf bifurcation curves χT (dashed) and χH (solid) at different values of m0. Parameters are as in (14) and m0 = 10 (blue curves), 20 (red), or 40 (green). (B) Schematic diagram showing regions of stability determined by a pair of Turing and Hopf bifurcation curves. (C) Graphs of K-specific Turing and Hopf bifurcation curves, χT (K) (dashed) and χH (K) (solid), for m0 = 10 and K = 1/16, 1/4, 1, 2 (red, green, cyan, blue). The intersections of χT (K) and χH(K) are Takens-Bogdanov points (dotted black curve).
the curves χ T and χ H (τ ) are shown as black curves in Figure 1 (A). For each fixed value of τ , if χ is above χ T (the dashed line), then there is a band of wave numbers K corresponding to Turing instability. If χ is above χ H (which we find to be equal to χ 1 for this choice of parameters), then there is another band of wave numbers for which an oscillatory perturbation with exponentially increasing amplitude takes place, corresponding to Hopf bifurcation into oscillations or traveling waves. For small τ , χ T < χ H , while for larger τ , the inequality is reversed. Both the Turing and Hopf bifurcation curves depend on m 0 ; χ T increases with m 0 and χ H shifts upward and to the right (see Figure 1 (A)). However, the intersection of these curves shifts to the left, so that for a larger value of m 0 , we require a smaller value of τ to guarantee the onset of a Hopf bifurcation instead of a Turing bifurcation. Increasing β has a similar effect. Figure 1 (B) qualitatively summarizes the stability in the two-parameter plane.
The graphs shown in Figure 1 (C) are envelope curves that separate a region of stability for all K from a region where instability occurs at some value of K. In order to analyze the point of intersection of the Turing and Hopf bifurcation curves, we need to focus on bifurcations at a specific value of K. Let χ T (K) and χ H (K) be, respectively, the smallest values of χ at which Turing and Hopf bifurcations occur at fixed K. Figure 1 (C) shows such curves for various values of K. At the intersections of the corresponding χ T (K) and χ H (K) curves we find Takens-Bogdanov bifurcation points with double zero eigenvalue. The crossing of Turing and Hopf bifurcation curves has been found to give rise to interesting spatio-temporal patterns in many systems [26, 21] .
Numerical simulations in one spatial dimension.
In order to see what happens beyond the linear stability region, we simulated system (2) in a one-dimensional periodic domain using the method of lines. We used a 200 point spatial grid for a domain of length 100, i.e., (m i , c i , a i )(t) = (m, c, a)(iΔx, t), i = 0, . . . , 200, with Δx = 0.5, and discretized (2) in the spatial domain with a finite-difference scheme that conserved the total number of macrophages: For all the simulations in this section, we used the parameters (14) . We used the stiff integrator, CVODE, included in the XPPAUT software package. Figure 2 shows the results for four pairs of (τ, χ) taken from different regions of the diagram (Figure 1(A) blue), as defined in Figure 1 (B). Panel (A) corresponds to (χ, τ ) = (1.75, 10), which lies in the region of Turing instability and shows an expected stationary pattern of bumps. Panel (B) corresponds to (χ, τ ) = (2.5, 30), which lies in the region of both Turing and Hopf instability, where both Q and R are negative for some values of K (not necessarily the same). The local stability analysis makes no predictions, but we again observe a stationary pattern. The lower panels show the behavior for large τ. In panel (C), (χ, τ ) = (1.5, 100), which is in the region of Hopf instability. As predicted by the linear analysis, small amplitude spatially periodic structure with time-periodic oscillations appears. Finally, for (χ, τ ) = (2, 100), the parameters are again in the region of both Turing and Hopf instability, and in this case the pattern has the form of traveling bumps.
To provide further insight into how patterns evolve as τ varies we present two further sets of simulations. In the first set, shown in Figure 3 , we start with a low value of τ and a stationary spatially inhomogeneous pattern of bumps found for χ = 2. We then change τ , always using the values at the end of the previous simulation as the initial data for the next simulation. We see that as τ increases to 52, some of the stationary peaks lose stability to symmetric oscillatory "breathers." As τ further increases to 55, some of the bumps have merged together, and the depth of oscillatory modulation in one of the bumps is even greater. At τ = 65, the thinner modulated stripe breaks into a sequence of localized traveling waves moving in either direction that merge with the largest bump, which then becomes stationary. Apparently the presence of modulation in this region of τ values depends on the size of the τ=30, χ=2.5 τ=100, χ=1.5 τ=100, χ=2 bump. The pattern then becomes unstable for τ = 75 and again produces a breather bump which now oscillates in a nonsymmetric mode. At τ = 84, the wide modulated bump breaks up into a number of localized traveling waves of various sizes and velocities that move in opposite directions and pass through each other without change in "mass" (amount of m) or velocity. In the figure this shows up as a spatio-temporal net-like pattern. At τ = 90 the sizes and velocities of the traveling bumps equalize, leaving a network-like pattern. The pattern persists for very large τ until it terminates into periodic wave-trains corresponding to bumps of different widths traveling with equal velocities in the same direction. These persist for all sufficiently large τ.
In Figure 4 we start with χ = 2.5, τ = 300, and a solitary traveling wave. We then decrease τ since smaller values of τ appear to discourage traveling waves. At τ = 250, we see that the traveling wave persists, but it is now periodically modulated. Further decrease to τ = 100 leads to a breakup of the traveling wave into smaller waves moving in opposite directions, similar to the spatio-temporal net-like pattern seen in Figure 3 with τ = 85-90. By τ = 65, the traveling waves coalesce into a single oscillating bump, which stabilizes to a stationary bump by τ = 25.
Large amplitude analysis.
The simulations in the previous section reveal a variety of complex spatio-temporal patterns made up of stationary and traveling waves that are either steady or modulated by periodic perturbations. We look for these types of solutions in the full equations (2).
Stationary solutions.
We look for time-independent solutions to (2) in one spatial dimension with ρ = 1 and with either periodic or no-flux boundary conditions at the boundary of a finite domain of length L. Consider, first, the equation for m:
Here m x means the derivative of m with respect to x. We integrate this equation once to obtain
τ=250 τ=100 τ=65 τ=50 
.
The nonzero constant k 1 is a parameter that can be related to the total number of macrophages 
or the equivalent first-order autonomous ODE system,
We can rescale space and assume D c = 1 with no loss in generality. Stationary solutions with no-flux boundary conditions satisfy C x (0) = C x (L) = 0; i.e., U (0) = U (L) = 0. Periodic solutions must have at least one point in the domain such that C x vanishes, so they can be translated to obey the same conditions. Let (20) is conservative, its trajectories are level-set curves of the energy function
Any fixed point C * of the system lies on the C-axis and is either a saddle (if G (C * ) > 0) or a center (if G (C * ) < 0). Since G(0) < 0 and G → ∞ as C → ∞, G(C) has at least one root, but the slope at the smallest root is positive, implying that it is a saddle point. Any trajectory U (x) obeying the boundary conditions U (0) = U (L) = 0 can be extended to a periodic trajectory, U p (x) on 0 < x < 2L, by letting
Since a periodic orbit of autonomous planar ODEs must surround a fixed point of index 1, we need to find parameters for which G(C) has at least three fixed points. The combination of conditions G(C * ) = 0 and G (C * ) < 0 implies a necessary condition for the existence of a center fixed point: U (0) = U (25) = 0 but goes through three cycles instead of two and has M = 469. If we seek stationary solutions of a system with a fixed total number of macrophages, then we have to adjust k 1 so that along a given solution
where m 0 is the initial uniform density. However, changing k 1 also changes the phase plane, and in particular, the two saddle-points. In Figure 5 (A) only the turquoise solution curve is a solution of the boundary value problem with L = 25 and m 0 = 10. Other curves should be considered as solutions of the system for different domain sizes and total macrophage levels.
In order to find other stationary solutions to the one-dimensional PDE with L and m 0 fixed, we have to simultaneously choose C(0) and k 1 to satisfy the isoperimetric boundary value problem (20) with U (0) = U (L) = 0 and the integral condition (23) . We do this numerically by shooting. Figure 5 (B) shows three solutions to (20) for different choices of k 1 such that (23) holds with m 0 = 10. The green curve corresponds to a fat one-peak solution, the red curve to the two-peak solution (which has k 1 = 664 and is indicated by the turquoise curve in panel (A)), and the black curve to a three-peak solution. By necessity, all peaks in a given solution must have the same height, since they must be closed orbits for the conservative planar system (20) .
The existence of multiple solutions does not necessarily mean that we will see them in the full PDE since they may not be stable. Figure 5 (C) shows two numerical stationary solutions to the PDE that correspond to the red and black curves of panel (B). When we start with an initial condition near the green curve, the single peak splits into the three-peak solution. We think that the large single-peak solution is unstable, so the macrophages cannot gather into a single aggregate for this choice of parameters. Figure 6 shows the bifurcation diagram for the nonlinear stationary solutions in the domain of size L = 30 with periodic boundary conditions and with parameters as in (22) . The trivial branch (lowest branch in the graph) corresponds to the homogeneous solutions. The branching points correspond, right to left, to solutions with 1, 2, . . . , 6 peaks, respectively. Near the branch the solutions are almost sinusoidal and then split into separate, equidistributed peaks similar to those in Figure 5 (B). All branches terminate at a single point in which the two smallest roots (saddle and center) coincide. For this parameter choice there are no nonhomogeneous stationary solutions if m 0 > 1262 and no stationary solutions with more than six peaks. Two-parameter bifurcation analysis of stationary solutions (not shown) shows that the m 0 values of all bifurcation points increase monotonically with χ, suggesting that at large χ each peak can accommodate larger number of macrophages and that the range of m 0 for which nonhomogeneous stationary solutions exist increases with increasing χ.
For small domain sizes or large peak numbers the equilibrium solutions are close to sinusoidal oscillations. In the limit of large domain size, the single-peak solutions are close to the homoclinic orbits of the system (20) . Figure 7 shows single-peak solutions for the parameters (22) (except k 1 ) for different number of the total macrophages m 0 and sufficiently large domain size. Counterintuitively, the value of k 1 decreases with increasing number of macrophages in the peak.
For any domain size L the interval of M that will support an inhomogeneous solution in that domain is bounded. The lower bound is given by the smaller of the two saddle-node fixed points.
6. Traveling wave analysis. Time-dependent solutions to (2) can be quite complex and not amenable to a simple analysis. However, as we have seen from the numerical simulations, for τ sufficiently large the system tends toward traveling waves that take the form of pulses. One is tempted to seek traveling waves to (2) with a velocity V , that is, solutions of the form (m(x, t), c(x, t), a(x, t)) = (M (z), C(z), A(z) ), where z = x − V t. With this assumption, we obtain
We can again integrate (24) twice to reduce the dimension, but the resulting expression will not give us M in terms of C, as in the case of stationary waves, but rather M in terms of C and z:
The parameter M 0 can be viewed as the limiting macrophage density in solitary wave solutions in which M z → 0 and C z → 0 as z → ±∞. The system of equations (27), (25), (26) can be rewritten as a five-dimensional first-order system for the variables (M, C, U, A, W ) = (M, C, C z , A, A z ):
In addition to the standard parameters D m , D c , χ, α, β, the solutions of that system depend also on the velocity V and the limiting macrophage number M 0 . The system has just one fixed point, which, just like the homogeneous solution, can be parameterized by the equilibrium value A 0 of A as
The Jacobian of the system at this fixed point is Traveling waves appear in the system in two ways-through Hopf bifurcation off the trivial branch of homogeneous solutions (29) or through a homoclinic bifurcation. Bifurcation analysis of the system (28) at fixed values of V with M 0 taken as the bifurcation parameter reveals a complex structure of branches of periodic solutions, each corresponding to a traveling wave on a periodic domain of an appropriate size (see Figure 8 ). we find that the waves exist for wave speeds V < 0.05. There is a range of wave speeds for which multiple period doubling bifurcations can be observed in the diagram, and we are not able to rule out the possibility of spatially chaotic traveling waves on infinite domains. There are two Hopf bifurcation points present for each V. For small values of V the branches of periodic trajectories that originate at those points approach homoclinic configurations. For large V both bifurcation points belong to a single closed branch of periodic solutions. When τ = 1, the dynamics of A and C variables are identical (and so are U and W ), so the five-dimensional system (28) reduces to a three-dimensional system describing traveling solutions of a Keller-Segel-type chemotaxis model:
At its only fixed point (M * , C * , U * ) = (C 0 (1+βC 0 ), C 0 , 0), the reduced system has a Jacobian
with characteristic polynomial λ 3 + Nλ 2 + P λ + Q. Periodic traveling waves correspond to periodic solutions of the reduced system. In the full system such solutions arise from Hopf bifurcation of the homogeneous solution. In the reduced system no such bifurcations can arise since NQ < 0, so J always has both an eigenvalue with a positive real part and an eigenvalue with a negative real part.
Let Σ be the subset of the phase space for which U = 0. Periodic orbits of (32) can be studied by analyzing the induced Poincaré map P : Σ → Σ defined as P ((M, C, 0)) = Φ(T (M, C, 0), (M, C, 0)), where Φ(t, x) is the flow of (32) and T (M, C, 0) is the time when the orbit starting at (M, C, 0) crosses Σ the second time (i.e., complete orbit, not half-orbit). For V = 0, P = id near (M * , C * , U * ); i.e., every point of the phase space corresponds to a periodic orbit. For small nonzero V , P has a saddle fixed point at (M * , C * , U * ), and there are no periodic orbits near (M * , C * , U * ). Since no bifurcations are possible as C 0 varies, the Poincaré maps for different values of C 0 are topologically conjugate to the one shown in Figure 9 . Therefore we do not expect the appearance of periodic orbit in the vicinity of (M 0 , C 0 ) for any C 0 and any small V. It appears that large value of τ is necessary for the existence of traveling waves.
Asymptotic analysis.
To gain better insight into the shape of the traveling waves, we make some approximations. To get stationary spatial profiles, we were able to express M as a function of C. Thus, we will simplify the model by replacing the dynamics of M (z) with the "pseudosteady state" assumption, M (z) = m(C(z)), where m(C) is defined in (18) . The traveling wave equations are
Figure 10(A) shows a traveling wave solution on periodic boundary conditions for the full model in (2) . Notice that it takes about 500 time units to traverse the domain. Figure 10(B) shows the same simulation, but we have set M = m(C), its pseudosteady state. The velocity of the wave is about four times faster than that of the full model. The reason for this is that the macrophages do not respond instantly to the chemotactic information (an implicit assumption when using the pseudosteady state). If we increase both D m and χ (effectively speeding up the macrophages), we get much better agreement between the reduced and the full models (simulations not shown). To better understand the origin of the traveling waves, we show an example of a solitary traveling wave for the reduced model in Figure 11(A) where the boundary conditions are not periodic. The velocity of this wave is much faster than that C-nullcline in red (τ = 100) .
model (C(x, t) is shown). (B) Plot of A(50, t), C(50, t) (black curve) for the reduced model. A-nullcline is in green and
of the periodic wave in Figure 10 (B) since the solitary wave is moving into a medium in which the anti-inflammatory cytokine, A, is close to zero. Figure 11 (B) is a projection of (C(50, t), A(50, t)) in the C-A phase plane. We have also drawn the nullclines for the planar system C = f (C, A), A = g(C, A) in the figure. These nullclines are the "signature" for an excitable activator-inhibitor system, with C playing the role of the activator and A the role of the inhibitor. The trajectory hugs fairly closely to the cubic-shaped C-nullcline, a fact that is even more evident when τ is large as in Figure 12 (B) (τ = 1000).
We can easily construct a singular traveling wave in the limit as τ → ∞ along the lines of [4] . Let = 1/τ so that we can write
Figure 12(A) shows the profile of a solution to the reduced model PDE; both C and A are shown in spatial profile. The wave travels to the right, and the C profile consists of four pieces labeled i-iv. The corresponding phase plane is shown in panel (B). There is a fast up-jump (i), a slow movement along the C-nullcline (ii), a rapid down-jump (iii), and a slow return to rest along the C-nullcline (iv). For = 0, A is constant, and since the wave is starting in a resting medium, we take A = 0 as that constant. The C equation is then
This is called the inner equation. The function f (C, 0) has three roots: c 1 = 0, c 2 , c 3 . c 2 is about 10 and c 3 is about 335. c 1,3 are saddle-points with one-dimensional stable and unstable manifold. We need to choose V so that the unstable manifold of (c 1 , 0) intersects the stable manifold of (c 3 , 0). From the theory of [10] , there is a unique velocity V such that this intersection occurs, resulting in a traveling front that joins (c 1 , 0) to (c 3 , 0). We show the trajectory in Figure 12 (C) where we have picked the velocity V ≈ 2.635 by shooting. This velocity compares quite well with the numerical velocity computed by solving the PDE in Figure 11 (A), V ≈ 2.5. Once the up-jump takes place, we need to study the dynamics of region ii. We let ξ = z be a slow variable. With this change of variables, the traveling wave solution obeys
We let → 0 and obtain the so-called outer equation,
where C 3 (A) is the root of f (C, A) = 0 such that C 3 (0) = c 3 . Note that as long as A < A knee , we can find such a root which is the rightmost branch of the C-nullcline in Figure 12 (B). V is the unique velocity that was chosen by solving the inner equation for a traveling wavefront.
As can be seen from Figure 12 (A), we want z (and therefore ξ) to be decreasing from the point of the up-jump (cyan circle (A)) to the top of the knee (blue circle in (A) and A knee in (B)). Since along ii in Figure 12 (B) we are under the A-nullcline (green curve), g(C 3 (A), A) > 0, so that we integrate (35) backward in ξ until we are able to make the down-jump (iii). In the standard singular construction of waves, the down-jump is made at a value of A such that the so-called equal-area condition is met. Let C 1,3 (A) be the respective leftmost and rightmost roots of f (C, A) = 0. The equal-area condition chooses A jump such that
Geometrically, the condition can be seen in Figure 12 (B) as follows. The first integral is the area between the C-axis and the C-nullcline (red curve). For this particular system the area is very large (indeed, we do not even show the root C 3 (0) ≈ 365 in the graph). It is clear that as we move a horizontal line upward in Figure 12 (B), we can never make the negative area (the part between C 1 (A), C 2 (A)) equal in magnitude to the large positive area of the up-jump. Thus, what must happen is that the down-jump (iii) must occur precisely at the knee, A = A knee . With this value of A, we turn again to the inner equation (34) . Figure 12 (D) shows the phase-plane. Note that the rightmost root is a saddle-node. If we pick the stable manifold of the saddle-point (0, 0) and integrate backward, we always hit this saddle-node (shown by the blue circle) for any velocity. Thus, we choose the same velocity as our up-jump (i) but with opposite sign. This produces the wave "back" shown by iii. Finally, we complete the dynamics by once again solving the outer equation (35) with C 3 (A) replaced by C 1 (A). In sum, the singular wave consists of an up-jump from (C, A) = (0, 0) to (c 3 , 0), and a slow decay of C along the right branch of the C-nullcline as A increases to A knee . Then follows a fast down-jump from (C 3 (A knee ), A knee ) to (C 1 (A knee ), A knee ), and last a slow return to rest at (0, 0). The velocity of the singular wave is determined solely by the velocity of the up-jump, which can be found by numerical shooting applied to (34).
Exotica.
7.1. Two-dimensional simulation results. We now present two-dimensional numerical experiments for our model. Since we expect behavior similar to that in our one-dimensional simulations, we use parameter regions from section 4.
In two spatial dimensions, (2) becomes
where m, c, and a are functions of x, y, and t. We discretize the spatial variables using a square grid with spacing Δx = Δy = s, and the time using a uniformly spaced grid with spacing h, i.e., (m n i,j , c n i,j , a n i,j ) = (m, c, a)(is, js, nh). As in our one-dimensional simulations, we approximate the terms on the right-hand side of (36) using expressions that conserve the total number of macrophages. For the Laplacian m xx + m yy (and similar terms) we use a second-order central finite-difference method:
and we approximate the chemotaxis term with
The time derivatives are discretized using a forward difference scheme:
To improve accuracy, we use a domain size 162 × 162 and a time step of h = 0.01. 1 The solutions for m do not blow up or become negative at any point or time during simulation. Checking the positivity of m is important because numerical instabilities can arise in finite-difference schemes if negative values are introduced. We verified several simulations using additional numerical algorithms based on the second-order positivity preserving centralupwind scheme [6] developed to solve two-dimensional chemotaxis models. In this method, the system is extended to five dimensions by auxiliary variables p and q as follows:
In a flux formulation, the system becomes ∂U , x speeds, and y speeds were obtained using Mathematica. We used the MATLAB minmod function to calculate numerical derivatives, and the forward Euler method to evolve the system in time using time steps satisfying the CFL condition (see (2.14) in [6] ). The results from this second-order method were qualitatively identical to those using the simpler scheme, which we show in Figures 13-17 below. (The drawback of the second-order scheme is about a 6-fold increase in computation time.)
For simulations reported in this section we again use periodic boundary conditions. We increased β from the 0.4 used in one-dimensional simulations to 0.6. We also used more macrophages than in our one-dimensional simulations, setting m(x, y, 0) = m 0 = 30 for all (x, y). The simulations in this section use Table 1 shows the wide range of dynamic behavior we can obtain with the model. By choosing (τ, χ) properly, we can get patterns consisting of spots that transiently move to merge with each other, a rotating star, a moving sawtooth pattern, or packets of macrophages t=20000 t=20 t=1000 t=10000 that move around and fluctuate in size. From a dynamical point of view, we find the rotating star ( Figure 14 ) and sawtooth pattern ( Figure 16 ) the most interesting.
Further simulations, as well as Figure 1 , indicate the following:
• Patterns become more likely as m 0 increases.
• Patterns become spatially bigger as m 0 increases.
• The results from increasing (decreasing) χ are similar to results from increasing (decreasing) m 0 .
• Values of τ that are too low give transiently dynamical or stationary patterns, while values that are too high cause a lack of cohesion for the patterns. instability and propagating patterns, especially when the time-scale of anti-inflammatory dynamics is sufficiently slow compared to that of the chemoattractant. For small values of τ the patterns consist of isolated round spots that move only transiently in order to merge with their neighbors. For moderately high values of the time-scale parameter τ the system settles to regular dynamical patterns that include oscillating patterns, localized breathers, and traveling waves, which are absent in the two-dimensional Keller-Segel-type chemotaxis model (limiting case with τ = 1). If the dynamics of anti-inflammatories is sufficiently slow (τ is high enough), the system does not settle to any periodic or traveling pattern.
All traveling waves require nonzero concentration of macrophages at infinity, corresponding to the case in which the cells ahead of the wave accumulate and join the localized wave, while those at the tail end of the wave fall off. In two dimensions we also observe traveling waves with other symmetries, specifically waves that appear as wave-like instabilities of the edge of a localized region of cells, including moving sawtooth patterns at the edges of strips and t=20000 t=20 t=1000 t=10000 discs. In some regimes the two-dimensional systems show patterns that resemble systems of interacting particles. Such particle-like traveling waves have also been observed in threecomponent reaction-diffusion systems, where they are called "dissipative solitons" [17, 3, 22] . For certain parameter ranges the reaction-diffusion system can be reduced to a set of ODEs describing the dynamical behavior of isolated and interacting dissipative solitons using their center coordinates [24] . We expect that similar analysis can, in principle, be done for isolated spots in our equations.
Further analysis is also required to fully understand the behavior of the system, especially the appearance and interactions of traveling waves. One could analyze the stability of nonhomogeneous stationary solutions and describe the parameter combinations that lead to the appearance of breather solutions. Another possible extension would be to obtain a definite proof of nonexistence of localized traveling waves for τ = 1, which requires ruling out all periodic and homoclinic orbits for system (32) . We have made a number of strong assumptions about the parameters in the model. First, we have used rather large values of τ in order to emphasize the plausible difference in time scales between pro-and anti-inflammatory cytokines. While we have taken the difference in time scales to an extreme value to get traveling waves and other interesting dynamical behavior, the anti-inflammatory cytokines often have longer time-scales than the initial chemokines which signal the onset of the immune response [25] . This difference makes biological sense; we want the immune system to have time to fend off the initial insult and then slowly ameliorate. To make the analysis simpler (especially in the steady state dynamics of section 5.1), we have assumed that the effect of A on the production of both C and A by macrophages is identical for both species. We can relax this assumption and then numerically solve the equations. Indeed, we find, that, for example, stationary stripes (in one spatial dimension) persist if we change the value of β in the equation for A (call this β A ). We find that β A as small as 0.02 or as large as 2 still leads to a single-peak solution. In the Turing-Hopf bifurcation seen in t=20000 t=20 t=1000 t=10000 We mentioned that one application of the model could be the study of rash patterns. Stationary spots, like those in Figure 13 , arise in many models. However, we were originally motivated to model moving rash patterns. Erythema gyratum repens is a case of a moving rash [13] that produces patterns resembling those seen in in Figure 17 . Although not all patterns observed in simulations have experimentally or clinically observed counterparts, we believe the wide range of patterns produced by the model indicates that it is a step in modeling the wide range of rash patterns. We again note that our model does not incorporate pathogenic stimuli. In modeling specific reactions, pathogens could be incorporated for more realistic predictions. 
