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The development of a framework for quantifying “non-stabiliserness” of quantum opera-
tions is motivated by the magic state model of fault-tolerant quantum computation, and by
the need to estimate classical simulation cost for noisy intermediate-scale quantum (NISQ)
devices. The robustness of magic was recently proposed as a well-behaved magic mono-
tone for multi-qubit states and quantifies the simulation overhead of circuits composed of
Clifford+T gates, or circuits using other gates from the Clifford hierarchy. Here we present
a general theory of the “non-stabiliserness” of quantum operations rather than states, which
are useful for classical simulation of more general circuits. We introduce two magic mono-
tones, called channel robustness and magic capacity, which are well-defined for general n-
qubit channels and treat all stabiliser-preserving CPTP maps as free operations. We present
two complementary Monte Carlo-type classical simulation algorithms with sample complex-
ity given by these quantities and provide examples of channels where the complexity of our
algorithms is exponentially better than previous known simulators. We present additional
techniques that ease the difficulty of calculating our monotones for special classes of channels.
1. INTRODUCTION
The Gottesman-Knill theorem showed that circuits comprised of stabiliser state preparations,
Clifford gates, Pauli measurements, classical randomness and conditioning can be efficiently sim-
ulated by a traditional computer [1, 2]. If a circuit involves a relatively small proportion of non-
Clifford operations, simulation may be within the reach of a classical computer, albeit with a
runtime overhead that is expected to scale exponentially with the amount of resource required.
An important class of devices comprises so-called near-Clifford circuits where simulation may be
feasible [3, 4]. There are two scenarios where near-Clifford circuits are relevant. As we enter the era
of Noisy Intermediate Scale Quantum (NISQ) devices [5], many experiments proposed as demon-
strators of quantum advantage may be near-Clifford so it is important to rigorously understand
when a classical simulation is available. Furthermore, in the NISQ regime the need for classical
simulation tools for benchmarking and verification becomes more pressing. The quantification of
non-stabiliser resource is also of interest in the context of the magic state model of fault-tolerant
quantum computation [6–8], the second scenario. Any device intended to provide quantum advan-
tage must involve non-stabiliser operations. In circuits employing error-correcting codes, however,
it is often not possible for the code to ‘natively’ implement non-Clifford gates fault-tolerantly [8].
Instead, these gates are implemented indirectly by injection of so-called magic states. These are
non-stabiliser states that must be prepared using the experimentally costly process of magic state
distillation [6–17], which is comprised of Clifford-dominated circuits.
Both of these scenarios motivate the development of a resource theory [17–26] where the class
of free operations is generated by stabiliser state preparations and rounds of stabiliser operations
as described above. For the case of odd d-dimensional qudits this problem is largely solved by
the discrete phase space formalism [27–32]; odd dimension qudit stabiliser states are characterised
by a positive discrete Wigner function. In Ref. [33], the discrete Wigner function was cast as
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2a quasiprobability distribution, making a direct connection between the negativity of the distri-
bution, and the complexity of calculating expectation values via a Monte Carlo-type simulation
algorithm. These techniques have recently been extended to quantify the magic of odd-dimension
qudit quantum channels [34]. However, the discrete phase space approach cannot be applied cleanly
to qubits without excluding some Clifford operations from the free operations [35, 36], or losing the
ability to compose representations under tensor product [37]. To retain all multi-qubit stabiliser
channels as free operations, then, we must seek alternative approaches.
Howard and Campbell [38] introduced a scheme where density matrices are decomposed as real
linear combinations of pure stabiliser state projectors. Non-stabiliser states sit outside the convex
hull of the pure stabiliser states, so their decompositions necessarily contain negative terms and
can again be viewed as quasiprobability distributions, with `1-norm strictly larger than 1. The
robustness of magic for a state, defined as the minimum `1-norm over all valid decompositions,
is a monotone under stabiliser operations and has several useful resource-theoretic properties.
Alternative approaches include stabiliser rank methods, where the state vector is decomposed as a
superposition of stabiliser states [39–42]. Exact and approximate stabiliser rank, and the associated
quantity extent, are measures of magic for pure states. Here we are interested in measures naturally
suited for applications to mixed states or general, noisy quantum channels. A stabiliser-based
method to simulate noisy circuits by decomposition of states into Pauli operators was recently
proposed in Ref. [43]. In this work we characterise the cost of quantum operations with respect to
the resource theory of magic. Robustness of magic naturally quantifies the cost for a subclass of
non-Clifford operations, namely gates from the third level of the Clifford hierarchy. It is less clear
how the framework can be extended to more general quantum operations, and formalising this is
one of our main aims.
In Ref. [3], Bennink et al. presented an algorithm in which completely positive trace-preserving
(CPTP) maps are decomposed as quasiprobability distributions over a subset of stabiliser-
preserving operations that we will call CPR. This subset supplements the Clifford unitaries
with Pauli reset channels, in which measurement of some Pauli observable is followed by a condi-
tional Clifford correction, so as to reset a state to a particular +1 Pauli eigenstate. While Bennink
et al. showed that CPR spans the set of CPTP maps, there is no guarantee that all stabiliser-
preserving CPTP maps can be found within its convex hull. Indeed, we will see in Section 7 there
exist channels that are stabiliser-preserving, but are nevertheless assigned a non-trivial cost by the
algorithm of Ref. [3]. The implication is that decomposition in terms of elements of CPR is not
the best strategy for simulating general non-stabiliser operations. An obvious extension of Ref. [3]
is to replace CPR by the full set of stabiliser-preserving CPTP maps. The technical question to
be answered is then how to correctly and concisely represent this set; how can we be sure that we
have captured all possible stabiliser-preserving channels? This issue is addressed in Sections 4 and
5.
In this paper we introduce two magic monotones for channels: the channel robustness R∗
and the magic capacity C. Both are closely related to the robustness of magic for states. They
are well-defined for general n-qubit channels and treat all stabiliser-preserving CPTP maps as
free operations. We will see that these monotones give the sample complexity of two classical
simulation algorithms. Other magic monotones have been proposed [17, 30, 31] but without known
connections to classical simulation algorithms. Furthermore, we give several examples of channels
where the simulation complexities of our approaches are exponentially faster (as a function of
gate count) than other quasiprobability simulators such as the Bennink et al. simulator [3]. To
our knowledge, our algorithms are the first that are known to efficiently simulate all stabiliser-
preserving CPTP maps, as opposed to the set of stabiliser operations generated by Clifford gates
and Pauli measurements.
The paper is structured as follows. In Section 2 we review the properties of robustness of magic
and give some definitions. Next, we summarise our main results in Section 3, before pinning down
what we mean by stabiliser-preserving operations in Section 4. Sections 5 and 6 are chiefly con-
3cerned with proving important properties of our monotones. Two classical simulation algorithms,
each related to one of our monotones, are described in Section 7. Finally, in Section 8 we calculate
the numerical values of our monotones for operations on up to five qubits, using techniques devel-
oped in Appendix E. MATLAB code to calculate each of our measures is provided at the public
repository Ref. [44].
2. PRELIMINARIES
Let STABn be the set of n-qubit stabiliser states. In an abuse of notation we will use |φ〉 ∈
STABn to mean a pure state from this set, and ρ ∈ STABn to mean the density matrix of a
state taken from the stabiliser polytope, the convex hull of pure stabiliser states. The pure states
in STABn form an overcomplete basis for the set of 2
n-dimensional density matrices Dn. We
can therefore write the density matrix for any state as an affine combination of pure stabiliser
state projectors ρ =
∑
j qj |φj〉〈φj | where |φj〉 ∈ STABn, and
∑
j qj = 1. In general, qj can be
negative. The robustness of magic is defined as the minimal `1-norm ‖~q‖1 =
∑
j |qj | over all
possible decompositions [38]:
R(ρ) = min
~q
‖~q‖1 : ∑
j
qj |φj〉〈φj | = ρ, |φj〉 ∈ STABn
. (1)
In the definition above, the state of interest is expressed as a decomposition over pure stabiliser
states. By collecting together all terms of the same sign, any state can instead be expressed in
terms of a pair of mixed stabiliser states (Figure 1). An equivalent definition is then:
R(ρ) = min
ρ±∈STABn
{1 + 2p : (1 + p)ρ+ − pρ− = ρ, p ≥ 0}. (2)
The robustness of magic is a well-behaved magic monotone, having the following properties:
1. Convexity : R
(∑
j qjρj
)
≤∑j |qj |R(ρj);
2. Faithfulness: If ρ ∈ STABn, then R(ρ) = 1. Otherwise R(ρ) > 1;
3. Monotonicity under stabiliser operations: If Λ is a CPTP stabiliser-preserving operation,
then R(Λ(ρ)) ≤ R(ρ);
4. Submultiplicativity under tensor product : R(ρA ⊗ ρ′B) ≤ R(ρA)R(ρ′B).
The quantity R also has a clear operational meaning, quantifying the classical simulation cost in a
Monte Carlo-type scheme that samples from a quasiprobability distribution over stabiliser states
[3, 33, 38]. These algorithms estimate the expectation value of a Pauli observable after a stabiliser
channel is applied to a non-stabiliser input state. The minimum number of samples required to
achieve some stated accuracy scales with R2.
The robustness of magic can be calculated using standard linear programming techniques [45]
(for example using the MATLAB package CVX [46]). The naive formulation of the linear program
is practical on a desktop computer for up to five qubits (the number of stabiliser states increases
super-exponentially with n). It was recently shown by Heinrich and Gross [47] that when states
possess certain symmetries, the original optimisation problem can be mapped to a more tractable
one, so that the robustness of magic can be calculated for up to 10 copies of a state.
The framework naturally extends to a subclass of non-stabiliser circuits: those that may be
implemented by deterministic state injection [38], including all gates from the third level of the
Clifford hierarchy (Figure 2). The canonical example is the T-gate, T = diag
(
1, eipi/4
)
, which can
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FIG. 1. Schematic illustration of a density matrix ρ ∈ Dn decomposed as an affine combination of elements
from the stabiliser polytope STABn.
|U〉 = U |+〉 U |ψ〉
|ψ〉 ⊕
C
FIG. 2. State injection gadget. A resource state |U〉 is consumed in order to implement the corresponding
gate U . A Clifford correction C is applied to qubit 1 conditioned on the outcome of a Pauli measurement on
qubit 2. A single-qubit diagonal gate is shown, but the scheme can be generalised to all multi-qubit gates
from the third level of the Clifford hierarchy.
be implemented by consuming so-called magic states as a resource [7]. The classical simulation
overhead for implementing a gate is then the robustness of magic for the consumed resource state.
Not all non-stabiliser operations can be implemented in this way, however.
Informally we say that an operation is stabiliser-preserving if it always maps stabiliser states
to stabiliser states. To make this precise, define SPn,m to be the set of n-qubit operations E such
that (E ⊗ 1m)σ ∈ STABn+m for all σ ∈ STABn+m, where 1m is the identity map for an m-qubit
Hilbert space. The set SPn,0 is then the set of channels that map n-qubit stabiliser states to n-qubit
stabiliser states. We say a channel is “completely” stabiliser-preserving if E ∈ SPn,m for all m.
3. OVERVIEW OF MAIN RESULTS
Our first result is a characterisation of the class of completely stabiliser-preserving operations,
making use of the well-known Choi-Jamio lkowski isomorphism [48–50]. Throughout this paper we
will consider Hilbert spaces comprised of n-qubit subspaces, eg. H = HA⊗HB. Where it is unclear
from the context, we use superscripts to indicate which subspace each operator belongs to. For
the maximally entangled state |Ωn〉, as defined in Theorem 3.1 below, we use the superscript A|B
to indicate the partition across which the state is entangled.
5Theorem 3.1 (Completely stabiliser-preserving operations). Given an n-qubit CPTP channel E,
for all m > 0, E ∈ SPn,n+m if and only if E ∈ SPn,n. Furthermore, E ∈ SPn,n if and only if the
Choi state
ΦABE =
(EA ⊗ 1n) |Ωn〉〈Ωn|A|B , where |Ωn〉A|B = 1√
2n
2n−1∑
j=0
|j〉A ⊗ |j〉B , (3)
is a stabiliser state. Here, |j〉 are the n-qubit computational basis states.
We prove this in section 4 . We take this to be the set of free operations in our resource theories.
Our first new monotone is channel robustness R∗. For an n-qubit CPTP channel E this is
defined as:
R∗(E) = min
Λ±∈SPn,n∩CPTP
{2p+ 1 : (1 + p)Λ+ − pΛ− = E , p ≥ 0}, (4)
where Λ± are completely stabiliser-preserving and CPTP maps. To fully enumerate this class of
maps, we notice that the associated Choi state must satisfy two conditions: (i) ΦABE is a stabiliser
state, and (ii) ΦABE satisfies the trace-preservation condition TrA(ΦE) =
1n
2n . We can therefore
write:
R∗(E) = min
ρ±∈STAB2n
{
2p+ 1 : (1 + p)ρ+ − pρ− = ΦABE , p ≥ 0,TrA(ρ±) =
1n
2n
}
. (5)
This can now be calculated by linear program given access to a list of all stabiliser states (see
Appendix C and the code repository Ref. [44]). Channel robustness satisfies the following:
1. Faithfulness: If E is a CPTP channel, then R∗(E) = 1 if E is completely stabiliser-preserving
and strictly larger than 1 otherwise;
2. Convexity : R∗
(∑
j qjEj
)
≤∑j |qj |R∗(Ej);
3. Submultiplicativity under composition: R∗(E2 ◦ E1) ≤ R∗(E2)R∗(E1);
4. Submultiplicativity under tensor product : R∗
(EA ⊗ E ′B) ≤ R∗(EA)R∗(E ′B).
As a special case, if Λ is a CPTP stabiliser channel, then
R∗(Λ ◦ E) ≤ R∗(E)R∗(Λ) = R∗(E), (6)
and similarly R∗(E ◦Λ) ≤ R∗(E). This combines submultiplicativity under composition and faith-
fulness, to show thatR∗ is suitably monotonically non-increasing under compositions with stabiliser
channels. This is the sense in which channel robustness is a magic monotone for channels. We
prove submultiplicativity in Section 5. For completeness we prove convexity and faithfulness in
Appendix B.
The approach above is very close to the stabiliser decomposition of channels employed by
Bennink et al. in Ref. [3]. The main difference is that Bennink et al. optimise their decomposition
with respect to CPR, the set of Clifford unitaries supplemented by Pauli reset channels, rather
than SPn,n. The set CPR turns out to be a strict subset of the stabiliser-preserving CPTP maps,
so R∗ is a lower bound to the `1-norm of any CPR decomposition (though the bound is tight in
many cases). Just as the `1-norm in Bennink et al. quantifies the sample complexity of a classical
simulation algorithm, we can construct a related algorithm where the runtime depends on R∗ in a
similar way. We give the details of this algorithm in Section 7 A.
Before proceeding, let us reflect on the condition TrA(ρ±) = 1n/2n that enforces that the
corresponding channels E± are trace-preserving. Dropping this condition would instead lead to
6R(ΦE), the robustness of the Choi state. For gates from the third level of the Clifford hierarchy,
deterministic state injection is always possible, and hence the resource cost of the gate U can be
equated with the robustness of magic of the corresponding resource state. These resource states
can always (by Clifford-equivalence) be taken to have the form |U〉〈U | = (UA ⊗ 1B) |Ω〉〈Ω|. This is
precisely the Choi state, so it is natural to ask if R(ΦE) also quantifies non-stabiliserness for more
general channels. We find thatR(ΦE) exhibits faithfulness, convexity and submultiplicativity under
tensor product, but lacks submultiplicativity under composition. This arises from the fact that the
decomposition of the Choi state corresponds to a decomposition of the channel into maps that are
not necessarily trace-preserving. See Appendix A for a counterexample. Despite this shortcoming,
we will see that R(ΦE) is a useful quantity to compare to more well-behaved measures. Moreover,
given that R(ΦE) does give the resource cost for third level Clifford hierarchy gates, for consistency
of the framework it is reasonable to require that our new monotones should be equal to R(ΦE) for
this restricted class of gates. We will show later that our monotones do have this property.
Our second new monotone is the magic capacity. Given an n-qubit channel E , it is natural to
consider the largest possible increase in robustness of magic, over any possible input state. By
analogy with the resource theories of entanglement [51] and coherence [24], we define the magic
capacity as:
C(E) = max
|φ〉∈STAB2n
R[(E ⊗ 1n) |φ〉〈φ|].
Note that the definition of capacity involves forming a tensor product of an n-qubit channel E with
the n-qubit identity. This is necessary because there exist n-qubit channels that generate their
maximum robustness when applied to part of an m-qubit state, where m > n. Nevertheless, the
n-qubit identity suffices for our definition; This is a consequence of Lemma 4.1 in Section 4. The
capacity has the following useful properties:
1. Faithfulness: If E is a completely positive, trace-preserving (CPTP) channel, then C = 1 if
E is stabiliser-preserving (SP), and strictly larger than 1 otherwise;
2. Convexity : C
(∑
j qjEj
)
≤∑j |qj |C(Ej);
3. Submultiplicativity under composition: C(E1 ◦ E2) ≤ C(E1)C(E2);
4. Submultiplicativity under tensor product : C(EA ⊗ E ′B) ≤ C(EA)C(E ′B);
5. Maximum increase in robustness: R[(E⊗1)ρ]R(ρ) ≤ C(E), ∀ρ.
In Section 6 we prove properties 3-5, (convexity and faithfulness are shown in Appendix D). We
will also prove the following theorem relating magic capacity to channel robustness and R(ΦE).
Theorem 3.2 (Sandwich Theorem). For any CPTP map E, the following inequalities hold:
R(ΦE) ≤ C(E) ≤ R∗(E). (7)
Moreover, if the unitary operation U is in the third level of the Clifford hierarchy, then we have
equality:
R(ΦU ) = C(U) = R∗(U). (8)
We are interested in whether or not these inequalities are tight for more general operations.
In Table I we summarise numerical results for a selection of diagonal gates. The results for these
gates are presented in full in Section 8.
7n 2 3 4 5
Multicontrol gates, t = 0 RΦ = C = R∗ RΦ = C = R∗ RΦ = C = R∗ RΦ = C < R
Multicontrol gates, t ≥ 1 RΦ = C = R∗ RΦ = C = R∗ RΦ = C < R∗ RΦ < C < R
Random phase gates RΦ = C = R∗ RΦ = C ≤ R∗ RΦ = C ≤ R∗ -
TABLE I. Tightness of bound given by Theorem 3.2, as determined by numerical estimation of diagonal
gates, where RΦ is the robustness of the Choi state, C is the magic capacity, R∗ is the trace-preserving
variant of RΦ. Here an equality indicates that in all cases investigated, values calculated were equal up to
the precision of the solver. Multicontrol phase gates are taken to be those represented by unitaries of the
form diag(1, . . . , 1, exp[ipi/2t]).
The magic capacity also quantifies the sample complexity for a Monte Carlo-type classical simu-
lation algorithm, presented in Section 7 B. This differs from previous algorithms such as Bennink et
al. [3] in that a convex optimisation must be solved at each step. While this results in an increase
in runtime per sample, it can be the case that C(E)  R∗(E), which can lead to an improvement
in sample complexity over the algorithm of Section 7 A.
4. COMPLETELY STABILISER-PRESERVING OPERATIONS
In this section, we justify setting SPn,n as the class of free operations. We begin with an
example channel E ∈ SPn,0 that fails to be stabiliser-preserving when acting on part of a larger
system. Consider the single-qubit channel ET defined by the Kraus operators {|0〉〈T | , |1〉〈T⊥|},
where |T 〉 = T |+〉 and |T⊥〉 = T |−〉. Clearly, applied to any single-qubit state, the output will be
some probabilistic mixture of |0〉 and |1〉, and so must have R = 1, so ET ∈ SPn,0. But if ET is
applied to one qubit in a Bell pair, we obtain:
(ET ⊗ 1) |Φ+〉〈Φ+| = 1
2
(|0T ∗〉〈0T ∗|+ |1T ∗⊥〉〈1T ∗⊥|), (9)
where |T ∗〉 = T † |+〉, |T ∗⊥〉 = T † |−〉. From this output state, we can deterministically recover a
pure magic state on qubit 2 using only stabiliser operations, by making a Z-measurement on qubit
1 and then performing a rotation on qubit 2 conditioned on the outcome. The output state has
robustness R((ET ⊗ 1) |Φ+〉〈Φ+|) = R(|T 〉) =
√
2.
So, there exist channels where E ∈ SPn,m but E /∈ SPn,m+1. To call a channel completely
stabiliser-preserving, then, we need to be sure E ⊗ 1m remains stabiliser-preserving for all m > 0.
We now show we only need tensor with the identity of the same dimension as the original channel.
Lemma 4.1 (Maximum robustness achieved on 2n qubits). Let E be an n-qubit quantum channel.
Then for m > 0, for any |φ〉 ∈ STAB2n+m, there exists some state |ψ〉 ∈ STAB2n such that:
R
[(EA ⊗ 1n+m) |φ〉〈φ|AB] = R[(EA ⊗ 1n) |ψ〉〈ψ|AB′]. (10)
Proof. Consider a (2n + m)-qubit stabiliser state |φ〉, with partition A|B between the first n and
last n+m qubits. Ref. [52] shows that the state |φ〉AB is local Clifford-equivalent to p independent
Bell pairs entangled across the partition A|B (here “local” means with respect to the bipartition
rather than per qubit). Since there are n qubits in partition A, p is at most n. Let B′|B′′ be a
partition of B into n and m qubits. Then by local permutation of qubits within B, we can take
these p ≤ n Bell pairs to be entangled across A|B′. So we have:
|φ〉AB = (1n ⊗ UB) |ψ〉AB′ ∣∣ψ′〉B′′ , (11)
8where UB is a Clifford operation, |ψ〉AB′ ∈ STAB2n and |ψ′〉B
′′ ∈ STABm. So writing the channel
corresponding to UB as UB, for any E on n qubits, we know that:
R
[(EA ⊗ 1n+m) |φ〉〈φ|AB] = R[(1n ⊗ UB)((EA ⊗ 1n)(|ψ〉〈ψ|AB′)⊗ ∣∣ψ′〉〈ψ′∣∣B′′)]. (12)
Since 1n ⊗ UB represents a (reversible) Clifford gate, by monotonicity of robustness of magic:
R
[(EA ⊗ 1n+m) |φ〉〈φ|AB] = R[(EA ⊗ 1n)(|ψ〉〈ψ|AB′)⊗ ∣∣ψ′〉〈ψ′∣∣B′′] (13)
= R
[(EA ⊗ 1n) |ψ〉〈ψ|AB′], (14)
where in the last line we used the fact that |ψ′〉B′′ is a stabiliser state, and hence does not contribute
to the robustness. The state |ψ〉〈ψ|AB′ is a 2n-qubit state, so this proves the result.
This lemma allows us to prove the first claim of Theorem 3.1, which says that E is completely
stabiliser-preserving if and only if E ∈ SPn,n. The inclusion SPn,n ⊆ SPn,n+m is immediate since
the stabiliser states are preserved under tracing out of auxiliary systems. The interesting inclusion
is SPn,n+m ⊆ SPn,n. Suppose that E ∈ SPn,n and consider any σ ∈ STAB2n+m. By Lemma
4.1 there exists some stabiliser state σ′ ∈ STAB2n such that R((E ⊗ 1n+m)σ) = R((E ⊗ 1n)σ′).
But if E ∈ SPn,n, then (E ⊗ 1n)σ′ is a stabiliser state, so the robustness is equal to 1. By the
faithfulness of robustness of magic, (E ⊗ 1n+m)σ is a stabiliser state. Therefore, E ∈ SPn,n implies
E ∈ SPn,n+m. Next, we discuss a straightforward test for membership of this set, which does not
require mechanically checking all possible input stabiliser states.
We can associate every n-qubit channel E with a unique density operator on 2n qubits [48–50]:
ΦABE =
(EA ⊗ 1B) |Ωn〉〈Ωn|A|B , where |Ωn〉A|B = 1√
2n
2n−1∑
j=0
|j〉A ⊗ |j〉B . (15)
Here |j〉 label the computational basis states. We will also use the following property:
Tr[AE(ρ)] = 2n Tr[ΦE(A⊗ ρT )], ∀ ρ,A. (16)
Consider the robustness of magic of the Choi state, R(ΦE). We mentioned earlier that R(ΦE)
quantifies simulation cost for gates from the third level of the Clifford hierarchy. This motivates
us to consider its properties for more general operations, and it turns out that R(ΦE) gives us our
first criterion for completely stabiliser-preserving channels.
Lemma 4.2 (Faithfulness of robustness of the Choi state). Consider the n-qubit CPTP channel
E. If E ∈ SPn,n, then R(ΦE) = 1. Otherwise, R(ΦE) > 1.
Proof. The fact that E ∈ SPn,n implies R(ΦE) = 1 is easy to see. Since |Ωn〉〈Ωn| is itself a 2n-qubit
stabiliser state, E ∈ SPn,n guarantees that ΦE is a stabiliser state, so must have robustness 1. The
implication in the other direction is less obvious; one might imagine there perhaps exist maps that
send |Ωn〉〈Ωn| in particular to a stabiliser state, but are not stabiliser-preserving in general. We
show that this is not the case using an argument based on witnesses for non-stabiliser states, in
part inspired by the conditions for free operations (SPO) given by Ahmadi et al. [31] for odd prime
dimension qudits and for the single qubit case. The criteria for SPO were based on a class of witness
defined by phase point operators. Here we instead consider the following family of witnesses for n
qubits. We say that Wn is a good witness for n-qubit non-stabiliser states if:
Tr(Wnσ) ≤ 0, ∀σ ∈ STABn. (17)
9The hyperplane separation theorem [45] guarantees that such witnesses exist and can be constructed
for any non-stabiliser state ρ. That is, for any ρ /∈ STABn, there always exists an operator Wρ
such that Tr(Wρρ) > 0 and yet is a good n-qubit witness as defined above.
We first show that for any good n-qubit witness Wn, the operator Wn ⊗ |φ〉〈φ|, where |φ〉 ∈
STABm, is a good witness for (n+m)-qubit non-stabiliser states. For any σ ∈ STABn+m:
Tr[(Wn ⊗ |φ〉〈φ|)σ] = Tr[(1n ⊗ |φ〉〈φ|)(Wn ⊗ 1m)σ] = Tr[(Wn ⊗ 1m)σ˜], (18)
so that σ˜ = (1n ⊗ |φ〉〈φ|)σ(1n ⊗ |φ〉〈φ|), where we used cyclicity of the trace and the fact that
|φ〉〈φ| is a projector. If σ˜ = 0 then the inequality (17) is trivially always satisfied by Wn ⊗ |φ〉〈φ|.
Otherwise, σ˜ is a stabiliser state (non-normalised) and so too is TrB[σ˜]. Then:
Tr[(Wn ⊗ 1m)σ˜] = Tr[Wn TrB (σ˜)] ≤ 0. (19)
The inequality follows because Wn is a good witness and TrB[σ˜] is a stabiliser state. Therefore,
Wn ⊗ |φ〉〈φ| is also a valid witness.
Now suppose E /∈ SPn,n. Then there is some stabiliser state |φ′〉 ∈ STAB2n, such that ρ′ =
(E ⊗ 1n) |φ′〉〈φ′| /∈ STAB2n. By the hyperplane separation theorem, there exists a good 2n-qubit
witness Wρ′ such that Tr
[
Wρ′ρ
′] > 0. Consider that the 4n-qubit state |Ω2n〉AA′|BB′ is unentangled
across the partition AB|A′B′, so that we can write:
|Ω2n〉AA
′|BB′ =
1
22n
∑
j,k
|j〉A |k〉A′ ⊗ |j〉B |k〉B′ = |Ωn〉A|B ⊗ |Ωn〉A
′|B′ , (20)
taking care to note the permutation of subspaces. Therefore the Choi state for (E ⊗ 1n) is:
Φ
AA′|BB′
E⊗1n = (EA ⊗ 1A
′
n )⊗ 1BB
′
2n (|Ω2n〉〈Ω2n|AA
′|BB′) = ΦABE ⊗ |Ωn〉〈Ωn|A
′|B′ . (21)
We then use equation (16) to obtain:
0 <
1
2n
Tr
[
Wρ′ρ
′] = Tr[ΦE⊗1n(Wρ′ ⊗ ∣∣φ′〉〈φ′∣∣T )], where ∣∣φ′〉〈φ′∣∣T ∈ STAB2n. (22)
But (Wρ′ ⊗ |φ′〉〈φ′|T ) is a good witness, so ΦE ⊗ |Ωn〉〈Ωn| /∈ STAB4n and therefore ΦE is a non-
stabiliser state. So, by faithfulness of robustness of magic, if E /∈ SPn,n then R(ΦE) > 1.
Combined the above two lemmas provide a proof of both claims given in Theorem 3.1. This
does not mean the robustness of the Choi state is a reliable monotone, since despite being faithful it
fails to be submultiplicative under composition (see Appendix A). Rather, we use the faithfulness
of the Choi state as a tool to give an alternative definition of the channel robustness as captured
by Eq. (5).
5. CHANNEL ROBUSTNESS
A natural extension of the algorithm of Bennink et al. [3] is to replace CPR (the set of Clifford
gates and Pauli reset channels) with SPn,n. We therefore define the channel robustness as:
R∗(E) = min
Λ±∈SPn,n
{2p+ 1 : (1 + p)Λ+ − pΛ− = E , p ≥ 0}. (23)
To calculate this in practice, we decompose the Choi state ΦE as per equation (5), adapting the
robustness of magic optimisation problem from Ref. [38]. The details are given in Appendix C. We
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also note that for diagonal channels E , the problem is equivalent to a decomposition of the state
E(|+〉〈+|⊗n) as:
E(|+〉〈+|⊗n) = (1 + p)ρ+ − pρ−, where ρ± ∈ STABn, and 〈x| ρ± |x〉 = 1
2n
, ∀x. (24)
Here, the condition on the partial trace for the general case is replaced by the requirement that
all diagonal elements of the states ρ± are equal to 1/2n. In the special case where ρ± are pure,
this implies they are diagonal Clifford-equivalent to graph states, though more generally they may
be mixtures of states that individually do not have full support in the standard basis. In practical
terms, this reduction to an n-qubit problem confers a significant advantage, since the number of
stabiliser states (which form the extreme points of the linear programming problem) grows super-
exponentially with n. Full technical details of this simplification are given in Appendix E. We now
return to consider the properties of channel robustness.
The channel robustness is convex and faithful with these properties inherited from the robustness
of magic (see Appendix B for details). Here we discuss additional properties.
Submultiplicativity under composition: R∗(E2 ◦ E1) ≤ R∗(E1)R∗(E2). The channels E1
and E2 will have an optimal decomposition:
Ej = (1 + pj)Λj,+ − pjΛj,−, (25)
where R∗(Ej) = 1 + 2pj and Λj,± are CPTP maps and completely stabiliser preserving. Using
these decompositions, we obtain that
E2 ◦ E1 = (1 + q)Λ′+ − qΛ′−, (26)
where
Λ′+ = (1 + q)
−1[(1 + p2)(1 + p1)Λ2,+ ◦ Λ1,+ + p2p1Λ2,− ◦ Λ1,−], (27)
Λ′− = q
−1[p2(1 + p1)Λ2,− ◦ Λ1,+ + (1 + p2)p1Λ2,+ ◦ Λ1,−], (28)
q = p1 + p2 + 2p1p2 (29)
The set of CPTP completely stabiliser preserving channels is closed under composition and convex,
so both Λ′± are in this set. Therefore, we have a valid decomposition for E2 ◦ E1 that entails
R∗(E2 ◦ E1) ≤ 1 + 2q. One finds
1 + 2q = (1 + 2p1)(1 + 2p2) = R∗(E1)R∗(E2), (30)
which completes the proof.
Submultiplicativity under tensor product: R∗
(EA ⊗ E ′B) ≤ R∗(EA)R∗(E ′B). We treat
tensor product as a special case of composition. For n-qubit EA and m-qubit E ′B:
R∗(EA ⊗ E ′B) ≤ R∗(EA ⊗ 1Bm)R∗(1An ⊗ E ′B). (31)
To complete the proof we will confirm that
R∗(1An ⊗ EB) = R∗(EA ⊗ 1Bn ) = R∗(E). (32)
As noted earlier, we can write |Ωn+m〉AA
′|BB′ = |Ωn〉A|B ⊗ |Ωm〉A
′|B′ , so that the Choi state for
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EA ⊗ 1m is given by:
Φ
AA′|BB′
E⊗1m =
(
EA ⊗ 1A′m ⊗ 1BB
′
n+m
)
|Ωn+m〉〈Ωn+m|AA
′|BB′
=
(EA ⊗ 1Bn ) |Ωn〉〈Ωn|A|B ⊗ |Ωm〉〈Ωm|A′|B′
= ΦABE ⊗ |Ωm〉〈Ωm|A
′|B′ . (33)
The state ΦE will have some optimal decomposition ΦE = (1 + p)ρ+ − pρ−, with channel robustness
R∗(EA) = 1 + 2p, so that:
Φ
AA′|BB′
E⊗1m = (1 + p)ρ
AB
+ ⊗ |Ωm〉〈Ωm|A
′|B′ − pρAB− ⊗ |Ωm〉〈Ωm|A
′|B′ . (34)
This is a valid, not necessarily optimal, stabiliser decomposition satisfying the trace condition, so
we have
R∗(EA ⊗ 1A′) ≤ R∗(EA). (35)
This is enough to show submultiplicativity; for completeness, in Appendix B we will also show
R∗(E) ≤ R∗(E ⊗ 1) so that in fact we have equality.
6. MAGIC CAPACITY
A. Properties
We now turn to our second monotone, which quantifies the capacity of a channel to generate
magic. Recall:
C(E) = max
|φ〉∈STAB2n
R[(E ⊗ 1n) |φ〉〈φ|], (36)
where R is the robustness of magic. Notice that we only need optimise over the pure stabiliser
states. For mixed states or even non-stabiliser states, the capacity still captures the possible
increase in robustness of magic by virtue of the maximum increase in robustness property:
R((E ⊗ 1n)ρ)
R(ρ) ≤ C(E). (37)
Here we prove this property, using similar arguments to those deployed in [51]. Consider an n-
qubit channel E . Any 2n-qubit input state ρ will have an optimal stabiliser state decomposition
ρ =
∑
j qj |φj〉〈φj |, where
∑
j qj = 1, and such that R(ρ) =
∑
j |qj |. By linearity we have:
(E ⊗ 1n)ρ =
∑
j
qj(E ⊗ 1n) |φj〉〈φj | . (38)
By convexity of robustness of magic, we then have:
R((E ⊗ 1n)ρ) ≤
∑
j
|qj |R((E ⊗ 1n) |φj〉〈φj |). (39)
The optimal pure stabiliser state |φ∗〉, satisfies:
C(E) = R((E ⊗ 1n) |φ∗〉〈φ∗|) ≥ R((E ⊗ 1n) |φj〉〈φj |)
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for any j. So we have:
R((E ⊗ 1n)ρ) ≤ R((E ⊗ 1n) |φ∗〉〈φ∗|)
∑
j
|qj | = C(E)R(ρ). (40)
Rearranging we obtain inequality (37).
Submultiplicativity under composition: C(E1 ◦ E2) ≤ C(E1)C(E2). Take the composition
of two linear maps E1 and E2. There exists some stabiliser state ρ∗ = |φ∗〉〈φ∗| that achieves the
optimal robustness:
C(E2 ◦ E1) = R([(E2 ◦ E1)⊗ 1n]ρ∗) = R((E2 ⊗ 1n) ◦ (E1 ⊗ 1n)ρ∗). (41)
The operator (E1⊗1n)ρ∗ will have some optimal decomposition (E1⊗1n)ρ∗ =
∑
k q1k |φk〉〈φk| such
that R((E1 ⊗ 1n)ρ∗) =
∑
k |q1k|. So by linearity:
(E2 ⊗ 1n) ◦ (E1 ⊗ 1n)[ρ∗] = (E2 ⊗ 1n)
[∑
k
q1k |φk〉〈φk|
]
=
∑
k
q1k(E2 ⊗ 1n) |φk〉〈φk| . (42)
Then by convexity of robustness of magic:
R((E2 ⊗ 1n) ◦ (E1 ⊗ 1n)[ρ∗]) = R
(∑
k
q1k(E2 ⊗ 1n) |φk〉〈φk|
)
(43)
≤
∑
k
|q1k|R((E2 ⊗ 1n) |φk〉〈φk|) (44)
≤
∑
k
|q1k|C(E2) (45)
= R((E1 ⊗ 1n)ρ∗)C(E2), (46)
where to go from (44) to (45) we used the fact that since |φk〉 are stabiliser states,R((E2 ⊗ 1) |φk〉〈φk|)
can be no larger than C(E2). Finally, using the fact that R((E1 ⊗ 1)ρ∗) ≤ C(E1), we have
C(E2 ◦ E1) ≤ C(E2)C(E1), completing the proof.
Submultiplicativity under tensor product: C(EA ⊗ E ′B) ≤ C(EA)C(E ′B). This follows
directly from submultiplicativity under composition, since
C(EA ⊗ E ′B) = C((EA ⊗ 1Bm) ◦ (1An ⊗ E ′B)) ≤ C(EA ⊗ 1Bm)C(1An ⊗ E ′B). (47)
We saw in Section 4 that any gains in robustness achievable by tensoring EA with the identity and
acting on a larger Hilbert space are already taken care of by the ⊗1n in the definition (36), so that
C(EA ⊗ 1Bm) = C(EA) and C(1An ⊗ E ′B) = C(E ′B). Substituting this into inequality (47) gives the
desired result.
B. Sandwich theorem
We will now prove Theorem 3.2, which stated that R(ΦE) ≤ C(E) ≤ R∗(E), for any CPTP
channel E , and that R(ΦU ) = C(U) = R∗(U) for any unitary operation U from the third level of
the Clifford hierarchy.
Proof. By definition ΦE = (E ⊗ 1n) |Ωn〉〈Ωn|. But |Ωn〉 is a stabiliser state, so R(ΦE) can be no
larger thanR((E ⊗ 1n) |φ∗〉〈φ∗|) = C(E), where |φ∗〉 is the stabiliser state that achieves the capacity,
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and so:
R(ΦE) ≤ C(E). (48)
Now suppose E = (1 + p)Λ+ − pΛ− is the optimal decomposition of E into CPTP stabiliser-
preserving maps, Λ± ∈ SPn,n, so that R∗(E) = 1 + 2p. Then for any input stabiliser state
σ ∈ STAB2n, we can write down a valid stabiliser decomposition of the output state:
(E ⊗ 1n)σ = (1 + p)(Λ+ ⊗ 1n)σ − p(Λ− ⊗ 1n)σ. (49)
In particular this is true for the stabiliser state σ∗ = |φ∗〉〈φ∗| that is optimal with respect to the
capacity. But equation (49) could be a non-optimal decomposition, so its `1-norm 1 + 2p is at least
as large as R((E ⊗ 1n)σ∗). So:
C(E) = R((E ⊗ 1n)σ∗) ≤ 1 + 2p = R∗(E), (50)
completing the proof of the first statement. Having done so, to prove the second statement it
suffices to show that R(ΦU ) = R∗(U).
For any n-qubit gate U from the third level of the Clifford hierarchy, corresponding to the
channel U , deterministic state injection is possible [7, 53]. That is, given a Hilbert space H =
HA ⊗ HB ⊗ HC ⊗ HD, where each subspace is comprised of n qubits, there exists a completely-
stabiliser-preserving circuit Λ such that, for any 2n-qubit input state ρ:
TrBC
[
Λ(ΦABU ⊗ ρCD)
]
= U ⊗ 1n(ρAD) (51)
Where ΦU is the Choi state for the channel U . The circuit Λ is comprised of a complete Bell
measurement on BC, followed by a Clifford correction on subspace A conditioned on the outcome
of the Bell measurement. It can be represented by Kraus operators:
Kj = (C
A
j ⊗ 1BCD3n )Mj , (52)
where Mj = 1
A ⊗ |Φj〉〈Φj |BC ⊗ 1D are the Kraus operators corresponding to elements of the
Bell basis |Φj〉, and Cj is some unitary Clifford correction.
Now consider an optimal decomposition of the Choi state:
ΦU = (1 + p)ρ+ − pρ+, s.t. R(ΦU ) = 1 + 2p. (53)
We now show that by substitution into equation (51) we can obtain a decomposition of the channel
that satisfies the trace-preservation condition required for channel robustness. We have:
ΦADU = U ⊗ 1n(|Ω〉〈Ω|AD) = TrBC
[
Λ(ΦABU ⊗ |Ω〉〈Ω|CD)
]
(54)
= (1 + p)ρ˜AD+ − pρ˜AD− , (55)
where ρ˜AD± = TrBC [Λ(ρAB± ⊗|Ω〉〈Ω|CD)] ∈ STAB2n, since Λ ∈ SPn,n. If we can show that TrA(ρ˜±) =
1n/2
n, then we have satisfied the required condition. First, note that TrA(ρ˜±) is independent of
the Clifford corrections Cj , since the partial trace depends only on the outcome probabilities of
the Bell measurement, pj = Tr
[
Mj(ρ
AB± ⊗ |Ω〉〈Ω|CD)M †j
]
. Therefore TrA(ρ˜±) = TrABC(ρ′±), where
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ρ′± =
∑
jMj(ρ
AB± ⊗ |Ω〉〈Ω|CD)M †j is the state following the Bell measurement. We then have:
TrA(ρ˜±) =
∑
j
TrABC
[
Mj
(
ρAB± ⊗ |Ω〉〈Ω|CD
)
M †j
]
(56)
= TrABC
∑
j
M †jMj
(
ρAB± ⊗ |Ω〉〈Ω|CD
) (57)
= TrABC
[
ρAB± ⊗ |Ω〉〈Ω|CD
]
(58)
= TrC
[
|Ω〉〈Ω|CD
]
=
1n
2n
. (59)
In going to the second line, we used the fact that the partial trace over BC is cyclic with respect
to operators that act non-trivially only on HB⊗HC . In going from the second to the third line, we
used the fact that {Mj} is a complete set of Kraus operators, so
∑
jM
†
jMj = 1. We have shown
that the decomposition (55) satisfies the trace preservation criterion. Since the decomposition may
not be optimal, we have that R∗(U) ≤ 1 + 2p = R(ΦU ). But from the proof of the first statement
R(ΦU ) ≤ C(U) ≤ R∗(U), so it must be that equality holds.
We note that the result that R(ΦU ) = R∗(U) for third-level gates carries over to the case
of decompositions of U(|+〉〈+|⊗n) for diagonal third-level gates. That is, there always exists a
decomposition satisfying the constraints of equation (24) that is optimal with respect to R(ΦU ) =
R(U(|+〉〈+|⊗n)). This can be seen by following the argument of Theorem 3.2, but replacing the
full 4n-qubit teleportation circuit with a 2n-qubit state injection circuit (Figure 2).
7. CLASSICAL SIMULATION ALGORITHMS
Here we propose two classical simulation algorithms. The channel robustness R∗ relates to the
runtime of our first simulator, which we call the static simulator. The magic capacity C relates to
the runtime of the second simulator, called the dynamic simulator. In both cases, we consider a
circuit composed from a sequence of channels with {E1, E2, . . . , EL} acting on an initial stabiliser
state, which we take to be |0n〉. The circuit ends with some final state ρ = EL . . .◦E2 ◦E1(|0n〉 〈0n|)
and measurement of some Pauli observable Z. We assume that each channel acts non-trivially on
a bounded number of qubits (e.g. 2 or 3) so we can evaluate the relevant monotones. Our goal is
to estimate the expectation value Tr[Zρ] to within additive error. In the language of Ref. [54] our
simulators will be poly-boxes.
Both our algorithms are inspired by previous methods that collect a large number of Monte
Carlo samples that scales quadratically with the negativity of some quasiprobability distribu-
tion [3, 33, 38]. The static Monte Carlo simulator uses a precomputed, and therefore static,
quasiprobability distribution. The dynamic Monte Carlo simulator recomputes optimal quasiprob-
ability distributions at each step, which can lead to fewer samples required but with a higher
runtime per sample. As such, there are subtle trade-offs in the runtime complexities.
Both our algorithms use that completely stabiliser preserving operations SPn,n acting on a
stabiliser state can be classically efficiently simulated. This follows from the fact that given the
Choi state ΦE for an n-qubit channel, the channel may be implemented by performing a Bell
measurement on ΦE⊗σ, postselecting on the Ω outcome to obtain (1n⊗|Ω〉〈Ω|)ΦE⊗σ(1n⊗|Ω〉〈Ω|)
and then tracing out the last 2n qubits [53]. This can be simulated using Gottesman-Knill when σ
is a stabiliser state and E ∈ SPn,n. Curiously, it is unclear whether SPn,n can be physically realised
using Clifford unitaries and Pauli measurements but without the use of postselection.
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A. Static Monte Carlo
In Algorithm 1 we give pseudocode for our first simulator, which we call static Monte Carlo,
and which can be viewed as a generalisation of the algorithm of Bennink et al. [3], differing
in two important ways. First, whereas their algorithm involved an optimisation over the set
CPR, the channel robustness is optimised with respect to SPm,m, so that all completely stabiliser-
preserving maps are represented non-negatively. Second, while the positive and negative parts of
the decomposition are each CPTP, the subroutine in step (c) of the algorithm involves updating
the state with maps that may not be trace-preserving. This is necessary to ensure that the updated
state after step (c)iii. remains pure. We explain below how this subroutine is carried out and show
that it does not increase the sample complexity.
We assume a pre-computation stage in which for each circuit element we determine an optimal
decomposition as per the definition (5), so that:
Ej = (1 + pj)Ej,0 − pjEj,1, where R∗(Ej) = 1 + 2pj (60)
where Ej,k ∈ SPm,m. The runtime of this pre-computation stage is bounded since each circuit
element acts non-trivially on only m qubits. Once these decompositions have been calculated, one
can define an overall quasiprobability distribution:
q~k =
∏
j:kj=0
(1 + pj)
∏
j:kj=1
(−pj) , (61)
where ~k ∈ ZL2 is a vector representing a choice of either Ej,0 or Ej,1 at each circuit element Ej . We
can renormalise this to obtain a product probability distribution:
p~k =
∏
j:kj=0
(1 + pj)
R∗(Ej)
∏
j:kj=1
(pj)
R∗(Ej) . (62)
Hence we can write the output of the circuit as follows:
E(|φ0〉〈φ0|) = R
∑
~k
p~kλ~kΛ~k(|φ0〉〈φ0|) (63)
where each Λ~k = EL,kL ◦ . . . ◦ E1,k1 gives a trajectory of SPm,m channels through the circuit,
λ~k = sign(q~k), and R =
∏L
j=1R∗(Ej). The expectation value of an observable Z at the end of the
circuit is given by:
Tr[ZE(|φ0〉〈φ0|)] = R
∑
~k
p~kλ~k Tr
[
ZΛ~k(|φ0〉〈φ0|)
]
(64)
This decomposition is a quasi-probability distribution with `1-norm
||~q||1 =
∑
~k
|p~kλ~kR| =
∑
~k
|p~k|R =
∏
j
R∗(Ej). (65)
By sampling from the stabiliser-preserving trajectories Λ~k with probability distribution {p~k}, and
calculating λ~kRTr
[
ZΛ~k(|φ0〉〈φ0|)
]
, we have an unbiased estimator for Tr[ZE(|φ0〉〈φ0|)]. Crucially,
(62) gives a product distribution, so this first sampling step is efficient. The variance is increased
by R > 1, but by standard arguments [3, 33, 38] the Hoeffding inequalities can be used to show that
any constant error δ > 0 in the mean estimate can be achieved with arbitrary success probability
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(1− ) by repeating the sampling procedure N times, where:
N =
2
δ
||~q||21 ln
(
2

)
. (66)
Algorithm 1 A classical simulator with sample complexity
∏L
j=1R∗(Ej)2.
Input: Circuit description {E1, E2, . . . , EL}, where each Ej has a known optimal decomposition
with channel robustness R∗(Ej) as per equations (60) and (67), input stabiliser state |φ0〉, Pauli
observable Z, number of samples M .
Output: Estimate of the Pauli expectation value 〈Z〉 = Tr[ZE(|φ0〉〈φ0|)]
1. Set i← 1, T ← 0 and R←∏Lj=1R∗(Ej);
2. For i = 1 to M :
(a) Sample vector ~ki according to the distribution
{
p~k
}
;
(b) Set the input state of the circuit to be the stabiliser state |φ0〉;
(c) For j = 1 to L:
i. Calculate the distribution:{
p
(j)
l = Tr
[Tl,j,kj (|φj−1〉〈φj−1|)]};
ii. Sample l with probability p
(j)
l ;
iii. Set |φj〉〈φj | = Tl,j,kj (|φj−1〉〈φj−1|)/p(j)l .
(d) Calculate 〈P 〉i = Tr[P |φL〉〈φL|];
(e) Set Ti = sign
(
q~ki
)
R〈P 〉i;
(f) T ← T + Ti.
Return: T/M
The simulator proceeds by tracking the evolution of a pure stabiliser state through the sampled
trajectory Λ~k, as described in Algorithm 1. In practice, while each Ej,kj is constrained to be CPTP,
the output of the linear program will be a decomposition of Ej,kj into maps that are stabiliser-
preserving but not necessarily trace-preserving, corresponding to Choi states that are proportional
to pure stabiliser projectors:
Ej,kj =
∑
l
Tl,j,kj ←→ ΦEj,kj =
∑
l
|ql,j,kj |
∣∣ψl,j,kj〉〈ψl,j,kj ∣∣ . (67)
Nevertheless, because Ej,kj is a CPTP channel, it can be simulated by sampling from a proper
probability distribution as defined in step (c)i. of Algorithm 1. We stress that while ΦEj,kj is subject
to the constraint ensuring that each Ej,kj is trace-preserving, this need not apply to the individual
terms
∣∣ψl,j,kj〉〈ψl,j,kj ∣∣ in its decomposition. Indeed, any decomposition of a non-unital channel
cannot be represented as a linear combination of unitary Clifford operations alone. While Clifford
gates are represented in the distribution by maximally entangled states, product states correspond
to non-trace-preserving maps involving projections. For example, ΦT = |01〉〈01| corresponds to the
single Kraus operator T = |0〉〈1| which can be seen as a Z-measurement post-selected on the “|1〉”
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outcome, followed by an X gate. Under these well-defined stabiliser operations, the state update in
step (c)iii. can be carried out efficiently as per the Gottesman-Knill theorem [1, 2]. More generally,
the state update corresponding to any pure Choi state
∣∣ψl,j,kj〉 can be modelled as a post-selected
Bell measurement [53]:
|φj〉A ⊗ |Ωn〉B|C ∝ (1An ⊗ |Ωn〉〈Ωn|B|C)
∣∣ψl,j,kj〉AB ⊗ |φj−1〉C . (68)
Note that the new state |φj〉 is guaranteed to be pure, since the projection of the system BC
onto a Bell state removes any correlation across the partition A|BC. We emphasise that the
probability for carrying out this update depends not just on the known prefactors |ql,j,kj |, but
on Tr
[Tl,j,kj (|φj−1〉〈φj−1|)], which are input state dependent. Computing this trace amounts to
evaluating the overlap between (1n ⊗ |Ωn〉〈Ωn|) and some stabiliser state, as per equation (68),
which can be done efficiently using the stabiliser tabulex method [1, 2]. However, since |φj−1〉 will
have been chosen randomly in the previous step of the algorithm, these traces cannot be calculated
ahead of time. This means that our algorithm involves additional per-sample runtime overhead
in order to calculate {p(j)l }. However, there are a finite and bounded number of such calculations
since each circuit element acts on a small number of qubits. The key point is that the constraint on
Ej,kj ensures that, despite being composed of non-trace-preserving elements, the distribution over
the outcomes {p(j)l } for any given state forms a proper probability distribution. Consequently, the
intermediate sampling in step (c)i. does not increase the variance, so the sample complexity of the
simulator depends only on
∏
j R∗(Ej)2.
Suppose we want to compare the runtime of our simulator for a particular circuit with that of
the Bennink et al. algorithm [3]. Their decompositions are in terms of CPR, the set of Cliffords
and Pauli reset channels, and an associated cost function is
RCPR(E) = min
Λj∈CPR
{
||p||1 :
∑
pjΛj = E
}
, (69)
The sample complexity for simulating a given circuit element Ej is proportional to RCPR(Ej)2.
Since CPR ⊆ SPn,n, it must be the case that R∗ ≤ RCPR, potentially leading to lower simulation
sample complexity if there exist channels with R∗ < RCPR. We give here a simple toy example
demonstrating a significant advantage to our static simulator.
Consider the single-qubit CPTP map ΛH defined by a Z-measurement followed by a Hadamard
gate conditioned on the “-1” outcome. This has Kraus representation:
K1 = |0〉〈0| , K2 = |−〉〈1| . (70)
This is clearly a completely stabiliser-preserving map, so has channel robustness R∗(ΛH) = 1.
For a single qubit, CPR consists of the 24 Clifford gates, and 6 Pauli reset channels. Using this
set, we calculate RCPR(ΛH) = 2. Since ΛH ∈ SP1,1, this confirms that CPR is a strict subset of
the completely stabiliser-preserving channels, and indicates that RCPR is not a monotone under
stabiliser operations. We also note that the calculated value is larger than the robustness of
magic for any single-qubit state, despite ΛH being a stabiliser operation. For a circuit containing
M uses of the channel ΛH , the samples required for a CPR simulator would be proportional to
RCPR(ΛH)2M = 4M . But for our simulator, ΛH can be simulated efficiently, as R∗(ΛH)2M = 1.
While the above example is quite artificial, a reduction in sample complexity is also achieved
for channels where R∗(E) > 1, but is strictly smaller than RCPR(E). Given a circuit decomposed
as E = EL ◦ . . . ◦ E2 ◦ E1 , the sample complexity for the CPR simulator would be proportional
to
∏L
j RCPR(Ej)2. It is always the case that R∗(Ej) ≤ RCPR(Ej), so the sample complexity for
our simulator will never be greater. Suppose we find that there are M circuit elements such that
R∗(Ej)/RCPR(Ej) ≤ k for some constant 0 < k < 1. Then we would find that using our simulator
gives a reduction in sample complexity by a factor of k2M . While our simulator sometimes incurs
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a modest increase in the runtime per sample, this must be weighed against a reduction in sample
complexity that is exponential in the number of circuit elements where R∗(Ej) < RCPR(Ej). The
obvious next question is whether there are any natural non-trivial examples where this happens.
We show in Section 8 that gate sequences subject to amplitude-damping noise provide one such
case.
We also note that calculation of optimal CPR decompositions is only tractable for one- and
two-qubit circuit elements, as the three-qubit case already involves a linear program with nearly
93 million variables [3]. For the most general quantum channels, we encounter a similar problem,
as for three-qubit circuit elements, we in principle need to optimise over six-qubit stabiliser states.
However, in Appendix E we show that for diagonal channels the problem can be greatly simplified,
and the problem becomes tractable for operations on up to five qubits. This allows our algorithm to
take advantage of the submultiplicativity of channel robustness; for example for diagonal channels
where R(E⊗n) < R(E)n, it is advantageous to compose n single-qubit circuit elements together as
a single n-qubit circuit element, before running the linear program. We will see in Section 8 that
this strategy is useful for single-qubit Z-rotations.
B. Dynamic Monte Carlo
In the previous simulator, all convex optimisations are calculated in advance. However, we have
found examples of channels where C(E) < R∗(E). For such channels, and for any stabiliser state ρ,
the robustness of the output state E(ρ) will always be less than the `1-norm of the decomposition
of E into stabiliser-preserving CPTP channels. Our next simulator takes advantage of this, and we
present pseudocode in Algorithm 2.
As in the previous simulator, we can represent the trajectory through the circuit by a vector
~k, such that the output of the true quantum circuit would be ρ =
∑
~k
q~kσ~k. The major differ-
ence is that q~k cannot be written in the form of equation (62) with pj independent of
~k, as the
quasiprobabilities for each intermediate decomposition will depend on the stabiliser state sampled
in the previous step. Consider what happens for the jth circuit element. After step (d)ii. of the
algorithm, we have some stabiliser state σ~kj , where
~kj labels the trajectory up to the jth element.
Here we do not assume ~kj is a binary vector; instead the elements of the vector label each pure
stabiliser state. After steps (d)iii. and iv. we have a non-stabiliser state ρ~kj = (Ej ⊗ 1)(σ~kj ),
decomposed as:
ρ~kj =
∑
~kj+1
q~kj+1σ~kj+1 . (71)
Here the summation is over all (j+1)-step trajectories consistent with the previous j-step trajectory
labelled by ~kj . In steps (d)v. and vi. we will choose the stabiliser state σ~kj+1 with probability
|q~kj+1 |/R(ρ~kj ) and the variable R picks up a factor λ~kj+1R(ρ~kj ), where λ~kj+1 is the sign of the
corresponding quasiprobability.
The final state after the full sequence of quantum operations may be written:
ρ =
∑
~k
p~kR~kσ~k, where p~k =
L−1∏
j=0
|q~kj+1 |
R(ρ~kj )
, R~k =
L−1∏
j=0
sign
(
q~kj+1
)
R(ρ~kj ). (72)
The true expectation value for the observable Z is given by:
Tr[Zρ] =
∑
~k
p~kR~kE~k, where E~k = Tr
[
Zσ~k
]
. (73)
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Algorithm 2 A classical simulator with sample complexity per step upper-bounded by C2.
Input: A sequence of L quantum channels Ej and number of samples N .
Output: An estimate of an expectation value.
1. Set i← 0 and T ← 0;
2. For i ≤ N do:
(a) i← i+ 1;
(b) Set |φ0〉 = |0〉⊗n;
(c) R← 1;
(d) For 1 ≤ j ≤ L do
i. The channel Ej acts non-trivially on only m qubits. Partition the qubits into
three sets A|B|C where A is the set acted on by Ej , B is a set of any other m
qubits; and C comprises the remaining qubits;
ii. Find a Clifford U = 1A ⊗ UBC that is local w.r.t A|(B ∪ C) such that
U |φj−1〉 =
∣∣∣φABj−1〉⊗ ∣∣∣φCj−1〉. This uses the efficient algorithm of Ref. [52].
iii. Find 2m-qubit density matrix ρABj = Ej ⊗ 1
(∣∣∣φABj−1〉〈φABj−1∣∣∣);
iv. Solve convex optimisation to find R(ρABj ) and use optimal decomposition to
build a quasiprobability distribution ;
v. Sample from the renormalised quasiprobability distribution to choose a stabiliser
state
∣∣∣φ′ABj 〉, and then set |φj〉 = U † ∣∣∣φ′ABj 〉⊗ ∣∣∣φCj−1〉;
vi. Replace R← R×R(ρABj )× λ where λ = ±1 and denotes the phase of the
sampled quasiprobability.
vii. increment j ← j + 1 and loop;
(e) Evaluate E = 〈φL|Z |φL〉
(f) T ← T + (R× E).
Return: T/N .
A key difference with the previous simulator is that we never explicitly calculate the full distribution
p~k. Nevertheless, each time the simulator samples, it produces output R~kE~k with probability p~k.
These probabilities exactly match the weightings in the above equation, so the simulator is an
unbiased estimator. The number of samples required can be again derived using the Hoeffding
inequalities, which depend on the maximum possible values of the output of each sample. Each
output is bounded by |R~kE~k| ≤ |R~k| ≤
∏
j R(ρ~kj ) ≤
∏
j C(Ej). Therefore, the sample complexity
is upper-bounded by order
∏
j C(Ej)2.
Notice that for every sample, L convex optimisations are performed, as well as L steps involving
the algorithm of Fattal et al. [52], which has runtime polynomial in the total number of qubits.
If C(E) = R∗(E) then we would simply not use this method so that the only convex optimisations
are in the preprocessing. However, C(E) now determines the sample complexity, so if C(E) 
R∗(E) then the dynamic simulator may run much faster than the static simulator; here we have
a trade-off of increase in per-sample runtime, versus a possibly exponential reduction in sample
complexity. Indeed, since the sample complexity is typically the bottleneck, this approach would
lead to significant improvements for some quantum channels. In the following section we investigate
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which types of channels may lead to an advantage.
8. NUMERICAL RESULTS
The numerical results in this section have been produced using code and data files available
from the public repository detailed in Ref. [44].
A. Single-qubit rotation with amplitude damping
Consider the setting discussed in Section 7, where a many-qubit circuit evolution E is decom-
posed as a series of few-qubit circuit elements E = EL . . .◦E2◦E1. Many implementations of quantum
algorithms can be expected to involve single-qubit rotations about some Pauli axis. In near-term
devices, the circuit will be subject to noise. Consider a simple model of a noisy computation where
a noise channel Λ acts between each unitary gate Uj , so the overall channel representing the circuit
would be:
E = Λ ◦ UL ◦ . . . ◦ Λ ◦ U2 ◦ Λ ◦ U1. (74)
Here we study the simulation cost for a single step in such a computation, comprised of a single-
qubit rotation and a noise channel. Note that for intermediate steps in a circuit decomposition such
as (74), we have a choice of ordering. We can take the circuit elements to be either Λ◦Uj or Uj ◦Λ.
These choices are equivalent in terms of the output of the simulation, but could lead to different
sample complexity depending on the cost function used. We studied circuit elements made up of a
single-qubit Pauli X-rotation U(θ) = exp(iXθ) composed with an amplitude damping channel Λp
with noise parameter p, defined by Kraus operators:
K1 =
(
1 0
0
√
1− p
)
, K2 =
(
0
√
p
0 0
)
(75)
We calculated channel robustness R∗, magic capacity C, and the Bennink et al. [3] cost function
RCPR, for both Λp ◦ U(θ) and U(θ) ◦Λp, and for a range of values of p and θ. For noise p = 0.1 we
see that when the noise channel follows the gate, there is no difference between the three quantities
(Figure 3(i)). However, if the noise channel acts before the unitary, both our monotones show a
reduced value, whereas RCPR increases. This suggests that for this noise model, the better strategy
with respect to sample complexity would be to choose the ordering U(θ) ◦ Λp, and use one of our
simulators (subject to the caveats mentioned in the previous section). In Figure 3(ii) we show
how different levels of noise affect the channel robustness. We do not plot capacity since we find
that R∗(E) = C(E) for this class of operation, up to solver precision. We also compare channel
robustness with the Choi state robustness (Figure 3(iii)). We find that R(ΦE) = R∗(E) for θ up
to approximately pi/16, but R(ΦE) < R∗(E) for larger angles.
B. Multiqubit phase gates
Recall that from Theorem 3.2 we know R(ΦE) ≤ C(E) ≤ R∗(E). For the particular class of
channel studied above, we saw numerically that C(E) = R∗(E) up to solver precision in all cases
investigated, and in the absence of noise the numerical results suggested R(ΦE) = C(E) = R∗(E).
Moreover, we know from Theorem 3.2 that all measures are equal for gates from the third level of the
Clifford hierarchy. Under what conditions does this equality persist for multi-qubit operations? As
explained earlier, to calculate each of our quantities for n-qubit channels, in general we must solve
an optimisation problem over all 2n-qubit stabiliser states. Since this problem is only tractable for
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FIG. 3. (i) Comparison of C(E), R∗(E) and RCPR(E), where E is a single-qubit X-rotation U(θ) composed
with an amplitude damping channel Λp. We consider both possible orderings: noise after unitary (Λp◦U(θ)),
and noise before unitary (U(θ) ◦ Λp). (ii) R∗(U(θ) ◦ Λp) for several values of p. (iii) Comparison of channel
robustness with robustness of Choi state for U(θ) ◦ Λp with p = 0.1.
up to 5-qubit states, in practice we are limited to studying two-qubit channels, in the most general
case. However, it turns out the problem can be greatly simplified for certain types of operation.
In particular, Appendix E shows how the problem size can be reduced for channels diagonal in the
computational basis, using a representation of stabiliser states in terms of affine spaces over binary
vectors due to Dehaene and De Moor [55, 56]. MATLAB code to calculate our measures for this
reduced problem is provided in the public repository given in Ref. [44]. This allows us to calculate
values for diagonal operations on up to 5 qubits, which we present here.
As a special case we consider multicontrol phase gates of the form:
Mt,n = diag(exp
(
ipi/2t
)
, 1, 1, . . . , 1), t ∈ Z (76)
where n denotes the number of qubits. We note that by convention, controlled-phase gates typically
apply the phase to the all-one state |1n〉, where 1n = (1, . . . , 1)T , but the form given above is
Clifford-equivalent to the conventional version, and is more convenient for the techniques used in
Appendix E. The family includes familiar gates such as CZ (t = 0, n = 2), CCZ (t = 0, n = 3),
multicontrol-S (t = 1) and multicontrol-T (t = 2).
The main findings were that the inequalities are tight for the n = 2 and n = 3 cases, but that
this does not persist for larger system sizes (Figure 4). The t = 0 case (the family of multicontrol-
Z gates) turns out to be a special case (Figure 4, left panel). Here we find equality for all three
quantities up to n = 4. For the t = 0, n = 5 case, R(ΦM0,5) = C(M0,5) holds, but R∗(M0,5)
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is strictly greater than both. Note also that for t = 0, all three quantities increase with each
increment in n.
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FIG. 5. Channel robustness against robustness of Choi state for random n-qubit diagonal gates, up to
n = 4. Black line indicates R∗ = R(Φ). Each red dot represents the data point for an individual gate.
Fewer points were calculated for larger n due to the increased time to calculate each value. 1000 data points
were calculated for n = 2, 300 for n = 3, and 60 for n = 4.
The families of gates with t > 0 follow a pattern qualitatively similar to each other. The results
for the t = 1 (multicontrol-S) and t = 2 (multicontrol-T ) cases are shown in the middle and right
panels of Figure 4. For n = 4, t > 0, the same situation holds as for n = 5, t = 0, as we find
R(ΦMt,4) = C(Mt,4) < R∗(Mt,4). At n = 5, all three quantities separate. In contrast with the
multicontrol-Z, we see that R(ΦMt,n) decreases as we go from four to five qubits, while C(Mt,n)
levels off. We see similar behaviour for all non-zero values of t investigated numerically. Our
current techniques limit us to five-qubit gates, but we have reason to believe that the capacity
will remain level for n > 5, and we make the following conjecture, which we justify more fully in
Appendix E 4.
Conjecture 8.1. For any fixed t, the maximum increase in robustness of magic for Mt,n is achieved
at some finite number of qubits n = K by acting on the state |+〉⊗K . Therefore C(Mt,n) =
R
(
Mt,K |+〉⊗K
)
for all n ≥ K.
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We also numerically investigated the robustness of diagonal unitaries
U =
∑
x
eiθx |x〉〈x|, (77)
with θx chosen uniformly at random. We were particularly interested in understanding when
R(ΦE) ≤ C(E) ≤ R∗(E) is tight or loose. In Figure 5 we compare the Choi robustness with
the channel robustness. For every 2-qubit gate tested we observed that R(ΦE) = R∗(E) up to
numerical precision. Whereas, for 3 and 4 qubit gates we typically saw that R(ΦE) < R∗(E),
though the gap is not often large. While the difference is slight for a single gate, these quantities
influence the rate of exponential scaling when considering N uses of such a unitary and will lead
to a large gap for modest N .
We also compared the Choi robustness with the magic capacity but do not plot this data as it
was equal for every random instance we observed. This is curious since in Figure 4 we clearly see
that there do exist diagonal gates, the multicontrol phase gates, for which there is a gap between
the Choi robustness and the magic capacity. While such gates exist, our random sampling of
diagonal gates does not tend to provide such examples. We discuss this further in Appendix E 4.
Finally, we are also interested in the normalised channel robustness for single-qubit gates U ,
defined as [R∗(U⊗n)]1/n. This allows us to quantify the per-gate savings in sample complexity that
can be achieved by grouping single-qubit rotations in n-qubit blocks. In Figure 6 we present results
for qubit Z-rotations U = exp[iZθ], up to four qubits. We find that strict submultiplicativity is
observed for all values of θ, with significant reductions between the n = 2 and n = 4 cases for a
wide range of angles.
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FIG. 6. Normalised channel robustness [R∗(U⊗n)]1/n plotted for Z-rotations U(θ) = exp[iZθ] and for n
qubits, up to n = 4.
9. CONCLUSION
We have presented two new magic monotones for general quantum channels: the magic capacity
C, which quantifies the ability of a channel to generate magic, and the channel robustness R∗,
which is related to finding the minimal quasiprobability decomposition of a channel into stabiliser-
preserving CPTP maps. Each of these monotones is directly related to the sample complexity for
an associated Monte Carlo-type classical simulation algorithm. We found that for certain quantum
channels, our static simulator would lead to a exponentially better sample complexity as compared
to that for the algorithm due to Bennink et al. [3]. In particular we found a reduction in sample
complexity for the case of a sequence of single-qubit rotations subject to amplitude-damping noise.
Since our decompositions can be calculated for up to five qubits in the case of diagonal operations,
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our static simulator is also able to take advantage of the submultiplicativity of channel robustness
under tensor product and composition.
For some channels, further improvements in sample complexity are possible using a different
simulator that is related to the capacity. That is, we found the capacity can be strictly less
than channel robustness for certain multi-qubit entangling gates. This simulator has to introduce
on-the-fly convex optimisation, however, so each sample will be more difficult to obtain.
For simulation of realistic quantum devices involving many qubits, one would need to decompose
the circuit into a sequence of operations on smaller number of qubits, as described in Section 7, in
order that the associated optimisation problems are tractable. It is a non-trivial problem to decide
what is the optimal way to block together the few-qubit operations making up a given many-qubit
circuit: we saw in Section 8 that the ordering of operations can make a difference to the sample
complexity. We leave this problem for a future work.
Since our monotones are submultiplicative under tensor product and compositions, it is generally
preferable to combine circuit elements where possible. In practice, to calculate our monotones,
circuit elements can involve up to two qubits for the most general case, or at most five qubits
for diagonal operations, where we can make use of the techniques described in Appendix E. In
Ref. [47], Heinrich and Gross show that robustness of magic can be calculated for up to 10
copies of the resource states employed in the standard magic state model of fault-tolerant quantum
computation. Their methods rely on both the permutation symmetry due to having multiple
copies, and the stabiliser symmetries of the magic states considered. Another direction for future
work could therefore be to investigate whether (and under what conditions) similar techniques can
be applied to the channel picture to increase the number of qubits that can be involved in each
circuit element.
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Appendix A: Properties of robustness of the Choi state
Here we confirm that the robustness of the Choi state, R(Φ) has the properties convexity
and submultiplicativity under tensor product. We then give an example to show that it is not
submultiplicative under composition.
Convexity: This follows immediately from convexity of robustness of magic. Consider a real
linear combination of n-qubit channels: E = ∑k qkEk. The Choi state for E is:
ΦE = (E ⊗ 1n) |Ωn〉〈Ωn| (A1)
=
∑
k
qk(Ek ⊗ 1n) |Ωn〉〈Ωn| =
∑
k
qkΦEk , (A2)
where in the last line we identified (Ek ⊗ 1n) |Ω〉〈Ω| as the Choi state for Ek. Then by convexity of
robustness of magic:
R(ΦE) ≤
∑
k
|qk|R(ΦEk), (A3)
which shows R(ΦE) is convex in E .
Submultiplicativity under tensor product: The maximally entangled state |Ωn+m〉AA
′|BB′ as
defined by equation (15) in the main text can be factored as |Ωn+m〉AA
′BB′ = |Ωn〉A|B |Ωm〉A
′|B′ .
So the Choi state for a channel EAA′ = EA ⊗ E ′A′ , where EA and E ′A′ are respectively n-qubit and
m-qubit channels, can be written:
ΦE =
(
EA ⊗ E ′A′ ⊗ 1n+m
)
|Ωn+m〉〈Ωn+m|AA
′|BB′ (A4)
=
(EA ⊗ 1n) |Ωn〉〈Ωn|A|B ⊗ (E ′A′ ⊗ 1m) |Ωm〉〈Ωm|A′|B′ = ΦEA ⊗ ΦE ′A′ . (A5)
Then by submultiplicativity of robustness of magic for states, we have:
R(ΦEA⊗E ′A′) ≤ R(ΦEA)R(ΦE ′A′),
which is the desired property.
Failure of submultiplicativity under composition: Let E1 be the single-qubit Z-reset chan-
nel defined by Kraus operators {|0〉〈0| , |0〉〈1|}, and let E2 be the conditional channel defined by
{|T 〉〈0| , |1〉〈1|}, where |T 〉 = T |+〉. These channels respectively have Choi states ΦE1 = |0〉〈0| ⊗ 12 ,
and ΦE2 =
1
2(|T0〉〈T0|+ |11〉〈11|), with robustness of magic R(ΦE1) = 1 and R(ΦE2) ≈ 1.207.
The composed channel E2 ◦ E1 has a Kraus representation {|T 〉〈0| , |T 〉〈1|}, and so has a Choi
state ΦE2◦E1 = |T 〉〈T | ⊗ 12 , with R(ΦE2◦E1) ≈ 1.414 > R(ΦE2)R(ΦE1). So it is not the case that the
robustness of the Choi state is submultiplicative under composition.
More intuitively, such counterexamples arise for channels E where the stabiliser state |φ∗〉 that
results in maximal final robustness R[(E ⊗ 1n) |φ∗〉〈φ∗|] is not the maximally entangled state |Ωn〉,
as then we can always boost the output robustness by using a stabiliser-preserving operation to
prepare |φ∗〉 before applying E .
Appendix B: Properties of channel robustness
Faithfulness: Suppose E is an n-qubit CPTP map. There are two cases:
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(i) E ∈ SPn,n. In this case, ΦE is itself a mixed stabiliser state, and since E is trace-preserving
it satisfies Tr(ΦE) = 1n/2n. So ΦE is already trivially a decomposition of the correct form, with
p = 0, so that R∗(E) = 1 + 2p = 1.
(ii) E /∈ SPn,n. Then by faithfulness of robustness of magic (Lemma 4.2 in the main text),
ΦE has R(ΦE) > 1. Since the definition of R∗ is a restriction of R(Φ), it must be the case that
R(ΦE) ≤ R∗(E). Therefore R∗(E) > 1.
Convexity:
Suppose we have a set of Choi states ΦEj corresponding to channels Ej , with optimal decompo-
sitions:
ΦEj = (1 + pj)ρj+ − pjρj− , (A1)
where each ρj± separately satisfies the condition TrA(ρ±) =
1n
2n , so that R∗(Ej) = 1 + 2pj . Now
take a real linear combination of such channels:
E =
∑
i
qiEi =
∑
j∈P
qjEj +
∑
k∈N
qkEk, (A2)
where P is the set of indices such that qj ≥ 0, and N is the set such that qk < 0. We assume that∑
i qi = 1 so that the trace of Tr(ΦE) = 1. Then the corresponding Choi state for channel E is:
ΦE =
∑
j∈P
qjΦEj −
∑
k∈N
|qk|ΦEk (A3)
=
∑
j∈P
qj
[
(1 + pj)ρj+ − pjρj−
]−∑
k∈N
|qk|
[
(1 + pk)ρk+ − pkρk−
]
(A4)
=
∑
j∈P
qj(1 + pj)ρj+ +
∑
k∈N
|qk|pkρk−
−
∑
j∈P
qjpjρj− +
∑
k∈N
|qk|(1 + pk)ρk+
. (A5)
Note that the terms inside the brackets all have positive coefficients, hence we can interpret as
non-normalised mixtures over stabiliser states. To normalise them we can define:
ρ˜+ =
∑
j∈P qj(1 + pj)ρj+ +
∑
k∈N |qk|pkρk−∑
j∈P qj(1 + pj) +
∑
k∈N |qk|pk
, (A6)
and
ρ˜− =
∑
j∈P qjpjρj− +
∑
k∈N |qk|(1 + pk)ρk+∑
j∈P qjpj +
∑
k∈N |qk|(1 + pk)
. (A7)
Then writing:
p˜ =
∑
j∈P
qjpj +
∑
k∈N
|qk|(1 + pk), (A8)
one can check that:
1 + p˜ =
∑
j∈P
qj(1 + pj) +
∑
k∈N
|qk|pk. (A9)
This allows us to rewrite the Choi state as: ΦE = (1 + p˜)ρ˜+ − p˜ρ˜−. Since ρ˜± are convex mixtures
over stabiliser states satisfying TrA(ρj±) = 1n2n , they must satisfy the same condition. We also
know that p˜ ≥ 0, so it is clear that the decomposition is in the form required for the definition of
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R∗, except that it is not necessarily optimised to minimise 1 + 2p˜. So we have:
R∗
∑
j
qjEj
 ≤ 1 + 2p˜ = ∑
j∈P
qj(1 + pj) +
∑
k∈N
|qk|+
∑
j∈P
qjpj +
∑
k∈N
|qk|(1 + pk) (A10)
=
∑
j∈P
|qj |(1 + 2pj) +
∑
k∈N
|qk|(1 + 2pk) (A11)
=
∑
i
|qi|R∗(Ej), (A12)
which gives us the required result.
Invariance under tensor with identity: In Section 5 of the main text we saw thatR∗
(EA ⊗ 1) ≤
R∗
(EA). We now complete the proof that R∗(EA ⊗ 1) = R∗(EA) by showing that R∗(EA) ≤
R∗
(EA ⊗ 1).
Consider an optimal decomposition for ΦEA⊗1m = (1 + p
′)ρ′+− p′ρ′−, such that R∗(EA⊗ 1m) =
1 + 2p′, where TrAA′(ρ±) = 1n+m/2n+m. Here we do not assume that ρ′± are products across the
partition AB|A′B′, as was the case in equation (34) in the main text. However, we have just seen
that ΦEA⊗1m can be written as a product, so that by tracing out systems A
′B′ we obtain:
ΦEA = (1 + p
′) TrA′B′(ρ′+)− p′TrA′B′(ρ′−). (A13)
Partial trace of a stabiliser state remains a stabiliser state, so this is a stabiliser decomposition.
We just need to check that the partial trace condition holds, so we want to show:
TrA(TrA′B′(ρ
′
±)) = TrAA′B′(ρ
′
±) =
1n
2n
, (A14)
but this is clearly the case from the fact that ρ′± were constrained such that TrAA′(ρ±) =
1n+m/2
n+m. Hence again we have a valid, not necessarily optimal decomposition and:
R∗(EA) ≤ 1 + 2p′ = R∗(EA ⊗ 1B). (A15)
Combining with the inequality R∗(EA ⊗ 1B) ≤ R∗(EA), shown in the main text, we obtain the
equality:
R∗(E ⊗ 1) = R∗(E) = R∗(1⊗ E). (A16)
Appendix C: Optimisation problem for channel robustness
In Howard and Campbell [38], the optimisation problem for calculating robustness of magic for
states was cast as follows:
minimise ‖~q‖1
subject to A~q = ~b,
where ~q is a vector of coefficients, ~b is the vector of Pauli expectation values for the target state
ΦE , and A is a matrix whose columns are the Pauli vectors for the stabiliser states. For n-qubit
channels, we have 2n-qubit Choi states, so the number of generalised Paulis is NP = 4
2n, and
the number of stabiliser states is NS = 2
2n
∏2n
j=1(2
j + 1) [38]. Then ~b has NP entries, ~q has NS
entries, and the dimension of A is (NP × NS). From this construction we can recover optimal
decompositions of the form: ΦE =
∑
j qj |φj〉〈φj |, where
∑
j qj = 1 and |φj〉 are the pure stabiliser
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states.
We want to restrict the problem to decompositions of the form:
ΦE = (1 + p)ρ+ − pρ−, (A1)
where p ≥ 0 and ρ± correspond to trace-preserving channels, and can in general be mixed. Rather
than enumerating all the extreme points of the set of stabiliser states corresponding to maps in
SPn,n, it is more convenient to retain the same A matrix and modify the constraints. We still need
to start from a finite set of extreme points, i.e. pure stabiliser states, so first rewrite as:
ΦE =
∑
j
qj+ρj +
∑
j
qj−ρj =
∑
j
pj+ρj −
∑
j
pj−ρj , (A2)
where qj+ are the positive quasiprobabilities, qj− are the negative quasiprobabilities, and pj± =
|qj± |. In the Pauli vector picture we can write this as ~b = A~p+ − A~p−, where all the entries of
~p± are non-negative. We define a new variable vector ~p which will have twice the length of the
previous ~q, i.e. 2NS entries:
~p =
(
~p+
~p−,
)
(A3)
and define a new (NP × 2NS) matrix A′ in block form, A′ =
(
A −A). Then we have:
A′~p =
(
A −A)(~p+
~p−
)
= A~p+ −A~p− = ~b. (A4)
So now we need to minimise ‖~p‖1 =
∑
j pj subject to A
′~p = ~b and ~p ≥ 0.
Next, we need the trace-preserving condition. Provided E is CPTP, if one part of the decomposi-
tion is trace-preserving, then the other will be as well, so we only need enforce the constraint on one
of ρ+ or ρ−. Assume that we check ρ+. The condition for a Choi state ΦAB = EA⊗1B(|Ω〉 〈Ω|AB)
to be trace-preserving is:
TrA(Φ
AB) =
1
d
, (A5)
where d is the dimension of the subsystem. We need to convert this to a constraint on the vector
~b+ corresponding to φ+, which is given by ~b+ = A~p+. First, note that all Paulis are traceless
except for the identity P0 = 1, so for the maximally mixed state:
〈Pj〉 = Tr
(
Pj
1
d
)
=
Tr(Pj)
d
= δj,0, (A6)
so if the first entry in a Pauli vector is always 〈1〉, the maximally mixed state has Pauli vector:
~bB =
(
1
~0
)
. (A7)
where ~0 is the zero vector. However, we need this to hold just for the reduced state on B rather
than the full Pauli vector. Consider that if the whole state is written ΦAB =
∑
j,k rj,kPj ⊗ Pk for
some set of coefficients rj,k, then the expectation values are given by:
〈Pl ⊗ Pm〉 =
∑
j,k
rj,k Tr(PlPj ⊗ PmPk) =
∑
j,k
rj,kd
2δj,lδm,k = d
2rl,m. (A8)
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The reduced state is:
TrA(Φ
AB) =
∑
j,k
rj,k TrA[Pj ⊗ Pk] =
∑
j,k
rj,kdδj,0Pk = d
∑
k
r0,kPk. (A9)
and the entries of the reduced Pauli vector will be:
〈Pm〉 = d
∑
k
r0,k Tr{PmPk} = d2r0,m = 〈P0 ⊗ Pm〉. (A10)
So for condition (A5) to hold for the reduced state on B, we combine equations (A6) and (A10)
to get:
〈Pm〉 = 〈P0 ⊗ Pm〉 = δm,0. (A11)
That is, we just need to look at the entries of ~b+ corresponding to Paulis of the form 1⊗Pj . These
should all be zero except the first entry, which corresponds to 〈1⊗1〉. Note that ~b+ = A~p+ will in
general not be normalised, but this does not matter, since we are only interested in whether or not
entries are zero. We can use a binary matrix M to pick out the values of interest. As an example
we consider the two-qubit case, and assume that the entries are ordered as:
~b+ =

〈1⊗ 1〉
〈1⊗X〉
〈1⊗ Y 〉
〈1⊗ Z〉
〈X ⊗ 1〉
...
〈Z ⊗ Z〉

. (A12)
Here, we are only interested in the 2nd, 3rd and 4th entries. We form a new vector ~c by left
multiplying with M :
~c = M~b+ =
0 1 0 0 0 · · · 00 0 1 0 0 · · · 0
0 0 0 1 0 · · · 0
~b+ =
〈1⊗X〉〈1⊗ Y 〉
〈1⊗ Z〉
 . (A13)
Then the condition we need is just ~c = 0. To convert this to a condition on the 2NS-entry variable
~p =
(
~p+
~p−
)
, we first pad A with zeroes: A+ =
(
A 0
)
, where 0 is the (NP ×NS) zero matrix. We
then have:
~b+ = A~p+ = A~p+ + 0~p− =
(
A 0
)(~p+
~p−
)
= A+~p, (A14)
so that ~c = M~b+ = MA+~p. Therefore, our condition for trace-preserving ρ+ is MA+~p = 0. We
can therefore specify the new optimisation problem as:
minimise ‖~p‖1 =
∑
j
pj
subject to A′~p = ~b,
~p ≥ 0,
MA+~p = 0
31
where A′ =
(
A −A), and A+ = (A 0), with A and ~b having the same definitions as previously,
0 is the zero matrix with dimension the same as A, and with M being the binary matrix that
picks out the 〈1⊗ Pj〉 entries from the vector A+~p. Most of this is straightforward to implement.
The step that requires some care is in correctly constructing the matrix M , as it will depend on
the choice of ordering of Pauli operators in the construction of A and ~b. If the B subsystem has
n qubits, then we will need to constrain 4n − 1 non-trivial 〈1 ⊗ Pj〉 expectation values to zero,
so M should have dimension ((4n − 1) × NP ). If the Paulis are ordered as in the example given
above for 2-qubit Choi states, then the construction is just M =
(
~0 1′ ~0 · · · ~0), where 1′ is the
((4n − 1)× (4n − 1)) identity, and ~0 denotes a column of zeroes. We have implemented this linear
program in MATLAB, using the convex optimisation package CVX [46], and have made the code
available from the repository Ref. [44].
Appendix D: Properties of magic capacity
Faithfulness: For any n-qubit stabiliser-preserving CPTP channel Λ, if ρ ∈ STAB2n is a stabiliser
state, then (Λ ⊗ 1n)ρ is also a stabiliser state. So by the faithfulness of robustness of magic,
R((Λ⊗ 1n)ρ) = 1 for any input stabiliser state ρ ∈ STAB2n, and C(Λ) = 1.
Suppose instead that E is non-stabiliser-preserving, but still CPTP. Then there exists at least
one stabiliser state ρ ∈ STAB2n such that (E ⊗1)ρ is a normalised state, but not a stabiliser state.
Then by faithfulness of R when applied to states, R((E ⊗ 1)ρ) > 1, and so C(E) > 1.
Convexity: Suppose we have a real linear combination of n-qubit CPTP maps Ek:
E =
∑
k
qkEk. (A1)
There exists some optimal stabiliser state ρ∗ that achieves C(E) = R(E ⊗ 1(ρ∗)). Then
R((E ⊗ 1n)ρ∗) = R
(∑
k
qk[(Ek ⊗ 1n)ρ∗]
)
(A2)
≤
∑
k
|qk|R((Ek ⊗ 1n)ρ∗), (A3)
where the last line follows by convexity of the robustness of magic. But each robustness
R((Ek ⊗ 1n)ρ∗) can be no larger than C(Ek). So we have:
C
(∑
k
qkEk
)
≤
∑
k
|qk|C(Ek). (A4)
Appendix E: Calculating monotones for diagonal channels
1. Reducing the problem size
As mentioned earlier, the size of the optimisation problem for calculating our monotones (as
well as R(ΦE)) quickly becomes prohibitively large for n-qubit states, since the number of sta-
biliser states increases super-exponentially with n (Table II). The issue is even worse than it first
appears, since for an n-qubit channel we must in general consider 2n-qubit stabiliser states. Direct
calculation of either monotone is impractical for n-qubit channels with n > 2. This difficulty is
aggravated when calculating the capacity as in principle we have to repeat the optimisation for
every (E ⊗ 1n) |φ〉〈φ| such that |φ〉 ∈ STAB2n. In some cases we can ameliorate these problems by
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n NS
1 6
2 60
3 1,080
4 36,720
5 2,423,520
6 315,057,600
TABLE II. Number of pure stabiliser states NS for number of qubits n.
looking for Clifford gates that commute with the channel of interest. Here we consider the case
where E is a diagonal channel, meaning it has a Kraus representation where each Kraus operator
is diagonal in the computational basis. This of course includes diagonal unitaries as a special
case. One could likely reduce the problem size further by exploiting symmetries of channels using
techniques similar to those used in Ref. [47], but we will not consider this strategy here.
It is straightforward to see how the problem can be simplified for calculating R(ΦE) and R∗(E).
If E is diagonal, the operation E ⊗1n commutes with any sequence of CNOTs targeted on the last
n qubits. But the maximally entangled state |Ωn〉 can be written:
|Ωn〉 = UC(|+〉⊗n ⊗ |0〉⊗n). (A1)
Here UC = ⊗nj=1Uj , where Uj is the CNOT controlled on qubit j and targeted on qubit n+ j. By
the monotonicity of robustness of magic, we immediately see that:
R(ΦE) = R[(E ⊗ 1n) |Ωn〉〈Ωn|] = R
[E(|+〉〈+|⊗n)⊗ |0〉〈0|⊗n] = R[E(|+〉〈+|⊗n)]. (A2)
For the channel robustness we would like to decompose E(|+〉〈+|⊗n) in terms of states ρ± ∈
STABn, but need to take care that the trace condition TrA(ρ
′±) = 1n/2n is satisfied for the
equivalent 2n-qubit Choi states ρ′±. In Appendix E 2 we show that the criterion is satisfied provided
all diagonal elements of ρ± are equal to 1/2n. So for diagonal channels we can write:
R∗(E) = min
ρ±∈STABn
{
1 + 2p : (1 + p)ρ+ − pρ− = E(|+〉〈+|⊗n), p ≥ 0, 〈x| ρ± |x〉 = 1
2n
, ∀x
}
. (A3)
So calculation of R∗(E) and R(ΦE) is tractable up to five qubits provided E is diagonal. We will
see below in Section E 3 that this is also true for the magic capacity.
2. Trace condition for diagonal channels
Consider that the Choi state for a diagonal channel has a decomposition
ΦE = UC
(E(|+〉〈+|⊗n)⊗ |0〉〈0|⊗n)U †C = (1 + p)ρ+ − pρ−, (A4)
where UC = ⊗nj=1Uj is the tensor product of CNOTs Uj that are controlled on the jth qubit and
targeted on the n+ jth. Then
E(|+〉〈+|⊗n)⊗ |0〉〈0|⊗n = (1 + p)ρ′+ − pρ′−, (A5)
where ρ′± are still stabiliser states since UC is Clifford. Now consider the stabiliser-preserving
channel 1n ⊗ Λ that resets the last n qubits to |0〉〈0|⊗n. Applying this to both sides of equation
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(A5) we get a new decomposition
E(|+〉〈+|⊗n)⊗ |0〉〈0|⊗n = (1 + p)ρ′′+ ⊗ |0〉〈0|⊗n − pρ′′− ⊗ |0〉〈0|⊗n . (A6)
Then referring back to equation (A4), we obtain ρ± = UC
(
ρ′′+ ⊗ |0〉〈0|⊗n
)
U †C . So, the trace-
preserving condition becomes:
1n
2n
= TrA (ρ±) = TrA
(
UC
(
ρ′′+ ⊗ |0〉〈0|⊗n
)
U †C
)
(A7)
=
∑
x
〈x|A UC
(
ρ′′+ ⊗ |0〉〈0|⊗n
)
U †C |x〉A , (A8)
where |x〉 are the computational basis states on subsystem A. Recalling that UC can be written as
a tensor product of CNOTs UC = ⊗nj=1Uj one can check that this equation can be written:
1n
2n
=
∑
x
〈x| ρ′′± |x〉 |x〉〈x| . (A9)
Therefore, the decomposition corresponds to a pair of trace-preserving channels provided that all
diagonal elements of ρ′′± are equal to 1/2n.
For a given diagonal channel, there always exists a decomposition that satisfies these conditions
and has `1-norm equal to the channel robustness as defined for the full Choi state. We do not
give the full proof here, but sketch the argument. Given any diagonal channel E decomposition
of the full Choi state ΦE = (1 + p)ρ+ − pρ− satisfying the trace condition, one can always find a
new decomposition ΦE = (1 +p)Λ(ρ+)−pΛ(ρ−) where Λ(ρ±) still satisfy TrA(Λ(ρ±)), but are now
the Choi states for diagonal channels. The map Λ used to obtain this decomposition is in effect
an error correction circuit that takes general stabiliser Choi states to the subspace corresponding
to the diagonal channels. Specifically, we note that the Choi states for diagonal maps T have the
general form:
ΦT =
1
2n
∑
j,k
cj,k |j〉A |j〉B 〈k|A 〈k|B . (A10)
In general cj,k can be complex or zero, but terms on the diagonal are constrained. In particular,
trace-preserving diagonal channels cannot change the weight of particular computational basis
states, so the probability distribution for computational basis states will be the same as for |Ω〉:
〈p, q|ΦT |p, q〉 = 1
2n
δp,q. (A11)
The circuit Λ is defined by the following steps. For each j from 1 to n:
1. Perform a parity measurement (Z ⊗ Z) between qubits j and n+ j.
2. If even parity (+1 outcome), do nothing. If odd parity (-1 outcome), perform an X gate on
qubit j.
This stabiliser-preserving channel leaves Choi states for diagonal maps (and crucially, the target
Choi state ΦE) invariant, but updates general Choi states to have the form (A10). One can check
that the circuit preserves the property TrA(ρ±) = 1n/2n. We then obtain a decomposition in the
desired form:
Λ(ΦE) = ΦE = (1 + p)Λ(ρ+)− pΛ(ρ−) (A12)
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Where Λ(ρ±) = (E±⊗1) |Ω〉〈Ω| are Choi states for n-qubit diagonal channels E±. But as described
above, the CNOT sequence UC commutes with diagonal channels acting on the first n qubits, so
we can obtain n-qubit representatives of these channels:
E±(|+〉〈+|⊗n)⊗ |0〉〈0|⊗n = UC((E± ⊗ 1) |Ω〉〈Ω|)U †C . (A13)
Discarding the last n qubits we obtain the desired n-qubit decomposition:
E(|+〉〈+|⊗n) = (1 + p)E+(|+〉〈+|⊗n)− pE−(|+〉〈+|⊗n). (A14)
3. Magic capacity in the affine space picture
In this section we will make use of the formalism due to Dehaene and De Moor, in which
stabiliser states are cast in terms of affine spaces and quadratic forms over binary vectors [55, 56],
to prove the following theorem:
Theorem A1 (Capacity for diagonal operations). Suppose the n-qubit channel ED is diagonal.
Let:
|K〉 = 1|K|1/2
∑
x∈K
|x〉 , (A15)
where x ∈ Fn2 are binary vectors and K ⊆ Fn2 is an affine space. Then:
C(ED) = maxK R(ED(|K〉〈K|)). (A16)
That is, given an n-qubit channel E , provided the channel is diagonal, the capacity C(E) may
be calculated by optimisation over only the n-qubit states |K〉 as defined in equation (A15), rather
than over all 2n-qubit stabiliser states.
We first review the formalism of Ref. [55]. Computational basis states |x〉 can be labelled by
binary column vectors x = (x1, . . . , xn)
T ∈ Fn2 , so that xj ∈ {0, 1} relates to the jth qubit. Any
pure n-qubit stabiliser state may be written:
|K, q, d〉 = 1|K|1/2
∑
x∈K
id
T x(−1)q(x) |x〉 , (A17)
where K ⊆ Fn2 is an affine space, d is some fixed binary vector, and q(x) has the form:
q(x) = xTQx+ λTx. (A18)
Here Q is a binary, strictly upper triangular matrix, λ is a vector, and addition is modulo 2.
Conversely, any state that can be written in this way is a stabiliser state.
An affine space K is a linear subspace L shifted by some constant binary vector h, modulo
2: K = L + h. Every affine space is related in this way to exactly one linear subspace, and the
dimension k = dim(K) of an affine space means the dimension of the corresponding subspace.
Instead of enumerating all elements of an affine space, we can specify it by a shift vector h and an
n× k matrix where each column is one of the generators of the corresponding linear space:
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G =
(
~g1 ~g2 · · · ~gk
)
=

g1,1 g1,2 · · · g1,k
...
...
...
gj,1 gj,2 · · · gj,k
...
...
...
gn,1 gn,2 · · · gn,k
 . (A19)
We have freedom in our choice of k independent generators, and we can transform between equiv-
alent generating sets by adding any two columns of G. We are also free to swap any two columns.
A general transform between generating sets can therefore be represented by an invertible matrix
S of dimension k × k, multiplying on the right G −→ GS.
Any non-trivial linear transformation of the affine space can be fully specified by the trans-
formation of the generators and the shift vector. In particular, we can represent the action of a
single CNOT by multiplication on the left by a matrix C. If the CNOT has control qubit j and
target qubit k, then C has 1s on the diagonal, a 1 in the jth element of the kth row, and zeroes
everywhere else. A sequence for a 2n-qubit system, in which CNOTs are always controlled on the
first n qubits, and targeted on the last n qubits can be represented in block form:
C =
(
1 0
M 1
)
, (A20)
where each block has dimension n × n, and M can be any binary matrix. We use this formalism
to prove the following lemma, which leads directly to Theorem A1:
Lemma A1 (Equivalences for diagonal channels). Suppose ED is a diagonal CPTP channel. Then:
1. All input stabiliser states with the same affine space K result in the same final robustness:
R((ED ⊗ 1) |K, q, d〉〈K, q, d|) = R
(
(ED ⊗ 1)
∣∣K, q′, d′〉〈K, q′, d′∣∣), ∀q, q′, d, d′. (A21)
2. Given a 2n-qubit state |φ〉 ∈ STAB2n , there exists some n-qubit |φ′〉 ∈ STABn such that:
R((ED ⊗ 1n) |φ〉〈φ|) = R
(ED(∣∣φ′〉〈φ′∣∣)). (A22)
Proof. We first prove statement 1. Since robustness of magic is invariant under Clifford unitaries,
we need to show that there exists a Clifford unitary U that converts (ED ⊗ 1) |K, q, d〉〈K, q, d| to
(ED ⊗ 1) |K, q′, d′〉〈K, q′, d′|. A suitable choice for U is one such that U |φK,q,d〉 =
∣∣φK,q′,d′〉, and,
crucially, that commutes with the channel ED. Since ED is given to be diagonal, any diagonal
Clifford U will suffice. The affine space K remains unchanged, so we only need show there is
always a diagonal Clifford that maps q → q′ and d→ d′ for any q, q′, d and d′. That this is always
possible is perhaps already evident from Ref. [55], but for completeness we give the argument here.
We can convert d to d′ using appropriately chosen Sj gates, meaning the gate diag(1, i) acting
on the jth qubit. Consider the action of Sj on a basis vector:
Sj |x〉 =
{
|x〉 ifxj = 0
i |x〉 ifxj = 1
. (A23)
If we define basis vector ej so that it has 1 in the jth position and zeroes elsewhere, we can write
the action of Sj as:
Sj |x〉 = ieTj x |x〉 . (A24)
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Note that the form of this equation is independent of the value of x, so we can write:
Sj |φK,q,d〉 = 1|K|1/2
∑
x∈K
id
T x(−1)q(x)Sj |x〉 (A25)
=
∑
x∈K
i(d
T+eTj )x(−1)q(x)Sj |x〉 . (A26)
So, we can flip any bit of d by applying the correct S gate. The quadratic form q(x) is left
unchanged.
Now consider q(x) = xTQx+λTx, which we must convert to some other q′(x) = xTQ′x+ λ′Tx.
We can use the same trick as above to convert any λ to any other λ′, by replacing Sj with the Zj
gate, i.e. diag(1,−1) acting on the jth qubit. For Q we can use the controlled-Z gate between the
jth and kth qubit, which we denote CZjk. This has the following effect on a basis state:
CZjk |x〉 = (−1)xTMjkx |x〉 , (A27)
where Mjk is the n×n matrix with a 1 in position (j, k) and zeroes everywhere else. The set of all
{Mjk} form a basis for n× n binary matrices, hence we can convert any Q to any other Q′ by an
appropriately chosen sequence of CZ gates, leaving d and λ untouched. This completes the proof
of statement 1.
Now to prove statement 2. From statement 1 any stabiliser state |φ〉 is equivalent to:
|K〉 = 1|K|1/2
∑
x∈K
|x〉 , (A28)
up to some diagonal Clifford, for some K. The strategy is to find a Clifford unitary U that
commutes with ED, and converts the 2n-qubit stabiliser state |K〉 to some product of two n-qubit
states |K′〉 = |K′A〉 ⊗ |K′B〉. Then we have:
R[(ED ⊗ 1n) |K〉〈K|] = R
[
(ED ⊗ 1n)(
∣∣K′A〉〈K′A∣∣⊗ ∣∣K′B〉〈K′B∣∣)] (A29)
= R[ED(∣∣K′A〉〈K′A∣∣)⊗ ∣∣K′B〉〈K′B∣∣] = R[ED(∣∣K′A〉〈K′A∣∣)], (A30)
where the last step follows as |K′B〉 is a stabiliser state so makes no contribution to the robustness.
The final state |K′〉 can be factored as |K′A〉 ⊗ |K′B〉 provided its generator G′ can be written in
block matrix form as:
G′ =
(
G′A 0
0 G′B
)
, (A31)
where G′A and G
′
B have n rows, and represent the generators for affine spaces K′A and K′B.
We now show that we can always reach this form by a Clifford UC comprised of a sequence of
CNOTs targeted on the last n qubits. Such a sequence always commutes with ED ⊗ 1n. Suppose
we have some 2n× k generator G for an affine space K with k = dim(K):
G =
(
GA
GB
)
, (A32)
where GA and GB are each n × k submatrices. The full matrix G will have rank k, and GA will
have some rank m ≤ k. Either GA is already full rank (m = k), or it can be reduced to the
following form by elementary column operations, which is equivalent to multiplication on the right
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by a k × k matrix S:
GA −→ GAS =
(
G′A 0
)
, (A33)
where G′A is n×m (and hence full column rank), and 0 is n× (k−m). Multiplying G on the right
by S, we interpret as a change in the choice of generating set:
G −→ GS =
(
GAS
GBS
)
=
(
G′A 0
G′′B G
′
B
)
. (A34)
Now, apply the Clifford UC described by the matrix C in equation (A20). This transforms the
generator to:
G′ = CGS =
(
1 0
M 1
)(
G′A 0
G′′B G
′
B
)
=
(
G′A 0
MG′A +G
′′
B G
′
B
)
. (A35)
Note that if GA was already full rank, the change of generating set is not necessary. If we can set
the bottom-left submatrix to zero, then UC |K〉 can be factored as described above. This is possible
if there exists a binary matrix M such that MG′A = G
′′
B. But G
′
A has full column rank m, so there
exists an m × n left-inverse G′−1A,left such that G′−1A,leftG′A = 1, where 1 is m ×m. Then we can set
M = G′′BG
′−1
A,left, so that:
MG′A = G
′′
BG
′−1
A,leftG
′
A = G
′
B1 = G
′′
B. (A36)
Then G′ = CGS is in the form (A31), so UC |K〉 = |K′A〉 ⊗ |K′B〉, as required.
Lemma A1 shows that if ED is diagonal then for any 2n-qubit stabiliser state |φ〉 we have
that R((ED ⊗ 1n) |φ〉〈φ|) = R(ED(|K〉〈K|)) for some n-qubit affine space K. This shows that the
capacity can be calculated by maximising over just the representative states |K〉, proving Theorem
A1. Table III illustrates the reduction in problem size. For example, whereas naively for a two-
qubit channel we would need to calculate robustness for all 36, 720 four-qubit stabiliser states,
using the result above we only need check one stabiliser state for each of the 7 non-trivial affine
spaces. Cases up to five qubits are now tractable using this method.
n Stabiliser states Total affine spaces Non-trivial affine spaces
2 60 11 7
3 1,080 51 43
4 36,720 307 291
5 2,423,520 2451 2419
TABLE III. Number of n-qubit stabiliser states compared with number of affine spaces. By trivial affine
spaces we mean those comprised of a single element, which correspond to computational basis states. Diag-
onal CPTP channels act as the identity on such states.
4. Dimension of affine space
Here we make further observations that will help interpret numerical results from Section 8 of
the main text.
Observation A1 (Dimension of affine space limits achievable robustness). Suppose U is a diagonal
unitary acting on n qubits, and suppose |K〉 is a stabiliser state associated with some affine space
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K, k = dim(K). Then R(U |K〉) = R(U ′ |φ′〉) where U ′ |φ′〉 is a state on only k qubits, and U ′ is
some k-qubit unitary. Therefore R(U |K〉) is upper-bounded by the maximum robustness achievable
for a k-qubit state.
Proof. We prove the result by showing that there is a sequence of Clifford gates that takes U |K〉
to the product of a k-qubit state and an (n− k)-qubit stabiliser state. We know from Lemma A1
that for diagonal unitaries, all states with same affine space result in the same robustness, so it is
enough to consider the state:
|K〉 = 1√|K|∑
x∈K
|x〉 . (A37)
A diagonal unitary will map this to:
U |K〉 = 1√|K|∑
x∈K
eiθx |x〉 , (A38)
where
{
eiθx
}
will be some subset of the diagonal elements of U . The affine space K will have a
generator matrix of rank k. As we saw in Lemma A1, a sequence of elementary row operations on
the generator matrix can be realised by a sequence of CNOT gates. So we can use Clifford gates
to transform any rank k generator matrix as:
G −→ G′ = AG =
(
1
0
)
, (A39)
where 1 is the k×k identity. Each element of K can be written x = ∑j gj +h, where ∑j gj is some
combination of columns of G, and h is a fixed shift vector. The transformation A corresponds
to a sequence of CNOTs that we collect in a single Clifford unitary UA, that acts on n-qubit
computational basis states |x〉, where x ∈ K, as follows:
UA |x〉 = |y(x)〉 ⊗
∣∣h′〉 , (A40)
where h′ is an (n− k)-length vector, and y(x) is a k-length vector given by:(
y(x)
h′
)
= Ax =
∑
j
Agj +Ah. (A41)
Note that y(x) is only defined for x ∈ K, and that h′ is independent of x. Elements x ∈ Fn2 that
are not in K could be mapped to a vector where the last n − k bits are not h′, but these never
appear as terms of U |K〉. Since UA must preserve orthogonality, each |x〉, where x ∈ K, maps to
a distinct element of the k-qubit basis set {|y〉}. In fact, since y are length k and there are 2k
distinct elements, they must form the k-bit linear space L′ = Fk2. So we can write:
UAU |K〉 = 1√|L′|∑
y∈L′
eiθ
′
y |y〉 ⊗ ∣∣h′〉 (A42)
= (U ′
∣∣L′〉)⊗ ∣∣h′〉 , (A43)
where |L′〉 is a k-qubit stabiliser state, and U ′ is the k-qubit diagonal unitary with eiθ′y(x) = eiθx as
the non-zero elements. The state |h′〉 is a stabiliser state, so cannot contribute to the robustness
of UAU |K〉, and therefore R(U |L(K)〉) = R(UAU |L(K)〉) = R(U ′ |L′〉), where U ′ |L′〉 is a k-qubit
state.
Recall that in Section 8 of the main text, we found that highly structured examples of diagonal
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unitaries U exist where C(U) is strictly larger than R(ΦU ), whereas for all the random diagonal
unitaries sampled, we found them to be exactly equal. We can now explain this by a concentration
effect, in conjunction with Observation A1. The n-qubit random diagonal gates concentrate (with
high probability) within a narrow range of values for the magic capacity, close to the maximum
possible magic capacity for an n-qubit diagonal gate. If R(ΦU ) < C(U) then by Theorem A1
we must have that C(U) = R(U |K〉〈K|U †) for some affine space K of non-maximal dimension.
However, U |K〉〈K|U † is Clifford equivalent to an (n−1)-qubit stabiliser state acted on by a diagonal
unitary. Then R(U |K〉〈K|U †) would be upper bounded by the maximum C(E) for (n − 1)-qubit
diagonal unitaries. But if C(E) is close to the maximum possible for n-qubit diagonal unitaries,
then it is impossible for U |K〉〈K|U † to achieve the magic capacity.
Finally, we consider the special case of multi-control phase gates Mt,n, which we defined in the
main text as:
Mt,n = diag(exp
(
ipi/2t
)
, 1, 1, . . . , 1), t ∈ Z. (A44)
Note that the gate Mt,n acts as the identity on states |K〉 unless K contains the zero vector
0n = (0, . . . , 0)T , so if 0n /∈ K, we get R(Mt,n |K〉) = 1. But if 0n ∈ K, then K is a linear subspace.
So for this type of gate, to find all possible values of R(Mt,n |K〉) > 1 we need only consider linear
subspaces. The following theorem implies that we actually only need solve one optimisation for
each possible dimension of linear subspace rather than one for every linear subspace.
Theorem A2. Consider the n-qubit gate Mt,n defined by equation (A44), and let LA and LB be
linear subspaces such that dim(LA) = dim(LB) = k. Then:
R(Mt,n |LA〉) = R(Mt,n |LB〉). (A45)
Proof. We largely repeat the arguments of Observation A1, for the special case where the phases
are given by:
θx =
{
pi/2t ifx = ~0
0 otherwise
(A46)
Since dim(LA) = dim(LB), their generator matricesGA andGB have the same rank. It follows from
the arguments of Observation A1 that there exists an invertible C, corresponding to a sequence of
CNOT gates, such that GB = CGA, and |LA〉 = UC |LA〉, where UC is a unitary Clifford operation.
If we consider instead the state Mt,n |LA〉, which involves terms in the same basis vectors as
|LA〉, we just need to track what happens to the phase exp(iθ0). Clearly, since any CNOT acts as
the identity on |0n〉, we obtain:
UCMt,n |LA〉 = 1
2k/2
∑
x∈LB
exp(iθx) |x〉 = Mt,n |LB〉 (A47)
Since UC is a reversible Clifford operation, by monotonicity of robustness of magic, equation (A45)
follows.
From Theorem A2, then, to find C(Mt,n), we only need calculate R(Mt,n |L〉) for a single
representative subspace for each possible value of dim(L). Recall that for n-qubit stabiliser states
|L〉, k = dimL can take integer values from 0 to n. The states with k = 0 correspond to single
computational basis states without superposition, so are unaffected by phase gates. That is, for
n-qubit multicontrol phase gates we only have to calculate n robustnesses. Compare this to the
number of optimisation problems we would need to solve without using the above observations
(Table III).
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We can go further. From Observation A1 we know that for a subspace with dim(L) = k < n, it
must be the case that Mtn |L〉 is Clifford-equivalent to (U ′ |L′〉)⊗|h′〉 for the k-qubit state |L′〉 and
(n− k)-qubit computational basis state |h′〉, and some diagonal k-qubit unitary U ′. By inspection
of the phases given by equation (A46), U ′ can only be the k-qubit multicontrol gate Mt,k. This
leads to the following statement:
Observation A2 (n-qubit multicontrol gates). For any fixed t and n-qubit state |L〉 where
dim(L) = k < n, we have:
R(Mt,n |L〉) = R
(
Mt,k
∣∣L′〉) (A48)
where |L′〉 is the k-qubit state with L′ = Fk2.
Linear subspace Number of qubits, n
dimension, k 2 3 4 5
1 1.414 1.414 1.414 1.414
2 1.849 1.849 1.849 1.849
3 - 2.195 2.195 2.195
4 - - 2.264 2.264
5 - - - 2.195
TABLE IV. Final robustness after multicontrol-T gate applied to input stabiliser states |L〉 with k = dim(L).
In each column, the maximum robustness (i.e. the capacity) is highlighted red.
Observation A2 partially justifies our Conjecture 8.1 in Section 8 of the main text, that for fixed
t, the maximum increase in robustness achievable for Mt,n, over any n, is given byR
(
Mt,K |+〉⊗K
)
,
for some finite number of qubits K. To unpack this claim further, let us consider the maximisation
over input stabiliser states performed to calculate the capacity C. In this Appendix, we have seen
that for the family of gates Mt,n, we only need to calculate robustness for one representative input
stabiliser state for each possible dimension of linear subspace; that is, for Mt,n there are only n
robustnesses to calculate. In Table IV we present the relevant values for the family of multicontrol-
T gates (t = 2) and make two observations. First, looking across the rows of Table IV, notice that
the values for fixed k are constant with n, assuming k ≤ n. Indeed, this is a generic feature of
the Mt,n gates as formalised by Observation A2. Second, looking down the last column of Table
IV, we see that up until k = 4, R(Mt,n |L〉) increases with dim(L), but at k = 5 the value drops.
With a little thought we can see that this is necessarily the case if R(ΦMt,5) < C(Mt,5); we saw
earlier that for diagonal gates U the Choi state robustness is equal to R(U |+〉⊗n), and |+〉⊗n is a
representative state for the k = n case.
Our current techniques limit us to five-qubit operations, so we are unable to confirm whether
R(Mt,n |L〉) continues to decrease with increasing dim(L). An intuition for why a decrease is
plausible goes as follows. A stabiliser state |L〉 with dim(L) = k will have 2k equally weighted
terms when written in the computational basis, so will have a normalisation factor of 2−k/2. The
non-stabiliser state Mt,n |L〉 is identical to |L〉 apart from the phase on the all-zero term |0 . . . 0〉.
As k becomes large, the amplitude of the term e
ipi/2t
2k/2
|0 . . . 0〉 becomes very small, so that Mt,n |L〉
has high fidelity with the stabiliser state |L〉. We would therefore expect Mt,n |L〉 to have a small
robustness if k is large.
