Abstract. We classify infinite-dimensional decomposable braided vector spaces arising from abelian groups whose components are either points or blocks such that the corresponding Nichols algebras have finite Gelfand-Kirillov dimension. In particular we exhibit examples with GKdim = n for any natural number n.
Introduction
The study of Hopf algebras with finite Gelfand-Kirillov dimension received considerable attention in the last years, see for instance [AAH1, B1, B2, BG, B+, EG, G, R] and references therein; or see [A] for GKdim = 0. By the lifting method [AS] , one is naturally led to consider the problem of classifying Nichols algebras with finite Gelfand-Kirillov dimension.
Let k be an algebraically closed field of characteristic 0, let Γ be an abelian group and let V ∈ kΓ kΓ YD such that dim V is infinite and countable. In this paper we contribute to the following question: when GKdim B(V) < ∞?
We first show that the underlying braided vector space is locally finite, see Theorem 3.7. Then we consider two classes of braided vector spaces with infinite basis: those of diagonal type, and those that are sums of points and blocks. The classification of those V of diagonal type with connected diagram such that GKdim B(V) = 0 follows a well-known pattern, see Proposition 4.1. We have proposed in [AAH1, 1.2 
]:
Conjecture 1.1. If V is a finite-dimensional braided vector space of diagonal type such that GKdim B(V ) < ∞, then it has an arithmetic root system.
In other words, such V should belong to the classification in [H2] . Some evidence on the validity of this Conjecture is offered in [AAH2] , where we show that it is valid for rank 2 and for affine Cartan type. Assuming this Conjecture, it is not difficult to prove: We omit the proof which is analogous to the proof of Proposition 4.1. Thus the classification of the braided vector spaces with infinite basis of diagonal type whose Nichols algebra has finite GKdim would be the list in Proposition 4.1.
Our main result, Theorem 5.5, provides the classification of those V in the second class (braided vector spaces whose components are blocks or points described in §5.2) such that GKdim B(V) < ∞. This result generalizes, and is based on, [AAH1, Theorem 1.10]-in particular it assumes the validity of Conjecture 1.1. In fact, the class considered here is an extension of that in [AAH1, Definition 1.8] . As illustration, we describe examples of Nichols algebras of infinite rank with GKdim = n for all n ∈ N ≥2 .
We also observe that [AAH1, Theorem 1.10] does not conclude the classification of finite-dimensional braided vector spaces arising as Yetter-Drinfeld modules over abelian groups whose Nichols algebra has finite GKdim, since the determination of those containing a pale block is still open, see [AAH1, §8.1] . Correspondingly our Theorem 5.5 does not conclude the classification of those V as above whose Nichols algebra has finite GKdim.
Finally, we explain how to obtain for some of these examples new pointed Hopf algebras with finite GKdim (albeit not finitely generated).
Preliminaries
2.1. Conventions. If ℓ < θ ∈ N 0 , then we set I ℓ,θ = {ℓ, ℓ + 1, . . . , θ}, I θ = I 1,θ . Let G N be the group of roots of unity of order N in k and G ′ N the subset of primitive roots of order N ; G ∞ = N ∈N G N . All the vector spaces, algebras and tensor products are over k.
By abuse of notation, a i : i ∈ I denotes either the group, the subgroup or the vector subspace generated by the a i 's, the meaning being clear from the context. All Hopf algebras in this paper have bijective antipode. Let H be a Hopf algebra. We refer to [AS] for the definitions of braided vector spaces and the category H H YD of Yetter-Drinfeld modules over H. As customary, we go back and forth between Hopf algebras in H H YD and braided Hopf algebrasthat is, rigid braided vector spaces with compatible algebra and coalgebra structures [T] . If V, W ∈ H H YD, then c V,W : V ⊗ W → W ⊗ V denotes the corresponding braiding. If R is a Hopf algebra in H H YD, then R#H is the bosonization of R by H.
We denote by G the group of multiplicative characters (one-dimensional representations) of a group G. Let Γ be an abelian group. The objects in kΓ kΓ YD are the same as Γ-graded Γ-modules, the Γ-grading is denoted V = ⊕ g∈Γ V g . If g ∈ Γ and χ ∈ Γ, then the one-dimensional vector space k χ g , with action and coaction given by g and χ, is in H H YD.
Nichols algebras are graded Hopf algebras in H H YD, or also braided graded Hopf algebras, coradically graded and generated in degree one. See [AS] for alternative characterizations.
2.2. Convex PBW-bases and Gelfand-Kirillov dimension. Let A be an algebra. A PBW-basis of A is a k-basis B = B(P, S, <, h) of A that has the form
where P and S are non-empty subsets of A; < is a total order on S and h is a function h : S → N ∪ {∞} called the height. The elements of S are called the PBW-generators.
From now on we assume that P = {1} and that S is finite or countable with a numeration S = {s 1 , s 2 , . . . } such that i < j iff s i < s j . Then we may express any b ∈ B, b = 1, as b = s be the element with all 0's except 1 in the place j. We consider the N
The following Definition, Lemma 2.2 and Remark 2.3 are inspired by [DCK] .
is an algebra filtration.
Lemma 2.2. The PBW-basis B is convex if and only if (a) for every i, j ∈ N with i < j, there exists λ ij ∈ k such that
Proof. If B is convex, then (a) and (b) follow directly.
Now assume that (a) and (b) hold. We claim that
Let N (f ) = max{i ∈ N : f i = 0}. We prove the claim by induction on N (f ).
If N (f ) = 1, then f = nδ 1 for some n ∈ N. By (2.2) we have that s
Hence the subalgebra generated by s 1
where m s 1 is the minimal polynomial of s 1 ), and the claim follows for i = 1. If i > 1, then s i s n 1 ∈ A nδ 1 +δ i by definition. Now assume that N := N (f ) > 1 and the claim holds for all e such that N (e) < N . We have to prove that
0 . Hence N (f ′ ) ≤ N . We assume that f N > 1 and the claim holds for all e such that either N (e) < N or else N (e) = N and e N < f N . The case f N = 1 follows as the recursive step. We have three cases. If either i > N or else i = N and
If i = N and h(s N ) = f N + 1, then we use (2.2) and the inductive hypothesis:
Finally, let i < N . By (2.1),
On the other hand, if e ≺ δ i + δ N , then either e N = 0 or else e N = 1 and e i = · · · = e N −1 = 0. In the first case, by inductive hypothesis,
In the second case, A e ⊆ d:N (d)<i s N A d ; by inductive hypothesis again,
Remark 2.3. Assume that in (2.1), λ ij = 0 for all i < j. Then the associated graded algebra gr A is a (truncated) quantum linear space: gr A is the algebra presented by generators s i and relations
If S is finite, then GKdim A = GKdim gr A = |{s ∈ S : h(s) = ∞}|, hence S is a GK-deterministic subspace of A, cf. [AAH1, Lemma 3.1].
Remark 2.4. Let A, A ′ be subalgebras of an algebra C which have convex PBW bases with PBW-generators S and S ′ respectively. Assume that for each s ∈ S, t ∈ S ′ there exists λ s,t ∈ k such that st = λ s,t ts, and that the multiplication induces a linear isomorphism C ≃ A ⊗ A ′ . Then C also has a convex PBW basis with PBW-generators S ∪ S ′ . Remark 2.6. By inspection, every Nichols algebra B(V ) with finite GKdim appearing in [AAH1, §4, 5, 7] has a convex PBW basis.
Locally finiteness
Recal that a family F of subspaces of a vector space
A Yetter-Drinfeld module is locally finite if it is the union of (the filtered family of) its finite-dimensional submodules. However the family of finitedimensional braided subspaces of a braided vector space is not necessarily filtered.
Example 3.1. Let ⊲ : Z × Z → Z be the map given by i ⊲ j = 2i − j, i, j ∈ Z. Let V be a braided vector space with a basis (x i ) i∈Z and braiding c(
Then V is the union of the braided subspaces kx i , i ∈ Z, but the braided subspace generated by x 0 and x 1 is V . Definition 3.2. A braided vector space is locally finite if it is the union of its finite-dimensional braided subspaces and these form a filtered family. Remark 3.3. A braided vector space is locally finite if and only if every finite-dimensional subspace is contained in a finite-dimensional braided one.
H YD is a locally finite Yetter-Drinfeld module, then W is a locally finite braided vector space, but the converse is not true even if GKdim B(W ) < ∞.
kΓ YD with basis (w i ) i∈Z such that W = W g , g · w i = −w i and h · w i = w i+1 for all i ∈ Z. Then the action of Γ on W is not locally finite, but W is a locally finite braided vector space, B(W ) = ΛW and GKdim B(W ) = 0. 
Proof. Since F is filtered, the right-hand side I of (3.1) is a homogeneous Hopf ideal of T (V ) that intersects k ⊕ V trivially, hence I ⊆ J (V ). Conversely, let r ∈ J (V ). Then there exists W ∈ F such that r ∈ T (W ). Now
The contention ⊆ in (3.2) is immediate as B(V ) is generated by V , and we also know that B(W ) ֒→ B(V ) for any braided subsapce W . Finally (3.2) implies (3.3) using again that F is filtered.
Corollary 3.6. Let (V, c) be a locally finite braided vector space. Then
Proof. Apply Lemma 3.5 to the family of finite-dimensional braided subspaces of V .
3.1. Local finiteness over an abelian group. Let now Γ and V be as in the Introduction. Then V = ⊕ g∈Γ V g ∈ kΓ kΓ YD. Theorem 3.7. If GKdim B(V) < ∞, then V is a locally finite braided vector space.
Step 1. Let V be a Γ-module. If the action of h ∈ Γ on V is not locally finite, then there is v ∈ V such that (v n ) n∈Z is linearly independent, v n := h n · v.
Let v ∈ V and v n := h n · v. Assume that there is a non-trivial relation q≤n≤p a n v n = 0 with p − q minimal; applying h −q , we may assume that q = 0. Then v n : 0 ≤ n ≤ p − 1 is both stable by the action of h and h −1 . If this happens for all v ∈ V , then the action of h is locally finite.
Step 2. Let g ∈ supp V. Then the action of g on V g is locally finite.
where ℓ is the usual length. Since S n has a unique element of maximal length, Ω n is injective, proving our claim. Whence B(U ) and a fortiori B(V) have infinite GKdim.
Let g ∈ supp V and λ ∈ k × . As usual we set
Since Γ is abelian, its action preserves V λ g and V
(λ)
g for all λ.
Step 3. Let g, h ∈ supp V and λ ∈ k × . Then the action of h on V λ g is locally finite.
Otherwise, by Step 1, there is v ∈ V λ g such that (x n ) n∈Z is linearly independent; here x n := h n · v. Now c(x n ⊗ x m ) = λx m ⊗ x n so that λ = −1 by [AAH2, Proposition 3.1]. We distinguish two cases:
The action of g on V h is not locally finite.
Assume (A) . By Step 2, there are y ∈ V h and µ, q ∈ k × such that
We may assume that
and the braiding of
That is, U[n] is of diagonal type with diagram
We consider five cases: Table 1 ]. Thus, for each i ∈ I 2N there exists a i ∈ {−3, −2, −1, 0} such that q a i (µζ i ) = 1. By inspection the labels of the edges belong to k∈I 3,72 G k . Thus ζ = (µζ)µ −1 ∈ k∈I 3,72 G k , a contradiction.
• q = −1. Suppose that GKdim B(U[n]) < ∞ for all n ≥ 2. If µ = ±1, then the braided vector space R n (U[n]) obtained by reflection at the vertex x n has diagram
A similar work as in the previous cases shows that GKdim B(R n (U[n])) = ∞ for some n, depending on the case. When µ = ±1, we consider R 1 (U[n]) and conclude that GKdim In any case there exists n ≥ 2 such that GKdim B(U[n]) = ∞, hence GKdim B(V) = ∞.
Assume (B). Then, by
Step 1, there is w ∈ V q h such that (y r ) r∈Z is linearly independent; here y r := g r · w. Thus we may assume that V = V g ⊕ V h , V g = x i : i ∈ Z and V h = y r : r ∈ Z . Now K = y r − y r+1 : r ∈ Z is a Yetter-Drinfeld submodule of V and U = V/K = U g ⊕ U h , where U g = V g and dim U h = 1. So, we are in the situation (A). Proof. Let w → w denote the projection W → W ′′ . Pick w ∈ W . Then there is a Υ -stable submodule U = w 1 , . . . , w ℓ of W ′′ such that w ∈ U . That is, there are scalars α i , β i kj ∈ k such that
Hence there are v 0 , v kj ∈ W ′ such that
Let Z be a finite-dimensional Υ -submodule of W ′ containing v 0 , and all the v kj 's. Then Z + (w i ) i∈I ℓ is a finite-dimensional Υ -submodule of W that contains w.
From now on, we assume without loss of generality that Γ is generated by supp V.
Step 4. The action of any finitely generated subgroup of Γ on V is locally finite.
Let Υ = h 1 , . . . , h r be a finitely generated subgroup of Γ; we may assume that h 1 , . . . , h r ∈ supp V . We first claim that the action of Υ on V g is locally finite for any g ∈ Γ. Indeed, by Zorn there is a maximal locally finite Υ -submodule
By induction on the number r of generators and using Step 3, there exists χ ∈ Υ such that U χ g = 0. Pick w ∈ U χ g − 0 and set W ′′ = kw. Let W be the submodule of V g generated by W ′ and a pre-image of w. Then W is a locally finite Υ -submodule of V g , contradicting the maximality of W ′ , by Lemma 3.8. This shows the claim and a standard argument gives the Step.
Step 5. V is a locally finite braided vector space.
By Remark 3.3, it is enough to consider a vector subspace V = v 1 , . . . , v m . Let S = {h 1 , . . . , h r } = i∈Im supp v i , Υ = h 1 , . . . , h r and V S = ⊕ h∈S V h . Then V S is a locally finite Yetter-Drinfeld module over kΥ by Step 4, hence it is a locally finite braided vector space, and V is a contained in a finitedimensional braided vector space.
3.2. Decompositions. As in [Gr, Definition 2 .1], a decomposition of a braided vector space V is a family (V i ) i∈I of subspaces such that
Question 2. Assume that c ji c ij = id V i ⊗V j for all i = j ∈ I. Is it true that
If yes, then GKdim B(V ) < ∞ implies GKdim B(V i ) = 0 for all but finitely many i ∈ I.
is a filtered family of braided subspaces of V ; by Lemma 3.5, we have
Let F ⊂ I, |F | < ∞; fix an ordering i 1 , . . . , i k of F . By the proof of [Gr, 2.2] , the multiplication induces a monomorphism of graded vector spaces Assuming that dim V i < ∞ for all i ∈ F ? Assuming this and that the Hilbert series of B(V i ) is rational for all i ∈ F ?
Diagonal type
A point of label q ∈ k × is a braided vector space (V, c) of dimension 1 with c = q id. Let V be a braided vector space of diagonal type;that is there are (x i ) i∈I a basis of V and q = (q ij ) i,j∈I ∈ k I×I such that q ij = 0 and c(x i ⊗ x j ) = q ij x j ⊗ x i for all i, j ∈ I. It turns out that there are interesting examples of infinite-dimensional braided vector spaces of diagonal type with GKdim = 0, so we also ask:
Question 4. Classify all braided vector spaces (V, c) of diagonal type with matrix (q ij ) i,j∈I , where I is infinite countable such that GKdim B(V ) < ∞.
We first describe two classes of infinite-dimensional braided vector spaces (V, c) of diagonal type. Let I = N = {1, 2, . . . } or Z. First, consider a = (a ij ) i,j∈I with Dynkin diagram as in Table 1 . Then (q ij ) i,j∈I is of Cartan type a if q ii = 1 and q ij q ji = q a ij ii holds for all i = j ∈ I θ . 
To describe the second class, we recall from [H2] that the generalized Dynkin diagram of a matrix (q ij ) i,j∈I such that q ii = 1 is a graph with set of points I, with the following decoration:
• The vertex i is decorated with q ii above; when the numeration of the vertex is needed, it is stated below.
• Let i = j ∈ I. If q ij q ji = 1, there is no edge between i and j, otherwise there is an edge decorated with q ij q ji . All the diagrams in Table 2 obey the following conventions:
(unless explicitly stated).
⋄ They are locally of the following forms (unless explicitly stated)
The following matrices (q ij ) i,j∈I give rise to braided vector spaces (V, c) with GKdim B(V ) = 0, being unions of finite-dimensional Nichols algebras:
(a) (q ij ) i,j∈I of Cartan type as in Table 1 , and q ∈ G ∞ − 1 for all i ∈ I. (b) (q ij ) i,j∈I of super type as in Table 2 , and q ∈ G ∞ − 1 for all i ∈ I.
Conversely, let V be a braided vector space of diagonal type with connected braiding, with a basis (x i ) i∈I such that c(x i ⊗ x j ) = q ij x j ⊗ x i , where q ij ∈ k × for all i, j ∈ I. Table 1 , and Table 2 , and q ∈ G ∞ − 1 for all i ∈ I.
Proof. The argument is standard [K, Ex. 4.14] . Suppose that V is of Cartan type. If the Dynkin diagram contains a point P with three concurrent edges, then V contains a connected braided subspace U of dim m ≥ 7 whose diagram contains P ; hence U is of Cartan type D m by [H2] . Now since V 
has a connected braiding, one constructs recursively a braided subspace W of Cartan type D ∞ . If W = V , then there is a point out of W connected to a point in D ∞ , but this contradicts [H2] . So, V = W is of Cartan type D ∞ . The argument in all other cases is analogous.
Example 4.2. B ∞ (p, ζ), ζ ∈ G ′ 3 , q = −ζ 2 . A set of defining relations of B(V ) is the union of those of the various B θ (p, ζ) described in [AA, 6.1.4 ], see also [An] , using Lemma 3.5.
5. Decompositions whose components are blocks or points 5.1. Blocks. Let ǫ ∈ k × and ℓ ∈ N ≥2 . Let V(ǫ, ℓ) be the braided vector space with a basis (x i ) i∈I ℓ such that
This braided vector space is a called a block.
Theorem 5.1. [AAH1, Theorem 1.2] GKdim B(V(ǫ, ℓ)) < ∞ if and only if ℓ = 2 and ǫ ∈ {±1}, in which case GKdim B(V(ǫ, ℓ)) = 2.
5.2.
A class of braided vector spaces. We consider in this Subsection braided vector spaces (V, c) of the following sort. Let I be an infinite subset of Q such that I ∩ (I + 1 2 ) = ∅. We suppose that (A) V has a decomposition V = ⊕ i∈I V i as in (3.6). Furthermore, there exists ∅ = J ⊆ I such that V j ≃ V(ǫ j , ℓ j ) is a block, j ∈ J. Also, if
Let J ± = {j ∈ J : ǫ j = ±1, ℓ j = 2}. By Theorem 5.1, we may (and will) assume that J = J + ∪ J − . Given j ∈ J, we fix a basis B j = {x j , x j+ 1 2 } of V j such that the braiding is given by
If i, h ∈ I − J, then the braiding c ih is uniquely determined by q ih ∈ k × : c ih = q ih τ , where τ is the usual flip. Let
Our next assumption deals with the braidings between blocks and points.
(B) For every j ∈ J and i ∈ I − J, there exist q ij , q ji ∈ k × and a ij ∈ k such that the braiding between V j and V i is given by
Then c ji c ij = id iff q ji q ij = 1 and a ij = 0. The interaction between the block j and the point i is I ij = q ji q ij . If q ij q ji = 1, then we say that the interaction is weak. Also the ghost between j and i as
If G ij ∈ N, then we say that the ghost is discrete.
We next impose the form of the braidings between two different blocks.
(C) For every j, k ∈ J, j = k, there exist q jk , q kj ∈ k × and a jk , a kj ∈ k such that the braiding between V j and V k with respect to the basis B j and B k as above is given by the braiding of V j ⊕ kx k is given by (5.1) and (5.2); same for the braiding of V k ⊕ kx j ;
Set r ∼ s when c rs c sr = id Vs⊗Vr , r = s ∈ I. Let ≈ be the equivalence relation on I generated by ∼. The last assumption is:
(D) V is connected, i.e r ≈ s for all r, s ∈ I.
Infinite flourished graphs.
A flourished graph is a graph D with an infinite set I of vertices and the following decorations:
• The vertices have three kind of decorations +, − and q ∈ k × ; they are depicted respectively as ⊞, ⊟ and q
•. The set of all vertices of the first kind is denoted by J + , and those of the second kind by J − . The vertices in J := J + ∪ J − are called blocks, the remaining are called points.
• If i = h are points, and there is an edge between them, then it is decorated by some q ih ∈ k × − 1:
• If j is a block and i is a point, then an edge between j and i is decorated by G ij for some G ij ∈ k × ; or not decorated at all. The full (decorated) subgraph with vertices I − J is denoted D diag ; it is a generalized Dynkin diagram [H2] whose set of vertices is possibly infinite.
The set of connected components of D diag is denoted by X ; we also set
Let V be as in §5.2. We attach a flourished graph D to V by the following rules. The set of vertices of D is the infinite set I. The decoration obeys the following rules:
• If j ∈ J + , respectively j ∈ J − , then the corresponding vertex is decorated as ⊞, respectively ⊟. Thus J ± = J ± , J = J.
• If i ∈ I − J, then the corresponding vertex is decorated as
• There is an edge between r and s ∈ I iff r ∼ s.
• If j ∈ J, i ∈ I − J, q ij q ji = 1 and a ij = 0, then the edge between i and j is labelled by
• If i, h ∈ I − J, i = h and q ih q hi = 1, then the corresponding edge is decorated by q ih = q ih q hi .
5.4. Infinite admissible graphs. The infinite flourished graphs arising from Nichols algebras in the class above with finite GKdim are described in the following definition. (c) The only possible connections between a block and a connected component X ∈ X fin are described in Tables 3 and 4 (the point connected with the block is black for emphasis). Here G ∈ N, ω ∈ G ′ 3 . (d) There are only a finite number of connections between blocks and connected components X ∈ X fin as in Table 3 . (e) Let X ∈ X fin . Then there is a unique i ∈ X connected to a block. Table 4 . Connecting finite components and blocks; r ∈ G ∞ − G 2 .
• . . .
If X ∈ X fin has |X| > 1, then it is connected to a unique block.
(g) If X = {i} ∈ X fin and q ii ∈ G ′ 3 , then it is connected to a unique block. (h) D is connected. (i) Given a connected component X ∈ X ∞ , there is a unique block V j connected to V X and the corresponding flourished diagram is
Remark 5.3. This Definition extends [AAH1, Definition 1.9] to graphs with infinite sets of vertices. Besides this, the main difference is that only weak interactions between blocks and points are allowed. Indeed, the only possible admissible graphs in [AAH1, Definition 1.9] having mild interaction are C 1 and C 2 , the former included in the latter, but neither contained in another admissible graph.
Another difference is that [AAH1, Definition 1.9] does not require connectedness but we deal with this in Corollary 5.7.
Remark 5.4. Let V be as in §5.2; let j ∈ J, i. e. V j is a block, and let X ∈ X ; set V X = ⊕ i∈X V i . Then B(V j ⊕ V X ) ≃ K#B(V j ) for a suitable Nichols algebra K, see [AAH1, §4.1.4] , and
Let T 3 , respectively T 4 , be the set of flourished diagrams in Table 3 , resp. 4.
See [AAH1, Tables 2 and 3] , and references therein. Let j ∈ J be a block and X ∈ X fin connected to j. Then the interaction between them is weak as explained in Remark 5.3. By [AAH1, Theorem 1.10], (c), (e), (f) and (g) follow.
Let V 1 = ⊕ j∈J V j and let X 1 , . . . , X m ∈ X fin be such that the connection between X l and a block is as in Table 3 , for every l ∈ I m . Let Also, (h) is the assumption (D). Finally, if X ∈ X ∞ , then it is connected to a block j by (D). Then (c) and (f) say that X and j should have the form in (i).
(II) =⇒ (I): By (c), we have a splitting X fin = X 3 X 4 where
By (a) and (d), the braided vector subspace
has finite dimension. By [AAH1, Theorem 7.1], cf. Remark 5.3,
Given Y ∈ X ∞ and n ∈ N, we denote by Y [n] the connected subdiagram of Y with n vertices starting at the black point. Let us now consider finite subsets F ⊂ X 4 and G ⊂ X ∞ , together with a function n :
By the proof of [AAH1, Theorem 7.1], cf. Remark 5.3,
Since V is the filtered union of all the V F,G,n 's, we conclude by Lemma 3.5 that GKdim B(V ) = d.
Let now V be a braided vector space as in 5.2 except that we do not assume (D), i. e. connectedness. Let Ж be the set of connected components of V (do not confuse with the set X of connected components of V diag ). Given K ⊂ I, we set as above
Lemma 5.6. Let I 1 be a proper non-empty subset of I and I 2 = I − I 1 . If c hi c ih = id V i ⊗V h for all i ∈ I 1 and h ∈ I 2 , then
Proof. We may assume that GKdim B(V I 1 ) < ∞ and GKdim B(V I 2 ) < ∞. Let F be a finite subset of I and Variation: replace some (or all) the n k 's by ∞.
Example 5.10. Let I † = N ∪ { 3 2 , 5 2 }. Let (G i1 ) i∈N ≥3 , (G i2 ) i∈N ≥3 be two families of natural numbers and q = (q ij ) i,j∈N giving rise to the flourished diagram
Let V be the braided vector space with this diagram; notice that the subdiagram spanned by {1, 2, i} corresponds to a Poseidon braided subspace P i , as in [AAH1, §7] , for every i ∈ N ≥3 . By Corollary 3.6, the algebra B(V ) is presented by generators x i , i ∈ I † , with the defining relations of the various B(P i ), cf. [AAH1, Proposition 7.7] , together with the q ih -commuting relations for i = h ∈ N ≥3 . It has GKdim = 4 and a PBW-basis by collecting together those of the various B(P i ), cf. the proof of [AAH1, Theorem 7.1].
5.6. Hopf algebras with finite GKdim. Let V be a braided vector space as in §5.2; assume that its flourished diagram is admissible.
A principal realization of V over an abelian group Γ consists of (i) a family (g i ) i∈I of elements of Γ, (ii) a family (χ i ) i∈I of characters of Γ, (iii) a family (η j ) j∈J of derivations of Γ, such that χ h (g i ) = q ih , i, h ∈ I, (5.4) η j (g i ) = a ij , i ∈ I, j ∈ J. (5.5) Given a principal realization the braided vector space V is realized in kΓ kΓ YD, hence we get a Hopf algebra by bosonization B(V )#kΓ. Notice that the realization depends not only on the Dynkin diagram but actually on all the q ij 's. For convenient choices of the last, one can find an abelian group Γ which is finitely generated modulo its torsion. Then GKdim B(V )#kΓ would be finite. We leave to the reader the exercise of working out these ideas.
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