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Asymmetric coevolutionary voter dynamics
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Centro de Fı´sica da Mate´ria Condensada and Departamento de Fı´sica,
Faculdade de Cieˆncias da Universidade de Lisboa, P-1649-003 Lisboa, Portugal
We consider a modification of the adaptive contact process which, interpreted in the context of opinion dynam-
ics, breaks the symmetry of the coevolutionary voter model by assigning to each node type a different strategy to
promote consensus: orthodox opinion holders spread their opinion via social pressure and rewire their connec-
tions following a segregationist strategy; heterodox opinion holders adopt a proselytic strategy, converting their
neighbors through personal interactions, and relax to the orthodox opinion according to its representation in the
population. We give a full description of the phase diagram of this asymmetric model, using the standard pair
approximation equations and assessing their performance by comparison with stochastic simulations. We find
that although global consensus is favored with regard to the symmetric case, the asymmetric model also features
an active phase. We study the stochastic properties of the corresponding metastable state in finite-size networks,
discussing the applicability of the analytic approximations developed for the coevolutionary voter model. We
find that, in contrast to the symmetric case, the final consensus state is predetermined by the system’s parameters
and independent of initial conditions for sufficiently large system sizes. We also find that rewiring always favors
consensus, both by significantly reducing convergence times and by changing their scaling with system size.
PACS numbers: 89.75.Fb, 89.75.Hc
I. INTRODUCTION
Many collective phenomena arise through structured inter-
actions among a system’s constituents [1, 2]. In this network
of interactions, nodes (representing the system’s agents) are
assigned states and links to other nodes, with node states driv-
ing system dynamics along links. The coupling of node-state
dynamics with their topological background is a widespread
occurence and has been explored computationally as well as
analytically in the field of adaptive networks [3–5].
The long-term behavior is an important characteristic of
adaptive networks and usually assessed by low-dimensional
systems of ordinary differential equations (ODEs) for the evo-
lution of a number of network motifs’ densities, obtained
through mean-field approximations [6–9]. Possible asymp-
totic regimes either feature static state and link network con-
figurations (frozen state) or perpetual dynamics in the thermo-
dynamic limit (active state). Frozen states are further classi-
fied according to how dynamics come to a halt. At absorb-
ing consensus, a single node state is adopted globally and
updating stops because of node-state homogeneity. The ab-
sorbing fragmented state on the other hand features status het-
erogeneity, but lacks active links that connect nodes in dif-
ferent states and drive network dynamics: the network splits
into several connected components, each of which is at ab-
sorbing consensus. Adaptive networks in active asymptotic
states can feature dynamic equilibria (DEs) when state den-
sities and other network motifs are constant in the thermody-
namic limit, oscillatory behavior when motif densities are pe-
riodic functions of time, or more complex dynamical regimes
(see [3, 4] for reviews). Moreover for finite-size networks
in the active phase, stochastic fluctuations induce transitions
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from a prolonged active to a frozen state. The lifetime distri-
butions of these metastable regimes can be described as first-
passage problems, and the scaling with system size of several
relevant averages can be computed [6, 10–12]. Recent liter-
ature on adaptive networks focused on (different flavors of)
two paradigmatic frameworks, each featuring individuals that
cycle in binary state space and strive for homophilic interac-
tions.
The first framework was proposed in [10] and is the coevo-
lutionary variant of the classic voter model (VM) [13], mim-
icking the symmetric spreading of two opinions. Its dynam-
ics feed entirely on active links connecting the two competing
node types A and B, and can be implemented in the following
ways: In the node-update scheme, at every time step a node
i and one of its neighbors j are randomly picked. If the link
connecting them is active then, in the direct (reverse) node-
update, node i (node j) rewires it with probabilityw to another
randomly selected node of the same type, and adopts the state
of node j (node i) with probability (1−w). If, instead, the link
is inert, i.e. when it connects two nodes of the same type, then
no action is taken. For the coevolutionary VM with link up-
date, a random link is picked. If it is inert, nothing happens.
If it is active, one of its two end nodes is randomly chosen.
Then that node rewires the active link with probabilityw to an
arbitrarily picked node of the same type or adopts the state of
the node at the other end of the link with probability (1−w).
The ensuing dynamics are completely symmetric in node
states, with the two update schemes yielding similar outcomes
[14], yet with one major difference. For link update, the av-
erage network magnetization - the difference in the two frac-
tions of nodes types - is conserved. Under node update, net-
work magnetization is conserved only when the network’s de-
gree distribution is sufficiently homogeneous [15]. Several
modifications of the classic VM have been considered, aiming
for more realistic representations of actual decision making in
social contexts [16, 17].
As the second framework, the contact process (CP) on an
2adaptive network put forward in [7] models the spreading of
a disease in a population without immunity, but with disease
awareness. Infected nodes (A-nodes) turn adjacent healthy
nodes (B-nodes) into A-nodes with rate (1−w)p, while them-
selves recovering to B-nodes with rate (1−w)(1−p) (w, p ∈
[0, 1]). Additionally, healthy B-nodes evade infection by re-
tracting links to infected neighbors with rate w and rewiring
them to randomly selected B-nodes. Taking these three rate
constants to add up to one amounts to a rescaling of system
time that allows for the exploration of the model’s phase dia-
gram in a compact two-dimensional parameter space. Unlike
in the aforementioned VM, the elementary processes act on
different network motifs: rewiring and infection occur along
active links, whereas recovery operates on A-nodes regardless
of their neighborhood composition.
The adaptive CP displays a rich dynamical behavior [7],
and its DEs have interesting properties. On one hand, the
asymmetric dynamics generate strong correlations in the net-
work due degree heterogeneity and node-state clustering,
causing the system in DE to deviate from quantitative mean-
field predictions. On the other hand, the corresponding
metastable states in finite systems are in general long-lived,
so that the DEs can be reliably sampled even for moderate
system sizes.
In the following, we will consider a modification of the
adaptive CP that lets the recovery rate of infected nodes be
modulated by the overall level of infection in the population.
While the original model has a totally healthy population as
the only possible consensus state, this modification allows for
two dynamically competing consensus states and exhibits a
rich phase diagram, see Sec. III. Although difficult to motivate
in the context of infection dynamics, this modification lends
itself to a natural interpretation in terms of opinion dynamics,
yielding a highly asymmetric extension of the coevolutionary
VM with a biased rewiring rule and different update schemes
for different node ensembles. The idea is that the two op-
posing opinions are associated with different social attitudes,
which translate into different strategies to promote consensus
in their holders’ local environment. While biased voter dy-
namics have been put forward through different rates of opin-
ion adoption [18] or interactions along directed links [19, 20],
the asymmetric dynamics outlined here are a result of differ-
ing strategies for the two competing opinions. In Secs. II and
III, we detail the model and present its description in the pair
approximation (PA). The overall performance of the PA is as-
sessed in Sec. IV by comparison with Monte-Carlo (MC) sim-
ulations. In Secs. V and VI, we focus on the active phase and
its DE, and study the stochastic properties of the correspond-
ing metastable state in finite-size networks. The main features
of this model and of the standard coevolutionary VM are con-
trasted in Sec. VII. In Sec. VIII, we give a closer look at a
point in parameter space where the broken symmetry is par-
tially restored by the choice of a particular combination for
the rate constants of the competing node and link processes,
and in Sec. IX we conclude.
II. THE MODEL
In the proposed asymmetric coevolutionary opinion dynam-
ics, B-nodes engage in the same dynamics as in the adap-
tive CP (and the link-update coevolutionary VM): Firstly, they
promote homophily by retracting links from A-nodes with rate
w and reattaching them to randomly selected B-nodes. Sec-
ondly, they adopt opinions from adjacent A-nodes with the
transmission rate (1 − w)p (again w, p ∈ [0, 1] without loss
of generality). The third process in contrast describes opinion
adoption in the A-ensemble and is a modification of the con-
tact process’ recovery rule: Randomly selected A-nodes (of
fraction x of the total population) shall relax to B-nodes with
a non-constant rate (1 − w)(1 − p)(1 + m), where the fac-
tor (1 +m) lets the network magnetization m ≡ (1 − 2x) ∈
[−1, 1] steer the rate of the process. These ensemble-specific
update schemes reflect two competing strategies to promote
consensus in a population: Segregationist B-nodes are ortho-
dox opinion holders that spread their opinion via social pres-
sure and strive for local consensus by seeking to interact with
their peers. Proselytic A-nodes engage with and convert B-
nodes in personal interactions, and their heterodox opinion
relaxes to the B-ground state at a rate that reflects the over-
all dominance of that opinion.
A schematic representation of this dynamics is depicted in
Fig. 1(c). It follows that while B-nodes engage in link-update
coevolutionary voter dynamics, the relaxation of A-nodes is
boosted by a strong (global) presence of B-nodes, whereas
it is diminished by a dominance of A-nodes. It can thus be
seen as a mean-field description of the classic voter dynamics
with (direct) node update, with the difference being that it is
guided by overall network magnetization, not the magnetiza-
tion of the neighborhood of the respective A-node. This global
coupling on the part of A-nodes simplifies analytic modelling
enormously and may also hint dynamical behavior for the lat-
ter case of coupling to the local magnetization.
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Figure 1. Schematic representations of the (a) classic VM, (b) sym-
metric VM, (c) asymmetric VM and (d) adaptive CP, with filled
(open) circles depicting A-nodes (B-nodes). Possible transitions be-
tween network motifs are illustrated by arrows, with the respective
rates stated above.
A coarse-grained description of the network process is
3achieved by its moment expansion, where a set of evolution
equations is derived for the per-capita density of network mo-
tifs. In the subclass of pairwise models, only node and link
densities are tracked, and the higher-order motif densities es-
sential to describe their evolution are approximated. This
moment closure approximation caps the hierarchy of motif
equations at the level of links, and it features a parameter η
that translates the effect of the variance of the underlying net-
work’s degree distribution (see [14] for a review).
For the asymmetric opinion dynamics introduced above, the
relevant link densities y and z refer to links among A-nodes
and to active links connecting A- with B-nodes, respectively.
Since rewiring ensures link-number conservation, the density
of links connecting B-nodes is given by (〈k〉/2 − y − z) for
0 ≤ (y+z) ≤ 〈k〉/2 and fixed mean degree 〈k〉. The standard
pair approximation (PA) of the process, in the spirit of [7],
then yields
dx
dt
=(1− w) (p z − (1− p) 2(1− x)x)
dy
dt
=(1− w)
(
p z
(
η
z
1− x + 1
)
− 2 (1− p) 2(1− x)y
)
dz
dt
=− z (w + (1− w) (p+ (1− p) 2(1− x)))
− (1− w) pη z
2
1− x + 2 (1− w) (1− p) 2(1− x)y
+ 2 (1− w) pη (〈k〉 − y − z) z
1− x . (1)
The last term of the time evolution of z in Eqs. (1) for instance
describes the gain in active links via the adoption of the A-
state through either end of a link connecting two B-nodes. In
that case, the density of the relevant triplet motif (consisting of
a central B-node connected to both another B- and an A-node)
is approximated using the densities of the aforementioned link
types and of B-nodes.
In the dynamics described by Eqs. (1) (referred to as asym-
metric VM in the following), link aquisition and opinion adop-
tion are tailored to specific node ensembles, so that highly-
skewed degree distributions can ensue for a wide range of
parameters (see [7, 21] as examples for related dynamics).
For that reason, instead of the regular random graphs taken in
[6, 10], we decide for initial Erdo˝s-Re´nyi (ER) graphs (featur-
ing a wider Poissonian degree distribution) and keep η = 1
throughout, for it has been shown that for even more het-
erogenous degree distributions, the respective moment clo-
sure maintains validity [7, 14]. As we shall see, with that
choice of η the PA gives a good quantitative description of the
corresponding network process. Moreover, we will focus on
the long-term behavior of the dynamics and compare it to the
asymptotic scenarios of the coevolutionary VM in [10] (in the
following referred to as symmetric VM if topological coevo-
lution is featured, and as classic VM otherwise). The elemen-
tary processes defining all previously introduced dynamics are
summarized in Fig. 1.
III. ASYMPTOTIC STATES IN THE PA
Denoting the state vector of Eqs. (1) as (x, y, z) with x ∈
[0, 1], y ∈ [0, 〈k〉/2], and z ∈ [0, 〈k〉/2 − y] yields the two
A- and B-consensus states (0, 0, 0) and (1, 〈k〉/2, 0), respec-
tively. It is straightforward to check that these are equilibria
for Eqs. (1). A linear stability analysis of the PA reveals that
the B-consensus is stable for
p ≤ 2− w
(2 + 〈k〉) (1− w) .
As the PA equations are singular at (1, 〈k〉/2, 0), one needs
to resort to regularization techniques to obtain
p > min
(
2
1 + 〈k〉 ,
2− 3w
1− w
)
as the parameter region for stable A-consensus (see Sec. A).
Apart from a frozen phase, the PA yields a DE for a small
parameter region
2− w
(2 + 〈k〉) (1− w) ≤ p ≤
2
1 + 〈k〉 (2)
bordering the two consensus states. In this region of interme-
diate p and small w, relaxation and transmission balance out,
with the small rewiring rate allowing for the continued exis-
tence of a nonzero density of active links and a steady-state
fraction of A-nodes of
xE =
2− (2 + 〈k〉)p(1− w) − w
w − p(1− w) . (3)
The system’s only active phase ensues, whose size in the
phase diagram shown in Fig. 2(a) decreases for increasing
mean degree 〈k〉. For xE = 1/2, the magnetization of the
system in steady state is zero while still in the active phase, so
that A-nodes recover with constant rate r and the PA describes
the DE of the adaptive CP at the respective parameters.
The triple point T in Fig. 2(a) at
p =
2
1 + 〈k〉 ≡ pT
w =
2
3 + 〈k〉 ≡ wT
lies at the confluence of the active and the two absorbing
phases. It marks the end of the active phase and the switch
for faster rewiring to a bistable regime of coexisting consen-
sus states. In the bistable regime at a given rewiring ratew, the
parameter p tunes the competition between the two consensus
states through the size of their basins of attraction.
The subensemble mean degrees in DE are given by the PA
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Figure 2. (Color online) (a) Phase diagram with steady states A-
consensus (A), B-consensus (B) and the active phase (E), as well as
the triple point (T ), bounded by solid lines. A sequence of symbols
indicates the coexistence of respective attractors. The dashed line
xE = 1/2 yields DEs of the adaptive CP for respective parameter
values. (b) Change of asymptotic behavior in the PA with initial con-
ditions (0.1, 0.025, 0.45), (0.5, 0.625, 1.25), and (0.9, 1.025, 0.45)
(numerical integration of PA, blue triangles) from initially connected
ER graphs with fractions 0.1, 0.5, and 0.9 of randomly assigned A-
states (MC simulations, red squares). Regions of equal asymptotic
behavior are marked by the same sequence of symbols as in (a).
For sufficiently long simulation runs, stochastic fluctuations in the
metastable state drive the full system into A- or B-consensus [inset
of (b)]. Mean degree 〈k〉 = 5, MC simulations with N = 5000
nodes and results averaged over 100 realizations.
as
〈kA〉 = 2
p
− 1
〈kB〉 = 2− 2p(1− w)− w
p(1− w) ,
so that
〈kB〉 − 〈kA〉 = w
(1 − w)p − 1 , (4)
similarly to findings for the DE in the adaptive CP [21].
Throughout the active phase, p ≤ w/(1 − w) holds, with
the equality fulfilled only at the triple point. It follows that
in steady state, the mean degree of the A-ensemble is larger
than that of the B-ensemble, despite the rewiring bias towards
B-nodes [see also Fig. 4(b)].
IV. COMPARISON TO THE STOCHASTIC NETWORK
PROCESS
To properly compare the PA with MC simulations, one has
to faithfully translate network configurations into PA state
vectors. An ER graph with a fraction x0 of randomly primed
A-nodes is described by the PA as (x0, 〈k〉x20/2, 〈k〉(1 −
x0)x0). Initial conditions in all MC runs are set this way and
translated into the PA formalism accordingly. The simulations
are implemented following [22]. To emulate networks with N
nodes in the PA, node densities smaller than 1/N and larger
than 1 − 1/N are taken to represent the two consensus states
in a network of that size, and integration of Eqs. (1) is stopped
as soon as x reaches any of these two values.
Furthermore, it is important to identify ”pathological” net-
work configurations and avoid them altogether. If for instance
MC simulations without rewiring ran on networks with iso-
lated B-subgraphs (consisting of only B-nodes), A-consensus
could not be reached, as these B-subgraphs would be left un-
changed by network dynamics. This would moreover add a
constant offset to the network’s magnetization that would dis-
tort relaxation in the remaining components of the network.
As 〈k〉 < log(N) for mean degrees 〈k〉 and system sizes
N used in MC simulations here, an initial ER graph is al-
most surely fragmented [23]. Its isolated subgraphs need to
be linked through i) linking two randomly selected nodes from
separate subgraphs ii) randomly picking a node that emanates
links of the same type added in i), randomly choosing and
deleting one of them iii) repeating i)-ii) until the graph is con-
nected. Because the initial ER graph has a Poissonian degree
distribution, a lower limit on its number of disconnected com-
ponents can be given through e−〈k〉N , where e−〈k〉 is the av-
erage fraction of isolated nodes. For the values of 〈k〉 and
N used, this lower limit approximates the actual number of
initially disconnected subgraphs very well. Thus the fraction
of nodes involved in this linking procedure is very small. The
procedure introduces no correlations either in degree or in sta-
tus, so that apart from the vanishing isolated nodes, the main
characteristics of an ER network are preserved. All initial net-
works used in the following MC simulations are connected
this way.
When stable asymptotic states coexist, we have to take into
account their basins of attraction. Selecting a sufficiently
large set of initial conditions and monitoring the resulting
asymptotic behavior of the system allows for the detection
of all basins of attraction, both in integration of Eqs. (1) and
MC simulations. Browsing parameter space with this proce-
dure would lead to a comparison of the phase boundaries of
Fig. 2(a) with their MC analogue. Instead, we identify regions
in parameter space for which a given small set of initial con-
ditions lets dynamics drive the PA and the full system into the
same set of asymptotic states. Comparing such parameter re-
gions resulting from integration of Eqs. (1) to those obtained
from MC simulations allows for a quantitative comparison of
PA dynamics and the corresponding network process without
having to verify phase boundaries of Fig. 2(a).
This coarse-grained browsing of initial conditions over the
whole parameter space yields a good agreement between nu-
merical integration of the PA and MC simulations [Fig. 2(b)],
indicating that for initial (connected) ER graphs, the PA faith-
fully models the actual dynamics. An AB-parameter region
in that context means that either A- or B-consensus can be
reached from the set of initial conditions used, whereas re-
gions A, B and E signal a uniform asymptotic behavior leading
to A-consensus, B-consensus, and a DE, respectively. In MC
simulations, a metastable DE is observed for parameter values
of the PA’s active phase. In it, stochastic fluctuations eventu-
ally drive the system into one of the two consensus states. A
more thorough PA description of the active phase, as well as
a stochastic modeling of the corresponding metastable DE in
5the network process, will be given in Secs. V and VI.
V. THE ACTIVE PHASE IN THE PA
For Eqs. (1) in the active phase, the transient dynamics are
reminiscent of what is reported from the symmetric VM [10],
in that the deterministic system relaxes quickly to a parabola-
shaped slow manifoldMD [Fig. 3(a)]. In our case on the other
hand, MD is generally not a line of equilibria, but spanned by
two heteroclinic orbits connecting the stable node (the DE)
with the two saddles that represent the unstable consensus
states. Once driven to MD, the system moves slowly towards
the DE along one heteroclinic orbit. Strictly speaking, MD
cannot be classified as a slow manifold, as the latter is associ-
ated with a degenerate eigenvalue of the linearized flow, while
the DE is linearly stable throughout the active phase (except
at the triple point T ). In the following however, we widen the
definition to any set of trajectories that the flow quickly re-
laxes to and then slowly proceeds along towards an attracting
fixed point.
The slow manifold MD is well approximated by a curve
ME given by
ME =

 xyE{x}
zE{x}


=


x
x2x(x−〈k〉)−2+w(1+(3+2〈k〉−4x)x)2(w+wx−2)
2(1− x)x 〈k〉(w−1)+w+x−2wx
w+wx−2

 , (5)
with yE{x} and zE{x} being the equilibrium values of link
densities y and z for an A-node fraction settling down to x. It
follows that ME is the set of all DEs that, for fixed 〈k〉 and
w ≤ wT, are generated by all p for which the system is in the
active phase, given by the interval in Eq. (2).
As p enters this interval from smaller values that lead to B-
consensus, a transcritical bifurcation turns the stable node in
(0, 0, 0) into a saddle, emanating a stable DE that is moving
along ME. It reaches (1, 〈k〉/2, 0) at p = pT and, in an-
other transcritical bifurcation, vanishes while turning the sad-
dle there into a stable node representing A-consensus.
Since the vector field of the PA along ME is generally not
tangent to the latter, ME is usually not a trajectory of the sys-
tem and hence does not coincide exactly with MD. It is how-
ever straightforward to show that this matching improves for
increasing 〈k〉 and w, while it is already very good for the low
mean degrees and rewiring rates considered here. As a first
approximation, the description of the latter stages of system
evolution towards the DE can, as in [6, 10], consequently be
collapsed to one variable x, constraining the remaining two to
be on ME.
At the triple point T , i.e., for the highest rewiring rate still
allowed in the active phase, the range of p for which there is
an active phase shrinks to the single value p = pT [Eq. (2)
and Fig. 2(a)]. It can be shown that then ME and MD exactly
coincide, with the PA yielding a continuum of transversally
stable stationary states given by Eq. (5). A more thorough
description of the model phenomenology at T will be given in
Sec. VIII.
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Figure 3. (Color online) Active phase in the asymmetric VM. (a)
Time evolution of x, y and z for w = 0.05 and p = 0.32 along ME
(solid black line connecting consensus states), with the DE on ME
marked by a square and arrows indicating the respective trajectory’s
direction. All MC trajectories align with ME, pass through the DE
and end up in A-consensus, starting from (0.01, 0.00025, 0.0495)
(triangle corresponding to an initial ER graph; solid red line) and
(0.8, 0.2, 0.2) (circle corresponding to a maximally random graph
with respect to initial conditions, solid green line overshooting and
eventually aligning with ME). The latter initial network is obtained
through i) generating two separate random A- and B-subgraphs com-
patible with given x, y, and (〈k〉/2 − y − z) as well as ii) connect-
ing them through Nz randomly assigned active links. Numerical
integration from (0.8, 0.2, 0.2) (blue dashed line) ends up in DE at
(0.701, 1.394, 0.891) (square). Network size N = 104 in MC runs.
(b) Color-coded convergence times τ in MC simulations within DE
phase boundaries obtained from PA (solid green lines); maximum
τ are expected at xE = 1/2 (dashed green line). MC simulations
with N = 5000, averaged over 100 runs. (c) System-size dependent
splitting probabilities for w = 0 computed through Eq. (7) (lines)
and fixation probabilities taken from MC simulations (symbols). piA
is computed for p = 0.305 starting from x0 = 0.9 (blue triangles
and dashed line) and piB for p = 0.315 starting from x0 = 0.1 (red
squares and solid line). (d) Convergence times in MC simulations
(squares) and from Eq. (8) as a function of system size for w = 0
and p = 0.3. Inset: MC simulations for w = 0.05. MC simu-
lations averaged over 104 runs (102 ≤ N < 103) and 103 runs
(103 ≤ N < 104). Mean degree 〈k〉 = 5 in all figures. MC sim-
ulations in (b)-(d) from initially connected ER graphs, in (b) and (d)
with x0 = 0.5.
VI. THE ACTIVE PHASE IN THE FULL SYSTEM
The onset of the metastable DE in MC simulations is
characterized by vastly increasing convergence times needed
6to reach a consensus state, particularly for zero rewiring
[Fig. 3(b)]. Projecting the network’s time evolution onto the
reduced phase space spanned by (x, y, z), the resulting ran-
dom walk (RW) of the stochastic system follows closely the
trajectory of its PA description along a curve MS [Fig. 3(a)],
but with three fundamental differences:
1) The exact shape ofMS depends on the system sizeN and
approachesMD (the slow manifold of the PA) as N increases.
2) For various starting conditions well apart from MS [such
as those marked by a circle in Fig. 3(a)], the RW does not
immediately relax to MS. Instead, the network undergoes a
sequence of distinct configurations before it realigns with the
reduced description given by ME. These intermediate net-
work configurations are dependent on initial conditions and
partition the RW into several segments.
3) Stochastic fluctuations drive the system along MS from
the DE towards one of the two consensus states. Unlike in the
stochastic process in the symmetric VM, the type of this final
consensus state in network dynamics is, for sufficiently large
system sizes, predetermined by the system’s parameters and
independent of initial conditions (see below).
Following the approach successfully carried out for the
symmetric VM [6, 10], we will explore the possibility of re-
ducing the description of asymmetric dynamics in the full sys-
tem to a RW along MS, while considering the simplest case
of zero rewiring. Lacking an analytic expression both for MS
and MD, the RW is assumed to take place along the approxi-
mate slow manifold ME given by Eq. (5), yielding a one-step
process in the total number X of A-nodes with the master
equation
∂[X ]
∂t
=pzE{X − 1}[X − 1]
+ 2(1− p)
(
1− X + 1
N
)
(X + 1)[X + 1]
− pzE{X} − 2(1− p)
(
1− X
N
)
X [X ]. (6)
Here [X ] is the time-dependent probability for a network of
size N to have X = Nx A-nodes, and zE{X} = NzE{x}
is the total number of active links computed from the respec-
tive link density at w = 0 in Eq. (5). The consensus states
X = 0 and X = N are absorbing boundaries of the RW with
starting point X0 ∈ [0, N ], so that the eventual termination of
the metastable state in the full system corresponds to a first-
passage problem.
A. Fixation probabilities
One is interested in the splitting probability piA{X0, N}
(resp. piB{X0, N} = 1 − piA{X0, N}) for the RW to start at
X = X0 and end up at X = N (resp. X = 0), approximating
the fixation probability for A-consensus (resp. B-consensus)
in the full system. With Eq. (6) and following [24], we obtain
for w = 0
piA{X0, N} =
(
1 +
∑N−1
K=X0
P (K)
1 +
∑X0−1
K=1 P (K)
)−1
(7)
(see Appendix B), where
P (K) =
K∏
X=1
2(1− p)(1−X/N)X
pzE{X} .
The behavior of piA,B{X0, N} for increasing N and con-
stant x0 = X0/N is given by Eq. (7) and shown in Fig. 3(c)
for two different values of p that illustrate the case when the
DE is closer to B-consensus than to A-consensus (p = 0.305)
and the opposite case (p = 0.315). In each case, the starting
point X0 is taken close to the consensus state that is farthest
from the DE. Equation (7) predicts that even for moderate sys-
tem sizes, the final consensus type will, with overwhelming
probability, be the one that is closest to the DE [dashed blue
and solid red line in Fig. 3(c)]. Monte-Carlo simulations also
shown in Fig. 3(c) (blue triangles and red squares) confirm
that, as system size grows larger, the final consensus state
is increasingly determined by the position of the DE on the
slow manifold. This is plausible considering that for suffi-
ciently large N , the system can be seen as initially drifting
towards the DE, and from there diffusing to consensus. That
also applies to w > 0, so that, as N becomes larger, stochastic
fluctuations generally drive the system from the metastable to
a consensus state whose type is increasingly independent of
initial conditions. The fixation probability for the consensus
state farthest from the DE is observed to decrease exponen-
tially with N for large enough N , a scaling corroborated by
Eq. (7).
The convergence to 1 or 0 of the fixation probabilities
piA,B{X0, N} is in contrast with the result piA{X0, N} = x0
that holds for the symmetric VM. Equation (7) yields this re-
sult in the particular case when the factors in the products
P (K) are identically equal to 1, that is, when
pzE{X} = 2(1− p)(1 −X/N)X
at all X . This would correspond to the existence of a line
of equilibria along which transmission events and relaxation
events balance out.
In general, the heuristic rule holds that the final consensus
state for large N is the one whose distance to the DE, to be
bridged by stochastic fluctuations, is smaller. This rule is cor-
roborated by Eq. (7) that, in the exemplary case of 〈k〉 = 5
and w = 0 in Fig. 3(b), yields p = 0.308 as the value for
which the most likely final consensus state switches when
varying p, with the x-coordinate of the DE for that value of
p being xE{0, 0.308, 5} = 0.509. For xE = 1/2 then, i.e.,
when the PA describes the adaptive CP in steady state, one
would conversely expect maximum first-passage times for the
RW along the slow manifold, and therefore also maximum
convergence times τ for the full system. Indeed this assump-
tion yields a good estimate for the p-coordinate of maximum
τ both for zero rewiring and for w 6= 0. The line of max-
7imum convergence times in Fig. 3(b) differs slightly from
xE(w, p, 〈k〉) = 1/2 because the PA does not give the exact
DE coordinates of the full system. Using in contrast the X-
coordinates of the DE in MC simulations yields a very good
match.
Except for the qualitative considerations above, computing
piA{X0, N} with Eq. (7) only yields moderately accurate pre-
dictions for the full system without rewiring [Fig. 3(c)], even
when using MS (as sampled from an ensemble of trajecto-
ries in corresponding MC simulations) instead of the approxi-
mate ME. The reason is that since convergence times diverge
quickly on static networks [see below and Fig. 3(d)], the com-
putation of piA{X0, N} is only feasible for relatively small
system sizes. Yet for small N , assuming that the stochastic
dynamics take place along a smooth MS neglects the effect of
significant transversal fluctuations: Computing piA{X0, N}
along an averaged MS (taken over many stochastic trajecto-
ries) generally yields different results than directly averaging
piA{X0, N} over the ensemble of trajectories. This remains
an issue even for increasing system sizes, asMS retains ”prob-
lematic” segments of low densities x and or z in the vicinity
of the two consensus states, where transversal fluctuations are
large even for large N .
These limitations do not apply to the symmetric dynamics
along a line of equilibria considered in [6, 10], because in that
case transversal fluctuations are decoupled from the random
walk in X. In our asymmetric VM however, a stable DE is
present on MS with both the drift and diffusion of the random
walk in X depending on the link density z. Even if MS were
a line of equilibria (Sec. VII), transmission and relaxation in
its vicinity would generally not balance out, so that the (fi-
nite) full system with transversal fluctuations is not captured
by its reduced description along MS. Consequently, a new
framework is needed to address metastability in the asymmet-
ric VM.
B. Convergence times
Similarly to Sec. VI A, one can derive an expression for
νA,B{X0, N} ≡ piA,B{X0, N}τA,B{X0, N} ,
where τA,B{X0, N} denotes for each consensus state the
mean first-passage times, with X0 as starting point, of the pro-
cess in Eq. (6). Following Appendix C and using the transition
rates for this process, one obtains an analytic expression for
the mean time to achieve consensus when starting from X0,
the convergence time
τ{X0, N} = νA{X0, N}+ νB{X0, N} . (8)
Setting x0 = 1/2, τ{X0, N} as a function of N given by
Eq. (8) is plotted in Fig. 3(d) together with the results of MC
simulations for w = 0 and the same starting point. It can be
seen that the analytic approximation of Eq. (8), based on the
reduction of the full stochastic system to a RW along the slow
manifold, yields a good quantitative agreement with conver-
gence times observed in the full system.
For w = 0, we obtain exponential scaling of convergence
times with system size, as found in another modification of
the symmetric VM [25] also featuring a slow manifold con-
necting a stable heterogeneous state and unstable consensus.
This is in stark contrast with the scaling of convergence times
τ with system size N for w 6= 0, which appears to be sub-
linear [inset of Fig. 3(d)]. The latter scaling may seem sur-
prising given that in both situations, there is a drift towards a
stable DE on the slow manifold countering diffusion towards
consensus. A similar dramatic effect of rewiring on the scal-
ing properties of convergence times occurs for the symmetric
VM. As described and explained in [12], in the symmetric
VM consensus is strongly favored or disfavored by rewiring
according to whether the direct or reverse update scheme is
adopted, due to small changes of the flow on and close to the
slow manifold. By contrast, in the asymmetric VM, rewiring
always favors consensus. The explanation must be found in
the drift rates along the slow manifold becoming smaller for
w 6= 0 while rewiring increases overall degree heterogeneity,
leading to enhanced fluctuations.
VII. COMPARISON TO SYMMETRIC
COEVOLUTIONARY VOTER DYNAMICS
In the symmetric VM of [10], the network magnetizationm
is conserved in the thermodynamic limit for sufficiently ho-
mogeneous initial graphs [15], and a single ODE suffices to
describe the full system: It yields a (frozen) fragmented phase
and an active phase which features a continuum of stable
steady states. The specific steady state to be reached is then
determined by the parameter m. For finite system sizes and
due to stochastic fluctuations, the corresponding metastable
state decays into either consensus state, following closely a
slow manifold formed by a continuum of steady states. It
does so along a slow manifold given by aforementioned con-
tinuum of steady states. Consequently piA{X0, N} = X0/N ,
that is, the fixation probabilities are system-size independent
and depend linearly on the starting coordinates X0 on the
slow manifold. Therefore consensus in the symmetric VM is
reached from a metastable DE in the active phase, that is, only
stochastically, not dynamically. The model’s symmetry more-
over precludes any coexistence of attractors; however stochas-
tic bistability of the consensus states in the metastable state is
given by the system-size invariant fixation probabilities above.
In contrast, the asymmetric VM proposed here lets two
voter-model update schemes compete against each other,
breaking the node-ensemble symmetry in a twofold way:
Through state-dependent imitation rules and through tying the
rewiring rule to just one specific node ensemble. The bro-
ken symmetry demands for additional degrees of freedom to
capture the full system, yielding Eqs. (1). As a consequence,
network magnetization is not conserved anymore, but a sys-
tem variable that guides relaxation. This in turn impedes a
frozen state with 0 < x < 1, so that (by construction) the
asymmetric VM lacks a fragmented phase. The slow mani-
fold is generally not a line of equilibria anymore, since iso-
lated equilibrium points - one in each consensus state and, in
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uum of steady states. It follows that i) the steady state in the
active phase is now independent of initial conditions, partic-
ularly m ii) consensus can now be reached dynamically iii)
consensus bistability is predicted by the PA and observed for
the full system iv) for consensus reached stochastically in the
metastable state, the fixation probabilities are now system-size
dependent, converging for large system sizes to either zero or
one regardless of initial conditions.
Unlike the symmetric VM, the asymmetric VM is not ro-
bust against varying topological backgrounds. When choos-
ing for instance η = (〈k〉 − 1)/〈k〉 in Eqs. (1) to assume
an initial random regular graph [14], the intersection of the
two consensus boundaries in phase diagram Fig. 2(a) disap-
pears, and with it the active phase. Instead, bistable consensus
stretches down to w = 0, featuring a slow manifold much like
the active phase of the model with η = 1 did (see Sec. V).
This time however it is spanned by heteroclinic orbits con-
necting two stable nodes in the consensus states with a saddle
as the unstable DE. The different model phenomenology for
that choice of η is corroborated by MC simulations, empha-
sizing the importance of initial topology for asymmetric opin-
ion dynamics on adaptive networks. Since changing network
topologies may shift the balance in opinion competition, the
initial topology can be crucial for the outcome of the asym-
metric dynamics [26], and this applies even to very large sys-
tems because transient duration increases with system size.
The (also asymmetric) adaptive CP on the other hand gener-
ally allows for sufficiently enduring coevolutionary dynamics
to wash out initial differences in network structure. This is be-
cause its active phase does not feature a slow manifold along
which stochastic fluctuations towards consensus could be fa-
cilitated.
VIII. THE TRIPLE POINT
Tuning the rates of the asymmetric VM’s three elementary
processes strengthens or loosens its asymmetry. For the pa-
rameters (wT, pT) defining the triple point T that borders all
phases, the PA in steady-state is exactly captured by the slow
manifold in Eq. (5) referred to as MTE (Sec. V), so that
• MTE is formed by equilibrium points, as transmis-
sion and relaxation events balance out according to
pzE{x} = 2(1− p)(1− x)x.
• 〈kA〉 = 〈kB〉 = 〈k〉 for mean degrees 〈kA〉 = (2y +
z)/x and 〈kB〉 = (2(〈k〉/2 − y − z) + z)/(1 − x) of
the A- and B-ensemble, respectively.
These two steady-state equalities are not found anywhere
else in the active phase of the asymmetric VM and more-
over yield zE{1 − x} = zE{x} as well as yE{1 − x} =
〈k〉/2 − yE{x} − zE{x} as a noteworthy consequence, i.e.,
at T the system stays in DE even if all node states are flipped,
as it does in the symmetric VM.
It is straightforward to show that the line of equilibria given
by MTE is the same as for the PA of the symmetric VM with
link-update and without rewiring. Therefore at T , that is, for a
nontrivial choice of parameters, the steady states of the asym-
metric VM replicate the active phase of (one particular flavor
of) the classic VM.
An additional feature unique to the triple point in the asym-
metric VM contrasts topology change with opinion spreading:
at T , transmission along and rewiring of active links happen
at the same rate (1−w)p = w. Combined with the balance of
transmission and relaxation events, this implies the equiparti-
tion of processes in steady state at T : Rewiring, relaxation and
transmission then each account for exactly one third of events.
As soon as rewiring dominates through w > wT, topology
change impedes a dynamic equilibrium [Fig. 2(a)].
For the symmetric VM with any rewiring rate, describing
metastability of the DE with a one-step process in X = Nx
as in Sec. VI gives excellent quantitative results. This is due
to the fact that in this case the flow conserves x throughout -
on and off the slow manifold - so that fluctuations transversal
to the slow manifold relax with no effect on the RW in X .
At the triple point, the slow manifold of the asymmetric VM
is drift-free, as in the symmetric VM. However, the respective
flows are fundamentally different even in the vicinity of the
line, and for the full system at T , transversal fluctuations of
a trajectory along the slow manifold should still experience a
coordinate-dependent drift in the x-direction. Because of that,
even at T the ansatz of Sec. VI to characterize metastability
of DEs is of limited use.
In MC simulations, we find that for the approximate co-
ordinates (w∗T ≈ 0.150, p∗T ≈ 0.325) instead of (wT =
1/4, pT = 1/3), the full system with 〈k〉 = 5 features a drift-
free attracting curve MS along which, on average, pz{x} =
2(1− p)(1− x)x and magnetization is conserved [Fig. 4(a)].
Indeed MC simulations suggest that the triple point T ∗ for the
full system is unique and marks the end of the active phase,
similar to the triple point T in the PA.
For (w, p) approaching T ∗ along the curve of maximum
convergence times in Fig. 3(b), stochastic trajectories drift to-
wards x = 1/2 on the curve MS before slowly diffusing to
consensus with increasingly small drift velocities. At T ∗, the
drift velocity is effectively zero, and for higher values ofw the
stochastic trajectories drift towards, instead of away from, the
consensus states. This behavior agrees qualitatively with the
description given by the PA for the thermodynamic limit, in
that the whole MTE is formed by equilibria when the change
of stability of the equilibrium point on ME occurs.
In contrast to T in the PA description, the steady-state
subensemble mean degrees of the full system are not equal
at T ∗, see Fig. 4(b). This is to be expected, because although
in the approximate pairwise description zero drift on the slow
manifold entails equal subensemble mean degrees, these are
in general independent constraints, with the former occurring
at a single point in parameter space for a given 〈k〉. Conse-
quently, the asymmetric VM in the full system generally can-
not fully emulate the DE of the classic VM, featuring only a
”weak” triple point T ∗ as a ghost remnant of T in the approx-
imate pairwise description.
While the shape of MS at T ∗ encodes the dynamical as-
pect of a line of equilibria (the global balance of transmis-
9sion and relaxation events), the associated stochastic features
should also emerge. In the reduced description of a one-
dimesional RW along MS, these include the fixation proba-
bility piA{X0, N} ≈ X0/N for all initial X0 considered [see
Eq. (7)], as well as a linear scaling of convergence times with
system size. However, fluctuations transversal to MS hinder a
quantitative description with frameworks like Eq. (6), as they
do away from T ∗ in the active phase. Still, simulations re-
veal that indeed fixation probabilities for the approximate T ∗
do not display the convergence towards 0 or 1 values for in-
creasing system sizes observed for DEs outside T ∗ [Fig. 4(c)].
Furthermore, the observed scaling of convergence times with
system size is only weakly sublinear at T ∗ [Fig. 4(d)]. These
are indications, at the level of the stochastic properties of the
system, of the vicinity of a point where transmission and re-
laxation events balance out along MS.
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Figure 4. (Color online) Identifying the triple point in the full sys-
tem with plots for (w∗T, p∗T) and (w = 0.05, p = 0.3) dynam-
ically [(a)-(b)] and stochastically [(c)-(d)]. (a) Balance of events
∆E = p z − 2(1 − p)(1 − x)x and (b) of mean degrees ∆K =
〈kB〉 − 〈kA〉 for simulation runs from fractions x0 = 0.2, 0.5, and
0.8 of randomly primed A-nodes. The relatively stationary trajecto-
ries (red, upper half of both figures) correspond to (w∗T, p∗T), whereas
the ones approaching B-consensus (blue, lower half) were recorded
for (w = 0.05, p = 0.3). (c) Fixation probability for A-consensus as
a function of x0 for N = 100 (squares) and N = 1000 (triangles),
with red data points above the diagonal line obtained for (w∗T, p∗T)
and blue data points below for (w = 0.05, p = 0.3). (d) Scaling
of convergence times with system size at T ∗. MC simulations in (a)
and (b) recorded for N = 105 and 10 ≤ t ≤ 100, in (c) and (d)
averaged over 103 runs. All simulations from initially connected ER
graphs and with mean degree 〈k〉 = 5.
IX. SUMMARY AND OUTLOOK
The CP and the VM on adaptive networks are two
paradigms of coevolutionary dynamics whose nodes cycle in
binary state space while link rewiring promotes homophilic
interactions. State dynamics also promote local consensus by
letting a node state propagate to its neighbors. These two dif-
ferent mechanisms of generating concordant links, social con-
tagion and selective interactions, are assigned to specific node
states in the adaptive CP but they become entangled in the
symmetric VM, which has full node state symmetry.
The asymmetric VM proposed here is a modification of
the adaptive CP, whose interpretation in the context of opin-
ion dynamics breaks the symmetry of the VM by assigning
to each node type a different strategy to promote consensus.
B-nodes represent orthodox opinion holders that spread their
opinion via social pressure and adopt a segregationist strategy,
rewiring their connections in search of their peers. A-nodes
represent heterodox opinion holders that relax to the orthodox
opinion according to its representation in the population and
adopt a proselytic strategy, converting their B-node neighbors
through personal interactions. More formally, the assignment
of these two ensemble specific strategies and adoption rules
amounts to letting coevolutionary link-update dynamics of B-
nodes coexist and compete with mean-field node-update dy-
namics of A-nodes.
We give a full description of the phase diagram of the asym-
metric VM, using the standard pair approximation equations
and assessing their performance by comparison with stochas-
tic simulations. Not surprisingly, consensus is favored with
regard to the symmetric VM, in the sense that the phase dia-
gram is dominated by frozen phases of full consensus, includ-
ing a bistable phase. We then focus on the active phase and its
DE, to describe the stochastic properties of the correspond-
ing metastable state in finite-size networks. We find that, in
contrast to the symmetric VM, the final consensus state in net-
work dynamics is, for sufficiently large system sizes, predeter-
mined by the system’s parameters and independent of initial
conditions. We also find that rewiring favors consensus, with
the scaling of convergence times with system size changing
from exponential for w = 0 to sublinear for w 6= 0.
In the PA description, the DE sits on a heteroclinic orbit
connecting the two consensus states that behaves like an at-
tracting slow manifold. Simulations reveal that this slow man-
ifold approximates a curve that plays a similar role for the full
system. As in the symmetric VM, the metastable regime can
be qualitatively characterized by reducing system dynamics to
a RW along this one-dimensional slow manifold. The latter is
a line of equilibria in the symmetric case, where dynamics are
trivial enough to preserve magnetization even during the sys-
tem’s transient. The presence of a stable DE in the asymmet-
ric case entangles transversal with tangential fluctuations and
complicates a quantitative stochastic description of metasta-
bility using this reduction as an approximation. Encouraging
analytic results in that direction have been obtained for fluc-
tuations around the DE of a slow manifold [27]. However to
fully characterize metastability, one would need to extend ex-
isting approaches to the entire slow manifold (see also [28]).
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The PA of the asymmetric VM yields a triple point in pa-
rameter space where w 6= 0 and the system in DE emulates
the link-update version of the classic VM without rewiring.
This can be understood as a particular choice of parameters
that restores the symmetry of the two node states. For the full
system, a similar point is identified that partially replicates the
phenomenology of the triple point in the PA: While it features
an attracting curve along which magnetization is conserved,
the two node ensembles in DE do not display equal mean de-
grees. The study of these subensemble steady-state degree
distributions has been left for future work, and can be ad-
dressed using the analytic framework developed in [21, 29] to-
gether with systematic simulations. Preliminary results more-
over indicate that for the symmetric VM, subensemble degree
distributions remain the same as the magnetization changes
along the line of equilibria. The aforementioned framework,
initially designed to detect and describe pointlike DEs, could
be extended to analytically support this observation.
In summary, the asymmetric VM under consideration has
a straightforward interpretation in the context of opinion dy-
namics and it exhibits new features, both in the thermody-
namic limit and in finite-size networks. A precise analytic de-
scription of its stochastic properties requires going beyond the
methods developed for the symmetric VM. This effort may be
justified in the scope of exploring quantitative models of so-
cial dynamics that, with respect to the classic VM, include
more realistic ingredients. Recent controlled experiments that
decouple the effects of link formation and of opinion adoption
on observed homophily [30] open the way to a more elaborate
study of homophily and social diffusion that will call upon
more sophisticated models than the ones explored so far.
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Appendix A: A-consensus as a fixed point
Expressing Eqs. (1) in spherical coordinates θ, φ ∈ [0, pi/2]
and r ∈ [0, 1] with x = 1 − r sin(θ) cos(φ), y = 〈k〉/2 −
r sin(θ) sin(φ), and z = r cos(θ), one is interested in the
flow’s behavior in the vicinity of A-consensus, i.e., for r → 0.
In these coordinates, the singularity at A-consensus can be
regularized, and we find that r˙ = 0 for r = 0 and all angular
coordinates. Hence the sphere octant Σ at r = 0 is invariant
and represents A-consensus, the latter of which is then indeed
a steady state. Parameter regions of stable A-consensus can
consequently be determined by identifying stable fixed points
(θ∗, φ∗) of the angular flow on Σ, in conjunction with de-
manding stability of the radial flow at (θ∗, φ∗). In the follow-
ing, ”fixed point” will be exclusively used in the context of the
two-dimensional angular flow on Σ, whereas A-consensus in
the full system is referred to as such.
It is straightforward to classify the parameter dependence of
the angular flow into six typical phase portraits, each of which
yielding three fixed points at the boundary φ = pi/2 and none,
one or two in the interior of Σ. With these phase portraits at
hand, the stability of fixed points is separately investigated for
those two regions.
At the boundary φ = pi/2, the angular flow has fixed
points (θ∗, φ∗) at (arccos{2/√5}, pi/2), (pi/4, pi/2), and
(pi/2, pi/2). The first one is unstable, whereas the remain-
ing two are non-hyperbolic with one zero and one negative
eigenvalue each. The radial flow is unstable at (pi/2, pi/2) and
stable at (pi/4, pi/2), so that only the latter fixed point is of
further interest. Aforementioned phase portraits reveal it to be
stable as soon as there are two [for p < 2/(1 + 〈k〉)] or no
[for p > 2/(1 + 〈k〉)] fixed points in the interior of Σ. For
both cases, this criterion translates into a comparison of tan-
gent slopes of respective nullclines at (pi/4, pi/2) and yields
p > (2 − 3w)/(1− w)
as a sufficient condition for stable A-consensus.
Consequently for p < (2−3w)/(1−w), there is exactly one
fixed point in the interior of Σ, and it follows from aforemen-
tioned phase portraits that it is always stable. It can moreover
be shown that the radial flow at this fixed point is stable if
p > 2/(1 + 〈k〉) ,
so that overall, A-consensus is stable for
p > min{2/(1 + 〈k〉), (2 − 3w)/(1− w)} .
Note that there can be coexisting stable fixed points for the
angular flow - one at (pi/4, pi/2) (automatically implying sta-
ble A-consensus) and one in the interior of Σ. For the 〈k〉
chosen here, the basin of attraction of the former is signifi-
cantly smaller than that of the latter. If the radial flow is un-
stable at the interior fixed point, trajectories in the vicinity
of A-consensus usually get attracted to those angular coordi-
nates and are consequently repelled from A-consensus in the
r-direction. This is the case for low p and large w, so that
reaching A-consensus for that parameter region requires care-
ful selection of initial conditions [Fig. 2(b)]. If however the
radial flow is also stable at the interior stable fixed point, then
there are two routes towards A-consensus, characterized by
the two different angles under which the trajectory approaches
it.
Appendix B: Splitting probabilities
In what follows, a condensed version of the relevant section
in [24] is laid out: Considering a general one-step process in
the positive integer variable 0 ≤ i ≤ N , transition rates gi
(mediating a gain in i), ri (descending i) and the two absorb-
ing integer boundaries 0 and N ≥ 0 are defined. Denoting by
pii the splitting probability for the random walker to reach N
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before 0 when starting from i,
pii =
gi
gi + ri
pii+1 +
ri
gi + ri
pii−1
and equivalently
0 = gi(pii+1 − pii) + ri(pii−1 − pii) (B1)
obviously hold for 2 ≤ i ≤ (N − 2) as a recursive definition
of pii. As the boundary conditions are pi0 = 0 and piN = 1,
Eq. (B1) extends its validity to 1 ≤ i ≤ (N−1). For the same
interval of i, setting ∆i ≡ (pii+1−pii) yields gi∆i = ri∆i−1,
so that
∆i =
i∏
j=1
rj
gj
∆0
with ∆0 = pi1. It follows that
pii =
i−1∑
j=0
∆j = pi1 +
i−1∑
j=1
j∏
k=1
rk
gk
pi1 .
Considering that piN = 1 delivers pi1, so that finally
pii =
1 +
∑i−1
j=1
∏j
k=1 rk/gk
1 +
∑N−1
j=1
∏j
k=1 rk/gk
(B2)
Inserting the transition rates of Eq. (6) readily yields the split-
ting probabilities for the asymmetric VM.
Appendix C: Mean first-passage times
In the same recursive manner as in Sec. B, one can compute
the mean first-passage time τi of the random walker to hit co-
ordinate N before 0 when starting at coordinate 0 ≤ i ≤ N .
Within the first time step ∆t, the random walker jumps to
(i + 1) with probability gi∆t, to (i − 1) with probability
ri∆t, and stays at i with probability (1− gi∆t− ri∆t). Then
pii(τi − ∆t) is equal to a weighted sum of pii+1τi+1, piiτi
and pii−1τi−1, with the weights being aforementioned tran-
sition probabilities to the respective coordinates. Introducing
νi ≡ piiτi, one obtains
νi − pii∆t = νi+1gi∆t+ νi−1ri∆t+ νi(1− gi∆t− ri∆t)
and, through redefining ∆i ≡ νi+1 − νi,
∆i = −pii
gi
+
ri
gi
∆i−1 .
It is straightforward to check that the latter recursive equation
can be given the closed form [24]
∆i = ν1
i∏
k=1
rk
gk
−
i∑
j=1
pij
rj
i∏
k=j
rk
gk
,
so that then
νi =
i−1∑
j=0
∆j = ν1

1 + i−1∑
j=1
j∏
k=1
rk
gk

− i−1∑
j=1
j∑
k=1
pik
rk
j∏
l=k
rl
gl
.
(C1)
Since νN = 0 due to τN = 0, ν1 can be calculated from
Eq. (C1) as
ν1 =
∑N−1
j=1
∑j
k=1 pik/rk
∏j
l=k rl/gl
1 +
∑N−1
j=1
∏j
k=1 rk/gk
. (C2)
Inserting Eq. (C2) into Eq. (C1) while considering Eq. (B2)
finally yields
νi = pii
N−1∑
j=1
j∑
k=1
pik
rk
j∏
l=k
rl
gl
−
i−1∑
j=1
j∑
k=1
pik
rk
j∏
l=k
rl
gl
= pii
N−1∑
j=i
j∑
k=1
pik
rk
j∏
l=k
rl
gl
− (1− pii)
i−1∑
j=1
j∑
k=1
pik
rk
j∏
l=k
rl
gl
,
(C3)
where for large N and i, the second equality is to be preferred
to ensure fast computation of νi.
To calculate the mean first-passage time τ ′i for hitting coor-
dinate 0 first when starting from i, the variable ν′i ≡ (1−pii)τ
′
i
is introduced. Then ν′i is easily obtained from Eq. (C3) by re-
versing the direction of the considered first passage, so that
ν
′
i =(1− pii)
N−1∑
j=N−i
j∑
k=1
piN−k
gN−k
j∏
l=k
gN−l
rN−l
− pii
N−i−1∑
j=1
j∑
k=1
piN−k
gN−k
j∏
l=k
gN−l
rN−l
. (C4)
Finally,
τi = νi + ν
′
i (C5)
is the mean passage time for hitting either of the interval
boundaries when starting from coordinate i.
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