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We analyze the role of entanglement among probes and with external ancillas in quantum metrol-
ogy. In the absence of noise, it is known that unentangled sequential strategies can achieve the
same Heisenberg scaling of entangled strategies and that external ancillas are useless. This changes
in the presence of noise: here we prove that entangled strategies can have higher precision than
unentangled ones and that the addition of passive external ancillas can also increase the precision.
We analyze some specific noise models and use the results to conjecture a general hierarchy for
quantum metrology strategies in the presence of noise.
PACS numbers: 03.65.Ta,06.20.-f,42.50.Lc
Quantum metrology [1, 2] describes parameter esti-
mation techniques that, by sampling a system N times,
achieve precision better than the 1/
√
N scaling of the
central limit theorem of classical strategies. Different
schemes can beat such limit (Fig. 1): (i) entanglement-
free classical schemes where N/n independent probes
sense the system sequentially thus rescaling the param-
eter, and hence the error, by n for each probe [3, 4];
(ii) entangled parallel schemes that employ a collective
entangled state of the N probes that sample the sys-
tem in parallel [5–8]; (iii) passive ancilla schemes, where
the N probes may also be entangled with noiseless an-
cillas; (iv) active ancilla-assisted schemes (comprising all
the previous cases) that also encompass all schemes em-
ploying feedback: adaptive procedures are described as
unitary operations acting on the probes and ancillas be-
tween the sensing and the final measurement [9, 10].
In the noiseless case, classical single-probe sequential
schemes (i) can attain the same 1/N precision as par-
allel entangled ones (ii) at the expense of an N -times
longer sampling time, whereas passive and active an-
cilla schemes (iii) and (iv) offer no additional advantage
[9, 27]. In this paper we analyze the performance of these
strategies in the presence of specific noise models, and use
the results to conjecture a general hierarchy of protocols.
Noise in quantum metrology has been extensively stud-
ied, e.g. see [11–26], but the main focus was on compar-
ing parallel-entangled with parallel-unentangled strate-
gies [11–13] which do not match in the noiseless case.
Single probe states are typically less sensitive to deco-
herence and simpler to prepare than entangled states,
so it would seem [3] that the sequential strategy should
be preferable in the presence of noise. Out first result
is that this is not true: in presence of noise (here we
analyze dephasing, erasure and damping) entanglement
among probes increases the precision over the sequential
strategiy, even thought it fails to do so in the noiseless
case, and we provide a quantitative characterization of
this advantage. Our second result is to show that (ii)
and (iii) are in general asymptotically inequivalent, by
demonstrating that (iii) is strictly better than (ii) for
(i)
(iv)
(ii)
n
N/n N
N
M
(iii)
N
M
FIG. 1: Quantum metrology strategies. The maps Λϕ en-
code the parameter ϕ to be estimated. (i) sequential scheme:
Λϕ acts n times sequentially on N/n input probes ρ (this is
an entanglement-free classical scheme) ; (ii) entangled paral-
lel scheme: an entangled state of N probes ρN goes through
N maps Λϕ in parallel; (iii) passive ancilla scheme: the N
probes are also entangled with M noiseless ancillas; (iv) ac-
tive ancilla-assisted scheme: the action of N channels Λϕ is
interspersed with arbitrary unitaries Ui representing interac-
tions of the probe with ancillas. [All the other schemes can
be derived from (iv) choosing swap or identity unitaries Ui].
amplitude-damping noise. Our third result is to show
that the bounds to parallel-entangled strategies (ii) and
(iii) derived for a large class of noise models [12, 13] apply
asymptotically in N also to the most general strategies
(iv), suggesting that active ancilla-based schemes are not
helpful in increasing the precision in the presence of noise
[45]. Finally, we use our results to conjecture a general
hierarchy of quantum metrology schemes valid in pres-
ence of any uncorrelated noise
(i) = (ii) = (iii) = (iv) decoherence free,
(i) < (ii) = (iii) = (iv) dephasing, erasure,
(i) < (ii) < (iii)
?
= (iv) amplitude-damping,
(i)
?
6 (ii) 6 (iii)
?
= (iv) general conjecture.
(1)
Namely, in general, sequential strategies (i) are worse [46]
2than parallel-entangled ones (ii), which might in some
cases be improved by entangling the probes with noiseless
ancillas (iii), but there is no additional asymptotic gain
from using active ancilla-aided schemes (iv). Question
marks represent our conjectures and the equality symbol
“=” should be interpreted as asymptotically equivalent,
though in the decoherence-free case as well as in the case
of equality between (ii) and (iii) for erasure and dephas-
ing noise this is a strict equality for any finite N .
Schemes that employ quantum-error correction [28–30]
are in general of type (iv), so our claim might be misinter-
preted as saying that error correction schemes are useless.
Instead, what we say is simply that their asymptotic pre-
cision can also be achieved through (possibly unknown)
strategies of type (ii,iii): e.g. the noise models consid-
ered in [28–30] allow for decoupling the decoherence from
the parameter sensing transformation at short evolution
times: so, the bounds derived for (ii,iii) also allow for the
possibility of better than 1/
√
N scaling [31].
Outline of the paper: we first introduce the quantum
Cramer-Rao bound for the strategies (i-iv), and derive
some general bounds for their quantum Fisher informa-
tion. We then prove a gap in precision between (i) and
(ii), the equivalence of (ii), (iii), and (iv) in case of de-
phasing and erasure noise and finally inequivalence of (ii)
and (iii) for amplitude-damping.
The map Λϕ that writes the parameter ϕ on the state
ρ of the probe acts as
ρϕ = Λϕ(ρ) =
∑
k
Kϕk ρK
ϕ†
k , (2)
with Kϕk the Kraus operators. The precision of an es-
timation strategy can be gauged through the root mean
square error ∆ϕ of the measurement of ϕ. It is lower-
bounded by the quantum Cramer-Rao bound [2, 5–8],
∆ϕ > 1/
√
νF (ρϕ), where ν is the number of times the
estimation is repeated, and F (ρ) is the quantum Fisher
information (QFI) of a state ρ [2, 5, 6]. This bound is
guaranteed to be achievable in general only asymptoti-
cally for ν → ∞, but in case of noise models with QFI
scaling linearly with the number of probe particles N it
is also tight for a single shot setting, ν = 1, provided one
considers the asymptotics, N →∞ [32].
The QFIs for the schemes (i-iv) are defined as
F (i) = max
ρ,n
F{[Λnϕ(ρ)]⊗N/n} (3)
F (ii) = max
ρN
F [Λ⊗Nϕ (ρN )] (4)
F (iii) = max
ρM
F [Λ⊗Nϕ ⊗ 1⊗M (ρM )] (5)
F (iv) = max
ρM ,{Ui}
F [UNΛϕ . . . U1 Λϕ(ρM )], (6)
where ρ denotes an input state of a single probe and
we look for the optimal sequential-parallel splitting of
the N probes in n channels for strategies (i), ρN is the
global state of N probes in (ii), while ρM denotes the
global probes-ancilla input state in (iii) and (iv). In the
formula for F (iv), the Uis act on all the probes while Λϕ
without loss of generality may be assumed to act on the
first probe only. Due to the convexity of the QFI, the
optimal input probes are pure.
The hierarchy conjecture (1) should be understood in
terms of corresponding inequalities on QFIs: F (ii) ≤
F (iii) is obvious as (ii) is a special case of (iii), the in-
equality may be strict as is the case of the amplitude-
damping discussed below; F (iii) ≤ F (iv) is also easy to
show since taking swap operators Ui in (iv) one can ob-
tain the action of parallel channels on an entangled in-
put state (iii). It is less trivial to determine the cases
when inequalities turn to equalities and the correspond-
ing schemes become asymptotically equivalent. Finally,
the F (i) ≤ F (ii) inequality in more challenging to prove in
general, but we show that it holds strictly for dephasing,
erasure or amplitude damping, proving the advantage of
parallel schemes [47]. We also present general tools to
derive bounds for (iv) and show that they are asymptot-
ically equivalent to known bounds for (ii,iii). Moreover,
since these bounds are saturable for dephasing and era-
sure using (ii) schemes, there is no asymptotic advantage
of (iv) over the simpler (ii) and (iii) in these cases.
Calculating QFI explicitly for large N is in general not
possible but bounds to it are known. The most versatile
ones employ the non-uniqueness of the Kraus representa-
tion [12, 13, 33]: Λϕ is unchanged if one replacesK
ϕ
k with
K˜ϕk =
∑
l u
ϕ
klK
ϕ
l , where u
ϕ is an arbitrary ϕ-dependent
unitary matrix. This produces bounds on the the maxi-
mal QFI of a transformation Λϕ in terms of minimization
over the possible Kraus representations [13, 33]:
max
ρ
F [Λϕ(ρ)] ≤ 4 min
{Kϕ
k
}
‖
∑
k
K˙ϕ†k K˙
ϕ
k ‖, (7)
where K˙ϕk =
∂Kϕ
k
∂ϕ and ‖ · ‖ is the operator norm. The
above inequality becomes an equality provided one re-
places Λϕ with a trivially-extended channel Λϕ⊗1 which
represents the possibility of entangling the probes with
an ancilla [33]. This immediately implies that the bounds
derived for (ii) will also be valid for (iii).
We now recall known bounds for F (ii/iii) and de-
rive a new bound for F (iv) using the minimization of
Eq. (7). Bounds for (ii) and (iii) are equivalent (as ar-
gued above) so we use a combined notation (ii/iii). For
any Kraus representation Kϕk of a single channel Λϕ one
can write a product Kraus representation for channels
Λ⊗Nϕ , U1Λϕ . . . UNΛϕ corresponding to schemes (ii/iii),
(iv) respectively: K
ϕ(ii/iii)
k
= KϕkN ⊗ · · · ·K
ϕ
k1
; K
ϕ(iv)
k
=
UNK
ϕ
kN
· · · · · U1Kϕk1 , where k = {k1, . . . , kN}.
For (ii/iii) the minimization (7) gives a simple bound
3expressed in terms of single channel Kraus operators [33]:
F (ii/iii) ≤ 4min
Kϕ
k
N‖α‖+N(N−1)‖β‖2 ≤ 4 min
Kϕ
k
,β=0
N‖α‖,
(8)
with α ≡ ∑k K˙ϕ†k K˙ϕk and β ≡ ∑k K˙ϕ†k Kϕk . The last
inequality in (8) may be used without loss of efficiency
for large N provided there is a Kraus representation for
which β = 0 (it exists for many noisy maps), which im-
mediately implies linear QFI scaling with N [13, 33]. The
minimization in Eq. (8) can be easily performed using the
semi-definite programming [13, 34].
The derivation of the general bound for (iv) uses again
(7) and a product Kraus representation. It gives (see
supplemental material for the details)
F (iv) ≤ 4min
Kϕ
k
N‖α‖+N(N − 1)‖β‖(‖α‖+ ‖β‖+ 1)
≤ 4 min
Kϕ
k
,β=0
N‖α‖. (9)
Importantly, the asymptotic form of the bound is equiva-
lent to (8), the one derived for (ii/iii) if β = 0 is feasible.
It is worth noting, that less powerful but more in-
tuitive methods based on the concept of minimization
over classical or quantum simulations of the channel
[13, 34, 35], originally proposed to derive bounds for
(ii/iii), can also be applied to (iv). In classical-and-
U1 UNρM
σϕ
Λ Λ
σϕ
≡ Λ˜ρM
σ⊗Nϕ
FIG. 2: Depiction of quantum channel simulation applied to
the most general adaptive scheme (iv). It shows that, for a
given simulation Λ, σϕ, the QFI of the scheme is bounded by
F (iv) = F [Λ(ρM ⊗ σ⊗Nϕ )] ≤ NF (σϕ).
quantum-simulation method [35] one formally replaces
the action of Λϕ with a parameter-independent map Λ
and a parameter-dependent ancillary system σϕ, so that
for any ρ: Λϕ(ρ) = Λ(ρ ⊗ σϕ). Since QFI is nonin-
creasing under parameter independent maps, F (Λ(ρ ⊗
σϕ)) ≤ F (σϕ), which for the schemes (ii/iii) implies
that F [Λ⊗Nϕ (ρN )] ≤ F (Λ⊗N (ρN ⊗ σ⊗Nϕ )] ≤ NF (σϕ)
[13, 34, 35]. It has not been noticed before that the
same method can be applied to (iv) as the scheme can
be rewritten as one black-box quantum operation Λ˜ fed
with σ⊗Nϕ , see Fig. 2, resulting in:
F (ii-iv) ≤ N min
Λ,σϕ
F (σϕ). (10)
This bound often coincides with the asymptotic bound
in (8), e.g. in the case of erasure or dephasing [13, 34]
(but not amplitude-damping, see [34]).
We now analyze dephasing, erasure and amplitude-
damping noise. Let |0〉, |1〉 be the eigenbasis of the phase
encoding unitary Uϕ = |0〉〈0|+eiϕ|1〉〈1|. We assume that
the dephasing is defined with respect to the same basis
so the corresponding Kraus operators read:
K0 = 1
(1 +√η
2
)1/2
, K1 = σz
(1−√η
2
)1/2
, (11)
where 1 = |0〉〈0| + |1〉〈1|, σz = |0〉〈0| − |1〉〈1|, and √η
is the decoherence rate of the off-diagonal terms in the
density matrix. Since both Kraus operators commute
with the unitary Uϕ we can separate the noise map from
the sampling and consider a total evolution of the form
ρϕ = Λϕ(ρ) =
∑
k
KkUϕρUϕ
†Kk
† . (12)
Instead, for erasure noise the probe is untouched with
probability η while with probability 1− η its state is re-
placed with one in a subspace orthogonal to the subspace
where the estimation takes place (again the noise map
and Uϕ commute and the map can be written in a Kraus
form, see supplemental material). The erasure map is
isomorphic to optical loss applied to a state with fixed
number of distinguishable photons with transmission co-
efficient η in both arms of an interferometer [13, 36]. Fi-
nally, Kraus operators for amplitude-damping read
K0 =
(
1 0
0
√
η
)
, K1 =
(
0
√
1− η
0 0
)
, (13)
where η represents the probability of a particle to switch
from the excited to the ground state.
We start with calculating F (i) to assess the perfor-
mance of entanglement-free strategies. In case of the
erasure, since in the noiseless case the optimal probe
state is |+〉 = (|0〉 + |1〉)/√2, while the probability
of erasure event does not depend on the state itself,
the optimal input state remains the same, and yields
F [Λϕ(|+〉〈+|)] = η. For dephasing and amplitude damp-
ing the situation is less obvious but the optimal probe
state is again |+〉 and the QFI is again η [34], see supple-
mental material for a simple proof in case of dephasing.
To calculate F (i) it remains to optimize the number
n of sequential maps for each probe, see Fig. 1. Using
n maps in a sequence increases the overall phase rota-
tion n times at the cost of increasing the decoherence
parameter η to ηn, whereas considering parallel channels
simply adds their QFIs. Therefore, F [Λnϕ(ρ+)]
⊗N/n}] =
N/n ·n2ηn. This is the same formula which would be ob-
tained for (ii) with input N00N state [16, 37–39]. Treat-
ing 1 ≤ n ≤ N as a continuous parameter [16], the op-
timal value n = [ln(1/η)]−1, provided e−1 ≤ η ≤ e−1/N ,
which corresponds to [48]
F (i) =
N
e ln(1/η)
. (14)
4For erasure and dephasing, we use the inequality (8)
to calculate (see supplemental material)
F
(ii/iii)
Q .
Nη
1− η . (15)
Importantly, this bound is asymptotically saturable for
both models with a scheme (ii) where the optimal input
probes are prepared in a spin-squeezed states for atomic
systems [12, 14], or in squeezed states of light for optical
implementations [13, 36, 40].
In order to inspect the benefits of entangled-based
strategies over sequential ones we plot in Fig. 3 the ratio
of formulas in Eqs. (15) and (14) as a function of η. Note
that the entanglement-enhancement factor is bounded by
bounded by exp(1), a result known in frequency estima-
tion schemes in the limit vanishing interrogation times
[11, 12], which in our case corresponds to η → 1. We
stress however, that in the noiseless case η = 1 all four
metrology schemes perform equally well, achieving the
Heisenberg scaling. Finally, regarding scheme (iv), we
note that since the asymptotic bound on F
(iv)
Q coincides
with the bound on F
(ii/iii)
Q (as β = 0) and the latter
is asymptotically saturable using (ii) for erasure and de-
phasing, this immediately implies that there is no asymp-
totic benefit in using (iv) in these cases.
0.0 0.2 0.4 0.6 0.8 1.0
1.0
1.5
2.0
2.5
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Hii
-
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HiL
FIG. 3: Advantage of entangled-based over entanglement-free
schemes for erasure, dephasing and amplitude damping, quan-
tified as an asymptotic ratio of achievable quantum QFIs as
a function of the decoherence parameter η. For η → 1 the
ratio approaches exp(1), but for the perfectly noiseless case
η = 1, the advantage vanishes which is depicted by a dot. In
case of amplitude damping a further improvement is possi-
ble (bounded by a factor of 4) when using (iii,iv) strategies
instead of (ii).
One can also derive the corresponding bound for the
amplitude damping (see supplemental material) which
reads F
(ii/iii)
Q .
4Nη
1−η . This bound, however, is not tight
for (ii) strategies, which has been proven recently in [41]
using an alternative method based on the calculus of
variations—the actual tight bound for (ii) in fact coin-
cides with Eq. (15). This makes the case of amplitude
damping distinct from the other two and opens up a pos-
sibility of proving the asymptotic benefits of using the
ancillas, see below.
1.0 10.05.02.0 3.01.5 7.0
1
2
5
10
20
N
F
FIG. 4: Comparison between the yield of the amplitude-
damping channel with and without passive ancillas for ex-
emplary decoherence parameter η = 0.5 as function of the
number N of maps employed in the estimation: attainable
QFI without ancillas, strategy (ii) (black circles); attainable
QFI with passive ancillas, strategy (iii) (gray circles); asymp-
totically tight upper bound for the QFI for (ii) strategies from
[41] (dashed black line); our universal bound for QFI for both
passive (iii) and active (iv) ancillas (dashed gray curve), no
strategy can achieve better precision. The gray box empha-
sizes that for N = 4, and hence also asymptotically, the strat-
egy (iii) can beat the bound for all strategies of type (ii).
(More details in the supplemental material.)
Analyzing the role of ancillas, we have already shown
that they are useless in case of dephasing and erasure.
Surprisingly, this not so in the case of the amplitude-
damping noise. In this case, as mentioned above and
proven in [41], bound (15) is tight for (ii). A numerical
search for optimal ancilla assisted strategies (iii) for small
number of probes N ≤ 4 gives a QFI that exceeds the
bound (15) for η . 0.5, see Fig. 4. Most importantly, this
advantage of (iii) over (ii) strategies will be preserved also
in the asymptotic limit, since the bound (15) is linear in
N and the same linear gain can be achieved by simply
repeating experiment, e.g. using the optimal 4 parti-
cle strategy N/4 times. This gives a (numerical) proof
that (ii) is strictly less powerful than (iii) for amplitude-
damping.
In conclusion, we have presented a hierarchy for the
performance of quantum metrology in the presence of
dephasing, erasure and amplitude-damping noise, and il-
lustrated a conjecture on how this hierarchy can be ex-
tended to arbitrary noise models, based on new general
bounds. In this hierarchy, entanglement-free schemes
perform worse than entangled ones, and in some cases
schemes with passive ancillas perform better than un-
aided ones, even though they are all equivalent in the
noiseless case.
RDD thanks Marcin Jarzyna for useful discussions.
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Supplemental Material
Optimal single particle probe states for the
dephasing noise model
Here we prove that the |+〉 input probe state is
indeed optimal for the dephasing channel defined by
Kraus representations (11). This input probe yields
F [Λϕ(|+〉〈+|)] = η. To see that this is indeed the opti-
mal probe, it is enough to show that it achieves the bound
(7) for a particular Kraus decomposition of the channel.
The canonical Kraus representations Kϕi = KiUϕ, with
Ki given in (11) is not appropriate as the corresponding
4‖∑k K˙ϕ†k K˙ϕk ‖ equals 1. If we, however, replace Ki with
K˜i given by
K˜0 = cos(ξϕ)K0 − i sin(ξϕ)K1, (16)
K˜1 = cos(ξϕ)K1 − i sin(ξϕ)K1, (17)
with ξ =
√
1− η, we get 4‖∑k ˙˜Kϕ†k ˙˜Kϕk ‖ = η proving
that |+〉 is indeed optimal.
Optimal Kraus representations yielding
asymptotically tight bounds for dephasing and
erasure noise models
Here we present explicit Kraus representations for the
dephasing, and erasure noise that yield asymptotically
tight bounds on QFI given in Eq. (15) of the main text.
Detailed discussion of amplitude damping model is given
in . All Kraus operators are assumed to be additionally
multiplied on the r.h.s. by the unitary evolution Uϕ =
|0〉〈0|+ eiϕ|1〉〈1|, i.e.: Kϕk = Kkuϕ before being used to
calculate the bound:
F (ii-iv)4 min
Kϕ
k
,β=0
N‖α‖, (18)
where
α =
∑
k
K˙ϕ†k K˙
ϕ
k , β =
∑
k
K˙ϕ†k K
ϕ
k . (19)
Dephasing
While the canonical Kraus representations is given by
(11), the optimal Kraus representation that gives mini-
mal ‖α‖ under the constraint β = 0 reads
K˜0 = cos(χϕ)K0 − i sin(χϕ)K1 (20)
K˜1 = cos(χϕ)K1 − i sin(χϕ)K0 (21)
where χ = 1/[2
√
1− η] and yields ‖α‖ = η/[4(1 − η)]
which reproduces the asymptotically tight bound given in
Eq. (15). Note the difference between this representation
and the one used to derive the optimal single probe QFI
given in Eqs. (16) and (17) amount to a different “Kraus
rotation speed”: χ instead of ξ, which guarantees that
β = 0.
Erasure
The canonical Kraus operators for the erasure map is
K0 =


√
η 0 0
0
√
η 0
0 0 0

 , K1 =

 0 0 00 0 0
0 0 1


K2 =

 0 0 00 0 0√
1− η 0 0

 , K3 =

 0 0 00 0 0
0
√
1− η 0

(22)
where the third dimension corresponds to the state from
the phase insensitive subspace, K0,K1 correspond to the
probe remaining untouched within the phase-sensitive or
phase-insensitive subspace respectively while K2,K3 rep-
resent the events of probe being erased to the phase in-
sensitive state from either |0〉 or |1〉. The optimal Kraus
representation reads:
K˜0 = K0, K˜1 = K1, K˜2 = e
−iζϕK2, K˜3 = e
iζϕK3 (23)
where ζ = 1/[2(1− η)] and yields ‖α‖ = η/[4(1 − η)] in
agreement with Eq. (15).
Asymptotic bounds and inequivalence of (ii) and
(iii) for amplitude-damping noise model
Here we discuss the asymptotic bounds for amplitude-
damping noise model and show numerically that (ii) and
(iii) are inequivalent as there is a finite gap in precision
between (ii) and (iii). Making use of the formula (8) we
obtain the asymptotic bound in the form [13, 34]
F (ii-iv) ≤ 4Nη
1− η , (24)
which corresponds to the following optimal choice of
Kraus operators K˜i expressed in terms of canonical Kraus
operators given in Eq. (13):
K˜1 = e
−iϕ/2K1, K˜2 = e
iξϕ/2K2, (25)
where ξ = (1 + η)/(1− η), which yields ‖α‖ = η/(1− η).
Using alternative method methods of variational calcu-
lus a tighter and asymptotically saturable bound for (ii)
strategies has been derived in [41]:
F (ii) .
Nη
1− η , (26)
6which coincides with the asymptotic bounds for the de-
phasing and erasure noise, see Eq. (15). Clearly, there is a
significant gap between asymptotically tight bound (26)
valid for (ii) strategies and the more general bound (24)
covering all ancilla-assisted strategies. However, since the
bound (24) is not guaranteed to be saturable even with
(iii) or (iv) strategies, it is not yet a proof that there is in
fact asymptotic ancilla-assisted precision enhancement.
Therefore we have performed a numerical search for the
optimal (iii) strategies for low N for which the numerical
search is feasible. We have achieved it by implementing
a semi-definite program minimizing the right-hand side
of (7) over Kraus representations in a analogous way as
in [13, 34], but this time without assuming the product
Kraus representation structureK
ϕ(ii/iii)
k
= KϕkN⊗· · ··K
ϕ
k1
for N parallel channels Λ⊗Nϕ , but rather allowing for an
arbitrary Kraus representation. This complicates numer-
ics significantly and is therefore feasible only for small N ,
but guarantees that the resulting value of QFI is achiev-
able using passive-ancilla assisted strategies (iii).
In Fig. 4 of the main text we depict the results for η =
0.5, where it is evident that numerically obtained QFI for
the (iii) schemes (gray circles) surpasses the bound for
(ii) (dashed, black) strategies already for N = 4. As ar-
gued in the main text, although this advantage is demon-
strated here only for finite N = 4, it can be pushed to
the interesting asymptotic regime of infinite N by sim-
ply repeating the experiment many times independently
and averaging the outcomes. Note also, that by merely
analyzing N = 1 case for which the analytical formula
for the ancilla assisted scheme is known [34], and reads:
F = 4η/(1 +
√
η)2, one can identify the regime of η for
which the violation of the (ii) bound occurs already for
N = 1, as inequality 4η/(1 +
√
η)2 > η/(1 − η) holds
for η < 0.36. This proves that indeed (ii) is inequivalent
to (iii): surprisingly the use of passive ancillas allows
one to achieve a strictly higher accuracy in estimation
with amplitude-damping noise. For comparison we also
present numerically obtained results of achievable QFI in
case of (ii) strategies (black circles) which were obtained
using a numerical iterative algorithm proposed in [42, 43],
as well as the universally valid bound (24) (dashed, gray).
It still remains an interesting open question whether the
bound (24) is tight, i.e. whether the solid gray line will
asymptotically approach it, and if not whether allowing
for active adaptive schemes (iv) would be sufficient to
actually reach the bound. We also cannot exclude the
possibility that the bound is simply not tight and no
strategies, even the most general (iv), can approach it
asymptotically.
Derivation of the bound for general feedback
assisted schemes (iv)
Let us first try to derive a bound for a simple sequential
strategy (i) (k = 1, n = N) making use of Eq. (7) and a
product Kraus representation K
ϕ(i)
k
= KϕkN · · · · ·K
ϕ
k1
:
F (i) ≤ 4min
Kϕ
k
‖
∑
k
K˙
ϕ(i)†
k
K˙
ϕ(i)
k
‖ =
4min
Kϕ
k
‖
∑
k
N∑
i,j=1
Kϕ†k1 . . . K˙
ϕ†
ki
. . .Kϕ†kNK
ϕ
kN
. . . K˙ϕ†kj . . .K
ϕ
k1
‖.
(27)
First note the following property of the operator norm
‖
∑
k
L†kALk‖ ≤ ‖A‖ ‖
∑
k
L†kLk‖ (28)
valid for any operator A and any set of operators Lk.
Making use of the above monotonicity property together
with the triangle inequality and the trace preservation
condition
∑
kK
ϕ†
k K
ϕ
k = 1 we get:
F (i) ≤ 4min
Kϕ
k
∑
i
‖
∑
ki
K˙ϕ†ki K˙
ϕ†
ki
‖+
+
∑
i<j
‖
∑
ki,...,kj
K˙ϕ†ki . . .K
ϕ†
kj
K˙ϕkj . . .K
ϕ
ki
+ h.c.‖. (29)
Focusing on the second summation term, observe that
the trace preservation condition implies that
∑
k K˙
†
kKk
is anti-hermitian. Let iA be an anti-hermitian operator
and consider the following chain of inequalities
‖
∑
k
K˙†kiAKk + h.c.‖ = ‖i
∑
k
K˙†kAKk −K†kAK˙k‖ =
= ‖
∑
k
(K˙k+iKk)
†A(K˙k+iKk)−K˙†kAK˙k−K†kAKk‖.
(30)
Making use of the triangle inequality together with
Eq. (28) we upper bound the above expression by
≤ 2‖A‖
(
‖
∑
k
K˙†kK˙k‖+ ‖
∑
k
K˙†kK
†
k‖+ 1
)
. (31)
The above inequality allows us to rewrite Eq. (29) in a
final form:
F (i) ≤ 4min
Kϕ
k
N‖α‖+N(N −1)‖β‖(‖α‖+‖β‖+1), (32)
where
α =
∑
k
K˙ϕ†k K˙
ϕ
k , β =
∑
k
K˙ϕ†k K
ϕ
k . (33)
7All the steps in the above derivation are also valid for (iv)
in addition to (i), as the intermediate unitary operations
Ui do not affect the values of the operator norms that
appear in the derivation. Hence, inequality (32) applies
also to this case:
F (iv) ≤ 4min
Kϕ
k
N‖α‖+N(N−1)‖β‖(‖α‖+‖β‖+1). (34)
This should sound an alarm that most probably the
bound is far from tight for (i), as it is invariant under
such a significant generalization of the scheme. This is
indeed the case. As discussed in the main text, for the
case of erasure and dephasing decoherence models the
above bound is asymptotically tight when (iv) schemes
are considered, but is hardly useful in analyzing the per-
formance of (i). The intuitive reason behind this, is that
when minimizing over Kraus representations of the chan-
nels we have restricted ourselves to product Kraus repre-
sentations derived from single channel Kraus representa-
tions. When thinking of ΛNϕ this makes an artificial for-
mal separation of the channels acting in a sequence, and
significantly better bounds may be derived by perform-
ing a minimization over general Kraus representation of
ΛNϕ instead of just product ones.
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