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Abstract
The celebrated minimax principle of Yao (1977) says that for any Boolean-valued function f
with finite domain, there is a distribution µ over the domain of f such that computing f to error
ǫ against inputs from µ is just as hard as computing f to error ǫ on worst-case inputs. Notably,
however, the distribution µ depends on the target error level ǫ: the hard distribution which is
tight for bounded error might be trivial to solve to small bias, and the hard distribution which
is tight for a small bias level might be far from tight for bounded error levels.
In this work, we introduce a new type of minimax theorem which can provide a hard distri-
bution µ that works for all bias levels at once. We show that this works for randomized query
complexity, randomized communication complexity, some randomized circuit models, quantum
query and communication complexities, approximate polynomial degree, and approximate lo-
grank. We also prove an improved version of Impagliazzo’s hardcore lemma.
Our proofs rely on two innovations over the classical approach of using Von Neumann’s
minimax theorem or linear programming duality. First, we use Sion’s minimax theorem to
prove a minimax theorem for ratios of bilinear functions representing the cost and score of
algorithms.
Second, we introduce a new way to analyze low-bias randomized algorithms by viewing them
as “forecasting algorithms” evaluated by a certain proper scoring rule. The expected score of
the forecasting version of a randomized algorithm appears to be a more fine-grained way of
analyzing the bias of the algorithm. We show that such expected scores have many elegant
mathematical properties: for example, they can be amplified linearly instead of quadratically.
We anticipate forecasting algorithms will find use in future work in which a fine-grained analysis
of small-bias algorithms is required.
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1 Introduction
Yao’s minimax principle [Yao77] is a central tool in the analysis of randomized algorithms in many
different models of computation. In its most commonly-used form, it states that for every function
Boolean-valued function f with a finite domain, if R(c) denotes the set of randomized algorithms
with worst-case cost at most c and ∆ denotes the set of distributions over the domain of f , then
min
R∈R(c)
max
µ∈∆
Pr[R(x) 6= f(x)] = max
µ∈∆
min
R∈R(c)
Pr[R(x) 6= f(x)]
with both probabilities being over the choice of x drawn from µ and the internal randomness of R.
This identity implies that there exists a distribution µ for which any algorithm that computes f
with bounded error over inputs drawn from µ must have cost at least R(f), the cost of computing
f to worst-case bounded error. But it does not say anything else about µ itself. Notably,
I. The minimax principle does not guarantee that the resulting distribution µ must be balanced
on the sets f−1(0) and f−1(1).
II. More generally, it does not rule out the possibility that f is very easy to compute by random-
ized algorithms that are only required to output the correct value with probability at least
1+γ
2 for some small bias measure γ > 0 over inputs drawn from the distribution µ.
A separate application of the minimax principle can be used to show that there is a distribution µ′
for which all randomized algorithms computing f with bias γ over µ′ have cost at least R 1−γ
2
(f) (the
cost of computing f to worst-case error (1− γ)/2), but then there is no guarantee that randomized
algorithms with bounded error over µ′ must have cost anywhere close to R(f).
Intuitively, it seems reasonable to expect that for every function f , there is a distribution µ for
f that addresses issues I and II: a distribution that is balanced on f−1(0) and f−1(1), and which
is at least slightly hard even to solve to a small bias level γ.
Question 1.1 (Informal). Is there a distribution µ which certifies the hardness of f for all bias
levels γ > 0 at the same time?
More formally, observe that the cost of computing f to worst-case bias γ cannot be smaller
than γ2R(f). This is because randomized algorithms can be amplified : by repeating an algorithm
O(1/γ2) times and outputting the majority vote of the runs, we can increase its bias from γ2 to
Ω(1). Therefore, a natural refinement of Question 1.1 is as follows.
Question 1.2 (Refinement of Question 1.1). Is there a distribution µ such that for all bias levels
γ > 0, any algorithm computing f to bias γ against µ must have cost at least Ω(γ2R(f))?
Question 1.2 is the primary focus of this work. We answer it affirmatively in a variety of
computational models (we can handle most models in which amplification and Yao’s minimax
principle both apply). We note that the distribution satisfying the conditions of Question 1.2 is
hard for bounded error in Yao’s sense, since each algorithm solving f to bounded error against
µ must have cost at least Ω(R(f)). In addition to this, such µ must also be perfectly balanced
between 0- and 1-inputs of f (by considering the limit as γ → 0), and must remain somewhat hard
to solve even to small bias levels.
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1.1 Motivation from joint computation
The answer to Question 1.2 has a direct impact on the study of composition theorems and joint
computation problems in randomized computational models: a natural approach for such problems
involves first applying a minimax theorem and then establishing the required inequalities in the
deterministic distributional setting. However, as observed by Shaltiel [Sha01] this approach runs
into trouble if the hard distribution is easy to solve to small bias. Specifically, Shaltiel considered
distributions µ which are hard to solve most of the time, but which give a completely trivial input
with small probability γ. Then computing n independent copies from µ is a little easier than n times
the cost of computing f , because on average, γn of the copies are trivial; the cost of computing n
independent inputs from µ is at most (1− γ)n times the cost of solving f .
Things get even worse when the inputs have a promised correlation, as can happen when proving
composition theorems. For a concrete example, consider the partial function Trivialn, which is
defined on domain {0n, 1n} and maps 0n → 0 and 1n → 1. Suppose we want to prove a composition
lower bound with Trivialn on the outside: that is, we want to show that for every function f ,
computing Trivialn composed with n copies of f requires Ω(R(f)) cost. In other words, we want
to lower bound the cost of an algorithm which outputs 0 when given n 0-inputs to f , outputs 1
when given n 1-inputs to f , and outputs arbitrarily when given some other type of input.
Now, if we try to lower bound this using the hard distribution from Yao’s minimax principle,
then the distribution might be trivial with small probability γ, as Shaltiel observed; but then so
long as n = Ω(1/γ), one of the inputs to f will be trivial with high probability, and we can solve
this “all-0s vs all-1s” problem simply by searching for the trivial copy – potentially much faster
than the worst-case cost of computing a single copy of f !
The hard distributions we give in this work solve this issue by being hard for all bias levels.
In our companion manuscript [BB20], we use one of the query versions of our minimax theorem
(Theorem 4.7) to prove a new composition theorem for randomized query complexity.
1.2 Main tools
Minimax theorem for cost/score ratios. The first main result is a new minimax theorem
for the ratio of the cost and score of randomized algorithms. A special case of the theorem with a
simple formulation is as follows.
Theorem 1.3 (Special case of Theorem 2.18). Let R be a set of randomized algorithms that can
be expressed as a convex subset of a real topological vector space. Let S be a nonempty finite
set, and let ∆ be the set of all probability distributions over S, viewed as a subset of R|S|. Let
cost : R×∆→ (0,∞) and score : R×∆→ [−∞,∞) be continuous bilinear functions. Then using
the convension r/0 = ∞ for all r ∈ (0,∞) and the notation r+ = max{r, 0} for all r ∈ [−∞,∞],
we have
inf
R∈R
max
x∈S
cost(R,x)
score(R,x)+
= max
µ∈∆
inf
R∈R
cost(R,µ)
score(R,µ)+
.
Further, all of the above maximums are attained.
The full version of the minimax theorem in Theorem 2.18 shows that the same identity holds
even when the cost and score functions are semicontinuous and saddle (but not necessarily linear)
under some mild additional restrictions. Furthermore, a variant of the theorem also holds when we
consider convex and compact subsets of distributions over the finite set S instead of the set ∆ of
all distributions over that set.
Minimax theorems for ratios of semicontinuous and saddle functions as in Theorem 2.18 do not
seem to have appeared in the literature previously in the precise form we need, but as we show
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in Section 2, they can be obtained by extending Sion’s minimax theorem [Sio58] with standard
arguments. We believe that the main contribution of Theorem 2.18 is in its interpretation for
randomized algorithms. Various extensions and variations of Yao’s minimax theorem have been
considered in the computer science literature previously [Yao77, Imp95, Ver98, Bra15, BB19], but all
of them appear to consider the cost of an algorithm (with the minmax applied to algorithms with a
fixed worst-case score), the score of an algorithm (with the cost being fixed), or a linear combination
of the two. None of those variants suffice to answer the questions raised at the beginning of the
introduction or to establish the results in the following subsections; what was needed in those
cases was a minimax theorem for the ratio of the cost/score of randomized algorithms, and we also
suspect that this ratio minimax theorems will also find further applications in computer science in
the future as well.
Forecasting algorithms and linear amplification. To convert the statements obtained from
Theorem 2.18 regarding the cost/score ratios of randomized algorithms under some distribution µ
into more familiar lower bounds on the cost of randomized algorithms that achieve some bias on
µ, we need a linear amplification theorem. Ideally, we would like to argue that if there exists a
randomized algorithm R with bias γ on µ, then by combining O(1/γ) instances of R we can obtain
a randomized algorithm R′ with cost(R′, µ) = O
(
1
γ · cost(R,µ)
)
= O
(
cost(R,µ)
bias(R,µ)
)
and constant bias.
Unfortunately, such a linear amplification property does not hold for most models of randomized
algorithms, where amplification from bias γ to bounded error requires combining O(1/γ2) instances
of the original algorithm. To obtain a linear amplification result, we must turn our attention away
from bias and error and consider other score functions instead.1
To describe our score function, we first generalize our computational model from randomized
algorithms that output 0 or 1 to forecasting algorithms, which are randomized algorithms that
output a confidence value in [0, 1] for the value f(x) of the function f on their given input x. A “low”
confidence prediction is a value close to 12 whereas a “high” confidence prediction would be a value
very close to 0 or to 1. There are many natural ways to assign a score to a confidence value for f(x).
The study of such scoring rules and their properties has a rich history in the statistics and decision
theory communities (see for instance [BSS05, GR07] and references therein); we discuss some
fundamental scoring rules and give relations between them in Section 3. Of particular importance
to our main purpose is the scoring rule hs: [0, 1]→ [−∞, 1] defined by
hsf (p) =
1−
√
1−p
p when f(x) = 1
1−
√
p
1−p when f(x) = 0.
Define the score of a forecasting algorithm R on an input x in the domain of f to be scorehs,f (R,x) =
E[hsf (R(x))], the expectation of the hs score of the output of R over the internal randomness of
R. Then linear amplification does hold for this score function.
Lemma 1.4. For any Boolean-valued function f , any forecasting algorithm R, and any k ≥ 1,
there is a forecasting algorithm R′ that combines the outputs of k instances of R and satisfies
scorehs,f (R
′, x) ≥ 1− (1− scorehs,f (R,x))k
1The astute reader may have noticed that we obtain linear amplification if we simply set the score to be the
squared bias of the randomized algorithm. That is true, but this approach does not work in conjunction with the
ratio minimax theorem since this score function no longer satisfies the appropriate saddle property requirements of
that theorem; this is why we instead consider forecasting algorithms as described below.
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for every x in the domain of f . In particular, when k = maxx
2
scorehs,f (R,x)
then for each x ∈
Dom(f), scorehs,f (R
′, x) ≥ 1− e−2 > 0.85.
The utility of Lemma 1.4 for the study of randomized algorithms stems from the close connection
between hs score of forecasting algorithms and the bias of randomized algorithms.
Lemma 1.5. For any Boolean-valued function f , any distribution µ on Dom(f), and any parameter
γ > 0,
• If there exists a randomized algorithm R with biasf (R,µ) = 1− 2Pr[R(x) 6= f(x)] ≥ γ, then
there is a forecasting algorithm R′ with scorehs,f (R
′, µ) ≥ 1−
√
1− γ2 ≥ γ2/2, and
• If there exists a forecasting algorithm R with scorehs,f (R′, µ) ≥ γ then there is a randomized
algorithm R′ with biasf (R
′, µ) ≥ γ.
Lemma 1.4 and Lemma 1.5 can be used to reprove the fact that O(1/γ2) instances of a bias-γ
randomized algorithms can be combined to obtain a bounded-error algorithm; combining those
lemmas (or, more precisely, specific instantiations of these lemmas that account for the explicit
constructions of the relevant algorithms and their costs) with the minimax theorem also leads to
new results as described in the next section.
1.3 Main results
Hard distributions for bounded error and small bias. The minimax theorem for cost/score
ratios and linear amplification of forecasting algorithms can be combined to show that for many
measures of randomized complexity, for every Boolean-valued function f with finite domain there
exists a single distribution µ on which it is hard to compute f with bounded error and with (any)
small bias. For example, letting RDT(f) denote the minimum (worst-case) query complexity of a
randomized algorithm computing f (or equivalently the minimum worst-case depth of a decision
tree computing f) with error at most 13 on every input in Dom(f) and RDT
µ
γ˙ denote the minimum
query complexity of a randomized algorithm that has error probability at most γ˙ := 1−γ2 when
inputs are drawn from µ, we obtain the following result.
Theorem 1.6. For any non-constant partial function f : {0, 1}n → {0, 1}, there exists a distribu-
tion µ on Dom(f) such that for every γ ∈ [0, 1],
RDTµγ˙(f) = Ω
(
γ2RDT(f)
)
.
We establish analogous theorems for multiple other computational models as well:
Randomized communication complexity RCCµγ˙ (f) = Ω
(
γ2RCC(f)
)
Corollary 4.9
Quantum query complexity QDTµγ˙ (f) = γ · Ω˜
(
QDT(f)
)
Theorem 5.2
Quantum communication complexity QCCµγ˙ (f) = γ · Ω˜
(
QCC(f)
)
Theorem 5.9
Polynomial degree degµγ˙ (f) = γ · Ω˜(adeg(f)) Theorem 6.5
Log-rank complexity log rankµγ˙ (f) = γ · Ω˜(log rank1/3(f)) Theorem 6.8
Circuit complexity Rcircµγ˙ (f) = γ
2 · Ω˜(Rcirc(f)) Theorem 7.8
Log-depth circuit complexity RNC1µγ˙(f) = γ
2 · Ω˜(RNC1(f)) Theorem 7.9
(Note that as in Theorem 1.6, the novel aspect of all these results is that they guarantee that for
each of the stated inequalities, there exists a single distribution µ that satisfies the inequality for
every value of γ simultaneously.)
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Distinguishing power of randomized algorithms and protocols. The results above can
be rephrased to state that for each function f , there is a distribution µ for which randomized
algorithms that have cost significantly smaller than R(f) cannot even compute f with error 1−γ2
over µ. In the communication complexity setting, we can also analyze how well a randomized
communication protocol computes a function f : X ×Y → {0, 1} via its communication transcripts.
Let tran(R,µ0) denote the distribution on communication transcripts of the randomized protocol R
on inputs drawn from µ. Then one way to measure how well R is able to distinguish 0- and 1-inputs
of f is to measure the Hellinger distance between the distributions tran(R,µ0) and tran(R,µ1) of
transcripts of R on some distributions µ0 over f
−1(0) and µ1 over f
−1(1). We can use the minimax
and linear amplification theorems to give a strong upper bound on this Hellinger distance as a
measure of the cost of the protocol.
Theorem 1.7. For any non-constant partial function f : X × Y → {0, 1} over finite sets X and
Y, there is a pair of distributions µ0 on f−1(0) and µ1 on f−1(1) such that for any randomized
communication protocol R, the squared Hellinger distance between the distribution of its transcripts
on µ0 and µ1 is bounded above by
h2
(
tran(R,µ0), tran(R,µ1)
)
= O
(
min{cost(R,µ0), cost(R,µ1)}
RCC(f)
)
.
Theorem 4.7 establishes an analogous result for query complexity. In our companion pa-
per [BB20], that theorem is one of the ingredients that enables us to establish a new composition
theory for query complexity.
Hardcore lemma. Impagliazzo’s Hardcore Lemma [Imp95] states that for every ǫ, δ > 0, if every
circuit C of size at most s computes f with error at least δ on the uniform distribution, then there
is a δ-regular distribution µ = µ(δ, ǫ) for which every circuit that computes f with bias at least ǫ
on the distribution µ must have size Ω(ǫ2s). Informally, the lemma shows that if a function f is
mildly hard on average, it is because it is “very” hard to compute on a fairly large subset of its
inputs. But, interestingly, this version of the hardcore lemma leaves open the possibility that the
hard core might be different for various levels ǫ of hardness. Using our main theorems, we can show
that this is not the case.
Theorem 1.8. There exists a universal constant c > 0 such that for any δ > 0 and function
f : {0, 1}n → {0, 1}, if every circuit C of size at most s satisfies Pr[C(x) = f(x)] ≤ 1 − δ when
the probability is taken over the uniform distribution of x in {0, 1}n, then there is a distribution µ
with min-entropy δ such that for every ǫ > 0, any circuit C ′ of size at most c · ǫ2/ log(1/δ) · s has
success probability bounded by
Pr[C ′(x) = f(x)] ≤ 1 + ǫ
2
.
The proof of Theorem 1.8 follows closely the original argument of Nisan in [Imp95] that estab-
lished the hardcore lemma via a minimax theorem. Since that original work, many extensions and
different proofs of the hardcore lemma have been established (e.g., [Imp95, KS03, BHK09, TTV09]),
but to the best of our knowledge Theorem 1.8 represents the first version of the lemma which gives
a single distribution µ which is hard for all values of ǫ > 0 simultaneously.
1.4 Recent independent work
In independent work concurrent with this one, Bassilakis, Drucker, Go¨o¨s, Hu, Ma, and Tan
[BDG+20] showed the existence of a certain hard distribution for randomized query complexity.
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They showed every Boolean function f has hard distributions µ0 and µ1 (on 0- and 1-inputs re-
spectively) such that given query access to k independent samples from µb, it is still necessary to
use Ω(R(f)) queries to the bits of the samples in order to decide the value of b ∈ {0, 1} to bounded
error.
The guarantee on the hard distribution provided by [BDG+20] turns out to be even stronger than
the one we provide in Theorem 4.7 (though we match their theorem in our companion manuscript
[BB20], where we use Theorem 4.7 to prove a composition theorem for randomized query complex-
ity). The tools used by [BDG+20] are also completely different: they use arguments specific to
query complexity that construct the hard distribution more explicitly, but their arguments do not
generalize to other models such as communication complexity.
1.5 Organization and overview of the remaining sections
Section 2 is devoted to proving the main minimax theorem for the cost/score ratio of randomized
algorithms. The main result of that section is Theorem 2.18; the rest of the section is devoted
to introducing the mathematical notions and preliminaries required to obtain a proof of that
theorem from Sion’s minimax theorem.
Section 3 introduces the basic definitions and some basic scoring rules for forecasting algorithms.
The section establishes some of the core properties of scoring functions, including notably
connections between the best score achievable by forecasting algorithms on distributions over
inputs and various distance measures on those distributions. The final portions of this section
then establish the main linear amplification theorem in general form in Lemma 1.4 and the
general form of the conversion between randomized and forecasting algorithms in Lemma 3.15.
Section 4 focuses on the query and communication complexity settings. Conversions between
randomized and forecasting algorithms in the query complexity setting are straightforward,
but there is one significant challenge in applying the linear amplification theorem to obtain
the results in Theorem 1.6 and Theorem 4.7: the cost and score of a randomized algorithm
R on an input x can both depend on x itself. This is a problem because to obtain a constant
score (and after the final conversion, a bounded-error randomized algorithm), we want to
amplify R with a number k of copies that depends on the score of R on x—but since we don’t
know x we don’t know what score(R,x) is either. We get around this problem with standard
odometer arguments; by empirically estimating the cost of R on x, we can obtain effective
bounds on the number k of copies of R that we need to obtain successful amplification.
As we show in the section, the communication complexity results Corollary 4.9 and Theorem 1.7
follow immediately from their query complexity analogues.
Section 5 establishes the results in the quantum query and communication complexity settings.
Unlike in the classical setting, amplification that is linear in the bias of an algorithm does
hold in the quantum query complexity setting. However, the proof of Theorem 5.2 requires
that the set of algorithms must be representable as a convex subset of a real topological space,
and that the cost of an algorithm is a convex function on this set. It is not immediately clear
how quantum query algorithms can satisfy this condition, because in the usual definition,
the cost of a mixture of two quantum algorithms would be the maximum of the costs of the
algorithms rather than the average. To overcome this issue, we instead establish Theorem 5.2
via consideration of what we call probabilistic quantum algorithms, which correspond to prob-
ability distributions over quantum algorithms and do easily satisfy the appropriate convexity
requirements. Probabilistic quantum algorithms are harder to amplify than regular quantum
8
algorithms (due to their lack of coherence), but we show that a linear amplification theorem
still holds.
Another important difference between the quantum and the classical setting is that the com-
munication complexity result, Theorem 5.9, is not implied by the analogous query complexity
result. Nonetheless, the same argument used for quantum query algorithms also holds for
quantum communication protocols as well. We complete the proof of Theorem 5.9 by first
providing an abstraction of the query complexity argument in Theorem 5.8 and then showing
how communication protocols satisfy the conditions of this abstract theorem.
Section 6 considers the approximate polynomial degree and the logrank complexity of functions.
As with quantum query complexity, approximate polynomial degree satisfies an amplification
theorem that is linear in the bias, meaning that we do not need to use forecasting algorithms or
scoring rules. However, also as with quantum query complexity, polynomials and their cost do
not satisfy the right convexity requirements, as the degree of a mixture of two polynomials is
not the average of their degrees. We overcome this by considering probabilistic polynomials.
Proving an amplification theorem for probabilistic polynomials turns out to be somewhat
tricky, and requires tools from approximation theory such as Jackson’s theorem.
Approximate logrank inherits all of the problems of approximate polynomial degree, and
adds a few more. To handle approximate logrank, we switch over to the nearly-equivalent
model of the logarithm of the approximate gamma 2 norm, and then use the previous trick of
considering the probabilistic approximate gamma 2 norm. To prove an amplification theorem
for probabilistic gamma 2 norm we apply the same tools as for probabilistic polynomials.
Section 7 establishes the circuit complexity results. There are two main hurdles in establishing
Theorem 7.8. The first is that the notion of randomized circuits is not as trivially extend-
able to forecasting circuits as in other computational models. We show that this conversion
can be done efficiently when we discretize the set of confidence values that can be returned
by forecasting circuits, and that this discretization does not affect the guaranteed relations
between score and bias. The second is that the overhead required to combine the output
of multiple instances of a randomized circuit during linear amplification is not trivial. This
second hurdle can be overcome with the use of efficient circuit constructions for elementary
arithmetic operations and the iterated addition problem.
The proof of the Hardcore Theorem 1.8 is obtained via a slight generalization of the ratio
minimax theorem. This variant of the minimax theorem is stated in Lemma 7.11 and the rest
of the proof of Theorem 1.8 is presented in Section 7.3.
2 Minimax theorem for the ratio of saddle functions
Minimax theorems take the form
inf
x∈X
sup
y∈Y
α(x, y) = sup
y∈Y
inf
x∈X
α(x, y).
For any function α, the left hand side above is always at least the right hand side, but equality
only holds under certain conditions; when equality does hold, we call it a minimax theorem.
Broadly speaking, the following conditions are required to ensure that a minimax theorem holds.
First, X and Y must be convex sets (and they must be subsets of some real vector spaces). Second,
α must be saddle – or at least quasisaddle – meaning that it is convex as a function of x and
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concave as a function of y (or at least quasiconvex and quasiconcave). Third, α must satisfy some
continuity conditions. And finally, one of X or Y must be compact (importantly, it’s not necessary
for both to be compact).
In this section, we show that under certain conditions, minimax theorems also hold for ratios
of positive saddle functions. Such a ratio of saddle functions is not necessarily saddle, but the
important insight is that it is still quasisaddle.
2.1 Background definitions
In order to formally state the conditions in which minimax theorems hold, we will need a few
definitions. We assume the reader is familiar with vector spaces and topological spaces, including
standard terminology such as compact sets and neighborhoods.
Definition 2.1 (Real topological vector space). A real topological vector space is a tuple (V,+, ·, τ),
where V is a set, + is a function V × V → V , · is a function V × R→ V , and τ ⊆ 2V , such that
• (V,+, ·) is a vector space over R,
• (V, τ) is a topological space,
• + is continuous under the topology τ , and
• · is continuous under the topology τ and the standard topology of R.
We note that any normed real vector space is a real topological space, as the norm induces a
topology. We will primarily focus on the real topological vector spaces Rn for n ∈ N, which have a
standard topology.
Definition 2.2 (Extended reals). The extended reals is the set R := R∪{−∞,∞}. We use the
extended interval notation (r,∞] := (r,∞)∪{∞} for r ∈ R, and similarly for [−∞, r) and [−∞,∞].
We associate with R the following topology. A set S ⊆ R is a neighborhood of x ∈ R if it contains
an open interval (x − ǫ, x + ǫ) for some ǫ ∈ (0,∞), it is a neighborhood of ∞ if it contains the
interval (r,∞] for some r ∈ R, and it is a neighborhood of −∞ if it contains the interval [−∞, r)
for some r ∈ R.
We define addition, subtraction, multiplication, and division of extended reals in the intuitive
way, with ∞−∞, 0 ·∞, ∞/∞, and x/0 for x ∈ R all undefined. Note also that the extended reals
are ordered (for each x, y ∈ R, we have either x = y, x < y, or x > y).
Note that while we define the extended reals and will often talk about extended-real-valued
functions, our vector spaces will always be over the reals, not over the extended reals. In particular,
the extended reals are not a field.
Definition 2.3 (Convexity of sets). We say a subset X of a real vector space V is convex if
∀x, y ∈ X, ∀λ ∈ (0, 1) λx+ (1− λ)y ∈ X.
Definition 2.4 (Convex hull). Let V be a real vector space and let X ⊆ V . The convex hull of X,
denoted Conv(X), is the intersection of all convex subsets of V that contain X as a subset.
Note that it is easy to verify that an arbitrary intersection of convex sets is convex, which means
that the convex hull of any set is always convex.
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Definition 2.5 ((quasi)convexity and (quasi)concavity of functions). Let V be a real vector space,
let X ⊆ V be convex, and let φ : X → R. We say that φ is convex if for all x, y ∈ X and λ ∈ (0, 1),
we have φ(λx+ (1− λ)y) ≤ λφ(x) + (1− λ)φ(y). We say φ is quasiconvex if for all x, y ∈ X and
λ ∈ (0, 1), we have φ(λx+(1−λ)y) ≤ max{φ(x), φ(y)}. We say that φ is concave if −φ is convex,
and we say φ is quasiconcave if −φ is quasiconvex. If φ is both convex and concave, we say it is
linear.
Note that if ∞ and −∞ are both in the range of φ, then λφ(x) + (1 − λ)φ(y) may be ∞−∞,
which is undefined; in this case we say φ is neither convex nor concave. A function with both ∞
and −∞ in its range may still be quasiconcave or quasiconvex.
Definition 2.6 (Saddle and quasisaddle). Let V1 and V2 be real vector spaces, let X ⊆ V1 and
Y ⊆ V2, and let α : X × Y → R. We say that α is saddle if for all x ∈ X the function α(x, ·) is
concave and for all y ∈ Y the function α(·, y) is convex. We say that α is quasisaddle if for all
x ∈ X the function α(x, ·) is quasiconcave and for all y ∈ Y the function α(·, y) is quasiconvex.
Definition 2.7 (Semicontinuity). Let X be a topological space and let φ : X → R. We say that φ
is upper semicontinuous at x ∈ X if for all y ∈ (φ(x),∞] there exists some neighborhood U of x
on which the value of φ(x′) for x′ ∈ U is less than y. We say that φ is lower semicontinuous at x
if −φ is upper semicontinuous at x.
Let Y be another topological space and let α : X × Y → R be a function. We say that α is
semicontinuous if for all x ∈ X the function α(x, ·) is upper semicontinuous over all of Y , and for
all y ∈ Y the function α(·, y) is lower semicontinuous over all of X.
We note the following two useful lemmas about upper and lower semicontinuous functions.
These lemmas are standard, but for completeness we reprove them in Appendix A.
Lemma 2.8 (An upper semicontinuous function on a compact set attains its max). Let X be
a nonempty compact topological space, and let φ : X → R be a function. Then if φ is upper
semicontinuous, it attains its maximum, meaning there is some x ∈ X such that for all x′ ∈ X,
φ(x′) ≤ φ(x). Similarly, if φ is lower semicontinuous, it attains its minimum.
Lemma 2.9 (A pointwise infimum of upper semicontinuous functions is upper semicontinuous). Let
X be a topological space, let I be a set, and let {φi}i∈I be a collection of functions φi : X → R. Then
if each φi is upper semicontinuous, the function φ(x) = infi∈I φi(x) is also upper semicontinuous.
Similarly, if each φi is lower semicontinuous, the pointwise supremum is lower semicontinuous.
From these lemmas, it follows that if α : X × Y → R is semicontinuous, the expressions
inf
x∈X
sup
y∈Y
α(x, y)
sup
y∈Y
inf
x∈X
α(x, y)
have all the infimums attained if X is nonempty and compact, and all the supremums attained if
Y is nonempty and compact. Hence on compact sets, inf-sup theorems become min-max theorems.
The following lemma will also come in useful. We also prove it in Appendix A.
Lemma 2.10 (Quasiconvex functions on convex hulls). Let V be a real vector space, let X ⊆ V ,
and let φ : Conv(X)→ R be a function. If φ is quasiconvex, then
sup
x∈Conv(X)
φ(x) = sup
x∈X
φ(x).
Similarly, if φ is quasiconcave, then
inf
x∈Conv(X)
φ(x) = inf
x∈X
φ(x).
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2.2 Minimax theorems
We are now ready to state Sion’s minimax theorem. Actually, we will need a version of Sion’s
minimax for extended-real-valued functions, while Sion [Sio58] originally only dealt with real-valued
functions; luckily, proving this extension is not hard given Sion’s original theorem, and we do so in
Appendix A.
Theorem 2.11 (Sion’s minimax for extended reals). Let V1 and V2 be real topological vector spaces,
and let X ⊆ V1 and Y ⊆ V2 be convex. Let α : X × Y → R be semicontinuous and quasisaddle. If
either X or Y is compact, then
inf
x∈X
sup
y∈Y
α(x, y) = sup
y∈Y
inf
x∈X
α(x, y).
Finally, we use Sion’s minimax theorem to show a minimax theorem for the ratio of positive
saddle functions. To do so, we will need the following lemma.
Lemma 2.12. Let a, b, c, d ∈ (0,∞), and let λ ∈ (0, 1). Then
min
{a
b
,
c
d
}
≤ λa+ (1− λ)c
λb+ (1− λ)d ≤ max
{a
b
,
c
d
}
.
This still holds if any of a, b, c, d are 0, or if a or c are ∞, so long as we interpret x/0 = ∞ for
x ∈ [0,∞].
Proof. When a, c ∈ [0,∞) and b, d ∈ (0,∞), it’s easy to check that
λa+ (1− λ)c
λb+ (1− λ)d =
a
b
· 1
1 + z
+
c
d
· z
1 + z
,
where z = (1 − λ)d/λb. Since z > 0, this is a convex combination of a/b and c/d, from which the
desired result follows. When a =∞ or c =∞, both the middle expression and the max expression
equal ∞, and the result trivially holds. The same thing happens when b = d = 0. Finally, when
a, c ∈ [0,∞) and exactly one of b and d is 0, the max expression is again infinity, and the inequality
on the left and side can be easily verified.
The simple lemma above is enough to imply that a convex function divided by a concave function
is quasiconvex, and that a concave function divided by a convex function is quasiconcave.
Lemma 2.13. Let V be a real topological vector space, and let X ⊆ V be convex. Let φ : X → [0,∞]
and ψ : X → [0,∞) be functions, and define ρ : X → [0,∞] by ρ(x) := φ(x)/ψ(x), with r/0
interpreted as ∞ for r ∈ [0,∞]. Then
1. If φ is convex and ψ is concave, ρ is quasiconvex.
2. If φ is concave and ψ is convex, ρ is quasiconcave.
3. If φ is upper semicontinuous and ψ is lower semicontinuous, ρ is upper semicontinuous.
4. If φ is lower semicontinuous and ψ is upper semicontinuous, and if φ is strictly positive on
X, then ρ is lower semicontinuous.
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Proof. We start with (1). Fix x, y ∈ X and λ ∈ (0, 1). Then
ρ(λx+ (1− λ)y) = φ(λx+ (1− λ)y)
ψ(λx+ (1− λ)y)
≤ λφ(x) + (1− λ)φ(y)
λψ(x) + (1− λ)ψ(y)
≤ max
{
φ(x)
ψ(x)
,
φ(y)
ψ(x)
}
= max{ρ(x), ρ(y)},
so ρ is quasiconvex, as desired. Here we used the convexity of φ and concavity of ψ in the first
inequality, and Lemma 2.12 in the second inequality. (2) works similarly:
ρ(λx+ (1− λ)y) = φ(λx+ (1− λ)y)
ψ(λx+ (1− λ)y)
≥ λφ(x) + (1− λ)φ(y)
λψ(x) + (1− λ)ψ(y)
≥ min
{
φ(x)
ψ(x)
,
φ(y)
ψ(x)
}
= min{ρ(x), ρ(y)}.
Next, we prove (3). Fix x ∈ X; our goal is to show ρ is upper semicontinuous at x. If ρ(x) =∞,
then any function ρ is upper semicontinuous at x by definition, so assume ρ(x) <∞. In particular,
this means that φ(x) < ∞ and that ψ(x) > 0. Now, fix y > ρ(x) = φ(x)/ψ(x). By the upper
semicontinuity of φ, find a neighborhood U1 of x on which φ(·) is at most φ(x) + ǫ (with ǫ > 0 to
be chosen later). By the lower semicontinuity of ψ, find a neighborhood U2 of x on which ψ(·) is
at least ψ(x) − ǫ. Setting U := U1 ∩ U2, we see that on U we have ρ(·) ≤ (φ(x) + ǫ)/(ψ(x) − ǫ),
assuming we pick ǫ < ψ(x). We now simply pick ǫ small enough that this expression is less than y,
giving us a neighborhood U of x on which ρ(·) is less than y, as desired.
Finally, we prove (4). As before, we fix x ∈ X. Our goal is to show ρ(x) is lower semicontinuous
in at x. Let y < ρ(x). We seek a neighborhood U of x on which ρ(·) > y. To start with, the
upper semicontinuity of ψ ensures there is a neighborhood U1 of x on which ψ(·) < ψ(x) + ǫ, with
ǫ > 0 arbitrarily small. Now, if φ(x) = ∞, then ρ(x) = ∞. In this case, the lower semicontinuity
of φ ensures there is a neighborhood U2 on which φ(·) is at least z, with z ∈ R is arbitrarily large.
Then in U1 ∩ U2, the value of ρ(·) is also arbitrarily large, and can be made to exceed y ∈ R given
appropriate choices of z and ǫ. Alternatively, if φ(x) < ∞, then there is a neighborhood U2 on
which φ(·) > φ(x)− ǫ. In this case, on U1 ∩ U2 we have ρ(·) > (φ(x)− ǫ)/(ψ(x) + ǫ). By picking ǫ
sufficiently small, we can again get a neighborhood U1 ∩ U2 of x on which ρ(·) > y, meaning that
ρ is lower semicontinuous.
We now state the minimax theorem for the ratio of two positive saddle functions. In the
statement below, it may help to think of R as a set of randomized algorithms, and to think of ∆
as the set of all probability distributions over a finite input set. Further, think of cost(R,µ) as
measuring the cost of the algorithm R when run on µ (for some models, this will depend only on
R and not on µ), and think of score(R,µ) as quantifying the success or bias that the algorithm R
achieves against input distribution µ.
Theorem 2.14 (Minimax theorem for the positive ratio of saddle functions). Let V1 and V2 be
real topological vector spaces. Let R ⊆ V1 be convex, and let ∆ ⊆ V2 be nonempty, convex, and
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compact. Let the function cost : R×∆→ (0,∞] be semicontinuous and saddle, and let the function
score : R×∆→ [0,∞) be such that its negation, − score, is semicontinuous and saddle. Then using
x/0 =∞ for x ∈ (0,∞], we have
inf
R∈R
max
µ∈∆
cost(R,µ)
score(R,µ)
= max
µ∈∆
inf
R∈R
cost(R,µ)
score(R,µ)
,
and the maximums are attained.
Proof. Let α : R × ∆ → (0,∞] be defined by α(R,µ) := cost(R,µ)/ score(R,µ), with x/0 inter-
preted as ∞ for x ∈ (0,∞]. For any fixed µ ∈ ∆, the function α(·, µ) is quasiconvex and lower
semicontinuous by Lemma 2.13. Similarly, for any fixed R ∈ R, the function α(R, ·) is concave and
upper semicontinuous by Lemma 2.13. Hence α is semicontinuous and quasisaddle, and the desired
minimax theorem follows from Theorem 2.11. Furthermore, since ∆ is nonempty and compact, the
supremums are attained as maximums by Lemma 2.9 and Lemma 2.8.
Finally, we will need two extensions of this theorem. First, we will want to allow the denom-
inator to be a function of the form score(R,µ)+, where the + superscript denotes the maximum
of score(R,µ) with 0, and where we only know about saddle properties of score(R,µ), not of
score(R,µ)+. To do this, we need to show such a maximum with 0 preserves the properties we care
about. We have the following lemma, which we prove in Appendix A.
Lemma 2.15. Let V be a real topological vector space, and let X ⊆ V be convex. For a function
ψ : X → R, let ψ+ denote the function ψ+(x) = max{ψ(x), 0}. Then this operation on ψ preserves
convexity, quasiconvexity, quasiconcavity, upper semicontinuity, and lower semicontinuity, but not
concavity.
This lemma is useful, but doesn’t quite give us everything we need, because the operation
ψ+ does not preserve concavity. We will need the following additional lemma, which says that
Lemma 2.13 also works when dividing by ψ+, despite its lack of concavity.
Lemma 2.16. Let V be a real topological vector space, and let X ⊆ V be convex. Let φ : X → [0,∞]
and ψ : X → [−∞,∞) be functions, and define ρ : X → [0,∞] by ρ(x) := φ(x)/ψ(x)+, with r/0
interpreted as ∞ for r ∈ [0,∞]. Then if φ is convex and ψ is concave, ρ is quasiconvex.
Proof. Fix x, y ∈ X and λ ∈ (0, 1). If ψ(x) > 0 and ψ(y) > 0, we have ρ(λx + (1 − λ)y) ≤
max{ρ(x), ρ(y)} using the same argument as in Lemma 2.13. On the other hand, if ψ(x) ≤ 0 or
ψ(y) ≤ 0, then we have max{ρ(x), ρ(y)} =∞, and the inequality ρ(λx+(1−λ)y) ≤ max{ρ(x), ρ(y)}
trivially holds.
The second extension we will need in our final minimax theorem is to the case where the
numerator is allowed to be 0. Unfortunately, as we can see from the statement of Lemma 2.13, the
ratio does not preserve lower semicontinuity in this setting. We will need to impose some additional
conditions on the cost and score functions, particularly with regard to their behavior around 0.
Definition 2.17. We say that cost : R×∆→ [0,∞] and score: R×∆→ [−∞,∞) are well-behaved
if the following conditions hold:
1. (Finite cost and score can be achieved.) For each µ ∈ ∆, there is some R ∈ R such that
cost(R,µ) > 0, cost(R,µ) <∞, and score(R,µ) > 0.
2. (A zero-cost algorithm has zero cost regardless of the input.) For each R ∈ R, either
cost(R,µ) = 0 for all µ ∈ ∆, or else cost(R,µ) > 0 for all µ ∈ ∆.
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3. (Mixing a zero-cost algorithm with a nonzero-cost algorithm gives a nonzero-cost algorithm.)
For each µ ∈ ∆, if R,R′ ∈ R are such that cost(R,µ) = 0 and cost(R′, µ) > 0, then
cost(λR + (1− λ)R′, µ) > 0 for all λ ∈ (0, 1).
Finally, we are ready for our main workhorse minimax theorem.
Theorem 2.18. Let V be a real topological vector space, and let R ⊆ V be convex. Let S be a
nonempty finite set, and let ∆ be the set of all probability distributions over S, viewed as a subset
of R|S|. Let cost : R×∆→ [0,∞] be semicontinuous and saddle, and let score : R×∆→ [−∞,∞)
be such that its negation, − score, is semicontinuous and saddle. Suppose cost and score are well-
behaved. Then using the convension r/0 =∞ for all r ∈ [0,∞], we have
inf
R∈R
max
µ∈∆
cost(R,µ)
score(R,µ)+
= max
µ∈∆
inf
R∈R
cost(R,µ)
score(R,µ)+
.
Moreover, if cost(R, ·) and score(R, ·) are both linear in µ for each R ∈ R, then
inf
R∈R
max
x∈S
cost(R,x)
score(R,x)+
= max
µ∈∆
inf
R∈R
cost(R,µ)
score(R,µ)+
.
Further, all of the above maximums are attained.
Proof. First, note that if S = {x1, x2, . . . , x|S|}, then we can view ∆ as the convex hull of the set
{e1, e2, . . . , e|S|} ⊆ R|S|, where the ei are the unit vectors ei = (0, 0, . . . , 0, 1, 0, 0, . . . , 0) with the 1
at position i. Hence ∆ is convex. It is also closed and bounded, making it compact. We identify ei
with xi, so that ∆ = Conv(S).
Note that since each R ∈ R has either cost 0 for all µ or cost greater than 0 for all µ, we can define
the set R′ ⊆ R of R with nonzero cost. Now, on R′, the function α(R,µ) = cost(R,µ)/ score(R,µ)+
is semicontinuous and quasisaddle by Lemma 2.13 together with Lemma 2.16 and Lemma 2.15.
Additionally, ∆ is nonempty, convex, and compact. Thus by Theorem 2.11, we know that
inf
R∈R′
max
µ∈∆
cost(R,µ)
score(R,µ)+
= max
µ∈∆
inf
R∈R′
cost(R,µ)
score(R,µ)+
,
with the maximums attained.
What we want to show is this statement with the infimums over R instead of R′. The inf-sup
is always at least the sup-inf for every function, so we need only show that the sup-inf is at least
the inf-sup. Moreover, since expanding the domain can only decrease the infimum, we know that
max
µ∈∆
inf
R∈R′
cost(R,µ)
score(R,µ)+
= inf
R∈R′
max
µ∈∆
cost(R,µ)
score(R,µ)+
≥ inf
R∈R
max
µ∈∆
cost(R,µ)
score(R,µ)+
,
where the rightmost maximum is attained by virtue of the fact that we know it is attained when
R ∈ R′, and if R ∈ R \ R′, then cost(R,µ)/ score(R,µ)+ is either 0 or ∞ for all µ. Thus we only
need to show that the max-inf over R is at least the max-inf over R′, and that the former maximum
is attained.
To see this, let µ ∈ ∆ be the maximizing µ for the expression
max
µ∈∆
inf
R∈R′
cost(R,µ)
score(R,µ)+
.
Suppose by contradiction that there was some Rˆ ∈ R \ R′ such that
cost(Rˆ, µ)
score(Rˆ, µ)+
< inf
R∈R′
cost(R,µ)
score(R,µ)+
.
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Since Rˆ ∈ R \ R′, we must have cost(Rˆ, µ) = 0. Since 0/ score(Rˆ, µ)+ is less than something,
and since we’re interpreting 0/0 = ∞, we must have score(Rˆ, µ) > 0, so that 0/ score(Rˆ, µ)+ = 0.
We wish to show that infR∈R′ cost(R,µ)/ score(R,µ)
+ = 0. To this end, pick ǫ > 0. We will
find R ∈ R′ such that cost(R,µ)/ score(R,µ)+ < ǫ. The idea is to pick some R′ ∈ R′ such that
cost(R′, µ) < ∞ and score(R′, µ) > 0, as guaranteed by the well-behaved condition on cost and
score. Then set R := λR′+ (1− λ)Rˆ, with λ > 0 extremely small. Now, the well-behaved property
of cost says that cost(R,µ) > 0, so R ∈ R′. By convexity, we also have cost(R,µ) = cost(λR′+(1−
λ)Rˆ, µ) ≤ λ cost(R′, µ) + (1 − λ) cost(Rˆ, µ) = λ cost(R′, µ), and by the concavity of score(·, µ), we
have score(R,µ) = score(λR′+(1−λ)Rˆ, µ) ≥ λ score(R′, µ)+(1−λ) score(Rˆ, µ) ≥ (1/2) score(Rˆ, µ),
assuming λ ≤ 1/2.
This means that score(R,µ) and score(Rˆ, µ) are both positive, and cost(R,µ)/ score(R,µ) ≤
2λ cost(Rˆ, µ)/ score(Rˆ, µ). Since cost(Rˆ, µ) < ∞, setting λ > 0 to be small causes the ratio
cost(R,µ)/ score(R,µ)+ to be arbitrarily close to 0, as desired. It follows that there exists µ ∈ ∆
such that
inf
R∈R
cost(R,µ)
score(R,µ)
≥ inf
R∈R
max
µ′∈∆
cost(R,µ′)
score(R,µ′)
,
and since the inf-max is always at least the max-inf, there does not exist a µ for which the left
hand infimum is any larger; thus we get the desired result and the maximum is attained.
Finally, suppose that cost(R, ·) and score(R, ·) are linear for each R ∈ R. In that case, cost(R, ·)
is convex and score(R, ·) is concave, which means that cost(R, ·)/ score(R, ·)+ is quasiconvex on ∆
by Lemma 2.16. Then Lemma 2.10 implies that the maximum over µ ∈ Conv(S) is attained at a
point in S. Moreover, if R ∈ R \ R′, then the maximum over µ ∈ ∆ evaluates to either 0 or ∞. If
it is 0, then it is clearly also attained in S. If it is ∞, it means some µ ∈ ∆ has score(R,µ) ≤ 0;
the concavity of score(R, ·) then gives us some x ∈ S such that score(R,x) ≤ score(R,µ), meaning
there is a point x ∈ S on which score(R,x)+ = 0 and cost(R,x)/ score(R,x)+ =∞, as desired.
Theorem 2.18 is the main tool we will use to prove minimax theorems for algorithmic models.
We will usually apply it in a setting where R is a set of algorithms, S is a finite input set, ∆ is a set
of distributions over the inputs, cost(R,µ) is a cost measure for the performance of an algorithm
against a distribution, and score(R,µ) is some kind of success measure. We will sometimes choose
score(R,µ) = bias(R,µ), where bias(R,µ) is the bias R makes against distribution µ.
We will generally combine Theorem 2.18 with an amplification theorem; such a theorem will
turn the left hand side infRmaxx cost(R,x)/ score(R,x) into something more familiar, such as
infRmaxx cost(R,x) where the infimum is restricted to algorithms R which achieve at least constant
bias (i.e. bounded error) on each input. With such an amplification theorem, the minimax result
will guarantee the existence of a hard distribution µ against which cost(R,µ)/ score(R,µ) is large
for all R; this means µ is hard to solve even to small bias.
While the above strategy works for models that can be amplified linearly in the bias (going from
bias γ to constant bias using O(1/γ) overhead), such as quantum query complexity, for randomized
algorithms the situation is more complicated. For randomized algorithms, we may instinctively
want to use something like score(R,µ) = bias(R,µ)2, but this does not work as it does not satisfy
the right saddle properties. Instead, we introduce a new way of evaluating the success of randomized
algorithms, called scoring rules. Evaluation via scoring rules ends up being the “correct” way to
measure the success of a randomized algorithm, and has more elegant properties than simply the
bias. It is also highly intuitive: to evaluate the success of an algorithm, we require it to give a
confidence prediction for whether the output is 0 or 1, and then we score the prediction using a
scoring rule which incentivizes honesty (that is, such a scoring rule causes a Bayesian agent who
wishes to maximize her expected score to output her true subjective probability).
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3 Forecasting algorithms
In this section we introduce the notion of forecasting algorithms, which output not just a {0, 1} guess
at the function value but also a confidence parameter q ∈ [0, 1] for that prediction. These algorithms
will be scored using a scoring rule, which rewards them 1 point for a correct prediction made with
perfect confidence, and 0 points for a confidence of 1/2. As we will see, normal algorithms can
be converted into forecasting algorithms and vice versa, and the expected score of the forecasting
version can often be related to the bias of the algorithm in its regular (discrete outputs) form.
3.1 Scoring rules
Definition 3.1 (Scoring rule). A scoring rule is a function s : [0, 1] → [−∞, 1] such that s(1) = 1,
s(1/2) = 0, and s(·) is increasing over [0, 1]. We say a scoring rule is proper if for each p ∈ (0, 1),
the expression ps(q) + (1− p)s(1− q) is uniquely maximized at q = p.
Generally, if a forecasting algorithm outputs q ∈ [0, 1], we will interpret it as assigning confidence
q to the output 1 and confidence 1 − q to the output 0; we give it score s(q) it the right answer
was 1, and score s(1 − q) if the right answer was 0. A proper scoring rule is therefore a scoring
rule that incentivizes the algorithm to output q = p in the case where the right answer is sampled
from Bernoulli(p). In other words, a proper scoring rule is one that incentivizes a Bayesian agent
to output her true subjective probability for the outcome being 1.
Definition 3.2. We define the following scoring rules.
1. hs(q) := 1−
√
1−q
q
2. Brier(q) := 1− 4(1 − q)2
3. bias(q) := 1− 2(1− q)
4. ls(q) := 1− log(1/q).
We note that Brier(·) and ls(·) are known as the Brier scoring rule and logarithmic scoring
rule, respectively, and are well-known in the literature. The Brier scoring rule is useful because it
is a proper scoring rule which is bounded (that is, s(q) ∈ [−3, 1] for all q ∈ [0, 1], instead of s(·)
diverging to −∞ at 0). The logarithmic scoring rule has an information-theoretic interpretation,
with the algorithm essentially starting at score 1 and losing an amount of score depending on its
“surprisal” at the correct outcome.
The scoring rule bias(·) is not proper, but as we will see, it is closely related to the bias an
algorithm will make. Finally, the scoring rule hs(·) will be the most useful of the bunch for our
purposes. Despite not having any intuitive interpretation and not being bounded, it is an incredibly
convenient scoring rule due to the fact that it can be amplified, as we will see. We are not sure
if hs(·) has been previously introduced in the literature, nor do we know whether its amplification
property has been previously noticed.
Lemma 3.3. hs, Brier, and ls are proper scoring rules. bias is a scoring rule which is not proper.
This lemma can be proven using elementary calculus, and we do so in Appendix B.
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3.2 Distance measures
Fascinatingly, the above scoring rules all correspond to well-known distance measures between
probability distributions. To our knowledge, these correspondences have not previously appeared
in the literature. To describe the correspondence, we first start by defining the following distance
measures.
Definition 3.4. For probability distributions ν0 and ν1 over a finite domain P , define
∆(ν0, ν1) :=
1
2
∑
x∈P
|ν0[x]− ν1[x]| (Total variation)
h2(ν0, ν1) :=
1
2
∑
x∈P
(
√
ν0[x]−
√
ν1[x])
2 (Hellinger)
S2(ν0, ν1) :=
1
2
∑
x∈P
(ν0[x]− ν1[x])2
ν0[x] + ν1[x]
(Symmetrized χ2)
JS(ν0, ν1) :=
1
2
∑
x∈P
ν0[x] log
2ν0[x]
ν0[x] + ν1[x]
+ ν1[x] log
2ν1[x]
ν0[x] + ν1[x]
(Jensen-Shannon).
The above measures give the distance between two probability distributions. We will sometimes
want to have an asymmetric distance that is weighted towards one of the two distributions; while
these asymmetric distances look strange at first, they show up naturally in the study of scoring
rules. We extend the above distance measures as follows.
Definition 3.5. Given probability distributions ν0 and ν1 over a finite domain P , as well as a
weight w ∈ [0, 1], set ν = (1 − w)ν0 + wν1. Let R be the random variable over x ∈ P defined by
R(x) := |(1− w)ν0[x]− wν1[x]|/ν[x] for all x ∈ P . Then define
∆(ν0, ν1, w) := E
x←ν
[R]
h2(ν0, ν1, w) := E
x←ν
[1−
√
1−R2]
S2(ν0, ν1, w) := E
x←ν
[R2]
JS(ν0, ν1, w) := E
x←ν
[
1−H
(
1 +R
2
)]
,
where H(α) := α log 1/α + (1− α) log 1/(1 − α) is the binary entropy function.
It’s not hard to see that when w = 1/2, the expressions in Definition 3.5 equal the ones in
Definition 3.4. Perhaps surprisingly, the distance measures h2, S2, and JS are all related to each
other by a constant factor.
Lemma 3.6 (Relations between distance measures). When applied to fixed ν0, ν1, and w, the
distance measures satisfy
S2
2
≤ 1−
√
1− S2 ≤ h2 ≤ JS ≤ S2
as well as
∆2 ≤ S2 ≤ ∆.
We also have JS ≤ h2 / ln 2 and S2 ≤ (ln 4) JS.
While these relationships are certainly known in the literature, it is hard to chase down good
citations (though see [Top00, MCAL17] for parts of this result); in any case, we prove Lemma 3.6
in Appendix B.
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3.3 The highest achievable expected score is a distance measure
Consider the following problem: suppose distributions ν0 and ν1 are known (for example, perhaps
they are the distributions of the transcript of a fixed randomized algorithm when run on a known
0-distribution and a known 1-distribution, respectively). Further, suppose a Bernoulli(w) process
generates a bit b ∈ {0, 1}, and then a sample x ← µb is provided. We assume the parameter w is
known. What is the best algorithm for predicting b given x, assuming you wish to maximize the
expected score according to one of the scoring rules hs(·),Brier(·), ls(·),bias(·)? It turns out that
best attainable expected score is exactly the distance between ν0 and ν1 according to the distance
measures h2,S2, JS,∆, respectively. To prove this, we introduce the following definitions.
Definition 3.7. For a scoring rule s : [0, 1] → [−∞, 1], we define s1(p) := s(p) and s0(p) := s(1−p).
This way, if a forecasting algorithm outputs p and the real outcome is b, the score of this prediction
will be sb(p).
Definition 3.8 (Expected score notation). Let S be a finite set, and let φ : S → [0, 1] be a function
representing predictions. Let ν be a distribution over S, let P (x) be a Boolean-valued random
variable for each x ∈ S representing the correct outcome, and let s : [0, 1] → [−∞, 1] be a scoring
rule. The expected score of φ, denoted scores(φ, ν, P ), is defined as
scores(φ, ν, P ) := Ex←νEb←P (x)[sb(φ(x))].
In these expectations, if a value of ∞ or −∞ occurs with probability 0, we set 0 · ∞ := 0.
We can also extend the score notation to the case where φ(x) outputs a probability distribution
over [0, 1] instead of always outputting a deterministic prediction given the observation x. We won’t
worry about this case for now.
Equipped with these definitions, we are now ready to prove the correspondence between scoring
rules and distance measures.
Lemma 3.9. Let ν0 and ν1 be probability distributions over a finite set S, and let w ∈ [0, 1]. Let
Ms(ν0, ν1, w) be the maximum possible score of for predicting b ← Bernoulli(w) given x ← νb,
where ν0, ν1, and w known. That is, Ms(ν0, ν1, w) is the maximum over choice of φ : S → [0, 1]
of the expression scores(φ, ν, P ), where ν = (1 − w)ν0 + wν1 and P (x) is the posterior probability
distribution of b given prior Bernoulli(w) and observation x← νb. Then
Mbias(ν0, ν1, w) = ∆(ν0, ν1, w)
Mhs(ν0, ν1, w) = h
2(ν0, ν1, w)
MBrier(ν0, ν1, w) = S
2(ν0, ν1, w)
Mls(ν0, ν1, w) = JS(ν0, ν1, w).
Proof. Consider a fixed x ∈ D. The contribution of x to the expected score of φ (with respect
to scoring rule s) is simply (1 − w)ν0[x]s0(φ(x)) + wν1[x]s1(φ(x)) = (1 − w)ν0[x]s(1 − φ(x)) +
wν1[x]s(φ(x)). The total expected score of φ is therefore the sum over x ∈ D of the above expression.
The function φ which maximizes the expected score is simply the one where φ(x) = q, where q
maximizes the expression (1−w)ν0[x]s(1−q)+wν1[x]s(q). Now, the expression we wish to maximize
has the form ν[x] · ((1−p)s(1− q)+ps(q)), where p = wν1[x]/ν[x]. Hence, if s is proper, the unique
maximum occurs at q = p = wν1[x]/ν[x]. This means that for the maximizing φ, the contribution
of each x to the expected score is (1−w)ν0[x]s((1−w)ν0[x]/ν[x])+wν1[x]s(wν1[x]/ν[0]), assuming
s is proper.
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For s ∈ {hs, ls,Brier}, the scoring rule s is indeed proper, meaning that we have a closed
expression for the maximum possible expected score. Setting R[x] := |wν1[x]− (1 − w)ν0[x]|/ν[x],
it’s not hard to check that for hs, the contribution of each x is ν[x](1 −
√
1−R[x]2), for ls, the
contribution of each x is ν[x](1 − H((1 + R[x])/2)), and for Brier, the contribution of each x is
ν[x]R[x]2, as desired.
It remains to deal with s = bias. The contribution of each x is the maximum possible value of
(1−w)ν0[x] bias(1−q)+wν1[x] bias(q) for q ∈ [0, 1]. Since bias(q) = 2q−1, it’s not hard to see that
the maximizing value of q is q = 0 when (1− w)ν0[x] > wν1[x], q = 1 when wν1[x] > (1− w)ν0[x],
and when (1−w)ν0[x] = wν1[x], the contribution of x to the score is 0 regardless of the value of q.
The contribution of x to the maximum score is therefore ν[x]R[x], as desired.
We note that in the statement of Lemma 3.9, we are implicitly assuming that the predictive
algorithms are deterministic: that given x, one is only allowed to output a deterministic prediction
φ(x) ∈ [0, 1] instead of a random choice of prediction. However, it is not hard to see that randomized
algorithms won’t help in this setting, since we are maximizing the expected score, which is a
linear function of the probabilities inside the randomized choice. That is to say, if the randomized
algorithm chooses (on input x) to output a with probability p and b with probability 1 − p, then
the final score of this algorithm will be a linear function of p, and hence the optimal choice of p
will be either 0 or 1. Hence Lemma 3.9 also characterizes the best possible score of a randomized
prediction algorithm with respect to those four scoring rules.
3.4 Linear amplification of hs score
From here on out, we consider only the hs(·) scoring rule (and occasionally bias(·), which will
correspond to the bias of a randomized algorithm). We will sometimes omit the subscript in the
expression scores(φ, ν, P ) when s = hs.
We now proceed to show a few nice properties of the hs scoring rule. First among them is the
amplification property.
Lemma 3.10 (Amplification of hs). Let S be a finite set, and let φ : S → [0, 1] represent a
prediction function. Then for each k ∈ N, there is a function φ(k) : Sk → [0, 1] such that for any
distribution ν over S, we have
scorehs(φ
(k), ν⊗k, 0) ≥ 1− (1− scorehs(φ, ν, 0))k
scorehs(φ
(k), ν⊗k, 1) ≥ 1− (1− scorehs(φ, ν, 1))k .
Furthermore, equality holds except when scorehs(φ, ν, 0) = scorehs(φ, ν, 1) = −∞. Here 0 and 1 are
interpreted as the constant functions 0(x) = 0 and 1(x) = 1.
Proof. We define φ(k)(x1 . . . xk) as follows. First, if it holds that some pair (xi, xj) in the in-
put satisfies φ(xi) = 0 and φ(xj) = 1, we define φ
(k)(x1 . . . xk) := 1/2. Otherwise, we set
φ(k)(x1 . . . xk) :=
(
1 +
∏k
i=1
1−φ(xi)
φ(xi)
)−1
, where we interpret 1/0 = ∞ if it occurs (we need not
interpret ∞ · 0 since that will only occur if φ(xi) = 0 and φ(xj) = 1 for some i and j). Note
that if φ(x) = 0 and φ(x′) = 1 for x, x′ ∈ S that have nonzero weight in ν, then we have
scorehs(φ, ν, 0) = scorehs(φ, ν, 1) = −∞, so the desired inequalities trivially hold. Otherwise, for
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b ∈ {0, 1} we write
scorehs(φ
(k), ν⊗k, b) = Ex1...xk←ν⊗k
1−
√(
φ(k)(x1 . . . xk)
1− φ(k)(x1 . . . xk)
)(−1)b
= 1− Ex1...xk←ν⊗k

√√√√ k∏
i=1
(
φ(xi)
1− φ(xi)
)(−1)b
= 1−
k∏
i=1
Exi←ν
√( φ(xi)
1− φ(xi)
)(−1)b
= 1− (Ex←ν[1− hsb(φ(x))])k
= 1− (1− scorehs(φ, ν, b))k .
Note that equality holds except in the case where scorehs(φ, ν, 0) = scorehs(φ, ν, 1) = −∞.
The following lemma will be convenient when using this amplification theorem. We prove it
in Appendix B.
Lemma 3.11. If x ∈ [0, 1] and k ∈ [1,∞), we have
1
2
min{kx, 1} ≤ 1− (1− x)k ≤ min{kx, 1}.
3.5 Bias and hs score
Another nice property of hs is that it is at most bias.
Lemma 3.12. For all q ∈ [0, 1], we have hs(q) ≤ bias(q).
Proof. Recall that hs(q) = 1 −√(1− q)/q and bias(q) = 1 − 2(1 − q). The desired inequality
clearly holds at q = 0 and q = 1. For q ∈ (0, 1), it suffices to show that 4(1 − q)2 ≤ (1 − q)/q, or
equivalently 4q(1− q) ≤ 1⇔ 1− 4q + 4q2 ≥ 0⇔ (1− 2q)2 ≥ 0, which also clearly holds.
Finally, the last main property of hs that we exploit is that hs scores and biases are quadratically
related. To explain what we mean, start with the following definition of a general algorithm, where
we take care not to put any restriction on the structure of the algorithm but want it to take inputs
and return outputs while incurring some cost.
Definition 3.13. Let S be a finite set, and let ∆ be the set of probability distributions over S.
A general algorithm, which we denote by R, is a pair of functions. The first function is from
∆ to [0,∞], and we denote it by cost(R, ·) : ∆ → ∞, so that cost(R,µ) returns a value in [0,∞]
for µ ∈ ∆. The second function takes inputs from S and returns a random variable supported on
{0, 1}, and we denote it by output(R, ·), so that output(R,x) is a random variable on {0, 1} for
each x ∈ S.
The bias of a general algorithm R on input x ∈ S with respect to function f : S → {0, 1} is
bias(R,x) := 1− 2Pr[output(x) 6= f(x)].
We note that if output(x) has distribution Bernoulli(q), then bias(R,x) = biasf(x)(q), where
the function biasf(x)(q) is defined according to Definition 3.2 and Definition 3.7.
Just like we defined general algorithms, we also define forecasting algorithms, which output
confidences in [0, 1] instead of values in {0, 1}.
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Definition 3.14. Let S be a finite set and let ∆ be the set of all probability distributions over S.
A forecasting algorithm, which we also denote by R, is a pair of functions. The first function is
cost(R, ·) : ∆ → ∞, just like a general algorithm. The second function takes inputs from S and
returns a random variable supported on [0, 1], and we denote it by pred(R, ·), so that pred(R,x) is
a random variable on [0, 1] for each x ∈ S.
The score of a forecasting algorithm R on input x ∈ S with respect to function f : S → {0, 1} and
scoring rule s is scores(R,x) := E[sf(x)(pred(x))]. When s = hs, we omit is and write score(R,x).
The following lemma is key. It says that we can convert any algorithm which achieves bias γ
into a forecasting algorithm which achieves expected score at least γ2/2 under the hs scoring rule;
further, this conversion only manipulates the output of the algorithm, meaning it can be applied
without changing the cost. That is, to turn R into a forecasting algorithm, we only need to run R,
get an output 0 or 1, and then erase the output and write (1− γ)/2 or (1 + γ)/2, respectively.
Moreover, it is possible to convert backward as well! To turn a forecasting algorithm R into a
normal randomized algorithm, run R, take the output q ∈ [0, 1], erase it and write down a sample
from Bernoulli(q) instead. If the original forecasting algorithm achieved expected score η, the new
algorithm will achieve bias at least η. In particular, this lemma tells us that the best expected score
and the best bias that an algorithm can make (under any cost restriction) are always quadratically
related.
Lemma 3.15 (Conversion between regular and forecasting algorithms). A general algorithm R
achieving worst-case bias γ > 0 can be converted into a forecasting algorithm R′ with worst-case
score at least 1 −
√
1− γ2 ≥ γ2/2. This conversion is pointwise: it depends only on changing
a sample from the random variable output(R,x) after receiving it, as well as on the value of the
worst-case bias γ.
Conversely, a forecasting algorithm R with worst-case score η can be converted into a general
algorithm R′ with worst-case bias at least η. This conversion is pointwise: it depends only on
changing a sample from pred(R,x) after receiving it (and not even on the value of η).
Proof. Start with a general algorithm R with worst-case bias γ > 0. On input x, run R to receive
a sample b ∈ {0, 1} from output(R,x). Then output pred(R′, x) = (1 − γ)/2 if b = 0 and output
pred(R′, x) = (1 + γ)/2 if b = 1. It is clear that this R′ was constructed in a pointwise fashion
out of R, depending only on a sample from output(R,x). Now, fix x ∈ S, and let p ∈ [0, 1] be the
probability that output(R,x) gives the right answer. Since R has worst-case bias γ, it has bias at
least γ on x, so p ≥ (1 + γ)/2. The expected score of R′ on x is then
score(R′, x) = p hs((1 + γ)/2) + (1− p) hs((1− γ)/2)
= p− p
√
1− γ
1 + γ
+ (1− p)− (1− p)
√
1 + γ
1− γ
= 1−
√
1 + γ
1− γ + p
(√
1 + γ
1− γ −
√
1− γ
1 + γ
)
≥ 1−
√
1 + γ
1− γ +
1 + γ
2
(√
1 + γ
1− γ −
√
1− γ
1 + γ
)
= 1−
(
1− 1 + γ
2
)√
1 + γ
1− γ −
1
2
√
1− γ2
= 1−
√
1− γ2.
For the other direction, let R be a forecasting algorithm with worst-case score η > 0. On input
x, run R to receive a sample q ∈ [0, 1] from pred(R,x). Then output 1 with probability q and 0
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with probability 1 − q, i.e. output(R′, x) ∼ Bernoulli(q). It is clear that this R′ is constructed in
a pointwise fashion out of R (without even a dependence on η). Now, fix x ∈ S. We know that
η ≤ score(R,x) = E[hsf(x)(pred(R,x))]. Now, we note that hsf(x)(p) ≤ biasf(x)(p) by Lemma 3.12.
Thus we get η ≤ E[biasf(x)(pred(R,x))] = bias(R′, x), as desired.
To demonstrate the power of these lemmas, observe that they imply a well-known amplification
theorem for randomized algorithms, as we show in the lemma below. Note that this lemma does
not refer to scoring rules or forecasting algorithms at all; those only appear as proof techniques.
Lemma 3.16 (informal). A randomized algorithm with bias γ can be amplified to bias 1/2 by
repeating it 2/γ2 times.
Proof. Start with an algorithm making bias γ. Using Lemma 3.15, get a forecasting algorithm
with expected score at least 1 −
√
1− γ2. Using Lemma 3.10, repeating the algorithm k times
increases the expected score on each input x to at least 1 − (1 − γ2)k/2. Using Lemma 3.15, we
get an algorithm with worst-case bias at least 1 − (1 − γ2)k/2. Using Lemma 3.11, this is at least
min{kγ2/4, 1/2}. Picking k ≥ 2/γ2, we get an algorithm with worst-case bias at least 1/2 using
only k repetitions of the original algorithm, as desired.
4 Randomized query and communication complexity
To prove a strong minimax theorem for randomized query complexity, we start by formally defining
forecasting algorithms in the query complexity setting. We will need these forecasting algorithms
as a tool, despite our final statement not referring to them.
Definition 4.1. A deterministic forecasting decision tree (on n ∈ N bits, with finite alphabet Σ) is
a rooted tree on n bits whose internal vertices are labeled by [n], where each internal vertex has |Σ|
children labeled by Σ, and where the leaves are labeled by [0, 1].
A randomized forecasting decision tree (on n ∈ N bits, with finite alphabet Σ) is a probability
distribution over finitely many deterministic forecasting decision trees.
We interpret a randomized forecasting decision tree as a forecasting algorithm in the intuitive
way, where cost(R,x) is the expected height of R on x (the expected height of the leaf of x in
a deterministic forecasting tree sampled from the distribution R), and where pred(R,x) is the
random variable which samples from the leaf label when a random deterministic tree from R is run
on x. Note that since we restrict to distributions with finite support, we do not need to invoke
measure theory or integrals in interpreting these probabilities and expectations, even though there
are uncountably many deterministic forecasting decision trees.
We extend cost(R, ·) to the set ∆ of probability distributions over S by writing cost(R,µ) =
Ex←µ[cost(R,x)], and similarly for score(R,µ) = Ex←µ[score(R,x)]. We now show a minimax
theorem for the ratio of cost to score+ for forecasting randomized algorithms. This minimax
theorem will form the base of our final result: we will convert the left hand side to R(f), and
convert the right hand side to some desirable properties of a hard distribution µ.
Theorem 4.2. Let n ∈ N, let Σ be a finite alphabet, let S ⊆ Σn, and let f : S → {0, 1}. Let R be
the set of all randomized forecasting decision trees on n bits with alphabet Σ. Let ∆ be the set of
probability distributions over S. Then
inf
R∈R
max
x∈S
cost(R,x)
score(R,x)+
= max
µ∈∆
inf
R∈R
cost(R,µ)
score(R,µ)+
,
and the maximums are attained.
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Proof. We use Theorem 2.18. All we need to do is verify that the conditions of the theorem hold.
Our first task will be to deal with the strange set R; we wish to turn it into a convex subset of
a real topological vector space. To do so, we define the vector vR ∈ R2|S| for each R ∈ R by
vR[x, 1] = cost(R,x) and vR[x, 2] = score(R,x), and consider the set V = { vR : R ∈ R}. For a
vector v ∈ V , we define cost(v, x) = v[x, 1] and score(v, x) = v[x, 2], and we extend these definitions
to cost(v, µ) and score(v, µ) by taking expectations over µ. Then it is clear that optimizing some
function of cost(R,µ) and score(R,µ) over R is the same as optimizing the corresponding function
of cost(v, µ) and score(v, µ) over V . Hence it suffices to show that
inf
v∈V
max
x∈S
cost(v, x)
score(v, x)+
= max
µ∈∆
inf
v∈V
cost(v, µ)
score(v, µ)+
,
with the maximums attained.
To do so, we first note that V ⊆ R2|S| is convex. This is because if v1, v2 ∈ V and λ ∈ (0, 1), we
know there are algorithms R1, R2 ∈ R such that v1 = vR1 and v2 = vR2 , and then the algorithm
λR1 + (1− λ)R2 (which mixes the distributions R1 and R2 over deterministic forecasting decision
trees) is a valid member of R. Then we have vλR1+(1−λ)R2 [x, 1] = cost(λR1 + (1 − λ)R2, x) =
λ cost(R1, x) + (1−λ) cost(R2, x) = λvR1 [x, 1] + (1− λ)vR2 [x, 2], and similarly vλR1+(1−λ)R2 [x, 2] =
λvR1 [x, 2] + (1− λ)vR2 [x, 2], so vλR1+(1−λ)R2 = λvR1 + (1− λ)vR2 .
Next, we note that cost(v, ·) and score(v, ·) are linear functions of µ; this is because they are
defined as expectations over µ. Further, observe that cost(·, µ) and score(·, µ) are linear in v. It is
also clear that cost(v, µ) and score(v, µ) are continuous in both v and µ.
It remains to check that cost and score are well-behaved. First, note that there is always an
algorithm which queries all the bits and outputs the right answer f(x) with perfect confidence. Such
an algorithm R has cost(vR, µ) = n and score(vR, µ) = 1 for all µ, so finite costs and scores are
attainable. Next, note that if R is such that cost(vR, µ) = 0 for any µ, then R must make no queries
when run on µ. This means R makes no queries when run on any input, so cost(vR, µ
′) = 0 for all
µ′ ∈ ∆. Finally, note that cost(·, µ) is linear for each µ, so if cost(v, µ) = 0 and cost(v′, µ) > 0, we
necessarily have cost(λv+(1−λ)v′, µ) > 0 for λ ∈ (0, 1). Hence all the conditions of Theorem 2.18
are satisfied, and the desired result follows.
Our next task will be to convert the left hand side of the above equation into R(f). The
following simple lemma will come in useful.
Lemma 4.3. If A is a random variable with mean a taking values in [0,M ], then the variance of
A is at most aM .
Proof. Scale A down to A/M , which lies in [0, 1] with mean a/M . Then the variance of A is M2
times that of A/M , so it suffices to upper bound the latter. This variance is E[(A/M)2]−E[A/M ]2 ≤
E[(A/M)2] ≤ E[A/M ] = a/M .
Theorem 4.4. Using the notation of Theorem 4.2, we have
inf
R∈R
max
x∈S
cost(R,x)
score(R,x)+
≥ R(f)
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.
To prove this theorem, the idea is to take R from the left hand side, amplify the score of R up
to a constant (using the fact that score amplifies linearly), and then convert the constant score to
constant bias (and hence constant error), getting an upper bound on R(f). This is slightly tricky,
because the amount we need to amplify by may depend on the input x; for some x, both cost(R,x)
and score(R,x) may be small, while for other x they are both large. Unfortunately, we do not have
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access to score(R,x) when we receive input x. Instead, in order to amplify by approximately the
correct amount, we estimate cost(R,x) (by repeatedly running R on x and observing the number
of queries), and we use this cost estimate to decide the amount of amplification needed.
Proof. Let Y ∗ be the optimal value of the left hand side, and let R be an algorithm such that
maxx∈S cost(R,x)/ score(R,x)
+ = Y , where Y is arbitrarily close to Y ∗ (and Y ≥ Y ∗). Then in
particular, score(R,x) > 0 for all x ∈ S, and for each x ∈ S we have cost(R,x)/ score(R,x) ≤ Y .
Let R′ be a modification of R where we cut off each decision tree in the support of R after 2Y
queries, and return 1/2 in case of a cutoff (ensuring we get a score of 0 for that branch). Note that
by Markov’s inequality, the probability of encountering a cutoff branch on input x to R′ is at most
cost(R,x)/2Y ≤ Y score(R,x)/2Y = score(R,x)/2. Since each non-cut-off leaf can contribute at
most 1 to the score (as the maximum of hs(·) is 1), and since the score at a cutoff is 0, the decrease
in score when going from R to R′ is at most the probability of encountering a cutoff. It follows
that score(R′, x) ≥ score(R,x)− score(R,x)/2 = score(R,x)/2 for all x ∈ S.
Next, we describe a randomized forecasting algorithm R′′. The algorithm R′′ runs R′ on x until
the number of queries made reaches 10Y . Let L be the number of runs of R′ on x it takes to reach
10Y queries. Then R′′ runs R′ on x an additional L times, and uses those new runs to amplify the
score, achieving score 1− (1− score(R′, x))L. We wish to prove this score is at least a constant and
that the total number of queries is only O(Y ).
First, we bound the expectation of L, the random variable for the number of runs of R′ on x
it takes to reach 10Y queries. Let Xi be i.i.d. random variables each representing the number of
queries in a single run of R′ on x (so each Xi is supported on {0, 1, . . . , 2Y }). Consider the total
number of queries made until the cutoff is reached; this is
∑L
i=1Xi. Let Ii be the Boolean random
variable which is 0 if L < i and 1 if L ≥ i. Then ∑Li=1Xi = ∑∞i=1XiIi. Note that the value of∑L
i=1Xi is always at most 10Y +2Y , because after the threshold 10Y is reached, less than one full
run of R′ on x will happen (using at most 2Y queries). Hence2
12Y > E
[
L∑
i=1
Xi
]
= E
[
∞∑
i=1
XiIi
]
=
∞∑
i=1
E [XiIi]
=
∞∑
i=1
Pr[Ii = 0]E[XiIi|Ii = 0] + Pr[Ii = 1]E[XiIi|Ii = 1]
=
∞∑
i=1
Pr[L ≥ i]E[Xi]
= cost(R′, x)E[L].
It follows that E[L] < 12Y/ cost(R′, x). This means the total expected number of queries R′′ makes
is at most 12Y for getting the estimate L, plus cost(R′, x) · E[L] < 12Y for amplifying the score,
for a total of fewer than 24Y expected queries.
To bound the expected score, we start by ensuring L is not too small except with small prob-
ability. Note that for a constant T , we have Pr[L ≤ T ] = Pr[∑Ti=1Xi ≥ bY ]. The sum ∑Ti=1Xi
has expectation T cost(R′, x) and has variance T times the variance of one Xi; since Xi is bounded
above by 2Y , Lemma 4.3 tells us the variance of Xi is at most 2Y cost(R
′, x), so the variance of
2The equality E
[∑L
i=1 Xi
]
= E[X1]E[L], which we rederive here, is known as Wald’s equation.
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the sum is at most 2TY cost(R′, x). We use Chebyshev’s inequality, writing
Pr[L ≤ T ] = Pr
[
T∑
i=1
Xi ≥ 10R(f)
]
= Pr
[
T∑
i=1
Xi − T cost(R′, x) ≥ 10Y − T cost(R′, x)
]
≤ 2TY cost(R
′, x)
(10Y − T cost(R′, x))2 ,
which holds assuming T ≤ 10Y/ cost(R′, x). In particular, if T = 2Y/ cost(R′, x), then Pr[L ≤ T ] ≤
1/16.
Now, note that conditioned on L = ℓ, the expected score in the second round of R′′ is at least
1− (1− score(R′, x))ℓ. This is increasing in ℓ; hence, conditioned on L > T , the expected score of
R′′ on x is greater than 1− (1− score(R′, x))T . Conditioned on L ≤ T , we still have the expected
score be at least 0, since it is at least 0 for every fixed ℓ. Hence the final expected score of R′′ on
x is greater than (1 − (1 − score(R′, x))T )(1 − Pr[L ≤ T ]) ≥ 1 − (1 − score(R′, x))T − Pr[L ≤ T ].
Picking T = 2Y/ cost(R′, x), we get
score(R′′, x) > 1− (1− score(R′, x))2Y/ cost(R′,x) − 1/16
≥ 1
2
min
{
1, 2Y
score(R′, x)
cost(R′, x)
}
− 1/16
≥ 1
2
min
{
1,
score(R,x)Y
cost(R,x)
}
− 1/16
≥ 1
2
− 1
16
=
7
16
.
This algorithm R′′ makes fewer than 24Y expected queries. We cut if off after 240Y queries,
outputting prediction 1/2 (getting score 0) in case of a cutoff; this gives an algorithm R′′′ whose
worst-case number of queries is 240Y , and whose expected score on each x ∈ D is at least 7/16 −
1/10 ≥ 1/3. Using Lemma 3.15, we can view R′′′ as a randomized algorithm computing f(x) with
worst-case bias at least 1/3, and hence worst-case error at most 1/3. This means that R(f) ≤ 240Y .
Since we can pick Y arbitrarily close to Y ∗, we also get that R(f) is at most the infimum of 240Y
over feasible choices of Y , which is 240Y ∗, and the desired result follows.
Our next task is to show that the max-inf side of Theorem 4.2 gives us a distribution µ against
which it is hard to tell apart 0-inputs from 1-inputs, in terms of the achievable squared-Hellinger
distance between the distributions of the transcript on the 0- and 1-inputs. The following lemma
will come in useful. We prove it in Appendix B.
Lemma 4.5 (Hellinger distance of disjoint mixtures). Let µ be a distribution over a finite support
A, and for each a ∈ A, let νa0 and νa1 be two distributions over a finite support Sa. Let νµ0 and νµ1
denote the mixture distributions where a ← µ is sampled, and then a sample is produced from νa0
or νa1 respectively. Assume the sets Sa are disjoint for all a ∈ A. Then
h2(νµ0 , ν
µ
1 ) = Ea←µ[h
2(νa0 , ν
a
1 )].
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Theorem 4.6. Let n ∈ N, let Σ be a finite alphabet, let S ⊆ Σn, and let f : S → {0, 1} be a
non-constant function. Then there exist distributions µ0 on f
−1(0) and µ1 on f
−1(1) such that for
all randomized query algorithms R,
cost(R,µ)
h2(tran(R,µ0), tran(R,µ1))
≥ R(f)
240
.
Here µ = (µ0 + µ1)/2, and we interpret r/0 =∞ for r ∈ [0,∞).
Proof. Using Theorem 4.2 and Theorem 4.4, we get a distribution µ on S such that for all random-
ized forecasting algorithms R, we have cost(R,µ)/ score(R,µ)+ ≥ R(f)/240. Note that it must be
the case that an algorithm R which makes no queries must have score(R,µ) ≤ 0; this is because
we have R(f) ≥ 1 (since f is non-constant), and if there was an algorithm with cost 0 achieving
positive score, we’d have cost(R,µ)/ score(R,µ)+ = 0, giving a contradiction. Therefore, it must be
the case that µ places equal weight on 0 and 1 inputs, because otherwise a 0-cost algorithm could
indeed predict f(x) with positive bias (and hence positive score by Lemma 3.15) against µ. We set
µ0 to be the conditional distribution of µ on the 0-inputs of f , and set µ1 to be the conditional
distribution of µ on the 1-inputs of f .
Next, we simplify the expression
inf
R
cost(R,µ)
h2(tran(R,µ0), tran(R,µ1))
.
Note that both the numenator and the denominator do not depend on the leaf labels, only on
the queries of the randomized decision trees. We can therefore view the set of all randomized
query algorithms R as the convex hull of the set of all deterministic decision trees with no leaf
labels. Now, note that cost(R,µ) and h2(tran(R,µ0), tran(R,µ1)) are both linear functions of (the
probability vector of) R; for the latter, this is due to Lemma 4.5. Then by Lemma 2.12, the
ratio is quasiconcave in R, and by Lemma 2.10, the infimum of this ratio over randomized query
algorithms R is equal to the minimum over deterministic query algorithms A. Therefore, it suffices
to show that for each deterministic query algorithm A making a non-zero number of queries, we
have cost(A,µ)/h2(tran(A,µ0), tran(A,µ1)) ≥ R(f)/240.
Fix such A. We assume its leaves are not labeled. By Lemma 3.9, we can label the leaves of A
such that score(A,µ) = h2(tran(A,µ0), tran(A,µ1)). This labeling does not affect the cost. Then
cost(A,µ)
h2(tran(A,µ0), tran(A,µ1))
=
cost(A,µ)
score(A,µ)+
≥ R(f)
240
,
as desired.
Finally, we strengthen this to a lower bound for the minimum of cost(R,µ0) and cost(R,µ1),
instead of for their average cost(R,µ).
Theorem 4.7. Let n ∈ N, let Σ be a finite alphabet, let S ⊆ Σn, and let f : S → {0, 1} be a
non-constant function. Then there exist distributions µ0 on f
−1(0) and µ1 on f
−1(1) such that for
all randomized query algorithms R,
min{cost(R,µ0), cost(R,µ1)}
h2(tran(R,µ0), tran(R,µ1))
≥ R(f)
3000
,
where we interpret r/0 =∞ for r ∈ [0,∞).
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Proof. We use µ0 and µ1 from Theorem 4.6. Note that
inf
R
min{cost(R,µ0), cost(R,µ1)}
h2(tran(R,µ0), tran(R,µ1))
= inf
R,b∈{0,1}
cost(R,µb)
h2(tran(R,µ0), tran(R,µ1))
= min
b∈{0,1}
inf
R
cost(R,µb)
h2(tran(R,µ0), tran(R,µ1))
.
By the same argument as in the proof of Theorem 4.6, this last infimum over R is equal to the
infimum over deterministic unlabeled decision trees D with height at least 1.
Let D be such an algorithm. By Theorem 4.6, it suffices to show that
min{cost(D,µ0), cost(D,µ1)}
h2(tran(D,µ0), tran(D,µ1))
≥ (1/c)min
D′
cost(D′, µ)
h2(tran(D′, µ0), tran(D′, µ1))
,
where µ = (µ0 + µ1)/2. By Lemma 3.9, we can label the leaves of D so that we have the property
h2(tran(D,µ0), tran(D,µ1)) = score(D,µ), and similarly for D
′. The desired inequality is trivial
when score(D,µ) = 0 (since the ratio is then ∞), so suppose score(D,µ) > 0. We wish to show
min{cost(D,µ0), cost(D,µ1)}
score(D,µ)
≥ (1/c)min
D′
cost(D′, µ)
score(D′, µ)
.
In other words, we wish to show that there exists a deterministic forecasting algorithm D′ such
that cost(D′, µ)/ score(D′, µ) ≤ c cost(D,µb)/ score(D,µ), regardless of whether b = 0 or b = 1.
We construct D′ such that cost(D′, µ)/ score(D′, µ) ≤ c cost(D,µb)/ score(D,µ). The idea is to
start with D, and then cut off the branches that are much more likely under µ1−b than under µb.
That is, for a vertex v of D, let µ0[v] denote the probability that v is reached when D is run on
an input from µb, and define µ1−b[v] similarly. Recall that the leaves of D are labeled according
to the strategy that achieves score(D,µ) = h2(tran(D,µ0), tran(D,µ1)), which, by Lemma 3.9, is
such that at a leaf v, the algorithm D outputs µ1[v]/2µ[v].
Pick a constant a ∈ (1/2, 1), and let D′ be the algorithm which cuts off D the first time it enters
a vertex for which µ1−b[v]/2µ[v] ≥ a, and outputs a (if b = 0) or 1−a (if b = 1) instead of continuing
to run D. Let V be the set of all vertices which cause such a cutoff; note that no vertex in V is a
descendant of another vertex in V . For v ∈ V , let µv be the distribution µ conditioned on reaching
v, and similarly define µv0 and µ
v
1. Let µ
∗ be the distribution µ conditioned on reaching none of the
vertices in V , and similarly define µ∗0 and µ
∗
1. Since we are dealing with a deterministic decision
tree, all the distributions µv0 and µ
v
1 have disjoint supports for all the different v ∈ V , and they’re
also disjoint from µ∗0 and µ
∗
1; indeed, µ is a disjoint mixture of all different distributions. It follows
that score(D,µ) is a mixture of terms score(D,µv) and of score(D,µ∗). The score score(D′, µ) of
the algorithm D′ is also such a mixture.
Now, note that score(D,µv) ≤ 1, and that score(D′, µv) = Ex←µv [hsf(x)(a)] if b = 0 and
score(D′, µv) = Ex←µv [hsf(x)(1− a)] if b = 1. This means
score(D′, µv) =
µb[v]
2µ[v]
hs(1− a) + µ1−b[v]
2µ[v]
hs(a) = (1− p) hs(1− a) + p hs(a)
= 1− (1− p)
√
a/(1− a)− p
√
(1− a)/a,
where p = µ1−b[v]/2µ[v] ≥ a. Since a > 1/2, this is increasing in p, so we have score(D′, µv) ≥
1 − 2
√
a(1− a), and hence score(D′, µv) ≥ (1 − 2
√
a(1− a)) score(D,µv). It also holds that
score(D′, µ∗) = score(D,µ∗) ≥ (1 − 2
√
a(1− a)) score(D,µ∗). Since score(D,µ) and score(D′, µ)
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are matching mixtures of score(D,µv) and score(D′, µv) respectively, it follows that score(D′, µ) ≥
(1− 2√a(1− a) score(D,µ).
We now analyze the cost of D′. Note that cost(D′, µ) = (1/2) cost(D′, µb)+(1/2) cost(D
′, µ1−b);
we clearly have cost(D′, µb) ≤ cost(D,µb), so it suffices to upper bound cost(D′, µ1−b). This is the
expected height of a leaf D′ reaches when run on µ1−b, which is a mixture of cost(D
′, µ∗1−b) and
cost(D′, µv1−b). Now, note that a leaf u reached by cost(D
′, µ∗1−b) must have µ1−b[u]/2µ[u] < a, or
µb[u] < (1− a)/a · µ1−b[u]. It follows that
cost(D′, µ∗1−b) ≤ (1− a)/a · cost(D′, µ∗b) = (1− a)/a · cost(D,µ∗b).
Similarly, for each v ∈ V , the parent u of v satisfies µ1−b[u]/2µ[u] < a, meaning that µb[u] >
(1 − a)/a · µ1−b[u]; note that since this parent u of v is not a leaf, conditioned on reaching u the
height of the path will always be at least the height of v (one more than the height of u); since
cost(B,µv1−b) is exactly the height of v, we necessarily have
cost(D,µvb ) ≥ cost(D′, µvb ) ≥ (1− a)/a · cost(D′, µv1−b).
We conclude that cost(D′, µ1−b) ≤ a1−a cost(D,µb), and hence
cost(D′, µ) ≤
(
1
2
+
a
2(1− a)
)
cost(D,µb) =
cost(D,µb)
2(1− a) .
We therefore have
cost(D′, µ)
score(D′, µ)
≤ 1
2(1− a)(1 − 2√a(1− a)) cost(D,µb)score(D,µ) .
Finally, optimizing a, we pick a = (2 +
√
2)/4 to get
cost(D′, µ)
score(D′, µ)
≤ (6 + 4
√
2)
cost(D,µb)
score(D,µ)
,
from which the desired result follows.
Corollary 4.8. Let n ∈ N, let Σ be a finite alphabet, let S ⊆ Σn, and let f : S → {0, 1} be a
function. Then there exists a distribution µ on S such that for all γ ∈ [0, 1],
Rµγ˙ (f) ≥
γ2R(f)
500
.
Here γ˙ = (1 − γ)/2 and Rµǫ (f) denotes the average cost (against µ) of a randomized algorithm
achieving error at most ǫ (against µ) for solving f .
Proof. If f is constant, then R(f) = 0 and the desired bound trivially follows. Therefore, assume
f is not constant. We use the distribution µ from Theorem 4.6. Let R be a randomized algorithm
which achieves bias γ against µ. Then using Lemma 3.15, we can convert R into a forecasting
algorithm R′ which achieves expected score 1 −
√
1− γ2 ≥ γ2/2 against µ, and has the same
distribution over query trees (that is, only the leaves changed). Now, by the property of µ, we
know that
cost(R′, µ)
score(R′, µ)
≥ R(f)
240
,
where we used Lemma 3.9 to get a result for score instead of Hellinger distance in the denominator,
and where we used the fact that R achieves non-zero bias against µ (despite µ being balanced
between 0- and 1-inputs) to conclude that R does not make 0 queries. Using score(R′, µ) ≥ γ2/2
and cost(R,µ) = cost(R′, µ), we get 2 cost(R,µ)/γ2 ≥ R(f)/240, or cost(R,µ) ≥ γ2R(f)/480, as
desired.
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4.1 Communication complexity
Theorem 1.7 (Restated). For any non-constant partial function F : X×Y → {0, 1} over finite sets
X and Y, there is a pair of distributions µ0 on F−1(0) and µ1 on F−1(1) such that for any public-
randomness communication protocol Π, the squared Hellinger distance between the distribution of
its transcripts on µ0 and µ1 is bounded above by
h2
(
tran(Π, µ0), tran(Π, µ1)
)
= O
(
min{cost(Π, µ0), cost(Π, µ1)}
RCC(F )
)
.
Proof. This theorem follows directly from Theorem 4.7 once we realize that a communication func-
tion can be interpreted as a query function. That is, we take F and convert it into a query function
f as follows. The input to f will contain one bit for each possible function of X (that Alice might
send to Bob), and one bit for each possible function of Y (that Bob might send to Alice), for a total
input length of n = 2|X | + 2|Y|. The inputs to f will be the strings in {0, 1}n which are generated
by a pair (x, y) ∈ S, that is, the strings z ∈ {0, 1}n for which there exists a pair (x, y) ∈ S such
that zk is the result of applying the k-th possible function to x (if k ≤ 2|X |) or the (k − 2|X |)-th
possible function to y (if k > 2|X |). Then f is a Boolean function of domain of size |S|, with each
string in its domain corresponding to a string in S.
We note that RDT(f) = RCC(F ). This is clear from the definition of RCC(F ): the public-coin
randomness essentially means that Alice and Bob agree on a randomized decision tree in advance,
including on who speaks when (as a function of the transcript), which is equivalent to agreeing
in a decision tree for f in advance. The transcript of f on an input is precisely the transcript of
F on the corresponding input, with the catch that in query complexity we defined the transcript
to include the deterministic decision tree by the protocol; hence, the query version of a transcript
of f actually corresponds to (R,Π) for F , where R is the public randomness and Π is the usual
communication complexity transcript. The desired result then follows immediately from applying
Theorem 4.7 to f .
Corollary 4.9. Let X and Y be finite sets, let S ⊆ X × Y, and let F : S → {0, 1} be a function.
Then there exists a distribution µ on S such that for all γ ∈ [0, 1],
RCCµγ˙ (F ) = Ω(γ
2RCC(F )).
5 Quantum query and communication complexity
In contrast to the classical case, it is well-known that quantum algorithms can be amplified linearly
in 1/γ, where γ is the bias. Formally, we have the following theorem.
Theorem 5.1 (Amplitude estimation). Suppose we have access to a unitary U (representing a
quantum algorithm) which maps |0〉 to |ψ〉, as well as access to a projective measurement Π, and
we wish to estimate p := ‖Π|ψ〉‖22 (representing the probability the quantum algorithm accepts). Fix
ǫ, δ ∈ (0, 1/2). Then using at most (100/ǫ) · ln(1/δ) controlled applications of U or U † and at most
that many applications of I − 2Π, we can output p˜ ∈ [0, 1] such that |p˜ − p| ≤ ǫ with probability at
least 1− δ.
Further, this can be tightened to a bound that depends on p, as follows. For any positive real
number T , there is an algorithm which depends on ǫ, δ, and T (but not on p) which uses at most
T applications of the unitaries (as above) and outputs p˜ ∈ [0, 1] with the following guarantee: if T
is at least (100/ǫ)
√
max{p, ǫ} · ln(1/δ), then |p˜ − p| ≤ ǫ with probability at least 1− δ.
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Proof. [BHMT02] showed that an algorithm which makes M controlled calls to the unitary U(I −
2 |0〉 〈0|)U−1(I − 2Π) and one additional call to U can output p˜ such that
|p˜ − p| ≤ 2π
√
p(1− p)
M
+
π2
M2
with probability at least 8/π2 ≥ 4/5. If we pick M such that M ≥ 8/√ǫ and M ≥ 8√p/ǫ, then
this is at most (π/4 + π2/64)γ ≤ γ. Note that M must be an integer, and that the number of
applications of U or U−1 is 2M + 1. Hence to get this success probability, it suffices to have
T ≥ 3 + (16/ǫ)√max{p, ǫ}, or T ≥ (19/ǫ)√max{p, ǫ}.
To generalize to other success probabilities, we amplify this algorithm by repeating 2k+1 times
and returning the median estimate. The probability that this is still wrong is the probability that
at least k + 1 out of 2k + 1 of the estimates were wrong, which is
k+1∑
i=1
(
2k + 1
k + 1− i
)
qk+i(1− q)k+1−i ≤ qk+1(1− q)k
k+1∑
i=1
(
2k + 1
k + 1− i
)
= qk+1(1− q)k22k = q(1− (1− 2q)2)k ≤ qe−k(1−2q)2 .
Hence to get this below δ, we just need k ≥ (1/(1 − 2q)2) ln(1/qδ), or k ≥ 2.6 ln(1/δ) − 4. Since k
must be an integer, but we can always choose it so that 2k+1 is at most 5.2 ln(1/δ). Multiplying this
by the bound from before, we get that it suffices for T to be at most (100/ǫ)
√
max{p, ǫ} · ln(1/δ),
as desired.
5.1 Quantum query complexity
Our goal in this section will be to prove the following theorem.
Theorem 5.2. For any Boolean-valued function f , there exists a distribution µ over Dom(f) such
that for any γ ∈ [0, 1], we have Qµγ˙ (f) ≥ γ · Ω˜(Q(f)). Here Qµγ˙ (f) denotes the minimum number
of queries required by a quantum algorithm which achieves bias γ against µ for computing f . The
constants in the Ω˜ notation are universal.
In fact, we will prove a stronger (and tighter) version in terms of probabilistic quantum algo-
rithms. These are simply probability distributions over quantum algorithms of possibly different
query costs; we define the cost of a probabilistic quantum algorithm as the expected cost of a
quantum algorithm sampled from the probability distribution.
Definition 5.3. A probabilistic quantum algorithm is a probability distribution P over quantum
algorithms. For an input string x, we let P (x) be the random variable that outputs a sample from
Q(x) where Q is a quantum algorithm sampled from P . The cost of P , denoted |P |, is the expected
cost of a quantum algorithm sampled from P . The error of P on input x to a Boolean function f
is defined as PrQ∼P [Q(x) 6= f(x)].
Definition 5.4. Let f be a Boolean-valued function with Dom(f) ⊆ Σn. We define PQγ˙(f) to be
the minimum cost |P | of a probabilistic quantum algorithm P which computes f to worst-case bias
γ.
Theorem 5.5. For any Boolean function f and any γ ∈ (0, 1/3), we have PQγ˙(f) = Θ˜(γQ(f)).
More explicitly,
PQγ˙(f) = O(γQ(f))
PQγ˙(f) = Ω
(
γQ(f)
log(1/γ) log log(1/γ)
)
.
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Proof. For the upper bound, let Q be a quantum algorithm computing f to error 1/3 using Q(f)
queries. Let Q′ be the probabilistic quantum algorithm which runs Q(f) with probability 3γ and
otherwise uses no queries and guesses the output at random (with probability 1/2 for outputting
both 0 and 1). The probability of error of Q′ is at most (1/2)(1 − 3γ) + (1/3)(3γ) = (1/2)(1 − γ),
which means its bias is at least γ on every input. The expected number of queries Q′ uses is
3γQ(f). Hence we have PQγ˙(f) ≤ 3γQ(f).
For the lower bound, we start with a probabilistic quantum algorithm P which achieves worst-
case bias γ and has cost |p| = PQγ˙(f), and make several modifications to it. First, we remove from
the support of P all quantum algorithms which use more than 2|P |/γ queries, and we replace them
with a 0-query quantum algorithm that guesses the answer at random (with 1/2 probability on
outputs 0 and 1). This gives us a probabilistic quantum algorithm P1 which uses at most 2|P |/γ
queries even in the worst case, and has |P1| ≤ |P | and the worst-case bias of P1 is at least γ/2
(since by Markov’s inequality, the probability mass over the removed quantum algorithms was at
most γ/2, and they could have had bias at most 1 which turned into bias 0, decreasing the overall
bias by at most γ/2).
Next, we modify P1 to get a probabilistic algorithm P2 which always uses a number of queries
which is a power of 2. This can be done simply by increasing the number of queries each algorithm
in the support of P1 makes (and ignoring the extra queries). This way, we have |P2| ≤ 2|P1| ≤ 2|P |,
the largest number of queries P2 can make is at most 4|P |/γ, and the bias of P2 is at least γ/2 on
every input.
Further, we modify P2 to get a probabilistic quantum algorithm P3 which always uses at least
8|P | queries (but still only uses a number of queries which is a power of 2). This can be done by
again increasing the number of queries a quantum algorithm in the support of P2 makes, when
necessary. This adds at most an additive 16|P | queries (since the smallest power of 2 which is at
least 8|P | is smaller than 16|P |). Hence |P3| < |P2|+ 16|P | ≤ 18|P |. Note that P3 achieves bias at
least γ/2 on every input, and that P3 always uses a number of queries which is a power of 2 in the
range [8|P |, 4|P |/γ).
Finally, we modify P3 to get P4 which collapses together all quantum algorithms in the support
of P3 that use the same number of queries. That is, instead of placing support on two different
quantum algorithms which both use (say) 32 queries, P4 will place support on a single quantum
algorithm which implements the mixture of both. This does not affect the number of queries or
the bias of the algorithm. Hence we have |P4| < 18|P |, and P4 achieves bias at least γ/2 on each
input. Further, P4 has support on fewer than log(1/γ) quantum algorithms.
Next we introduce some notation for talking about P4. Let L = ⌊log(1/γ)⌋ and let 2k be the
smallest power of 2 which is at least 4|P |. Let the quantum algorithms in the support of P4 be
Q1, Q2, . . . , QL, with Qi using 2
k+i queries for each i. Let pi be the probability P4 assigns to
algorithm Qi. Then pi ≥ 0 for all i, and
∑L
i=1 pi = 1. We also have
∑L
i=1 pi2
k+i = |P4| < 18|P |,
which means
∑L
i=1 pi2
i < 5. On input x, let αi(x) be the probability that Qi outputs 1 when run
on x, and let βi(x) := 1− 2αi(x). This way, (−1)f(x)βi(x) is the bias of Qi when run on x. Then∑L
i=1 piβi(x) is (−1)f(x) times the bias of P4 on x, which means that it is negative if f(x) = 1,
positive if f(x) = 0, and satisfies
∣∣∣∑Li=1 piβi(x)∣∣∣ ≥ γ/2.
We now wish to amplify P4 from bias γ/2 to constant bias. To do so, it suffices to estimate∑L
i=1 piβi(x) to additive error less than γ/2, and output the sign of this estimate. Our query budget
for this task will be roughly |P |/γ. We know the values pi, and seek to generate estimates β˜i(x)
for βi(x). We will say an estimate β˜i(x) is good if |β˜i(x) − βi(x)| ≤ 2iγ/10. This way, if all β˜i(x)
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are good, our final estimate for the sum will satisfy∣∣∣∣∣
L∑
i=1
piβ˜i(x)−
L∑
i=1
piβi(x)
∣∣∣∣∣ =
∣∣∣∣∣
L∑
i=1
pi(β˜i(x)− βi(x))
∣∣∣∣∣ ≤
L∑
i=1
pi|β˜i(x)− βi(x)| ≤
L∑
i=1
pi2
iγ/10 < γ/2,
where we used
∑
i pi2
i < 5.
To generate β˜i(x), we use Theorem 5.1 on algorithm Qi with ǫ = 2
iγ/20 and δ = 1/3L. Since
the query cost of Qi is 2
k+i, this uses at most 2000 · (2k/γ) · ln(3L) queries. Since 2k < 8|P | and
L ≤ log(1/γ), this costs O(|P |/γ · log log(1/γ)). The query cost of generating all L estimates this
way is therefore O(|P |/γ · log(1/γ) log log(1/γ)). The probability that any one estimate is not good
is at most 1/3L by our choice of δ, so by the union bound, all are good except with probability 1/3;
hence we’ve given a quantum algorithm which achieves worst-case bounded error for computing f ,
and whose query cost is O(PQγ˙(f)/γ · log(1/γ) log log(1/γ)), as desired.
Using this theorem, we now proceed to prove a strong minimax theorem for PQγ˙(f), showing
that a single hard distribution µ works to lower bound this measure for all values of γ at once.
Theorem 5.6. Fix a finite alphabet Σ as well as n ∈ N. Let f be a Boolean-valued function with
Dom(f) ⊆ Σn. Then there exists a distribution µ over Dom(f) such that for any γ ∈ [0, 1], we have
PQµγ˙ (f) ≥ γ · Ω˜(Q(f)),
where the constants in the Ω˜ notation are universal.
As usual, the notation PQµγ˙(f) denotes the expected cost of a probabilistic quantum algorithm
which is required to achieve bias at least γ against µ (rather than in the worst case); that is, the
algorithm and the bias level γ are both allowed to depend on the distribution µ. Note that since
PQ(f) is always smaller than Q(f) for any given bias level, this implies Theorem 5.2.
Proof. Fix Σ, n, and f . Let R be the set of all probabilistic quantum algorithms for computing f .
For each P ∈ R and each distribution µ over Dom(f), define cost(P, µ) := |P | and define score(P, µ)
to be the bias P makes against distribution µ for computing f (this will be in the range [−1, 1]).
We will use Theorem 2.18. It is clear that R is convex, and that Dom(f) is a nonempty finite
set. Let ∆ denote the set of all probability distributions over Dom(f). Then cost and score are
continuous functions R×∆→ R, with cost(·, ·) always non-negative, and both functions are linear
in both variables. These functions are well-behaved, since finite cost and score can be achieved
(some quantum algorithm computes f with positive bias), the cost is independent of the input, and
mixing a zero-cost algorithm with a nonzero-cost algorithm gives a nonzero-cost algorithm. Hence
Theorem 2.18 gives us
inf
P∈R
max
x∈Dom(f)
|P |
score(P, x)+
= max
µ∈∆
inf
P∈R
|P |
score(P, µ)+
,
where we use the convention r/0 =∞ for all r ∈ R.
We simplify the left hand side. For a probabilistic quantum algorithm P , use bias(P ) to denote
its worst-case bias, that is, bias(P ) := minx∈Dom(f) score(P, x). Then the left hand side is the
infimum over P of |P |/bias(P )+. Since a probabilistic algorithm P with bias(P ) ≤ 0 will never be
selected in this infimum, the left hand side is equal to
inf
γ∈(0,1]
inf
P∈Rγ
|P |
γ
,
33
where Rγ denotes the set of all probabilistic quantum algorithms which achieve worst-case bias
at least γ.The inner infimum is the definition of (1/γ) · PQγ˙(f), so the left hand side equals
infγ∈(0,1] PQγ˙(f)/γ.
Note that this is at most 3Q(f) by picking γ = 1/3 and using PQ(f) ≤ Q(f). We claim
there is no reason to use any γ ∈ (0, 1/6Q(f)) in the infimum. The reason is that if P is a
probabilistic quantum algorithm achieving worst-case bias at least γ such that |P |/γ < 3Q(f),
and if γ < 1/6Q(f), it means that P has nonzero support on zero-cost quantum algorithms.
Without loss of generality, we can assume P = aP0 + bP1 + (1− a− b)P ′, where P0 is a zero-cost
algorithm that always outputs 0, P1 is a zero-cost algorithm that always outputs 1, and P
′ is a
probabilistic algorithm with no support on zero-cost algorithms. Let c = min{a, b}, and write
P = 2cZ + (1 − 2c)P ′′, where Z is the 0-cost algorithm which is an even mixture of P0 and P1.
Then it is not hard to see that |P | = (1 − 2c)|P ′′| and score(P, µ) = (1 − 2c) score(P ′′, µ) for all
µ. This means that P ′′ has the same cost-to-score ratio as P for all distributions µ. Hence we can
always use P ′′ in place of P for the infimum. Further, supposing without loss of generality that
b ≥ a, we have P ′′ = (b− a)P1 + (1− b+ a)P ′. Since f is not constant, let x be an input on which
f(x) disagrees with P1(x) (that is, a 0-input). Then note that if b − a ≥ 1/2, the algorithm P ′′
cannot output 0 on x with probability above 1/2, so score(P ′′, x) ≤ 0 and P ′′ will not be used in
the infimum. On the other hand, if b−a < 1/2, we have |P ′′| = (1− b+a)|P ′ | > (1/2) · 1 = 1/2, as
P ′ does not place weight on algorithms which make 0 queries. Now, unless P ′′ achieves worst-case
bias at least 1/(6Q(f)), its ratio of cost to score would be greater than 3Q(f), which we already
know is achievable.
This means we only need to use γ > 1/(6Q(f)) in the infimum. Thus the left hand side equals
inf
γ∈[ 1
6Q(f)
,1]
PQγ˙(f)
γ
.
Using Theorem 5.5, this is at least
inf
γ∈[ 1
6Q(f)
,1]
Q(f)
C log(1/γ) log log(1/γ)
for some universal constant C. The above is clearly optimized at γ = 1/(6Q(f)), which means the
left hand side is at least Ω
(
Q(f)
logQ(f) log logQ(f)
)
.
Looking at the right hand side, we see that there exists a distribution µ such that every prob-
abilistic quantum algorithm P satisfies |P |/ score(P, µ)+ ≥ Ω˜(Q(f)), from which the desired state-
ment follows.
5.2 Abstraction of the query complexity argument
We note that the argument we used to prove the existence of the hard distribution for quantum
query complexity only used a few properties of quantum algorithms. Since we will want to apply
the same argument to quantum communication, polynomial degree, and logrank, it makes sense to
step back and provide an abstraction of this argument to more general models.
In general, we will consider Boolean-valued functions f with a finite input set Dom(f). We will
have a set A of algorithms that may attempt to compute f . Formally, we will need A to be a subset
of a real vector space. Each A ∈ A will have an associated cost, denoted |A|, with | · | : A → [0,∞).
We write AT to denote the set {A ∈ A : |A| ≤ T }.
For an algorithm A ∈ A and an input x ∈ Dom(f), we let biasf (A, x) denote the bias of
algorithm A on input x. For now, the only property we need of the bias is that it is a function
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biasf : A× Dom(f) → [−1, 1]. The worst-case bias of an algorithm A will be denoted biasf (A) :=
minx∈Dom(f) biasf (A, x). If µ is a distribution over Dom(f), we will further write biasf (A,µ) :=
Ex∼µ[biasf (A, x)]. Similarly, if P is a probability distribution over A with finite support, we
denote biasf (P, µ) := EA∼PEx∼µ[biasf (A, x)] and biasf (P ) := minx∈Dom(f) biasf (P, x). We also set
|P | := EA∼P |A|. Finally, we define M(f) := infA∈A:biasf (A)≥1/3 |A|.
So far, this setting is extremely general, capturing many computational models. For the
quantum-style strong minimax to work, we will need the following properties to also hold for a
given function f .
1. AT is convex for each T ∈ [0,∞), and biasf (·, x) is linear over A ∈ AT for each x ∈ Dom(f).
2. There exists some A ∈ A such that biasf (A) ≥ 1/3. (Equivalently, M(f) <∞.)
3. All A ∈ A with |A| < 1 have |A| = 0, and A0 is the convex hull of exactly two algorithms,
Z0 and Z1. For each x ∈ Dom(f), we also have biasf (Z0, x) = − biasf (Z1, x) = ±1, and if f
is not constant, biasf (Z0, x) attains both values 1 and −1 for x ∈ Dom(f).
4. Suppose P is a probability distribution over A that has support {A1, A2, . . . , Ak}, with prob-
ability pi for Ai, such that (a) |Ai| ≤ 2iT for some T ∈ [1/10,∞), (b)
∑
i 2
ipi ≤ 5, and (c)
biasf (P ) ≥ 2−k−1. Then there is some A ∈ A with biasf (A) ≥ 1/3 and |A| ≤ 2kT · poly(k)
(with the constants in the poly being universal).
We note that (1) essentially requires the computational model to be randomized (or, in commu-
nication complexity, to have public randomness). (2) only says that each function can be computed
by some finite-cost algorithm. (3) says that algorithms with cost less than 1 cannot look at the
input, and therefore have cost 0 and must either always output 0 or always output 1 (or some
convex combination of the two).
The main important point is (4). This point amplifies a certain restricted type of low-bias
probability distribution over algorithms into a full-blown constant-bias algorithm, and the cost of
amplification is nearly linear in one over the bias.
We now prove that these points together suffice to guarantee the existence of a strongly-hard
distribution. To start, we establish the following lemma, which says that if (4) holds – meaning we
can amplify the restricted type of probabilistic algorithms – then we can amplify all probabilistic
algorithms.
Lemma 5.7. Suppose f and A satisfy the above conditions. Let P be any finite-support probability
distribution over A with biasf (P ) > 0. Then
M(f) ≤ |P |
biasf (P )
· polylog(1/biasf (P )).
Proof. The proof of this will be directly analogous to the quantum query case. We convert P into
the restricted form of (4), being careful to lose only a constant factor in the bias and in the cost.
Let γ := biasf (P ) > 0. We first use Markov’s inequality to argue that the total probability mass P
places on algorithms A of cost |A| ≥ 2|P |/γ is at most γ/2, and hence discarding all such algorithms
from the support of P decreases its bias by at most γ/2 (while not increasing its cost). Next, we
group the remaining algorithms in the support of P into log(1/γ) bins: one bin for algorithms of
cost 0 to 2T (with T equal to something like 4|P |), and one additional bin for algorithms of cost
2iT to 2i+1T for i between 1 and log(1/γ). Within each bin, we use the convexity of A2iT to replace
the entire bin with a single algorithm (whose cost is up to the upper boundary of that bin). For
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the first bin, this increases the cost |P | by up to an additive O(T ), while for the other bins, this
increases the cost by up to a factor of 2. Altogether, we have only log(1/γ) algorithms remaining
in the support, and setting k = log(1/γ) it is not hard to check that the conditions in (4) are
satisfied.
Theorem 5.8. Suppose f and A satisfy the above conditions. Then there exists a distribution µ
over Dom(f) such that for any finite-support probability distribution P over A, we have
biasf (P, µ) ≤ O(M(f)/|P | · polylogM(f)).
In particular, if Mµγ˙ (f) denotes the infimum cost |A| over algorithms A ∈ A with bias(A,µ) ≥ γ,
then for all γ ∈ (0, 1/3) we have
Mµγ˙ (f) ≥ γ · Ω˜(M(f)).
Proof. The proof will be exactly the same as in the quantum query setting. In the special case
where f is constant, the result trivially follows as M(f) = 0, so assume f is not constant.
First, we letR the set of all finite-support probability distributions over A, and let ∆ be the set of
probability distributions over Dom(f). Then we define cost : R×∆→ [0,∞) by cost(P, µ) := |P |,
and score: R × ∆ → [−1, 1] by score(P, µ) := biasf (P, µ). Note that cost and score are both
continuous and linear in each variable. They are also well-behaved, because M(f) < ∞ ensures
finite cost and score can be achieved, cost does not depend on µ, and cost is linear in P . Hence
Theorem 2.18 gives
inf
P∈R
max
x∈Dom(f)
|P |
biasf (P, x)+
= max
µ∈∆
inf
P∈R
|P |
biasf (P, µ)+
.
We examine the left hand side. It equals infP∈R
|P |
biasf (P )+
. We note that this infimum is at most
3M(f) by the definition of M(f). We now claim that there is no need to use any P in the infimum
if biasf (P ) < 1/(6M(f)). To show this, it suffices to show that there is no need to use any P in
the infimum if |P | < 1/2, because we know that 3M(f) is attainable using only algorithms in A
with cost at least 1.
Now, suppose that |P | < 1/2 and biasf (P ) > 0. We can write P = aZ0 + bZ1 + (1 − a− b)P ′
where P ′ has support only on A ∈ A with |A| ≥ 1. Define P ′′ := (a − c)Z0 + (b − c)Z1 +
(1 − a − b + 2c)P ′, where c = min{a, b}. Then as we showed in the quantum query case, we have
|P ′′|/biasf (P ′′) ≥ |P |/biasf (P ). Moreover, since f is not constant, there is some input x ∈ Dom(f)
such that biasf (Z0, x) = −1, and some input y ∈ Dom(f) such that biasf (Z1, y) = −1. Since
biasf (P
′′) > biasf (P ) > 0, and since biasf (P
′) ≤ 1, we must have (1− a− b+ 2c) > 1/2, meaning
that |P ′′| > 1/2, as desired.
Hence the left hand side equals infP∈R′
|P |
biasf (P )
, whereR′ is the set of all P ∈ R with biasf (P ) ≥
1/(6M(f)). Using Lemma 5.7, we know that for each P ∈ R′, we have M(f) ≤ |P |/biasf (P ) ·
polylog(1/biasf (P )) ≤ |P |/biasf (P )·polylogM(f). Hence the left hand side is at least M(f)polylogM(f) .
Finally, examining the right hand side, we see that there is a distribution µ over Dom(f) such that
for all P ∈ R, we have |P | ≥ biasf (P ) ·M(f)/polylogM(f), and the desired result follows.
5.3 Quantum communication complexity
To prove an analogous minimax for quantum communication complexity, all we need is to show
that quantum communication complexity satisfies the four conditions from Section 5.2. It’s easy to
see that as long as there is public randomness (whether or not there is also shared entanglement),
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the first three conditions are satisfied. It remains to deal with the fourth condition. Let P be
a probability distribution over protocols Π1,Π2, . . . ,Πk, which assigns probability pi to Πi and
satisfies |Πi| ≤ 2iT ,
∑
i 2
ipi ≤ 10, and P achieves bias at least 2−k−1 for computing communication
function F on any input (x, y) ∈ Dom(F ). Our goal is to construct a communication protocol
which uses T · O˜(2k) communication to compute F to bounded error.
As in the quantum query case, all we need to do is create a protocol Π in which Alice and Bob
estimate the biases Πi(x, y) of the protocols Πi when run on their inputs. Each estimate for protocol
i needs to be within 2−(k−i)/20 of the correct bias, and it must satisfy this property with probability
at least 1−1/3k (see the query complexity section for a formal analysis). To achieve this, it suffices
for Alice and Bob to use amplitude estimation from Theorem 5.1 to generate an estimate of the
probability Πi(x, y) outputs 1. Hence the only remaining difficulty is running amplitude estimation
of a communication protocol in the communication complexity setting.
This turns out to be possible in both the shared-entanglement and the non-shared-entanglement
settings (though note that we’ve already assumed shared randomness, so we cannot handle the non-
shared-randomness non-shared-entanglement quantum communication complexity model). The
idea is to have one of the players, say Alice, take charge. We will assume that Alice is the one who
outputs the final answer in Πi. Then from Alice’s point of view, Πi(x, y) can be viewed as a unitary
U and a measurement M such that Alice needs Bob’s help to apply U , and after applying U to
a shared state |0〉A |0〉B , Alice can apply the measurement M on her side alone to get the output
Πi(x, y). Now, to apply amplitude estimation, Alice only needs the ability to apply controlled U ,
U †, and (I−2M) operations. She can do the latter alone. For controlled U and U † applications, she
needs Bob’s help, but that’s fine: she will just send him a qubit each time alerting him to whether
they are about to apply U or U † to their shared state (Bob will return that qubit afterwards to
ensure coherence of Alice’s controlled applications of U and U †).
We conclude the following theorem.
Theorem 5.9. Let F : X ×Y → {0, 1} be a (possibly partial) communication function. Then there
exists a probability distribution µ over Dom(F ) such that for all γ ∈ (0, 1/3), we have
QCCµγ˙(F ) ≥ γ · Ω˜(QCC(F )).
Here QCCµγ˙(F ) denotes the minimum amount of communication required by a quantum commu-
nication protocol which achieves bias at least γ against µ. This theorem works in both the shared
entanglement setting and in the shared-randomness, non-shared entanglement setting.
6 Approximate polynomial degree and logrank
The same ideas that worked for quantum query and communication complexities will allow us to
get a strong hard distribution for approximate polynomial degree and approximate logrank. The
main difference will be how we do the amplification: instead of amplitude estimation, we will need
a polynomial variant of this, which turns out to be a little tricky.
6.1 Approximate degree
The approximate degree of a (possibly partial) Boolean function f : {0, 1}n → {0, 1} is the minimum
degree of an n-variate polynomial p which satisfies |p(x) − f(x)| ≤ ǫ for all x ∈ Dom(f), where ǫ
is a parameter representing the allowed error. When f is a partial function, there are actually two
different notions of polynomial degree: one where p is required to be bounded on the entire Boolean
hypercube (that is, p(x) ∈ [0, 1] for all x ∈ {0, 1}n, even when x /∈ Dom(f)), and one where p is not
37
restricted outside the domain of f . Our results will apply to both versions of polynomial degree,
but for conciseness, we restrict our attention to the bounded version.
With polynomials, it is often convenient to switch from talking about functions f : {0, 1}n →
{0, 1} to talking about functions f : {+1,−1}n → {+1,−1}. Note that by doing a simple variable
substitution, we can convert between {0, 1} variables to {+1,−1} variables without changing the
degree of the polynomial. That is, we can substitute 1− 2xi in place of the variable xi inside p to
make it take {0, 1} inputs instead of {+1,−1} inputs, and we can substitute (1 − xi)/2 to go the
other way. We can similarly change the output of p from being in the range [0, 1] to the range [−1, 1]
and vice versa (the error changes by a factor of 2 when switching between these bases). Another
well-known observation is that to approximate a Boolean function f , we only need multilinear
polynomials, and their degree only needs to be at most n.
To get our hard distribution, we will use Theorem 5.8. We need to check the four conditions,
but using polynomials as our “algorithms”. More explicitly, the set A will be the set of all real
n-variate multilinear bounded polynomials, viewed in the {+1,−1} basis (bounded means that
p(x) ∈ [−1, 1] for all x ∈ {+1,−1}n). For a polynomial p ∈ A, we define biasf (p, x) to be f(x)p(x).
Then (1) holds, as the set of polynomials of a given degree is convex and biasf (·, x) is linear over
that set. (2) holds because every Boolean function can be computed exactly by a polynomial of
degree n. Next, (3) holds because polynomials of degree less than 1 have degree 0, and since we’re
dealing with bounded polynomials, these are a convex combination of the two constant polynomials
−1 and 1.
It remains to show (4). To this end, let P be a probability distribution over k polynomials
q1, q2, . . . , qk, with deg(qi) ≤ 2iT . Let pi be the probability P assigns to qi, and suppose
∑k
i=1 2
ipi ≤
5. Finally, suppose that biasf (P ) ≥ 2−k−1. Our goal is to find a polynomial q of degree at most
2kT · poly(k) that computes f to constant error. To do so, we’ll need a polynomial version of the
amplitude estimation algorithm we did in the quantum case. That is, we’d like to estimate the
output that polynomial qi(x) returns, and do arithmetic computations on it. Crucially, one of the
arithmetic computations we’d like to do is comparison, for example, to see if qi(x) > 0. Such a
comparison is not a polynomial operation, so we cannot use the polynomial qi(x) itself. What
we’ll do instead is to create polynomials that compute the bits of the binary expansion of qi(x),
to a certain precision. We will then to arithmetic operations using those bits, and we’ll be able to
implement those operations using polynomials.
To do so, we’ll need some approximation theory. The following theorem, known as Jackson’s
theorem, will be useful. It traces back to Jackson (1911) [Jac11], but see also [MMR94] (page 750,
Theorem 3.1.1) for some discussion and a more thorough list of references.
Theorem 6.1 (Jackson’s theorem). Let α : [−1, 1] → R be a continuous function, and let n ∈ N.
Then there is a real polynomial p of degree n such that for all x ∈ [−1, 1], we have
|p(x)− α(x)| ≤ 6 · sup
|y−z|≤1/n
|α(y) − α(z)|.
In particular, if α has Lipschitz constant K, then for each n ∈ N there is a polynomial pn of
degree at most n which approximates α to within an additive 6K/n at each point in [−1, 1].
Corollary 6.2 (Polynomial amplification (small bias to constant bias)). For each γ ∈ (0, 1), there
is a real polynomial p of degree at most 13/γ such that p maps [−1, 1] to [−1, 1], p maps [−1,−γ]
to [−1,−1/3], and p maps [γ, 1] to [1/3, 1].
Proof. Let α : [−1, 1] → R be the function with α(x) = −2/3 for x ∈ [−1,−γ], α(x) = 2/3 for
x ∈ [γ, 1], and α(x) = 2x/3γ for x ∈ (−γ, γ). Then α is continuous and has Lipschitz constant
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2/3γ. By Theorem 6.1, for every n ∈ N, there exists a polynomial pn of degree at most n which
approximates α to additive error 4/γn. Picking n = ⌈12/γ⌉ ≤ 13/γ, we get a polynomial which
approximates α to error 1/3, which means it has the desired properties.
We will also need an amplification polynomial that goes from constant bias to small error. We
reprove the following well-known lemma here.
Lemma 6.3. [Polynomial amplification (constant error to small error)] For each ǫ ∈ (0, 2/3),
there is a real polynomial p of degree at most 17 log(1/ǫ) such that p maps [−1, 1] to [−1, 1], p maps
[−1,−1/3] to [−1,−(1− ǫ)], and p maps [1/3, 1] to [1− ǫ, 1].
Proof. We set
q(x) =
k∑
i=0
(
2k + 1
i
)(
1 + x
2
)i(1− x
2
)2k+1−i
,
and set p(x) = 1− 2q(x). Note that for x ∈ [−1, 1], the value q(x) is exactly the probability that,
when flipping a coin 2k + 1 times, less than half of the coin flips will come out heads, assuming
the probability of heads is (1 + x)/2. Because of this interpretation, we know that q maps [−1, 1]
to [0, 1] and is decreasing in x, so p maps [−1, 1] to [−1, 1] and is increasing in x. We also have
q(x) = 1 − q(−x), which means that p(−x) = −p(x), i.e. p is odd. Given these properties, the
lemma will follow if we show that p(1/3) ≥ 1− ǫ, or equivalently, that q(1/3) ≤ ǫ/2.
We have
q(1/3) =
k∑
i=0
(
2k + 1
i
)(
2
3
)i(1
3
)2k+1−i
= 3−(2k+1)
k∑
i=0
(
2k + 1
i
)
2i ≤ 3−(2k+1)2k
k∑
i=0
(
2k + 1
i
)
= 3−(2k+1)2k22k = (1/3)(8/9)k .
To get this to be smaller than ǫ/2, it suffices to pick k large enough so that (8/9)k ≤ ǫ, or
equivalently, k ≥ 1log(9/8) log(1/ǫ). Hence we can pick k = ⌈ 1log(9/8) log(1/ǫ)⌉ ≤ 1log(9/8) log(1/ǫ) + 1.
The degree of p will be 2k + 1 ≤ 2log(9/8) log(1/ǫ) + 3. Note that ǫ ≤ 2/3, so log(1/ǫ) ≥ log(3/2),
and hence 2log(9/8) log(1/ǫ) + 3 ≤
(
2
log(9/8) +
3
log(3/2)
)
log(1/ǫ) ≤ 17 log(1/ǫ).
Equipped with these approximation-theoretic tools, we will now tackle (4), showing that proba-
bility distributions over polynomials (which achieve a small amount of worst-case bias γ for comput-
ing f) can be amplified to polynomials which compute f to constant error, using only a nearly-linear
dependence on 1/γ.
Lemma 6.4. As in (4), let P be a probability distribution over k bounded multilinear polynomials
q1, q2, . . . , qk, which assigns them probabilities p1, p2, . . . , pk respectively. Suppose that
∑k
i=1 2
ipi ≤
5, that deg(qi) ≤ 2iT for some real number T , and that f(x)
∑k
i=1 piqi(x) ≥ 2−k−1 for all x ∈
Dom(f). Then there is a bounded multilinear polynomial q which approximates f with bias at least
1/3 and which satisfies deg(q) ≤ 2kT · poly(k).
Proof. Recall that in the quantum case, we estimated the bias of the i-th algorithm to within
2−(k−i)/20, with success probability at least 1 − 1/3k. We will do a polynomial version of this.
What does estimating qi(x) mean, for polynomials? It means we will construct polynomials which
approximately compute the bits in the binary expansion of the number qi(x). We will have one
polynomial for the sign, and an additional k− i+ 4 polynomials for the first k− i+ 4 digits in the
binary expansion of qi(x).
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In order to do so, we compose single-variate polynomials with qi. This way, the task reduces
to creating single-variate polynomials which output the bits in the binary expansion of their input
(assuming they all receive the same input). More explicitly, the correctness condition is as follows.
We say the binary expansion of a real number β ∈ [−1, 1] is 2−ℓ-robust to t bits if the first t bits
of the binary expansion of β + ǫ is the same as that of β for all ǫ ∈ [−2−ℓ, 2−ℓ]. Then we require
single-variate polynomials dℓ0, d
ℓ
1, . . . , d
ℓ
k such that if β ∈ [−1, 1] is 2−ℓ-robust to at least t bits, then
dℓt(β) is within O(1/k
10) of the t-th bit in the binary expansion of β. The polynomial dℓ0 needs to
output the sign of β if β is 2−ℓ-robust to at least 0 bits (that is, if the sign of β does not change
upon adding or subtracting 2−ℓ). We will also require all these polynomials to be bounded, i.e.
they must map [−1, 1] to [−1, 1].
To implement these polynomials, we use Theorem 6.1. For simplicity, let’s represent the bits in
the binary expansion using +1 and −1 instead of 0 and 1 (converting back is easy). Consider the
function αi which outputs the i-th bit of the binary expansion of its input (or the sign if i = 0).
This i is a step function: for i = 0, α0(β) jumps from −1 to 1 at β = 0; for i = 1, α1(β) similarly
jumps from −1 to 1 and back at β = −1/2, 0, 1/2. More generally, αi has 2i+1 different plateaus
of 1 or −1 on its domain [−1, 1]. Now, since we only care about getting the i-th bit correct if
the i-th bit is robust to β changing by 2−ℓ, consider the continuous functions αℓi which make the
jumps from −1 to 1 continuous by starting from 2−ℓ before the jump point, ending 2−ℓ after the
jump point, and drawing a continuous line in between (the slope of the line will be ±2−ℓ). This is
well-defined as long as ℓ is sufficiently larger than i, say ℓ ≥ i+ 2.
Note that αℓi has Lipschitz constant 2
−ℓ. This means we can use Theorem 6.1 to estimate αℓi
be a polynomial of degree O(2ℓ) which achieves constant additive error (say, 1/10). We can scale
down these polynomials slightly to ensure they remain bounded in [−1, 1]. We then plug them into
a single variate bounded polynomial of degree O(log k) that we get from Lemma 6.3, in order to
amplify the error down to O(1/k10). The result are polynomials dℓt (for ℓ ≥ t+2) that have degree
O(2ℓ log k) and, on input β which is 2−ℓ-robust to bit at least t, correctly output the t-th bit of β
except with additive error O(1/k10).
Now, to get an estimate of qi(x) to k−i+5 bits, we set ℓ = k−i+O(log k) and compose dℓt(qi(x))
for t = 0, 1, 2, . . . , k− i+5. Actually, we scale down qi(x) and add an extra variable yi representing
a noise term for qi(x); the final estimating polynomials will be the n + 1 variate polynomials
ri,t(x, yi) := d
ℓ
t((9/10)qi(x) + yi). Note that the degree of ri,t is O(2
k−i+O(log k) log k · deg(qi)) =
O(2kT poly(k)).
Next, consider the function which takes binary representations (to k + 5 bits each) of numbers
λi ∈ [−1, 1], and outputs the sign of
∑k
i=1 piλi, where pi are known non-negative constants which
sum to 1. This is a Boolean function of O(k2) variables, so it can be computed exactly by a
multilinear polynomial of degree O(k2). Call this polynomial s. Next, plug in the polynomials ri,t
into the inputs of s, so that s calculates the sign of the sum
∑k
i=1 piβ˜i where each β˜i is the estimate
of (9/10)qi(x) + yi that is computed by the polynomials d
k−i+10
t . Call this composed polynomial
u(x, y).
Observe that u(x, y) is a polynomial in n+k variables (n variables from x and k variables yi), and
has degree O(2kT poly(k)). This polynomial attempts to compute the sign of (9/10)
∑k
i=1 piqi(x)+∑k
i=1 piyi. Since we know that
∑k
i=1 piqi(x) · f(x) ≥ 2−k−1, this sign computed by u(x, y) will
equal f(x) so long as
∣∣∣∑ki=1 piyi∣∣∣ ≤ 2−k−2. Recall that ∑ki=1 2ipi ≤ 5. Hence to guarantee that∣∣∣∑ki=1 piyi∣∣∣ ≤ 2−k−2, it suffices to choose each yi such that |yi| ≤ 2−(k−i+5). Now, let’s call qi(x)+yi
good if it is 2−(k−i+O(log k))-robust to k − i + 5 bits. If all qi(x) + yi are good for all i, then ri,t
correctly compute the bits to additive error O(1/k10), then a multilinear polynomial of degree
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O(k2) in O(k2) variables will still correctly compute its output to small error, certainly O(1/k).
Hence if all qi(x) + yi are good for all i and if yi ≤ 2−k−2/k for all i, u(x, y) outputs f(x) to error
O(1/k).
To ensure that qi(x) + yi are good, we pick yi at random. That is, we have an allowed range
[−2−(k−i+5), 2−(k−i+5)] for yi; we fit poly(k) evenly spaced points into this range, so that the gap
between the points is 2−(k−i+O(log k)). Note that for all but a constant number of choices of yi among
these poly(k) options, the resulting number qi(x)+yi will be 2
−(k−i+O(log k))-robust to k− i+5 bits.
Hence by randomly selecting yi, the probability that qi(x)+yi is not good is at most O(1/poly(k)).
By the union bound, this choice means that all qi(x)+yi are good except with constant probability.
Hence u(x, y) computes f(x) to O(1/k) error with high probability when y is chosen at random
according to the above procedure.
Finally, we let q(x) be the average of the polynomials u(x, y) for all possible choices of y in
the above procedure. Since u(x, y) outputs a number very close to f(x) when y is good, and since
it is always bounded in [−1, 1], and since y is good with high probability, we conclude that q(x)
computes f(x) to bounded error. It is also bounded outside the promise of f . The degree of q(x)
was O(2kT poly(k)). We note that q(x) as we constructed it here can actually be viewed as a
polynomial ρ in k variables composed with the polynomials q1, q2, . . . , qk.
The above amplification theorem allows us to conclude the following theorem.
Theorem 6.5. let f : {+1,−1}n → {+1,−1} be a (possibly partial) Boolean function. Then there
is a vector ψ ∈ [−1, 1]Dom(f) such that ‖ψ‖1 = 1, 〈ψ, f〉 = 1, and for any polynomial p which is
bounded (i.e. |p(x)| ≤ 1 for x ∈ {+1,−1}n), we have
〈ψ, p〉 ≤ deg(p)
Ω˜ (adeg(f))
.
Here adeg(f) denotes the minimum degree of a bounded polynomial p which computes f to bounded
error. The constants in the Ω˜ notation are universal.
Proof. This follows immediately by taking ψ to be defined by ψ(x) = f(x)µ[x], where µ is the hard
distribution we get from Theorem 5.8.
6.2 Approximate logrank and gamma 2 norm
Instead of tackling approximate logrank directly, we use approximate γ2 norm. This measure
deserves some introduction. First, we note that the γ2 norm is a well-known norm of a matrix.
One way to define it is to say that γ2(A) is the minimum, over factorizations A = BC of A into a
product of matrices B and C, of the maximum 2-norm of a row of B times the maximum 2-norm of
a column of C. The γ2 norm has several useful properties known in the literature [She12b, LSSˇ08]:
1. γ2 is a norm, so γ2(A) ≥ 0 (with equality if and only if A is the all-zeros matrix) and
γ2(A+ λB) ≤ γ2(A) + |λ|γ2(B).
2. γ2(A⊗B) = γ2(A)γ2(B), where ⊗ denotes the tensor (Kronecker) product
3. γ2(A ◦B) ≤ γ2(A)γ2(B), where ◦ denotes the Hadamard (entry-wise) product
4. γ2(J) = 1 where J is the all-ones matrix
5. ‖A‖∞ ≤ γ2(A) ≤ ‖A‖∞
√
rank(A).
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In the above, A and B are matrices of the same dimensions, and λ is a scalar. γ2(A) can be thought
of as a smoother version of rank.
Let F : X ×Y → {+1,−1} be a (possibly partial) communication function. We identify F with
its communication matrix, which is a matrix with rows indexed by X and columns indexed by Y,
with the (x, y) entry being F (x, y) ∈ {+1,−1} if (x, y) ∈ Dom(F ) and being ∗ if (x, y) /∈ Dom(F ).
This way, F is a {+1,−1, ∗}-valued matrix.
For such a matrix F , we say that a real-valued matrix A approximates F (to bias 1/3) if
|A[x, y]| ≤ 1 for all (x, y) ∈ X × Y and F (x, y)A[x, y] ≥ 1/3 for all (x, y) ∈ Dom(F ). The
approximate γ2 norm of F , denoted γ˜2(F ), is defined as the minimum value of γ2(A) over all
matrices which approximate F to bias 1/3. It is not hard to see that this minimum is attained, as
the set of such matrices is compact.
We will actually care about the logarithm of the approximate γ2 norm, that is, about log γ˜2(F ).
We note that the constant 1/3 in the definition of this measure is arbitrary, as approximations to
F can be amplified with only a constant factor overhead in the log-approximate-γ2-norm (see, e.g.,
[BBGK18]). An annoying detail, however, is that such amplification can in general lose not just
a multiplicative constant but also an additive constant, since γ˜2(F ) may in general be less than
1 (meaning the logarithm of it will be less than 0). To avoid such complications, we will define
our measure of interest as M(F ) := max{1, log γ˜2(F )} if F is not constant and M(F ) = 0 if F is
constant, and we will write Mγ˙(F ) for the bias γ version of M(F ) instead of the default bias 1/3
version.
In order to get a minimax theorem analogous to Theorem 6.5, we will again use Theorem 5.8.
Our set of algorithms A will be the set of bounded real matrices A (that is, real matrices A of the
same dimensions as F which satisfy |A[x, y]| ≤ 1 for all (x, y) ∈ X × Y). The cost of a matrix A
will be cost(A) := max{1, log γ2(A)} if A is not a multiple of the all-ones matrix J , and otherwise
cost(A) = 0 if A = λJ . We define biasF (A, (x, y)) = F (x, y)A[x, y] for (x, y) ∈ Dom(F ).
We show that AT is convex for each T ∈ [0,∞). For T < 1, the set AT is the set of all matrices
of the form λJ for λ ∈ [−1, 1], which is clearly convex. For T ≥ 1, suppose A,B ∈ AT and let
λ ∈ (0, 1). Then cost(λA + (1 − λ)B) is either 0, 1, or log γ2(λA + (1 − λ)B). In the former two
cases, we clearly have λA + (1 − λ)B ∈ AT , so consider the latter case. We have log γ2(λA +
(1 − λ)B) ≤ log(λγ2(A) + (1 − λ)γ2(B)) ≤ log max{γ2(A), γ2(B)} = max{log γ2(A), log γ2(B)} ≤
max{cost(A), cost(B)} ≤ T . Hence AT is convex. It is also clear that biasF (·, (x, y)) is linear, so
(1) is satisfied.
By taking A to equal F inside Dom(F ) and to be 0 elsewhere, we get biasF (A) = 1, so (2)
is satisfied. By our definition of cost(A), we have cost(A) ≥ 1 or cost(A) = 0, with the latter
happening only if A is a convex combination of J and −J , so (3) is satisfied.
As usual, it remains to handle (4). We do so in the following lemma.
Lemma 6.6. Let P a probability distribution over matrices A1, A2, . . . , Ak with probability pi for
Ai. Suppose that
∑k
i=1 2
ipi ≤ 5, and that for all i, we have cost(Ai) ≤ 2iT for some real number
T ≥ 1/10. Suppose further that biasF (P ) ≥ 2−k−1. Then there is some bounded matrix A which
approximates F to bias 1/3 and satisfies cost(A) ≤ 2kT · poly(k) (with the constants in the poly
being universal).
Proof. Let ρ be the polynomial from the proof of Theorem 6.5 with respect to the probabilities
p1, p2, . . . , pk. This is a polynomial in k variables with the property that if values β1, β2, . . . , βk are
plugged in and |∑i piβi| ≥ 2−k−1, then ρ(β1, β2, . . . , βk) returns the sign of ∑i piβi to bounded
error. The polynomial ρ further has the property that it is bounded (i.e. it returns values in [−1, 1]
when given inputs in [−1, 1]k), and that if you plug in any polynomials qi in place of βi, with
deg(qi) ≤ 2i, then the degree of the composed polynomial is at most 2k poly(k).
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This latter property means that the weighted degree of ρ with weights (21, 22, . . . , 2k) is at most
O(2k poly(k)). Here the term weighted degree means that we count the degree of each monomial
of ρ differently depending on the variables in that monomial: the i-th variable gets weight 2i, so a
monomial of the form βc11 β
c2
2 . . . β
ck
k will have weighted degree 2
ic1 + 2
2c2 + · · · + 2kck. We know
that the weighted degree of ρ, meaning the maximum weighted degree of one of its monomials, is
at most O(2k poly(k)).
We will now use this polynomial ρ to construct a matrix A which approximates F and has γ2
norm that is not too large. The idea is to simply apply ρ to the matrices A1, A2, . . . , Ak, using
the Hadamard product for multiplication and the usual matrix addition and scalar multiplication.
Since γ2 is a norm, we know that γ2(ρ(A1, A2, . . . , Ak)) is the sum, over all monomials of ρ, of
the absolute value of the coefficient of that monomial multipled by the γ2-norm of the Hadamard
product defined by that monomial. This is upper bounded by the sum of absolute coefficients of ρ
(which we’ll denote C) multiplied by the γ2 norm of the largest monomial.
The γ2 norm of a single monomial β
c1
1 . . . β
ck
k composed with matrices A1, . . . , Ak is at most
γ2(A1)
c1 . . . γ2(Ak)
ck , since the γ2 norm is sub-multiplicative under the Hadamard product. Hence
log γ2(ρ(A1, . . . Ak)) is at most logC plus the maximum value of c1 log γ2(A1) + · · ·+ ck log γ2(Ak)
for some monomial (c1, c2, . . . , ck) of ρ. Since log γ2(A) ≤ cost(A) for all bounded matrices A,
and since cost(Ai) ≤ 2iT , this maximum is at most the maximum of T · (21c1 + · · · + 2kck) over
monomials of ρ, which is at most O(2kT poly(k)).
We now upper bound C, the sum of absolute coefficients of ρ. Recall that ρ was constructed
as an average of different polynomials with different values of the constants yi. Let ρ
′ be the
polynomial within that set we averaged over which has the largest sum of absolute coefficients.
Then to upper bound C it suffices to upper bound the sum of absolute coefficients of ρ′. To do so,
we essentially want to replace all coefficients of ρ′ with their absolute values, and then plug in all
ones for the variables. We note that (9/10) + yi will be at most 1 for the values of yi used in ρ
′,
which means that if we replace the terms (9/10)qi + yi with simply qi, we would only increase the
sum of absolute coefficients (here we treat qi as variables).
Let the resulting polynomial be ρ′′. Then ρ′′ is simply the result of composing the polynomial s
with the polynomials ri,t. Since s is a bounded multilinear polynomial of degree O(k
2), its sum of
absolute coefficients is at most 2O(k
2), and it is not hard to see that the sum of absolute coefficients
of ρ′′ will be at most 2O(k
2) times DO(k
2), where D is the maximum sum of absolute coefficients
over the polynomials dℓt with ℓ = k− i+O(log k). In other words, logC ≤ O(k2) +O(k2D), where
D is the sum of absolute coefficients of some such polynomial dℓt .
The polynomial dℓt is a single variate bounded polynomial of degree at most O(2
ℓ log k), which,
using ℓ ≤ k + O(log k), is at most 2k poly(k). A bounded single-variate polynomial of this degree
must have sum of absolute coefficients at most 42
k poly(k) by [She12a] (Lemma 4.1). Hence logD ≤
2k poly(k), so logC ≤ 2k poly(k).
We conclude that if A = ρ(A1, A2, . . . , Ak), then log γ2(A) ≤ 2k(T + 1) poly(k), and hence
cost(A) ≤ 2k(T +1) poly(k). This is at most O(2kT poly(k)) since we have T ≥ 1/10. Further, each
entry A[x, y] is equal to ρ(A1[x, y], A2[x, y], . . . , Ak[x, y]), which means that A is bounded (since ρ is
bounded and the matrices Ai are bounded), and for (x, y) ∈ Dom(F ), we have F (x, y)A[x, y] ≥ 1/3
by the guarantees on Ai and on ρ.
Using Theorem 5.8, we can now conclude the following theorem.
Theorem 6.7. Let F : X × Y → {+1,−1} be a (possibly partial) communication function. Then
there is a distribution µ over Dom(F ) such that for any bounded real matrix A (meaning |A[x, y]| ≤ 1
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for all (x, y) ∈ X × Y), we have
E(x,y)∼µ[F (x, y)A[x, y]] ≤
log γ2(A)
Ω˜(log γ˜2(F ))
.
Note that for bounded matrices, log γ2(A) ≤ log rank(A). We also have, from [LS09],
log r˜ank(F ) ≤ 6 log γ˜2(F ) +O(log log |X × Y|).
This means we can write a minimax theorem for logrank as well.
Theorem 6.8. Let F : X × Y → {+1,−1} be a (possibly partial) communication function, and
suppose that log r˜ank(F ) ≥ C log log |X × Y| where C is a universal constant. Then there is a
distribution µ over Dom(F ) such that for any bounded real matrix A (meaning |A[x, y]| ≤ 1 for all
(x, y) ∈ X × Y), we have
E(x,y)∼µ[F (x, y)A[x, y]] ≤
log rank(A)
Ω˜(log r˜ank(F ))
.
In other words, µ is such that if A has low rank compared to F , then A cannot correlate well
with F under µ.
7 Circuit complexity
A Boolean circuit C is a collection of gates connected to each other and to bits of its input x by
wires, with a single output wire representing the value of C(x). The size of a circuit is the number
of gates in the circuit, and the depth of a circuit is the length of the longest path between an input
bit and an output wire. A randomized Boolean circuit is a probability distribution over Boolean
circuits, and the size of a randomized Boolean circuit is defined to be the expected size of a Boolean
circuit drawn from that distribution.
In Section 7.1, we examine the randomized circuit complexity of partial Boolean functions when
it is computed by circuits of unbounded fan-in and unlimited depth. In Section 7.2, we show that
the main result also holds in the NC1 setting of logarithmic-depth circuits whose gates each have
fan-in at most 2. Finally, in Section 7.3 we establish the strengthening of the hardcore lemma.
7.1 General circuits
In this section, let R(f) denote the minimum size of a randomized Boolean circuit of unbounded
fan-in and unlimited depth that computes the partial Boolean function f with error at most 13 on
every input x ∈ Dom(f). Similarly, let Rµγ˙ (f) denote the minimum size of randomized Boolean
circuits that compute f with error at most γ˙ = 1−γ2 when the input is drawn from µ. We establish
a relation between those two complexity measures via the study of forecasting circuits.
Definition 7.1. A forecasting circuit is a randomized Boolean circuit with one modification: instead
of having a single output wire, the forecasting circuit has k+1 output wires that represent the binary
encoding of a value in the range {0, 1
2k
, 2
2k
, . . . , 2
k−1
2k
, 1}.
The resolution of a forecasting circuit is k when it has k + 1 output wires. (Or, equivalently,
when it outputs values that are multiples of 2−k.) The score of a forecasting circuit is computed in
the same way as we did for forecasting algorithms in previous sections. The size of a randomized
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forecasting circuit is, as in the the case of randomized Boolean circuits, the expected number of
gates in a circuit drawn from the distribution. Forecasting circuits can be defined for each model
of randomized Boolean circuits; in this section, we consider forecasting circuits with unbounded
fan-in and unlimited depth.
We begin by showing that if there is a Boolean circuit that computes a function with non-
negligible advantage over random guessing, then there is also a forecasting algorithm with non-
trivial score.
Proposition 7.2. For any partial function f : S → {0, 1}, if there is a size s ≥ 1 and parameter
γ ≥ 4R(f)+1 for which there is a randomized Boolean circuit R of average size s that satisfies
PrC∼R[C(x) 6= f(x)] ≤ γ˙ for every x ∈ Dom(f), then there is also a randomized forecasting circuit
R′ with resolution ⌈logR(f)⌉, average size at most s+ 1, and h-score
scoref (R
′, x) = E
C′∼R′
[score(C ′(x), f(x))] ≥ γ2/8
for each x ∈ Dom(f).
Proof. For each circuit C in the support of R, define C ′ to be the forecasting circuit of resolution
k = ⌈logR(f)⌉ and size size(C) + 1 which outputs the value
1 + (−1)C(x)γ′
2
on input x ∈ S where γ′ = 2m
2k
for the largest integer m such that γ′ ≤ γ. The definition of γ′
guarantees that γ − 2
2k
≤ γ′ ≤ γ. The value of k and the lower bound on γ in the proposition
statement imply that γ − 2
2k
≥ γ − 2R(f)+1 ≥ γ2 , so γ2 ≤ γ′ ≤ γ.
This circuit C ′ can be constructing by adding a single extra ¬ gate to the output wire of C:
the output of C and its negations can then be combined with constant value wires to generate the
two required output values of the forecasting circuit. (Namely, if the two output values (1± γ′)/2
of C ′ are denoted by z(0) and z(1), then the ith output bit of C ′ is a hardcoded constant value 0 or
1 when z(0) = z(1) and otherwise it is either C(x) or ¬C(x) when z(0) 6= z(1).)
The randomized forecasting circuit R′ is then defined to be the distribution on circuits obtained
by drawing C ∼ R and outputing the modified circuit C ′ as described above. Following the same
argument as in Lemma 3.15, the score of this randomized forecasting circuit satisfies
score(R′, x) ≥ γ′2/2 ≥ γ/8.
In the second step in the proof of Theorem 7.8, we show that the minimax theorem applies in
this setting.
Lemma 7.3. Fix any k ≥ 1 and let Rk denote the set of all randomized forecasting circuits
with resolution k. Then for partial function f : {0, 1}n → {0, 1}, if we let ∆ denote the set of
distributions over Dom(f), we have
inf
R∈Rk
max
x∈Dom(f)
size(R)
scoref (R,x)+
= max
µ∈∆
inf
R∈Rk
size(R)
scoref (R,µ)+
.
Proof. The lemma follows from Theorem 2.18, and the argument showing that the conditions of
that theorem are satisfied follows closely the analogous argument of Theorem 4.2.
First, we want to show that Rk can be viewed as a convex subset of a real topological space
V . We can do so with the same construction as in Theorem 4.2, though here we can also use a
45
slightly simpler constructions: fix V = R|Dom(f)|+1, and for each randomized forecasting circuit
R ∈ Rk define vR(x) = score(R,x) for each x ∈ Dom(f) and define the |Dom(f)|+1th coordinate
of vR to be cost(R,x). That the resulting set is convex follows directly from the fact that a vector
v′ = λvR1 +(1−λ)vR2 for any R1, R2 ∈ Rk corresponds to the vector of the randomized forecasting
circuit R′ = λR1 + (1− λ)R2.
The linearity of cost and score measures in both R and µ follows from their definition.
Lastly, the notions of cost and score satisfy the well-behaved condition of Theorem 2.18. First,
because the existence of a circuit of size at most 2|S| that computes f exactly implies the existence
of a finite-cost and non-zero score randomized forecasting circuit for any distribution µ on Dom(f).
Second, because the cost of circuits does not depend on the input, and third because the definition
of cost immediately implies that the mixture of a zero-cost and a nonzero-cost randomized circuit
gives a nonzero-cost randomized circuit.
The next step is the main one in the proof of the theorem: we want to show that the score of
forecasting circuits can be amplified efficiently.
Lemma 7.4. For every partial Boolean function f : {0, 1}n → {0, 1}, when we set k = ⌈logR(f)⌉
then
inf
R∈Ck
max
x∈Dom(f)
size(R)
scoref (R,x)+
= Ω˜
(
R(f)
)
where the Ω˜ hides terms that are polylogarithmic in R(f).
The proof of the lemma uses the following bounds regarding the circuit complexity of basic
arithmetic operations.
Proposition 7.5 ([BCH86, Alt88]). For any two numbers a, b represented to accuracy 2−k in
binary, then the values
ab,
a
1− a, ln(a), e
a, and
1
1 + a
can all be computed to additive accuracy 2−k by circuits of size polynomial in k and depth O(log k).
We also need another result regarding the circuit complexity of iterated multiplication up to
fixed accuracy.
Proposition 7.6. When a1, . . . , am and b1, . . . , bm are k-bit integers, then there is a circuit of size
O(m logm+mk+ kc) for some constant c ≥ 1 and depth O(log k + logm) that computes the ratio
a1 · · · am
b1 · · · bm
up to multiplicative accuracy 1± 2−k.
Proof. This result can be obtained by computing log a1···amb1···bm =
∑m
i=1 log ai − log bi to additive
accuracy 2−k. The computation of each of the values log ai and log bi for 1 ≤ i ≤ m up to
additive accuracy 2
−k
2m can be done with a circuit of size polynomial in n := k + logm + 1 and
depth O(log n). The sum of the 2m terms can be done with a circuit for iterated addition of size
O(mn) = O(m logm +mk) and depth O(logm+ log n) = O(logm + log k) to compute the log of
the ratio up to additive error 2−k. [Ofm62] (See also [Pip87, Weg87] and the references therein.)
Finally, a circuit of size polynomial in k and depth logarithmic in k can be used to compute the
exponential of the final ratio.
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Using these propositions, we can complete the proof of the lemma.
Proof of Lemma 7.4. Let R be a randomized forecasting circuit which comes arbitrarily close to
the infimum on the left-hand side.
Consider the randomized forecasting circuit R′ obtained by drawing m forecasting circuits
C1, . . . , Cm independently at random from R and combining their output values using the formula
C ′(x) =
1 + ∏
i≤m
1− Ci(x)
Ci(x)
−1 .
Fixing m = maxx 1/ scoref (R,x)
+, we obtain a randomized circuit R′ with score score(R′, x)+ =
Ω(1) for each x ∈ S and average size
size(R′) = size(R) ·m+O(m logm+mk + kc)
for some universal constant c ≥ 1. Then the proof is completed by noting that m = O( R(f)size(R) ).
Finally, we show that when there is a forecasting circuit with score γ, there is also a Boolean
circuit with error at most γ˙.
Proposition 7.7. For any set S ⊆ {0, 1}n and function f : S → {0, 1}, if there is a size s ≥ 1
and parameter γ for which there is a randomized forecasting circuit R with k output wires, size s,
depth d and scoref (R,x) ≥ γ for each x ∈ S, then there is also a randomized Boolean circuit R′ of
size s+O(k) and depth d+O(1) that satisfies PrC∼R[C(x) = f(x)] ≥ 1+γ2 for every x ∈ S.
Proof. Given a forecasting circuit C that outputs the value p on input x, we want to design a
randomized Boolean circuit RC that outputs the value 1 with probability p and 0 with probability
1− p on input x.
We can do this by adding k random inputs r1, . . . , rk that are used to generate a uniformly
random value r ∈ { 1
2k
, 2
2k
, . . . , 1}. Then if the value p in the output of the circuit is 0, we output
zero; otherwise we use a comparator circuit to return 1 if and only if r ≤ p. This value has the
desired bias p, and using standard constructions (see, e.g. [Weg87, Vol13]) we can implement the
comparator circuit with O(k) gates in a circuit of constant depth (in the unbounded fan-in model;
or O(log n) depth in the bounded fan-in model).
The final randomized Boolean circuit R′ is defined by drawing a forecasting circuit C from
R and outputting RC . The bound on the error of R
′ is then obtained as in the argument of
Lemma 3.15.
Putting the above lemmas and propositions together completes the proof of the following the-
orem.
Theorem 7.8. Fix n ∈ N. For every partial function f : {0, 1}n → {0, 1}, there is a distribution
µ on Dom(f) such that for all γ ∈ (0, 1],
Rµγ˙(f) = Ω
(
γ2R(f)
)
.
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7.2 Circuits with bounded depth
Define RNC1(f) to be the minimum size of a randomized Boolean circuit of fan-in two and loga-
rithmic depth that computes the partial Boolean function f with error at most 13 on every input
x ∈ Dom(f). Similarly, let RNC1µγ˙ (f) denote the minimum size of a randomized Boolean circuit
with the same fan-in and depth restrictions that computes f with error at most γ˙ = 1−γ2 when the
input is drawn from µ.
The constructions of Proposition 7.2, Lemma 7.4, and Proposition 7.7 can all be achieved with
circuits of fan-in 2 that add only logarithmic depth overhead to the base circuits, so the analogue
of Theorem 7.8 also holds for the class of circuits of fan-in two and logarithmic depth.
Theorem 7.9. Fix n ∈ N. For every partial function f : {0, 1}n → {0, 1}, there is a distribution
µ on Dom(f) such that for all γ ∈ (0, 1],
RNC1µγ˙(f) = Ω
(
γ2RNC1(f)
)
.
7.3 Hardcore lemma
In order to complete the proof of the hardcore lemma as stated in Theorem 1.8, we need the
following variant of the ratio minimax theorem that applies to the setting where we consider a
compact convex set of distributions, not just the set of all distributions over the function’s domain.
Theorem 7.10. Let V be a real topological vector space, and let R ⊆ V be convex. Let S be
a nonempty finite set, and let ∆ be a compact and convex set of probability distributions over
S, viewed as a subset of R|S|. Let cost : R × ∆ → [0,∞] be semicontinuous and saddle, and let
score : R×∆→ [−∞,∞) be such that its negation, − score, is semicontinuous and saddle. Suppose
cost and score are well-behaved. Then using the convension r/0 =∞ for all r ∈ [0,∞], we have
inf
R∈R
max
µ∈∆
cost(R,µ)
score(R,µ)+
= max
µ∈∆
inf
R∈R
cost(R,µ)
score(R,µ)+
.
Proof. The proof is identical to the one for (the first part of) Theorem 2.18, since that argument
only uses the fact that the set of all distributions over S is convex and compact.
From this theorem we obtain the following variant of Lemma 7.3 for distributions with min-
entropy δ.
Lemma 7.11. Fix any k ≥ 1 and let Rk denote the set of all randomized forecasting circuits with
resolution k. Then for every δ > 0 and function f : {0, 1}n → {0, 1}, if we let ∆δ denote the set of
distributions over {0, 1}n with min-entropy δ, we have
inf
R∈Rk
max
µ∈∆δ
size(R)
scoref (R,µ)+
= max
µ∈∆δ
inf
R∈Rk
size(R)
scoref (R,µ)+
.
We are now ready to complete the proof of Theorem 1.8.
Proof of Theorem 1.8. Fix s′ = c · s/ log 1δ for some constant c to be fixed later. By Lemma 7.11,
the two cases to consider are the following.
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Case 1: maxµ∈∆δ infR∈Rk
size(R)
score(R,µ)+ ≥ s′.
Fix a distribution µ with min-entropy δ for which the maximum is attained. Then every
randomized forecasting circuit R has score
score(R,µ) ≤ size(R)
s′
.
By Proposition 7.2, this implies that every randomized circuit R′ with size(R′) ≤ ǫ2s′/64 has success
probability
Pr
C∼R,x∼µ
[C(x) = f(x)] ≤ 1 + 8
√
size(R′)/s′
2
≤ 1 + ǫ
2
,
and the theorem holds in this case.
Case 2: infR∈Rk maxµ∈∆δ
size(R)
score(C,µ)+
< s′.
Fix a randomized forecasting circuit R that satisfies
size(R)
score(C,µ)+
< s′
for each distribution µ over {0, 1}n with min-entropy δ. Set α = size(R)/s′ and define T ⊆ {0, 1}n
to be the set of inputs x for which score(R,x) < α2 . Then
|T | ≤ δ(1 − α2 )2n
since otherwise the score of R on the distribution µ′ that is uniform over any set T ′ ⊇ T of size
|T ′| = δ2n (and thus has min-entropy δ) would be bounded above by score(R,µ′) < (1− α2 ) · α2 + α2 <
α, contradicting the definition of R.
By Lemma 7.4, there is a forecasting circuit R′ which satisfies size(R′) = O(s′) and score(R,x) =
Ω(1) for each x ∈ {0, 1}n \ T . Then by Proposition 7.7 there is a randomized Boolean circuit of
size O(s′) that errs with probability at most 13 on each x ∈ {0, 1}n \ T , and by standard success
amplification it also means that there is a circuit C of size s′′ = O(s′ log 1δ ) with error less than
δ. Choosing the value c in the definition of s′ appropriately, we then get that this circuit has size
at most s, contradicting the premise of the theorem and therefore showing that Case 2 cannot
occur.
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A Proofs related to the minimax theorem
Lemma 2.8 (An upper semicontinuous function on a compact set attains its max). Let X be
a nonempty compact topological space, and let φ : X → R be a function. Then if φ is upper
semicontinuous, it attains its maximum, meaning there is some x ∈ X such that for all x′ ∈ X,
φ(x′) ≤ φ(x). Similarly, if φ is lower semicontinuous, it attains its minimum.
Proof. The lower semicontinuous case follows from the upper semicontinuous case simply by negat-
ing φ, so we focus on the upper semicontinuous case. Let z = supx∈X φ(x), where z ∈ R. Let x0
be any element of X. If φ(x0) = z, we are done, so assume φ(x0) < z; in particular, z > −∞.
We define a sequence x1, x2, . . . as follows. If z < ∞, define xi to be any element of X such that
φ(xi) > z−1/i. If z =∞, define xi to be any element of X such that φ(xi) > i. Moreover, for each
i ∈ N, let Ui = {x ∈ X : φ(x) < φ(xi)}. Note that any x ∈ X for which φ(x) < z must be in Ui
for some i ∈ N; hence if the supremum z is not attained, the sets Ui form a cover for X (meaning⋃
i∈N Ui = X).
The key claim is that the Ui sets are all open if φ is upper semicontinuous. This is is because if
x ∈ Ui, then φ(x) < φ(xi), and by the definition of upper semicontinuity, there is a neighborhood
U of x on which φ(·) is still less than φ(xi); thus there is a neighborhood U of x contained in Ui,
so that Ui is open. In this case, if the supremum z is not attained, the collection {Ui}i∈N is an
open cover of X, and by the definition of compactness, it has a finite subcover. Let i be the largest
index of some Ui in this subcover. Then it follows that φ(x) < φ(xi) for all x ∈ X, which is a
contradiction. Hence the supremum z must be attained as a maximum, as desired.
Lemma 2.9 (A pointwise infimum of upper semicontinuous functions is upper semicontinuous). Let
X be a topological space, let I be a set, and let {φi}i∈I be a collection of functions φi : X → R. Then
if each φi is upper semicontinuous, the function φ(x) = infi∈I φi(x) is also upper semicontinuous.
Similarly, if each φi is lower semicontinuous, the pointwise supremum is lower semicontinuous.
Proof. Note that the case where φi are all lower semicontinuous follows from the case where they
are all upper semicontinuous simply by negating the functions, since negation flips upper and lower
semicontinuity and flips infimums and supremums. We focus on the case where φi are all upper
semicontinuous.
Fix x ∈ X. If φ(x) = ∞, φ is upper semicontinuous at x by definition. If φ(x) < ∞, fix any
y > φ(x). By the definition of φ(x) as an infimum, there is some i ∈ I such that φi(x) < y. By
the upper semicontinuity of φi(·), there is a neighborhood U of x such that for all x′ ∈ U , we
have φi(x
′) < y. Then for all x′ ∈ U , we clearly have φ(x′) = infi∈I φi(x′) < y. Thus φ is upper
semicontinuous at x, as desired.
Lemma A.1. Let V be a real vector space, and let X ⊆ V . The convex hull of X is the set of all
v ∈ V which can be written as a convex combinatotion of vectors in x; that is, v for which there
exist k ∈ N, x1, x2, . . . , xk ∈ X, and λ1, λ2, . . . , λk ∈ [0, 1] with λ1 + λ2 + · · · + λk = 1 such that
v = λ1x1 + λ2x2 + · · · + λkxk.
Proof. This is a well-known characterization of the convex hull, which can be shown as follows: let
Y be the set of all finite convex combinations of points in X; that is, Y contains all points in V of
the form λ1x1+λ2x2+ · · ·+ λkxk, where k ∈ N, x1, x2, . . . , xk ∈ X, and λ1, λ2, . . . , λk ∈ [0, 1] with
λ1 + λ2 + · · · + λk = 1. Then Y is clearly convex, since for all y1, y2 ∈ Y and λ ∈ (0, 1), we know
that y1 and y2 are finite convex combinations of points in x, meaning that λy1 + (1− λ)y2 is also
a finite convex combination of points in X. Furthermore, if Z is any other convex set containing
X, then it’s easy to show by induction that Z contains all convex combinations of k points in X
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for each k ∈ N; hence Z must be a superset of Y . It follows that Conv(X), the intersection of all
convex sets containing X, must exactly equal Y .
Lemma 2.10 (Quasiconvex functions on convex hulls). Let V be a real vector space, let X ⊆ V ,
and let φ : Conv(X)→ R be a function. If φ is quasiconvex, then
sup
x∈Conv(X)
φ(x) = sup
x∈X
φ(x).
Similarly, if φ is quasiconcave, then
inf
x∈Conv(X)
φ(x) = inf
x∈X
φ(x).
Proof. The quasiconcave case follows from the quasiconvex case by negating φ; hence it suffices to
prove the quasiconvex case. It is clear that supx∈Conv(X) φ(x) is at least supx∈X φ(x), so we only
need to show the latter is at least the former. To this end, let y∗ := supx∈Conv(X) φ(x), and let
xˆ ∈ Conv(X) be such that φ(xˆ) is arbitrarily close to y∗. We must show that supx∈X φ(x) ≥ φ(xˆ),
or equivalently, that there is some x ∈ X with φ(x) ≥ φ(xˆ).
Using Lemma A.1, we can now write xˆ ∈ Conv(X) as xˆ = λ1x1+λ2x2+ · · ·+λkxk, with k ∈ N,
x1, x2, . . . , xk ∈ X, and λ1, λ2, . . . , λk ∈ [0, 1] with λ1 + λ2 + · · · + λk = 1. Furthermore, assume
that λi > 0 for each i ∈ [k] (we can remove λixi = 0 from the linear combination otherwise). Now,
note that by quasiconvexity, we have φ(λx1 + (1 − λ)x2) ≤ max{φ(x1), φ(x2)}. It is not hard to
show by induction that φ(λ1x1 + λ2x2 + · · · + λkxk) ≤ max{φ(x1), φ(x2), . . . , φ(xk)}. Hence there
is some x ∈ X such that φ(x) ≥ φ(xˆ), as desired.
Lemma 2.15. Let V be a real topological vector space, and let X ⊆ V be convex. For a function
ψ : X → R, let ψ+ denote the function ψ+(x) = max{ψ(x), 0}. Then this operation on ψ preserves
convexity, quasiconvexity, quasiconcavity, upper semicontinuity, and lower semicontinuity, but not
concavity.
We actually prove a stronger statement, where the maximum is taken with an arbitrary constant.
Lemma A.2. Let V be a real topological vector space, and let X ⊆ V be convex. Let ψ : X → R
be a function, let c ∈ R be a constant, and let ψ′ : X → R be the function ψ′(x) = max{ψ(x), c}.
Then if ψ is convex, ψ′ is convex; if ψ is quasiconvex, ψ′ is quasiconvex; if ψ is quasiconcave,
ψ′ is quasiconcave; if ψ is upper semicontinuous, ψ′ is upper semicontinuous; and if ψ is lower
semicontinuous, ψ′ is lower semicontinuous.
Proof. Let x, y ∈ X, and let λ ∈ (0, 1). Then
ψ′(λx+ (1− λ)y) = max{ψ(λx+ (1− λ)y), c}.
If this maximum equals c, it is certainly at most λmax{ψ(x), c}+(1−λ)max{ψ(y), c}, since these
two latter maximums are each at least c. Hence the inequalities for convexity and quasiconvexity
always hold when the original maximum equals c. Alternatively, if max{ψ(λx + (1 − λ)y), c} =
ψ(λx+ (1− λ)y), then using ψ(x) ≤ ψ′(x) and ψ(y) ≤ ψ′(y), we see that convexity of ψ gives the
inequality for convexity of ψ′, and quasiconvexity of ψ gives the inequality for quasiconvexity of ψ′.
Next, suppose ψ is quasiconcave. Without loss of generality, say that ψ(x) ≤ ψ(y). Then
ψ′(λx + (1 − λ)y) = max{ψ(λx + (1 − λ)y), c} ≥ max{ψ(x), c} = ψ′(x) ≥ min{ψ′(x), ψ′(y)}, and
ψ′ is quasiconcave.
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Preservation of lower semicontinuity follows from Lemma 2.9, where we note that c is continuous
as a function from X to R. It remains to show upper semicontinuity is preserved. Suppose ψ is
upper semicontinuous, and let x ∈ X. If ψ′(x) =∞, upper semicontinuity at x vacuusly holds. Fix
y > ψ′(x). Since ψ′(x) ≥ c, we have y > c, so ψ(x) = ψ′(x) > y, and upper semicontinuity gives us
a neighborhood U of x on which ψ(·) is less than y. Since y > c, we have ψ′(·) = max{c, ψ(·)} < y
on U . Hence ψ′ is upper semicontinuous.
Theorem A.3 (Sion’s minimax [Sio58]). Let V1 and V2 be real topological vector spaces, and let
X ⊆ V1 and Y ⊆ V2 be convex. Let α : X × Y → R be semicontinuous and quasisaddle. If either
X or Y is compact, then
inf
x∈X
sup
y∈Y
α(x, y) = sup
y∈Y
inf
x∈X
α(x, y).
Theorem 2.11 (Sion’s minimax for extended reals). Let V1 and V2 be real topological vector spaces,
and let X ⊆ V1 and Y ⊆ V2 be convex. Let α : X × Y → R be semicontinuous and quasisaddle. If
either X or Y is compact, then
inf
x∈X
sup
y∈Y
α(x, y) = sup
y∈Y
inf
x∈X
α(x, y).
Proof. First, note that the inf-sup is always at least the sup-inf. This is because these expressions
can be thought of as two players, one choosing x and trying to minimize α(x, y), and the other
choosing y and trying to maximize y; in the inf-sup, the sup player chooses y after already knowing
x, and therefore has more information and is better positioned to maximize α(x, y) than in the
sup-inf, where the inf player goes second.
Now, let
a := sup
y∈Y
inf
x∈X
α(x, y), b := inf
x∈X
sup
y∈Y
α(x, y).
We have a, b ∈ R, and a ≤ b. We wish to show a = b. Suppose by contradiction that a < b. Then
we can pick a′, b′ ∈ R such that a < a′ < b′ < b. We then define α′ : X × Y → R by α′(x, y) := a′ if
α(x, y) ≤ a′, α′(x, y) := b′ if α′(x, y) ≥ b′, and α′(x, y) := α(x, y) if α(x, y) ∈ [a′, b′].
Note that α′(x, y) = max{a′,min{b′, α(x, y)}}. By Lemma A.2, we know that taking a maxi-
mum with a constant preserves quasiconvexity, quasiconcavity, and upper and lower semicontinu-
ities. By negating the function, it also follows that taking a minimum with a constant preserves
these properties. From this it follows that α′ is quasisaddle and semicontinuous, since α has these
properties.
Now, since a = sup
y∈Y
inf
x∈X
α(x, y) and since a′ > a, we know that for all y ∈ Y , there exists
some x ∈ X for which α(x, y) < a′. This means that for all y ∈ Y , there exists x ∈ X for which
α′(x, y) = a′. Hence sup
y∈Y
inf
x∈X
α′(x, y) = a′. Similarly, since b = inf
x∈X
sup
y∈Y
α(x, y) and since b′ < b, we
know that for all x ∈ X, there exists some y ∈ Y for which α(x, y) > b′. This means that for all
x ∈ X, there exists y ∈ Y for which α′(x, y) = b′. Hence inf
x∈X
sup
y∈Y
α′(x, y) = b′. By Theorem A.3,
we then have
b′ = inf
x∈X
sup
y∈Y
α′(x, y) = sup
y∈Y
inf
x∈X
α′(x, y) = a′.
But this is a contradiction, since we picked a′ < b′. We conclude that we must have had a = b to
begin with, as desired.
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B Distance measures
Lemma 3.3. hs, Brier, and ls are proper scoring rules. bias is a scoring rule which is not proper.
Proof. It is clear that all of the functions from Definition 3.2 are smooth on (0, 1) and increasing
on [0, 1], where we interpret hs(0) = ls(0) = −∞. It is also clear that all these functions evaluate
to 1 at 1 and to 0 at 1/2. It remains to show that Brier, ls, and hs are proper. To do so, we need
to show that ps(q)+ (1− p)s(1− q) is uniquely optimized at q = p when s is one of these functions
and p ∈ (0, 1). Fix such p ∈ (0, 1), and observe that the critical points of the expression we wish to
maximize are the points q such that ps′(q) = (1− p)s′(1− q).
For ls(q) = 1 − log(1/q) = 1 + (log e) ln q, the critical points q satisfy (log e)p/q = (log e)(1 −
p)/(1 − q), or p/(1 − p) = q/(1 − q). Noting that the function x/(1 − x) is increasing on (0, 1),
and hence injective on (0, 1), we conclude that the only critical point is q = p. Moreover, at the
boundaries q = 0 and q = 1, we clearly have p ls(q)+ (1−p) ls(1− q) = −∞, whereas in the interior
the expression is finite. Hence the unique maximum must occur at q = p.
For hs(q) = 1 −
√
(1− q)/q = 1 −
√
1/q − 1, we have hs′(q) = 1/2
√
q3(1− q), so the critical
points q satisfy p/2
√
q3(1− q) = (1 − p)/2
√
(1− q)3q, or p/q = (1− p)/(1 − q), which once again
only occurs at q = p. At the boundaries, we once again have p hs(q) + (1 − p) hs(1− q) = −∞ for
q = 0 or q = 1, so the unique maximum occurs at q = p.
Finally, for Brier(q) = 1 − 4(1 − q)2 = −4q2 + 8q − 3, we have Brier′(q) = 8(1 − q), so
the critical points q satisfy 8p(1 − q) = 8(1 − p)q, which again implies q = p. This time, the
boundary points are finite, but we can use the second order condition: the second derivative of
pBrier(q) + (1− p)Brier(1 − q) is pBrier′′(q) + (1 − p)Brier′′(1 − q). Noting that Brier′′(q) = −8,
this is −8p − 8(1 − p) = −8 < 0. Hence the critical point is a maximum, and since it is unique
(with the boundaries 0 and 1 not being critical even if we extend the domain of the function), we
conclude it is the unique maximum.
Lemma B.1. For any x ∈ [0, 1], we have
x2
2
≤ 1−
√
1− x2 ≤ 1−H
(
1 + x
2
)
≤ x2 ≤ x.
Additionally, x2 and 1−√1− x are convex functions on [0, 1].
Proof. x2 ≤ x is clearly true for x ∈ [0, 1]. To see that x2/2 ≤ 1 − √1− x2, note that this is
equivalent to y/2 ≤ 1 − √1− y for y ∈ [0, 1] (by setting y = x2); the latter is clearly true at
y = 0, so it suffices to show the right hand side grows faster. Taking derivatives, it suffices to show
1/2 ≤ 1/2√1− y, which is clearly true for y ∈ [0, 1].
Next, write
1−H((1 + x)/2) = 1− ((1 + x)/2) log 2/(1 + x)− ((1− x)/2) log 2/(1 − x)
= 1− (1 + x)/2− (1− x)/2 + ((1 + x)/2) log(1 + x) + ((1− x)/2) log(1− x)
=
1
ln 4
((1 + x) ln(1 + x) + (1− x) ln(1− x)).
Let α(x) = (1 + x) ln(1 + x) + (1 − x) ln(1 − x). We show that α(x)/x2 is increasing and that
α(x)/(1 − √1− x2) is decreasing; this suffices to show the desired inequalities, since it means we
only need to check x = 1, where the inequalities 1 −√1− x2 ≤ 1 −H((1 + x)/2) ≤ x2 hold with
equality.
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The derivative of α(x) is ln(1+x)−ln(1−x). The derivative of α(x)/x2 is therefore x2 ln(1+x)−
x2 ln(1−x)−2x(1+x) ln(1+x)−2x(1−x) ln(1−x) divided by x4 > 0 (for x ∈ (0, 1)). This simplifies
to −2x ln(1−x2)−x2 ln((1+x)/(1−x)). This is positive if and only if 2 ln(1−x2)+x ln((1+x)/(1−x))
is negative. This expression equals 0 at x = 0, so it suffices to show it is decreasing on (0, 1). The
derivative is −2x/(1 − x2) + ln((1 + x)/(1 − x)), which is again 0 at x = 0, so it again suffices to
show the derivative is negative on (0, 1). The derivative of this expression is −4x2/(1−x2)2, which
is finally a quantity that is clearly negative, completing the argument; hence α(x)/x2 is increasing
on [0, 1].
The derivative of α(x)/(1 −√1− x2) is
(1− x−
√
1− x2) ln(1− x)− (1 + x−
√
1− x2) ln(1 + x)
divided by some denominator which is positive on (0, 1). This equals
−x ln(1− x2)− (1−
√
1− x2) ln((1 + x)/(1− x)).
Note that ln(1−x2) = −x2−x4/2−· · ·−x2i/i−. . . and that ln((1+x)/(1−x)) = ln(1+x)−ln(1−x) =
2x+ 2x3/3 + · · · + 2x2i−1/(2i− 1) + . . . , so the expression equals
x2
∞∑
i=1
x2i−1/i− (1−
√
1− x2)
∞∑
i=1
x2i−1/(i− 1/2) = (
√
1− x2− (1− x2))
∞∑
i=1
−x2i−1/i(2i− 1) < 0.
Hence α(x)/(1 −√1− x2) is decreasing on [0, 1], as desired.
It is clear that x2 and 1−√1− x are convex functions on [0, 1], as their second derivatives are
2 > 0 and (1/4)(1 − x)−3/2 > 0 (for x ∈ (0, 1)) respectively.
Lemma 3.6 (Relations between distance measures). When applied to fixed ν0, ν1, and w, the
distance measures satisfy
S2
2
≤ 1−
√
1− S2 ≤ h2 ≤ JS ≤ S2
as well as
∆2 ≤ S2 ≤ ∆.
We also have JS ≤ h2 / ln 2 and S2 ≤ (ln 4) JS.
Proof. We use Lemma B.1. The chain h2 ≤ JS ≤ S2 ≤ ∆ follows from the inequalities there, while
the inequalities ∆2 ≤ S2 and 1−
√
1− S2 ≤ h2 follow from Jensen’s inequality combined with the
convexity of x2 and 1−√1− x.
Finally, to show inequality JS ≤ h2 / ln 2 we only need to compute the limit of α(x)/(1−√1− x2)
as x→ 0, since this ratio is decreasing with x (where α(x) is defined as in the proof of Lemma B.1).
To do that it suffices to use α(x) = x2 +O(x4) and 1−√1− x2 = x2/2 +O(x4), so the limit is 2.
Hence the limit of (1−H((1+x)/2))/(1−√1− x2) as x→ 0 is 1/ ln 2, meaning this ratio is always
at most 1/ ln 2. Similarly, to show the inequality S2 ≤ (ln 4) JS, we only need to compute the limit of
α(x)/x2 as x→ 0. Again using α(x) = x2+O(x4), the limit is 1, so the ratio (1−H((1+x)/2))/x2
is always at least 1/ ln 4.
Lemma 3.11. If x ∈ [0, 1] and k ∈ [1,∞), we have
1
2
min{kx, 1} ≤ 1− (1− x)k ≤ min{kx, 1}.
56
Proof. Set f(x) := 1− (1− x)k. Clearly, when x ∈ [0, 1], we have f(x) ∈ [0, 1], so f : [0, 1]→ [0, 1].
Note f(0) = 0, f(1) = 1, and that f(x) is increasing on [0, 1]. If k = 1, we have f(x) = x, and the
inequalities trivially hold; therefore, assume k > 1. Then f ′(x) = k(1− x)k−1 and f ′′(x) = −k(k−
1)(1−x)k−2, meaning that f(x) is concave on [0, 1]; we also have f ′(0) = k and f ′′(0) = −k(k− 1).
From this we conclude that f(x) ≤ kx, proving the upper bound (as f(x) ≤ 1 is clear).
For the lower bound, note that f ′′′(x) = k(k − 1)(k − 2)(1 − x)k−3, which is non-negative on
[0, 1]. This means that f ′′(x) ≥ −k(k − 1) on [0, 1], that f ′(x) ≥ k − k(k − 1)x on [0, 1], and that
f(x) ≥ kx− (k(k − 1)/2)x2 = kx(1− (k − 1)x/2) on [0, 1]. If (k − 1)x ≤ 1, we get f(x) ≥ kx/2. If
(k − 1)x ≥ 1, we have f(x) ≥ 1− e−kx ≥ 1− 1/e ≥ 1/2. This completes the proof.
Lemma 4.5 (Hellinger distance of disjoint mixtures). Let µ be a distribution over a finite support
A, and for each a ∈ A, let νa0 and νa1 be two distributions over a finite support Sa. Let νµ0 and νµ1
denote the mixture distributions where a ← µ is sampled, and then a sample is produced from νa0
or νa1 respectively. Assume the sets Sa are disjoint for all a ∈ A. Then
h2(νµ0 , ν
µ
1 ) = Ea←µ[h
2(νa0 , ν
a
1 )].
Proof. Note that the squared-Hellinger distance is one minus the fidelity, that is, h2(µ1, µ2) =
1 − F (µ1, µ2) where F (µ1, µ2) =
∑
x
√
µ1[x]µ2[x] (this is easy to check from the definition of h
2).
Now write
h2(νµ0 , ν
µ
1 ) = 1−
∑
x∈
⋃
a Sa
√
νµ0 [x]ν
µ
1 [x]
= 1−
∑
a∈A
∑
x∈Sa
√
µ[a]νa0 [x]µ[a]ν
a
1 [x]
= 1− Ea←µ
[∑
x∈Sa
√
νa0 [x]ν
a
1 [x]
]
= Ea←µ
[
1−
∑
x∈Sa
√
νa0 [x]ν
a
1 [x]
]
= Ea←µ
[
h2(νa0 , ν
a
1 )
]
.
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