In this paper, we take finite difference method with different high order approximations for solving Hirota Equation is presented. The stability analysis using Von-Neumann technique shows schemes are unconditionally stable. To test accuracy the error norms L 2 , L ∞ are computed. We compute local truncation error for different schemes. We make comparison between these approximations through the results that we are get it. These results show that the approximation of O(k 2 + h 4 ) introduced here is more accurate than others and easy to apply.
Introduction
The purpose of this paper is to apply finite difference method with different high order approximations to the Hirota equation. The Hirota equation in the form [1] u t + 3α |u| 2 u x + γu xxx = 0,
where u is a complex valued function of the spatial coordinate x and the time t and α, γ are positive real constants. Boundary conditions u(x,t) = u x (x,t) = 0, |x| → ∞, 0 ≤ t ≤ T.
And initial conditions. u(x, 0) = f (x), −∞ < x < ∞.
The exact solution of Hitora equation (1) is
where β is the amplitude of the wave, κ is related to the width of the wave envelope and ν is the velocity. The parameter a is the wave number of the phase and b is related to the frequency of the phase. This equation is an integrable equation and it is very important because it has many physical applications, such as the propagation of optical pluses in nematic liquid crystal waveguides. The Hirota equation is closely related to both the nonlinear Schrodinger equation and modified Korteweg-de Vries (mKdV) equations, as it is complex generalization of the mKdV equation and it is a part of the nonlinear Schrodinger equation hierarchy of the integrable equation. Also, its soliton solution has a very similar form The Hirota equation has been solved numerically by Hoseini S. M. and Marchant T. R. [1] and the Eq. (1) has been studied by W. G. Al.Harbi [2] . The numerical solution of nonlinear wave equations has been the subject of many studies in recent years. Such as the Korteweg-de Vries (KdV) equation [3, 4, 5, 6] and the nonlinear Schrodinger equation has been solved by [7, 8] . Numerical solution of coupled partial differential equations, as an example, the coupled nonlinear Schrodinger equation admits soliton solution and it has many applications in communication, this system has been solved numerically by Ismail [9, 10, 11, 12] and the coupled Korteweg-de Vries equation has been solved numerically [13, 14, 15, 16] . The complex nonlinear partial differential equations have been solved in [17, 18, 19, 20, 21] . The nonintegrable variant of Hirota equation in which the nonlinear term in (1) is replaced by |u| 2 u x , is solved numerically by [17, 19] .
The paper is organized as follows. In Section 2, we convert the Eq. (1) from complex equation to system of nonlinear equations that have real functions. In Section 3, we have four different approximation of finite difference method and we introduce dissection of stability and local truncation error for different schemes. In section 4, numerical results for problem and some related figures are given in order to show the efficiency as well as the accuracy of the proposed method and we introduced the interaction of two and three solitary waves. Finally, conclusions are followed in Section 5.
The Hirota equation
In this section we convert the complex Eq. (1) to system of nonlinear equations that have real functions. We assume that [19, 20] .
where u 1 (x,t)andu 2 (x,t)are real functions.
By substituting in Eq. (1) we will reduce Hirota equation to the coupled system in this form
We can write this system in this form
where
Derivation of the numerical method
In this section we given theoretically discussed for the numerical method using finite difference method with different high order approximations.
The first approximation
In this section we will prove that the method is second order in space and time. We take approximations for space derivatives and time derivatives as:
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Substituting (8) into (6) and using Crank-Nicolson formula [22] we get
where 3 . This system can be solved by many methods.
Stability analysis of first scheme
In this section, the standard Von-Neumann concept is applied to investigate the stability analysis of the schemes. At first, we must linearize the nonlinear term of the Hirota equation by making (z)
n j as a local constant λ 1 . According to the Von-Neumann concept, we get
where A and B are the harmonics amplitude, φ = kh , k is the mode number, i = √ −1 and g is the amplification factor of the schemes. Substituting (11) into the difference (9), we get
we get
from (12) we get |g| ≤ 1, hence the scheme is unconditionally stable. It means that there is no restriction on the grid size, i.e. on h and ∆t, but we should choose them in such a way that the accuracy of the scheme is not degraded. Similar results can be obtained from the difference (10).
Local truncation error of first scheme
To study the accuracy of (10) we replace (U) n j by(u) n j first, then from Taylor's series expansion for all terms in (10) about the point (x j ,t n ) we get 
This means that Crank-Nicolson scheme is second order accuracy in space and second order in time, i.e. O(k 2 + h 2 ).
The second approximation
In this section we will prove that the method is fourth order in first derivative space and second order in third derivative space and time. We take approximations for space derivatives and time derivatives as:
Now, we assume that(u) n j is the exact solution ate the grid point (x j ,t n )and (U) n j is the numerical solution at the same point. Substituting (13) into (6) and using Crank-Nicolson formula we get 3 . This system can be solved by many methods.
Stability analysis of second scheme
where A and B are the harmonics amplitude, φ = kh , k is the mode number, i = √ −1and g is the amplification factor of the schemes. Substituting (16) into the difference (??), we get
from (17) we get |g| ≤ 1, hence the scheme is unconditionally stable. It means that there is no restriction on the grid size, i.e. on h and ∆t, but we should choose them in such a way that the accuracy of the scheme is not degraded. Similar results can be obtained from the difference (15).
Local truncation error of second scheme
To study the accuracy of (14) we replace (U) n j by(u) n j first, then from Taylor's series expansion for all terms in (14) about the point (x j ,t n )we get
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, the first and second terms is zero by the Hirota equation, and so we end with local truncation error
The third approximation
In this section we will prove that the method is fourth order in third derivative space and second order in first derivative space and time. We take approximations for space derivatives and time derivatives as:
Now, we assume that (u) n j is the exact solution ate the grid point (x j ,t n ) and (U) n j is the numerical solution at the same point. Substituting (18) into (6) and using Crank-Nicolson formula we get 3 . This system can be solved by many methods.
Stability analysis of third scheme
where AandBare the harmonics amplitude, φ = kh , k is the mode number, i = √ −1 and g is the amplification factor of the schemes. Substituting (21) into the difference (19), we get
from (22) we get |g| ≤ 1, hence the scheme is unconditionally stable. It means that there is no restriction on the grid size, i.e. on h and ∆t, but we should choose them in such a way that the accuracy of the scheme is not degraded. Similar results can be obtained from the difference (20) 3.3.2 Local truncation error of third scheme
To study the accuracy of (19) we replace (U) n j by (u) n j first, then from Taylor's series expansion for all terms in (19) about the point (x j ,t n ) we get
, the first and second terms is zero by the Hirota equation, and so we end with local truncation error 
The fourth approximation
In this section we will prove that the method is fourth order in space and second order in time. We take approximations for space derivatives and time derivatives as:
Now, we assume that (u) n j is the exact solution ate the grid point (x j ,t n ) and (U) n j is the numerical solution at the same point. Substituting (23) into (6) and using Crank-Nicolson formula we get
Stability analysis of fourth scheme
In this section, the standard Von-Neumann concept is applied to investigate the stability analysis of the schemes. At first, we must linearize the nonlinear term of the Hirota equation by making (z) n+1 j + (z) n j as a local constant λ 1 . According to the Von-Neumann concept, we get
where A and B are the harmonics amplitude, φ = kh , kis the mode number, i = √ −1and g is the amplification factor of the schemes. Substituting (26) into the difference (24), we get
from (27) we get |g| ≤ 1, hence the scheme is unconditionally stable. It means that there is no restriction on the grid size, i.e. on h and ∆t, but we should choose them in such a way that the accuracy of the scheme is not degraded. Similar results can be obtained from the difference (25).
Local truncation error of fourth scheme
To study the accuracy of (25) we replace (U) n j by(u) n j first, then from Taylor's series expansion for all terms in (25) about the point (x j ,t n ) we get
This means that Crank-Nicolson scheme is second order accuracy in space and second order in time, i.e. O(k 2 + h 4 ).
Numerical tests and results of Hirota equation
In this section, we present numerical example to test validity of our scheme for solving Hirota equation. The norms L 2 -norm and L ∞ -norm are used to compare the numerical solution with the analytical solution [23] .
Where u E is the exact solution u and u N is the approximation solutionU N . And the quantities I 1 and I 2 are shown to measure conservation for the schemes.
Now we consider this test problem.
Test problem
We assume that the solution of the Hirota equation is negligible outside the interval [x L , x R ] , together with all its x derivatives tend to zero at the boundaries. Therefore, in our numerical study we replace Eq. (1) by
Where u is a complex valued function of the spatial coordinate xand the time t and α, γ are positive real constants. Boundary conditions
And initial conditions.
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For our numerical work, we decompose the complex function u into their real and imaginary parts by writing
where u 1 (x,t)andu 2 (x,t)are real functions. This will reduce Hirota equation to the coupled system
Then the exact solutions of system (34) is
β is the amplitude of the wave, κ is related to the width of the wave envelope and ν is the velocity. The parameter a is the wave number of the phase and b is related to the frequency of the phase. Also the solution is at x = s at t = 0. In order to derive a numerical method for solving the system given in (34).
with its boundary consisting of the ordinates x 0 = x L , x N = x R and the axis t = 0 is covered with a rectangular mesh of points with coordinates
where h and k are the space and time increments, respectively. To investigate the performance of the proposed schemes we consider solving the following problem.
Single soliton
In previous section, we have provided four finite difference schemes for the Hirota equation, and we can take the following as an initial condition.
The norms L 2 and L ∞ are used to compare the numerical results with the analytical values and the quantities I 1 and I 2 are shown to measure conservation for the schemes. Now, we consider two different cases to study the motion of single soliton. Table 1 . The motion of solitary wave using fourth scheme is plotted at timest = 0, 3, 5 in Fig.1 . These results illustrate that the fourth scheme has a highest accuracy and best conservation than other three schemes. So we use it to study the motion of single solitary waves and interaction between two and three solitons. In the next table we make comparison between the results of fourth scheme and the results have been published in Search [2] . The results of our scheme are accurate than the results in [2] . 
Interaction of two solitary waves
The interaction of two solitary waves having different amplitudes and traveling in the same direction is illustrated. We consider Hipota equation with initial conditions given by the linear sum of two well separated solitary waves of various amplitudes
where, j = 1, 2, a j and s j , κ j are arbitrary constants. In our computational work. Now, we choose s 1 = −10, s 2 = 10, -30, 30 ]. In Fig. 3 , the interactions of these solitary waves are plotted at different time levels. We also, observe an appearance of a tail of small amplitude after interaction and the two invariants for this case are shown in Table 4 . The invariants I 1 and I 2 are changed by less than2.3 × 10 −4 and3 × 10 −4 , respectively for the scheme. 
Interaction of three solitary waves
The interaction of three solitary waves having different amplitudes and traveling in the same direction is illustrated. We consider the Hirota equation with initial conditions given by the linear sum of three well separated solitary waves of various amplitudes.
u( 4 . The interactions of these solitary waves are plotted at different time levels. We also, observe an appearance of a tail of small amplitude after interaction and the two invariants for this case are shown in Table 5 . The invariants I 1 and I 2 are changed by less than 1 × 10 −5 and 2.56 × 10 −4 , respectively for the scheme. 
Conclusions
In this paper, we applied the finite difference method with different high order approximations to develop a numerical method for solving Hirota equation and shown that the schemes are unconditionally stable. We tested our schemes through a single solitary wave in which the analytic solution is known, then extend it to study the interaction of solitons where no analytic solution is known during the interaction and its accuracy was shown by calculating error norms L 2 and L ∞ .
