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EQUIVARIANT CATEGORY OF WEDGES
CESAR A. IPANAQUE ZAPATA
Abstract. We prove the formula
catG(X ∨ Y ) = max{catG(X), catG(Y )}
for the equivariant category of the wedge X ∨ Y .
1. Introduction
For the remainder of the paper, G will denote a compact Hausdorff topological
group acting continuously on a Hausdorff space X on the left.
The equivariant category of X , denoted by catG(X), was introduced by Marzan-
towicz in [8], as a generalization of classical category or Lusternik-Schnirelmann
category (LS-category) of a space [7]. For a general overview of LS-category we
refer the reader to the survey article of James [5] and the book of Cornea-Lupton-
Oprea-Tanré [6]. In [6] the authors showed that for path-connected normal spaces
X,Y with non-degenerate basepoints, classical category of the wedge X ∨ Y is,
(1.1) cat(X ∨ Y ) = max{cat(X), cat(Y )},
where X ∨Y is the wedge of the disjoint sets X and Y obtained by identifying their
basepoints.
Similar to definition of classical category, catG(X) is defined to be the least
number of open invariant subsets of X , which form a covering for X and each open
subset is equivariantly contractible to an orbit, rather than a point.
In this paper we extend the classical formula (1.1) to the equivariant case.
Namely, we show that the wedge X ∨ Y has equivariant category equal to
max{catG(X), catG(Y )}.
The main idea follows the original approach of LS-category given by Cornea-
Lupton-Oprea-Tanré [6].
2. Preliminary results
We begin by recalling some definitions and fixing some notations. We follow the
standard notation of compact transformations groups used in [2] and [9]. Let G be
a compact Hausdorff topological group acting continuously on a Hausdorff space X
on the left. In this case, we say that X is a G−space. For each x ∈ X , the isotropy
group or stabilizer Gx := {g ∈ G : gx = x} is a closed subgroup of G, and the
set O(x) := {gx : g ∈ G} is called the orbit of x, and also denoted Gx. There is
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a homeomorphism from the coset space G/Gx to O(x), which sends gGx to gx for
each g ∈ G.
The orbit space X/G is the set of equivalence classes determined by the action,
endowed with the quotient topology. Since G is compact and X is Hausdorff, X/G
is also Hausdorff ([9], Proposition 3.1-(v), pg. 5), and the orbit map p : X −→ X/G
sending a point to its orbit is both open and closed ([9], Proposition 3.1, pg. 22).
If H is a closed subgroup of G, then XH := {x ∈ X : hx = x for all h ∈ H}
is called the H-fixed point set of X . In particular, the set XG is called the fixed
point set of X . Here, XH is endowed with subspace topology. We denote the closed
interval [0, 1] in R by I.
Let X and Y be G−spaces. Two G−maps φ, ψ : X −→ Y are G−homotopic,
written φ ≃G ψ, if there is a G−map F : X × I −→ Y with F0 = φ and F1 = ψ,
where G acts trivially on I and diagonally on X × I.
We recall some notations of equivariant category of a G−space X , as studied for
instance in Marzantowicz [8] and Collman-Grant [3].
A subset U ⊆ X is described as invariant if gU ⊆ U for all g ∈ G.
It is easy to verify the following statement.
Lemma 2.1. Let X be a G−space. If U ⊆ X is an invariant subset, then U,X −
U,X −U ⊆ X are also invariant. Furthermore, if {Uα} is a collection of invariant
subsets of X, then the complement X −
⋃
α Uα is also invariant.
Definition 2.2. An open invariant set U in a G−space X is called G−categorical
if the inclusion iU : U −→ X is G−homotopic to a G−map c : U −→ X such that
c(U) ⊆ O(x) for some x ∈ X , that is, if there exists a G−homotopy F : U×I −→ X
such that F0 = iU and F1(U) ⊆ O(x) for some x ∈ X .
Definition 2.3. The equivariant category of aG−spaceX , denoted catG(X), is the
least integer k such that X may be covered by k open invariant sets {U1, . . . , Uk},
each of which is G−categorical.
Let X and Y be G−spaces. We say that X G−dominates Y if there exist
G−maps φ : X −→ Y and ψ : Y −→ X such that φψ ≃G idY . If in addition ψφ ≃G
idX , then φ and ψ are G−homotopy equivalences, and X and Y are G−homotopy
equivalent, written X ≃G Y .
Proposition 2.4. If X G−dominates Y then catG(X) ≥ catG(Y ). In particular,
if X ≃G Y then catG(X) = catG(Y ).
Proof. Let φ : X −→ Y and ψ : Y −→ X be G−maps such that φψ ≃G idY , and
let F : Y × [0, 1] −→ Y be a G−homotopy between idY and φψ.
Let U ⊆ X be G−categorical then V := h−1(U) ⊆ Y is open and invariant.
We will show that V is G−categorical for Y . Denote by H : U × [0, 1] −→ X the
G−homotopy between the inclusion iU : U −→ X and a G−map c : U −→ X which
satisfies c(U) ⊆ O(x) for some x ∈ X .
Let T : V × [0, 1] −→ Y defined by
T (y, t) :=
{
F (y, 2t), 0 ≤ t ≤ 1/2;
f(H(h(y), 2t− 1)), 1/2 ≤ t ≤ 1.
Then T is well-defined and continuous because for t = 1/2, F (y, 1) = (f ◦h)(y) and
f(H(h(y), 0)) = f(h(y)). Furthermore, T is a G−map. Also, we note T (y, 0) =
F (y, 0) = y, ∀y ∈ V and T (y, 1) = c′(y), ∀y ∈ V , where c′ := φcψ : V −→ Y . Here
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we note that c′ is a G−map and c′(V ) ⊆ O(f(x)). Therefore, T is a G−homotopy
between the inclusion iV and a G−map c′ which satisfies c′(V ) ⊆ O(f(x)). Hence,
V ⊆ Y is G−categorical.
Now if {U1, . . . , Uk} is a G−categorical cover of X , then {V1, . . . , Vk} defined
as above is a G−categorical cover of Y . This proves the first statement, and the
second follows immediately. 
Definition 2.5. ([3], Definition 3.13, pg. 2305) A G−space X is said to be
G−connected if the H−fixed point set XH is path-connected for every closed sub-
group H of G.
Lemma 2.6. ([3], Lemma 3.14, pg. 2305) Let X be a G−connected G−space, and
let x, y ∈ X such that Gx ⊆ Gy. Then there exists a G−homotopy F : O(x) ×
[0, 1] −→ X such that F0 = iO(x) and F1(O(x)) ⊆ O(y).
Example 2.7. ([6], Example 8.39, pg. 248) Let G = S1 act on X = S2 by rotation
about the z−axis. This is known as the standard Hamiltonian action of S1 on S2.
The fixed point set of X is XG = {pN , pS} 6= ∅, where pN is the north pole and pS
is the south pole. Hence, X is not G−connected. Furthermore, we have X{e} = X
and XH = {pN , pS} for any closed subgroup {e} 6= H ⊆ G.
However, if x /∈ XG = {pN , pS} then Gx = {e} and thus XGx = S2 is path-
connected.
By the previous example, we generalize the G−connected notion as a follows.
Definition 2.8. A path-connected G−space X is said to be G−orbit connected if
the Gx−fixed point set XGx is path-connected for every x ∈ X −XG.
Example 2.9. Any G−connected space is G-orbit connected. However, the sphere
S
2 with the standard Hamiltonian action of S1 is S1−orbit connected, but is not
S
1−connected (see Example 2.7).
Example 2.10. If G acts semifreely1 on a path-connected space X, then X is
G-orbit connected.
The proof of the following statement proceeds by analogy with ([3], Lemma 3.14,
pg. 2305).
Lemma 2.11. (Conservation of isotropy) Let X be a G−orbit connected G−space,
and let x, y ∈ X such that Gx ⊆ Gy. Then there exists a G−homotopy F : O(x) ×
[0, 1] −→ X such that F0 = iO(x) and F1(O(x)) ⊆ O(y).
Proof. If x ∈ XG then y ∈ XG because G = Gx ⊆ Gy. Thus, O(x) = {x} and
O(y) = {y}. Then, the statement follows immediately becauseX is path-connected.
Now, if x /∈ XG. Because Gx ⊆ Gy we have x, y ∈ XGx . Consider a path
α : [0, 1] −→ XGx joining x and y. Then Gx ⊆ Gα(t) for all t ∈ [0, 1]. Define a
homotopy F : O(x) × [0, 1] −→ X given by
(gx, t) 7→ F (gx, t) := gα(t).
We have that F is well defined, is equivariant and is a homotopy of the inclusion
into the orbit O(y). 
1The action of G on X is called semifree if Gx = G or Gx = {e}, ∀x ∈ X ([2], pg. 36).
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Lemma 2.12. Let X be a G−orbit connected G−space. If x0 ∈ XG and U ⊆ X
is G−categorical, then the inclusion iU : U −→ X is G−homotopic to the constant
map cx0 : U −→ X, x 7→ x0.
Proof. Denote by H : U × [0, 1] −→ X the G−homotopy between the inclusion
iU : U −→ X and a G−map c : U −→ X which satisfies c(U) ⊆ O(x) for some
x ∈ X . Because Gx ⊆ G = Gx0 , by Lemma 2.11, we have a G−homotopy F :
O(x) × [0, 1] −→ X such that F0 = iO(x) and F1(O(x)) ⊆ O(y).
Define a homotopy T : U × [0, 1] −→ X given by
T (x, t) :=
{
H(x, 2t), 0 ≤ t ≤ 1/2;
F (c(x), 2t− 1)), 1/2 ≤ t ≤ 1.
We have that T is well defined, is equivariant and is a homotopy of the inclusion
into O(x0) = {x0}. 
Definition 2.13. Let A and X be G−spaces. A G−map j : A −→ X is a G-
cofibration if for every G−space Y and every G−map f : X −→ Y and every
G−homotopy H : A× [0, 1] −→ Y satisfying H(a, 0) = fj(a) for a ∈ A, there exists
a G−homotopy Hˆ : X × [0, 1] −→ Y such that Hˆ(j(a), t) = H(a, t) for a ∈ A and
t ∈ [0, 1] and such that Hˆ(x, 0) = f(x) for x ∈ X . We recall that G acts trivially
on I and diagonally on X × I.
Definition 2.14. Let X be a G−space and A ⊆ X be invariant. A is a G−retract
of X if there exists a G−map r : X −→ A such that r(a) = a for a ∈ A.
Proposition 2.15. Let X be a G−space and A ⊆ X be closed invariant. Then
the inclusion j : A −→ X is a G−cofibration if and only if X × {0} ∪ A × I is a
G−retract of X × I.
Proof. The proof of this claim proceeds by analogy with the nonequivariant case
([1], Theorem 4.1.7).
If j : A −→ X is a G−cofibration, then the G−map f : X −→ X × {0} ∪ A× I
given by f(x) = (x, 0) and the G−homotopy H : A×I −→ X×{0}∪A×I given by
H(a, t) = (a, t) together determine a G−map r := Hˆ : X × I −→ X × {0} ∪A× I,
which is a G−retraction.
Conversely, if we have a G−retraction r : X×I −→ X×{0}∪A×I, then for any
G−space Y and any G−map f : X −→ Y and any G−homotopy H : A× I −→ Y
satisfyingH(a, 0) = fj(a) for a ∈ A, we can define a G−homotopy Hˆ : X×I −→ Y
by
Hˆ(x, t) :=
{
f ◦ projX ◦ r(x, t), if (x, t) ∈ r−1(X × {0});
H ◦ r(x, t), if (x, t) ∈ r−1(A× I).
We note that Hˆ is continuous, since X × {0} and A× I are closed in X × I. 
Proposition 2.16. Let X be a G−space and A ⊆ X be closed invariant. If the
inclusion i : A −→ X is a G−cofibration, then there exists a G−homotopy D :
X × [0, 1] −→ X and a G−map ϕ : X −→ [0, 1] such that A ⊆ ϕ−1(0) and
(i) D(x, 0) = x, ∀x ∈ X.
(ii) D(a, t) = a, ∀a ∈ A, ∀t ∈ [0, 1].
(iii) D(x, t) ∈ A, ∀x ∈ X, ∀t > ϕ(x).
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Proof. The proof of this claim proceeds by analogy with the nonequivariant case
([1], Theorem 4.1.16).
We shall use the characterization given in Proposition 2.15, namely, that there
exists a G−retraction r : X× I −→ X×{0}∪A× I. We define ϕ and D as follows:
ϕ(x) := sup
t∈I
| t− projIr(x, t) |, x ∈ X ;
D(x, t) := projXr(x, t), x ∈ X, t ∈ I.
We have ϕ is well defined and is a G−map, since for any g ∈ G and any x ∈ X we
have:
ϕ(gx) = sup
t∈I
| t− projIr(gx, t) |
= sup
t∈I
| t− projI(gr(x, t)) |
= sup
t∈I
| t− projIr(x, t) |
= ϕ(x)
= gϕ(x).
Here, we recall that G acts trivially on I and diagonally on X × I. Then D is well
defined, is equivariant and satisfies items (i), (ii) and (iii). 
Definition 2.17. A G−space X has a G−non-degenerate basepoint x0 if x0 ∈ XG
and the inclusion {x0} −→ X is a G−cofibration. A G−space is G−well-pointed if
it has a G−non-degenerate basepoint.
Proposition 2.18. If X is a G−space with G−non-degenerate basepoint x0. Then,
there is an open invariant neighborhood N of x0 which G−contracts to x0 in X
relative to x0, that is, there is a G−homotopy H : N × [0, 1] −→ X such that
H0 = iN , H1(N) ⊆ O(x0) = {x0} and H(x0, t) = x0 for t ∈ [0, 1].
Proof. We can use Proposition 2.16, for the closed invariant A = {x0}. Then, by
Proposition 2.16, we can define N := ϕ−1([0, 1)) ⊆ X and
H := D |N×[0,1]: N × [0, 1] −→ X
the restriction of D. Then, N is an open invariant neighborhood N of x0 which
G−contracts to x0 in X relative to x0. 
Now, just as in the nonequivariant case, we also need some separation conditions.
Recall that a Hausdorff space X is normal if whenever A,B ⊆ X are closed sets
such that A ∩B = ∅, then there are U, V ⊆ X disjoint open sets such that A ⊆ U
and B ⊆ V .
Definition 2.19. ([6], pg. 287) A Hausdorff space X is called completely normal
if whenever A,B ⊆ X such that A ∩ B = ∅ and A ∩ B = ∅, there are U, V ⊆ X
disjoint open sets such that A ⊆ U and B ⊆ V .
Example 2.20. ([3], pg. 2305) Metric spaces and CW-complexes are completely
normal (see, also [6], pg. 287).
Remark 2.21. Note that any completely normal space is normal.
Definition 2.22. A G−space X is called G−normal if whenever A,B ⊆ X are
closed invariant sets such that A ∩ B = ∅, then there are U, V ⊆ X disjoint open
invariant sets such that A ⊆ U and B ⊆ V .
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Definition 2.23. ([3], Definition 3.11, pg. 2305) AG−spaceX is calledG−completely
normal if whenever A,B ⊆ X are invariant sets such that A∩B = ∅ and A∩B = ∅,
there are U, V ⊆ X disjoint open invariant sets such that A ⊆ U and B ⊆ V .
Remark 2.24. Note that any G−completely normal space is G−normal.
Lemma 2.25. ([3], Lemma 3.12, pg. 2305) If X is a completely normal G−space,
then X is G−completely normal.
Proposition 2.26. If X is a normal G−space, then X is G−normal.
Proof. Recall that the orbit map p : X −→ X/G is closed, then if X is normal, X/G
is normal (see [4], Theorem 3.3, pg. 145). Thus it suffices to prove that normality
of X/G implies G−normality of X . Let A,B ⊆ X be disjoint closed invariant sets,
using the orbit map p : X −→ X/G, we have p(A), (B) ⊆ X/G are disjoint closed
sets (because, A,B are disjoint invariant sets). Then, there are U, V ⊆ X/G disjoint
open sets such that q(A) ⊆ U and q(B) ⊆ V . Note that A ⊆ q−1q(A) ⊆ q−1(U) and
B ⊆ q−1q(B) ⊆ q−1(V ). Furthermore, q−1(U), q−1(V ) ⊆ X are invariants. Thus,
there are q−1(U), q−1(V ) ⊆ X disjoint open invariant sets such that A ⊆ q−1(U)
and B ⊆ q−1(V ). Therefore, X is G−normal. 
Proposition 2.27. Let X be a G−space. if X is G−normal, then for each invari-
ant closed A ⊆ X and invariant open U ⊇ A, there is an open invariant V with
A ⊆ V ⊆ V ⊆ U .
Proof. Recall that X − U is invariant, because U is. Since X is G−normal, for A
and B := X −U disjoint closed invariant subsets of X , there are F,E ⊆ X disjoint
open invariant such that A ⊆ F and B ⊆ E. Define V := F . Then, V ⊆ U . 
Proposition 2.28. Let X be a G−space. X is G−normal if and only if any
covering {Ui}ni=1 of X by open invariant sets, there exists a covering {Vi}
n
i=1 of X
by open invariant sets such that Vi ⊆ Ui, and Vi 6= ∅ whenever Ui 6= ∅.
Proof. The proof of this claim proceeds by analogy with the nonequivariant case
([4], Theorem 6.1, pg. 152).
(=⇒): For each x ∈ X , set h(x) := max{i : x ∈ Ui}. We will define {Vi}ni=1 by
induction on n.
Define F1 := X− (U2∪ · · ·∪Un) ⊆ U1. Note first that F1 is closed invariant. By
Proposition 2.27, there is an open invariant V1 with F1 ⊆ V1 ⊆ V1 ⊆ U1. Note that
V1 ∪ U2 ∪ · · · ∪ Un = X . Indeed, given x ∈ X , if h(x) > 1, then x ∈ U2 ∪ · · · ∪ Un,
and if h(x) ≤ 1, then x /∈ U2 ∪ · · · ∪ Un, that is, x ∈ F1 ⊆ V1. Therefore,
V1 ∪ U2 ∪ · · · ∪ Un = X .
Now, define F2 := X−(V1∪U3∪· · ·∪Un) ⊆ U2. Note that F2 is closed invariant.
By Proposition 2.27, there is an open invariant V2 with F2 ⊆ V2 ⊆ V2 ⊆ U2.
Note that V1 ∪ V2 ∪ U3 ∪ · · · ∪ Un = X . Indeed, given x ∈ X , if h(x) > 2,
then x ∈ U3 ∪ · · · ∪ Un, and if h(x) ≤ 2, then x /∈ U3 ∪ · · · ∪ Un. Therefore,
V1 ∪ V2 ∪ U3 ∪ · · · ∪ Un = X .
Assume that V1, V2, . . . , Vk are open invariant sets such that V1∪· · ·∪Vk∪Uk+1∪
· · ·∪Un = X . Define, Fk+1 := X−(V1∪· · ·∪Vk∪Uk+2∪· · ·∪Un) ⊆ Uk+1. Note that
Fk+1 is closed invariant. By Proposition 2.27, there is an open invariant Vk+1 with
Fk+1 ⊆ Vk+1 ⊆ Vk+1 ⊆ Uk+1. Note that V1 ∪ · · ·∪Vk ∪Vk+1 ∪Uk+2 ∪ · · · ∪Un = X .
Indeed, given x ∈ X , if h(x) > k+1, then x ∈ Uk+2 ∪ · · · ∪Un, and if h(x) ≤ k+1,
then x /∈ Uk+2 ∪ · · · ∪ Un. Therefore, V1 ∪ · · · ∪ Vk ∪ Vk+1 ∪ Uk+2 ∪ · · · ∪ Un = X .
EQUIVARIANT CATEGORY OF WEDGES 7
Finally, assume that V1, V2, . . . , Vn−1 are open invariant sets such that V1 ∪
· · · ∪ Vn−1 ∪ Un = X . Define, Fn := X − (V1 ∪ · · · ∪ Vn−1) ⊆ Un. Note that
Fn is closed invariant. By Proposition 2.27, there is an open invariant Vn with
Fn ⊆ Vn ⊆ Vn ⊆ Un. Note that V1 ∪ · · · ∪ Vn = X . Indeed, given x ∈ X , if
x ∈ V1∪· · · ∪Vn−1, we do, and if x /∈ V1 ∪· · ·∪Vn−1, then x ∈ Fn ⊆ Vn. Therefore,
V1 ∪ · · · ∪ Vn = X .
Thus, there exists a covering {Vi}ni=1 of X by open invariant sets such that
Vi ⊆ Ui, and Vi 6= ∅ whenever Ui 6= ∅.
(⇐=): Let A,B ⊆ X be disjoint closed invariant sets in X . Then
{X −A,X −B}
is a covering by open invariant sets of X . Hence, there are V1, V2 open invariant sets
in X such that V1 ⊆ X −A, V2 ⊆ X −B and V1 ∪ V2 = X . Note that U := X − V1
and V := X − V2 are open invariant neighborhood of A and B, respectively, and
U ∩ V = X − (V1 ∪ V2) = ∅. Thus X is G−normal. 
3. Principal results
Proposition 3.1. Suppose X is a G−orbit connected G−nomal G−space with
G−non-degenerate basepoint x0. If catG(X) ≤ n, then there is an open G−categorical
cover V1, . . . , Vn such that x0 ∈ Vi, ∀i = 1, . . . , n and each Vi is G−contractible to
O(x0) = {x0} relative to x0, that is, there is a G−homotopy H : Vi × [0, 1] −→ X
such that H(x, 0) = x, ∀x ∈ Vi, H(x, 1) = x0, ∀x ∈ Vi and H(x0, t) = x0, ∀t ∈ [0, 1].
Proof. The proof of this claim proceeds by analogy with the nonequivariant case
([6], Lemma 1.25, pg. 13).
Let {U1, . . . , Un} be an open G−categorical cover of X . By Lemma 2.12 we may
assume that the inclusions iUi : Ui −→ X are all G−homotopic into O(x0) = {x0},
with respective G−contracting Hi : Ui × [0, 1] −→ X . Note that, by G−normality
of X , there is a refined cover {Wi}ni=1 of {Ui}
n
i=1 by open invariant sets with Wi ⊆
Wi ⊆ Ui for each i = 1, . . . , n (see Proposition 2.28).
By the G−non-degenerate basepoint hypothesis, see Proposition 2.18, there is
an open invariant neighborhood of x0, N , and a G−contracting homotopy H :
N × [0, 1] −→ X with H0 = iN , H1(N) ⊆ O(x0) = {x0} and H(x0, t) = x0 for all
t ∈ [0, 1].
Now, without loss of generality, we can assume x0 ∈ Ui for i = 1, . . . , k, for some
1 ≤ k ≤ n− 1 and x0 /∈ Ui for i = k + 1, . . . , n. Define a new G−contracting open
invariant neighborhood of x0 by
(3.1) N = N ∩ U1 ∩ · · · ∩ Uk ∩ (X −W k+1) ∩ · · · ∩ (X −Wn) ⊆ N.
Note that x0 ∈ N (because, x0 ∈ X − Ui ⊆ X −W i, for i = k + 1, . . . , n.) and
N ∩Wj = ∅, ∀j = k + 1, . . . , n.
Now, again by G−normality of X (see Proposition 2.27), for the closed invariant
{x0} ⊆ N and the open invariant N , there exists an open invariant set M of X
with x0 ∈M ⊆M ⊆ N . Note that N ⊆ Ui for each i = 1, . . . , k.
Now we can define an open G−categorical cover of X which satisfies teh conclu-
sions of the Proposition. Let
(3.2) Vi :=
{
(Ui ∩ (X −M)) ∪M, for each i = 1, . . . , k and
Wi ∪ N , for each i = k + 1, . . . , n.
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Note that {Vi}ni=1 covers X . This follows because,
[(Ui ∩ (X −M)) ∪M ] ∪ (M −M) = Ui
and because M ⊆ N , implies that
[(Ui ∩ (X −M)) ∪M ] ∪ N ⊇ Ui,
and because Wi ⊆ Ui, implies that
[(Ui ∩ (X −M)) ∪M ] ∪ N ⊇Wi,
for each i = 1, . . . , k. Then,
⋃n
i=1 Vi ⊇
⋃n
i=1Wi and because {Wi}
n
i=1 covers X , we
have {Vi}ni=1 cover X . Furthermore, {Vi}
n
i=1 is a covering by open invariant sets.
Note that x0 ∈ Vi, ∀i = 1, . . . , n, because x0 ∈M and x0 ∈ N .
Moreover, note that each Vi, i = 1, . . . , n consists of two disjoint open invariant
subsets, one subset of Ui not containing the basepoint x0 and one subset of N
containing the basepoint. This allows us to define a G−contracting homotopy: for
i = 1, . . . , k, define Ti : Vi × [0, 1] −→ X by
Ti(x, t) :=
{
Hi(x, t), if x ∈ Ui ∩ (X −M);
H(x, t), if x ∈M .
Note that Ti is well defined, is invariant and is a homotopy between the inclusion
iV1 and the constant map cx0 : [0, 1] −→ X, cx0(t) = x0, ∀t ∈ [0, 1]. Furthermore,
for any t ∈ [0, 1] we have Ti(x0, t) = H(x0, t), because x0 ∈M .
For i = k + 1, . . . , n, we define Ti : Vi × [0, 1] −→ X by
Ti(x, t) :=
{
Hi(x, t), if x ∈Wi;
H(x, t), if x ∈ N .
Note that Ti is well defined, is invariant and is a homotopy between the inclusion
iV1 and the constant map cx0 : [0, 1] −→ X, cx0(t) = x0, ∀t ∈ [0, 1]. Furthermore,
for any t ∈ [0, 1] we have Ti(x0, t) = H(x0, t), because x0 ∈ N .

Definition 3.2. An open G−categorical V1, . . . , Vn of X such that x0 ∈ Vi, ∀i =
1, . . . , n and each Vi is G−contractible to O(x0) = {x0} relative to x0 is called a
based G−categorical cover.
For X,Y G−spaces, we will consider that G acts diagonally on X × Y , namely,
g(x, y) := (gx, gy). If x0 ∈ XG and y0 ∈ Y G, the wedge X ∨ Y = X × {y0} ∪
{x0} × Y ⊆ X ×X is a invariant subset of the G−space X × Y . Indeed, for any
x ∈ X, y ∈ Y and any g ∈ G, we have g(x, y0) = (gx, gy0) = (gx, y0) ∈ X ∨ Y and
g(x0, y) = (gx0, gy) = (x0, gy) ∈ X ∨Y . Hence, X ∨Y is a G−space. Furthermore,
note that, for any x ∈ X and y ∈ Y , the orbits in X ∨Y are O(x, y0) = O(x)×{y0}
and O(x0, y) = {x0} ×O(y).
Theorem 3.3. (Principal theorem) If X,Y are G−orbit connected, G−normal
G−spaces with G−non-degenerate base points. Then
(3.3) catG(X ∨ Y ) = max{catG(X), catG(Y )},
where, X∨Y is the wedge of the disjoint sets X and Y obtained by identifying their
basepoints.
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Proof. The proof of this claim proceeds by analogy with the nonequivariant case
([6], Proposition 1.27, pg. 14).
Let catG(X) = n and catG(Y ) = m with based G−categorical covers {Ui}ni=1
and {Vj}mj=1, respectively (see Proposition 3.1). Without loss of generality, we can
assume n ≤ m. Define
Wi :=
{
Ui ∪ Vi, if i = 1, . . . , n;
Un ∪ Vi, if i = n, . . . ,m.
Note that each Wi is open in X ∨ Y , because Ui is open in X and Vi is open in Y ,
and Ui ∩ Vi = {x0 = y0}. Each Wi is invariant, because Ui, Vi are invariants.
Let Hi, Fj be G−contractible homotopies of Ui, Vj , respectively. For each i =
1, . . . , n, define Ti :Wi × [0, 1] −→ X ∨ Y by
Ti(x, t) :=
{
Hi(x, t), if x ∈ Ui;
Fi(x, t), if x ∈ Vi.
For each i = n, . . . ,m, define Ti :Wi × [0, 1] −→ X ∨ Y by
Ti(x, t) :=
{
Hn(x, t), if x ∈ Un;
Fi(x, t), if x ∈ Vi.
Then Ti is well defined, is invariant and is a homotopy such that (Ti)0 = iWi and
(Ti)1(Wi) ⊆ O(x0 = y0) = {x0 = y0}. Hence, {Wi}mi=1 is an open G−categorical
cover of X ∨ Y , then catG(X ∨ Y ) ≤ m = max{n,m} = max{catG(X), catG(Y )}.
For the reverse inequality, note that there are G−retractions rX : X ∨ Y −→ X
and rY : X ∨ Y −→ Y . Indeed, rX : X ∨ Y −→ X , is given by,
(3.4) rX(x) =
{
x, if x ∈ X ;
x0, if x ∈ Y .
Note that rX is well defined, is equivariant and rX(z) = z, ∀z ∈ X . Hence, rX is a
G−retraction. Similarly, the map rY : X ∨ Y −→ Y , given by
(3.5) rY (y) =
{
y0, if y ∈ X ;
y, if y ∈ Y .
is a G−retraction. Then, by Proposition 2.4, we have catG(X) ≤ catG(X ∨ Y ) and
catG(Y ) ≤ catG(X ∨ Y ). Then, max{catG(X), catG(Y )} ≤ catG(X ∨ Y ).
Therefore, catG(X ∨ Y ) = max{catG(X), catG(Y )}. 
Remark 3.4. We can consider more general product actions. Let K be another
compact Hausdorff group. Then the product of a G−space X and a K−space Y
becomes a G × K−space in an obvious way, namely, (g, k)(x, y) := (gx, ky). If
x0 ∈ XG and y0 ∈ Y K , the wedge X ∨ Y = X × {y0} ∪ {x0} × Y ⊆ X × X is
a invariant subset of the G × K−space X × Y . Indeed, for any x ∈ X, y ∈ Y
and any g ∈ G, k ∈ K, we have (g, k)(x, y0) = (gx, ky0) = (gx, y0) ∈ X ∨ Y
and (g, k)(x0, y) = (gx0, ky) = (x0, ky) ∈ X ∨ Y . Hence, X ∨ Y is a G×K−space.
Furthermore, note that, for any x ∈ X and y ∈ Y , the orbits inX∨Y are O(x, y0) =
O(x) × {y0} and O(x0, y) = {x0} × O(y). Here O(x) denotes the orbit of x in the
G−space X and O(y) denotes the orbit of y in the K−space Y . Hence, in a similar
way as Theorem 3.3, one can obtain the following result.
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Proposition 3.5. If X is G−orbit connected, G−normal G−space with G−non-
degenerate base point and Y is K−orbit connected, K−normalK−space with K−non-
degenerate base point. Then
(3.6) catG×K(X ∨ Y ) = max{catG(X), catK(Y )},
where, X∨Y is the wedge of the disjoint sets X and Y obtained by identifying their
basepoints.
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