Abstract. In this paper, we achieve the general solution and the generalized Hyers-UlamRassias stability of the following functional equation
Introduction
The stability problem of functional equations originated from a question of Ulam [20] in 1940, concerning the stability of group homomorphisms. Let (G1, .) be a group and let (G2, * ) be a metric group with the metric d(., .). Given ǫ > 0, dose there exist a δ > 0, such that if a mapping h : G1 −→ G2 satisfies the inequality d(h(x.y), h(x) * h(y)) < δ for all x, y ∈ G1, then there exists a homomorphism H : G1 −→ G2 with d(h(x), H(x)) < ǫ for all x ∈ G1? In the other words, Under what condition dose there exists a homomorphism near an approximate homomorphism? The concept of stability for functional equation arises when we replace the functional equation by an inequality which acts as a perturbation of the equation. In 1941, D. H. Hyers [9] gave a first affirmative answer to the question of Ulam for Banach spaces. Let f : E −→ E ′ be a mapping between Banach spaces such that
for all x, y ∈ E, and for some δ > 0. Then there exists a unique additive mapping T :
for all x ∈ E. Moreover if f (tx) is continuous in t for each fixed x ∈ E, then T is linear. In 1978, Th. M. Rassias [16] provided a generalization of Hyers' Theorem which allows the Cauchy difference to be unbounded. The functional equation
f (x + y) + f (x − y) = 2f (x) + 2f (y), (
is related to symmetric bi-additive function [1, 2, 10, 13] . It is natural that this equation is called a quadratic functional equation. In particular, every solution of the quadratic equation (1.1) is said to be a quadratic function. It is well known that a function f between real vector spaces is quadratic if and only if there exits a unique symmetric bi-additive function B such that f (x) = B(x, x) for all x (see [1, 13] ). The bi-additive function B is given by
It follows from condition (3) that
xi for all n ≥ 1 and all x1, x2, ...., x2n+1 ∈ X.
The pair (X, . ) is called a quasi-normed space if . is a quasi-norm on X . The smallest possible M is called the modulus of concavity of . . A quasi-Banach space is a complete quasi-normed space.
A quasi-norm . is called a p-norm (0 < p ≤ 1) if
for all x, y ∈ X . In this case, a quasi-Banach space is called a p-Banach space. Given a p-norm, the formula d(x, y) := x − y p gives us a translation invariant metric on X. By the Aoki-Rolewicz Theorem [ 17] (see also [3] ), each quasi-norm is equivalent to some p-norm. Since it is much easier to work with p-norms, henceforth we restrict our attention mainly to p-norms. More over in [19] , J. Tabor has investigated a version of Hyers-RassiasGajda Theorem (see [6, 16] ) in quasi-Banach spaces.
General solution
Throughout this section, X and Y will be real vector spaces. Before proceeding the proof of Theorem 2.3 which is the main result in this section, we shall need the following two Lemmas. Proof. Let f with f (0) = 0 satisfies (1.5). We decompose f into the even part and odd part by putting
for all x ∈ X. It is clear that f (x) = fe(x) + fo(x) for all x ∈ X. It is easy to show that the functions fe and fo satisfy (1.5). Hence by Lemmas 2.1 and 2.2, we achieve that the functions fe and fo are quadratic and cubic-additive, respectively, thus there exist a symmetric biadditive function B : X × X −→ Y such that fe(x) = B(x, x) for all x ∈ X, and the function
for all x ∈ X, where the function C is symmetric for each fixed one variable and is additive for fixed two variables. Hence, we get
where the function C is symmetric for each fixed one variable and is additive for fixed two variables and B is bi-additive and A is additive. By a simple computation one can show that the functions x → C(x, x, x) and x → B(x, x) and A satisfy the functional equation (1.5) . So the function f satisfies (1.5).
Stability
Throughout this section, assume that X quasi-Banach space with quasi-norm . X and that Y is a p-Banach space with p-norm . Y . Let M be the modulus of concavity of . Y .
In this section, using an idea of Gǎvruta [7] we prove the stability of Eq.(1.5) in the spirit of Hyers, Ulam and Rassias. We need the following Lemma in the main Theorems. Now before taking up the main subject, given f : X → Y , we define the difference operator
for all x, y ∈ X.
Lemma 3.1. (see [14] ) Let 0 < p ≤ 1 and let x1, x2, . . . , xn be non-negative real numbers. Then
Theorem 3.2. Let j ∈ {−1, 1} be fixed and let ϕ :
for all x, y ∈ X andψ
for all x ∈ X. Suppose that an even function f : X → Y with f (0) = 0 satisfies the inequality
for all x, y ∈ X. Then the limit
exists for all x ∈ X and Q : X → Y is a unique quadratic function satisfying
for all x ∈ X.
Proof. Let j = 1. By putting x = 0 in (3.3), we get
for all y ∈ X. If we replace y in (3.6) by x, and divide both sides of (3.6) by 2, we get
for all x ∈ X. Let ψe(x) = 1 2 ϕ(0, x) for all x ∈ X, then by (3.7), we get
for all x ∈ X. If we replace x in (3.8) by
x k n+1 and multiply both sides of (3.8) by k 2n , then we have
for all x ∈ X and all non-negative integers n. Since Y is p-Banach space, then by (3.9) gives
for all non-negative integers n and m with n ≥ m and all x ∈ X. Since ψe
for all x ∈ X. Therefore we conclude from (3.10) and (3.11) that the sequence {k 2n f ( x k n )} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence {k 2n f ( x k n )} converges for all x ∈ X. So one can define the function Q : X → Y by (3.4) for all x ∈ X. Letting m = 0 and passing the limit n → ∞ in (3.10), we get
for all x ∈ X. Therefore (3.5) follows from (3.2) and (3.12). Now we show that Q is quadratic. It follows from (3.1), (3.3) and (3.4)
Therefore the function Q : X → Y satisfies (1.5). Since f is an even function, then (3.4) implies that the function Q : X → Y is even. Therefore by Lemma 2.1, we get that the function Q : X → Y is quadratic.
To prove the uniqueness of Q, let Q ′ : X → Y be another quadratic function satisfying (3.5).
Since
for all x ∈ X. Therefore it follows from (3.5) and the last equation that
for all x ∈ X. Hence Q = Q ′ .
For j = −1, we can prove the Theorem by a similar technique.
Corollary 3.3. Let θ, r, s be non-negative real numbers such that r, s > 2 or 0 ≤ r, s < 2.
Suppose that an even function f : X → Y with f (0) = 0 satisfies the inequality
for all x, y ∈ X. Then there exists a unique quadratic function Q : X → Y satisfies
Proof. It follows from for all x, y ∈ X and
for all x ∈ X and for all y ∈ {x, 2x, 3x}. Suppose that an odd function f : X → Y satisfies the inequality
exists for all x ∈ X and A : X → Y is a unique additive function satisfying
for all x ∈ X, where
Proof. Let j = 1. By replacing y by x in (3.16), we have for all x ∈ X. Now, from (3.20), (3.22), (3.23) and (3.29), we conclude that
for all x ∈ X. On the other hand it follows from (3.27), (3.28) and oddness f that
for all x ∈ X. Also, from (3.20), (3.21), (3.23), (3.24) and (3.31), we lead to
for all x ∈ X. Finally, by using (3.30) and (3.32), we obtain that
for all x ∈ X, and let
for all x ∈ X. Therefore (3.33) means that
for all x ∈ X. Letting g : X → Y be a function defined by g(x) := f (2x) − 8f (x) then, we conclude that
for all x ∈ X. If we replace x in (3.36) by x 2 n+1 and multiply both sides of (3.36) by 2 n , we get
for all x ∈ X and all non-negative integers n. Since Y is p-Banach space, therefore by inequality (3.37), gives
for all non-negative integers n and m with n ≥ m and all x ∈ X. Since 0 < p ≤ 1, then by Lemma 3.1, we get from (3.34),
for all x ∈ X. Therefore it follows from (3.15) and (3.39) that
for all x ∈ X. Therefore we conclude from (3.38) and (3.40) that the sequence {2 n g( x 2 n )} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence {2 n g( x 2 n )} converges for all x ∈ X. So one can define the mapping A : X → Y by
for all x ∈ X. Letting m = 0 and passing the limit n → ∞ in (3.38), we get
for all x ∈ X. Therefore (3.18) follows from (3.15) and (3.42). Now we show that A is additive. It follows from (3.14), (3.37) and (3.41) that
for all x ∈ X. On the other hand it follows from (3.14), (3.16) and (3.17) that
for all x, y ∈ X. Hence the function A satisfies (1.5). By Lemma 2.2, the function x A(2x) − 2A(x) is additive. Hence, (3.43) implies that the function A is additive. To prove the uniqueness property of A, let A ′ : X → Y be another additive function satisfying
for all x ∈ X and for all y ∈ {x, 2x, 3x}, then
for all x ∈ X. It follows from (3.18) and (3.44) that
for all x ∈ X. So A = A ′ .
Corollary 3.5. Let θ, r, s be non-negative real numbers such that r, s > 1 or 0 ≤ r, s < 1.
Suppose that an odd function f : X → Y satisfies the inequality for all x, y ∈ X. Then there exists a unique additive function A : X → Y satisfying
Proof. It follows from Theorem 3.4 by putting ϕa(x, y) := θ( x r X + y s X ) for all x, y ∈ X. Corollary 3.6. Let θ ≥ 0 and r, s > 0 be non-negative real numbers such that λ := r +s = 1. Suppose that an odd function f : X → Y satisfies the inequality
for all x, y ∈ X. Then there exists a unique additive function A : X → Y satisfying
exists for all x ∈ X and C : X → Y is a unique cubic function satisfying
Proof. Let j = 1. Similar to the proof of Theorem 3.4, we have
for all x ∈ X. Letting h : X → Y be a function defined by h(x) := f (2x) − 2f (x). Then, we conclude that
for all x ∈ X. If we replace x in (3.55)
x 2 n+1 and multiply both sides of (3.55) by 8 n , we get
for all x ∈ X and all non-negative integers n. Since Y is p-Banach space, then by (3.56), we have
for all non-negative integers n and m with n ≥ m and all x ∈ X. Since 0 < p ≤ 1, then by Lemma 3.1, we get from (3.54),
for all x ∈ X. Therefore it follows from (3.48) and (3.58) that
for all x ∈ X. Therefore we conclude from (3.57) and (3.59) that the sequence {8 n h( x 2 n )} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence {8 n h( x 2 n )} converges for all x ∈ X. So one can define the function C : X → Y by
for all x ∈ X. Letting m = 0 and passing the limit n → ∞ in (3.57), we get
for all x ∈ X. Therefore, (3.51) follows from (3.48) and (3.61). Now we show that C is cubic. It follows from (3.47), (3.56) and (3.60) that
for all x ∈ X. On the other hand it follows from (3.47) , (3.49) and (3.50) that
n {ϕc( x 2 n−1 , y 2 n−1 ) + 2ϕc( x 2 n , y 2 n )} = 0 for all x, y ∈ X. Hence the function C satisfies (1.5). By Lemma 2.2, the function x C(2x) − 8C(x) is additive. Hence, (3.62) implies that function C is cubic.
To prove the uniqueness of C, let C ′ : X → Y be another additive function satisfying (3.51). for all x ∈ X. It follows from (3.51) and (3.63) that
for all x ∈ X. So C = C ′ .
For j = −1, we can prove the Theorem by a similar technique. for all x, y ∈ X and ∞
