The traditional edge detection-based shoreline extraction method is severely disturbed by noise, and it is difficult to obtain a continuous coastline. In response to the above problems, we propose a coastline extraction method based on convolutional neural networks. Firstly, we replace the standard convolution with the Mini-Inception structure in the backbone network to extract multi-scale features of the object, and all the multi-scale features are concatenated. Then, we use the leaky-ReLU activation function instead of the ReLU activation function to avoid the problem that ''dead'' neurons cannot learn the effective features of remote sensing images. Finally, the network fully exploits multi-level information of objects to perform the image-to-image prediction. We carried out experiments on the remote sensing images of Jiaozhou Bay in Qingdao. The experimental results showed that our method could effectively extract the coastline automatically, and the producer's accuracy and the user's accuracy were higher than the comparison methods.
I. INTRODUCTION
The coastline is the boundary between land and sea. Under the influence of natural environment and human development, the coastline has been in a state of change. Accurately grasp the location of the coastline, the process of change, and the trend of future coastlines to guide coastal aquaculture, coastal zone development, navigation and transportation are of great significance.
The methods of coastline extraction using remote sensing images can be divided into two categories: manual visual interpretation [1] and automatic computer interpretation [2] . The visual interpretation has the advantages of high interpretation accuracy and continuous coastline extraction, but it is susceptible to subjective factors, the efficiency is very low, and the manual time-consuming is long. Automatic computer interpretation has become the main The associate editor coordinating the review of this manuscript and approving it for publication was Fan-Hsun Tseng . research direction of scholars at home and abroad because of its high efficiency and reusability. At present, the methods of coastline automatic extraction mainly include threshold segmentation-based method [3] , index analysis-based method [4] , [5] , active contour model-based method [6] , [7] , region growing-based method [8] - [10] , etc. These methods usually rely on the feature knowledge of remote sensing images. According to the actual situation of the research area, we need to gradually adjust various parameters to obtain the optimal result of the visual judgment. The process is time-consuming and laborious, and it is difficult to determine the parameters. However, the edge detection-based method [11] - [14] can detect the positions of the step change of gray value by the spatial relationship of coastline with Roberts, Canny, Sobel, Prewitt, Log, and other operators. The method is simple and effective and does not need to rely on the feature knowledge of remote sensing images to determine the parameters, so the method based on edge detection becomes the main method of coastline automatic extraction. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ However, it is sensitive to noise and easy to lose edge information when processing remote sensing images with complex edges and obvious noise. In recent years, the edge detection methods based on convolutional neural networks have become a research hotspot. In 2015, Xie and Tu [15] proposed a holistically-nested edge detection network (HED). For the first time, it performed image-to-image edge detection by using fully convolutional neural networks, and the detection effect obtained was far better than that of Canny. However, the network did not make full use of the features of the middle convolution layer, so that many details were lost. In 2017, Yu et al. [16] proposed a deep end-to-end network for category-aware semantic edge detection (CASENet). The network not only performed single edge detection, but also judged the edge category, but its detection accuracy was not high, and it could not meet the remote sensing images coastline extraction task with high precision requirements.
In the same year, Liu et al. [17] proposed an accurate edge detector using richer convolutional features (RCF). It had a more detailed feature fusion, and the performance had been greatly improved. However, because the edge information and background noise of remote sensing images are more complex, the effect is not ideal when it is used in the coastline extraction task. In order to overcome these limitations and improve the accuracy of coastline extraction, based on RCF, we propose a coastline extraction method based on convolutional neural networks. This paper mainly refers to the following research contents: (1) Aiming at the complex background noise and large edge density of remote sensing images, and the network structure is designed from the perspective of enhancing feature extraction ability. This paper introduces the Mini-Inception structure [18] and uses this structure to redesign the backbone network so that the multi-scale features of the objects can be extracted, and the multi-scale features can be effectively aggregated to make full use of all convolution features. In addition, the leaky-ReLU [19] activation function is used to replace the ReLU [20] , [27] activation function, which avoids the problem that dead neurons cannot learn useful features of remote sensing images, thus improving the accuracy of coastline extraction. (2) The accuracy and effectiveness of the proposed method were verified by experiments on remote sensing images of Jiaozhou Bay in Qingdao and its adjacent waters.
II. RELATED WORK
RCF is a convolutional neural network for edge detection proposed by Liu et al. [17] . It encapsulates all convolutional features into more discriminative representation, making full use of rich feature hierarchies. Its network structure is shown in Figure 1 .
RCF uses the backbone network to extract feature information and generate feature maps. The backbone network used includes convolution layers of VGG16 [21] and ResNet50/101 [22] . In Figure 1 , the backbone network takes VGG16 as an example. The network is divided into five stages. Firstly, the feature fusion is carried out by using the method of feature superposition and summation in each stage. Then, the fusion features are up-sampled and enlarged to the same size as the original image, which is convenient for the later stage supervision learning and the final feature fusion. Finally, the up-sampling features on five stages are concatenated, and the final detection results are output with 1×1-1 convolution fusion features.
The background noise and edge information of remote sensing images are more complicated than that of common images. When using convolution layers of VGG16 as the backbone network of RCF for the coastline extraction task, it is found that there are discontinuous areas in the coastline extracted. While RCF using ResNet50/101 as the backbone network, although the accuracy of coastline extraction has increased, the model contains more parameters, increases the calculation cost, and increases the requirements of hardware. 
III. PROPOSED ALGORITHM A. NETWORK ARCHITECTURE
To overcome the shortcomings of RCF in using remote sensing images to extract coastline, we use Mini-Inception structure to replace the standard convolution in the backbone network, strengthen the feature extraction ability of backbone network for remote sensing images, and encapsulate all convolution features into more discriminative representation, making full use of multi-scale information and multi-level information of the objects. The ReLU activation function is used in RCF. As the training progresses, ''dead'' neurons will be generated. These neurons cannot continue to learn the useful features of remote sensing images. In order to avoid the appearance of ''dead'' neurons, we use the leaky-ReLU activation function to enable all neurons to produce effective predictions, which in turn improves the accuracy of shoreline extraction. The network structure is shown in Figure 2 .
Our network is divided into five stages, and Mini-Inception structures in each stage are used to extract convolution features. Each Mini-Inception structure is connected to a convolution layer with kernel size 1×1 and channel depth 21. Moreover, after convolution, all feature maps in each stage are accumulated to obtain hybrid features. After that, the convolution layer of 1×1-1 is followed. Then the deconvolution is used for up-sampling to get the output of the same size as the original image. Finally, in order to utilize all the feature hierarchies, the up-sampled feature maps of the five stages are concatenated, and the 1×1 convolution kernel is used to fuse the features, and the final result is output. The Mini-Inception structures and the pooling layers constitute the backbone network for extracting features. The backbone network will be described in detail below.
1) BACKBONE NETWORK
With the improvement of the spatial resolution of satellite sensors, the texture of remote sensing images is clearer, and the background is more complex, which makes the task of coastline extraction more challenging. When using a shallow network to process remote sensing images, the extraction capability of the network is limited due to the limited range of perception. Using the deeper network, because of the increase of the receptive field, we can get better detection accuracy, but the deeper network structure represents a vast amount of parameters, which increases the consumption of computing resources. Therefore, we introduce the Mini-Inception structure, which aims to increase the feature extraction capability of the backbone network without significantly increasing the amount of calculation. Its structure is shown in Figure 3 . Furthermore, based on the 13 convolutional layers of VGG16, the backbone network is designed using the Mini-Inception structure. The details of the backbone network are shown in Figure 4 . Mini-Inception structure. n × n denotes the size of the convolution kernel, a and b denote the number of convolution kernels, r denotes the dilated rate. Figure 3 , the essence of the Mini-Inception structure is that the input data enters two branches separately for parallel computing. The one uses a standard n × n convolution. The other uses a dilated convolution [24] with kernel size n × n and dilated = r, which is equivalent to the convolution with the convolution kernel size of [n+(n − 1)× (r − 1)] × [n + (n − 1) × (r − 1)], but the actual parameter amount is the same as the standard n × n convolution, that is, it does not increase any calculation cost. Finally, the feature maps of the two branches are concatenated as an output. The Mini-Inception structure uses the dilated convolution to increase the receptive field of different branch convolution kernels. For the same input object, it can extract features of different scales at the same time, so the structure is used instead of the standard convolution to enhance the feature extraction ability of the backbone network for remote sensing images.
As shown in
As shown in Figure 4 , in the backbone network, 13 Mini-Inception structures are used to replace thirteen 3 × 3 standard convolutional layers. The total number of convolution kernels in each convolution layer is based on the setting of 13 convolution layers in VGG16, that is, the total number of convolution kernels used in Mini-Inception1-5 are 64, 128, 256, 512, 512 respectively, and then they are equally allocated to two branches. The input object enters into two branches for parallel calculation. The one uses the standard 3 × 3 convolution to extract features. The other uses the dilated convolution with kernel size 3 × 3 and dilation = 2 to extract features, which is equivalent to 5 × 5 convolution kernel, and then the feature maps of the two branches are concatenated and used as input to the next convolutional layer.
2) ACTIVATION FUNCTION
The activation function is the key to the artificial neural network to achieve nonlinear expression, which directly affects the final training effect of the network. The ReLU activation function is used in RCF, and the output after each convolution is:
where Max (0, ·) corresponds to the ReLU activation function, W n is the convolution kernel size, B n is the bias, F n−1 (Y ) is the feature map of the last layer output. It can be seen from formula (1) that when its input is negative, it will be forced to convert to 0, resulting in that the corresponding weights of neurons cannot be updated during the training process. These neurons are called ''dead'' neurons. And these ''dead'' neurons cannot be activated by any incoming data, which means they are unable to continue to learn any features. However, remote sensing images have large edge densities and complex features. If we continue to use the ReLU activation function, we will lose much useful information. The leaky-ReLU activation function is especially proposed to solve the problem of neuron death by ReLU. When the input data is negative, it can also produce an effective prediction. Therefore, we choose the leaky-ReLU activation function, and the output after convolution is: where W n , F n−1 (Y ), B n is the same as formula (1), α is the parameter in the leaky-ReLU activation function, and the expression of the leaky-ReLU activation function is Max (αx, x).
3) LOSS FUNCTION
The definition of the loss function is essential for the performance of convolutional neural networks. The training process of the generating model is the optimization process of the loss function. Our network implements a two-class task that classifies each pixel as an edge pixel and a non-edge pixel. In a remote sensing image, the percentage of edge pixels belonging to the coastline is very small, and the number of positive and negative samples is unbalanced. In order to avoid the problem of low classification detection performance caused by the imbalance of positive and negative samples, we choose the cost-sensitive loss function [17] as the loss function. It is defined as follows:
The loss of each pixel is calculated as follows:
in which, the parameters α and β are calculated as follows:
the sum of all pixels loss in the image is taken as the final loss, which is calculated as follows:
in formula (4), l (X i ; W ) denotes the loss of pixel i, y i is the edge probability of the pixel i in the ground truth, P(·) is the standard sigmoid function, X i is the activation value(CNN feature vector), W denotes all the parameters that will be learned in our architecture, the value of parameter η is preset.
In equations (4) and (5), Y + denotes the set of pixels with edge probability greater than η, as a positive sample set, Y − denotes the set of pixels with edge probability less than η, as a negative sample set, and the hyper-parameter λ is used to balance positive and negative samples. In formula (6), |I | denotes the number of pixels in image I , L (W ) denotes the loss of image I , l X (k) i ; W denotes loss of pixel i in stage k, l X fuse i ; W is the loss of pixel i in the fuse layer.
B. COASTLINE EXTRACTION PROCESS
In order to achieve the coastline extraction of remote sensing images, it is necessary to pre-train the convolutional neural network model, and then input the remote sensing image into the trained model for coastline extraction. The coastline extraction process is shown in Figure 5 , which is divided into two parts: training and testing.
The training process is as follows:
Step1: We mix augmentation data of the remote sensing images with augmentation data of BSDS500 [25] 
IV. EXPERIMENTS A. DATASET
Through the data distribution system, 40 different highresolution remote sensing images of Jiaozhou Bay and its adjacent sea areas were obtained, with the spatial resolution of 16m and 50m. The remote sensing images were cut according to different proportions, and 200 images of different sizes were obtained. According to the data format of BSDS500 [25] , the coastline was annotated with ArcGIS interpretation, and the JZBay_data set was made. 80 images were randomly selected as the testing data set, and 48 images with the spatial resolution of 16m were used as Test_1, and 32 images with the spatial resolution of 50m were used as Test_2. After that, the remaining 120 images are expanded to 8000 using data enhancement methods such as inversion, scaling and rotation, and regard them as the training data set, which is recorded as Train_1. Considering that the quality and quantity of the training set will affect the quality of the model, we take the augmentation training data set in BSDS500 and the data in the Train_1 as the training data set, a total of 36800, which is recorded as Train2. Some images in data set are shown in Figure 6 .
B. TRAINING SETUP
All experiments in this paper were performed on a computer with an Intel(R) Core(TM) i7-8750H CPU@2.20 GHz CPU, 8GB RAM, and accelerated with an NVIDIA GeForce GTX 1060 graphics card. We implement our network using the Pytorch framework.
The training of the model was performed in two stages. In the first stage, we trained on Train_2. The weights of Mini-Inception1-4 were initialized using the pre-trained Ima-geNet model, and fine-tuning through backpropagation. The weights of Mini-Inception5 structure and all 1×1 convolutional layers were randomly initialized. The training was performed by stochastic gradient descent (SGD) with mini-batch size 10 and momentum 0.9. 30K subsequent iterations were performed with a learning rate of 1e-5. In the second stage, we fine-tuned the network on Train_1 only. Fine-tuning was performed for 40K iterations with a learning rate of 1e-6.
C. EVALUATION METRICS
We use qualitative evaluation and quantitative evaluation to evaluate all experimental results. Qualitative evaluation: with the support of feature knowledge, image is evaluated by visual observation, mainly including position and shape. Quantitative evaluation: the image is evaluated by statistical parameters, and producer's accuracy (PA), user's accuracy (UA), errors of omission (OE), errors of commission (CE) were calculated based on the extraction and reference results [28] .
Producer's accuracy refers to the ratio of the number of pixels correctly classified as class A by the classifier to the total number of class a real references; user's accuracy refers to the ratio of the total number of pixels correctly classified into class A to the total number of pixels in which the classifier divides the pixels of the entire image into class A. The calculation formulas of the producer's accuracy and the user's accuracy are as follows:
where η 1 and η 2 respectively denote the producer's accuracy and user's accuracy; o and o respectively denote the reference data of the class A obtained by manual visual interpretation and the extracted data of class A. Errors of omission is the probability that class A pixels are misclassified to other classes; errors of commission is the probability that other classes of pixels are misclassified into class A. The equations for errors of omission and errors of commission are as follows:
where η 3 and η 4 respectively denote the errors of omission and errors of commission, η 1 and η 2 respectively denote the producer's accuracy and user's accuracy.
D. EXPERIMENTAL RESULTS AND ANALYSIS
In order to prove the effectiveness of our method, there is a comparison with Sobel [29] , Canny [26] , HED [15] , RCF [17] , and our method on the same experimental environment. The code of HED and RCF is the source code publicly released by the author. All network models are trained and tested on the same data set and evaluated both qualitatively and quantitatively. Two remote sensing images are randomly selected from Test_1 and Test_2, respectively. Sobel, Canny, HED, RCF, and our method are used to extract the coastline, and the coastline extraction results are qualitatively evaluated. Figure 7 shows the coastline extraction results of two randomly selected remote sensing images with the spatial resolution of 16m from Test_1, and Figure 8 shows the coastline extraction results of two randomly selected remote sensing images with the spatial resolution of 50m from Test_2.
It can be seen from Figure 7 and Figure 8 that the coastlines extracted by the Sobel and the Canny are poorly continuous, and the land texture and the weak edges inside the water body are also extracted. The coastline extracted by HED and RCF also lose some edge points, but the effect on non-shoreline area processing is much better than Sobel and Canny. In comparison, our method is minimally disturbed by noise, and almost no land texture is extracted, and the obtained coastline results are the most continuous and smooth.
In order to verify that the experimental results are not accidental, the experiments are carried out on Test_1 and Test_2 respectively, and the quantitative evaluation of five algorithms is carried out by using four evaluation indexes of producer's accuracy (PA), user's accuracy (UA), errors of omission (OE), and errors of commission (CE). The results are shown in Table 1 , and the best results are shown in bold. It should be noted that since the extraction results of Sobel and Canny contain too much background noise, the quantitative evaluation does not consider the land portion, and only evaluates the coastline.
As shown in Table 1 , on Test_1 and Test_2, the PA and UA of the coastline extracted by Sobel are both lower than 0.7, and CE and OE are both higher than 0.3, which means that there are more missed and misaligned pixels. The PA and UA of HED are higher than Canny, but the PA on Test_1 and Test_2 is still less than 0.90, and the UA on Test_2 is also less than 0.90, indicating that the obtained coastline information accounts for a significant increase in the proportion of reference coastline information, but still cannot meet the requirements. The PA and UA of RCF and our method are higher than 0.90, but on Test_1, the PA and UA of our method are higher than RCF by 0.023 and 0.018, respectively. On Test_2, the PA and UA of our method are 0.017 and 0.019 higher than RCF, respectively. Based on Table 1 , it is proved that the coastline extracted by our method has higher accuracy and is closest to the actual coastline.
To prove that our network does not significantly increase the calculation cost, it compares with parameters, model size, and time of HED and RCF based on convolutional neural networks. All the experiments are carried out on an Intel(R) Core(TM) i7-8750H CPU@2.20GHz, 8GB RAM computer and accelerated with an NVIDIA GeForce GTX Table 2 .
As shown in Table 2 , the parameters of our network are the same as RCF and 0.1M less than HED. The model size of our network is 0.01MB and 0.68MB larger than RCF and HED, respectively. The average test time is 0.024s slower than HED and 0.0191s slower than RCF. The backbone network of HED, RCF, and our network are all designed based on VGG16, but HED does not fuse the features extracted from the intermediate convolution layer of each stage. RCF and our network combine all the features of convolutional layer extraction. So HED's parameters and model size are smaller than RCF and our network. Our network replaces all the standard convolutions in the backbone network with the Mini-Inception structure, which increases the size of the convolution kernel using dilated convolution. Therefore, compared with RCF, our network does not increase the computational complexity and time cost.
V. MODEL ANALYSIS
For the nature of remote sensing images, we have improved the network, including the backbone network structure and the activation function. Therefore, we need to verify the effectiveness of each part for the final performance.
A. ANALYSIS ON BACKBONE NETWORK STRUCTURE
The role of the Mini-Inception structure is to extract multiscale features of the same input object simultaneously. Using this structure instead of the standard convolution in the backbone network can better extract the features of remote sensing images. In order to verify the validity of the Mini-Inception structure and the design of the backbone network structure is optimal, a set of comparative experiments is done. On the one hand, the backbone network does not use the Mini-Inception structure, but only uses the standard 3 × 3 accumulation, which is recorded as model A. On the other hand, starting from stage5, the five stages add the Mini-Inception structure stage by stage, which is recorded as model B, C, D, E, and F respectively, and model F is our final network structure. The evaluation results of the six models on Test_1 are shown in Figure 9 .
As shown in Figure 9 , from model A to model F, PA and UA have been increasing, and the deeper layer uses the Mini-Inception structure, the more precision is improved. It is proved that the use of the Mini-Inception structure is always beneficial to the result. It is optimal to use the Mini-Inception structure in all the convolutional layers in the backbone network instead of the standard 3 × 3 convolution layer, which is beneficial to the improvement of coastline extraction accuracy.
B. ANALYSIS ON ACTIVATION FUNCTION
In order to verify that the leaky-ReLU activation function has a positive impact on the final results of the model, a set of comparative experiments was performed. On the one hand, based on our network but using the ReLU activation function training model, it is recorded as Method_relu. On the other hand, we use the leaky-ReLU activation function, which is our final network model. The test results on Test_1 and Test_2 are shown in Table 3 .
As can be seen from Table 3 , both PA and UA are higher than the ReLU activation function when using the leaky-ReLU activation function, and both OE and CE are lower than using the ReLU activation function. It can be proved that the leaky-ReLU activation function has a positive impact on the final results of the model, which can improve network performance and improve the accuracy of coastline extraction.
VI. CONCLUSION
In this paper, we propose a new convolutional neural network structure for coastline extraction of remote sensing images. Our network can better extract the features of remote sensing images, and make full use of all convolution features and multi-level information of objects to achieve image-toimage prediction. We conduct a comparative experiment on the remote sensing images of Jiaozhou Bay in Qingdao. The experimental results show that the proposed method has some advantages compared with other methods, which can improve the accuracy of coastline extraction, and does not significantly increase the computational cost and reasoning time. Besides, our network has high portability, and it can also be used for the pixel-level sea-land segmentation task of remote sensing images.
