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Abstrat
Classi statistial tehniques (like the multi-dimensional likelihood and the Fisher disrim-
inant method) together with Multi-layer Pereptron and Learning Vetor Quantization Neural
Networks have been systematially used in order to nd the best sensitivity when searhing
for νµ → ντ osillations. We disovered that for a general diret ντ appearane searh based
on kinemati riteria: a) An optimal disrimination power is obtained using only three vari-
ables (Evisible, P
miss
T and ρl) and their orrelations. Inreasing the number of variables (or
ombinations of variables) only inreases the omplexity of the problem, but does not result
in a sensible hange of the expeted sensitivity. b) The multi-layer pereptron approah oers
the best performane. As an example to assert numerially those points, we have onsidered
the problem of ντ appearane at the CNGS beam using a Liquid Argon TPC detetor.
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1 Introdution
The experimental onrmation that atmospheri and solar neutrinos do osillate [1, 2℄, and there-
fore have mass, represents the rst solid lue for the existene of new physis beyond the Standard
Model [3℄. Results from experiments arried out with neutrinos produed in artiial soures, like
reators and aelerators, strongly support the fat that neutrinos are massive [4, 5℄.
Notwithstanding the impressive results ahieved by urrent experiments, neutrino phenomenol-
ogy is a very rih and ative eld, where plenty of open questions still await for a denitive answer.
Thus, many next-generation neutrino experiments are being designed and proposed to measure
with preision the parameters that govern the osillation (mass dierenes and mixing angles) [6℄.
New failities like super-beams, beta beams [7℄ and neutrino fatories [8℄ have been put forward
and their performanes studied in detail in order to asertain whether they an give an answer to
two fundamental questions: what is the value of the mixing angle between the rst and the third
family, and whether CP violation takes plae in the leptoni setor [9℄.
Reently, the Super-Kamiokande Collaboration has measured a rst evidene of the sinusoidal
behaviour of neutrino disappearane as ditated by neutrino osillations [10℄. However, although
the most favoured hypothesis for the observed νµ disappearane is that of νµ → ντ osillations,
no diret evidene for ντ appearane exists up to date. A long baseline neutrino beam, optimized
for the parameters favoured by atmospheri osillations, has been approved in Europe to look for
expliit ντ appearane: the CERN-Laboratori Nazionali del Gran Sasso (CNGS) beam [11℄. The
approved experimental program onsists of two experiments ICARUS [12℄ and OPERA [13℄ that
will searh for νµ → ντ osillations using omplementary tehniques.
Given the previous experimental eorts [14, 15℄ and present interest in diret ντ appearane,
we assess in this note the performane of several statistial tehniques applied to the searh for
ντ using kinemati tehniques. Classi statistial methods (like multi-dimensional likelihood and
Fisher's disriminant shemes) and Neural Networks based ones (like multi-layer pereptron and
self-organized neural networks) have been applied in order to nd the approah that oers the
best sensitivity.
2 Osillation Searh Using Kinemati Criteria
The original proposal to observe for the rst time the diret appearane of a ντ by means of
kinemati riteria dates bak to 1978 [16℄. Based on the apabilities to measure the diretion of the
hadroni jet, the interation of the neutrino assoiated with the tau lepton an be spotted thanks
to: a) the presene of a sizable missing transverse momentum; b) ertain angular orrelations
between the diretion of the prompt lepton and the hadroni jet, in the plane transverse to the
inoming neutrino beam diretion.
NOMAD [14℄ was a pioneering experiment in the use of kinemati riteria applied to a νµ →
ντ osillation searh. The kinemati approah was validated after several years of suessful
operation at the CERN WANF neutrino beam [17, 18℄. This short-baseline experiment set the
most ompetitive limit for νµ → ντ osillations at high values of ∆m
2
[19℄.
An impressive bakground rejetion power O(105) was needed in NOMAD. To ahieve this, a
multidimensional likelihood was built taking advantage of: on the one hand, the dierent event
kinematis for signal and bakground events; on the other, the existing orrelations among the
variables used. To further enhane the sensitivity, the signal region was divided into several bins.
Given the interest that νµ → ντ osillation searhes have nowadays for the region of ∆m
2 ∼
10−3 eV2, we have onsidered the problem of nding the statistial approah that oers the best
sensitivity for this kind of searh. Unlike NOMAD, we do not try to improve the sensitivity by
splitting the signal regions into a set of independent bins.
We have simply ompared the disrimination power oered by a multi-dimensional likelihood,
the Fisher disriminant method and a neural network. As a general onlusion, we have observed
that neural networks oer the best bakground rejetion power thanks to their ability to nd
omplex orrelations among the kinemati variables. In addition, they allow to redue the om-
1
plexity of the problem, given that a small number of input variables is enough to optimize the
experimental sensitivity. These onlusions are valid for diret ντ appearane searhes performed
either with atmospheri or aelerator neutrinos. In what follows we give a numerial example
that illustrates the onlusions of this study.
3 Detetor Conguration and Data Simulation
To obtain a numerial evaluation of the performanes of the dierent statistial tehniques we
used, and assess whih of them gives the best sensitivity when searhing for diret ντ appearane
by means of kinemati riteria, we have onsidered the partiular ase of the CNGS beam.
We assume a detetor onguration onsisting of 3 ktons of Liquid Argon [12℄. In our simulation
the total mass of ative (imaging) Argon amounts to 2.35 ktons. We assumed ve years running
of the CNGS beam in shared mode (4.5 × 1019 p.o.t. per year), whih translates into a total
exposure of 5 × 2.35 = 11.75 kton×year. The total event rates expeted are 252 (17) νe (ν¯e) CC
events and 50 ντ CC events with the τ deaying into an eletron plus two neutrinos (we assume
maximal mixing and ∆m2
23
= 3 × 10−3 eV2; these values are ompatible with the allowed range
given by atmospheri neutrinos). Before uts, the signal over bakground ratio, in ative LAr, is
50/252 ≃ 0.2.
The study of the apabilities to reonstrut and analyze high-energy neutrino events was done
using fully simulated νeCC events inside the whole LAr ative volume. Neutrino ross setions
and the generation of neutrino interations is based on the NUX ode [20℄; nal state partiles
are then traked using the FLUKA pakage [21℄. The angular and energy resolutions used in the
simulation of nal state eletrons and individual hadrons are idential to those quoted in [12℄.
In order to apply the most eient kinemati seletion, it is mandatory to reonstrut with
the best possible resolution the energy and the angle of the hadroni jet and the prompt lepton,
with partiular attention to the tails of the distributions. Therefore, the energy ow algorithm
has been designed with are, taking into aount the needs of the tau searh analysis.
The ability to look for tau appearane events is limited by the ontainment of high energy
neutrino events. Energy leakage outside the ative imaging volume reates tails in the kinemati
variables that fake the presene of neutrinos in the nal state. We therefore impose duial uts
in order to guarantee that on average the events will be suiently ontained.
The duial volume is dened by looking at the proles of the total missing transverse mo-
mentum and of the total visible energy of the events. The average value of these variables is a
good estimator of how muh energy is leaking on average. After duial uts, we keep 65% of the
total number of events ourring in the ative LAr volume. This means a total exposure of 7.6
kton×year after ve years of shared CNGS running.
Table 1 summarizes the total amount of simulated data used for this study. We note that
ντ (νe) CC sample, generated in ative LAr, is more than a fator 250 (50) larger than the
expeted number of olleted events after ve years of CNGS running.
Proess νeCC ντCC
(τ → e)
Ative LAr 14200 [252℄ 13900 [50℄
Fiduial Vol. 9250 [163℄ 9000 [33℄
Table 1: Amount of fully generated data in Ative and Fiduial LAr volumes. Between brakets
we show the expeted number of events after ve years of data taking at CNGS with a 3 kton
detetor.
2
4 Statistial Pattern Reognition Applied to Osillation Searhes
In the ase of a νµ → ντ osillation searh with Liquid Argon, the golden hannel to look for ντ
appearane is the deay of the tau into an eletron and a pair neutrino anti-neutrino due to: (a)
the exellent eletron identiation apabilities; (b) the low bakground level, sine the intrinsi
νe and ν¯e harged urrent ontamination of the beam is at the level of one per ent.
Kinemati identiation of the τ deay [18℄, whih follows the ντCC interation, requires
exellent detetor performane: good alorimetri features together with traking and topology
reonstrution apabilities. In order to separate ντ events from the bakground, a basi riteria
an be used: an unbalaned total transverse momentum due to neutrinos produed in the τ deay.
In gure 1 we illustrate the dierene on kinematis for signal and bakground events. We plot
four of the most disriminating variables:
• Evis: Visible energy.
• PmissT : Missing momentum in the transverse plane with respet to the diretion of the
inident neutrino beam.
• P lepT : Transverse momentum of the prompt eletron andidate.
• ρl =
P lepT
P lepT + P
had
T + P
miss
T
Signal events tend to aumulate in low Evis, low P
lep
T , low ρl and high P
miss
T regions.
Throughout this artile, we take into aount only the bakground due to eletron neutrino
harged urrent interations. Due to the low ontent the beam has on ν¯e, harged urrents in-
terations of this type have been observed to give a negligible ontribution to the total expeted
bakground. We are ondent that neutral urrent bakground an be redued to a negligible level
using LAr imaging apabilities and algorithms based on the dierent energy deposition showed by
eletrons and π0(see for example [22℄). Therefore it will not be further onsidered. The ontam-
ination due to harm prodution and νµ CC events, where the prompt muon is not identied as
suh, was studied by the ICARUS Collaboration [23℄ and showed to be less important than νeCC
bakground.
4.1 Osillation Searh Using Classi Statistial Methods
4.1.1 The Multi-dimensional Likelihood
The rst method adopted for the τ appearane searh is the onstrution of a multi-dimensional
likelihood funtion (see for example [24℄), whih is used as the unique disriminant between signal
and bakground. This approah is, a priori, an optimal disrimination tool sine it takes into
aount orrelations between the hosen variables.
A omplete likelihood funtion should ontain ve variables (three providing information of the
plane normal to the inident neutrino diretion and two more providing longitudinal information).
However, in a rst approximation, we limit ourselves to the disrimination information provided
by the three following variables: Evisible, P
miss
T and ρl.
As we will see later, all the disrimination power is ontained in these variables, therefore we
an largely redue the omplexity of the problem without aeting the sensitivity of the searh.
Two likelihood funtions were built, one for τ signal (LS) and another for bakground events (LB).
The disrimination was obtained by taking the ratio of the two likelihoods:
ln(λ) ≡ L([Evisible , P
miss
T , ρl]) =
LS([Evisible, P
miss
T , ρl])
LB([Evisible, PmissT , ρl])
(1)
In order to avoid a bias in our estimation, half of the generated data was used to build the
likelihood funtions and the other half was used to evaluate overall eienies. Full details about
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Figure 1: Visible energy (top left), transverse missed momentum (bottom left), transverse eletron
momentum (top right) and ρl (bottom right). Histograms have an arbitrary normalization.
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Figure 2: Comparison for at Evisible, P
lep
T , ρl and P
miss
T variables between τ signal and νe CC
events. Arbitrary normalization has been taken into aount when plotting bakground events.
the multi-dimensional likelihood algorithm an be found elsewhere [22℄. However, we want to
point out here some important features of the method.
A partition of the hyperspae of input variables is required: The multi-dimensional likelihood
will be, in priniple, dened over a lattie of bins. The number of bins to be lled when onstruting
likelihood tables grows like nd where n is the number of bins per variable and d the number of these
variables. This leads to a dimensionality problem when we inrement the number of variables,
sine the amount of data required to have a well dened value for lnλ in eah bin of the lattie
will grow exponentially.
In order to avoid regions populated with very few events, input variables must be redened
to have the signal uniformly distributed in the whole input hyperspae, hene Evisible, P
miss
T and
ρl are replaed by at variables (see gure 2). Besides, an adequate smoothing algorithm is
needed in order to alleviate utuations in the distributions in the hyperspae and also, to provide
a ontinuous map from the input variables to the multi-dimensional likelihood one (lnλ).
Ten bins per variable were used, giving rise to a total of 103 bins. Figure 3 shows the likelihood
distributions for bakground and tau events assuming ve years running of CNGS (total exposure
of 7.6 kton × year for events ourring inside the duial volume).
Table 2 shows, for dierent uts of lnλ, the expeted number of tau and νe CC bakground
events. As referene for future omparisons, we fous our attention in the ut lnλ > 1.8. It gives a
signal seletion eieny around 25% (normalized to the total number of τ events in ative LAr).
This τ eieny orresponds to 12.9 signal events. For this ut, we expet 1.1 ± 0.2 bakground
events. After uts are imposed, this approah predits a S/B ratio similar to 13.
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Figure 3: Multi-dimensional likelihood distributions for νe CC and τ → e events. The last bin
in signal inludes the event overow. Error bars in νeCC + ντCC sample represent statistial
utuations in the expeted prole measurements after 5 years of data taking with shared running
CNGS and a 3 kton detetor onguration.
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ντCC (τ → e) ντ CC (τ → e)
Cuts Eieny νeCC ∆m
2 =
(%) 3× 10−3 eV2
Initial 100 252 50
Fiduial volume 65 163 33
lnλ > 0.0 48 6.8± 0.5 24.0± 0.6
lnλ > 0.5 42 3.6± 0.3 20.8± 0.6
lnλ > 1.0 36 2.5± 0.3 18.0± 0.6
lnλ > 1.5 30 1.7± 0.2 15.2± 0.5
ln λ > 1.8 25 1.1± 0.2 12.9± 0.5
ln λ > 2.0 23 0.86± 0.16 11.7± 0.5
lnλ > 2.5 16 0.40± 0.12 8.1± 0.4
lnλ > 3.0 10 0.22± 0.08 5.2± 0.3
lnλ > 3.5 7 0.12± 0.06 3.3± 0.2
Table 2: Expeted number of νeCC bakground and signal events in the τ → e analysis. A multi-
dimensional likelihood funtion is used as the unique disriminant. Numbers are normalized to 5
years running of CNGS. Errors in the number of expeted events are of statistial nature.
4.1.2 The Fisher Disriminant Method
The Fisher disriminant method [24℄ is a standard statistial proedure that, starting from a large
number of input variables, allows us to obtain a single variable that will eiently distinguish
among dierent hypotheses. As in the likelihood method, the Fisher disriminant will ontain all
the disrimination information.
The Fisher approah tries to nd a linear ombination of the following kind
t({xj}) = a0 +
n∑
i=1
aixi
of an initial set of variables {xj} whih maximizes
J({aj}) =
(t¯sig − t¯bkg)
2
(σ2sig − σ
2
bkg)
(2)
where t¯ is the mean of the t variable and σ its variane. This last expression is nothing but a
measure, for the variable t, of how well separated signal and bakground are. Thus, by maximizing
(2) we nd the optimal linear ombination of initial variables that best disriminates signal from
bakground. The parameters aj whih maximize (2) an be obtained analytially by (see [24℄)
ai = W
−1
ij (µ
sig
j − µ
bkg
j ) (3)
where µsigj and µ
bkg
j are the mean in the variable xj for signal and bakground respetively, and
W = Vsig + Vbkg , being V the ovariane matries.
A Fisher Funtion for ντ Appearane Searh
From the distributions of kinemati variables for ντCC and νeCC, we an immediately onstrut
a Fisher funtion for a given set of variables. Initially we selet the same set of variables we used
for the likelihood approah, namely: Evisible, P
miss
T and ρl. We need only the vetor of means and
ovariane matries in order to alulate the optimum Fisher variable (equation 3). Distributions
are shown in gure 4, where the usual normalization has been assumed. In table 3 values for
the expeted number of signal and bakground events are shown as a funtion of the ut on the
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Figure 4: The Fisher disriminant variable. Error bars in νeCC + ντCC sample represent sta-
tistial utuations in the expeted prole measurements after 5 years of data taking with shared
running CNGS and a 3 kton detetor onguration
Fisher disriminant. Sine linear orrelations among variables are taken into aount, the Fisher
disriminant method oers similar results to the one obtained using a multi-dimensional likelihood.
Contrary to what happens with a multi-dimensional likelihood (where the inrease in the
number of disriminating variables demands more Monte-Carlo data and therefore it is an extreme
CPU-onsuming proess), the appliation of the Fisher method to a larger number of kinemati
variables is straightforward, sine the main harateristi of the Fisher method is that the nal
disriminant an be obtained algebraially from the initial distributions of kinemati variables.
For instane, a Fisher disriminant built out of 9 kinemati variables (Evis, P
miss
T , ρl, P
lep
T , Elep,
ρm, QT , mT , Qlep)
1
predits for 12.9 ± 0.3 taus a bakground of 1.17 ± 0.14 νe CC events. We
onlude that, for the Fisher method, inreasing the number of variables does not improve
the disrimination power we got with the set Evis, P
miss
T , ρl and therefore these three
variables are enough to perform an eient τ appearane searh.
1
see [18℄ for a detailed explanation of the variables
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ντCC (τ → e) ντ CC (τ → e)
Cuts Eieny νeCC ∆m
2 =
(%) 3× 10−3 eV2
Initial 100 252 50
Fiduial volume 65 164 33
Fisher> 0.5 46 6.9± 0.3 23.1± 0.4
Fisher> 0.0 33 2.4± 0.2 16.6± 0.4
Fisher> −0.27 25 1.15± 0.13 12.9± 0.3
Fisher> −0.5 20 0.60± 0.10 10.2± 0.3
Fisher> −1.0 10 0.14± 0.05 5.2± 0.2
Table 3: Expeted number of νeCC bakground and signal events in the τ → e analysis. A Fisher
variable is used as the unique disriminant. Numbers are normalized to 5 years running of CNGS.
Errors in the number of expeted events are of statistial nature.
4.2 Osillation Searh Using Neural Networks
In the ontext of signal vs bakground disrimination, neural networks arise as one of the most
powerful tools. The ruial point that makes these algorithms so good is their ability to adapt
themselves to the data by means of non-linear funtions.
Artiial Neural Networks have beome a promising approah to many omputational applia-
tions. It is a mature and well founded omputational tehnique able to learn the natural behaviour
of a given data set, in order to give future preditions or take deisions about the system that
data represent (see [25℄ and [26℄ for a omplete introdution to neural networks). During last
deade, neural networks have been widely used to solve High Energy Physis problems (see [27℄
for a introdution to neural networks tehniques and appliations to HEP). Multi-layer perep-
trons eiently reognize signal features from an, a priori, dominant bakground environment
([28℄, [29℄).
We have evaluated the performane oered by neural networks when looking for νµ → ντ
osillations. As in the ase of a multi-dimensional likelihood, a single valued funtion will be the
unique disriminant. This is obtained adjusting the free parameters of our neural network model
by means of a training period. During this proess, the neural network is taught to distinguish
signal from bakground using a learning data sample.
Two dierent neural networks models have been studied: the multi-layer pereptron and the
learning vetor quantization self-organized network. In the following, the results obtained with
both methods are disussed.
4.2.1 The Multi-layer Pereptron
The multi-layer pereptron (MLP) funtion has a topology based on dierent layers of neurons
whih onnet input variables (the variables that dene the problem, also alled feature variables)
with the output unit (see gure 5). The value (or state) a neuron has, is a non-linear funtion
of a weighted sum over the values of all neurons in the previous layer plus a onstant, alled bias:
sli = g (
∑
j
ωlijs
l−1
j + b
l
i) (4)
where sli is the value of the neuron i in layer l; ω
l
ij is the weight assoiated to the link between
neuron i in layer l and neuron j in the previous layer (l − 1); bli is a bias dened in eah neuron
and g(x) is alled the transfer funtion. The transfer funtion is used to regularize the neuron's
output to a bounded value between 0 and 1 (or -1,1).
In a multi-layer pereptron, a non-linear funtion is used to obtain the disriminating variable.
Therefore omplex orrelations among variables are taken into aount, thus enhaning bakground
rejetion apabilities.
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Figure 5: A general multi-Layer pereptron diagram. The optimal non-linear funtion of input
variables (xi) is onstruted using a set of basi units alled neurons. Eah neuron has two free
parameters that must be adjusted minimizing an error funtion.
The onstrution of a MLP implies that several hoies must be made a priori: amount of
input variables, hidden layers, neurons per layer, number of epohs, et. The size of the simulated
data set is also ruial in order to optimize the training algorithm performane. If the training
sample is small, it is likely for the MLP to adjust itself extremely well to this partiular data set,
thus losing generalization power (when this ours the MLP is over-learning the data).
Multi-layer Pereptron for ντ Appearane Searh
As already mentioned in 4.1.1, we fully dene our tagging problem using ve variables (three
in the transverse plane and two in longitudinal diretion), sine they utterly desribe the event
kinematis, provided that we ignore the jet struture. Initially we build a MLP that ontains
only three input variables, and in a latter step we inorporate more variables to see how the
disrimination power is aeted. The three hosen variables are Evisible, P
miss
T and ρl. Our
eletion is similar to the one used for the multi-dimensional likelihood approah. This allows us
to make a diret omparison of the sensitivities provided by the two methods.
The implementation of the multilayer pereptron was done by means of the MLPt pakage
[30℄, interfaed in PAW. Among the set of dierent neural network topologies that we studied, we
saw that the optimal one is made of two hidden layers with four neurons in the rst hidden layer
and one in the seond (see gure 6).
Simulated data was divided in three, statistially independent, subsets of 5000 events eah
(onsisting of 2500 signal events and an idential amount of bakground).
The MLP was trained with a rst learning data sample. Likewise, the seond test data
set was used as a training sample to hek that over-learning does not our. One the MLP is
set, the evaluation of nal eienies is done using the third independent data sample (namely,
a fator 40 (75) larger than what is expeted for bakground (signal) after ve years of CNGS
running with a 3 kton detetor).
Error urves during learning are shown in gure 7 for training and test samples. We see that
even after 450 epohs, over-learning does not take plae. Final distributions in the multi-layer
pereptron disriminating variable an be seen in gure 8.
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Figure 6: Chosen topology for the MLP. We feed a two layered MLP (4 neurons in rst layer and
1 in seond) with input variables: Evisible, P
miss
T and ρl.
Figure 9 shows the number of signal and bakground expeted after 5 years of data taking as
a funtion of the ut in the MLP variable. In gure 10 we represent the probability of an event,
falling in a region of the input spae haraterized by MLP output > ut, to be a signal event (top
plot), and the statistial signiane as a funtion of the MLP ut (bottom plot). Bakground
rejetion has been optimized sine a ut based on the MLP output variable an selet regions of
ompliated topology in the kinemati hyperspae, given that now omplex orrelations are taken
into aount (see gure 11).
Seleting MLP > 0.91 (overall τ seletion eieny = 25%), the probability that an event
falling in this region is signal amounts to ∼ 0.95. For 5 years of running CNGS and a 3 kton
detetor, we expet a total amount of 12.9 ± 0.5 ντCC (τ → e) events and 0.66 ± 0.14 νeCC
events. Table 4 summarizes as a funtion of the applied MLP ut the expeted number of signal
and bakground events.
If we ompare the outome of this approah with the one obtained in setion 4.1.1, we see that
for the same τ seletion eieny, the multi-dimensional likelihood expets 1.1± 0.2 bakground
events. Therefore, for this partiular ut, the MLP ahieves a 60% redution in the number of
expeted νe CC events.
As we did for the Fisher method, we studied if the sensitivity given by the MLP inreases
when a larger number of input variables is used. Even though the number of omplex orrelations
among variables is larger, the hange in the nal sensitivity is negligible. One again, all the
disrimination power is provided by Evisible, P
miss
T and ρl. The surviving bakground an not be
further redued by inreasing the dimensionality of the problem.
Sine an inrease on the number of input variables does not improve the disrimination power
of the multi-layer pereptron, we tried to enhane signal eieny following a dierent approah:
optimizing the set of input variables by nding new linear ombinations of the original ones (or
funtions of them like squares, ubes, et).
To this purpose, using the fast omputation apabilities of the Fisher method, we an operate in
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Figure 7: Learning urves for the MLP. The neural network is trained for 450 epohs in order to
reah a stable minimum. The solid line represents the error on training sample, the dashed line is
the error on the test sample. Both lines run almost parallel: no over-learning ours.
ντCC (τ → e) ντ CC (τ → e)
Cuts Eieny νeCC ∆m
2 =
(%) 3× 10−3 eV2
Initial 100 252 50
Fiduial volume 65 164 33
MLP > 0.70 42 4.0± 0.4 21.4± 0.6
MLP > 0.75 40 3.0± 0.3 19.9± 0.6
MLP > 0.80 37 2.1± 0.3 18.6± 0.5
MLP > 0.85 33 1.5± 0.2 16.4± 0.5
MLP > 0.90 27 0.76± 0.15 13.5± 0.5
MLP > 0.91 25 0.66± 0.14 12.9± 0.5
MLP > 0.95 19 0.28± 0.09 9.6± 0.4
MLP > 0.98 12 0.09± 0.05 5.8± 0.3
Table 4: Expeted number of bakground and signal events when a multi-layer pereptron funtion
is used as the unique disriminant. Numbers are normalized to 5 years running of CNGS. Errors
in the number of events expeted are of statistial nature.
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Figure 8: Multi-layer pereptron output for ντCC (τ → e) and νeCC events. We see how signal
events aumulate around 1 while bakground peaks at 0. Only statistial errors are plotted.
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Figure 9: Number of signal and bakground events after 5 years of running CNGS as a funtion
of the MLP ut. Shadowed zones orrespond to statistial errors.
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fun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Figure 11: Kinemati variables before (left histograms) and after (right histograms) uts are
applied based on the MLP output. We see how the MLP has learnt that signal events favour low
Evisible, high P
miss
T and low ρl values.
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a systemati way in order to nd the most relevant feature variables. Starting from an initial set of
input variables, the algorithm desribed in [31℄ tries to gather all the disriminant information in an
smaller set of optimized variables. These last variables are nothing but suessive Fisher funtions
of dierent ombinations of the original ones. In order to allow not only linear transformations,
we an add non-linear funtions of the kinemati variables like independent elements of the initial
set.
We performed an analysis similar to the one desribed in [31℄, using 5 initial kinemati vari-
ables (Evis, P
miss
T , ρl, P
lep
T and Elep) plus their ubes and their exponentials (in total 15 initial
variables). At the end, we hose a smaller subset of six optimized Fisher funtions that we use
like input features variables for a new multi-layer pereptron.
The MLP analysis with six Fisher variables does not enhane the osillation searh sensitivity
that we got with the three usual variables Evis, P
miss
T and ρl. We therefore onlude that neither
the inrease on the number of features variables nor the use of optimized linear
ombinations of kinemati variables as input, enhanes the sensitivity provided by
the MLP.
The appliation of statistial tehniques able to nd omplex orrelations among the input
variables is the only way to enhane bakground rejetion apabilities. In this respet, neural
networks are an optimal approah.
4.2.2 Self Organizing Neural Networks: LVQ Network
A self-organizing (SO) network operates in a dierent way than a multi-layer pereptron does.
These networks have the ability to organize themselves aording to the natural struture of the
data. They an learn to detet regularities and orrelations in their input and adapt their future
response to that input aordingly. A SO network usually has, besides the input, only one layer of
neurons that is alled ompetitive layer (see gure 12). Neurons in the ompetitive layer are able
to learn the struture of the data following a simple sheme alled ompetitive self-organization
(see [27℄), whih moves the basi units (neurons) in the ompetitive layer in suh a way that
they imitate the natural struture of the data.
Competitive self-organization is an unsupervised learning algorithm, however for lassiation
purposes one an improve the algorithm with supervised learning in order to ne tune nal posi-
tions of the neurons in the ompetitive layer. This is alled learning vetor quantization (LVQ)
(for further details refer to [25, 27℄). An important dierene with respet to the multi-layer per-
eptron approah is that in LVQ we always get a disrete lassiation, namely, an event is always
lassied in one of the lasses. The only thing one an estimate is the degree of belief in the LVQ
hoie.
LVQ Network for ντ Appearane Searh
We use one more Evisible , P
miss
T and ρl as disriminating variables inside the input layer. A
LVQ network with 10 neurons has been trained with samples of 2500 events for both signal and
bakground. Given that, before any ut, a larger bakground sample is expeted, we have hosen
an asymmetri onguration for the ompetitive layer. Out of 10 neurons, 6 were assigned to
reognize bakground events, and the rest were assoiated to the signal lass. After the neurons
are plaed by the training proedure, the LVQ network is fed with a larger and statistially
independent data sample onsisting of 6000 signal and bakground events. The output provided
by the network is plotted in gure 13. We see how events are lassied in two independent lasses:
signal like events (labeled with 2) and bakground like ones (labeled with 1). 68% of ντCC (τ → e)
events and 10% of νeCC events, ourring in duial volume, are lassied as signal like events.
This means a τ eieny around 45% with respet to the tau events generated in ative LAr. For
the same τ eieny, the multi-layer pereptron only mislassied around 8% of νeCC events.
Several additional tests have been performed with LVQ networks, by inreasing the number
of input variables and/or the number of neurons in the ompetitive layer. However, we observed
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Figure 12: Shemati diagram of the general topology for a self-organized neural network. Neurons
in the ompetitive layer are onneted with eah one of the input nodes.
no improvement on the separation apabilities. For instane, a topology with 16 feature neurons
in the ompetitive layer and 4 input variables (we add the transverse lepton momentum) leads to
exatly the same result.
The simple geometrial interpretation of this kind of neural networks supports our statement
that the addition of new variables to the original set {Evisible, P
miss
T , ρl} does not enhane the
disrimination power: the bulk of signal and bakground events are not better separated when we
inrement the dimensionality of the input spae.
Combining MLP with LVQ
We have seen that LVQ networks returns a disrete output. The whole event sample is lassied
by the LVQ in two lasses: signal-like and bakground-like. We an use the lassiation of a
LVQ as a pre-lassiation for the MLP. A priori, it seems reasonable to expet an inrease on the
osillation searh sensitivity if we ombine the LVQ and MLP approahes. The aim is to evaluate
how muh additional bakground rejetion, from the ontamination inside the signal-like sample,
an be obtained by means of a MLP.
We present in gure 14 the MLP output for events lassied as signal-like by the LVQ network
(see gure 13). Applying a ut on the MLP output suh that we get 12.9 signal events (our usual
referene point of 25% τ seletion eieny), we get 0.82±0.19 bakground events, similar to what
was obtained with the MLP approah alone. This outome onlusively shows that, ontrary to
our a priori expetations, an event pre-lassiation, by means of a learning vetor quantization
neural network, does not help improving the disrimination apabilities of a multi-layer pereptron.
5 ντ Disovery Potential
We have studied several pattern reognition tehniques applied to the partiular problem of searh-
ing for νµ → ντ osillations. Based on disovery riteria, similar to the ones proposed in [32℄ for
statistial studies of prospetive nature, we try to quantify how muh the statistial relevane of
the τ signal varies depending on the statistial method used.
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Figure 13: LVQ neural network separation apabilities. In ompetitive self-organized networks a
disrete deision is always issued: signal like events are labeled with 2 and bakground like with 1.
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LVQ and MLP combination
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Figure 14: LVQ and MLP networks ombined. Distributions are given in the ontinuous MLP
variable. Only events labeled by LVQ with 2 (signal like) have been used for the analysis.
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Multi-layer Multi-dimensional
Pereptron Likelihood
# Signal 12.9 12.9
# Bakground 0.66 1.1
α fator 0.86 1.01
Table 5: Number of signal and bakground events for the multi-layer pereptron and the multi-
dimensional likelihood approahes. Numbers are normalized to 5 years of data taking in shared
CNGS running mode and a 3 kton detetor onguration. The last row displays the sale fator
α needed to ompute the minimum exposure fullling the disovery riteria desribed in the text.
We dene µS and µB as the average number of expeted signal and bakground events, re-
spetively. With this notation, we impose two onditions to onsider that a signal is statistially
signiant:
1. We require that the probability for a bakground utuation, giving a number of events equal
or larger than µS + µB, be smaller than ǫ (where ǫ is 5.733 × 10
−7
, the usual 5σ riteria
applied for Gaussian distributions).
2. We also set at whih ondene level (1− δ), the distribution of the total number of events
with mean value µS + µB fullls the bakground utuation riteria stated above.
For instane, if δ is 0.10 and ǫ is 5.733×10−7, we are imposing that 90% of the times we repeat
this experiment, we will observe a number of events whih is 5σ or more above the bakground
expetation.
For all the statistial tehniques used, we x δ=0.10 and ǫ=5.733× 10−7. In this way we an
ompute the minimum number of events needed to establish that, in our partiular example, a
diret νµ → ντ osillation has been observed.
In table 5 we ompare the number of signal and bakground events obtained for the multi-layer
pereptron and the multi-dimensional likelihood approahes after 5 years of data taking with a
3 kton detetor. We also ompare the minimum exposure needed in order to have a statistially
signiant signal. The minimum exposure is expressed in terms of a sale fator α, where α = 1
means a total exposure of 11.75 kton×year. For the multi-layer pereptron approah (α = 0.86),
a statistially signiant signal an be obtained after a bit more than four years of data taking.
On the other hand, the multi-dimensional likelihood approah requires 5 full years of data taking.
Therefore, when applied to the physis quest for neutrino osillations, neural network tehniques
are more performant than lassi statistial methods.
6 Conlusions
We have onsidered the general problem of νµ → ντ osillation searh based on kinemati riteria
to assess the performane of several statistial pattern reognition methods.
Two are the main onlusions of this study:
• An optimal disrimination power is obtained using only the following variables: Evisible,
PmissT and ρl and their orrelations. Inreasing the number of variables (or ombinations
of variables) only inreases the omplexity of the problem, but does not result in a sensible
hange of the expeted sensitivity.
• Among the set of statistial methods onsidered, the multi-layer pereptron oers the best
performane.
As an example, we have onsidered the ase of the CNGS beam and ντ appearane searh (for
the τ → e deay hannel) using a very massive (3 kton) Liquid Argon TPC detetor. Figure 15
21
ompares the disrimination apabilities of multi-dimensional likelihood and multi-layer pereptron
approahes. We see that, for the low bakground region, the multi-layer pereptron gives the best
sensitivity. For instane, hoosing a τ seletion eieny of 25% as a referene value, we expet
a total of 12.9 ± 0.5 ντCC (τ → e) signal and 0.66 ± 0.14 νeCC bakground. Compared to
multi-dimensional likelihood preditions, this means a 60% redution on the number of expeted
bakground events. Hene, using a multi-layer pereptron, fours years of data taking will sue
to get a statistially signiant signal, while ve years are needed when the searh approah is
based on a multi-dimensional likelihood.
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Figure 15: Multi-layer pereptron vs multi-dimensional likelihood. We assume a 7.6 Kton×year
exposure. The shadowed area shows the statistial error.
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