Abstract A novel electron backscatter diffraction (EBSD) -based finite-element (FE) wave propagation simulation is presented and applied to investigate seismic anisotropy of peridotite samples. The FE model simulates the dynamic propagation of seismic waves along any chosen direction through representative 2D EBSD sections. The numerical model allows separation of the effects of crystallographic preferred orientation (CPO) and shape preferred orientation (SPO). The obtained seismic velocities with respect to specimen orientation are compared with Voigt-Reuss-Hill estimates and with laboratory measurements. The results of these three independent methods testify that CPO is the dominant factor controlling seismic anisotropy. Fracture fillings and minor minerals like hornblende only influence the seismic anisotropy if their volume proportion is sufficiently large (up to 23%). The SPO influence is minor compared to the other factors. The presented FE model is discussed with regard to its potential in simulating seismic wave propagation using EBSD data representing natural rock petrofabrics.
Introduction
Seismic anisotropy is commonly assumed to be dominantly affected by the petrofabrics, such as the crystallographic preferred orientation (CPO), of volumetrically significant mineral phases, such as quartz in the crust and olivine in the upper mantle [e.g., Nicolas and Christensen, 1987; Holbrook et al., 1992; Ismail and Mainprice, 1998; Tatham et al., 2008; Lloyd et al., 2011a Lloyd et al., , 2011b , or less volumetrically dominant but highly anisotropic minerals like mica [Llana-Funez and Brown, 2012; Cholach et al., 2005] . A conventional method to investigate seismic anisotropy from rock samples involves the calculation of Voigt-Reuss-Hill (VRH) averages of the elastic tensor from the single crystal stiffness matrix of the rock forming minerals, weighted by CPO and modal composition [e.g., Mainprice, 1990; Mainprice and Humbert, 1993; Erdman et al., 2013; Llana-Funez et al., 2009] . This method calculates seismic anisotropy derived from CPO but does not take into account properties such as shape preferred orientation (SPO) and fracture orientations. Attempts to include these parameters into the simulations have been made using numerical techniques like asymptotic expansion homogenization (AEH) finite-element (FE) theory by calculating the bulk elastic tensor considering grain shape distribution [Naus-Thijssen et al., 2011] . Alternative analytical solutions use differential effective medium methods (DEM) by assuming a homogeneous matrix and a pre-defined orientation distribution of highly anisotropic mineral grains, like mica or serpentine [Nishizawa and Yoshino, 2001; Watanabe et al., 2014] . In this study, an alternative numerical method is proposed that incorporates digitized EBSD data into a FE model to allow elastic waves to propagate through a fully anisotropic and heterogeneous rock model representing the real petrofabrics in a sample. Such a method not only allows a direct visualization of wave propagation but also provides full control on the different factors responsible for seismic anisotropy, such as the separation of CPO and SPO as demonstrated in this study.
To test the proposed model, we carried out direct laboratory measurements of ultrasonic wave propagation on peridotite samples collected from Finero, Ivrea-Verbano Zone, using the pulse transmission technique, and comparing the results with VRH calculations and with the new numerical FE simulations. The Finero peridotite massif is an ultramafic lens outcropping at the northernmost end of the Ivrea-Verbano Zone, harzburgites and lherzolites that suffered intense metasomatic enrichment, resulting in the pervasive presence of amphibole and phlogopite and locally apatite and carbonates. According to Siena and Coltorti [1989] , the mafic-ultramafic complex experienced maximum pressure and temperature conditions of about 1 GPa and 1000°C. Given the easy accessibility to the zone, the excellent quality of the outcrops, and the absence of pervasive retrograde metamorphism or tectonic overprint, the Ivrea-Verbano Zone has been intensely studied, and it has frequently been used as a model to help interpret features of deep crustal seismic profiles [e.g., Fountain, 1976; Rudnick and Fountain, 1995; Holliger et al., 1993; Holliger and Levander, 1994; Rutter et al., 1999; Khazanehdari et al., 2000] . In this study, we use a comprehensive approach involving laboratory measurements, VRH calculations, and EBSDbased FE simulations to address the origin of observed seismic anisotropy with particular focus on the influence of CPO and SPO, as well as fractures at thin section scale.
Materials and Methodology

Sample Description
Two phlogopite-bearing harzburgites (samples ZAP205 and ZAP214) have been selected from a wider sample collection of ultramafites from the Finero massif to present the proposed approach in the present work. The microstructure and mineralogical composition of the selected samples are presented in Figure 1 . In these peridotites the amphibole modal concentration exceeds that of clinopyroxene; the two selected samples differ in amphibole content (3.98% in ZAP205 and 23.94% in ZAP214). In both samples, olivine and sometimes orthopyroxene display metamorphic deformations (kink bands, Figure 1b ), which are absent in the clinopyroxene crystals. Large phlogopite crystals define a foliation and cut through all the other phases. Amphibole grains are preferentially aligned and define the lineation in sample ZAP214 observed 2 from hand specimen. Secondary minerals are mainly limited to disseminated oxides and serpentine localized in microfractures. Serpentine fibers are randomly oriented within the fractures (Figure 1 ).
Electron Backscatter Diffraction
Crystal orientation mapping by means of EBSD is a powerful tool to acquire information on the micro-texture of polycrystalline and poly-phase rocks [Adams et al., 1993; Prior et al., 1999; Schwartz et al., 2009] . The EBSD technique has also been used to study CPO and its relationship to seismic anisotropy in mafic-ultramafic rocks such as peridotite and eclogite [Mauler et al., 2000; Frese et al., 2003; Wang et al., 2009; Worthington et al., 2013] . The result of an EBSD scan is a 2D map containing spatial information about the mineral phases and their crystallographic orientations. We performed large area scans (about 20 mm by 20 mm) with a step size of 25 μm collecting data on crystal orientation (by EBSD) and mineral composition (by energy dispersive X-ray spectroscopy, EDXS) simultaneously. The employed device is a scanning electron microscope (SEM) EOscan by Tescan (Brno, CZ) equipped with a Pegasus analytical system by Ametek-EDAX (Mahwah, NJ, USA). Post-processing of the combined data on EBSD patterns and element content was performed using the ChiScan option in the software package OIM 6 (Mahwah, NJ, USA). EBSD patterns were only indexed for the candidate phases compatible with the EDXS element composition to extract the orientation and mineral phase at each pixel of the maps. Non-reliable data points were excluded from subsequent analysis by confidence index filtering.
The VRH estimates of bulk elastic properties are calculated directly from EBSD measurements using standard methodologies, which have been extensively used in seismic anisotropy studies in a wide variety of lithologies [e.g., Burlini and Kunze, 2000; Bascou et al., 2001; Pera et al., 2003; Lloyd and Kendall, 2005; Valcke et al., 2006; Xu et al., 2006; Mainprice et al., 2011] . The Voigt (upper) and Reuss (lower) bounds are the averaged elastic property of a polyphase, polycrystalline aggregate assuming homogeneous strain or stress, respectively [Voigt, 1928; Reuss, 1929] . The Hill average is simply the arithmetic mean of the Voigt and Reuss bounds, thus providing an intermediate estimate for seismic velocity and anisotropy [Hill, 1952] . These models do not include grain boundary conditions, grain interactions, or grain shape. The MTEX MATLAB toolbox is used here to calculate the orientation distribution function (ODF, provided in the supporting information) and stereograms as well as the VRH bounds with input of single crystal elastic tensors and density of mineral phases, and crystallographic orientations at all the mapping positions [Bachmann et al., 2010] .
For each XY position in the EBSD scan, the recorded crystal orientation is used to rotate the 3D anisotropic stiffness matrix for the individual single mineral phase [Babuska and Cara, 1991] into the respective crystal orientation [Bachmann et al., 2010; Mainprice et al., 2011] . The rotated 3D stiffness matrices (6-by-6) are reduced to 2D matrices (3-by-3) for further numerical FE simulation performed in 2D (for details see supporting information).
Numerical Finite-Element Model
The FE method is applied to simulate compressional wave propagation in the fully anisotropic and heterogeneous 2D rock model derived from the EBSD maps. A 2D plane strain formulation of the governing force balance and the linear elastic rheological eqs. are used. The numerical code is derived from the codes presented, benchmarked, and applied in Frehner et al. [2008] , Frehner and Schmalholz [2010] , and Frehner [2014] . The grid of the FE model is in accordance with the square pixels measured by EBSD, and the physical property of each numerical element corresponds to the elastic tensor calculated from the crystallographic orientation and single crystal stiffness matrix (Figure 2 ). Therefore, our FE model is discretized in the same way as the EBSD measurement in terms of spatial coordinates. The advantage of such a model is that the measured EBSD data are easily processed and implemented into the FE model to allow waves propagating through the digitized rock model affected by petrofabrics and crystallographic orientations. This method bridges EBSD measurements and numerical simulation and provides a simple and straightforward alternative to study seismic anisotropy. Details on the basic equations of force balance and elastic rheology are provided in the supporting information.
Wave propagation is simulated for a series of propagation directions in angles every 10°from 0°to 180°. To do this, the measured EBSD orientation data set is rotated in steps of 10°relative to the center of the model ( 2c pink lines) to average the displacement and to calculate the effective seismic velocity. The 2D EBSD orientation map was measured on the XZ plane, i.e., normal to the foliation plane and parallel to the lineation, representing the maximal seismic anisotropy. Therefore, the numerical results correspond to the effective seismic anisotropy, thus represent the bulk rock in 3D and can be compared with VRH estimates and laboratory measurements.
Additional simulations were performed rotating only the position of the individual pixels of the EBSD map while maintaining the original crystallographic orientations (Figure 2c ). The advantage of such rotation is that we can study the effects of SPO and CPO on seismic anisotropy individually and separate the two effects. In this study, we label the models in which both pixels and crystallographic orientations are simultaneously rotated the SPO-CPO-rotation models, and the models in which only the pixels are rotated the SPOrotation models.
Pulse Transmission Technique
The pulse transmission technique has been developed [Birch, 1960] and applied to measure seismic velocities (Vp and Vs) by using the propagation of ultrasonic waves along rock cores under various confining pressures and elevated temperatures, thus simulating in situ conditions from different depths in the Earth [e.g., Kern and Richter, 1981; Kern, 1982; Barruol and Kern, 1996; Burlini et al., 2005; Llana-Funez and Brown, 2012] . The seismic velocity can be calculated from the sample length and travel time measured by transducers located at both ends of the cored sample. From each peridotite sample, three mutually perpendicular cores (26 mm diameter, 30-50 mm length) were prepared according to macroscopically visible fabric indicators: Z cores perpendicular to the foliation, X cores parallel to the lineation, and Y cores parallel to the foliation and perpendicular to the lineation. Compressional wave velocity (Vp) measurements were performed using a hydrostatic pressure vessel applying a cycle of increasing and decreasing confining pressure with 20 MPa increments. Temperature was in equilibrium with room condition, and the source frequency was 0.1 MHz. Such pressure-temperature conditions differ from the in situ situation but remain relevant to the Earth surface and comparable with calculations as long as the elastic tensors are consistent with the The pink lines are the virtual receivers in the FE simulations to average the displacement field in order to calculate the effective seismic velocity. They are bounded with two isotropic, homogeneous virtual "aluminum transducers" to guarantee a smooth source wave and to avoid disturbance from boundary reflection. The blue shading and the black curves on the left indicate the incident seismic wave (Gaussian function). During digitization, the elastic tensor of each EBSD pixel, such as the small red box in Figure 2b , is calculated using the three Bunge angles (phi 1 , ph, and phi 2 ) and the original stiffness matrix of the corresponding mineral phase. The result of EBSD digitization is a 2D elastic tensor, which is used in FE model with the same coordinates as measured by EBSD.
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experimental conditions. The velocities measured during increasing confining pressures are always slightly lower than those during decompression, suggesting that some cracks or pore spaces did not re-open during depressurization (hysteresis). According to Burke and Fountain [1990] , unlike depressurization, measurements made during pressurization are not reproducible. Therefore, only the Vp values measured during decompression are considered. At low confining pressure, Vp is non-linearly dependent on the confining pressure, which is interpreted to be due to closure of cracks and pores [e.g., Birch, 1960; Cholach et al., 2005] . At higher confining pressure, the linear pressure dependency of Vp reflects the intrinsic seismic properties of the rock. For each sample, the pressure derivative was calculated using the best fit solution of the linear part of the Vp-pressure data above 100 MPa. The intrinsic velocity at room pressure (Vp0) is the extrapolation of this best fit solution to 0 MPa. These Vp0 values are then used for further comparison with the numerical FE simulations and VRH estimates. The raw data from the lab are available in the supporting information.
Results and Interpretations
Our results of seismic velocity as a function of sample orientation can be separated into three sets, which we will compare relative to each other: (1) the Voigt and Reuss bounds and Hill estimates based on EBSD data, (2) the numerical results from FE wave propagation simulations, and (3) the experimental measurements from the laboratory.
Stereograms of seismic velocity are calculated for each mineral phase directly from the CPO data measured by EBSD (Figure 3 ). The bulk rock velocity stereogram results from averaging the elastic tensors for the individual mineral phases weighted by the respective mineral modal proportions. The result for the harzburgite sample ZAP205 resembles the velocity stereogram of olivine, which is the most abundant mineral phase (Figure 3 , left panel). In the lherzolite sample ZAP214 (Figure 3 , right panel), the bulk velocity still resembles the olivine stereogram but is overall reduced compared with sample ZAP205 due to the abundant hornblende (ca. 24%).
In a diagram of Vp versus sample orientation (or propagation direction), the results are jointly presented from numerical FE simulations, ultrasonic measurements, and the CPO-weighted bulk averages (Figure 4 ). Good correlation between these three data sets gives us confidence in the validity of the involved approaches, particularly the novel numerical FE technique. The curves all show the maximum and minimum Vp parallel and perpendicular to the lineation, respectively (SPO-CPO rotation models, Figure 4 pink squares), and the numerical FE results closely match the Hill average. With the CPO fixed relative to the propagation direction, the anisotropy is significantly reduced for sample ZAP214 and negligible for sample ZAP205 (SPO-rotation models, Figure 4 orange circles). The remaining anisotropy with maxima every 90°are primarily attributed to an artifact created by sampling different grains during model rotation. Any effects of SPO, which are admittedly weak in the investigated samples, should result in an orthorhombic symmetry, i.e., maxima every 180°. Thus the results confirm that the seismic velocity anisotropy is primarily controlled by CPO, while SPO only has minor effects, at least in the fracture-free model ZAP214.
Sample ZAP205 contains a fracture (Figures 1 and 2 ) filled with small fibers of randomly oriented serpentine. We conducted additional numerical simulations to compare a fracture-free model, assuming that the fracture is filled with the adjacent mineral phases, to a fractured model, where the fracture is filled by serpentine with an isotropic average seismic response. Generally, the velocity decreases in the fractured model (Figure 4a ) due to the presence of the low-velocity serpentine and the elastic scattering at the interface between the surrounding rock material and the fracture. This velocity decrease is more significant when the fracture is perpendicular to the wave propagation direction confirming that the presence of fractures is one of the reasons for seismic anisotropy [Guadagno and Nunziata, 1993; Schoenberg and Sayers, 1995] . Furthermore, the numerically derived velocity values of the fractured model lie mostly below the Reuss (lower) bound (Figure 4a ), which was derived from CPO data even considering the effect caused by the volume of serpentine. This suggests that conventional Voigt and Reuss bounds and Hill estimates can be misleading when fractures are present, which lead to a seismic velocity decrease and an anisotropy increase in an extent much exceeding their pure volume percentages, as shown by the numerical results.
The presented numerical technique provides a complementary approach to classical homogenization theories, such as Hashin-Shtrikman type average [Castaneda and Willis, 1995] or differential effective medium methods (DEM) [Nishizawa and Yoshino, 2001; Watanabe et al., 2014] for seismic velocity prediction of fractured rocks.
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Discussion and Implications
Our numerical FE model successfully simulates compressional wave propagation as a function of sample orientation through the fully heterogeneous and anisotropic EBSD-based 2D rock model. Here we have focused primarily on the implementation of the method of using EBSD data directly for FE modeling. We discuss potential benefits for the interpretation of the effects of CPO, SPO, and fractures on the elastic anisotropy, showing two examples of peridotite rocks. The detected seismic anisotropy in Finero peridotite is (Figure 4 ). Note the difference between the hornblende modal percentages between the two samples, which slightly changes the maximal velocity orientation and reduces the value of the bulk velocity of sample ZAP214. The modal percentage of phlogopite is reduced due to the ultrapolishing for EBSD sample preparation.
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6 mainly caused by the CPO of olivine. If present, fractures filled with serpentine may contribute to an increase of seismic anisotropy [Dewandel et al., 2003] . Abundant hornblende in sample ZAP214 is sufficient to influence the bulk rock velocity, as has also been discussed by Tatham et al. [2008] . The influence of SPO on the anisotropy is minor and barely distinguishable from numerical artifacts in our cases; its magnitude is less than the separation of the Voigt and Reuss bounds representing extreme cases of perfectly layered materials. Effects from SPO may become significant if the wavelength of the propagating wave is significantly shorter than the grain size, and therefore elastic scattering at mineral grain boundaries is stronger. However, shorter wavelengths also mean higher frequencies, which lie above the frequency range of any possible field application. In reality, the wavelength in most geophysical measurements (as opposed to the applied ultrasound experiments in the laboratory) is several orders of magnitude longer than the mean grain size in the peridotite, which further suppresses the significance of SPO on seismic anisotropy in a large-scale geophysical context. Our numerical results further verify the validity of conventional Voigt and Reuss bounds and the Hill average if no fractures are present, and confirm that CPO is the principle controlling factor for seismic anisotropy.
The advantage of our 2D numerical FE simulations is that the rock model represents a real heterogeneous and anisotropic microstructure scanned with the EBSD technique (animation in supporting information for wave propagation in a fractured rock). The material property at each element of the FE model is taken directly from measurements, which makes our approach distinct from statistically based homogenization theories [e.g., Mavko et al., 2009] . In principle, this approach could also be combined with ray-tracing instead of FE methods, again using the EBSD map as mesh in a similar way as proposed by Epstein et al. [2012] for isotropic materials. However, to our knowledge there is no report so far on a successful implementation of a fully anisotropic ray-tracing scheme on such a mesh at the microscale. Typically, ray-tracing methods are applied at a much larger (crustal) scale, modeling a small number of internally homogeneous structures (layers), each of which may well have been assigned anisotropic properties derived from small-scale petrofabric analysis as discussed by Lloyd et al. [2011a Lloyd et al. [ , 2011b .
The dimension of an EBSD scan is usually limited to 2D and the size of the section cannot exceed a few centimeters in lateral direction. Besides the problem that fully 3D models would be computationally highly demanding, they are barely available in the required resolution by modern rock characterization techniques. Tomographic diffraction approaches are still limited in sample size and thus in Figure 4 . Seismic velocity anisotropy plot of three data sets: lines are the Voigt, Reuss, and Hill estimates extracted from the EBSD-based CPO data ( Figure 3) ; diamonds, circles, and boxes are the numerical FE results of compressional wave propagation simulations through the 2D EBSDbased rock model; and pink stars are the laboratory measurements. The numerical results (pink boxes) show good correlation with the Hill average and with laboratory results when no fracture is present (sample ZAP214). In case of the fractured rock (sample ZAP205), numerical results are generally lower due to the low-velocity serpentine filling the fracture but follow a similar trend with orientation. In SPO-rotation models, the numerical seismic velocity exhibits dramatically less anisotropy, implying that the SPO influence is minor.
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representative sample volume; large area serial sectioning could potentially provide some 3D orientation mapping data. This study has verified that CPO data collected from a representative 2D section are fully valid to be used for velocity estimation, as long as no major heterogeneities like fractures or highly anisotropic phases are preferentially aligned in the sample. As fractures often extend beyond the EBSD scan area, it may be favorable to capture the possible preferred fracture orientation by another imaging technique such as X-ray computer tomography. We could envision integrating the anisotropy effects of such a larger-scale fracture network with our proposed small-scale FE simulations. In this scenario, the EBSD-based FE simulations would only take care of the CPO and SPO effects, while the anisotropy effects of the inferred fracture network cover a larger scale. An upscaling procedure would combine the two scales.
Our numerical model may be extended in the future to simulate seismic wave propagation through rocks with more complex fracture geometries using a triangular numerical mesh or to model seismic attenuation by introducing visco-elastic rheology in the pore space partially filled with a fluid. The change of seismic velocity with confining pressure and temperature could as well be modeled, given that pressure and temperature derivatives of the elastic tensors of all individual mineral phases are available [Mavko et al., 2009] . Using this method, such data would allow us to precisely simulate wave propagation and investigate seismic anisotropy at different depths of the Earth, as long as real rock samples are acquired and sufficient crystallographic information is inferred. Our work may provide inspirations for further utilizing petrofabric information (like EBSD) combined with numerical simulation to better understand seismic wave propagation.
Of course, future studies may extend the proposed EBSD-based FE methodology to simulate the propagation of shear waves.
Conclusions
We successfully applied and compared three independent methods for estimating the seismic velocity and anisotropy: laboratory measurements, velocity stereograms based on CPO-measurements using EBSD, and numerical FE wave propagation simulations. In particular the last method represents a new approach to derive elastic properties in anisotropic and heterogeneous rock models. It also allows an independent verification of CPO as the major cause of anisotropy. In the studied Finero peridotite, seismic anisotropy is a result of the CPO of dominant mineral phases (olivine for ZAP205, olivine, and hornblende for ZAP214), the presence of preferentially aligned fractures, and the SPO in this order of decreasing influence. Care has to be taken when using the Voigt, Reuss, and Hill estimates in case fractures are present as their shapes are not considered in the VRH bulk averaging scheme. The effects of fractures are larger than what is predicted simply based on their volume proportions in the bulk rock, due to strong elastic scattering and the slow velocity of fracture-filling minerals. Hydrous mineral phases can be important for seismic anisotropy only when their modal compositions are large enough compared to other abundant mineral phases (such as in sample ZAP214 with 23% hornblende). In the studied cases, phlogopite is not an important factor as its modal composition is small. The method presented in this paper offers an alternative approach to link directly EBSD data to FE simulations and potentially enables further studies focusing on highly heterogeneous and anisotropic microstructures. in the development of FE codes and cluster computation. We thank all the lab members of the Rock Deformation Lab at ETH Zurich for support in the high pressure seismic velocity measurements. We acknowledge access to the SEM-EBSD facility (Tescan EOscan) at the Laboratory of Nanometallurgy, ETH Zurich. We thank Geoffrey E. Lloyd and an anonymous reviewer for their careful and insightful review of an earlier version of this manuscript. The data to reproduce the results of this article can be found on an ETH-maintained bit-torrent server. To access the data, the software BitTorrent Sync (http://www. bittorrent.com/sync) has to be installed on the device of your choice and the following read-only code has to be used: BRB4M6LUBI4EVOIIFIWIE2TLWBQF-NHP3T.
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