ABSTRACT. We deal with some questions posted by Matsumura and Watanabe about the Rees and Dilworth number, and their higher-dimensional versions.
A COMPLETE-INTERSECTION RING WHICH IS NOT EXACT
In this section R is the ring F 2 [X, Y, Z]/(X 2 , Y 2 , Z 2 ). The ring R = 3 i=0 R i is both graded and local. In particular, any element a of R is of the form a = a 0 + a 1 + a 2 + a 3 where a i ∈ R i . Lemma 2.1. Let a ∈ R 2 + R 3 and 0 = b ∈ R 1 . Then (0 : R a + b) m 2 .
Proof. We bring the following claim:
Claim A) Let r ∈ R be such that r 0 = 0. Then r 2 = 0. Indeed, (R 2 ) 2 = (R 3 ) 2 = 0. It remains to assume that r is homogeneous and is of degree one. The claim is clear from the above table.
Suppose on the contradiction that (0 : R a + b) ⊆ m 2 . From Claim A), one has (a + b) 2 = 0. Thus, a + b ∈ (0 : R a + b) ⊆ m 2 . Since a ∈ R 2 we have b ∈ m 2 , a contradiction.
The following easy (but important) fact plays an essential role in this paper: Recall that d(R) ≤ r(R). Hence, r(R) ≥ 3. Since ℓ(R/xR) = 4, it is enough to show that inf{ℓ(R/aR) : a ∈ m} = 3. Recall that µ(m 2 ) = d(R). We apply Fact 2.2 for N := m 2 and M := R. We are going to show that (0 : r) m 2 for all r ∈ m. We may assume that r = 0 and that r 0 = 0. Suppose first that r is homogeneous. To this end, we bring 3 claims according to deg(a).
Claim A) Let r ∈ R 1 . Then (0 : R r) m 2 .
Indeed, due to Claim A) from Lemma 2.1, r 2 = 0. So, r ∈ (0 : R r) \ m 2 . Claim B) Let r ∈ R 2 . Then (0 : R r) m 2 . Indeed, suppose r := xy + yz + zx. Then (x + y)r = x 2 y + xyz + zx 2 + xy 2 + y 2 z + xzy = 2xyz = 0.
So, (x + y) ∈ (0 : R r) m 2 . Suppose r := xy + yz. Then yr = 0. So, y ∈ (0 : R r) m 2 . By the symmetric, the same claim hold for both of xy + xz, and yz + xz. Suppose r := xy. Then yr = 0. So, y ∈ (0 : R r) m 2 . By the symmetric, the same claim hold for both of xy, and xz. Thus, the desired claim checked for all elements of R 2 .
Claim C) Let r ∈ R 3 . Then (0 : R r) m 2 . Indeed, we have R i = 0 for all i > 3. Thus R 1 r = 0. So, R 1 ⊂ (0 : R r) m 2 .
Thus, the proof in the homogenous case follows. Write r = r 1 + r 2 + r 3 . In view of Lemma 2.1, we can assume that r 1 = 0, i.e., r = r 2 + r 3 . Since r is not homogeneous, r 2 and r 3 are nonzero. By the proof of Claim B) there is non-zero b ∈ R 1 such that r 2 b = 0. Recall that R 1 R 3 = 0, because R i = 0 for all i > 3. In particular, bR 3 = 0. So, b ∈ (0 : r 2 + r 3 ). Combine this along with b / ∈ m 2 to get that (0 : r 2 + r 3 ) m 2 .
Corollary 2.4. The ring R is a zero-dimensional local complete-intersection ring which is not exact.
* One may prove this by hand as a high school exercise (this is tedious at least for me).
One can prove r(R) ≥ 4 by using the machinery of Lefschetz properties. Let us recall the following comment of Watanabe: Discussion 2.5. Let (A, m) be a graded artinian algebra over a field K. i) Recall that A has the weak Lefschetz property if there is an element ℓ of degree 1 such that the multiplication ℓ : A i → A i+1 has maximal rank, for every i. ii) The Hilbert function (h 0 , . . . , h c ) is said to be unimodal if the there exists j such that 
. Then the maximum and the minimum of {I ✁ 
A|µ(I)
. Putt all of these together to observe r(R) > sup{dim R i } = 3.
3. DEALING WITH QUESTION 1.2 Lemma 3.1. Let R be an artinian local ring such that ℓ(R) ≤ µ(m) + 2. Then R is exact.
There is an y ∈ m such that xy = 0. Indeed, if such a thing does not happen, then it yields that m 2 = 0 which is excluded. Clearly, ℓ(R/xR) < ℓ(R)
So, ℓ(R/xyR) = ℓ(R/xR). Now, we look at the exact sequence
Taking length, implies that xyR = xR. By Nakayama's lemma, x = 0. This contradiction says that ℓ(R/xR) = µ(m). By definition, R is exact. Proof. By Lemma 3.2, we may assume that m 2 is nonzero. Note that µ(m 2 ) = ℓ(m 2 /m 3 ) = ℓ(m 2 ). Since R is Gorenstein its socle is one-dimensional. Due to m 3 = 0, we have m 2 ⊂ soc(R). Consequently,
It remains to apply Lemma 3.1.
The Gorenstein assumption in the above proposition is important:
. 
We apply Watanabe's criterion to see R is not exact. Note that m 3 is generated by degree three monomials in {x, y, z, w}. They are zero by the relations 
ii) This is in [10, Theorem 4.2] .
iii) If d(R) ≤ 2, by ii) we get the claim. We may assume that
Following Sally [16] , a local artinian ring is said to be stretched if m 2 is a principal ideal.
Proposition 3.7. Any stretched Gorenstein algebra is exact.
Proof. We are going to use the associated graded ring gr m (R). This is a graded ring and is of zero dimension (see [13, Theorem 13.9] ). Keep the notation be as of Notation 3.5. By Macaulay's theorem
proved this without any use of Macaulay's theorem).
Thus, H(R) = (1, n, 1, . . . , 1). Any nonzero map from (resp. to) a 1-dimensional vector space is injective (resp. surjective). Conclude by this that gr m (R) has a weak Lefschtez element. In the light of Discussion 2.5, r(gr m (R)) = n. By Fact 3.6(iv), r(R) ≤ r(gr m (R)). Therefore,
So, R is exact. . . , Y n of n and b ∈ R such that I is generated by the following four classes of functions:
From the first three relations we see that
which is what we want to prove.
is not admissible. Conclude by this that H(R) = (1, 3, 1, 1), i.e., R is stretched. So, R is exact. Without loss of the generality we can assume that ℓ(R) = 7. In view of Proposition 3.3 we may and do assume that m 3 = 0. Also, in the light of Lemma 3.1 we may assume that µ(m) ≤ 4. There are the following two possibilities: i) One has µ(m) = 4 (in this case the claim holds without Gorenstein assumption). Indeed, there are x, y and z in m such that xyz = 0. Note that ℓ(R/(xyz)) ≤ 6. By Nakayama, xyR/xyzR = 0.
Suppose that H(R) := (1, 3, 1, 1, 1). Let us check this case directly. Let x, y, z, w be such that xyzw = 0 (note that m 4 = 0). We deduce from 
We look at the exact sequence 0 → xA → A → A/xA → 0 to deduce ℓ(A/xA) = ℓ(A) − ℓ(xA) = 7 − 3 = 4. This proof shows that x is a weak Lefschetz element. By Discussion 2.5 ℓ(A/xA) = sup{µ(A i )} = 3. This contradiction says that (1, 3, 1, 2) is not admissible.
The ring presented in §2 was of length 8. Despite of this we have:
Proof. By Fact 3.6 we may assume µ(m) > 2. In view of Proposition 3.3 we can assume that m 3 = 0. Also, in the light of Lemma 3.1 we may assume that µ(m) ≤ 5. Since R is Gorenstein, the final coordinate of its Hilbert function is one. The following are the possible shape of Hilbert functions:
The stretched and almost stretched cases were handled in Proposition 3.7 and 3.8. Then we may assume that H(R) = (1, 3, 3, 1). We are going to apply the associated graded ring gr m (R). This is a graded ring with Hilbert function (1, 
We apply Fact 3.6(iv) to deduce r(R) ≤ r(gr m (R)) = 3. Recall that
So, d(R) = r(R). The proof is now complete.
The non-exact ring presented in Example 3.4 is of length 9 and it contains C (it is not Gorenstein).
Despite of this, there is a complete list of artinian Gorenstein k-algebra of length 9. The possible Hilbert functions are { (1, 2, . . . , 1), (1, 3, 2, 2, 1), (1, 3, 3, 1, 1), (1, 4, 3, 1), (1, 4, 2, 1, 1), (1, 5, 2, 1), (1, 5, 1, 1, 1), (1, 6, 1, 1), (1, 7, 1 )}.
The cases m 2 = 0, stretched, and almost stretched are exact. Thus, the only nontrivial cases are (1, 3, 3, 1, 1) and (1, 4, 3, 1) . where I is of the form:
. Then R is exact.
Proof. It is easy to see that
In view of Fact 2.2, R is exact. where I is of the form:
. Then R is exact provided char(k) = 2.
Thus, x 1 x 2 ∈ mξ. Therefore, mξ = (x 1 x 2 , x 1 x 3 , x 2 x 3 ) = m 2 . * In view of Fact 2.2, R is exact.
Here, we study exactness of Gorenstein rings with m 4 = 0 in some examples: 
Then R := A/I is an exact Gorenstein ring.
Proof. By a result of Watanabe the Hilbert series of R is 1 + 5t + 5t 2 + 1. Note that
These mean that 2uy − vz ∈ I and ux − 2vy ∈ I. Let
It is easy to see that J ⊂ I and that the Hilbert series of A/J is 1 + 5t + 5t 2 + 1. We look at the exact sequence of graded modules 0 → I/J → A/J → R → 0. By using the additivity of Hilbert function, I/J = 0. In particular, J = I and that R is local. Let a := (x, y, z, uv, u 2 , v 2 ). Then (0 : R u) ⊂ a and ma = ua. In the light of Fact 2.2, µ(a) = ℓ(R/uR). Therefore, d(R) = r(R) = 6.
Example 3.17. Let A := k[X 1 , . . . , X 5 ] be the polynomial ring over any field k of zero-characteristic. Let I be the ideal generated by the following quadric relations:
Let R := A/I. The ring R is Gorenstein and m 4 = 0. The following holds:
From this mξ m 2 .
i) One has ℓ(R/ ∑ 5 i=1 x i ) = inf{ℓ(R/rR)}. ii) The ring R is exact. In fact, there are infinitely many r such that ℓ(R/rR) = r(R) = d(R) = 5.
Proof. In view of [4] , R is a local Gorenstein ring with Hilbert series H(t) = 1 + 5t + 5t 2 + t 3 . Hence m 4 = 0. Also, as a k-vector space, it has a basis consisting of
be an element. We are going to force conditions for which mξ = m 2 . Let us compute x i ξ :
3 . We now are ready to prove the desired claims:
ii) Let A := −1. We claim that mξ = m 2 for any nonzero B, C and D. Indeed, from 5) we get that x 2 3 ∈ mξ. In view of 4) and 3) we see {x 3 x 1 , x 1 x 4 } ⊂ mξ. Look at
Conclude by this that x 1 x 5 ∈ mξ. In the light of x 2 3 + x 1 x 5 − x 2 x 5 = 0 we see x 2 x 5 ∈ mξ. Since m 2 = x 1 x 2 , x 3 x 1 , x 1 x 4 , x 2 x 5 , x 1 x 5 we have mξ = m 2 . This says that ξ is a Lefschetz element. The Hilbert function is unimodal. Combine these along with Discussion 2.5(iii) to conclude that
This is what we want to prove.
HIGHER DIMENSIONAL EXACTNESS
Suppose R is homomorphic image of a Gorenstein ring A of same dimension as of R (e.g. R is complete). Let M be a finitely generated R-module of dimension d.
. This is independent of the choose of A (see [23, Proof of 3.9(a)]). (M, A) ). Note that m A -adic completion of a finitely generated R-module N is the same as of its m R -adic completion, when we view N as an A-module via the map A → R. Then, Ext
If R is not homomorphic image of a Gorenstein ring, define d h (M) := d h (M ⊗ R R).
By the above lemma, this is well-define. By a formal module we mean a finitely generated R-module. Also, a formal module M is called algebraic if there is a finitely generated R-module M such that M ≃ M. ii
Proof. This follows by an easy induction and we left the routine details to the reader.
Corollary 4.4. Let I ⊳ R be a full parameter ideal in a local ring R. Then there is a full parameter ideal I in R such that ℓ(R/I) = ℓ( R/I). In particular, m(R) = m( R).
Proof. By Fact 4.3(i), there is a finitely generated R-module M such that M ≃ R/I. We claim that M is cyclic. Indeed, we look at the following exact sequence of formal modules 0 → I → R
There is a natural map I ⊗ R → I. We apply 5-lemma to observe that I ≃ I. By Fact 4.3(ii), ℓ(R/I) = ℓ( R/I). Now, we show I is full parameter: 
Proof. i) For each parameter ideal q, set I(q) := ℓ(R/q) − e(q, R). Since R is generalized CohenMacaulay, I(R) := sup{I(q)} is finite. In fact,
. In view of [13, Theorem 14 .14], m has a reduction q 0 which is a parameter ideal. Due to [13, Theorem 14.13 ] e(R) = e(q 0 , R). Putting all of these together, we have
. ii) Let q 0 be a parameter sequence such that m(R) = ℓ(R/q 0 ). The natural surjection R/q n 0 → R/m n shows that ℓ(R/q n 0 ) ≥ ℓ(R/m n ). Consequently, e(R) ≤ e(q 0 , R). Also, I(q 0 ) = sup{I(q) : q is parameter}, because over Buchsbaum rings I(q) is independent of q. Putting these together,
The following is a higher-dimensional version of xm 2 . This is well known that e(R) = sup{µ(m n ) : n ≫ 0}. The set {x i y j : 0 < i + j = n} is a generator for m n . Due to x 3 = x 2 y = xy 2 = 0 we observe that m n = y n R for all n ≥ 3. From this, e(R) = 1. Also, Recall that a system of parameters for a non-zero finitely generated R-module M is a sequence
x is a M-parameter sequence} and we call it Matsumura number of M. Also, M is called homologically 
Proof. Since ω R is maximal Cohen-Macaulay and by the above lemma, e(ω R ) = d h (ω R ). Let q be any m-primary ideal. Recall that the natural surjection
shows that e(q, ω R ) ≥ e(ω R ) ( * ). Let x be a system of parameters. By a theorem of Serre, ≥ e(ω R ).
Since k is infinite, there is a reduction of m by a parameter sequence x (see [13, Theorem 14.14] ). In view of [13, Theorem 14.13 ], e(ω R ) = e(x, ω R ). Since x is ω R -sequence, Σ i>0 (−1) i ℓ(H i (x, ω R )) = 0, i.e., e(x, ω R ) = ℓ(ω R /xω R ). Hence e(ω R ) = e(x, ω R ) = ℓ(ω R /xω R ) ≥ m(ω R ). Note that canonical module has support same as of the prime spectrum. Also, associated prime ideals of a Cohen-Macaulay module is the minimal elements of its supports. From these,
Ass(
ω R (y 1 , . . . , y i )ω R ) = Ass( R (y 1 , . . . , y i ) ). 
