In this paper we establish a Liouville theorem in H μ for a wider class of operators in (0, ∞) n that generalizes the n-dimensional Bessel operator. We will present two different proofs, based in two representation theorems for certain distributions 'supported in zero'.
Introduction
Liouville type theorems have been studied in many works under different contexts. In analytic theory, Liouville theorems stated that a bounded entire function reduces to a constant. A first version of Liouville theorem in distributional theory is due to L. Schwartz [1] , and assert that any bounded harmonic function in R n is a constant.
Currently, this result has been generalized in many directions. A well known generalization states that:
Let L = |α|≤m a α D α be a linear differential operator with constant coefficients such that |α|≤m a α (2πiξ) α = 0 for all ξ ∈ R n − {0}. If a tempered distribution u, solves Lu = 0, then u is a polynomial function. In particular, if u is bounded then it reduces to a constant.
In this work, we established a Liouville type theorem for a large class of operators in (0, ∞) n , that are lineal combinations of operators
where k is a multi-index, k = (k 1 , . . . , k n ), μ i ∈ R, μ i ≥ −1/2 and
2)
The operators given by linear combination of (1.1) contain as a particular case the n-dimensional operator defined in [2] and given by:
where μ = (μ 1 , . . . , μ n ) and S μ is a n-dimensional version of the well know Bessel operator where −μ − 1/2 = (−μ 1 − 1/2, . . . , −μ n − 1/2) and the operators T k are given by
In [2] the authors proved that S μ i are continuous from H μ into itself for all i = 1, . . . , n and self-adjoint lineal mappings. This fact also implies that the operator
continuous from H μ into itself. Then, since they are self-adjoints the generalized operators can be extended to H μ by
The generalized Hankel transformation h μ f of f ∈ H μ is defined by 
This paper is organized as follows. In Section 2, we present some notational conventions that will allow us to simplify the presentation of our results. In Section 3 we propose a characterization of a certain family of functions on the multiplier space O of the n-dimensional space H μ that extends the result proved by Zemanian in [4] . In Sections 4 and 5 we give two different proofs of Theorem 1.1.
Preliminaries and notations
In this section we summarize without proof the relevant material on Hankel transforms and the Zemanian spaces studied in [2, 3, 5] .
We now present some notational conventions that will allow us to simplify the presentation of our results. We denote by x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) elements of (0, ∞) n or R n . Let N be the set {1, 2, 3, . . .} and N 0 = N ∪ {0}, x = (x 2 1 + · · · + x 2 n ) 1/2 . The notations x < y and x ≤ y mean, respectively, x i < y i and x i ≤ y i for i = 1, . . . , n.
n and e j for j = 1, . . . , n, denotes the members of the canonical basis of
For k,m multi-index we set |k| = k 1 + · · · + k n the length of the multi-index.
Also we will note
Remark 2.1: Let k be a multi-index and θ , ϕ diferenciable functions up to order |k|, the following equality is valid
where '·' denote the usual product of functions, 
Remark 2.2:
If e i is an element of the canonical base of R n , since
In [6] was defined the generalized function δ α , as
where C α = 2 α (α + 1). The distribution given by (2.2) can be extended in the same way to the n-dimensional case. Moreover we can consider the following distribution
where k is a multi-index, μ ∈ R n and C μ is a constant depending on μ given by
3) is well defined as it can be seen in the proof of Lemma 3.1. Let φ ∈ H μ , since
where
Therefore the assertion is true for k = e j . The general case follows in a similar way. Indeed, let r ∈ N 0 and let us observe that
For the general case, if we compute for j = k ∈ {1, . . . , n} and r, m ∈ N 0 then we obtain that
and the result follows.
Some results about Taylor's expansions and a special family of multipliers in H μ
In this section we extend the characterization obtained by Zemanian in [4] 
and the remainder term R 2r (x) satisfies
Proof: Since φ(x) ∈ H μ condition (i) is satisfied by definition. For a multi-index k let us consider the smooth function in (0, ∞) n given by
Let us see that the coefficients given by (3.2) are well defined, that is,
Moreover,
Let us see now lim . . . , 1, x i , 1, . . . , 1, x 
Then, taking limit when x → 0 to both sides of the previous formula we obtain that
If we continuous this process recursively, in the (n − 1) step then we obtain that lim x→0 ψ(b) is finite if b = (1, x 2 , . . . x n ), or (x 1 , 1, . . . , x n ), etc. Finally from (3.7) we deduce (3.5). Now let us make the following observation. If r, p ∈ N 0
Let m and k be multi-index such as |m| = |k| = r, then
Upon choosing a 2k r according to (3.2) and observing that
From (2.1) it can be deduce the formula Let O be the space of functions θ ∈ C ∞ ((0, ∞) n ) with the property that for every k ∈ N n 0 there exists n k ∈ Z and C > 0 such that,
For the next Lemma, we will consider polynomials of n-variables,
Lemma 3.2: Let P[x] and Q[x] be polynomials of n-variables such that Q[x]
= |α|≤N b α x α = 0 for all x ∈ [0, ∞) n
and all its coefficients have the same sign then
Proof: Let us show that P[x 2 1 , . . . , x 2 n ] ∈ O. We want to see that for all k ∈ N n 0 there exists n k ∈ Z such that 
n and without loss of generality we assume that b α ≥ 0, for all α : |α| ≤ N, then 
From (3.11) and (3.12), it follows (3.10) for k = e i . The general case follows in a similar way.
Proofs of Liouville type theorem in H μ
The following is a representation theorem for distributions 'supported in zero' in H μ . This family of seminorms result to be an increasing and equivalent to {λ
Given ε > 0 there exists η k > 0 such as
Fix η * satisfying 0 < η * < η < 1 and define a smooth function ψ on (0, ∞) n by ψ(x) = 1 for {x ∈ (0, ∞) n : x < η * } and ψ(x) = 0 for {x ∈ (0, ∞) n : x ≥ η}.
We claim that ψ ∈ O. In fact, since
From the above it follows that T = ψT, then
If we consider x < η * , then
Now we consider η * ≤ x < η. Applying (A.3) and (2.1) we obtain that
Since ψ ∈ C ∞ ((0, ∞) n ), there exist positive constants such that 5) in η * ≤ x < η. Accordingly to (4.4) and (4.5) we now have that
Since |r| ≤ |2k| ≤ 2N = N 0 then
From (4.1), (4.2), (4.3), (4.6) and (4.7) then:
Hence (T, φ) = 0 since ε > 0 was arbitrarily chosen.
Lemma 4.2: Let
for all x ∈ R n − {0} and all its coefficients have the same sign, therefore P[
n . The aim of this proof is to verify that for all k ∈ N n 0 there exists n k ∈ Z such that
Since all the functions involved, ψ and its derivatives are all continuous in b ≤ x ≤ a, it is clear that (4.8) is bounded. On the other hand, if x ≥ a, since ψ(x) = 1 then
We already shown thatP is in O, so, there exist r ∈ Z such that |P[ 
Since x ≥ a and |α| ≥ 1 then
From (4.9) and (4.10) we obtain that
From equations (4.8) and (4.12) the Lemma follows for k = e i . The general case follows in a similar way.
Now we are ready for the proof of Theorem 1.1.
Proof of Theorem 1.1.: [2] ), applying Hankel transform to both sides, we have 
(4.14)
Let φ ∈ H μ with supp φ ⊂ {x ∈ (0, ∞) n : x ≥ a} and let us see that
where we have used (4.14). Consequently h μ f is zero for all φ such that supp φ ⊂ {x ∈ (0, ∞) n : x ≥ a}. For Theorem 4.1 there exist N 1 ∈ N 0 and constants c k , |k| ≤ N 1 such that
Therefore, applying the Hankel transform h μ to both sides of (4.16) and since h μ = (h μ ) −1 we obtain that
which completes the proof.
Another proof of Theorem 1.1
We establish a different representation theorem from the one proved in the previous section. Proof: Let f ∈ H μ , such that f verifies the hypothesis of the theorem and c > 0, N ∈ N 0 such that
By the Taylor formula and (2.
where the remain term satisfies lim x→0
Let a ∈ R such that 0 < a < η and define ψ a smooth function on (0, ∞) n by ψ(x) = 1 for {x ∈ (0, ∞) n : x < a/2} and ψ(x) = 0 for {x ∈ (0, ∞) n : x ≥ a} and therefore
where 
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