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Abstract. We present an explicit formula for the transition matrix C from the type BCn
Koornwinder polynomials P(1r)(x|a, b, c, d|q, t) with one column diagrams, to the type BCn
monomial symmetric polynomials m(1r)(x). The entries of the matrix C enjoy a set of
four terms recursion relations. These recursions provide us with the branching rules for the
Koornwinder polynomials with one column diagrams, namely the restriction rules from BCn
to BCn−1. To have a good description of the transition matrices involved, we introduce the
following degeneration scheme of the Koornwinder polynomials: P(1r)(x|a, b, c, d|q, t) ←→
P(1r)(x|a,−a, c, d|q, t)←→ P(1r)(x|a,−a, c,−c|q, t)←→ P(1r)
(
x|t1/2c,−t1/2c, c,−c|q, t)←→
P(1r)
(
x|t1/2,−t1/2, 1,−1|q, t). We prove that the transition matrices associated with each of
these degeneration steps are given in terms of the matrix inversion formula of Bressoud. As
an application, we give an explicit formula for the Kostka polynomials of type Bn, namely
the transition matrix from the Schur polynomials P
(Bn,Bn)
(1r) (x|q; q, q) to the Hall–Littlewood
polynomials P
(Bn,Bn)
(1r) (x|t; 0, t). We also present a conjecture for the asymptotically free
eigenfunctions of the Bn q-Toda operator, which can be regarded as a branching formula
from the Bn q-Toda eigenfunction restricted to the An−1 q-Toda eigenfunctions.
Key words: Koornwinder polynomial; degeneration scheme; Kostka polynomial of type Bn;
q-Toda eigenfunction
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1 Introduction
This article is a continuation of [6]. Recall that in the work of Lassalle [8], Bressoud’s matrix
inversion formula [3] is extensively used to describe the transition matrices associated with
the Macdonald polynomials of types Bn, Cn and Dn with one column diagrams. One of our
motivations in the present paper is to establish a generalization of Lassalle’s principle to the
case of the Koornwinder polynomials [7] P(1r)(x|a, b, c, d|q, t) with full six parameters a, b, c,
d, q and t. (As for the definition of P(1r)(x|a, b, c, d|q, t), see Section 2.) Our starting point
is the new version (Theorem 1.8) of our previous fourfold summation formula obtained in [6]
(Theorem 1.7). We show that the new fourfold formula can be understood as a product of
four Bressoud matrices (Theorem 2.5), thereby giving us the corresponding inversion formulas
automatically (Theorem 3.6).
This paper is a contribution to the Special Issue on Elliptic Integrable Systems, Special Functions and Quan-
tum Field Theory. The full collection is available at https://www.emis.de/journals/SIGMA/elliptic-integrable-
systems.html
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2 A. Hoshino and J. Shiraishi
Another motivation comes from the transition matrix C(n) (Definition 5.1) from the monomial
polynomials m(1r)(x) to the Koornwinder polynomials P(1r)(x|a, b, c, d|q, t). (As for m(1r)(x),
see Section 2.) One may find a reasonable property of the transition matrix C(n), as stated
in Proposition 5.3 below. Our proof of Proposition 5.3 (see Sections 4 and 5) is based on
the new fourfold summation formula in Theorem 1.8. It seems, however, that we still lack
a fundamental grasp of the phenomenon, since the proof remains technically too much involved.
We hope in the future, a better understanding will appear. Noting that Proposition 5.3 implies
the essential independence of C(n) on n, we summarize our main result in Theorem 1.2. For
simplicity, write PBCn(1r) = P(1r)(x|a, b, c, d|q, t) and m(1r) = m(1r)(x). Let n ∈ Z>0. Let P(n) and
m(n) be the infinite column vectors defined by P(n) = t
(
PBCn(1n) , P
BCn
(1n−1), . . . , P
BCn
(1) , P
BCn
∅ , 0, . . .
)
,
m(n) = t
(
m(1n),m(1n−1), . . . ,m(1),m∅, 0, . . .
)
. Here ∅ denotes the empty diagram, and hence
PBCn∅ = m∅ = 1.
Definition 1.1. Set
f(s|a, b, c, d)
=
(1− abcds/t)(1− ts)(1− abs)(1− acs)(1− ads)(1− bcs)(1− bds)(1− cds)(
1− abcds2/t)(1− abcds2)2(1− abcdts2) , (1.1a)
g1(s|a, b, c, d) = a+ b+ c+ d− (abc+ abd+ acd+ bcd)s/t
1− abcds2/t2
1− s
1− t . (1.1b)
Write g(s|a, b, c, d) = g1(s|a, b, c, d)− g1(st|a, b, c, d) for simplicity.
Theorem 1.2. There exists a unique infinite transition matrix C = (Ci,j)i,j∈Z≥0 satisfying the
conditions
C is upper triangular, (1.2a)
Ci,i = 1 (i ≥ 0), (1.2b)
Ci,j = Ci−1,j−1 + g
(
ti
)Ci,j−1 + f(ti)Ci+1,j−1, (1.2c)
and we have P(n) = Cm(n) for all n ≥ 1 (stability).
Remark 1.3. By the stability is meant that the entries Ci,j of the transition matrix C do not
depend on the rank parameter n of the type BCn Koornwinder polynomials. The first few terms
of the transition matrix C read
1 −g1(t) g1(t)2 + f(1) −g1(t)3 − g1(t)f(1)− g1
(
t2
)
f(1) · · ·
1 −g1
(
t2
)
g1(t)
2 + f(1)− g1
(
t2
)
g(t) + f(t) · · ·
1 −g1
(
t3
) · · ·
. . .
. . .
 .
A proof of Theorem 1.2 is presented in Section 5.2. As a consequence of Theorem 1.2, we
establish the following branching rule.
Theorem 1.4. Set P
BCn−1
(1n) (x|a, b, c, d|q, t) = 0 and P
BCn−1
(1−1) (x|a, b, c, d|q, t) = 0 for simplicity.
We have
PBCn(1r) (x1, x2, . . . , xn|a, b, c, d|q, t) = P
BCn−1
(1r) (x1, x2, . . . , xn−1|a, b, c, d|q, t)
+
(
xn + 1/xn + g
(
tn−r|a, b, c, d))PBCn−1
(1r−1) (x1, x2, . . . , xn−1|a, b, c, d|q, t)
+ f(tn−r|a, b, c, d)PBCn−1
(1r−2) (x1, x2, . . . , xn−1|a, b, c, d|q, t).
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A proof of Theorem 1.4 is presented in Section 5.3.
An explanation is in order concerning our plan of the proof of Theorem 1.2.
Definition 1.5. Define the symmetric Laurent polynomial Er(x)’s by expanding the generating
function E(x|y) as
E(x|y) =
n∏
i=1
(1− yxi)(1− y/xi) =
∑
r≥0
(−1)rEr(x)yr.
Then the ordered collection (Er) := (En(x), . . . , E1(x), E0(x)) provides us with another basis
of the space of polynomials spanned by the bases (m(1r)) := (m(1n), . . . ,m(1),m∅) or
(
PBCn(1r)
)
:=(
PBCn(1n) , . . . , P
BCn
(1) , P
BCn
∅
)
. Firstly, the simplest example of the transition matrix is the one
from (m(1r)) to (Er).
Lemma 1.6 ([6, Lemma 3.3]). We have
Er(x) =
b r
2
c∑
k=0
(
n− r + 2k
k
)
m(1r−2k)(x),
where
(
m
j
)
denotes the ordinary binomial coefficient.
Nextly, the transition matrix from (Er) to
(
PBCn(1r)
)
also has already been studied in [6],
presented as a certain fourfold summation.
Theorem 1.7 ([6, Theorem 2.2]). We have the following fourfold summation formula for the
BCn Koornwinder polynomial P(1r)(x|a, b, c, d|q, t) with one column diagram.
P(1r)(x|a, b, c, d|q, t) =
∑
k,l,i,j≥0
(−1)i+jEr−2k−2l−i−j(x)ĉ ′e(k, l; tn−r+1+i+j)ĉo
(
i, j; tn−r+1
)
,
where
ĉ ′e(k, l; s) =
(
tc2/a2; t2
)
k
(
sc2t; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(1/c2; t)l(s/t; t)2k+l
(t; t)l
(
sc2; t
)
2k+l
× 1− st
2k+2l−1
1− st−1 a
2kc2l, (1.3a)
ĉo(i, j; s) =
(−a/b; t)i(scd/t; t)i
(t; t)i(−sac/t; t)i
(s; t)i+j(−sac/t; t)i+j
(
s2a2c2/t3; t
)
i+j(
s2abcd/t2; t
)
i+j
(
sac/t3/2; t
)
i+j
(−sac/t3/2; t)
i+j
× (−c/d; t)j(sab/t; t)j
(t; t)j(−sac/t; t)j b
idj . (1.3b)
In (1.3) we have used the standard notation explained at the end of this section.
Hence, the properties of the transition matrix from (mr) to
(
PBCn(1r)
)
should be extracted just
by combining Lemma 1.6 and Theorem 1.7. One finds, however, that a slightly improved version
of the fourfold summation formula better fits with our investigation of the transition matrices,
explaining each degeneration step in (2.1) below from the point of view of the matrix inversion
formula of Bressoud [3].
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Theorem 1.8. We have
P(1r)(x|a, b, c, d|q, t) =
∑
k,l,i,j≥0
(−1)i+jEr−2k−2l−i−j(x)ĉ ′e(k, l; tn−r+1+i+j)ĉonew
(
i, j; tn−r+1
)
,
where
ĉo
new(i, j; s) =
(−a/b; t)i(s; t)i(sac/t; t)i(sad/t; t)i(scd/t; t)i
(−s2a2cd/t3; t)
i
(t; t)i
(
s2abcd/t2; t
)
i
(−s2a2cd/t3; t2)
i
(−s2a2cd/t2; t2)
i
bi
×
(−c/d; t)j
(
tis; t
)
j
(−tisa2/t; t)
j
(
t2is2a2c2/t3; t
)
j
(t; t)j
(−t2is2a2cd/t2; t)
j
(
t2is2a2c2/t3; t2
)
j
dj .
A proof of Theorem 1.8 is given in Section 2, using Watson’s transformation formula for
the basic hypergeometric series of 8W7 type [4, p. 43, equation (2.5.1)]. An interpretation of
Theorem 1.8 is presented in Section 3, based on Bressoud’s matrix inversion. In Section 4,
we find a certain five term recursion relation, which enables one to relate Theorem 1.8 with
Theorem 1.2.
An application of Theorem 1.8 to a particular case reads follows. Consider the Macdonald
polynomials of type (Bn, Bn) [11, 9, 12]
P
(Bn,Bn)
(1r) (x|a; q, t) = P(1r)
(
x|q1/2,−q1/2,−1, a|q, t).
Note that in this specialization of the parameters (a, b, c, d) → (q1/2,−q1/2,−1, a), we have
ĉ ′e(k, l; s) = 0 when l > 0, and ĉo
new(i, j; s) = 0 when i > 0. Hence the fourfold summation in
Theorem 1.8 degenerates to the following twofold one.
Corollary 1.9. We have
P
(Bn,Bn)
(1r) (x|a; q, t) =
∑
k,j≥0
(−1)jEr−2k−j(x)ĉ′e(k, 0; tn−r+1+j)ĉonew
(
0, j; tn−r+1
)
,
where
ĉ ′e(k, 0; s) =
(
t/q; t2
)
k
(
st; t2
)
k
(
s2/t2; t2
)
k(
t2; t2
)
k
(
s/t; t2
)
k
(
s2q/t; t2
)
k
(s/t; t)2k
(s; t)2k
1− st2k−1
1− st−1 q
k,
ĉo
new(0, j; s) =
(1/a; t)j(s; t)j(−sq/t; t)j
(
s2q/t3; t
)
j
(t; t)j
(
s2qa/t2; t
)
j
(
s2q/t3; t2
)
j
aj .
Corollary 1.10. When a = t = q, the Macdonald polynomials of type (Bn, Bn) become the
Schur polynomials sλ(x) = s
Bn
λ (x) of type Bn. It holds that
sBn(1r)(x) = P
(Bn,Bn)
(1r) (x|q; q, q) = Er(x) + Er−1(x)
=
b r
2
c∑
j=0
(
n− r + 2j
j
)
m(1r−2j)(x) +
b r−1
2
c∑
j=0
(
n− r + 2j + 1
j
)
m(1r−2j−1)(x), (1.4)
where
(
m
j
)
= m(m−1)···(m−j+1)j! denotes the ordinary binomial coefficient.
Remark 1.11. The first few terms of (1.4) read
sBn(1n)
sBn
(1n−1)
sBn
(1n−2)
sBn
(1n−3)
...

=

1 1 2 3 6 10 20 35 70 126 · · ·
1 1 3 4 10 15 35 56 126
1 1 4 5 15 21 56 84 · · ·
1 1 5 6 21 28 84
. . .
. . .
. . .


m(1n)
m(1n−1)
m(1n−2)
m(1n−3)
...
 .
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As another application of our results obtained in this paper, we calculate the transition matrix
from the Schur polynomials to the Hall–Littlewood polynomials, namely the Kostka polynomials
of type Bn, associated with one column diagrams. As for the Kostka polyonomials of types Cn
and Dn associated with one column diagrams, see [6].
Definition 1.12. Let KBn
(1r)(1r−l)(t) be the transition coefficients defined by
sBn(1r)(x) =
r∑
l=0
KBn
(1r)(1r−l)(t)P
(Bn,Bn)
(1r−l) (x|t; 0, t).
Theorem 1.13. The KBn
(1r)(1r−l)(t) is a polynomial in t with nonnegative integral coefficients.
Explicitly, we have
KBn
(1r)(1r−l)(t) =

tL
[
n− r + 2L
L
]
t2
, l = 2L,
tL+n−r+1
[
n− r + 2L+ 1
L
]
t2
, l = 2L+ 1.
Here we have used the notation for the q-integer [n]q, the q-factorial [n]q! and the q-binomial
coefficient
[
m
j
]
q
as
[n]q =
1− qn
1− q , [n]q! = [1]q[2]q · · · [n]q,
[
m
j
]
q
=
j∏
k=1
[m− k + 1]q
[k]q
=
[m]q!
[j]q![m− j]q! .
We prove this in Section 6.2.
The present article is organized as follows. In Section 2, we derive a slightly improved
version of the fourfold summation formula for the Koornwinder polynomial with one column
diagram. See [6] as for the original version. In Section 3, we give the transition matrices
from the Koornwinder polynomials P(1r)(x|a, b, c, d|q, t) with one column diagrams, to certain
degenerations of the Koornwinder polynomials P(1r)(x|a,−a, c, d|q, t), P(1r)(x|a,−a, c,−c|q, t),
P(1r)
(
x|t1/2c,−t1/2c, c,−c|q, t) and P(1r)(x|t1/2,−t1/2, 1,−1|q, t). We show that these transition
matrices are described by the matrix inversion formula of Bressoud. In Section 4, we present
some technical preparations for our proof of Theorem 1.2. Namely, we give a certain set of five
term relations for 4φ3 series of the basic hypergeometric series associated with the transition
matrices. In Section 5, we prove Theorems 1.2 and 1.4. In Section 6, we study some degenerate
cases, including the calculation of the Kostka polynomials of type Bn. In Section 7, we give
a solution to the recursion relation of the transition matrix in Theorem 1.2. In the appendix, we
recall briefly the asymptotically free eigenfunctions of the Askey–Wilson polynomials and discuss
the relation of the transition matrix. In addition, we present a conjecture for the asymptotically
free eigenfunctions of the Bn q-Toda operator.
Throughout the paper, we use the standard notation (see [4])
(z; q)∞ =
∞∏
k=0
(
1− qkz), (z; q)k = (z; q)∞(
qkz; q
)
∞
, k ∈ Z,
(a1, a2, . . . , ar; q)k = (a1; q)k(a2; q)k · · · (ar; q)k, k ∈ Z,
r+1φr
[
a1, a2, . . . , ar+1
b1, . . . , br
; q, z
]
=
∞∑
n=0
(a1, a2, . . . , ar+1; q)n
(q, b1, b2, . . . , br; q)n
zn,
r+1Wr(a1; a4, a5, . . . , ar+1; q, z) = r+1φr
[
a1, qa
1/2
1 ,−qa1/21 , a4, . . . , ar+1
a
1/2
1 ,−a1/21 , qa1/a4, . . . , qa1/ar+1
; q, z
]
.
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2 Fourfold summation formula for Koornwinder polynomials
with one column diagram
Recall the definition of the Koornwinder polynomials. Let a, b, c, d, q, t be complex parameters.
We assume that |q| < 1. Set α = (abcd/q)1/2 for simplicity. Let x = (x1, . . . , xn) be a sequence of
independent indeterminates. The hyperoctahedral group of rank n is denoted by Wn = Zn2oSn.
Let C
[
x±1 , x
±
2 , . . . , x
±
n
]Wn be the ring of Wn-invariant Laurent polynomials in x. For a partition
λ = (λ1, λ2, . . . , λn) of length n, i.e., λi ∈ Z≥0 and λ1 ≥ · · · ≥ λn, we denote by mλ = mλ(x)
the monomial symmetric polynomial being defined as the orbit sums of monomials
mλ =
1
|Stab(λ)|
∑
µ∈Wn·λ
∏
i
xµii ,
where Stab(λ) = {s ∈Wn | sλ = λ}.
Koornwinder’s q-difference operator Dx = Dx(a, b, c, d|q, t) [7] reads
Dx =
n∑
i=1
(1− axi)(1− bxi)(1− cxi)(1− dxi)
αtn−1
(
1− x2i
)
(1− qx2i )
∏
j 6=i
(1− txixj)(1− txi/xj)
(1− xixj)(1− xi/xj)
(
T+1q,xi − 1
)
+
n∑
i=1
(1− a/xi)(1− b/xi)(1− c/xi)(1− d/xi)
αtn−1
(
1− 1/x2i
)(
1− q/x2i
)
×
∏
j 6=i
(1− txj/xi)(1− t/xixj)
(1− xj/xi)(1− 1/xixj)
(
T−1q,xi − 1
)
,
where we have used the notation T±1q,xif(x1, . . . , xi, . . . , xn) = f
(
x1, . . . , q
±1xi, . . . , xn
)
.
The Koornwinder polynomial Pλ(x) = Pλ(x|a, b, c, d|q, t) ∈ C
[
x±11 , . . . , x
±1
n
]Wn is uniquely
characterized by the conditions
(a) Pλ(x) = mλ(x) + lower terms w.r.t. the dominance ordering,
(b) DxPλ = dλPλ.
The eigenvalue dλ is explicitly written as
dλ =
n∑
j=1
〈
abcdq−1t2n−2jqλj
〉〈
qλj
〉
=
n∑
j=1
〈
αtn−jqλj ;αtn−j
〉
,
where we have used the notations 〈x〉 = x1/2−x−1/2 and 〈x; y〉 = 〈xy〉〈x/y〉 = x+x−1−y−y−1
for simplicity of display.
The aim of this paper is to study the Koornwinder polynomials P(1r)(x|a, b, c, d|q, t) (0≤r≤n)
associated with the one column diagrams, and establish some explicit formulas for them. Note
that we will treat the most general six parameter case with arbitrary a, b, c, d, q and t for any
number n of variables. No attempt, however, is made to investigate the cases with two columns
or more complicated partitions in this work. The only exception to this rule is the Appendix
where we present a conjecture about the asymptotically free solution to the q-difference Toda
equation of type Bn.
Recall the symmetric Laurent polynomial Er(x)’s in Definition 1.5. Our starting point in
this paper is the fourfold summation formula in Theorem 1.7 (Theorem 2.2 in [6]), namely
P(1r)(x|a, b, c, d|q, t) =
∑
k,l,i,j≥0
(−1)i+jEr−2k−2l−i−j(x)ĉ ′e
(
k, l; tn−r+1+i+j
)
ĉo
(
i, j; tn−r+1
)
.
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We first need to derive a slightly modified version of this fourfold summation formula as
stated in Theorem 1.8, obtaining a better description of the transition matrices associated with
the following degeneration scheme:
P(1r)(x|a, b, c, d|q, t)←→ P(1r)(x|a,−a, c, d|q, t)←→ P(1r)(x|a,−a, c,−c|q, t)
←→ P(1r)
(
x|t1/2c,−t1/2c, c,−c|q, t)←→ P(1r)(x|t1/2,−t1/2, 1,−1|q, t). (2.1)
We prove that the transition matrices associated with each of these degeneration steps are given
in terms of the matrix inversion formula of Bressoud.
In order to prove Theorem 1.8 we require the following proposition.
Proposition 2.1.
m∑
i=0
ĉo
new(i,m− i; s) =
m∑
i=0
ĉo(i,m− i; s).
Proof. We have
m∑
i=0
ĉo
new(i,m− i; s) = (−c/d; t)i(s; t)i
(−sa2/t; t)
i
(
s2a2c2/t3; t
)
m
(t; t)i
(
sac/t3/2; t
)
i
(−sac/t3/2; t)
i
(−s2a2cd/t2; t)
m
dm (2.2)
× 8W7
(−s2a2cd/t3; tms2a2c2/t3, sad/t,−a/b, scd/t, t−m; t,−tb/c).
By Watson’s transformation formula [4, p. 43, equation (2.5.1)], the 8W7 series in (2.2) equals(−s2a2cd/t2, sab/t; t)
m(
s2abcd/t2,−sa2/t; t)
m
4φ3
[
t−m,−a/b, scd/t,−t−m+2/sac
−t−m+1d/c,−sac/t, t−m+2/sab ; t, t
]
.
On the other hand, we have
m∑
i=0
ĉo(i,m− i; s) =
(
s, s2a2c2/t3,−c/d, sab/t; t)
m(
s2abcd/t2, sac/t3/2,−sac/t3/2, t; t)
m
dm
× 4φ3
[ −a/b, scd/t, t−m,−t−m+2/sac
−sac/t,−t−m+1d/c, t−m+2/sab ; t, t
]
. (2.3)
This shows that
m∑
i=0
ĉo
new(i,m− i; s) =
m∑
i=0
ĉo(i,m− i; s). 
Proof of Theorem 1.8. By Theorem 1.7 we have
P(1r)(x|a, b, c, d|q, t) =
∑
k,l,i,j≥0
(−1)i+jEr−2k−2l−i−j(x)ĉ ′e
(
k, l; tn−r+1+i+j
)
ĉo
(
i, j; tn−r+1
)
=
∑
k,l≥0
∑
m≥0
(−1)mĉ ′e
(
k, l; tn−r+1+m
)
Er−2k−2l−m(x)
m∑
i=0
ĉo
(
i,m− i; tn−r+1)
=
∑
k,l≥0
∑
m≥0
(−1)mĉ ′e
(
k, l; tn−r+1+m
)
Er−2k−2l−m(x)
m∑
i=0
ĉo
new
(
i,m− i; tn−r+1).
This completes the proof of Theorem 1.8. 
Now we turn to an explanation of the meaning of the new fourfold summation formula in
Theorem 1.8, from the point of view of the degeneration scheme (2.1).
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Lemma 2.2. We have
ĉ ′e(k, l; s) =
(
tc2/a2; t2
)
k
(
sc2t; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
1/c2; t
)
l
(s/t; t)2k+l
(t; t)l
(
sc2; t
)
2k+l
1− st2k+2l−1
1− st−1 a
2kc2l
=
(
tc2/a2; t2
)
k
(
sc2t; t2
)
k
(
s2c4/t2; t2
)
k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(s/t; t)2k(
sc2; t
)
2k
1− st2k−1
1− st−1 a
2k
×
(
1/c2; t
)
l
(
t2ks/t; t
)
l
(t; t)l
(
t2ksc2; t
)
l
1− st2kt2l−1
1− st2kt−1 c
2l
= ĉ ′e(k, 0; s)ĉ
′
e
(
0, l; t2ks
)
,
and
ĉo
new(i, j; s) =
(−a/b; t)i(s; t)i(sac/t; t)i(sad/t; t)i(scd/t; t)i
(−s2a2cd/t3; t)
i
(t; t)i
(
s2abcd/t2; t
)
i
(−s2a2cd/t3; t2)
i
(−s2a2cd/t2; t2)
i
bi
×
(−c/d; t)j
(
tis; t
)
j
(−tisa2/t; t)
j
(
t2is2a2c2/t3; t
)
j
(t; t)j
(−t2is2a2cd/t2; t)
j
(
t2is2a2c2/t3; t2
)
j
dj
= ĉo
new(i, 0; s)ĉo
new
(
0, j; tis
)
.
Hence we have the following recursive structure:
P(1r)(x|a, b, c, d|q, t) =
∑
k,l,i,j≥0
(−1)i+jEr−2k−2l−i−j(x)ĉ ′e
(
k, l; tn−r+1+i+j
)
ĉo
(
i, j; tn−r+1
)
=
∑
i≥0
(−1)iĉonew(i, 0; s)
(∑
j≥0
(−1)j ĉonew
(
0, j; tis
)
×
(∑
k≥0
ĉ ′e
(
k, 0; ti+js
)(∑
l≥0
ĉ ′e
(
0, l; ti+j+2ks
)
Er−2k−2l−i−j(x)
)))
,
where s = tn−r+1.
Definition 2.3. We denote the specialization of the parameters in the degeneration scheme (2.1)
by the Roman numbers IV, III, II, I as follows:∣∣∣ (a, b, c, d) ∣∣∣ PBCn(1r) (x|a, b, c, d|q, t)
IV
∣∣∣ (a, b, c, d) ∣∣∣ PBCn,IV(1r) (x) = PBCn(1r) (x|a, b, c, d|q, t)
III
∣∣∣ (a,−a, c, d) ∣∣∣ PBCn,III(1r) (x) = PBCn(1r) (x|a,−a, c, d|q, t)
II
∣∣∣ (a,−a, c,−c) ∣∣∣ PBCn,II(1r) (x) = PBCn(1r) (x|a,−a, c,−c|q, t)
I
∣∣∣ (t1/2c,−t1/2c, c,−c) ∣∣∣ PBCn,I(1r) (x) = PBCn(1r) (x|t1/2c,−t1/2c, c,−c|q, t)∣∣∣ (t1/2,−t1/2, 1,−1) ∣∣∣ Er(x) = PBCn(1r) (x|t1/2,−t1/2, 1,−1|q, t)
Lemma 2.4. When the parameters are in the strata III, we have ĉo
new(i, 0; s) = 0 for i > 0.
When the parameters are in the strata II, we have ĉo
new(i, 0; s) = 0 for i > 0 and ĉo
new(0, j; s) = 0
for j > 0. When the parameters are in the strata I, we have ĉo
new(i, 0; s) = 0 for i > 0,
ĉo
new(0, j; s) = 0 for j > 0 and ĉ ′e(k, 0; s) = 0 for k > 0. When (a, b, c, d) =
(
t1/2,−t1/2, 1,−1),
we have PBCn(1r)
(
x|t1/2,−t1/2, 1,−1|q, t) = Er(x).
Proof. These immediately follow from the definitions of ĉo
new(i, j; s) and ĉ ′e(k, l; s) and Theo-
rem 1.8. 
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Theorem 2.5. We have
PBCn,IV(1r) (x) =
∑
i≥0
(−1)iĉonew
(
i, 0; tn−r+1
)
PBCn,III
(1r−i) (x), (2.4a)
PBCn,III(1r) (x) =
∑
j≥0
(−1)j ĉonew
(
0, j; tn−r+1
)
PBCn,II
(1r−j) (x), (2.4b)
PBCn,II(1r) (x) =
∑
k≥0
ĉ′e
(
k, 0; tn−r+1
)
PBCn,I
(1r−2k)(x), (2.4c)
PBCn,I(1r) (x) =
∑
l≥0
ĉ′e
(
0, l; tn−r+1
)
Er−2l(x). (2.4d)
Here we have used the shorthand notation in Definition 2.3
PBCn,IV(1r) (x) = P
BCn
(1r) (x|a, b, c, d|q, t), PBCn,III(1r) (x) = PBCn(1r) (x|a,−a, c, d|q, t),
PBCn,II(1r) (x) = P
BCn
(1r) (x|a,−a, c,−c|q, t), PBCn,I(1r) (x) = PBCn(1r)
(
x|t1/2c,−t1/2c, c,−c|q, t).
Proof. First, set the parameters (a, b, c, d) as in the strata I. Then in view of Lemmas 2.2
and 2.4, we have (2.4d). Next, when we go up by one step to the strata II, we have (2.4c)
from (2.4d), Lemmas 2.2 and 2.4. In the same way, when we go up to the strata III, we
have (2.4b) from (2.4c), Lemmas 2.2 and 2.4. Going up one more time to the top strata IV, we
have (2.4a) from (2.4b), Lemmas 2.2 and 2.4. This completes the proof of Theorem 2.5. 
3 Matrix inversions for degeneration scheme
of Koornwinder polynomials
In this section we investigate the transition matrices appearing in Theorem 2.5 and their inverse
matrices, in terms of the matrix inversion formula of Bressoud [3].
Theorem 3.1 ([3, p. 1, Theorem], [8, p. 5, Corollary]). Define the infinite lower triangular
matrix M(u, v;x, y; q) = (Mi,j(u, v;x, y; q))0≤i,j<∞ with entries given by
Mr,r−2i(u, v;x, y; q) = yivi (x/y; q)i
(q; q)i
(
uqr−2i; q
)
2i(
uxqr−i; q
)
i
(
uyqr−2i+1; q
)
i
, r, i ∈ Z≥0, i ≤ br/2c,
and zero otherwise. Then we have M(u, v;x, y; q)M(u, v; y, z; q) =M(u, v;x, z; q). In particu-
lar, M(u, v;x, y; q) and M(u, v; y, x; q) are mutually inverse.
Definition 3.2. Set
dM(u, v)r =
(
t2v1/2; t
)
r(
u1/2; t
)
r
(
u1/4/v3/4
)r
.
Let M˜(u, v;x, y; t) denote the conjugation of the matrix M(u, v, x, y; t2) by the dM(u, v)r with
entries
M˜r,r−2i(u, v;x, y; t) =Mr,r−2i
(
u, v;x, y; t2
)
dM(u, v)r/dM(u, v)r−2i
=
(x/y; t2)i(
t2; t2
)
i
(
v1/2tr−2i+2; t
)
2i(
u1/2tr−2i; t
)
2i
(
ut2r−4i; t2
)
2i(
uxt2r−2i; t2
)
i
(
uyt2r−4i+2; t2
)
i
(yu1/2/v1/2)i.
Note that M˜(u, v;x, y; t) and M˜(u, v; y, x; t) are mutually inverse.
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Theorem 3.3. Define the matrix K(x, y; q) with entries
Ki,j(x, y; q) = yi−j (x/y; q)i−j
(q; q)i−j
1(
xqi+j ; q
)
i−j
(
yq2j+1; q
)
i−j
.
Then K(x, y; q) and K(y, x; q) are mutually inverse.
Proof. From the matrix M(u, v;x, y; q), we obtain the even-reduced lower triangular matrix
Me(u, v;x, y; q) = (Mei,j(u, v;x, y; q)) with entriesMei,j(u, v;x, y; q) =M2i,2j(u, v;x, y; q). Then
we have Me(u, v;x, y; q)Me(u, v; y, z; q) =Me(u, v;x, z; q), implying that the matrix
K(x, y; q) = lim
u→1
Me(u, 1;x/u, y/u; q)
satisfies K(x, y; q)K(y, z; q) = K(x, z; q). 
Definition 3.4. Set
dN (u, v)r = v−r(u1; t)r(u2; t)r(u3; t)r(u4; t)r
for u = (u1, u2, u3, u4). Let N (u, v;x, y; t) denote the conjugation of the matrix K(x, y; t) by
the dN (u, v)r with entries defined by
Nr,r−i(u, v, x, y; t) = Kr,r−i(xv, yv; t)dN (u, v)r/dN (u, v)r−i
= yi
(x/y; t)i
(t; t)i
(
u1t
r−i; t
)
i
(
u2t
r−i; t
)
i
(
u3t
r−i; t
)
i
(
u4t
r−i; t
)
i(
xvt2r−i; t
)
i
(
yvt2r−2i+1; t
)
i
, r, i ∈ Z≥0.
Then N (u, v;x, y; t) and N (u, v; y, x; t) are mutually inverse.
Proposition 3.5. All the transition coefficients (−1)iĉonew
(
i,0; tn−r+1
)
, (−1)j ĉonew
(
0,j; tn−r+1
)
,
ĉ′e
(
k, 0; tn−r+1
)
and ĉ′e
(
0, l; tn−r+1
)
in Theorem 2.5 are given in terms of the Bressoud matrices
N (u, v;x, y; t), M˜(u, v;x, y; t) and M(u, v;x, y; q). Namely, we have
(−1)iĉonew
(
i, 0; tn−r+1
)
= Nr,r−i
(
t−n, t−n+1/ac, t−n+1/ad, t−n+1/cd,−t−2n/acd,−t/b, t/a; t),
(−1)j ĉonew
(
0, j; tn−r+1
)
= Nr,r−j
(
t−n,−t−n+1/a2, t−n+1/ac,−t−n+1/ac, t−2n/a2c,−t/d, t/c; t),
ĉ′e
(
k, 0; tn−r+1
)
= M˜r,r−2k
(
t−2n+2/c4, t−2n−4, c2/ta2, 1/t2; t
)
,
ĉ′e
(
0, l; tn−r+1
)
=Mr,r−2l
(
t−n, t, 1/c2, 1; t
)
.
Proof. These can be checked by straightforward calculations using the definitions. We only
demonstrate the first equation. By Definition 3.4 we have
(−1)iNr,r−i
(
t−n, t−n+1/ac, t−n+1/ad, t−n+1/cd,−t−2n/acd,−t/b, t/a; t) (3.1)
= (−t/a)i (−a/b; t)i
(t; t)i
(
t−n+r−i; t
)
i
(
t−n+r−i+1/ac; t
)
i
(
t−n+r−i+1/ad; t
)
i
(
t−n+r−i+1/cd; t
)
i(
t−2n+2r−i+1/abcd; t
)
i
(−t−2n+2r−2i+2/a2cd; t)
i
.
Noting that we have(
Xt−i; t
)
i
= (−X/t)it−(i2)(X−1t; t)
i
,(
Xt−2i; t
)
i
=
(
t/X; t2
)
n
(
t2/X; t2
)
n
(t/X; t)n
(−X/t2)it−3(i2),
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and recalling the definition of ĉo
new(i, j; s) in Theorem 1.8, we find that r.h.s. of (3.1) reduces to
(−a/b; t)i
(
tn−r+1; t
)
i
(
tn−rac; t
)
i
(
tn−rad; t
)
i
(
tn−rcd; t
)
i
(−t2n−2r−1a2cd; t)
i
(t; t)i
(
t2n−2rabcd; t
)
i
(−t2n−2r−1a2cd; t2)
i
(−t2n−2ra2cd; t2)
i
bi
= ĉo
new
(
i, 0; tn−r+1
)
. 
Theorem 3.6. The following relations are inverse to those given in equation (2.4)
PBCn,III(1r) (x)
=
∑
i≥0
Nr,r−i
(
t−n, t−n+1/ac, t−n+1/ad, t−n+1/cd,−t−2n/acd, t/a,−t/b; t)PBCn,IV
(1r−i) (x),
PBCn,II(1r) (x)
=
∑
j≥0
Nr,r−j
(
t−n,−t−n+1/a2, t−n+1/ac,−t−n+1/ac, t−2n/a2c, t/c,−t/d; t)PBCn,III
(1r−j) (x),
PBCn,I(1r) (x) =
∑
k≥0
M˜r,r−2k
(
t−2n+2/c4, t−2n−4, 1/t2, c2/ta2; t
)
PBCn,II
(1r−2k)(x),
Er(x) =
∑
l≥0
Mr,r−2l
(
t−n, t, 1, 1/c2; t
)
PBCn,I
(1r−2l)(x).
Proof. These follow from the Bressoud matrix inversion formulas (Theorem 3.1, Definition 3.2
and Theorem 3.3), Theorem 2.5 and Proposition 3.5. 
4 Five term relations
In this section we give some preparations in order to prove Theorem 1.2. We need to recall some
of the results in [6] concerning the four term relations for the 4φ3 series associated with the
matrixM. Then we give the five term relations for the 4φ3 series associated with the matrix N .
4.1 Matrices M = (Mij), N = (Nij) and series B(n, r, p)
Definition 4.1. Define the lower-triangular matrices M = (Mij), N = (Nij) by the following
products of the Bressoud matrices:
M = M˜(t−2n+2/c4, t−2n−4, c2/ta2, 1/t2; t)M(t−n, t, 1/c2, 1; t),
N = N (t−n, t−n+1/ac, t−n+1/ad, t−n+1/cd,−t−2n/acd,−t/b, t/a; t)
×N (t−n,−t−n+1/a2, t−n+1/ac,−t−n+1/ac, t−2n/a2c,−t/d, t/c; t).
Writing the matrix elements explicitly, we have
Mi,j =
b(i−j)/2c∑
l=0
M˜i,i−2l
(
t−2n+2/c4, t−2n−4, c2/ta2, 1/t2; t
)Mi−2l,j(t−n, t, 1/c2, 1; t)
=
b(i−j)/2c∑
l=0
ĉ′e
(
l, 0; tn−i+1
)
ĉ′e
(
0, b(i− j)/2c − l; tn−i+2l+1), i ≥ j,
Ni,j =
i−j∑
l=0
Ni,i−l
(
t−n, t−n+1/ac, t−n+1/ad, t−n+1/cd,−t−2n/acd,−t/b, t/a; t)
×Ni−l,j
(
t−n,−t−n+1/a2, t−n+1/ac,−t−n+1/ac, t−2n/a2c,−t/d, t/c; t)
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=
i−j∑
l=0
(−1)i−j ĉonew
(
l, 0; tn−i+1
)
ĉo
new
(
0, i− j − l; tn−i+l+1), i ≥ j. (4.1)
Definition 4.2. Define the series B(n, r, p) as the (r, r − p)-th matrix element of the product
matrix MN
B(n, r, p) =
(
MN
)
r,r−p.
Writing them explicitly, we have (p ∈ Z≥0)
B(n, r, 2p) =
p∑
k=0
Mr−2k,r−2pNr,r−2k
=
p∑
k=0
p−k∑
i=0
2k∑
j=0
ĉ′e
(
i, 0; tn−r+2k+1
)
ĉ′e
(
0, p− k − i; tn−r+2k+2i+1)
× (−1)2k ĉonew
(
j, 0; tn−r+1
)
ĉo
new
(
0, 2k − j; tn−r+j+1),
B(n, r, 2p+ 1) =
p+1∑
k=1
Mr−2k+1,r−2p−1Nr,r−2k+1
=
p+1∑
k=1
p−k+1∑
i=0
2k−1∑
j=0
ĉ′e
(
i, 0; tn−r+2k
)
ĉ′e
(
0, p− k + 1− i; tn−r+2k+2i)
× (−1)2k−1ĉonew
(
j, 0; tn−r+1
)
ĉo
new
(
0, 2k − 1− j; tn−r+j+1).
Note that we have
B(n, r, p)
=
∑
i+2k+2l≤p
Nr,r+2l+2k+i−p
(
t−n, t−n+1/ac, t−n+1/ad, t−n+1/cd,−t−2n/acd,−t/b, t/a; t)
×Nr+2l+2k+i−p,r+2l+2k−p
(
t−n,−t−n+1/a2, t−n+1/ac,−t−n+1/ac, t−2n/a2c,−t/d, t/c; t)
× M˜r+2l+2k−p,r+2l−p
(
t−2n+2/c4, t−2n−4, c2/ta2, 1/t2; t
)Mr+2l−p,r−p(t−n, t, 1/c2, 1; t)
=
∑
i+2k+2l≤p
(−1)pĉonew
(
p− 2l − 2k − i, 0; tn−r+1)ĉonew(0, i; tn−r−2l−2k−i+p+1)
× ĉ′e
(
k, 0; tn−r−2l−2k+p+1
)
ĉ′e
(
0, l; tn−r−2l+p+1
)
.
4.2 Four term relations for M
We remark that the matrix Mi,j is denoted by Bi,j in [6].
Definition 4.3. In view of Lemma 2.2, set for simplicity
m1(s, k) := ĉ
′
e(k, 0; s) =
(
tc2/a2; t2
)
k
(
sc2t; t2
)
k
(
s2c4/t2; t2
)
k
(s; t)2k(
t2; t2
)
k
(
sc2/t; t2
)
k
(
s2a2c2/t; t2
)
k
(
sc2; t
)
2k
a2k,
m0(s, l) := ĉ
′
e(0, l; s) =
(
1/c2; t
)
l
(s/t; t)l(s; t)2l
(t; t)l
(
sc2; t
)
l
(s/t; t)2l
c2l.
Definition 4.4. Define
M(s, l) := (−1)ls−l
(
s2/t2; t2
)
l(
t2; t2
)
l
1− s2t4l−2
1− s2t−2 4φ3
[−sa2,−sc2, s2t2l−2, t−2l
−s,−st, s2a2c2/t ; t
2, t2
]
.
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Proposition 4.5. For s = tn−r+1, we have
Mr,r−2l = M(s, l) =
l∑
k=0
m1(s, k)m0
(
st2k, l − k).
We rewrite Theorem 6.1(a) in [6] as follows.
Theorem 4.6 ([6, Theorem 6.1(a)]). We have
Mr−2l,r−2k +Mr−2l,r−2k+2 = Mr−2l+1,r−2k+1 + f
(
tn−r+2l|a,−a, c,−c)Mr−2l−1,r−2k+1.
We can rewrite Theorem 4.6 for generic s as follows.
Theorem 4.7 ([6, Theorem 6.1(a)]). For generic s we have
M(st, l) +M(st, l − 1) = M(s, l) + f(s|a,−a, c,−c)M(st2, l − 1).
This follows from the following lemma.
Lemma 4.8. We have
m1(s, k) + f(s|a,−b, c,−d)m1
(
st2, k − 1)
= m1(st, k) + f
(
st2k−2|t1/2c,−t1/2c, c,−c)m1(st, k − 1),
m0(s, l) + f
(
s|t1/2c,−t1/2c, c,−c)m0(st2, l − 1) = m0(st, l) +m0(st, l − 1).
Note that f
(
st2l−2|t1/2,−t1/2, 1,−1) = 1.
4.3 Five term relations for N
Definition 4.9. In view of Lemma 2.2, set for simplicity
n1(s, i) := (−1)iĉonew(i, 0; s)
=
(−a/b; t)i(s; t)i(sac/t; t)i(sad/t; t)i(scd/t; t)i
(−s2a2cd/t3; t)
i
(t; t)i
(
s2abcd/t2; t
)
i
(−s2a2cd/t3; t)
2i
(−b)i,
n0(s, j) := (−1)j ĉonew(0, j; s)
=
(−c/d; t)j(s; t)j
(−sa2/t; t)
j
(
s2a2c2/t3; t
)
j
(
s2a2c2/t3; t2
)
j
(t; t)j
(−sa2cd/t2; t)
j
(
sa2c2/t3; t
)
2j
(−d)j .
Definition 4.10. Define
N(s, j) :=
(−c/d, s, s2a2c2/t3, sab/t; t)
j(
t, sac/t3/2,−sac/t3/2, s2abcd/t2; t)
j
(−d)j
× 4φ3
[
t−j ,−a/b, scd/t,−t−j+2/sac
−t−j+1d/c,−sac/t, t−j+2/sab ; t, t
]
.
Proposition 4.11. For s = tn−r+1, we have
Nr,r−j = N(s, j) =
j∑
i=0
n1(s, i)n0
(
sti, j − i).
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Proof. Set s = tn−r+1 for simplicity. By (4.1) in Definition 4.1, we have
Nr,r−j =
j∑
i=0
n1(s, i)n0
(
sti, j − i)
= (−1)j
j∑
i=0
ĉo
new(i, 0; s)ĉo
new
(
0, j − i; sti) = (−1)j j∑
i=0
ĉo
new(i, j − i; s)
=
(−c/d, s, s2a2c2/t3, sab/t; t)
j(
t, sac/t3/2,−sac/t3/2, s2abcd/t2; t)
j
(−d)j
× 4φ3
[
t−j ,−a/b, scd/t,−t−j+2/sac
−t−j+1d/c,−sac/t, t−j+2/sab ; t, t
]
= N(s, j).
Here in the last step, we have used (2.3) in the proof of Proposition 2.1. 
We obtain a five term relation for N(s, j) as follows.
Theorem 4.12. For generic s, we have
N(s, j) + g(s|a, b, c, d)N(st, j − 1) + f(s|a, b, c, d)N(st2, j − 2)
= N(st, j) + f
(
stj−2|a,−a, c,−c)N(st, j − 2). (4.2)
We require the following lemma in order to show Theorem 4.12.
Lemma 4.13.
n1(s, i) + g(s|a, b, c, d)n1(st, i− 1) + f(s|a, b, c, d)n1
(
st2, i− 2) (4.3a)
= n1(st, i) + g
(
sti−1|a,−a, c, d)n1(st, i− 1) + f(sti−2|a,−a, c,−d)n1(st, i− 2),
n0(s, j) + g(s|a,−a, c, d)n0(st, j − 1) + f(s|a,−a, c, d)n0
(
st2, j − 2)
= n0(st, j) + f
(
stj−2|a,−a, c,−c)n0(st, j − 2). (4.3b)
Note that g(s|a,−a, c,−c) = 0.
Proof. This follows from a direct calculation. 
Proof of Theorem 4.12. We have
N(st, j) + f
(
stj−2|a,−a, c,−c)N(st, j − 2)
=
j∑
i=0
n1(st, i)n0
(
sti+1, j − i)+ f(stj−2|a,−a, c,−c) j−2∑
i=0
n1(st, i)n0
(
sti+1, j − 2− i)
=
j−2∑
i=0
n1(st, i)
(
n0
(
sti+1, j − i)+ f(stj−2|a,−a, c,−c)n0(sti+1, j − i− 2))
+ n1(st, j − 1)n0
(
stj , 1
)
+ n1(st, j)n0
(
stj+1, 0
)
. (4.4)
Applying (4.3b), and noting that n0
(
stj+1, 0
)
= 1, we have
r.h.s. of (4.4) =
j−2∑
i=0
n1(st, i)
(
n0
(
sti, j − i)+ g(sti|a,−a, c, d)n0(sti+1, j − i− 1)
+ f
(
sti|a,−a, c, d)n0(sti+2, j − i− 2))+ n1(st, j − 1)n0(stj , 1)+ n1(st, j)
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=
j−1∑
i=1
n1(st, i+ 1)n0
(
sti+1, j − i− 1)+ n1(st, 0)n0(s, j)
+ n1(st, 1)n0(st, j − 1)− n1(st, j − 1)n0
(
stj−1, 1
)− n1(st, j)n0(stj , 0)
+
j−1∑
i=1
g
(
sti|a,−a, c, d)n1(st, i)n0(sti+1, j − i− 1)
+ g(s|a,−a, c, d)n1(st, 0)n0(st, j − 1)
− g(stj−1|a,−a, c, d)n1(st, j − 1)n0(stj , 0)
+
j−1∑
i=1
f
(
sti−1|a,−a, c, d)n1(st, i− 1)n0(sti+1, j − i− 1)
+ n1(st, j − 1)n0
(
stj , 1
)
+ n1(st, j). (4.5)
Concerning the l.h.s. of (4.2), we have
N(s, j) =
j∑
i=0
n1(s, i)n0
(
sti, j − i)
=
j−1∑
i=1
n1(s, i+ 1)n0
(
sti+1, j − i− 1)+ n1(s, 0)n0(s, j) + n1(s, 1)n0(st, j − 1), (4.6)
g(s|a, b, c, d)N(st, j − 1) = g(s|a, b, c, d)
j−1∑
i=0
n1(st, i)n0
(
sti+1, j − i− 1)
=
j−1∑
i=1
g(s|a, b, c, d)n1(st, i)n0
(
sti+1, j − i− 1)
+ g(s|a, b, c, d)n1(st, 0)n0(st, j − 1), (4.7)
f(s|a, b, c, d)N(st2, j − 2) = f(s|a, b, c, d)
j−2∑
i=0
n1
(
st2, i
)
n0
(
sti+2, j − i− 2)
=
j−1∑
i=1
f(s|a, b, c, d)n1
(
st2, i− 1)n0(sti+1, j − i− 1). (4.8)
By the equations (4.5), (4.6), (4.7) and (4.8), and applying (4.3a), the equation (4.2) is shown
to be equivalent to the identity
n1(s, 0)n0(s, j) + n1(s, 1)n0(st, j − 1) + g(s|a, b, c, d)n1(st, 0)n0(st, j − 1)
= n1(st, 0)n0(s, j) + n1(st, 1)n0(st, j − 1)− n1(st, j − 1)n0
(
stj−1, 1
)− n1(st, j)n0(stj , 0)
+ g(s|a,−a, c, d)n1(st, 0)n0(st, j − 1)− g
(
stj−1|a,−a, c, d)n1(st, j − 1)n0(stj , 0)
+ n1(st, j − 1)n0
(
stj , 1
)
+ n1(st, j). (4.9)
By a direct calculation, one can show that the equation (4.9) holds. This completes the proof
of Theorem 4.13. 
4.4 Five term relations for B(n, r, p)
Now, we obtain the five term relations associated with the B(n, r, p) as follows.
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Theorem 4.14. We have
B(n, r, p) +B(n, r, p− 2) = B(n, r + 1, p) + f(tn−r|a, b, c, d)B(n, r − 1, p− 2)
+ g
(
tn−r|a, b, c, d)B(n, r, p− 1). (4.10)
Proof. First, we shall show (4.10) for p = 2k. We have
l.h.s. of (4.10) =
k∑
l=0
Mr−2l,r−2kNr,r−2l +
k−1∑
l=0
Mr−2l,r−2k+2Nr,r−2l
= Mr−2k,r−2kNr,r−2k +
k−1∑
l=0
Mr−2l,r−2kNr,r−2l +
k−1∑
l=0
Mr−2l,r−2k+2Nr,r−2l
= Nr,r−2k +
k−1∑
l=0
(
Mr−2l,r−2k +Mr−2l,r−2k+2
)
Nr,r−2l. (4.11)
By Theorem 4.6, we have
r.h.s. of (4.11)
= Nr,r−2k +
k−1∑
l=0
(
Mr−2l+1,r−2k+1 + f(tn−r+2l−2|a,−a, c,−c)Mr−2l−1,r−2k+1
)
Nr,r−2l
=
k∑
l=0
Mr−2l+1,r−2k+1Nr,r−2l +
k−1∑
l=0
f
(
tn−r2l−2|a,−a, c,−c)Mr−2l−1,r−2k+1Nr,r−2l.
Then we have
(l.h.s. − r.h.s. ) of (4.10)
=
k∑
l=0
Mr−2l+1,r−2k+1Nr,r−2l +
k−1∑
l=0
f
(
tn−r+2l|a,−a, c,−c)Mr−2l−1,r−2k+1Nr,r−2l
−
k∑
l=0
Mr+1−2l,r+1−2kNr+1,r+1−2l −
k−1∑
l=0
f
(
tn−r|a, b, c, d)Mr−1−2l,r−2k+1Nr−1,r−1−2l
− g(tn−r|a, b, c, d)
k∑
l=0
Mr−2l+1,r−2k+1Nr,r−2l+1
=
k∑
l=0
Mr−2l+1,r−2k+1
(
Nr,r−2l − Nr+1,r+1−2l
)
+
k−1∑
l=0
Mr−2l−1,r−2k+1
(
f
(
tn−r+2l|a,−a, c,−c)Nr,r−2l − f(tn−r|a, b, c, d)Nr−1,r−1−2l)
−
k∑
l=0
Mr−2l+1,r−2k+1g
(
tn−r|a, b, c, d)Nr,r−2l+1. (4.12)
The second summation in the r.h.s. of (4.12) can be recast as
k−1∑
l=0
Mr−2l−1,r−2k+1
(
f
(
tn−r+2l|a,−a, c,−c)Nr,r−2l − f(tn−r|a, b, c, d)Nr−1,r−1−2l)
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=
k∑
l=1
Mr−2l+1,r−2k+1
(
f
(
tn−r+2l−2|a,−a, c,−c)Nr,r−2l+2 − f(tn−r|a, b, c, d)Nr−1,r−2l+1)
=
k∑
l=0
Mr−2l+1,r−2k+1
(
f
(
tn−r+2l−2|a,−a, c,−c)Nr,r−2l+2 − f(tn−r|a, b, c, d)Nr−1,r−2l+1).
Hence, the r.h.s. of (4.12) reduces to
k∑
l=0
Mr−2l+1,r−2k+1
(
Nr,r−2l − Nr+1,r+1−2l + f
(
tn−r+2l|a,−a, c,−c)Nr,r−2l
− f(tn−r|a, b, c, d)Nr−1,r−1−2l − g(tn−r|a, b, c, d)Nr,r−2l+1) = 0.
Here we have used Theorem 4.12.
Second, we shall show (4.10) for p = 2k + 1.
l.h.s. of (4.10) =
k+1∑
l=1
Mr−2l+1,r−2k−1Nr,r−2l+1 +
k∑
l=1
Mr−2l+1,r−2k+1Nr,r−2l+1
= Mr−2k−1,r−2k−1Nr,r−2k−1 +
k∑
l=1
Mr−2l+1,r−2k−1Nr,r−2l+1
+
k∑
l=1
Mr−2l+1,r−2k+1Nr,r−2l+1
= Nr,r−2k−1 +
k∑
l=1
(
Mr−2l+1,r−2k−1 +Mr−2l+1,r−2k+1
)
Nr,r−2l+1. (4.13)
By Theorem 4.6, we have
r.h.s. of (4.13)
= Nr,r−2k−1 +
k∑
l=1
(
Mr−2l+2,r−2k + f
(
tn−r+2l−1|a,−a, c,−c)Mr−2l,r−2k)Nr,r−2l+1
=
k+1∑
l=1
Mr−2l+2,r−2kNr,r−2l+1 +
k∑
l=1
f
(
tn−r+2l−1|a,−a, c,−c)Mr−2l,r−2kNr,r−2l+1.
Then we have
(l.h.s. − r.h.s. ) of (4.10)
=
k+1∑
l=1
Mr−2l+2,r−2kNr,r−2l+1 +
k∑
l=1
f
(
tn−r+2l−1|a,−a, c,−c)Mr−2l,r−2kNr,r−2l+1
−
k+1∑
l=1
Mr−2l+2,r−2kNr+1,r−2l+2 −
k∑
l=1
f
(
tn−r|a, b, c, d)Mr−2l,r−2kNr−1,r−2l
− g(tn−r|a, b, c, d) k∑
l=0
Mr−2l,r−2kNr,r−2l
=
k+1∑
l=1
Mr−2l+2,r−2k
(
Nr,r−2l+1 − Nr+1,r−2l+2
)
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+
k∑
l=1
Mr−2l,r−2k
(
f
(
tn−r+2l−1|a,−a, c,−c)Nr,r−2l+1 − f(tn−r|a, b, c, d)Nr−1,r−2l)
−
k+1∑
l=1
Mr−2l+2,r−2kg
(
tn−r|a, b, c, d)Nr,r−2l+2. (4.14)
The second summation in the r.h.s. of (4.14) can be modified as
k∑
l=1
Mr−2l,r−2k
(
f
(
tn−r+2l−1|a,−a, c,−c)Nr,r−2l+1 − f(tn−r|a, b, c, d)Nr−1,r−2l)
=
k+1∑
l=2
Mr−2l+2,r−2k
(
f
(
tn−r+2l−3|a,−a, c,−c)Nr,r−2l+3 − f(tn−r|a, b, c, d)Nr−1,r−2l+2)
=
k+1∑
l=1
Mr−2l+2,r−2k
(
f
(
tn−r+2l−3|a,−a, c,−c)Nr,r−2l+3 − f(tn−r|a, b, c, d)Nr−1,r−2l+2).
Hence, the r.h.s. of (4.14) reduces to
k+1∑
l=1
Mr−2l+2,r−2k
(
Nr,r−2l+1 − Nr+1,r−2l+2 + f
(
tn−r+2l−3|a,−a, c,−c)Nr,r−2l+3
− f(tn−r|a, b, c, d)Nr−1,r−2l+2 − g(tn−r|a, b, c, d)Nr,r−2l+2) = 0.
Here we have used Theorem 4.12. 
5 Proof of Theorems 1.2 and 1.4
5.1 Transition coefficients C(n)i,j
In this section we set f(s) = f(s|a, b, c, d) and g(s) = g(s|a, b, c, d) for simplicity. Recall that we
have the expansion (Theorem 2.5, Definitions 4.1 and 4.2)
P(1r)(x|a, b, c, d|q, t) =
r∑
p=0
B(n, r, p)Er−p(x). (5.1)
In the previous section, we have established the five term relations for B(n, r, p) in Theorem 4.14.
Definition 5.1. Define C(n) = (C(n)i,j )0≤i,j≤n as the finite upper triangular (i.e., C(n)i,j = 0 for
i > j) transition matrix from the monomial basis (m(1r)(x)) to the one with Koornwinder
polynomials (P(1r)(x|a, b, c, d|q, t)):
P(1r)(x|a, b, c, d|q, t) =
r∑
k=0
C(n)n−r,n−r+km(1r−k)(x). (5.2)
Recall Lemma 1.6 (Lemma 3.3 in [6]):
Er(x) =
b r
2
c∑
k=0
(
n− r + 2k
k
)
m(1r−2k)(x),
where
(
m
j
)
denotes the ordinary binomial coefficient.
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Proposition 5.2. We have
C(n)n−r,n−r+2h =
h∑
p=0
B(n, r, 2p)
(
n− r + 2h
h− p
)
, 0 ≤ h ≤ br/2c, (5.3)
C(n)n−r,n−r+2h+1 =
h∑
p=0
B(n, r, 2p+ 1)
(
n− r + 2h+ 1
h− p
)
, 0 ≤ h ≤ b(r − 1)/2c.
Proof. These follow from (5.1) and (5.2). 
Proposition 5.3. We have i > j ⇒ C(n)i,j = 0, C(n)i,i = 1 (i ≥ 1), and
C(n)i,j = C(n)i−1,j−1 + g
(
ti
)C(n)i,j−1 + f(ti)C(n)i+1,j−1. (5.4)
Proof. By Definition 5.1, we have the triangularity i > j ⇒ C(n)i,j = 0. We have from (5.3) that
C(n)i,i = 1 (i ≥ 1). Next we shall show (5.4) for the case: i = n− r, j = n− r + 2h (h ≥ 0). (The
other case i = n− r, j = n− r + 2h+ 1 (h ≥ 0) can be treated in the same way, hence we can
omit it safely.) The r.h.s. of (5.4) in this case reads
C(n)n−r−1,n−r+2h−1 + g
(
tn−r
)C(n)n−r,n−r+2h−1 + f(tn−r)C(n)n−r+1,n−r+2h−1
=
h∑
p=0
B(n, r + 1, 2p)
(
n− r − 1 + 2h
h− p
)
+ g
(
tn−r
) h−1∑
p=0
B(n, r, 2p+ 1)
(
n− r + 2h− 1
h− 1− p
)
+ f
(
tn−r
) h−1∑
p=0
B(n, r − 1, 2p)
(
n− r + 2h− 1
h− 1− p
)
. (5.5)
Concerning the first term in the r.h.s. of (5.5), we have
h∑
p=0
B(n, r + 1, 2p)
(
n− r − 1 + 2h
h− p
)
=
(
n− r − 1 + 2h
h
)
+
h∑
p=1
B(n, r + 1, 2p)
(
n− r − 1 + 2h
h− p
)
=
(
n− r − 1 + 2h
h
)
+
h−1∑
p=0
B(n, r + 1, 2p+ 2)
(
n− r − 1 + 2h
h− p− 1
)
. (5.6)
By Theorem 4.14, the other parts of the r.h.s. of (5.5) are calculated as
h−1∑
p=0
(
n− r + 2h− 1
h− 1− p
)(
g
(
tn−r
)
B(n, r, 2p+ 1) + f
(
tn−r
)
B(n, r − 1, 2p))
=
h−1∑
p=0
(
n− r + 2h− 1
h− 1− p
)(
B(n, r, 2p+ 2) +B(n, r, 2p)−B(n, r + 1, 2p+ 2))
=
h−1∑
p=0
(
n− r + 2h− 1
h− 1− p
)(
B(n, r, 2p+ 2)−B(n, r + 1, 2p+ 2))
+
h−1∑
p=0
((
n− r + 2h
h− p
)
−
(
n− r + 2h− 1
h− p
))
B(n, r, 2p)
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=
h−1∑
p=0
(
n− r + 2h− 1
h− 1− p
)(
B(n, r, 2p+ 2)−B(n, r + 1, 2p+ 2))
+
h∑
p=0
((
n− r + 2h
h− p
)
−
(
n− r + 2h− 1
h− p
))
B(n, r, 2p). (5.7)
Hence, from (5.6) and (5.7), the r.h.s. of (5.5) is(
n− r − 1 + 2h
h
)
+
h∑
p=0
(
n− r + 2h
h− p
)
B(n, r, 2p)
+
h−1∑
p=0
(
n− r + 2h− 1
h− 1− p
)
B(n, r, 2p+ 2)−
h∑
p=0
(
n− r + 2h− 1
h− p
)
B(n, r, 2p). (5.8)
Then noting that the last term of (5.8) is recast as(
n− r + 2h− 1
h
)
+
h∑
p=1
(
n− r + 2h− 1
h− p
)
B(n, r, 2p)
=
(
n− r + 2h− 1
h
)
+
h−1∑
p=0
(
n− r + 2h− 1
h− p− 1
)
B(n, r, 2p+ 2),
the r.h.s. of (5.5) is calculated as
h∑
p=0
(
n− r + 2h
h− p
)
B(n, r, 2p) = C(n)n−r,n−r+2h. 
5.2 Proof of Theorem 1.2
Now we are ready to state our proof of Theorem 1.2.
Proof of Theorem 1.2. Consider the following recursion equation for the infinite upper tri-
angular matrix X = (Xi,j)0≤i,j<∞:
X is upper triangular, (5.9a)
Xi,i = 1, i ≥ 0, (5.9b)
Xi,j = Xi−1,j−1 + g
(
ti
)
Xi,j−1 + f
(
ti
)
Xi+1,j−1. (5.9c)
The solution to this recursion equation (5.9a), (5.9b), (5.9c) for X exists uniquely. Write by
C = (Ci,j)0≤i,j<∞ the unique solution. The stability property (i.e., the independence of C on n
is clear. We have established that C(n) = (C(n)i,j ) satisfies the same recursion equation (5.9a),
(5.9b), (5.9c). Hence we have C(n)i,j = Ci,j (0 ≤ i, j ≤ n). This proves Theorem 1.2. 
5.3 Proof of Theorem 1.4
By Theorem 1.2 we have
PBCn(1r) =
r∑
k=0
Cn−r,n−r+km(1r−k)(x1, x2, . . . , xn).
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Noting that
m(1r−k)(x1, x2, . . . , xn) = m(1r−k)(x1, x2, . . . , xn−1)
+ (xn + 1/xn)m(1r−k−1)(x1, x2, . . . , xn−1),
we have
Cn−r,n−r+km(1r−k)(x1, x2, . . . , xn) = Cn−r,n−r+km(1r−k)(x1, x2, . . . , xn−1) (5.10)
+ Cn−r,n−r+k(xn + 1/xn)m(1r−k−1)(x1, x2, . . . , xn−1).
The first term of (5.10), by (1.2c), is
Cn−r,n−r+km(1r−k)(x1, x2, . . . , xn−1) =
(Cn−r−1,n−r+k−1 + g(tn−r)Cn−r,n−r+k−1
+ f
(
tn−r
)Cn−r+1,n−r+k−1)m(1r−k)(x1, x2, . . . , xn−1).
Then we have
PBCn(1r) =
r∑
k=0
Cn−r−1,n−r−1+km(1r−k)(x1, x2, . . . , xn−1)
+
r−1∑
k=0
(
(xn + 1/xn) + g
(
tn−r
))Cn−r,n−r+km(1r−k−1)(x1, x2, . . . , xn−1)
+
r−2∑
k=0
f(tn−r)Cn−r+1,n−r+1+km(1r−k−2)(x1, x2, . . . , xn−1).
This completes the proof of Theorem 1.4. 
6 Some degenerations of Macdonald polynomials of type Bn
with one column diagrams and Kostka polynomials
This section is devoted to the study on certain degenerations of our formulas for the Macdonald
polynomial P
(Bn,Bn)
(1r) (x|a; q, t).
6.1 Macdonald polynomials of type (Bn, Bn)
Setting the parameters as (a, b, c, d; q, t) → (q1/2,−q1/2,−1, t; q, t) in the Koornwinder polyno-
mial Pλ, we obtain the Macdonald polynomials of type (Bn, Bn)
P
(Bn,Bn)
λ (x|a; q, t) = Pλ
(
x|q1/2,−q1/2,−1, a|q, t).
Theorem 6.1. We have
P
(Bn,Bn)
(1r) (x|t; q, t) =
r∑
j=0
(
1/t, tn−r+1,−tn−rq, t2n−2rq/t; t)
j(
t, t2n−2r+1q; t
)
j
(
t2n−2rq/t; t2
)
j
(−t)j
×
b r−j
2
c∑
k=0
(
t/q; t2
)
k
(
tn−r+2+j ; t2
)
k
(
t2n−2r+2j ; t2
)
k(
t2; t2
)
k
(
tn−r+j ; t2
)
k
(
t2n−2r+1+2jq; t2
)
k
(
tn−r+j ; t
)
2k(
tn−r+1+j ; t
)
2k
× 1− t
n−r+2k+j
1− tn−r+j q
kEr−2k−j(x),
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Er(x) =
b r
2
c∑
k=0
(
tn−r+1; t
)
2k(
tn−r; t
)
2k
(
q/t; t2
)
k(
t2, t2n−2r+2; t2
)
k
(
t2n−2r; t2
)
2k
(
t2n−2r−1q; t2
)
k(
t2n−2r−1q; t2
)
2k
tk
×
r−2k∑
j=0
(−1)j
(
tn−r+2k+1,−tn−r+2kq,−tn−r+2kq1/2, tn−r+2kq1/2; t)
j(
t2n−2r+4kq; t
)
2j
P
(Bn,Bn)
(1r−2k−j)(t; q, t).
Corollary 6.2. Setting t = q, we have the formula for the Schur polynomials sBn(1r)(x) =
P
(Bn,Bn)
(1r) (x|q; q, q):
sBn(1r)(x) = Er(x) + Er−1(x),
Er(x) =
r∑
j=0
(−1)jsBn
(1r−j)(x).
Hence, from Lemma 1.6, we have
sBn(1r)(x) =
b r
2
c∑
j=0
(
n− r + 2j
j
)
m(1r−2j)(x) +
b r−1
2
c∑
j=0
(
n− r + 2j + 1
j
)
m(1r−2j−1)(x).
6.2 Hall–Littlewood polynomials P
(Bn,Bn)
(1r) (x|t; 0, t) and Kostka polynomials
Theorem 6.3. Setting q = 0, we have
P
(Bn,Bn)
(1r) (x|t; 0, t) =
b r
2
c∑
k=0
(−1)ktk2 [n− r + 2k]t
[n− r]t
[
n− r + k − 1
k
]
t2
Er−2k(x)
+
(
1− tn−r+1) b r−12 c∑
k=0
(−1)ktk2 [n− r + 2k + 1]t
[n− r + 1]t
[
n− r + k
k
]
t2
Er−1−2k(x),
Er(x) =
b r
2
c∑
k=0
(
tn−r+1; t
)
2k(
tn−r; t
)
2k
(
t2n−2r; t2
)
2k(
t2, t2n−2r+2; t2
)
k
tk
r−2k∑
j=0
(−1)j(tn−r+2k+1; t)
j
P
(Bn,Bn)
(1r−2k−j)(t; 0, t)
=
r∑
l=0
b l
2
c∑
k=0
(
t2n−2r; t2
)
2k(
t2; t2
)
k
(
tn−r; t
)
2k
(
t2n−2r+2; t2
)
k
tk(−1)l(tn−r+1; t)
l
P
(Bn,Bn)
(1r−l) (t; 0, t).
Definition 6.4. Let KBn
(1r)(1r−l)(t) be the transition coefficient defined by
sBn(1r)(x) =
r∑
l=0
KBn
(1r)(1r−l)(t)P
(Bn,Bn)
(1r−l) (t; 0, t).
Then we have the following theorem.
Theorem 6.5. The KBn
(1r)(1r−l)(t) is given by
KBn
(1r)(1r−l)(t) =
b l
2
c∑
k=0
(
t2n−2r; t2
)
2k
(
tn−r+1; t
)
l(
t2; t2
)
k
(
tn−r; t
)
2k
(
t2n−2r+2; t2
)
k
tk(−1)l
+
b l−1
2
c∑
k=0
(
t2n−2r+2; t2
)
2k
(
tn−r+2; t
)
l−1(
t2; t2
)
k
(
tn−r+1; t
)
2k
(
t2n−2r+4; t2
)
k
tk(−1)l−1.
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Theorem 6.6. We have
K
(Bn)
(1r)(1r−l)(t) =

tL
[
n− r + 2L
L
]
t2
, l = 2L,
tL+n−r+1
[
n− r + 2L+ 1
L
]
t2
, l = 2L+ 1.
In particular, KBn
(1r)(1r−l)(t) is a polynomial in t with nonnegative integral coefficients.
Proof. Set
αk :=
(
t2n−2r; t2
)
2k
(
1− tn−r+1)(
t2; t2
)
k
(
tn−r; t
)
2k
(
t2n−2r+2; t2
)
k
tk,
βk :=
(
t2n−2r+2; t2
)
2k(
t2; t2
)
k
(
tn−r+1; t
)
2k
(
t2n−2r+4; t2
)
k
tk.
Then we have
KBn
(1r)(1r−l)(t) =
(
tn−r+2; t
)
l−1
(−1)l b l2 c∑
k=0
αk + (−1)l−1
b l−1
2
c∑
k=0
βk
 . (6.1)
We shall prove (6.1) for l = 2L by induction on L. We have
KBn
(1r)(1r−(2L+2))(t) =
(
tn−r+2; t
)
2L+1
(
L+1∑
k=0
αk −
L∑
k=0
βk
)
= (tn−r+2; t)2L+1(αL+1 − βL)
+
(
1− tn−r+2L+1)(1− tn−r+2L+2)((tn−r+2; t)
2L−1
(
L∑
k=0
αk −
L−1∑
k=0
βk
))
=
(
tn−r+2; t
)
2L+1
(αL+1 − βL) +
(
1− tn−r+2L+1)(1− tn−r+2L+2)(t2n−2r+2L+2; t2)L(
t2; t2
)
L
tL
=
(
t2n−2r+2(L+1)+2; t2
)
L+1(
t2; t2
)
L+1
tL+1. (6.2)
We can prove (6.2) for l = 2L+ 1 similarly. 
7 Solution to the recursion relation
We give a combinatorial expression of the entries Cr,r+l in the transition matrix C for r, l ∈ Z≥0.
In this section we set f(s) = f(s|a, b, c, d) and g(s) = g(s|a, b, c, d) for simplicity.
For m,n ∈ Z≥0 let us define the finite set
P(r)m,n = {X1X2 · · ·Xm+n |Xi = f
(
tr−di
)
or g
(
tr−di
)
for 1 ≤ i ≤ m+ n, di ∈ Z},
which satisfies three conditions:
1) 0 ≤ d1 ≤ r,
2) |{i |Xi = f(tr−di)}| = m and |{j |Xj = g(tr−dj )}| = n,
3) If (Xi, Xi+1) =
{(
f
(
tr−di
)
, f
(
tr−di+1
))
or
(
f
(
tr−di
)
, g
(
tr−di+1
))
then di − 1 ≤ di+1 ≤ r,(
g
(
tr−di
)
, g
(
tr−di+1
))
or
(
g
(
tr−di
)
, f
(
tr−di+1
))
then di ≤ di+1 ≤ r.
Theorem 7.1. Let us define C0,0 = 1. For r, k ∈ Z≥0 we have
Cr,r+2k =
∑
k1,k2∈Z≥0
k1+k2=k
∑
X∈P(r)k1,2k2
X, Cr,r+2k+1 =
∑
k1,k2∈Z≥0
k1+k2=k
∑
X∈P(r)k1,2k2+1
X.
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A Appendix
A.1 Asymptotically free eigenfunctions of Askey–Wilson polynomials
Let a, b, c, d, q ∈ C be parameters with the condition |q| < 1. Let D denote the Askey–Wilson
q-difference operator [1]
D =
(1− ax)(1− bx)(1− cx)(1− dx)(
1− x2)(1− qx2) (T+1q,x − 1)
+
(1− a/x)(1− b/x)(1− c/x)(1− d/x)(
1− 1/x2)(1− q/x2) (T−1q,x − 1),
where the q-shift operators are defined by T±1q,x f(x) = f
(
q±1x
)
. Recall the fundamental facts
about the Askey–Wilson polynomial pn(x; a, b, c, d|q) (n ∈ Z≥0). It is a symmetric Laurent
polynomial in x and characterized by the two conditions: (i) pn(x) has the highest degree n,
(ii) pn(x) is an eigenfunction of the operator D. Askey–Wilson’s celebrated formula reads [1]
pn(x) = a
−n(ab, ac, ad; q)n 4φ3
[
q−n, abcdqn−1, ax, a/x
ab, ac, ad
; q, q
]
,
Dpn(x) =
(
q−n + qbcdqn−1 − 1− abcdq−1) pn(x).
Let s ∈ C be a parameter. Introduce λ satisfying s = q−λ. Then we have Tq,xx−λ = sx−λ.
Let f(x; s) = f(x; s|a, b, c, d|q) be a formal series in x
f(x; s) = x−λ
∑
n≥0
cnx
n, c0 6= 0,
satisfying the q-difference equation
Df(x; s) =
(
s+
abcd
qs
− 1− abcd
q
)
f(x; s). (A.1)
With the normalization c0 = 1, (A.1) determines the coefficients cn = cn(s|a, b, c, d|q) uniquely
as rational functions in a, b, c, d, q and s.
Definition A.1 ([5]). Set ce(k, l; s) = ce(k, l; s|a, c|q) and co(i, j; s) = co(i, j; s|a, b, c, d|q) by
ce(k, l; s) =
(
a2; q2
)
k
(
q4ls2; q2
)
k(
q2; q2
)
k
(
q4lq2s2/a2; q2
)
k
(
q2/a2
)k
×
(
c2/q; q2
)
l
(
s2/a2; q2
)
l(
q2; q2
)
l
(
q3s2/a2c2; q2
)
l
(s; q)2l
(
q2s2/a4; q2
)
2l(
qs/a2; q
)
2l
(
s2/a2; q2
)
2l
(
q2/c2
)l
,
co(i, j; s) =
(−b/a; q)i(s; q)i(qs/cd; q)i
(
qs2/a2c2; q
)
i
(q; q)i
(
q2s2/abcd; q
)
i
(
qs2/a2c2; q2
)
i
(q/b)i
×
(−d/c; q)j
(
qis; q
)
j
(qs/ab; q)j
(−qiqs/ac; q)
j
(
qiqs2/a2c2; q
)
j
(q; q)j
(
qiq2s2/abcd; q
)
j
(−qs/ac; q)j
(
q2iqs2/a2c2; q2
)
j
(q/d)j .
Theorem A.2 ([5]). Let s ∈ C be generic. We have
f(x; s) = x−λ
∑
k,l,i,j≥0
ce
(
k, l; qi+js
)
co(i, j; s)x
2k+2l+i+j .
Here, we can rewrite above theorem as follows.
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Theorem A.3. Let s ∈ C be generic. We have
f(x; s) = x−λ
∑
k,l,i,j≥0
ce
(
k, l; qi+js
)
cnewo (i, j; s)x
2k+2l+i+j ,
where
cnewo (i, j; s) =
(−b/a, s, qs/ac, qs/ad, qs/cd,−qs2/a2cd; q)
i(
q, q2s2/abcd; q
)
i
(−qs2/a2cd,−q2s2/a2cd; q2)
i
(q/b)i
×
(−d/c, qis,−qiqs/a2, q2iqs2/a2c2; q)
j(
q,−q2iq2s2/a2cd; q)
j
(
q2iqs2/a2c2; q2
)
j
(q/d)j .
For (1.1b) in Definition 1.1, note that we have
g1(s) =
(
cnewo (1, 0; s) + c
new
o (0, 1; s)
)|a=t/a,b=t/b,c=t/c,d=t/d,q=t,
where cnewo (1, 0; s) + c
new
o (0, 1; s) is the coefficient of x
−λ+1 in f(x; s).
A.2 Conjecture concerning Bn q-Toda eigenfunctions
In this appendix, we present a conjecture for the asymptotically free eigenfunctions for the Bn q-
Toda operator, which can be regarded as a branching formula from the Bn q-Toda eigenfunction
restricted to the An−1 q-Toda eigenfunctions.
A.2.1 An−1 case
First we briefly recall the asymptotically free eigenfunctions for An−1 q-Toda operator. Let
x = (x1, . . . , xn) and s = (s1, . . . , sn) be a pair of n-tuples of indeterminates. Let δ = (n − 1,
n− 2, . . . , 0), and write tδu = (tn−1u1, tn−2u2, . . . , un) etc. for short. Let
DAn−1(x|q, t) =
n∑
i=1
∏
j 6=i
txi − xj
xi − xj Tq,xi ,
be the Macdonald operator of type An−1.
Definition A.4. Set
DAn−1(x|s|q, t) = x−λDAn−1(x|q, t)xλ =
n∑
i=1
si
∏
j<i
1− txi/xj
1− xi/xj
∏
k>i
1− xk/txi
1− xk/xi Tq,xi ,
where xλ =
∏
i x
λi
i , and s = q
λtδ namely si = q
λitn−i.
Definition A.5. Set
DAn−1Toda(x|s|q) =
n−1∑
i=1
si(1− xi+1/xi)Tq,xi + snTq,xn .
Proposition A.6. We have
DAn−1Toda(x|s|q) = lim
t→0
DAn−1
(
t−δx|s|q, t).
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Definition A.7. Let M(n) be the set of strictly upper triangular matrices with nonnegative
integer entries: M(n) = {θ = (θi,j)1≤i,j≤n | θi,j ∈ Z≥0, θi,j = 0 if i ≥ j}. Set
cn(θ; s1, . . . , sn; q, t) =
n∏
k=2
∏
1≤i≤j≤k−1
(
q
n∑
a=k+1
(θi,a−θj+1,a)
tsj+1/si; q
)
θi,k(
q
n∑
a=k+1
(θi,a−θj+1,a)
qsj+1/si; q
)
θi,k
×
(
q
−θj,k+
n∑
a=k+1
(θi,a−θj,a)
qsj/tsi; q
)
θi,k(
q
−θj,k+
n∑
a=k+1
(θi,a−θj,a)
sj/si; q
)
θi,k
.
Definition A.8. Define fAn−1(x|s|q, t) ∈ Q(s, q, t)[[x2/x1, . . . , xn/xn−1]] by
fAn−1(x|s|q, t) =
∑
θ∈M(n)
cn(θ; s; q, t)
∏
1≤i<j≤n
(xj/xi)
θi,j .
Proposition A.9 ([2, 10]). Let λ = (λ1, . . . , λn) ∈ Cn, and set s = tδqλ
(
si = t
n−iqλi
)
. Then
we have
DAn−1(x|s|q, t)fAn−1(x|s|q, t) =
n∑
i=1
sif
An−1(x|s|q, t).
Definition A.10. Set
cTodan (θ; s1, . . . , sn; q) = lim
t→0
cn(θ; s1, . . . , sn; q, t)
∏
1≤i<j≤n
t(j−i)θi,j
=
n∏
k=2
∏
1≤i≤j≤k−1
1(
q
n∑
a=k+1
(θi,a−θj+1,a)
qsj+1/si; q
)
θi,k
qθi,k(
q
θj,k−θi,k−
n∑
a=k+1
(θi,a−θj,a)
qsi/sj ; q
)
θi,k
,
and
fAn−1Toda(x|s|q) =
∑
θ∈M(n)
cTodan (θ; s; q)
∏
1≤i<j≤n
(xj/xi)
θi,j .
Corollary A.11. We have
DAn−1Toda(x|s|q)fAn−1Toda(x|s|q) =
n∑
i=1
sif
An−1Toda(x|s|q).
A.2.2 Bn case
Definition A.12. Set
DBn(x|q, t) =
n∑
i=1
(1− txi)
tn−1/2(1− xi)
∏
j 6=i
(1− txixj)(1− txi/xj)
(1− xixj)(1− xi/xj) T
+1
q,xi
+
n∑
i=1
(1− t/xi)
tn−1/2(1− 1/xi)
∏
j 6=i
(1− txj/xi)(1− t/xixj)
(1− xj/xi)(1− 1/xixj) T
−1
q,xi .
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Then we have the Koornwinder operator for the parameter (a, b, c, d) =
(
t,−1, q1/2,−q1/2)
as
Dx
(
t,−1, q1/2,−q1/2|q, t) = DBn(x|q, t)− tn − t−n
t1/2 − t−1/2 .
Definition A.13. Set
DBn(x|s|q, t)
=
n∑
i=1
si
1− 1/txi
1− 1/xi
∏
j<i
(1− 1/txixj)(1− txi/xj)
(1− 1/xixj)(1− xi/xj)
∏
k>i
(1− 1/txixk)(1− xk/txi)
(1− 1/xixk)(1− xk/xi) T
+1
q,xi
+
n∑
i=1
s−1i
1− t/xi
1− 1/xi
∏
j<i
(1− xi/txj)(1− t/xixj)
(1− xi/xj)(1− 1/xixj)
∏
k>i
(1− txk/xi)(1− t/xixk)
(1− xk/xi)(1− 1/xixk) T
−1
q,xi .
We have
DBn(x|s|q, t) = x−λDBn(x|q, t)xλ,
where s = qλtδ+1/2, namely si = q
λitn−i+1/2.
Definition A.14. Set
DBnToda(x|s|q) =
n−1∑
i=1
si(1− xi+1/xi)Tq,xi + sn(1− 1/xn)Tq,xn
+ s−11 T
−1
q,x1 +
n∑
i=2
s−1i (1− xi/xi−1)T−1q,xi .
Proposition A.15. We have
DBnToda(x|s|q) = lim
t→0
DBn
(
t−δ−1x|s|q, t),
where t−δ−1x means
(
t−nx1, t−n+1x2, . . . , t−1xn
)
.
Definition A.16. The asymptotically free eigenfunction fBnToda(x|s|q) of type Bn q-Toda
system is defined as
fBnToda(x|s|q) =
∑
i1,...,in≥0
cBni1,...,in(s1, . . . , sn, q)(x2/x1)
i1 · · · (xn/xn−1)in−1 · · · (1/xn)in ,
DBnToda(x|s|q)fBnToda(x|s|q) = (s1 + · · ·+ sn + 1/s1 + · · ·+ 1/sn)fBnToda(x|s|q).
Conjecture A.17. Let θ = (θ1, . . . , θn). Assume that f
BnToda(x|s|q) is expanded in terms of
fAn−1Toda(x|s|q) as the following branching formula
fBnToda(x1, . . . , xn|s1, . . . , sn|q)
=
∑
θ1,...,θn≥0
e
Bn/An−1
θ (s|q) ·
n∏
i=1
x−θii · fAn−1Toda
(
x1, . . . , xn|q−θ1s1, . . . , q−θnsn|q
)
.
Then we have
e
Bn/An−1
θ (s|q) =
n∏
k=1
q(n−k+1)θk
(q)θk
(
q/s2k
)
θk
·
∏
1≤i<j≤n
1
(qsj/si)θi
(
qθj−θiqsi/sj
)
θi
(q/sisj)θi+θj
(q/sisj)θi(q/sisj)θj
.
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For example, we expect that
e
B2/A1
(θ1,θ2)
(s1, s2|q) = q
2θ1
(q)θ1
(
q/s21
)
θ1
qθ2
(q)θ2
(
q/s22
)
θ2
1
(qs2/s1)θ1
(
qθ2−θ1qs1/s2
)
θ1
× (q/s1s2)θ1+θ2
(q/s1s2)θ1(q/s1s2)θ2
,
e
B3/A2
(θ1,θ2,θ3)
(s1, s2, s3|q) = q
3θ1
(q)θ1
(
q/s21
)
θ1
q2θ2
(q)θ2
(
q/s22
)
θ2
qθ3
(q)θ3
(
q/s23
)
θ3
× 1
(qs2/s1)θ1
(
qθ2−θ1qs1/s2
)
θ1
1
(qs3/s1)θ1
(
qθ3−θ1qs1/s3
)
θ1
× 1
(qs3/s2)θ2
(
qθ3−θ2qs2/s3
)
θ2
(q/s1s2)θ1+θ2
(q/s1s2)θ1(q/s1s2)θ2
× (q/s1s3)θ1+θ3
(q/s1s3)θ1(q/s1s3)θ3
(q/s2s3)θ2+θ3
(q/s2s3)θ2(q/s2s3)θ3
.
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