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RE´SUME´
Cette the`se est compose´e de trois chapitres portant sur l’exploitation d’une res-
source naturelle commune par des agents he´te´roge`nes. Les proble`mes d’exploita-
tion d’une ressource naturelle commune sont ge´ne´ralement mode´lise´s par des jeux
diffe´rentiels dans lesquels il est tenu compte des interactions strate´giques entre les
agents ainsi que de l’impact de leurs actions sur la dynamique de la ressource.
Ce travail apporte une double contribution a` la litte´rature portant sur ce su-
jet. Premie`rement, nous introduisons une double asyme´trie dans les deux mode`les
d’agents he´te´roge`nes que nous pre´sentons et nous caracte´risons explicitement des
e´quilibres avec des strate´gies en boucle ferme´e. Deuxie`mement, nous analysons
les effets des deux types d’asyme´tries sur les e´quilibres qui en de´coulent, dans
un contexte d’e´quilibres markoviens parfaits. Dans le premier chapitre, nous nous
restreignons aux strate´gies markoviennes line´aires (strate´gies exprime´es comme
une proportion du stock courant de la ressource) et de´terminons les conditions
ne´cessaires d’utilisation de telles strate´gies. Dans le second chapitre, nous sup-
posons que les conditions e´tablies au premier chapitre sont ve´rifie´es et nous ca-
racte´risons explicitement des strate´gies markoviennes line´aires pour un mode`le de
« Fish War » dans lequel interviennent deux groupes d’agents diffe´rant de par
leurs taux d’actualisation. Dans ce premier mode`le, les agents se font la concur-
rence seulement pour l’exploitation de la ressource. Nous examinons par la suite
l’impact du diffe´rentiel de taux d’actualisation et de la re´partition des agents sur les
e´quilibres obtenus. Dans le dernier chapitre, nous pre´sentons un mode`le d’exploi-
tation d’une ressource naturelle commune avec agents repartis en deux groupes et
diffe´rant de par leurs couˆts marginaux. Dans ce second mode`le, les agents se font la
concurrence aussi bien pour l’exploitation de la ressource, que pour la vente de leur
production sur le meˆme marche´. Nous examinons les effets du diffe´rentiel de couˆts
marginaux et de la re´partition des agents sur les e´quilibres obtenus. Pour les deux
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mode`les, nous trouvons que les deux types d’asyme´tries affectent effectivement les
e´quilibres obtenus.
De fac¸on plus spe´cifique, dans le premier chapitre, nous caracte´risons les condi-
tions ne´cessaires permettant l’utilisation de strate´gies markoviennes line´aires dans
les jeux diffe´rentiels de´crivant l’exploitation d’une ressource naturelle commune.
Nous montrons que l’existence de tels e´quilibres est assujettie a` l’existence d’une
relation pre´cise entre les e´le´ments essentiels du mode`le, notamment la fonction
d’utilite´ des agents et la fonction de « dynamique naturelle » ou de reproduction
de la ressource exploite´e. Ainsi, pour une fonction d’utilite´ donne´e, seule une fa-
mille spe´cifique de fonctions de reproduction est compatible avec l’utilisation de
strate´gies markoviennes line´aires. De meˆme, lorsque la fonction de reproduction
est connue, seule une famille particulie`re de fonctions d’utilite´ permet l’utilisation
de strate´gies line´aires.
Dans le second chapitre, nous e´tudions un « Fish War » dans lequel les agents
implique´s se font concurrence uniquement sur le marche´ de l’intrant, c’est-a`-dire
uniquement au cours de l’exploitation de la ressource. Ces agents sont repartis en
deux groupes et diffe`rent de par leur taux d’actualisation. Nous examinons l’impact
du diffe´rentiel de taux d’actualisation sur l’e´quilibre de ce jeu. Nous montrons alors
qu’au niveau global, des augmentations dans le diffe´rentiel de taux d’actualisation
et dans la proportion d’agents avec le taux d’actualisation le plus e´leve´ (les « gros
»), augmentent l’extraction totale et diminuent le stock de ressource a` l’e´tat sta-
tionnaire. Cependant, au niveau individuel, l’impact de ces deux types d’asyme´trie
de´pend de la comparaison de l’e´lasticite´ de l’utilite´ marginale a` l’unite´. Pour ce qui
est de l’asyme´trie de « taille de groupe », lorsque l’e´lasticite´ de l’utilite´ marginale
est supe´rieure (infe´rieure) a` un, une augmentation de la proportion de « gros »
agents dans l’industrie, tend a` re´duire (augmenter) le taux d’extraction des deux
types d’agents. Ainsi, chercher a` rendre l’industrie plus « homoge`ne » en « gros »
agents aura tendance a` atte´nuer (exacerber) la « guerre » engendre´e par la concur-
vrence, lorsque l’e´lasticite´ de l’utilite´ marginale est supe´rieure (infe´rieure) a` un.
Concernant l’asyme´trie de taux d’actualisation, une augmentation du diffe´rentiel
augmente toujours le taux d’extraction des « gros » agents. Par contre, pour les «
petits » agents, cette augmentation du diffe´rentiel de taux d’actualisation tend a`
re´duire (augmenter) leur taux d’extraction lorsque l’e´lasticite´ de l’utilite´ marginale
est supe´rieure (infe´rieure) a` l’unite´.
Dans le dernier chapitre, nous conside´rons deux groupes d’entreprises qui ex-
ploitent une ressource naturelle commune et en vendent la production sur le meˆme
marche´. Dans ce cas, ces entreprises se font la concurrence aussi bien sur le marche´
de l’intrant que sur le marche´ de l’extrant. Deux entreprises repre´sentant chaque
groupe diffe`rent l’une de l’autre de par leurs couˆts marginaux. Nous avons ainsi
un groupe d’entreprises a` bas couˆt marginal auxquelles nous feront re´fe´rence en
tant que « grosses » entreprises, et un groupe a` haut couˆt marginal que nous
pre´senterons comme e´tant les « petites » entreprises. Nous caracte´risons explici-
tement les strate´gies markoviennes d’e´quilibre de ce jeu, ainsi que les effets des
deux types d’asyme´tries sur les e´quilibres obtenus. Les strate´gies d’e´quilibre sont
caracte´rise´es par trois intervalles de stocks de ressource sur lesquels les entreprises
adoptent des comportements diffe´rents. En-dec¸a` d’un certain stock-seuil, aucune
entreprise ne produit. Entre ce stock-seuil et un second stock-seuil, les entreprises
exploitent la ressource a` des taux line´aires et croissants avec le stock de ressource.
Au-dela` de ce second stock-seuil, les entreprises exploitent la ressource a` des taux
constants et qui correspondent aux taux d’exploitation qu’elles auraient adopte´s
si elles se faisaient une concurrence statique a` la Cournot. Nous trouvons que la
pre´sence d’asyme´trie induit des discontinuite´s dans la strate´gie des grosses entre-
prises, et par conse´quent dans le taux d’exploitation agre´ge´. Nous montrons aussi
que le stock-seuil a` partir duquel les petites entreprises commencent leur exploita-
tion et le stock-seuil a` partir duquel elles adoptent leur exploitation a` la Cournot
statique, sont tous les deux plus e´leve´s lorsque ces entreprises sont en pre´sence de
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grosses entreprises (cas asyme´trique) que lorsqu’elles sont toutes identiques (cas
syme´trique). Quant aux grosses entreprises, lorsque leur proportion dans l’indus-
trie de´passe un certain seuil, le stock-seuil auquel elles commencent l’exploitation
est plus e´leve´ dans le cas syme´trique que dans le cas asyme´trique. En-dec¸a` de ce
seuil, ces grosses entreprises commencent leur exploitation a` un stock-seuil plus bas
que dans le cas syme´trique. Le stock-seuil auquel elles adoptent leur comportement
a` la Cournot statique est, quant a` lui, toujours plus bas dans le cas asyme´trique
que dans le cas syme´trique ou` elles sont toutes de grosses entreprises. Nous trou-
vons aussi que ce mode`le admet un ou trois e´tats stationnaires selon la valeur du
diffe´rentiel de couˆt marginal ou la re´partition des entreprises. De plus, chacun de ces
e´tats stationnaires peut eˆtre obtenu en faisant varier les deux types d’asyme´tries.
Mots cle´s : ressource naturelle commune, oligopole, jeu diffe´rentiel,
strate´gie markovienne, e´quilibre en boucle ferme´e, agents he´te´roge`nes,
asyme´trie.
SUMMARY
This dissertation is composed of three essays dealing with heterogeneous agents
exploiting a natural resource owned in common. Problems of common pool resource
harvesting are often modelled as differential games, which take into account the
strategic interactions between the agents involved and the dynamics of the resource.
Our present work brings two main contributions to this literature. Firstly, we
introduce asymmetry among the agents and derive explicit closed-loop equilibrium
strategies for the asymmetric model obtained. Secondly, we examine the impact of
these asymmetries on the outcomes of the game, that is, on the individual strategies
of the agents, on the aggregate extraction rate and on the equilibrium steady states,
in the context of Markov perfect Nash equilibria. In the first chapter, we restrict
attention to linear Markov strategies (strategies expressed as a constant proportion
of the current resource stock) and derive necessary conditions for the use of such
strategies. In the second chapter, we assume a model that satisfies the conditions
derived in the first chapter verified and solve for explicit linear Markov strategies for
a “fish war” involving two groups of agents of different sizes with different discount
rates. In this fish war model, agents compete only on the input market. We then
examine the impact of the discount rate differential and the distribution of the
agents on the equilibrium outcomes of the game. In the third chapter, we present a
common pool resource game with two groups of agents (firms), competing this time
on both input and output markets. In this last chapter asymmetric firms differ by
their marginal costs. We examine the effects of the marginal cost differential and
the distribution of the two types of firms on the outcomes of the game. We find
that, in both models, both types of asymmetries affect the outcomes of the games
in important way.
To be more specific, in the first chapter, we derive necessary conditions for the
existence of Markov perfect Nash equilibria in linear strategies for common pool
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resource differential games. We show that for such strategies to be used, a precise
relationship must be satisfied between the primitives of the model, namely the
utility function of the agents and the growth function of the resource. Thus, for a
given utility function, only a specific family of growth functions is compatible with
the use of linear Markov strategies. Conversely, for a given growth function, only
a precise family of utility functions allows the use of such strategies.
In the second chapter, we present a “fish war” between agents exploiting a
common pool resource and divided into two groups of potentially different sizes.
Agents are identical within a group but differ between groups by their discount
rates. We examine the impact of discount rate and group size asymmetries on
the outcomes of the game. We show that, at the industry level, increases in the
discount rate differential and in the proportion of “big” agents (those with the
larger discount rate), both increase the aggregate extraction rate and decrease the
steady state stock level. However, at the individual level, the impacts depend on
whether the elasticity of marginal utility is greater or smaller than unity. For the
“size” asymmetry, when the elasticity of marginal utility is greater (smaller) than
unity, an increase in the proportion of big firms tends to decrease (increase) the
individual extraction rates of both types of agents. This means that, making the
industry “more homogeneous” in big agents will tend to attenuate (exacerbate) the
“fish war”, if the elasticity of marginal utility is greater (smaller) than one. As for
the discount rate asymmetry, an increase in the discount rate differential always
increases the individual extraction rates of the agents with the larger discount rate.
However, when the elasticity of marginal utility is greater (smaller) than unity, this
increase in the discount rate differential decreases (increases) the extraction rates
of the agents with the smaller discount rate.
In the last chapter, we consider two groups of firms harvesting a common pool
resource and selling their production on the same output market. They therefore
compete on both the input and the output markets. Representative firms of these
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two groups (of potentially different sizes) differ from one another by their marginal
costs. We then have a group of low marginal cost firms – referred to as “big” firms
– and a group high marginal cost firms – referred to as “small” firms. We derive
explicit Markov perfect equilibrium strategies and examine the effects of marginal
cost differential and group size asymmetries on the outcomes of the game. The
equilibrium strategies of the firms are characterized by three intervals of stocks over
which they adopt different exploitation behavior. When the resource stock is less
than a certain threshold, there is no exploitation at all. Above that threshold and
below a second threshold, the firms exploit the resource at rates that are linear and
increasing in the resource stock. From this second threshold on, the firms produce
at the constant harvest rates they would adopt under a static Cournot game. We
find that the presence of asymmetries induces discontinuities in the strategy of the
big firms and consequently in the aggregate harvest rate. We also find that the
small low cost firms begin exploiting the resource and revert to their static Cournot
production at threshold resource stocks that are higher when they are in presence
of big firms than when they are the only type in the industry. As for the big low
cost firms, they begin exploiting the resource at a higher resource stock in the
asymmetric case than in the symmetric case when their proportion in the industry
is above some threshold, and at a lower resource stock when their proportion is
below that threshold. They begin producing at their static Cournot harvest rate at
a lower resource stock in the asymmetric setting than in the symmetric setting. We
also find that the equilibrium outcomes admit one or three steady states depending
on the range of the asymmetries. Moreover any of these steady states can be reached
by varying the asymmetries.
Keywords: common pool resource, oligopoly, differential game, closed-
loop equilibrium, Markov strategies, heterogeneous agents, asymmetry.
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INTRODUCTION GE´NE´RALE
Les agents e´conomiques exploitant un stock commun de ressources naturelles
ne sont pas ne´cessairement identiques. A` titre d’exemple nous pouvons citer le cas
d’une industrie de peˆche dans laquelle interviennent de grosses multinationales au
meˆme titre que de petites entreprises locales ou tout simplement de petits peˆcheurs.
L’une des caracte´ristiques de ces multinationales est qu’elles disposent de plus de
moyens logistiques et technologiques leur permettant d’avoir un certain avantage
quant a` la quantite´ de poissons peˆche´s, sur les petites entreprises locales et les petits
peˆcheurs intervenant dans cette industrie. Comme second exemple, nous pouvons
aussi citer le cas de l’acce`s a` une nappe aquife`re par des intervenants he´te´roge`nes.
Parmi eux, l’on pourrait trouver de grandes multinationales d’embouteillage d’eau
mine´rale ainsi que de petites entreprises locales, dont l’activite´ est essentiellement
a` but lucratif.
Dans cette the`se, nous utilisons une approche permettant de prendre en compte
cette he´te´roge´ne´ite´. Nous se´parons les agents en deux groupes sur la base d’une ca-
racte´ristique intrinse`que permettant de les classer. Nous faisons ainsi l’hypothe`se
que les agents sont tous identiques au sein d’un meˆme groupe et que le nombre
d’agents peut eˆtre diffe´rent d’un groupe a` l’autre. Par cette me´thode, nous in-
troduisons dans nos mode`les deux types d’asyme´tries : (i) une asyme´trie dite «
intrinse`que » qui porte essentiellement sur la caracte´ristique qui fait la diffe´rence
entre des agents repre´sentatifs de chaque groupe et (ii) une asyme´trie de « taille
de groupe » qui concerne la re´partition des agents dans chaque groupe. Un des
objectifs de cette the`se est justement d’analyser l’impact de ces asyme´tries sur les
e´quilibres du jeu diffe´rentiel re´sultant de la mode´lisation de cette situation.
Les jeux diffe´rentiels sont des mode`les de jeux dynamiques servant a` e´tudier
des syste`mes e´voluant dans le temps, et dont la dynamique peut eˆtre de´crite par
des e´quations diffe´rentielles (Dockner et al. [11]). Ils sont ainsi devenus un outil
2privile´gie´ en e´conomie des ressources naturelles, lorsqu’il s’agit de de´crire des in-
teractions strate´giques entre plusieurs agents e´conomiques exploitant une ressource
naturelle commune dont l’e´volution du stock, qui constitue dans ce cas l’e´tat du
syste`me, est de´crite par une e´quation diffe´rentielle.
Dans la formalisation des jeux diffe´rentiels, deux concepts de solutions sont le
plus souvent utilise´s : les e´quilibres de Nash en boucle ouverte (« open-loop Nash
equilibria ») et les e´quilibres de Nash en boucle ferme´e (« closed-loop Nash equi-
libria ») pour lesquels l’attention n’est en ge´ne´ral accorde´e qu’aux e´quilibres de
Nash markoviens parfaits (« Markov perfect Nash equilibria »). Dans le concept
des e´quilibres de Nash en boucle ouverte, la strate´gie (dans notre cas, la quantite´
de ressource extraite par un agent a` chaque instant) ne de´pend que du temps et
de l’e´tat initial du syste`me (le stock initial de la ressource). De ce fait, il s’agit
d’un e´quilibre relativement plus facile a` de´terminer et servant souvent de re´fe´rence
(« benchmark ») pour des comparaisons a` d’autres types d’e´quilibres (Fudenberg
et Tirole [15]). Cependant, un e´quilibre avec des strate´gies en boucle ouverte, ne
sera en ge´ne´ral plus un e´quilibre si pour une quelconque raison, le stock de res-
source de´vie du sentier d’e´quilibre. Les e´quilibres de Nash markoviens parfaits sont
quant a` eux, de par leur construction, des e´quilibres parfaits en sous-jeux, dont les
strate´gies de´pendent de l’e´tat du syste`me a` chaque instant. Ainsi contrairement aux
e´quilibres de Nash en boucle ouverte, les e´quilibres de Nash markoviens parfaits
demeurent des e´quilibres de Nash meˆme pour des valeurs du stock qui s’e´cartent du
sentier d’e´quilibre. Cependant, les e´quilibres de Nash markoviens parfaits, restent
plus difficiles a` caracte´riser analytiquement que les e´quilibres en boucle ouverte.
Pour plus de de´tails sur les comparaisons entre ces deux types d’e´quilibres et leurs
implications, voir par exemple Reinganum [30], Dockner et al. [10], Clemhout et
Wan [7], Dockner et Sorger [12], et Long et al. [25].
Dans cette the`se, nous nous servons uniquement des e´quilibres de Nash marko-
viens parfaits pour caracte´riser nos e´quilibres. L’objectif dans ce cas est double :
3non seulement caracte´riser analytiquement ces e´quilibres lorsque les asyme´tries
pre´sente´es plus haut sont introduites, mais aussi et surtout de´terminer les impacts
que de telles asyme´tries pourraient avoir sur les e´quilibres des jeux diffe´rentiels
mode´lise´s.
Dans la litte´rature sur l’exploitation des ressources naturelles communes, dans
les jeux diffe´rentiels utilisant des e´quilibres markoviens parfaits, les agents e´conomiques
sont ge´ne´ralement conside´re´s comme identiques, souvent pour faciliter la caracte´risation
de la solution. Des exemples sont, entres autres, Dockner et al. [11] dans lequel les
agents se font la concurrence uniquement au cours de l’exploitation de la ressource
(l’intrant), et Karp [20] et Mason, Polasky [26] et Benchekroun [1], ou` les agents
se font la concurrence aussi bien pendant l’exploitation, mais aussi au cours de la
vente de leur production (l’extrant) sur le marche´. Il existe aussi certains mode`les
qui conside`rent des agents he´te´roge`nes pre´sentant un type d’asyme´trie, notamment
l’asyme´trie intrinse`que. En effet, dans leur ce´le`bre mode`le formule´ en temps discret
et connu sous le nom de « Fish War », Levhari et Mirman [21] conside`rent deux
agents dont la diffe´rence se situe au niveau de leur taux d’actualisation. Plourde et
Yeung [29] proposent une version en temps continue du « Fish War » de Levhari
et Mirman, avec plusieurs agents, toujours diffe´rant par leurs taux d’actualisation.
Ces deux mode`les caracte´risent leurs e´quilibres a` l’aide de strate´gies markoviennes
line´aires. Dockner et Sorger [12] conside`rent deux agents he´te´roge`nes diffe´rant par
leur fonction d’utilite´ et carate´risent leurs e´quilibres a` partir de strate´gies marko-
viennes plus complexes. Toutefois, dans aucun de ces mode`les a` agents he´te´roge`nes,
l’effet de la diffe´rence entre les agents n’est examine´.
Au mieux de nos connaissances, la prise en compte de l’he´te´roge´ne´ite´ entre
agents introduisant aussi bien une diffe´rence entre les agents (asyme´trie intrinse`que),
qu’une diffe´rence de nombre d’agents dans chaque groupe (asyme´trie de taille de
groupe) n’a jamais e´te´ aborde´e dans la litte´rature sur l’exploitation d’une ressource
naturelle commune. Ces asyme´tries pourraient avoir des impacts sur les e´quilibres
4re´sultant des jeux diffe´rentiels conside´re´s. Cette the`se se veut donc une contribution
a` la litte´rature a` ces deux niveaux. En effet, nous y proposons deux mode`les d’agents
he´te´roge`nes a` asyme´trie double, pour lesquels nous caracte´risons des e´quilibres
markoviens parfaits et nous analysons l’impact des deux types d’asyme´tries sur ces
e´quilibres. Dans le premier chapitre, nous de´terminons les conditions ne´cessaires
d’utilisation d’une classe particulie`re de strate´gies markoviennes : les strate´gies
markoviennes line´aires. Dans le second chapitre nous pre´sentons un mode`le de «
Fish War » avec les deux types d’asyme´tries et dont l’asyme´trie intrinse`que est ca-
racte´rise´e par la diffe´rence entre les taux d’actualisation des agents. Dans ce second
chapitre, les agents se font la concurrence uniquement sur le marche´ de l’intrant.
Ce mode`le est amene´ a` ve´rifier les conditions ne´cessaires de´termine´es au premier
chapitre pour permettre l’utilisation de strate´gies line´aires dans la caracte´risation
des e´quilibres. Dans le troisie`me chapitre nous pre´sentons un mode`le dans lequel
les agents se font la concurrence aussi bien sur le marche´ de l’intrant que sur le
marche´ de l’extrant, et qui introduit aussi les deux types d’asyme´tries. Cette fois,
l’asyme´trie intrinse`que est saisie a` travers la diffe´rence entre les couˆts marginaux
des agents. De fac¸on ge´ne´rale, nous trouvons que les deux types d’asyme´tries ont
des impacts importants sur les strate´gies individuelles, sur le taux d’exploitation
agre´ge´ et sur les e´tats stationnaires qui de´coulent des mode`les pre´sente´s.
De fac¸on plus spe´cifique, dans le premier chapitre, nous caracte´risons les condi-
tions ne´cessaires permettant l’utilisation de strate´gies markoviennes line´aires dans
les jeux diffe´rentiels de´crivant l’exploitation d’une ressource naturelle commune. De
telles strate´gies sont par exemple utilise´es par Levhari et Mirman [21], Clemhout
et Wan [6], Plourde et Yeung [29], Fischer and Mirman [13, 14], Long et Shimo-
mura [24], et Dockner et al. [11]. Nous montrons que l’existence de tels e´quilibres
est assujettie a` l’existence d’une relation pre´cise entre les e´le´ments essentiels du
mode`le, notamment la fonction d’utilite´ des agents et la fonction de ”dynamique
naturelle” ou de reproduction de la ressource exploite´e. Ainsi, pour une fonction
5d’utilite´ donne´e, seule une famille spe´cifique de fonctions de reproduction est com-
patible avec l’utilisation de strate´gies markoviennes line´aires. De meˆme, lorsque
la fonction de reproduction est connue, seule une famille particulie`re de fonctions
d’utilite´ permet l’utilisation de strate´gies line´aires.
Dans le second chapitre, nous e´tudions un « Fish War » dans lequel les agents
implique´s se font concurrence uniquement sur le marche´ de l’intrant, c’est-a`-dire
uniquement au cours de l’exploitation de la ressource, comme c’est le cas notam-
ment dans Levhari et Mirman [21] et Plourde et Yeung [29]. Ces agents sont repartis
en deux groupes de tailles potentiellement diffe´rentes. Nous examinons l’impact du
diffe´rentiel de taux d’actualisation (l’asyme´trie intrinse`que dans ce cas) et de la
re´partition des agents (l’asyme´trie de taille de groupe) sur l’e´quilibre de ce jeu.
Nous montrons alors qu’au niveau global, des augmentations dans le diffe´rentiel
de taux d’actualisation et dans la proportion d’agents avec le taux d’actualisation
le plus e´leve´ (les « gros »), augmentent l’extraction totale et diminuent le stock
de ressource a` l’e´tat stationnaire. Cependant, au niveau individuel, l’impact de ces
deux types d’asyme´trie de´pend de la comparaison de l’e´lasticite´ de l’utilite´ mar-
ginale a` l’unite´. Pour ce qui est de l’asyme´trie de « taille de groupe », lorsque
l’e´lasticite´ de l’utilite´ marginale est supe´rieure (infe´rieure) a` un, une augmentation
de la proportion de « gros » agents dans l’industrie, tend a` re´duire (augmenter)
le taux d’extraction des deux types d’agents. Ainsi, chercher a` rendre l’industrie
plus « homoge`ne » en « gros » agents aura tendance a` atte´nuer (exacerber) la «
guerre » engendre´e par la concurrence, lorsque l’e´lasticite´ de l’utilite´ marginale est
supe´rieure (infe´rieure) a` un. Concernant l’asyme´trie de taux d’actualisation, une
augmentation du diffe´rentiel augmente toujours le taux d’extraction des « gros »
agents. Par contre, pour les « petits » agents, cette augmentation du diffe´rentiel
de taux d’actualisation tend a` re´duire (augmenter) leur taux d’extraction lorsque
l’e´lasticite´ de l’utilite´ marginale est supe´rieure (infe´rieure) a` l’unite´.
Dans le dernier chapitre, nous conside´rons deux groupes d’entreprises qui ex-
6ploitent une ressource naturelle commune et en vendent la production sur le meˆme
marche´. Dans ce cas et contrairement au second chapitre, ces entreprises se font
concurrence aussi bien sur le marche´ de l’intrant que sur le marche´ de l’extrant,
comme cela est le cas dans Benchekroun [1]. Deux entreprises repre´sentant chaque
groupe diffe`rent l’une de l’autre de par leurs couˆts marginaux. Nous avons ainsi
un groupe d’entreprises a` bas couˆt marginal auxquelles nous feront re´fe´rence en
tant que « grosses » entreprises, et un groupe a` haut couˆt marginal que nous
pre´senterons comme e´tant les « petites » entreprises. Nous caracte´risons explici-
tement les strate´gies markoviennes de ce jeu dont le cas syme´trique se re´duit au
mode`le de Benchekroun [1], ainsi que les effets des deux types d’asyme´tries sur les
e´quilibres obtenus. A` l’instar de Benchekroun [1], les strate´gies d’e´quilibre que nous
trouvons sont caracte´rise´es par trois intervalles de stocks de ressource sur lesquels
les entreprises adoptent des comportements diffe´rents. En-dec¸a` d’un certain stock-
seuil, aucune entreprise ne produit. Entre ce stock-seuil et un second stock-seuil, les
entreprises exploitent la ressource a` des taux line´aires et croissants avec le stock de
ressource. Au-dela` de ce second stock-seuil, les entreprises exploitent la ressource a`
des taux constants et qui correspondent aux taux d’exploitation qu’elles auraient
adopte´s si elles se faisaient une concurrence statique a` la Cournot. Toutefois, la
pre´sence d’asyme´tries induit des discontinuite´s dans la strate´gie des grosses entre-
prises, et par conse´quent dans le taux d’exploitation agre´ge´. Nous montrons aussi
que le stock-seuil a` partir duquel les petites entreprises commencent leur exploita-
tion et le stock-seuil a` partir duquel elles adoptent leur exploitation a` la Cournot
statique, sont tous les deux plus e´leve´s lorsque ces entreprises sont en pre´sence de
grosses entreprises (cas asyme´trique) que lorsqu’elles sont toutes identiques (cas
syme´trique). Quant aux grosses entreprises, lorsque leur proportion dans l’indus-
trie de´passe un certain seuil, le stock-seuil auquel elles commencent l’exploitation
est plus e´leve´ dans le cas syme´trique que dans le cas asyme´trique. En-dec¸a` de ce
seuil, ces grosses entreprises commencent leur exploitation a` un stock-seuil plus bas
7que dans le cas syme´trique. Le stock-seuil auquel elles adoptent leur comportement
a` la Cournot statique est, quant a` lui, toujours plus bas dans le cas asyme´trique
que dans le cas syme´trique ou` elles sont toutes de grosses entreprises. Nous trou-
vons aussi que ce mode`le admet un ou trois e´tats stationnaires selon la valeur du
diffe´rentiel de couˆt marginal (l’asyme´trie intrinse`que dans ce cas) ou la re´partition
des entreprises (l’asyme´trie de taille de groupe). Par ailleurs, chacun de ces e´tats
stationnaires peut eˆtre obtenu en faisant varier les deux types d’asyme´tries.
CHAPITRE 1
ON LIMITS TO THE USE OF LINEAR MARKOV STRATEGIES IN
COMMON PROPERTY NATURAL RESOURCE GAMES
by Ge´rard Gaudet and Herve´ Lohoues
Abstract
We derive conditions that must be satisfied by the primitives of the problem in order for an
equilibrium in linear Markov strategies to exist in common property natural resource differential
games. These conditions impose restrictions on the admissible form of the natural growth function,
given a benefit function, or on the admissible form of the benefit function, given a natural growth
function.
91.1 Introduction
For some differential games, it can be shown that there exist equilibrium decision
rules that are linear in the current value of the state variables. These types of
strategies, called linear Markov strategies, are attractive because of their simplicity
and ease of interpretation. They also greatly facilitate the computation of the
equilibrium and of its properties. For these reasons, the analysis is often restricted
to this class of equilibria, when they exist. Notable examples in common property
resource games are Clemhout and Wan [6], Lehvari and Mirman [21], Plourde and
Yeung [29], Fischer and Mirman [13, 14], Long and Shimomura [24] and Dockner
et al. [11].
The use of linear Markov strategies is however limited by the restrictions that
must be imposed on the primitives of the model in order for such an equilibrium
to exist. In this paper, we derive necessary conditions to the use of linear Markov
strategies in natural resource differential games.
The model is presented in section 1.2. In section 1.3, we derive restrictions that
must be imposed on the natural growth function, given the frequently assumed
constant elasticity utility function. In section 1.4, we derive restrictions that must
be imposed on the utility function, given a specific natural growth function. In
section 1.5, we briefly discuss an extension to the case where benefit is derived
from the remaining resource stock as well as the flow of consumption. We end with
some concluding remarks in section 1.6.
1.2 The model
Consider a natural resource that is commonly owned and exploited by n eco-
nomic agents. Denote by x(t) the stock of the resource at time t and by ci(t) the
rate of harvest of agent i, i = 1, . . . , n. If g(x(t)) is the natural growth function of
the resource stock, then the state variable x(t) evolves according to the differential
10
equation
x˙(t) = g(x(t))−
n∑
i=1
ci(t). (1.1)
It is assumed that agent i derives an instantaneous net benefit u(ci(t)) from his
harvest, with u′(ci(t)) > 0 and u′′(ci(t)) < 0.
By assumption, we restrict attention to equilibria in stationary linear Markov
strategies. Stationary Markov strategies in this context are decision rules that spe-
cify an agent’s harvest rate as a function of the current resource stock : ci(t) =
φi(x(t)). A linear strategy for agent i is a strategy of the form φi(x(t)) = δix(t),
with δi > 0 a constant.
An equilibrium in linear Markov strategies, if it exists, will necessarily have
the property that a best response of agent i to linear strategies being played by
each of his n − 1 rivals is also a linear strategy. The question then is : What are
the minimal restrictions that need to be put on the primitives of the problem (the
natural growth function g(x(t)) and the utility function u(ci)) in order for this
property to be satisfied ?
At equilibrium it will be the case that, taking as given the vector of decision
rules φj(x) = δjx, j 6= i of his (n− 1) rivals, agent i’s own decision rule, ci = φi(x),
maximizes∫ ∞
0
e−ritu(ci)dt (1.2)
subject to
x˙ = g(x)− ci − x
∑
j 6=i
δj (1.3)
x(0) = x0 given (1.4)
ci ≥ 0, lim
t→∞
x(t) ≥ 0, (1.5)
11
where ri is agent i’s discount rate.
The current value Hamiltonian associated to this problem is
H(x, ci, λi) = u(ci) + λi[g(x)− ci − x
∑
j 6=i
δj], (1.6)
where λi is the shadow value of the resource stock for agent i.
An equilibrium must satisfy, for i = 1 . . . , n, the following set of necessary
conditions, in addition to (1.3) and (1.4) :
[u′(ci)− λi]ci = 0, u′(ci)− λi ≤ 0, ci ≥ 0 (1.7)
λ˙i
λi
= ri − g′(x) +
∑
j 6=i
δj (1.8)
lim
t→∞
e−ritλix = 0, lim
t→∞
e−ritλi ≥ 0 lim
t→∞
x(t) ≥ 0. (1.9)
Assume φi(x) = δix to be a solution, with δi > 0. Then, for any x > 0, it will
be the case that c˙i = δix˙ and hence
c˙i
ci
=
x˙
x
. (1.10)
It also follows that (1.3) can be rewritten as
x˙
x
=
g(x)
x
−
∑
j 6=i
δj − δi. (1.11)
Furthermore, from (1.7) and (1.8), along an interior solution,
c˙i
ci
=
1
η(ci)
[
g′(x)−
∑
j 6=i
δj − ri
]
, (1.12)
where η(ci) is the elasticity of marginal utility
1, given by
η(ci) =
[
−ciu
′′
(ci)
u′(ci)
]
. (1.13)
1The reciprocal, 1/η(ci), can be interpreted as the instantaneous elasticity of intertemporal
substitution.
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Therefore, substituting from (1.11) and (1.12) into (1.10), we find that the
following condition must be satisfied in order for ci = δix to be a best response :
1
η(δix)
[
g′(x)−
∑
j 6=i
δj − ri
]
−
[
g(x)
x
−
∑
j 6=i
δj − δi
]
= 0, (1.14)
where δi and the δj’s are constants that remain to be determined.
It follows that, for any given utility function u(ci), the growth function g(x)
must satisfy the following first-order linear differential equation in x :
xg′(x)− η(δix)g(x) =
[∑
j 6=i
δj + ri
]
x−
[∑
j 6=i
δj + δi
]
η(δix)x. (1.15)
Alternatively, given a growth function g(x), the marginal utility function u′(ci)
must satisfy the following first-order linear differential equation in ci :[
g(ci/δi)
(ci/δi)
−
∑
j 6=i
δj − δi
]
ciu
′′(ci) +
[
g′(ci/δi)−
∑
j 6=i
δj − ri
]
u′(ci) = 0. (1.16)
1.3 Admissible growth functions, given a utility function
Typically, in this type of problem, attention is restricted to the class of utility
functions that exhibit a constant elasticity of marginal utility. Denoting by θ > 0
this elasticity, the utility function may then take the form :
u(ci) =
c1−θi
1− θ (1.17)
or
u(ci) = ln ci, (1.18)
which is the limiting case of (1.17) for θ = 1.2
2A more general representation of this utility function is u(ci) = a(c1−θi )/(1−θ)+ b or u(ci) =
a ln ci + b for θ = 1. In the present context, there is no loss of generality in setting a = 1 and
b = 0.
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In that case, η(ci) = θ, a constant, and (1.15) has as a unique general solution :
g(x) =

[
ri − θδi + (1− θ)
∑
j 6=i
δj
]
x
1− θ + kx
θ if θ 6= 1
(ri − δi)x ln x+ kx if θ = 1 ,
(1.19)
where k is the constant of integration.
Therefore, given a utility function of the form (1.17) or (1.18), a decision rule
of the form φi(x) = δix will be a best response to decision rules of the form
φj(x) = δjx, j 6= i, on the part of i’s n− 1 rivals, only if the growth function is of
the form :
g(x) =

αx+ βxθ if θ 6= 1
αx+ βx ln x if θ = 1 .
(1.20)
Substituting from (1.20) and (1.17) or (1.18) into (1.15), we get the following
system of n equations :
θδi + (θ − 1)
∑
j 6=i δj − ri − (θ − 1)α = 0 if θ 6= 1
δi = ri − β if θ = 1
(1.21)
which determines the constant equilibrium values of δi, i = 1, . . . , n. In particular,
with identical agents (i.e., ri = r, i = 1, . . . , n), the symmetric equilibrium is given
by
δ =

r + α(θ − 1)
nθ − (n− 1) if θ 6= 1
r − β if θ = 1 .
(1.22)
The class of functions in (1.20) exhibits desirable properties for a natural growth
function when the parameter values are restricted to α ≥ 0, β < 0 and θ ≥ 1 (or
α < 0, β > 0 and 0 < θ < 1). It is then strictly concave, with g(0) = 0 and
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g(x¯) = 0, where x¯ = (−α/β) 1θ−1 in the case of θ > 1 (or 0 < θ < 1) and x¯ = e−α/β
in the case of θ = 1.3 The stock level x¯ constitutes a stable steady-state in the
absence of harvesting of the resource and captures the idea of the natural carrying
capacity of the environment.
A major drawback however is that unless we restrict the growth function to
β = 0, it must depend explicitly on a parameter of the utility function, namely
θ, if the decision rule φi(x) = δix is to be a best response to φj(x) = δjx, j 6= i.
This also means that unless β = 0 is imposed, heterogeneity over the θ’s is not
admissible, since the growth function g(x) must be common to all agents, by the
very nature of the problem.
1.4 Admissible utility functions, given a growth function
Conversely, consider the case where the growth function is known to be of one
of the forms in (1.20), with α, β and θ being known exogenous parameters. Then,
from (1.16), we have that the elasticity of marginal utility must be given by :
η(ci) =
−ciu′′(ci)
u′(ci)
=

α + θβ
(
ci
δi
)θ−1
−∑j 6=i δj − ri
α + β
(
ci
δi
)θ−1
−∑j 6=i δj − δi if g(x) = αx+ βx
θ
α + β + β ln
(
ci
δi
)
−∑j 6=i δj − ri
α+ β ln
(
ci
δi
)
−∑j 6=i δj − δi if g(x) = αx+ βx lnx .
(1.23)
It follows that a decision rule of the form φi(x) = δix can be a best response to
decision rules of the form φj(x) = δjx, j 6= i, on the part of i’s n− 1 rivals only if
3Imposing α ≥ 0, β ≤ 0 and θ ≥ 1 (or α < 0, β > 0 and 0 < θ < 1) in fact guarantees the
sufficiency of conditions (1.7), (1.8) and (1.9). Note that when α = β = 0, we have the case of a
non renewable resource.
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η(ci) is of the following form :
η(ci) =

A+ θBcθ−1i
C +Bcθ−1i
if g(x) = αx+ βxθ
D + E ln ci
F + E ln ci
if g(x) = αx+ βx ln x.
(1.24)
Hence the utility function will be of the form :
u(ci) = a
∫ ci
e−
R z η(s)
s
dsdz + b (1.25)
and the marginal utility function of the form :
u′(ci) = ae−
R ci η(s)
s
ds, (1.26)
where a > 0 and η(ci) must be given by (1.24). Strict concavity is assured by
imposing η(ci) > 0 in (1.24).
This class of utility functions of course includes as a special case that specified
in (1.17) whenever A = θC (with b = 0 and a = 1/(1 − θ)), or that specified in
(1.18) whenever D = F (with b = 0 and a = 1).
Substituting from (1.24) into (1.23), we find that the constant equilibrium so-
lution for δi, i = 1, . . . , n, must satisfy, if g(x) = αx+ βx
θ :
A
B
(
1− θC
A
)
βδ1−θi −
(
θδi + (θ − 1)
∑
j 6=i δj − ri − (θ − 1))α
)
= 0
C
A
− α−
∑
j 6=i δj − δi
α−∑j 6=i δj − ri = 0
(1.27)
and, if g(x) = αx+ βx lnx :
δi = ri − β + (D − F ). (1.28)
In particular, with identical agents, the symmetric equilibrium value of δ will be
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given, if g(x) = αx+ βxθ, by :
A
B
(
1− θC
A
)
βδ1−θ − [nθ − (n− 1)]δ − r − (θ − 1))α = 0
C
A
− α− nδ
α− (n− 1)δ − r = 0
(1.29)
and, if g(x) = αx+ βx lnx, by :
δ = r − β + (D − F ). (1.30)
Notice that if A = θC and D = F , in which case, as noted above, the utility
function is of the constant elasticity form (1.17) and (1.18) respectively, then (1.27)
and (1.28) reduce to (1.21) and (1.29) and (1.30) reduce to (1.22). But the admis-
sible class of utility functions is wider than the constant elasticity class. Again,
however, an important drawback is that the parameters of the utility function de-
pend explicitly on the exogenous parameters of the growth function, namely α, β
and θ.
1.5 An extension
It is sometimes appropriate to have utility depend not only on the flow of
consumption of the resource, but also directly on the stock, because of the flow
of amenities it may provide.4 To capture this, assume that agent i derives an
instantaneous benefit u(ci(t), x(t)) from those two sources, with uc(ci(t), x(t)) > 0,
ux(ci(t), x(t)) > 0, ucc(ci(t), x(t)) < 0 and uxx(ci(t), x(t)) < 0. Then the equivalent
of (1.15) is :
xg′(x)− [η(δix, x)− ξ(δix, x)]g(x) =[∑
j 6=i
δj + ri
]
x−
[∑
j 6=i
δj + δi
]
[η(δix, x)− ξ(δix, x)]x− S(δix, x)x,(1.31)
4We thank Ngo Van Long for suggesting this extension.
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where
η(ci, x) = −ciucc(ci, x)
uc(ci, x)
and ξ(ci, x) =
xucx(ci, x)
uc(ci, x)
are respectively the elasticity of marginal utility of ci with respect to ci and x and
S(δix, x) =
ux(δix, x)
uc(δix, x)
is the marginal rate of substitution between ci and x. Given the function u(ci(t), x(t)),
the function g(x) must satisfy the first-order linear differential equation (1.31) if
ci = δix is to be a best response.
Consider, as an example, the following version of the constant elasticity utility
function, with σ > 0 and θ 6= 1 :
u(ci, x) = x
σ c
1−θ
i
1− θ (1.32)
Then η(δix, x) = θ, ξ(δix, x) = σ, S(δix, x) = σδi/(1 − θ) and (1.31) has as a
general solution :
g(x) =
[
ri − (θ − σ + σ
1− θ )δi + (1− θ + σ)
∑
j 6=i
δj
]
x
1− θ + σ + kx
θ−σ (1.33)
where k is the constant of integration. Hence the growth function has to be of the
form :
g(x) = αx+ βxθ−σ (1.34)
In particular, if σ = θ, then admissible functions must be of the form
g(x) = αx+ β.
In that case, the utility function is homogeneous of degree one and hence marginal
utility of consumption can be written uc(ci/x, 1), which becomes a constant when
we set ci = δix. Therefore, from the first-order condition for the maximization of
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the Hamiltonian, λ(t) must be a constant. It then follows directly from condition
(1.8) that g′(x) must be a constant as well. This will be true of any utility function
that is homogeneous of degree one in c and x.
The constant equilibrium values of δi, i = 1, . . . , n are obtained as the solution
to the following system of n equations :[
(θ − σ) + σ
1− θ
]
δi + (θ − σ − 1)
∑
j 6=i
δj − ri − (θ − σ − 1)α = 0. (1.35)
Setting ri = r, the symmetric equilibrium is given by :
δ =
r + (θ − σ − 1)α
n(θ − σ)− (n− 1) + σ/(1− θ) .
The limiting case of (1.32) for θ = 1, σ > 0, provides an example of the fact
that for g(x) to satisfy condition (1.31), though necessary, is not sufficient for the
best response to be linear. The utility function is then given by :
u(ci, x) = x
σ ln ci, (1.36)
and η(δix, x) = 1, ξ(δix, x) = σ and S(δix, x) = σδi[lnx + ln δi]. The solution to
the differential equation (1.31) is then :
g(x) =
[
ri
σ
+ (1− ln δi)δi +
∑
j 6=i
δj
]
x− δix lnx+ kx1−σ,
which means that admissible growth functions must be of the form :
g(x) = αx+ βx ln x+ γx1−σ.
Substituting for this form of growth function into the differential equation (1.31),
we find that it will be satisfied only if δi, i = 1, . . . , n, solves :
(1− σ + σ ln δi)δi − σ
∑
j 6=i
δj − ri + σα + β + σ(δi + β) ln x = 0, (1.37)
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which involves x. Clearly, for agent i’s best response to be linear in x further
requires that δi = −β > 0, with, in addition, α = [ri − nσ + σ ln(−β)]/σ. This in
turn requires ri = r for all i, since it is inherent to the problem that the growth
function is common to all agents.
1.6 Concluding remarks
The above results place in proper perspective models that rely on linear Markov
strategies to study the competition over a common property resource, by showing
that the parameters of the utility function and of the growth function cannot be
chosen independently of one another, but must satisfy a precise relationship. Assi-
gning specific numerical values to the parameters of functional forms that happen
to satisfy this relationship — for instance a unit elasticity of marginal utility or a
linear growth function — sometimes tends to obscure this fact.
The papers cited in the introduction all assume specific functional forms for
the utility function and the growth function that happen to jointly satisfy this
necessary relationship. Clemhout and Wan [6] and Plourde and Yeung [29] both
assume a logarithmic utility function as in (1.18) — hence an elasticity of marginal
utility equal to one — combined with a growth function as in (1.20) with θ =
1. Lehvari and Mirman [21] assume a discrete time version of the same growth
function, also combined with a logarithmic utility function. This also applies to
Fischer and Mirman [13,14], although in those cases the growth functions allow for
interaction between two types of resources. Long and Shimomura [24] assume the
utility function to be homogeneous of degree h > 0 (or the log of such a function).
Such a utility function exhibits a constant elasticity of 1− h (or of 1 in the case of
the logarithmic version). Their growth function is assumed homogeneous of degree
one, which in effect means a function such as that in (1.20) with β = 0. Dockner
et al. [11] (chapter 12) study an exemple with a constant elasticity function of the
form (1.17) and a growth function as in (1.20) with θ 6= 1.
CHAPITRE 2
GROUP AND SIZE ASYMMETRIES IN A FISH WAR
by Herve´ Lohoues
Abstract
We present a “fish war” between agents exploiting a common property resource and divided
into two groups of potentially different sizes. Agents are identical within a group but differ between
groups by their discount rates. We examine the impact of discount rate and group size asymmetries
on the outcomes of the game. We show that, at the industry level, increases in the discount rate
differential and in the proportion of “big” agents (those with the larger discount rate), both
increase the aggregate extraction rate and decrease the steady state stock level. However, at
the individual level, the impacts depend on whether the elasticity of marginal utility is greater
or less than unity. For the “size” asymmetry, when the elasticity of marginal utility is greater
(smaller) than unity, an increase in the proportion of big firms tends to decrease (increase) the
individual extraction rates of both types of agents. This means that, making the industry “more
homogeneous” in big agents will tend to attenuate the “fish war”, if the elasticity of marginal
utility is greater than one. On the contrary, when the elasticity of marginal utility is less than
unity, this will exacerbate the “fish war”. As for the discount rate asymmetry, an increase in the
discount rate differential always increases the individual extraction rates of the agents with the
larger discount rate. However, when the elasticity of marginal utility is greater (smaller) than
unity, this increase in the discount rate differential decreases (increases) the extraction rates of
the agents with the smaller discount rate.
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2.1 Introduction
Exploitation of a common property resource most often involves agents that
are not necessarily identical. They can often be divided into two (or more) groups
of different sizes, within which agents are identical. In that case, both intrinsic
differences between representative agents from each group and the size of the groups
matter. We will refer to the former as “intrinsic asymmetry” and to the latter as
“size asymmetry”.
In real life, examples of this kind of two-sided asymmetry abound. A first
example is the case of fisheries, where it is common to find one or a few “big”
multinational fishing firms competing with many “small” local firms, or simply
local fishermen exploiting the fishing grounds for subsistence. Another example is
the existence of a small number of big water bottling firms exploiting an aquifer
which is also used by many small firms or individuals.
The situations described above can be modelled as a “fish war”, first develo-
ped in the seminal paper by Levhari and Mirman [21] to describe the economic
implications inherent to fishing conflicts. In a larger sense, this analysis can be ex-
tended to any other duopolistic and oligopolistic situation in which many players
have access to the same replenishable (or exhaustible) natural resource stock ow-
ned in common. In the literature, this is referred to as a common property resource
exploitation game. As a differential game, this model has two basic features. The
first concerns the strategic aspect : each of the players will take into account the
actions of the other participants. The second concerns the dynamics of the resource
stock : the future size or rate of growth is affected by the actions undertaken by
the players.
We will assume the industry to be composed of two types of agents differing by
their discount rates. A first type exhibits a high discount rate and the other type,
a low discount rate. We will refer to these agents as the “big” agents and “small”
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agents respectively. To take the example of the fisheries, we can assume that the
big multinational firms have access to alternative investment opportunities that
have a higher rate of return. They use this rate of return to discount the yields
over time of their fishing activities. Conversely, the small local fishermen have a
low rate of return on alternative investments.
We will restrict attention to equilibria in stationary linear Markov strategies. A
Markov perfect Nash equilibrium (MPNE) is an equilibrium of a dynamic game in
which players adopt decision rules that are contingent upon the current state of the
game. MPNEs can be tedious to derive explicitly and are therefore often restricted
to those in which decision rules are linear in the current value of the state variable,
if such equilibria exist. Linear strategies greatly facilitate the computation of the
equilibrium and of its properties and have been used by a number of authors to
deal with common property resource games.1
Our model is closely related to those of Levhari and Mirman [21] and Plourde
and Yeung [29]. Levhari and Mirman assume there are two players and use a re-
cursive dynamic Cournot-Nash approach to solve their duopolistic discrete time
dynamic game. Plourde and Yeung present a continuous time version of the Lev-
hari and Mirman’s model with n players. In both models, the agents differ from
one another by their discount rates. This means that these models examine only
a one-sided asymmetry, corresponding to what we call here the “intrinsic” asym-
metry. Our model also includes this “intrinsic” asymmetry between the two types
of agents, who differ in their discount rates. In addition, we introduce a poten-
tial “size” asymmetry by assuming that the number of each of the two types of
agents may differ. Our aim is to examine how these two types of asymmetries affect
the outcomes of the game. More precisely, we address the impact of the discount
1See for instance, Clemhout and Wan [6], Lehvari and Mirman [21], Plourde and Yeung [29],
Fischer and Mirman [13, 14], Long and Shimomura [24] and Dockner et al. [11]. Gaudet and
Lohoues [16] establish necessary conditions for the use of such strategies.
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rate differential and the impact of an increase in the proportion of big agents on
the individual and aggregate equilibrium extraction rates and on the steady state
resource stock level, when it exists.
We show that both the size and intrinsic asymmetries do affect the equilibrium
individual and aggregate strategies. At the industry level, increases in the propor-
tion of big agents and in the discount rate differential, both increase the aggregate
extraction rate and decrease the steady state stock. However, at the individual
level, the impact depends on the asymmetry examined and on whether the elasti-
city of marginal utility is greater or less than unity. It will be shown that, for the
size asymmetry, when the elasticity of marginal utility is greater (smaller) than
unity, an increase in the proportion of big firms tends to decrease (increase) the
individual extraction rates of both types of players. This means that, making the
industry “more homogeneous” in big agents will tend to attenuate the “fish war”
when the elasticity of marginal utility is greater than one. On the contrary, when
the elasticity or marginal utility is less than unity, this will exacerbate the “fish
war”. As for the intrinsic asymmetry, an increase in the discount rate differential
always increases the individual extraction rates of the big agents. However, when
the elasticity of marginal utility is greater (smaller) than unity, an increase in the
discount rate differential tends to decrease (increase) the extraction rates of the
small agents.
The remainder of the paper is organized as follows. The model is presented
and solved in section 2.2. In section 2.3, we analyze how both types of asymmetries
affect the equilibrium outcomes of the game. We conclude by summing up our main
findings in section 2.4.
2.2 The model
Consider a natural resource that is commonly owned and exploited by n econo-
mic agents divided into two groups : a group of nb “big” agents and a group of ns
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“small” agents. They are identical within a group but asymmetric between groups.
A representative member from a given group k, k = s, b has a discount rate rk.
We assume that rb ≥ rs, that is the big agents have larger discount rate than the
small agents. The agents compete by choosing the extraction rates that maximize
the present value of their flows of discounted benefits.
Denote by x(t) the stock of the resource at time t and by ci(t) the rate of harvest
of a given agent i, i = 1, . . . , n. We assume that agent i derives an instantaneous
net benefit u(ci(t)) from his harvest, with u(ci) being of the form
u(ci) = a
c1−θi
1− θ + b, (2.1)
where θ is a strictly positive constant such that θ 6= 1, a 6= 0, and b a positive
constant. The limiting case of θ = 1 is u(ci) = a ln ci + b.
2 The specification in
(2.1) gives an isoelastic utility function, very often used in economics, for which
the elasticity of marginal utility is given by η(ci) = −ciu′′(ci)/u′(ci) = θ.3 We have
that u′(ci) > 0 and u′′(ci) < 0, that is u(.) is an increasing and strictly concave
function of the extraction rate. We will hereafter, without loss of generality, assume
a = 1.
The natural growth function of the resource is taken to be of the following form :
g(x) = αx− βxσ, (2.2)
where assumptions on parameters σ, α and β will be made such that g(x) is
concave.4
2This is the utility function used by Plourde and Yeung [29] and Levhari and Mirman [21]
with b = 0.
3The reciprocal, 1/η(ci) = 1/θ, can be interpreted as the instantaneous elasticity of intertem-
poral substitution.
4The function g(x) is concave either with σ ≥ 1 and α ≥ β ≥ 0 or with σ ≤ 1 and α ≤ β ≤ 0.
It is important however that α and β not differ in sign, in order for the maximum sustainable
yield, given by g′ (xMSY ) = 0, and the carrying capacity, given by g (K) = 0, K 6= 0, both exist
and be positive.
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By assumption, we restrict attention to equilibria in stationary linear Markov
strategies. Stationary Markov strategies in this context are decision rules that spe-
cify an agent’s harvest rate as a function of the current resource stock : ci(t) =
φi(x(t)). A linear strategy for agent i is a strategy of the form φi(x(t)) = δix(t),
where δi > 0 is a constant that represents the harvesting effort of agent i. In that
case, taking as given the vector of decision rules φj(x) = δjx, j 6= i of his (n − 1)
rivals, agent i’s own decision rule, ci = φi(x), maximizes∫ ∞
0
e−ritu(ci)dt (2.3)
subject to
x˙ = g(x)− ci − x
∑
j 6=i
δj (2.4)
x(0) = x0 given (2.5)
ci ≥ 0, lim
t→∞
x(t) ≥ 0. (2.6)
The current value Hamiltonian associated to this problem is
Hi(x, ci, λi) = u(ci) + λi[g(x)− ci − x
∑
j 6=i
δj] , (2.7)
where λi is the shadow value of the resource stock for agent i.
An equilibrium must satisfy, for i = 1 . . . , n, the following set of necessary
conditions, in addition to (2.4) and (2.5) :
[u′(ci)− λi]ci = 0, u′(ci)− λi ≤ 0 , ci ≥ 0 (2.8)
λ˙i
λi
= ri − g′(x) +
∑
j 6=i
δj (2.9)
lim
t→∞
e−ritλix = 0, lim
t→∞
e−ritλi ≥ 0, lim
t→∞
x(t) ≥ 0. (2.10)
Since u(ci) and g (x) are concave, Hi(x, ci, λi) is also concave in ci and x. This
26
guarantees that the necessary conditions are also sufficient.
Assume φi(x) = δix to be a solution. Then, for any x > 0, it will be the case
that c˙i = δix˙ and hence
c˙i
ci
=
x˙
x
. (2.11)
It also follows that (2.4) can be rewritten as
x˙
x
=
g(x)
x
−
∑
j 6=i
δj − δi. (2.12)
Furthermore, from (2.8) and (2.9), along an interior solution,
c˙i
ci
=
1
η(ci)
[
g′(x)−
∑
j 6=i
δj − ri
]
. (2.13)
Therefore, substituting from (2.12) and (2.13) into (2.11), we find that the
following condition must be satisfied in order for ci = δix to be a best response :[
g′(x)−
∑
j 6=i
δj − ri
]
− η(δix)
[
g(x)
x
−
∑
j 6=i
δj − δi
]
= 0, (2.14)
where δi and the δj’s are constants that remain to be determined.
With the specifications in (2.1) and (2.2), this last condition simplifies to :
θδi − (1− θ)
∑
j 6=i
δj − ri + (1− θ)α− β (σ − θ)xσ−1 = 0. (2.15)
In order for the best response of agent i to be linear, and hence the δi’s to be
constant, we must therefore impose at least one of the following three restrictions :
σ = θ or β = 0 or σ = 1. (2.16)
Under one or the other of those assumptions, condition (2.15) becomes
θδi − (1− θ)
∑
j 6=i
δj = ri − (1− θ) γ (2.17)
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where
γ =
 α if either σ = θ or β = 0α− β if σ = 1 . (2.18)
Now let us be more specific about the conditions in (2.16) which deal with
conditions for the use of linear strategies in our model. If σ = θ (and then γ = α),
there exists a specific relationship between the utility function of the agents and
the growth function of the resource. In such a case, when θ > 1, the condition
for concavity of g(x) (see footnote 4) implies that α ≥ β ≥ 0. When θ < 1, we
must have α ≤ β ≤ 0. In addition, in the case where strict concavity of the growth
function is required, e.g. for the existence of a steady state, we must have β 6= 0.
If σ 6= θ (and then γ = α − β), it is necessary that either β = 0 or σ = 1
in order to ensure the existence of an equilibrium with linear strategies. In other
words, if σ 6= θ, the growth function must necessarily be linear in order for the δi’s
to be constant. When the growth function is linear, there exists no steady state.
The constants δi’s are determined by solving the system of equations in (2.17)
which, when taking into account the fact that there are two types of agents, can
be rewritten in the following matrix form : 1− (1− θ)ns − (1− θ)nb
− (1− θ)ns 1− (1− θ)nb
 δs
δb
 =
 rs − (1− θ) γ
rb − (1− θ) γ
 , (2.19)
the solutions to which are :
δs =
rs − (1− θ) [γ − (rb − rs)nb]
1− (1− θ) (ns + nb) (2.20)
and
δb =
rb − (1− θ) [γ + (rb − rs)ns]
1− (1− θ) (ns + nb) . (2.21)
Finally, the expression of the equilibrium individual extraction rate for a represen-
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tative agent of a given group k = s, b, k 6= l, l = s, b is
c∗k = φk(x) =
[
rk − (1− θ) [γ + (rk − rl)nl]
1− (1− θ) (ns + nb)
]
x. (2.22)
At the industry level, the equilibrium aggregate extraction rate is given by
Q∗ = nsφs(x) + nbφb(x) = ∆x,
where ∆ is the aggregate harvesting effort :
∆ =
[rs − (1− θ) γ] (ns + nb) + (rb − rs)nb
1− (1− θ) (ns + nb) . (2.23)
We will assume that, the parameters of the problem and the numbers of agents
are such that the extraction efforts are strictly positive.
These strategies can be used to derive the dynamic behavior of the resource
stock. In particular, the steady state stock level, when it exists,5 is given by :
x¯ =
[
α− (ns + nb) rs − (rb − rs)nb
β [1− (1− θ) (ns + nb)]
] 1
θ−1
. (2.24)
For identical agents, that is, when rb = rs, the individual harvesting efforts are
identical and equal to
δ =
r − (1− θ) γ
1− (1− θ)n (2.25)
and the industry harvesting effort is
∆id =
[r − (1− θ) γ]n
1− (1− θ)n . (2.26)
5A finite steady state exists only in the case where σ = θ and g(x) is strictly concave, that is, in
addition to the conditions in footnote 4, we must also have β 6= 0, σ 6= 0 and σ 6= 1. Moreover, for
θ < 1, it must be verified that α >
∑n
i=1 ri. These assumptions ensure that the non-cooperative
solution implies convergence of the resource stock to a strictly positive steady state level x¯.
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The symmetric case steady state stock level, when it exists, is :
x¯id =
[
α− nr
β [1− (1− θ)n]
] 1
θ−1
(2.27)
2.3 Effects of the asymmetries
Notice from (2.20) and (2.21) that the difference in the individual harvesting
efforts is exactly equal to the differential in the discount rates, no matter the value
of θ and no matter the number of agents. In particular :
δb − δs = rb − rs ≥ 0. (2.28)
That is, the more important the discount rate asymmetry, the larger the effort
differential. This also means that agents with higher discount rates will harvest at
higher rates.
We now turn to the analysis of equations (2.20), (2.21), (2.23) and (2.24) to
examine how both discount rate and size asymmetries affect the players’ strategies
and the resource dynamics at equilibrium. To do this, let ε = rb− rs and ρ = nb/n
be respectively the discount rate differential and the proportion of big agents in
the industry. For the sake of the discussion, normalize the total number of firms to
one (n = 1). Then, (2.20), (2.21), (2.23) and (2.24) become respectively :
δs =
rs − (1− θ) [γ − ρε]
θ
, (2.29)
δb =
rb − (1− θ) [γ + (1− ρ)ε]
θ
, (2.30)
∆ =
rs − (1− θ) γ + ρε
θ
, (2.31)
and
x¯ =
[
α− rs − ρε
βθ
] 1
θ−1
. (2.32)
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2.3.1 Impacts of “size” asymmetry
Consider first the impacts of the “size” asymmetry. Differentiating (2.29) to
(2.32) with respect to ρ, we get :
∂δs
∂ρ
=
∂δb
∂ρ
=
(1− θ)
θ
ε, (2.33)
∂∆
∂ρ
=
1
θ
ε ≥ 0, (2.34)
and
∂x¯
∂ρ
=
ε
(1− θ) θβ
[
α− rs − ρε
βθ
] 1
θ−1−1
≤ 0. (2.35)
The sign of the derivatives in (2.33) only depend on whether θ is greater or
smaller than one. However the sign of the derivative in (2.34) is always positive
and does not depend on that comparison. Also, when the steady state exists (see
footnote 5 and comments on conditions (2.16)), (1− θ) and β are always of opposite
signs. Therefore, the sign of the derivative in (2.35) is always negative. Notice that
the signs of parameters α and β do not matter in the determination of the signs of
these derivatives, only the sign of (1− θ) leads the results.
At the industry level, equations (2.34) and (2.35) suggest that an increase in
the relative number of big agents increases the total amount of resource extracted
and decreases the steady state resource stock, no matter the value of θ. This means
that making the industry more homogeneous in big agents is “resource consuming”,
whereas making it more homogeneous in small agents (decreasing ρ) conserves the
resource.
At the individual level, equation (2.33) shows that the impact of the size asym-
metry is the same for all the agents no matter their type and depends on whether θ
is greater or less than one. When the elasticity of marginal utility exceeds unity, an
increase in the relative size of the group of big firms tends to reduce the individual
extraction rates of both types of players, resulting in a attenuation of the “fish
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war”. When the elasticity of marginal utility is less than one, we have the opposite
effect : this increase tends to raise both individual extraction rates, resulting in
an exacerbation of the “fish war”. To see the intuition behind this, recall that the
elasticity of marginal utility is also the inverse of the intertemporal elasticity of
substitution. Then, for instance, when the elasticity of marginal utility is close to
zero (an extreme case of when θ < 1), the utility function is nearly linear and the
elasticity of intertemporal substitution is very large. In such conditions, increasing
the number of players who are more “impatient” tends to induce the individuals
to extract more resource today than tomorrow. In other terms, an exacerbation
of the “fish war” will occur. For θ > 1, an extreme case is when the elasticity of
marginal utility approaches infinity, then the elasticity of substitution is near zero.
This means that the players will decrease their extraction rate today to have more
resource left for extraction tomorrow. Also, the impact is the same for the small
agents since they are being squeezed out by the big players.
2.3.2 Impacts of “intrinsic” asymmetry
Now, consider the impacts of the “intrinsic” or discount rate asymmetry by
differentiating (2.29) to (2.32) with respect to ε, keeping rs constant :
6
∂δs
∂ε
=
(
1− θ
θ
)
ρ, (2.36)
∂δb
∂ε
= 1 +
(
1− θ
θ
)
ρ ≥ 0, (2.37)
∂∆
∂ε
=
1
θ
ρ ≥ 0, (2.38)
and
∂x¯
∂ε
=
ρ
(1− θ) θβ
[
α− rs − ρε
βθ
] 1
θ−1−1
≤ 0. (2.39)
6We will assume here that the change in ε is due to a change in rb, keeping rs constant. An
equivalent analysis can be carried out, mutatis mutandis, keeping rb constant rather than rs.
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The sign of the derivative in (2.36) depends on whether θ is greater or less than
one. However, the signs of the derivatives in (2.37) and (2.38) are always positive
and that of (2.39) is always negative, no matter the sign of (1− θ).
At the industry level, equations (2.38) and (2.39) imply that an increase in
the discount rate differential always increases the aggregate extraction effort and
decreases the steady state stock, no matter the value of θ. This means that the
larger the discount rate differential, the more the resource is currently extracted
by the industry and the less the steady state stock. Then, like the size asymmetry,
an increase in the intrinsic asymmetry is “resource consuming”.
At the individual level, an increase in the discount rate differential always in-
creases the individual extraction effort of the big agents, no matter whether θ
is greater or smaller than one. When θ > 1, then 0 ≤ ∂δb/∂ε ≤ 1 : the effect
of a change in the discount rate differential is less than one. When θ < 1, then
∂δb/∂ε ≥ 1 : the effect is greater than one. As for the small agents, an increase
in the discount rate differential decreases their individual extraction effort when
θ > 1 and increases it when θ < 1.
To explain these results, assume the increase in the discount rate differential
to be due to an increase in the big agents’ discount rate, the discount rate of the
small agents remaining constant. This tends to raise the extraction effort of the big
agents, no matter what is the value of θ : since their discount rate is higher, they
put a greater weight on current versus future extraction. As for the small agents,
since ∂δs/∂ε = ∂δb/∂ε− 1 by the definition of ε, they will decrease (increase) their
equilibrium effort whenever ∂δb/∂ε ≤ 1 (∂δb/∂ε ≥ 1), which, as just seen, occurs
whenever θ > 1 (θ < 1). The explanation is similar if the change in ε is due to a
change in rs keeping rb constant.
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2.4 Concluding summary
We have presented a model of extraction of a common property resource or
“fish war” where we have two types of players, with potentially different numbers
of each type. We have shown that both the “intrinsic” and “size” asymmetries do
affect the outcomes of the game in important ways. Whereas the impacts on the
individual behavior of the players depend on whether the elasticity of marginal is
greater of less than unity, the global impacts (on the aggregate extraction effort
and on the steady state stock level) do not depend on this distinction.
At the industry level, the impact on the aggregate extraction effort, of increasing
either the discount rate differential or the proportion of the agents with the larger
discount rate, is always positive. This means that the larger the discount rate
differential or the more important the proportion of big agents, the greater the
total rate of extraction and the lower the steady state resource stock.
However, the impacts of both types of asymmetries on the players’ extraction
rates, taken individually, depend on whether the elasticity of marginal utility is
greater or smaller than unity. For the size asymmetry, the impact is the same for
all the agents no matter their types. When the elasticity of marginal utility is
greater (smaller) than unity, an increase in the relative size of the group of big
firms tends to decrease (increase) the individual extraction rates of both types of
players, resulting in an attenuation (exacerbation) of the “fish war”.
For the intrinsic asymmetry, the impacts on the individual extraction efforts
depend on the agents’ type. For the players with the larger discount, an increase
in the discount rate differential always increases their extraction effort. As for the
small agents, when the elasticity of marginal utility is greater (smaller) than unity,
an increase in the discount rate differential, decreases (increases) their individual
rate of extraction.
This analysis has assumed that the agents differ by their discount rate. It has
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also assumed that the number of each type of agents is exogenously given. This
leaves room for further research involving both other forms of asymmetry and
endogenously determined numbers of agents.
CHAPITRE 3
ASYMMETRIES IN A COMMON POOL RESOURCE OLIGOPOLY
by Herve´ Lohoues
Abstract
We consider two groups of firms harvesting a common pool resource and selling their pro-
duction on the same output market. They therefore compete on both the input and the output
markets. Representative firms of these two groups (of potentially different sizes) differ from one
another by their marginal costs. We then have a group of low marginal cost firms – referred to as
“big” firms – and a group high marginal cost firms – referred to as “small” firms. We derive expli-
cit Markov perfect equilibrium strategies and examine the effects of marginal cost differential and
group size asymmetries on the outcomes of the game. The equilibrium strategies of the firms are
characterized by three intervals of stocks over which they adopt different exploitation behavior.
When the resource stock is less than a certain threshold, there is no exploitation at all. Above that
threshold and below a second threshold, the firms exploit the resource at rates that are linear
and increasing in the resource stock. From this second threshold on, the firms produce at the
constant harvest rates they would adopt under a static Cournot game. We find that the presence
of asymmetries induces discontinuities in the strategy of the big firms and consequently in the
aggregate harvest rate. We also find that the small low cost firms begin exploiting the resource
and revert to their static Cournot production at threshold resource stocks that are higher when
they are in presence of big firms than when they are the only type in the industry. As for the big
low cost firms, they begin exploiting the resource at a higher resource stock in the asymmetric
case than in the symmetric case when their proportion in the industry is above some threshold,
and at a lower resource stock when their share is below that threshold. They begin producing at
their static Cournot harvest rate at a lower resource stock in the asymmetric setting than in the
symmetric setting. We also find that the equilibrium outcomes admit one or three steady states
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depending on the range of the asymmetries. Moreover any of these steady states can be reached
by varying the asymmetries.
3.1 Introduction
Studies of the economic dynamics of common pool resource exploitation typi-
cally assume that the economic agents exploiting the resource are all identical. Yet,
in many situations, the heterogeneity of the agents is an inescapable characteristic
of the problem. Think for example of the case of fisheries, where it is common to
find a number of big multinational fishing firms competing with many small local
fishermen for the exploitation of a common fishing ground. These big firms have
access to large scale technologies and consequently face considerably lower marginal
costs than the small local fishermen. Similarly, aquifers are often shared by a few
large capacity users — for instance big bottling firms — and many small capacity
users. In such cases, it seems important to take into account the heterogeneity of
the agents in order to properly characterize the equilibrium. It is the purpose of
this paper to introduce some form of heterogeneity into a common pool resource
model and to analyze the impact of this heterogeneity on the equilibrium outcome
of the dynamic game being played by the agents.
More precisely, we consider the exploitation of a renewable resource stock by
a finite number of two types of agents : a low marginal cost type, which we will
call the “big firms” for short, and a high marginal cost type, which we will call
the “small firms”. The total number of firms, which we will assume fixed, will thus
be divided into two groups of firms, identical within groups but different across
groups. The distribution of the fixed number of firms between the two groups will
be allowed to vary. Thus both the cost differential between the representative agents
from each group and the relative size of the groups will be important parameters.
We will occasionally refer to the former as the“cost asymmetry” and to the latter
as the “size asymmetry”.
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The situations described above will be modelled as an oligopolistic differential
game in which two groups of firms, identical within groups, have access to the
same renewable natural resource pool, which they exploit in common. They then
sell their harvest on the same output market. We restrict attention to non coope-
rative equilibria in stationary Markov strategies. A stationary Markov strategy is
a decision rule that is contingent only upon the current state of the game. In our
context, it specifies the firm’s extraction rate as a function of the current stock of
the resource.
A number of authors have analyzed the problem of the exploitation of a common
pool resource in a differential game framework. Amongst them, Dockner et al. [11],
Dockner and Sorger [12], Fischer and Mirman [13, 14], Gaudet and Lohoues [16],
Levhari and Mirman [21], Plourde and Yeung [29], consider cases where the agents
involved compete only for the exploitation of the resource, but do not compete
on the output market. In those papers, the benefit functions of the agents depend
on their own production only and not on that of their rivals. In this paper, the
agents compete in the output market as well as in the exploitation of the resource,
as in Benchekroun [1], Karp [20] and Mason and Polasky [26]. Those authors also
assume benefit functions that depend not only on the agents’ own production, but
also, through the market demand, on the production of their rivals. However, they
assume identical agents when comes the time to derive equilibrium strategies. We
will allow for heterogeneous agents.
Indeed, exploitation of a common pool natural resource may involve hetero-
geneous agents that incur different operating costs, depending on their intrinsic
exploitation capability. In real life, examples of this kind of heterogeneity among
agents abound. An example is the case of fisheries, where it is common to find
one or a few “big” multinational fishing firms competing with many “small” lo-
cal firms, or simply local fishermen exploiting the fishing grounds for subsistence.
These multinationals which generally use bigger boats or more efficient techniques
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consequently incur lower marginal costs than the small firms or the fishermen.
Another example is the existence of a small number of big water bottling firms
exploiting an aquifer which is also used by many small firms or individuals.
Our model is more closely related to that of Benchekroun [1], in that, as in
Benchekroun, we consider a renewable natural resource characterized by a concave
growth function which is approximated by two linear segments. As in Benchekroun
also, we consider that all the firms sell the product of their harvest on the same out-
put market, characterized by a downward sloping demand function. Benchekroun
assumes two identical players exploiting the resource at zero marginal cost, and
focuses on the effects on the equilibrium resource stock of a unilateral restriction of
the exploitation of one firm and the corresponding adjustment in the rival’s exploi-
tation. We assume a finite number of firms split into two groups and differentiated
by their marginal costs. We focus on the effects of the cost asymmetry and the
group size asymmetry on the individual strategies and the aggregate harvest rate,
as well as on the dynamics of the resource stock and its steady states.
To do this, we derive a Markov perfect Nash equilibrium of our asymmetric
model, compare the corresponding equilibrium strategies to those that arise in the
symmetric model, and examine how the two types of asymmetries affect the steady
states of the game. More precisely, we compare the situation where both types of
firms coexist to the situations where either the small firms or the big firms are
the only actors exploiting the resource. We also fully characterize, in terms of the
parameters representing the cost asymmetry and the group size asymmetry, the
types and the number of steady states obtained.
We find that, as in Benchekroun [1], the equilibrium strategies of the firms
are characterized by three intervals of stocks over which they adopt different ex-
ploitation behavior. When the resource stock is less than a certain well identified
threshold, there is no exploitation at all. Above that threshold and below a second
threshold, the firms exploit the resource at rates that are linear and increasing
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in the resource stock. From this second threshold on, the firms produce at the
constant harvest rates they would adopt under a static Cournot game. However,
the presence of asymmetries induces discontinuities in the strategy of the big firms
and consequently in the aggregate harvest rate. We also find that the small low cost
firms begin exploiting the resource and revert to their static Cournot production
at threshold resource stocks that are higher when they are in presence of big firms
than when they are the only type in the industry. As for the big low cost firms,
they begin exploiting the resource at a higher resource stock in the asymmetric case
than in the symmetric case when their proportion in the industry is above some
threshold, and at a lower resource stock when their share is below that threshold.
They begin producing at their static Cournot harvest rate at a lower resource stock
in the asymmetric setting than in the symmetric one. We also find that the equi-
librium outcomes admit one or three steady states depending on the range of the
asymmetries. Moreover any of these steady states can be reached by varying the
asymmetries.
The remainder of the paper is organized as follows. The model is presented
and solved in Sections 3.2 and 3.3, respectively. In Section 3.4, we compare the
outcomes of the asymmetric model to those obtained with the symmetric models
when the firms are all identical, either big or small. In Section 3.5, we analyze the
type and the number of steady states obtained given the range of values of the
asymmetries. We conclude in Section 3.6.
3.2 The model
Consider a natural resource that is commonly owned and exploited by n firms
divided into two groups : a group of nb “big” firms and a group of ns “small” firms,
with ns + nb = n. They are identical within a group but differ between groups by
their (constant) marginal costs. The representative member from a given group i,
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i = s, b, has a marginal cost wi. We will assume that ws ≥ wb. Hence, the big firms
have a marginal cost advantage over the small firms.
Let x(t) denote the stock of the resource at time t and qk(t) the rate of harvest
of a given firm k, k = 1, . . . , n. The inverse demand function for the output is
P (Q) = a− bQ, (3.1)
where a and b are two positive constants. We assume that a− wi > 0, i = s, b.
As in Benchekroun [1], we assume that the natural growth function of the
resource takes the form :
g(x) =
 δx for x ≤ xmax/2δ (xmax − x) for x > xmax/2 , (3.2)
where δ and xmax are positive parameters reflecting the characteristics of the eco-
system. δ represents the intrinsic growth rate of the resource and xmax, the carrying
capacity of the ecosystem. We assume that the intrinsic growth rate of the resource
satisfies :
δ >
(n2 + 1) r
2
, (3.3)
where r is the discount rate, assumed the same for all the firms. This condition is
needed to guarantee convergence of the resource stock to strictly positive steady
state levels, as will become clear in due course.
We restrict attention to equilibria in stationary Markov strategies. Stationary
Markov strategies in this context are decision rules that specify a firm’s harvest
rate as a function of the current resource stock : qk(t) = φk(x(t)). Firm k takes the
strategies of its (n− 1) rivals as given in choosing its own decision rule, qk = φk(x)
in order to maximize the present value of its instantaneous profits :
Jk =
∫ ∞
0
e−rt
{[
P
(
qk +
∑
l 6=k
φl(x)
)
− wk
]
qk
}
dt (3.4)
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subject to
x˙ = g(x)− qk −
∑
l 6=k
φl(x) , (3.5)
qk ≥ 0, x(t) ≥ 0. (3.6)
An n-tuple of strategies (φ1 (x) , ..., qk, ...φn (x)) constitutes a Markov Perfect
Nash Equilibrium if, for every possible initial condition x(0) = x0, it simultaneously
solves the above problem for k = 1, 2, ..., n. Since the firms are identical within each
group, it suffices to find a pair of Markov strategies (φs (x) , φb (x)) which gives an n-
tuple composed of ns decision rules φs (x) and nb decision rules φb (x) that satisfies
this property.
3.3 Characterization of an equilibrium
In this section, we characterize a Markov perfect Nash equilibrium for this non-
cooperative differential game. The following proposition provides such an equili-
brium when not all the firms are of the same type.
Proposition 3.1. Assume 0 < ni < n and let φi (x), i = s, b, denote the following
harvesting strategy :
φi(x) =

0 for x ∈ [0, x1s)
fi(x) ≡ α (x− x1i) for x ∈ [x1s, x2s)
qci for x ∈ [x2s, xmax]
(3.7)
where, for i, j = s, b, i 6= j,
α =
n+ 1
n2
(
δ − r
2
)
, (3.8)
qci =
1
(n+ 1) b
[a− wi − nj (wi − wj)] , (3.9)
x1i =
[
δ − (n2 + 1) r
2
]
(n+ 1)2 bδ
(
δ − r
2
) [a− wi + nj (wi − wj) [(2 + n) δ − r]
n (δ − r)
]
, (3.10)
x2i =
(n2 + 1)
(n+ 1)2 bδ
[
a− wi + nj (wi − wj) [2δ − (n
2 + 1) r]
n (n2 + 1) (δ − r)
]
. (3.11)
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The n-tuple (φs, ..., φs, φb..., φb) composed of ns decision rules φs (x) and nb decision
rules φb (x) constitutes a Markov Perfect Nash Equilibrium.
Proof. See Appendix A.
Note that these strategies are such that there is no interval of resource stock
over which only one type of firm produces. The level of stock above which both
types of firms begin harvesting the resource is x1s. It is given by (3.10), with i = s.
When the resource stock is smaller than x1s, neither type produces.
Note also that, as in Benchekroun [1], qci is the static Cournot equilibrium quan-
tity of a firm of type i. Hence, when the resource stock is sufficiently large (above a
certain threshold), the Markov Perfect Nash Equilibrium consists in both types of
firms simultaneously producing their static Cournot quantity. This threshold level
of stock is the same for each type of firm and is given by x2s, obtained from (3.11)
by setting i = s.
In order to guarantee that x1b > 0, x2b ≤ xmax2 and x1s < x2s, we will assume :
ξ <
ns
n
(ws − wb) < δ − r
[(2 + n) δ − r] (a− wb) . (3.12)
where
ξ = max

(n2+1)(δ−r)
2
»
δ− (n2+1)
2
– [(a− wb)− (n+1)2b(n2+1) δxmax2 ] ,
(n+1)[δ− (n+1)2 ](ws−wb)−n(δ−r)(a−wb)»
δ− (n2+1)
2
–
 . (3.13)
As shown in Appendix B, we will then have :
0 < x1b ≤ x1s < x2s ≤ x2b < xmax
2
. (3.14)
The resulting equilibrium strategies are illustrated in Figure 3.1, along with a
possible corresponding aggregate production, Φ(x) = nsφs(x) + nbφb(x).
A number of additional implications about the individual strategies can be
drawn from Proposition 3.1. Firstly, both the strategies φs(x) and φb(x) are non
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decreasing functions of the resource stock, with the same non-negative slopes on
each of the three distinct intervals over which they are defined. These slopes are
given, for i = s, b, by :
φ′i(x) =

0 for x ∈ [0, x1s)
α > 0 for x ∈ [x1s, x2s)
0 for x ∈ [x2s, xmax]
. (3.15)
They are independent of the marginal cost differential and of the distribution of
both types of firms.
Secondly, the strategy φs(x) is a continuous function of x over [0, xmax], whereas
φb(x) exhibits jumps at both x1s and x2s, unless all the firms in the industry are
identical (i.e., ws = wb). Indeed, at x1s we have :
1
φb(x
−
1s) = 0 and φb(x
+
1s) = α (x1s − x1b) ,
and hence
φb(x
+
1s)− φb(x−1s) = α (x1s − x1b) =
[
δ − (n2 + 1) r
2
]
n2b (δ − r) (ws − wb) . (3.16)
At x2s, we have
φb(x
−
2s) = α (x2s − x1b) and φb(x+1s) = qcb = φb(x2b) = α (x2b − x1b) ,
and hence
φb(x
+
2s)− φb(x−2s) = α (x2b − x2s) =
n− 1
n2b
(
δ − r
2
)
(δ − r) (ws − wb) . (3.17)
The jumps observed in φb (x) at x1s and x2s are proportional to the marginal cost
differential. In both cases, the larger the cost differential, the larger the jump.
Thirdly, the difference in the harvest rate of the two types of firms, φb(x)−φs(x),
1We adopt the following notations : φb(z−) = lim
x→z,x<zφb(x) and φb(z
+) = lim
x→z,x>zφb(x). The
function φb(x) is continuous at z if φb(z−) = φb(z+). Otherwise, φb(x) exhibits a jump at x = z.
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is proportional to the cost differential, ws − wb, and given by :
φb(x)− φs(x) =

0 for x ∈ [0, x1s)
[δ−(n2+1) r2 ]
n2b(δ−r) (ws − wb) for x ∈ [x1s, x2s)
1
b
(ws − wb) for x ∈ [x2s, xmax]
. (3.18)
The big firms have a higher harvest rate as a consequence of their cost advantage.
Finally and not surprisingly, when ws = wb the strategies described in Propo-
sition 3.1 reduce to those found in Benchekroun [1].
At the aggregate level, the overall harvest rate, Φ(x) = nsφs(x) + nbφb(x), is
given by :
Φ(x) =

0 for x ∈ [0, x1s)
F (x) ≡ nα (x− x¯1) for x ∈ [x1s, x2s)
Qc for x ∈ [x2s, xmax]
, (3.19)
where
x¯1 =
ns
n
x1s +
nb
n
x1b =
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (2δ − r)
[
a− ws + nb
n
(ws − wb)
]
, (3.20)
and
Qc =
n
(n+ 1) b
[
a− ws + nb
n
(ws − wb)
]
. (3.21)
Note that when (3.3) holds, we also have that δ > (n+ 1) r
2
and therefore,
nα− δ = 1
n
[
δ − (n+ 1) r
2
]
> 0, (3.22)
which means that the slope of Φ(x) is greater than that of g(x) over the entire
interval [x1s, x2s). Like for the individual strategies, the slopes of Φ(x) over any
of the three intervals over which it is defined are independent of the marginal
cost differential and of the distribution of the firms between the two types. These
slopes are 0, nα and 0 over [0, x1s), [x1s, x2s) and [x2s, xmax], respectively. A possible
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representation of Φ(x) is depicted in Figure 3.1.2
The equilibrium aggregate production exhibits jumps at x1s and x2s, due to the
jumps in the big firms’ equilibrium strategy at these two particular resource stock
levels. The size of those jumps is given by :
Φ(x+1s)− Φ(x−1s) = nbα (x1s − x1b) =
[
δ − (n2 + 1) r
2
]
n (δ − r) b
nb
n
(ws − wb) , (3.23)
and
Φ(x+2s)− Φ(x−2s) = nbα (x2b − x2s) =
n− 1
n
(
δ − r
2
)
(δ − r) b
nb
n
(ws − wb) . (3.24)
At both x1s and x2s, for any given 0 < nb < n, the size of the jump is proportional to
both the marginal cost differential, ws − wb and the proportion of big firms, nb/n.
Thus discontinuities in the aggregate production will always be observed unless
ws = wb, as is the case in Benchekroun [1] (see Figure 3.2). For any given cost
differential, the greater the number of big firms, the greater the jump in aggregate
production.
When ws = wb, there will always be either one or three steady states, as shown
in Benchekroun [1]. This is also the case when ws > wb. However, when ws > wb,
steady states may occur at the stock levels for which there is a jump in the aggregate
harvest. The resource growth function g(x) and the aggregate harvest function Φ(x)
then cross at a point of discontinuity in Φ(x). We will call these “irregular” steady
states, to distinguish them from the “regular” steady states, for which Φ(x) and
g(x) cross within a continuous segment of Φ(x).
Before analyzing in more detail the different steady-state configurations in Sec-
tion 3.5, we first consider in the next section the effects of the distribution of
firms between the two types on their individual equilibrium strategies and on the
aggregate outcome.
2We come back later to a discussion of all the possible representations of Φ(x) when we discuss
the possible steady states, in Section 3.5.
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3.4 Effects of the Distribution of Firms
In this section, we assume the marginal costs differential to be positive and
given. We focus on the effect of having the two types of firms coexisting, rather
than having all the firms of the same type. To do this, we compare the equilibrium
strategies derived in Proposition 3.1, where 0 < nb < n, to those that arise when
all firms are of the same type, with either nb = n or ns = n. We will use the
superscript “o” to denote situations where all the firms are of the same type.
From Proposition 3.1, and in accord with Benchekroun [1], the individual stra-
tegies when all the firms are of the same type (ws = wb), are, for i = s, b :
φoi (x) =

0 for x ∈ [0, xo1i)
f oi (x) ≡ α (x− xo1i) for x ∈ [xo1i, xo2i)
qcoi for x ∈ [xo2i, xmax]
, (3.25)
where,
α =
n+ 1
n2
(
δ − r
2
)
,
qcoi =
1
(n+ 1) b
[a− wi] , (3.26)
xo1i =
[
δ − (n2 + 1) r
2
]
(n+ 1)2 bδ
(
δ − r
2
) [a− wi] , (3.27)
xo2i =
(n2 + 1)
(n+ 1)2 bδ
[a− wi] . (3.28)
Setting, ws = wb = 0, n = 2, and xmax = 1, these strategies reduce exactly to
those derived by Benchekroun.
When ni = n, so that all the firms are identical, with marginal cost wi, x
o
1i is the
level of the resource stock beyond which the firms choose to harvest at a positive
rate and xo2i is that beyond which they choose their static-Cournot harvest rate.
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We further assume that xo2s ≥ xo1b, which requires :
ws − wb ≤ n
2
(n2 + 1)
δ(
δ − r
2
) (a− wb) . (3.29)
Hence the marginal cost differential is assumed bounded from above.
To better understand the implications of the asymmetry in the distribution of
firms between the two types of firms, we compare the equilibrium strategies in three
cases, all with ws > wb :
(i) Comparison of the equilibrium strategies when nb = n and when ns = n ;
(ii) Comparison of the equilibrium strategies of the small firms when ns < n
and when ns = n ;
(iii) Comparison of the equilibrium strategies of the big firms when nb < n and
when nb = n.
We present those comparisons in the next three subsections and then discuss
briefly the effect of the distribution of the types of firms on the aggregate harvest
rate.
The detailed calculations required to make each of those comparisons are pre-
sented in Appendix C.
3.4.1 Comparing nb = n and ns = n
Contrary to the case where 0 < ni < n, i = b, s, if either ns = n or nb =
n, the equilibrium strategies for both types of firms, and therefore the aggregate
harvesting rate, are everywhere continuous functions of the resource stock. Hence
the jumps in the harvesting rates are due strictly to the simultaneous presence of
both types of firms.
The equilibrium strategies and aggregate harvesting rates for ns = n and nb = n
are juxtaposed in Figure 3.2.3 Note that xo1s < x
o
1b. This means that if ns = n, so
that there are only small firms, the threshold level of stock at which the firms begin
3For the detailed calculations behind Figure 3.2, see Appendix C.
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exploiting the resource is lower than if nb = n, so that all the firms are big firms.
Put differently, with identical firms, the lower the marginal cost, the higher the
level of stock at which the firms begin exploiting the resource. In fact xo1b − xo1s is
proportional to ws − wb, as can be verified from equation (3.99) in Appendix C.
The decision not to harvest is a decision to invest in the resource by leaving it
in place in order to generate growth. The reason why identical low cost firms (the
big firms) tend to begin harvesting at a higher level of the stock than identical high
cost firms (the small firms) is that, because of their lower cost of exploitation, each
one of them values investing in the resource more than their high cost counterpart.
For the same reason, it is also the case that xo2s < x
o
2b (see equation (3.100) in
Appendix C). This means that identical low cost firms (nb = n) will revert to their
static Cournot strategy at a higher level of the stock than identical high cost firms
(ns = n). As a result, there exists a stock level, which we denote x
o
0 in Figure 3.2,
such that φob (x) < φ
o
s (x) for x
o
1s ≤ x < xo0 and φob (x) > φos (x) for x > xo0. This
is unlike the case with both types of firms coexisting (0 < ni < n). In that case,
as can be seen from equation (3.18) and is illustrated in Figure 3.1, the harvesting
rate of the big firms (φb (x)) is higher than the harvesting rate of the small firms
(φs (x)) for all stock levels for which production is positive. From (3.25), we see
that the stock level xo0 is given by x
o
0 = x
o
1b + q
co
s /α.
3.4.2 Comparing 0 < ns < n and ns = n
In Figure 3.3, we illustrate the harvest strategy of the small firms when some
of their rivals are big low cost firms (0 < ns < n) to their strategy when they are
the only firms operating in the industry (ns = n).
As derived in Appendix C, equation (3.104), and illustrated in Figure 3.3, we
will have x1s > x
o
1s. That is, if all n firms are small firms, each one of them begins
harvesting the resource at a lower stock level than if they are sharing the common
resource pool with n−ns big firms. Thus each high cost firm has a higher equilibrium
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valuation of investing in the common resource pool if some of its rivals are low cost
firms than if all its rivals are also high cost firms. This is because each of them
is aware that a positive harvest rate by the small firms immediately brings about
competition from the big low cost firms for their share of the common resource
pool.
Similarly, x2s > x
o
2s (Equation (3.105), Appendix C), which means that the
threshold level of stock at which a small firm reverts to its static Cournot output
is lower if all its rivals are also small firms than if some of them are big low cost
firms.
Furthermore, the static Cournot harvest rate of the high cost firm in the sym-
metric case (ns = n), given by equation (3.26) with i = s, will be higher than that
in the asymmetric case (0 < ns < n), given by equation (3.9) with i = s.
4 As a
result, for all x > 0, φs (x) ≤ φos (x), with φs (x) < φos (x) for all x > xo1s. Thus the
individual harvest rate of the small firm is lower in the presence of low cost firms
amongst its rivals than it is otherwise, as illustrated in Figure 3.3.
3.4.3 Comparing 0 < nb < n and nb = n
In Figure 3.4, we display the strategy of the big firm in the asymmetric case
(0 < nb < n), where some of its rivals are small high cost firms, and in the
symmetric case (nb = n,) where all its rivals are also big firms.
As already mentioned, in the asymmetric case, there is a jump in the harvest
rate of the individual low cost firm at both x1s and x2s. Such jumps do not occur
in the symmetric case. Also, such jumps in the harvest rate never occurred in the
case of the high cost firm.
4To see why this is the case, assume ns = n = 2. We have upward sloping reaction curves
because demand and cost are linear. The symmetric equilibrium rate of production will be qco1 =
qco2 = q
co. Now assume that firm 2 is replaced by a lower cost firm. The reaction curve of 1’s rival
then shifts up, resulting in an equilibrium rate of production for firm 1 of qc1 < q
co. Note that we
are dealing with strategic substitutes here, since both demand and costs are linear.
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Another important difference between the low and high cost firms is that, whe-
reas x1s > x
o
1s, so that the low cost firm begins exploiting the resource at a lower
stock level in the symmetric case than in the asymmetric case, it is not necessarily
the case that xo1b < x1s. Indeed, from Appendix C, Equation (3.110), we get that :
x1s − xo1b ≥ 0⇐⇒
nb
n
≥ 1
1 + (n+1)δ
δ−r
≡ ρo. (3.30)
This means that in the asymmetric case, if the proportion of big firms, nb/n, is
larger than a certain threshold, which we denote ρo, each big firm begins exploiting
the resource at a stock level that is higher than if there were only big firms.5
Moreover, because the big firms start exploiting the resource at the same stock
level as the small firms, and at a higher rate (because of their cost advantage),
there results a jump in their equilibrium strategy. When the proportion of big
firms is smaller than ρo, each begins exploiting the resource at a lower stock level
than if they found themselves in the symmetric case, with only big firms as rivals,
although they still begin exploiting at the same stock level as the small firms.
As for the threshold level of stock at which the big low cost firm reverts to
its static Cournot output, we always have x2s < x
o
2b (Equation (3.118), Appendix
C). That is, this threshold is always lower in the asymmetric case (0 < nb < n)
than in the symmetric case (nb = n), whatever the proportion of big firms in the
asymmetric case.
Moreover, the static Cournot harvest rate of the big low cost firm in the asym-
metric case, given by equation (3.9) with i = b, will be greater than that in the
symmetric case, given by equation (3.26) with i = b. As a result, for all x > x1s,
φb (x) > φ
o
b (x). Thus, as illustrated in Figure 3.4, the individual harvest rate of the
big firm is greater in the presence of small high cost firms amongst its rivals than it
is otherwise, for all stock levels for which the big firm produces in the asymmetric
5This is the case depicted in Figure 3.4.
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case.
3.4.4 The Aggregate Harvest Rates
From (3.21) and (3.26), and using the fact that a−wb = (a− ws) + (ws − wb),
it is easy to show, as seen in Figure 3.5, that :
nqcos ≤ Qc ≤ nqcob . (3.31)
The inequality in (3.31) implies that when the resource is relatively abundant
(x ≥ xo2b), that is, on the portion of resource stock where all the firms produce at
their static Cournot levels, the aggregate harvest rate is the largest when there are
only big low cost firms in the industry, and the smallest when there are only small
high cost firms. The aggregate harvest rate in the asymmetric case lies between the
two.
For stock levels between xo2s and x
o
2b the comparison is not monotonic.
When xo1s ≤ x ≤ xo2s, the direction of the inequalities in (3.31) is reversed and
we have
nφob (x) ≤ Φ (x) ≤ nφos (x) . (3.32)
That is, for stock levels between xo1b and x
o
2s, the aggregate harvest rate is the
largest with the identical small high cost firms, and the smallest with the identical
big low cost firms. In the asymmetric case the aggregate harvest rate again lies
between the two.
For stock levels too small (x ≤ xo1s), there is no harvest at all in any of the three
cases examined.
3.5 Steady States
We now turn to the analysis of how both cost and size asymmetries affect the
steady-state stocks. We focus only on the asymmetric model in which both types
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of firms coexist.6
In order to do this, it is convenient to introduce the idea of a mean preser-
ving marginal cost differential. Let ε denote this mean preserving marginal cost
differential. Then :
ε = ws − wb, ws = w¯ + ε
2
and wb = w¯ − ε
2
, (3.33)
where w¯ is the mean marginal cost (w¯ = (ws + wb) /2), assumed constant.
Also, let ρ = nb/n be the proportion of big firms in the industry.
Using these notations, individual (φs and φb) and aggregate (Φ) equilibrium
strategies can be rewritten as :
Intervals
Strategies [0, x1s) [x1s, x2s) [x2s, xmax]
φs(x) 0 fs(x) ≡ α (x− x1s) qcs
φb(x) 0 fb(x) ≡ α (x− x1b) qcb
Φ(x) 0 F (x) ≡ nα (x− x¯1) Qc
where
x1s =
[
δ − (n2 + 1) r
2
]
(n+ 1)2 bδ
(
δ − r
2
) {a− w¯ + [ [(2 + n) δ − r]
(δ − r) ρ−
1
2
]
ε
}
, (3.34)
x1b =
[
δ − (n2 + 1) r
2
]
(n+ 1)2 bδ
(
δ − r
2
) {a− w¯ + [1
2
− [(2 + n) δ − r]
(δ − r) (1− ρ)
]
ε
}
, (3.35)
x¯1 = (1− ρ)x1s + ρx1b =
[
δ − (n2 + 1) r
2
]
(n+ 1)2 bδ
(
δ − r
2
) [a− w¯ + (ρ− 1
2
)
ε
]
, (3.36)
qcs =
n
(n+ 1) b
[
a− w¯
n
−
(
1
2n
+ ρ
)
ε
]
, (3.37)
qcb =
n
(n+ 1) b
{
a− w¯
n
+
[
1
2n
+ (1− ρ)
]
ε
}
, (3.38)
6See Benchekroun [1] for the analysis of the existence and the number of steady states in the
symmetric case, given the value of the intrinsic growth rate.
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Qc =
n
(n+ 1) b
[
a− w¯ +
(
ρ− 1
2
)
ε
]
, (3.39)
x2s =
(n2 + 1)
(n+ 1)2 bδ
{
a− w¯ +
[
[2δ − (n2 + 1) r]
(n2 + 1) (δ − r) ρ−
1
2
]
ε
}
, (3.40)
and
x2b =
(n2 + 1)
(n+ 1)2 bδ
{
a− w¯ +
[
1
2
− [2δ − (n
2 + 1) r]
(n2 + 1) (δ − r) (1− ρ)
]
ε
}
. (3.41)
From equations (3.34) to (3.41), and as was illustrated in Section 3.4, we can
see both size and cost asymmetries have an impact not only on the individual and
aggregate amounts of resource extracted at equilibrium, but also on the level of
stock at which the firms begin harvesting the resource, and the stock level at which
they begin harvesting the resource at their respective Cournot quantities. Now, we
will examine the impact of these asymmetries on the steady states.
3.5.1 Type and Number of Steady States
We analyze the number and the type of steady states, given the range of
values of both asymmetries, focusing on the corresponding steady-state stocks. As
in Benchekroun [1], we find that there are either one or three steady-state stocks.7
More precisely, we always have one steady-state stock (we denote by x∗) over the
interval [x1s, x2s], and either two steady states (x
∗∗ and x∗∗∗) or no steady state
over the interval [x2s, xmax].
For ease of exposition, we will refer to steady states at which there is a jump in
the aggregate harvest rate as “irregular” steady states, and those at which there
is no jump as “regular” steady states. For irregular steady-state stocks, we do not
have Φ(x) − g(x) = 0 as this would be the case at a regular steady-state stock.
Over the interval [x1s, x2s] the steady-state stock can be either regular (when x
∗ ∈
(x1s, x2s)) or irregular (when x
∗ = x1s or x∗ = x2s). The steady states over the
7In some particular cases we will have two steady state stocks.
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interval [x2s, xmax], when they exist, are both regular. All these possibilities are
depicted in Figures 3.6 to 3.11.
In what follows, we define the conditions under which we have regular or irre-
gular steady states, and when we have one or three steady states.
Firstly, let us define the stock level x˜ which is such that F (x˜) = g(x˜). The
stock level x˜ corresponds to the intersection of the ascending part of g(x) with the
increasing segment of Φ(x) (Recall that Φ(x) coincides with the function F (x) over
the interval [x1s, x2s)). We have
x˜ =
nα
(nα− δ) x¯1. (3.42)
Secondly, let us denote by ∆1, ∆2 and ∆3, the following terms :
∆1 = x˜− x1s, ∆2 = x˜− x2s and ∆3 = g (xmax/2)−Qc. (3.43)
Over the interval [0, x1s), there is no possible steady state since there is no
production.
Over the interval [x1s, x2s], there is a unique steady-state stock x
∗ which is such
that :
– x∗ = x1s if ∆1 ≤ 0, that is, we have an irregular steady-state stock at x1s ;
– x∗ = x2s if ∆2 ≥ 0, meaning that we have an irregular steady-state stock at
x2s ;
– x∗ = x˜ ∈ (x1s, x2s), if ∆1 > 0 and ∆2 < 0, which means that we have a
regular steady-state stock at x˜.
Over the interval [x2s, xmax], we have either two regular steady states at x
∗∗ and
x∗∗∗ or no steady state at all.
– When ∆3 < 0, we have no steady state.
– When ∆3 ≥ 0, we have two regular steady states at x∗∗ and x∗∗∗ defined as
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solutions of the equation g (x)−Qc = 0.8 Then, we have
x∗∗ =
Qc
δ
, (3.44)
and
x∗∗∗ = xmax − Q
c
δ
. (3.45)
3.5.1.1 Regular or Irregular Steady State at x∗ ?
We have a regular steady-state stock at x∗ when x1s < x˜ < x2s (i.e. when
∆1 > 0 and ∆2 < 0) and an irregular steady-state stock otherwise. In particular,
we have an irregular steady-state stock at x1s (i.e. x
∗ = x1s) when
∆1 ≤ 0⇔ ε ≥ a− w¯1
2
+ τρ
≡ E (ρ) , (3.46)
and an irregular steady-state stock at x2s (i.e. x
∗ = x2s) when
∆2 ≥ 0⇔ ε ≥ a− w¯1
2
+ τρ
≡ E (ρ) , (3.47)
where
τ =
δ − (n2 + 1) r
2
n (δ − r) > 0. (3.48)
Note that both irregular steady state cases are delimited by the same locus
defined by equation ε = E (ρ) (see Figures 3.12 and 3.13). Above that curve, the
corresponding values of ρ and ε lead to one or the other of these two irregular
steady-state stocks. In other words, above (and all along) this curve we have an
irregular steady state (either x1s or x2s) and below, we have a regular steady state.
See Appendix D for the derivations leading to (3.46) and (3.47).
8When ∆3 = 0, we have a particular case in which Qc = δxmax/2, and then x∗∗ = x∗∗∗ =
xmax/2. In such a case, we have one steady state stock over the interval [x2s, xmax], and thus two
steady state stocks overall.
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3.5.1.2 One or Three Steady States ?
Since we always have one steady-state stock over the interval [x1s, x2s], to verify
whether we have one or three steady-state stocks is equivalent to verifying for what
range of values of ρ and ε we have either no steady state or two steady states, over
the interval [x2s, xmax]. This in turn is equivalent to verifying whether ∆3 < 0
or ∆3 ≥ 0. In particular, the case of ∆3 = 0 gives an equation ε = E3(ρ) which
delimits the (ρ, ε)-space for these two cases (see Figures 3.12 and 3.13 for the graphs
and Appendix D for the derivations ).
To be more specific, we have that
∆3 ≥ 0 ⇔ ε ≤ E3 (ρ) ≡ (n+ 1) b
n
[
g (xmax/2)−Qco1/2
] 1(
ρ− 1
2
) , (3.49)
where
Qco1/2 =
n (a− w¯)
(n+ 1) b
. (3.50)
Note that Qco1/2 is the static Cournot aggregate production when both types firms
are either in equal number (i.e. ρ = 1
2
) or when all firms are identical like in
Benchekroun [1], with a marginal cost equal to w¯ (i.e. ε = 0 and wi = w¯). Q
c is
greater than Qco1/2 when the big firms outnumber the small firms (i.e. ρ > 1/2).
Equation (3.49) implies that, in the (ρ, ε)-space, below the locus defined by
equation ε = E3 (ρ), our model admits three steady-state stocks and above it,
only one steady-state stock. However, the shape of the curve corresponding to
equation ε = E3 (ρ) depends on the sign of
[
g (xmax/2)−Qco1/2
]
. This sign in turn
depends on how the parameter δ is compared to a particular value δo that only
depends on parameters relating to the demand and growth functions but not on
the asymmetries present in the model. Indeed, we have that[
g
(xmax
2
)
−Qco1/2
]
≥ 0 ⇔ δ ≥ 2n
(n+ 1) b
(a− w¯)
xmax
≡ δo. (3.51)
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3.5.2 Asymmetries and Steady States
Using (3.51), we can distinguish two cases : the case where δ > δo and that
where δ < δo. When the intrinsic growth rate δ of the resource is larger than the
particular value δo defined in (3.51), we have
[
g (xmax/2)−Qco1/2
]
> 0 and the
corresponding graph is presented in Figure 3.12. The case δ < δo which implies
that
[
g
(
xmax
2
)−Qco1/2] < 0 is depicted in Figure 3.13.9
In the symmetric version of our model, (i.e. when all the firms are identical) the
case δ > δo would lead to three regular steady-state stocks, whereas when δ < δo
we would have only one regular steady state.
In our asymmetric model, however, in both cases, it will always be possible to
get to all the combinations of steady states depicted in Figures 3.6 to 3.11. This
is possible because of the presence of the asymmetries. Indeed, as can be seen in
Figures 3.12 and 3.12, in both cases, the curves derived in the preceding subsection
divide the (ρ, ε)-space in four quadrants :
– Quadrant I : This quadrant corresponds to the possibility presented in Fi-
gure 3.6. There are three regular steady-state stocks : x∗ = x˜, x∗∗ and x∗∗∗,
two of which are stable (x˜ and x∗∗∗). Which stable steady-state stock the
game will lead to depends on the initial resource stock x0. If x0 < x
∗∗, the
resource stock will converge to x˜, and when x0 > x
∗∗ the resource stock will
converge to x∗∗∗. In this last case, the strategies in which each type plays its
Cournot quantity is sustainable and can be played indefinitely (at x∗∗∗).
– Quadrant II : When (ρ, ε) falls in this quadrant, there is only one regular and
stable steady state (x∗ = x˜), as illustrated in Figure 3.7. In this case, the
equilibrium resource stock converges to x˜.
– Quadrant III : This corresponds to the cases where there is one irregular
9In fact, to be more rigourous, the two curves presented in Figures 3.12 and 3.13 must be
completed by two other curves that take into account the assumptions in (3.12) which impose
x1b > 0 and x2b < xmax/2. However, we willingly ignore these last two curves to focus on those
partitionning the (ρ, ε)-space from conditions relating to the type and the number of steady states.
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steady-state stocks as in Figures 3.9 and 3.11. In Figure 3.9, the steady-state
stock is x2s, which is stable but irregular, because of the jump that occurs
in the aggregate harvest rate at that steady-state stock. The equilibrium
resource stock will always converge to x2s, but the aggregate steady-state
harvest rate will depend on the level of the initial stock. If x0 > x2s, the
aggregate output will be the Cournot quantity, which the firms can extract
indefinitely in a sustainable manner by all playing their individual Cournot
quantities. However, if the x0 < x2s, the overall output is less than the ag-
gregate Cournot quantity. In Figure 3.11, the steady-state stock is x1s which
is a stable but irregular steady-state stock. In that figure, the equilibrium
resource stock always converges to x1s. However, for x0 < x1s, there will be
no harvest.
– In Quadrant IV, we have the cases where there are three steady states, but
with one irregular. These cases are those presented in Figures 3.8 and 3.10.
In Figure 3.8, the steady-state stocks are : x2s (irregular), x
∗∗ and x∗∗∗. The
steady-state stocks x2s and x
∗∗∗ are both stable and the steady state that will
be reached by the resource stock depends on the initial stock. If x0 > x
∗∗,
the resource stock will converge to x∗∗∗. However, if x0 < x∗∗, the equili-
brium resource stock will converge to the irregular steady-state stock x2s. In
Figure 3.10, the steady states stocks are : x1s (irregular), x
∗∗ and x∗∗∗ where
x1s and x
∗∗∗ are both stable. The steady state to which the resource stock
will converge depends on the level of the initial stock. If x0 > x
∗∗ the re-
source stock will converge to x∗∗∗. If x0 < x∗∗, it converges to the (irregular)
steady-state stock x1s.
In each of the two cases (when δ > δo or δ < δo), by varying either ρ or ε
keeping the other constant, it is possible to move from one quadrant to another.
For instance in Figure 3.12, for a given cost asymmetry (marginal cost differential),
59
it is possible to move from Quadrant I to IV or III, or from I to II etc. only by
modifying the size asymmetry (proportion of big firms). Similarly, controlling for
the size asymmetry, it is possible, for instance, to move from Quadrant I to II or
III, or from I to IV.
This last point can have policy implications. Since in our model, the differences
in cost and size are exogenously fixed, these asymmetries can be used as policy
instruments to reach a previously fixed goal in terms of the situations described in
our four quadrants. We have shown with our model that it is possible to reach any
of these quadrants by controlling for both types of asymmetries, in any of the two
cases δ > δo or δ < δo, even though these are out of the control of a policy maker.
3.6 Conclusion
We have presented a model of oligopolistic exploitation of a common pool re-
source where we have two types of firms differing in their marginal costs, with
potentially different numbers of firms in each group. We have shown that both
the marginal cost differential (cost asymmetry) and the distribution of firms (size
asymmetry) do affect the outcomes of the game in important ways. This is seen
by comparing the equilibrium outcomes obtained in the asymmetric case to those
in the symmetric case, where all the firms are all identical, either big or small. We
have also examined the implications for the steady states.
We have found that in our model, in addition to the “usual” strategic interac-
tions due to the presence of other players (either of the same type or of different
type), there are three other forces in action that lead to the behavior observed :
(i) the common property effect which makes the big firms begin exploiting the
resource at the same stock level as the small firms, which, in an identical-firm in-
dustry, would have started exploiting the resource at a lower stock level ; (ii) the
strategic effect that makes the small firm anticipate an earlier entry of the big firms,
that will harvest at a higher rate, given their cost advantage ; (iii) the demand ef-
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fect, as a result of which the small firms begin their exploitation at a higher stock
to avoid a decrease in the price of the output due to the higher harvest rate of the
big firms. Compared to the symmetric case, the combination of these asymmetry-
related forces finally results in : (a) discontinuities in the big firm harvest rate,
and consequently in the aggregate outcome ; (b) a forward shift in the beginning
of the exploitation by the small firms and in the beginning of their static Cournot
behavior as well. That is, in presence of big low cost firms, the small firms will be-
gin exploiting the resource or start playing their Cournot quantity at higher stock
level than if they were the only type of firms in the industry ; (c) a forward shift
(when they are relatively more) or a backward shift (when relatively less) in the
beginning of the exploitation by the big low cost firms and a forward shift in the
beginning of their Cournot behavior when they are in presence of small high cost
firms than when they are all identical. We have also found that the equilibrium
outcomes admit one or three steady states depending on the range of values of
the cost differential and the proportion of big firms. Moreover, any of these steady
states can be reached by controlling the asymmetries. In such a case, our model
can lead to interesting policy issues for a policy maker if it is possible to control
the asymmetries.
Our analysis has assumed that the agents differ by their marginal costs and that
the number of each type of firms is exogenously given. This leaves room for further
research involving both other forms of asymmetry and endogenously determined
numbers of firms.
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3.7 APPENDIX
APPENDIX A : Proof of proposition 3.1
This proof is a constructive one. Let us consider the strategies φi(x), i = s, b,
proposed in (3.7). For the vector (φs, ..., φs, φb, ..., φb) to constitute a Markov perfect
Nash equilibrium, we need to show that there exists two value functions Vs (x) and
Vb (x), defined over [0, xmax], such that, the guess φk (x) is solution of the following
Hamilton-Jacobi-Bellman equation :
rVk (x) =Max
qk
{[
a− wk − b
(
qk +
∑
l 6=k
φl(x)
)]
qk + V
′
k (x)
[
g(x)− qk −
∑
l 6=k
φl(x)
]}
.
(3.52)
We start by checking for interior solutions, that is, for x ∈ [x1s, x2s) and x ∈
[x2s, xmax]. Maximization of the right-hand side of (3.52) gives the following first
order condition,
a− wk − 2bqk − b
∑
l 6=k
φl(x)− V ′k (x) = 0. (3.53)
When considering the fact that there are two groups of firms and that at equi-
librium, qi = φi(x), from (3.53) we get the following system of equations, for
i, j = s, b, i 6= j :
b (ni + 1)φi(x) + bnjφj(x) = a− wi − V ′i (x) , (3.54)
from which we derive the following solution, for i, j = s, b, i 6= j :
φi(x) =
1
b (n+ 1)
{
a− wi − V ′i − nj
[(
V ′i − V ′j
)
+ (wi − wj)
]}
. (3.55)
If we designate by Φ (x) =
∑
k φk(x) and by Λ (x) =
∑
k Vk(x) the aggregate
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equilibrium harvest rate and value function, respectively, we also have :
b (n+ 1)Φ (x) = n (a− wi) + nj (wi − wj)− Λ′ (x) . (3.56)
At equilibrium, the Hamilton-Jacobi-Bellman equation in (3.52) becomes, for
i, j = s, b, i 6= j :
rVi (x) = [a− wi − bΦ (x)]φi(x) + V ′i (x) [g(x)− Φ (x)] (3.57)
where
Φ (x) = niφi(x) + njφj(x). (3.58)
By substituting the φi’s from (3.55) and (3.58) into (3.57), we get the following
system of differential equations, for i, j = s, b, i 6= j :
(n+ 1)2 brVi (x) = [(a− wi)− nj (wi − wj)]2 (3.59)
+V ′i (x)
{
b (n+ 1)2 g (x)− (n2 + 1 + 2nj) (a− wi)− 2ninj (wi − wj)}
+V ′j (x) {2nj [(a− wi)− nj (wi − wj)]}
+
[
niV
′
i (x) + njV
′
j (x)
]2
To solve (3.59), when x ∈ [x1s, x2s) and x ∈ [x2s, xmax], we use the “undetermi-
ned coefficients technique” to determine the value functions Vs (x) and Vb (x), for
each of these two intervals over which the φi’s are interior solutions.
– For x ∈ [x1s, x2s)
Let us start by the interval [x1s, x2s), over which both strategies are strictly
increasing functions. To solve (3.59) for x ∈ [x1s, x2s), we use a “guess and verify”
method, by guessing a quadratic form for the value functions, i.e. for i, j = s, b,
i 6= j :
Vi (x) =
Ai
2
x2 +Bix+ Ci, (3.60)
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where As, Ab, Bs, Bb, Cs and Cb are parameters to be determined.
Replacing this guess in (3.59) gives, for i, j = s, b :{
b (n+ 1)2Ai
(
δ − r
2
)
+ (niAi + njAj)
2
}
x2 (3.61)
+
{
b (n+ 1)2Bi (δ − r)− Ai
[(
n2 + 1 + 2nj
)
(a− wi) + 2ninj (wi − wj)
]
+ 2njAj [(a− wi)− nj (wi − wj)] + 2 (niAi + njAj) (niBi + njBj)} x
+ [(a− wi)− nj (wi − wj)]2 −Bi
[(
n2 + 1 + 2nj
)
(a− wi) + 2ninj (wi − wj)
]
+2njBj [(a− wi)− nj (wi − wj)] + (niBi + njBj)2 − (n+ 1)2 brCi
= 0
Since (3.61) must hold for any x ∈ [x1s, x2s), this imposes all the coefficients of
this second degree polynomial to be zero. Then, we get the following system of
equations, for i, j = s, b :
b (n+ 1)2Ai
(
δ − r
2
)
+ (niAi + njAj)
2 = 0 (3.62)
b (n+ 1)2Bi (δ − r)− Ai
[(
n2 + 1 + 2nj
)
(a− wi) + 2ninj (wi − wj)
]
(3.63)
+2njAj [(a− wi)− nj (wi − wj)] + 2 (niAi + njAj) (niBi + njBj)
= 0
[(a− wi)− nj (wi − wj)]2 −Bi
[(
n2 + 1 + 2nj
)
(a− wi) + 2ninj (wi − wj)
]
(3.64)
+2njBj [(a− wi)− nj (wi − wj)] + (niBi + njBj)2 − (n+ 1)2 brCi
= 0
from which we obtain the values of the unknowns Ai, Bi and Ci specified in (3.60).
That is, for i, j = s, b, i 6= j :
Ai = Aj = A = −(n+ 1)
2 b
n2
(
δ − r
2
)
(3.65)
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Bi = − A
(n+ 1)2 bδ
[(
n2 + 1
)
(a− wi) + nj (wi − wj) [2δ − (n
2 + 1) r]
n (δ − r)
]
(3.66)
=
(
δ − r
2
)
n2δ
[(
n2 + 1
)
(a− wi) + nj (wi − wj) [2δ − (n
2 + 1) r]
n (δ − r)
]
and
Ci =
1
(n+ 1)2 br
{
[(a− wi)− nj (wi − wj)]2 + (niBi + njBj)2 (3.67)
− (a− wi)
[(
n2 + 1
)
Bi + 2nj (Bi −Bj)
]− 2nj (wi − wj) (niBi + njBj)}
Some helpful relations :
Bi −Bj = A
(n+ 1)2 b
(n2 − 1)
(δ − r) (wi − wj) (3.68)
= −(n
2 − 1)
n2
(
δ − r
2
)
(δ − r) (wi − wj)
niBi + njBj = −A (n
2 + 1)
(n+ 1)2 bδ
[n (a− wi) + nj (wi − wj)] (3.69)
=
(n2 + 1)
n2
(
δ − r
2
)
δ
[n (a− wi) + nj (wi − wj)]
Bi − (a− wi) = [2δ − (n
2 + 1) r]
2n2δ
[
(a− wi) + nj (wi − wj) (2δ − r)
n (δ − r)
]
(3.70)
(Bi −Bj) + (wi − wj) = (wi − wj) [2δ − (n
2 + 1) r]
2n2 (δ − r) (3.71)
When the assumption in (3.3) holds and when ws − wb > 0, we have :
A < 0, Bb > Bs > 0 (3.72)
For i, j = s, b, i 6= j, let us define the functions Wi : [0, xmax] 7−→ R and
fi : [0, xmax] 7−→ R such that :
Wi (x) ≡ A
2
x2 +Bix+ Ci (3.73)
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and
fi (x) ≡ 1
b (n+ 1)
[−Ax+ (a− wi −Bi)− nj (wi − wj +Bi −Bj)] , (3.74)
and the stock levels
x1i ≡ 1−A [Bi − (a− wi) + nj (Bi −Bj + wi − wj)] (3.75)
≡ 1−A
[2δ − (n2 + 1) r]
2n2δ
[
(a− wi) + nj (wi − wj) (2 + n) δ − r
n (δ − r)
]
which are such that fi (x1i) = 0. In other terms,
fi (x) ≡ −A
b (n+ 1)
[x− x1i] = α (x− x1i) . (3.76)
Note that
x1i − x1j = (n+ 1)−A
[2δ − (n2 + 1) r]
2n2 (δ − r) (wi − wj) , (3.77)
and
fi (x)− fj (x) = A
b (n+ 1)
[x1i − x1j] . (3.78)
The stock levels x2i are defined such that W
′
i (x2i) = 0. We have
x2i =
Bi
−A (3.79)
from which we can get :
x2i − x2j = Bi −Bj−A . (3.80)
It will be demonstrated in Appendix B that :
0 < x1b ≤ x1s < x2s ≤ x2b ≤ xmax
2
, (3.81)
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and,
fb (x) ≥ fs (x) , for all x ≥ x1b. (3.82)
To sum up, for x ∈ [x1s, x2s), Vb and Vs coincide with Wb and Ws, respectively
and are continuously differentiable over (x1s, x2s). Then, by construction, for x ∈
[x1s, x2s), the strategies φb (x) and φs (x) are the restrictions of fb (x) and fs (x),
respectively, over this interval.
– For x ∈ [x2s, xmax]
For x ≥ x2s, the guessed strategies are interior solutions and are both constant
functions :
φs (x) = q
c
s, φb (x) = q
c
b, Φ (x) = nsq
c
s + nbq
c
b . (3.83)
Over this interval, (3.57) becomes, for i, j = s, b, i 6= j :
rVi (x) =
[
a− wi − b
(
niq
c
i + njq
c
j
)]
qci + V
′
i (x)
[
δx− (niqci + njqcj)] . (3.84)
We guess that Vi (x) is a constant function and get
Vi (x) =
1
r
[
a− wi − b
(
niq
c
i + njq
c
j
)]
qci .
The parameters qci are obtained by using (3.55), from which we get,
qci =
1
b (n+ 1)
[a− wi − nj (wi − wj)] , (3.85)
and consequently, for x ∈ [x2s, xmax],
Vi (x) =
[a− wi − nj (wi − wj)]2
(n+ 1)2 br
≡ Y2i (x) . (3.86)
To sum up, for x ∈ [x2s, xmax], Vb and Vs coincide with Y2b and Y2s respectively
and are continuously differentiable over (x2sxmax]. Then, by construction, for x ∈
(x2s, xmax], the strategies φb (x) and φs (x) are constant functions, and are equal to
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qcb and q
c
s, respectively.
– For x ∈ [0, x1s).
For x ∈ [0, x1s), we have corner solutions. When, φs (x) = φb (x) = Φ (x) = 0,
(3.57) becomes
rVi (x) = δxV
′
i (x) . (3.87)
A solution of (3.87) that is continuous at x1s is
Vi (x) = Wi (x1s)
[
x
x1s
] r
δ
≡ Y1i (x) . (3.88)
APPENDIX B : Comparison of the xki’s
We show here that,
0 < x1b ≤ x1s < x2s ≤ x2b ≤ xmax
2
. (3.89)
First, from (3.10) with i = b, to have x1b > 0, it must be true that :
ns
n
(ws − wb) < δ − r
[(2 + n) δ − r] (a− wb) . (3.90)
Second, to have x2b < xmax/2, from (3.11) with i = b, we must verify that :
ns
n
(ws − wb) > (n
2 + 1) (δ − r)
2
[
δ − (n2+1)
2
] [(a− wb)− (n+ 1)2 b
(n2 + 1)
δxmax
2
]
. (3.91)
Third, from (3.77) with i = s and j = b we have
x1s − x1b = [2δ − (n
2 + 1) r]
b (n+ 1) (2δ − r) (δ − r) (ws − wb) ≥ 0, (3.92)
from which we deduce that x1s ≥ x1b.
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Fourth, from (3.80) and (3.68) with i = s and j = b, we can write
x2s − x2b = − (n
2 − 1)
(n+ 1)2 b (δ − r) (ws − wb) ≤ 0, (3.93)
which shows that x2b ≥ x2s.
Fifth, from (3.75) and (3.79), using (3.71) with i = s and j = b, we get
x2s−x1s = 2n
2
(n+ 1)2 b (2δ − r)
{
(a− ws)− nb
n
(ws − wb) [2δ − (n
2 + 1) r]
2n (δ − r)
}
, (3.94)
which implies that, to have x2s > x1s, it must be true that :
nb
n
(ws − wb) < 2n (δ − r)
[2δ − (n2 + 1) r] (a− ws) , (3.95)
or written as in (3.91), it must be verified that
ns
n
(ws − wb) >
(n+ 1)
[
δ − (n+1)
2
]
(ws − wb)− n (δ − r) (a− wb)[
δ − (n2+1)
2
] . (3.96)
To sum up, in order for (3.89) to be verified, it must be true that :
ξ <
ns
n
(ws − wb) < δ − r
[(2 + n) δ − r] (a− wb) , (3.97)
where
ξ = max

(n2+1)(δ−r)
2
»
δ− (n2+1)
2
– [(a− wb)− (n+1)2b(n2+1) δxmax2 ] ,
(n+1)[δ− (n+1)2 ](ws−wb)−n(δ−r)(a−wb)»
δ− (n2+1)
2
–
 . (3.98)
APPENDIX C : Derivations for Section 3.4
Comparing nb = n and ns = n
From (3.27), (3.28), and (3.26) we get :
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xo1b − xo1s =
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (2δ − r) [ws − wb] > 0. (3.99)
xo2b − xo2s =
(n2 + 1)
(n+ 1)2 bδ
[ws − wb] > 0. (3.100)
qcob − qcos =
1
(n+ 1) b
[ws − wb] > 0. (3.101)
Also,
xo2s
xo1b
= 1 +
δn2
δ − (n2 + 1) r
2
− ws − wb
a− wb
[
1 +
δn2
δ − (n2 + 1) r
2
]
. (3.102)
This implies that
xo2s ≥ xo1b ⇐⇒ ws − wb ≤
n2
(n2 + 1)
δ(
δ − r
2
) (a− wb) . (3.103)
Comparing 0 < ns < n and ns = n
From (3.10), (3.11), (3.27), (3.28), with i = s, we get :
x1s − xo1s =
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (2δ − r)
[(2 + n) δ − r]
(δ − r)
nb
n
(ws − wb) > 0, (3.104)
x2s − xo2s =
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (δ − r)
nb
n
(ws − wb) > 0. (3.105)
From (3.9) and (3.26), with i = s, it comes
qcs − qcos = −
n
(n+ 1) b
nb
n
(ws − wb) < 0. (3.106)
Comparing : 0 < nb < n and nb = n
From (3.10), (3.11), (3.27), (3.28), with i = b, we get :
x1b − xo1b = −
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (2δ − r)
[(2 + n) δ − r]
(δ − r)
ns
n
(ws − wb) < 0, (3.107)
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x2b − xo2b = −
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (δ − r)
ns
n
(ws − wb) < 0. (3.108)
From (3.9) and (3.26), with i = b, it comes
qcb − qcob =
n
(n+ 1) b
ns
n
(ws − wb) > 0. (3.109)
Since x1s and x2s are the two important threshold stock levels for the big firm
strategies in the asymmetric case, we need to compare them to the corresponding
thresholds of the symmetric case : xo1b and x
o
2b. We have :
x1s − xo1b =
[2δ − (n2 + 1) r]
(n+ 1)2 bδ (2δ − r) (ws − wb)
[
nb
n
[(2 + n) δ − r]
(δ − r) − 1
]
, (3.110)
from which we get :
x1s − xo1b ≥ 0⇐⇒
nb
n
≥ 1
1 + (n+1)δ
δ−r
≡ ρo. (3.111)
We have
ρo ≡ 1
1 + (n+1)δ
δ−r
=
δ − r
(2 + n) δ − r . (3.112)
We also have
x2s − xo2b =
(n2 + 1)
(n+ 1)2 bδ
(ws − wb)
[
nb
n
[2δ − (n2 + 1) r]
(n2 + 1) (δ − r) − 1
]
. (3.113)
Then,
x2s − xo2b ≥ 0⇐⇒
nb
n
[2δ − (n2 + 1) r]
(n2 + 1) (δ − r) ≥ 1 (3.114)
or
x2s − xo2b ≥ 0⇐⇒
nb
n
[
1− (n
2 − 1)
(n2 + 1)
δ
(δ − r)
]
≥ 1, (3.115)
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which gives
x2s − xo2b ≥ 0⇐⇒
nb
n
≥ 1
1− (n2−1)
(n2+1)
δ
(δ−r)
≡ ρo2. (3.116)
However, since nb
n
< 1, and that
ρo2 ≡
(n2 + 1) (δ − r)
[2δ − (n2 + 1) r] =
1
1− (n2−1)
(n2+1)
δ
(δ−r)
≥ 1, (3.117)
then the first inequality in (3.116) cannot happen and then finally, we will always
have
x2s − xo2b ≤ 0. (3.118)
APPENDIX D : Derivations for Section 3.5
Regular or Irregular steady-state stock at x∗ = x1s ?
We have an irregular steady-state stock at x1s if ∆1 ≡ x˜ − x1s ≤ 0. Putting
∆1 = 0 allows to define the locus that splits the (ρ, ε)-space into two parts : one in
which x∗ = x1s i.e. we have an irregular steady state which is x1s and one in which
x∗ = x˜, i.e. a regular steady state (see Figures 3.12 and 3.13).
Note that :
nα
(nα− δ) =
(n+ 1)
(
δ − r
2
)[
δ − (n+ 1) r
2
] = 1 + nδ[
δ − (n+ 1) r
2
] .
We can simplify (3.42), using (3.36) to get :
x˜ =
[
δ − (n2 + 1) r
2
][
δ − (n+ 1) r
2
]
(n+ 1) bδ
[
a− w¯ +
(
ρ− 1
2
)
ε
]
. (3.119)
Equalizing this last expression with (3.34), we get :
[
a− w¯ + (ρ− 1
2
)
ε
][
δ − (n+ 1) r
2
] =
{
a− w¯ +
[
[(2+n)δ−r]
(δ−r) ρ− 12
]
ε
}
(n+ 1)
(
δ − r
2
)
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from which we deduce
∆1 ≡ x˜−x1s ≤ 0 ⇔
{
1
2
+
[
(n+ 1)
n
(
δ − (n+ 1) r
2
)
δ − r − 1
]
ρ
}
ε ≥ (a− w¯)
or
∆1 ≡ x˜− x1s ≤ 0 ⇔
{
1
2
+
[
δ − (n2 + 1) r
2
n (δ − r)
]
ρ
}
ε ≥ (a− w¯) .
Finally, we get
∆1 ≡ x˜− x1s ≤ 0 ⇔ ε ≥ (a− w¯)1
2
+ τ1ρ
≡ E1 (ρ) , (3.120)
where
τ1 ≡ 1
n
δ − (n2 + 1) r
2
(δ − r) > 0. (3.121)
Equation (3.120) shows that in the (ρ, ε)-space, above and all along the locus
depicted by the equation ε = E1 (ρ), we have ∆1 ≤ 0, that is we have an irregular
steady-state stock which is x1s. Below that locus, we have a regular steady-state
stock which is x˜.
Regular or Irregular steady-state stock at x∗ = x2s ?
Following the same steps as previously, we have an irregular steady-state stock
at x2s if ∆2 ≡ x˜ − x2s ≥ 0. The limiting case ∆2 = 0 will allow us to define the
locus that splits the (ρ, ε)-space in two parts : one in which x∗ = x2s i.e. we have
an irregular steady state which is x2s and one in which x
∗ = x˜, i.e. a regular steady
state (see Figures 3.12 and 3.13).
Then equalizing (3.119) and (3.40), we get :[
δ − (n2 + 1) r
2
][
δ − (n+ 1) r
2
] [a− w¯ + (ρ− 1
2
)
ε
]
=
(n2 + 1)
(n+ 1)
{
a− w¯ +
[
[2δ − (n2 + 1) r]
(n2 + 1) (δ − r) ρ−
1
2
]
ε
}
,
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from which we deduce that ∆2 ≡ x˜− x2s ≥ 0 if and only if :{
1
2
n (n− 1) δ +
[
−n (n− 1) δ + (n2 − 1) (δ − (n+ 1) r
2
) δ
δ − r
]
ρ
}
ε
≥ {n (n− 1) δ} (a− w¯) ,
and after further simplifications,
∆2 ≡ x˜− x2s ≥ 0 ⇔
{
1
2
+
[
(n+ 1)
n
δ − (n+ 1) r
2
δ − r − 1
]
ρ
}
ε ≥ (a− w¯) ,
or
∆2 ≡ x˜− x2s ≥ 0 ⇔
{
1
2
+
[
δ − (n2 + 1) r
2
n (δ − r)
]
ρ
}
ε ≥ (a− w¯) ,
and finally
∆2 ≡ x˜− x2s ≥ 0 ⇔ ε ≥ (a− w¯)1
2
+ τ2ρ
≡ E2 (ρ) , (3.122)
where
τ2 ≡ 1
n
δ − (n2 + 1) r
2
(δ − r) > 0. (3.123)
Equation (3.122) shows that in the (ρ, ε)-space, above and all along the locus
depicted by the equation ε = E2 (ρ), we have ∆2 ≥ 0, that is we have an irregular
steady-state stock which is x2s. Below that locus, we have a regular steady-state
stock which is x˜.
Remark :
We note that, τ2 = τ1. This implies that E2 (ρ) = E1 (ρ). In other terms, the
locus depicted by equations ε = E1 (ρ) and ε = E2 (ρ) coincide. Above this common
locus we have an irregular steady-state stock, either x1s or x2s and below, we have
a regular steady-state stock x˜. However, above that locus, it is not possible to make
the distinction between the irregular steady-state stocks x1s and x2s. We will then
refer to that locus as being depicted by equation ε = E (ρ), where E (ρ) = E1 (ρ) =
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E2 (ρ) and then the corresponding τ is given by τ = τ1 = τ2.
Two or No steady-state stock Over Interval [x2s, xmax] ?
We have two (regular) steady-state stocks over [x2s, xmax] if ∆3 ≡ g (xmax/2)−
Qc ≥ 0. The limiting case ∆3 = 0 allows us to define the locus that splits the
(ρ, ε)-space in two parts : one in which there are two steady states over [x2s, xmax]
and one in which there is no steady state at all.10 (see Figures 3.12 and 3.13).
Using (3.39) and (3.26), we can rewrite Qc as
Qc = Qco1/2 +
n
(n+ 1) b
(
ρ− 1
2
)
ε,
where
Qco1/2 =
n (a− w¯)
(n+ 1) b
.
Qco1/2 is the static Cournot aggregate production when both types firms are either
in equal number (i.e. ρ = 1
2
) or when all firms are identical as in Benchekroun’s
model, with a marginal cost equal to w¯. Then, we can rewrite :
∆3 = g
(xmax
2
)
−Qco1/2 −
n
(n+ 1) b
(
ρ− 1
2
)
ε.
Consequently,
∆3 ≥ 0 ⇔ ε ≤ (n+ 1) b
n
[
g
(xmax
2
)
−Qco1/2
] 1(
ρ− 1
2
) ≡ E3 (ρ) .
The shape of the locus depicted by equation ε = E3 (ρ) depends on the sign of[
g
(
xmax
2
)−Qco1/2]. Below that locus, there are two (regular) steady-state stocks
over [x2s, xmax] and above, no steady-state stock. Along that locus, both steady-
state stocks coincide.
10Note that along that locus, we have a particular case in which both steady states stock
coincide in one.
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Note that,[
g
(xmax
2
)
−Qco1/2
]
≥ 0 ⇔ δ ≥ 2n
(n+ 1) b
(a− w¯)
xmax
≡ δo.
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CONCLUSION GE´NE´RALE
Dans cette the`se, nous avons pre´sente´ deux mode`les d’extraction d’une res-
source naturelle commune par des agents he´te´roge`nes. Pour prendre en compte
cette he´te´roge´ne´ite´, nous avons se´pare´ les agents en deux groupes au sein des-
quels ils sont respectivement identiques. Par cette me´thode, nous avons introduit
dans nos mode`les deux types d’asyme´tries : (i) une asyme´trie dite « intrinse`que »
qui porte essentiellement la caracte´ristique qui fait la diffe´rence entre des agents
repre´sentatifs de chaque groupe et (ii) une asyme´trie de « taille de groupe » qui
concerne la re´partition des agents dans chaque groupe. Nous avons montre´ que ces
deux types d’asyme´trie avaient des impacts notables sur les e´quilibres markoviens
parfaits que nous avons caracte´rise´s.
Dans le premier chapitre, nous avons de´termine´ les conditions ne´cessaires per-
mettant l’utilisation de strate´gies markoviennes line´aires dans les jeux diffe´rentiels
de´crivant l’exploitation d’une ressource naturelle commune. Nous avons de´montre´
que l’existence de tels e´quilibres est assujettie a` l’existence d’une relation pre´cise
entre les e´le´ments essentiels du mode`le, notamment la fonction d’utilite´ des agents
et la fonction de ”dynamique naturelle” ou de reproduction de la ressource ex-
ploite´e. Ainsi, pour une fonction d’utilite´ donne´e, seule une famille spe´cifique de
fonctions de reproduction est compatible avec l’utilisation de strate´gies marko-
viennes line´aires. De meˆme, lorsque la fonction de reproduction est connue, seule
une famille particulie`re de fonctions d’utilite´ permet l’utilisation de strate´gies line´aires.
Dans le second chapitre, nous avons e´tudie´ un « Fish War » dans lequel les
agents implique´s se font la concurrence uniquement sur le marche´ de l’intrant,
c’est-a`-dire uniquement au cours de l’exploitation de la ressource. Dans ce premier
mode`le a` agents he´te´roge`nes, les agents repre´sentatifs des deux groupes diffe`rent
par leur taux d’actualisation. Nous avons ainsi examine´ l’impact du diffe´rentiel de
taux d’actualisation et de la re´partition des agents sur l’e´quilibre de ce jeu. Nous
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avons alors de´couvert qu’au niveau global, des augmentations dans le diffe´rentiel
de taux d’actualisation et dans la proportion d’agents avec le taux d’actualisation
le plus e´leve´ (les « gros »), augmentent l’extraction totale et diminuent le stock
de ressource a` l’e´tat stationnaire. Cependant, au niveau individuel, l’impact de
ces deux types d’asyme´trie de´pend de la comparaison de l’e´lasticite´ de l’utilite´
marginale a` un. Pour ce qui est de l’asyme´trie de « taille de groupe », lorsque
l’e´lasticite´ de l’utilite´ marginale est supe´rieure (infe´rieure) a` un, une augmentation
de la proportion de « gros » agents dans l’industrie, tend a` re´duire (augmenter)
le taux d’extraction des deux types d’agents. Ainsi, chercher a` rendre l’industrie
plus « homoge`ne » en « gros » agents aura tendance a` atte´nuer (exacerber) la «
guerre » engendre´e par la concurrence, lorsque l’e´lasticite´ de l’utilite´ marginale est
supe´rieure (infe´rieure) a` un. Concernant l’asyme´trie de taux d’actualisation, une
augmentation du diffe´rentiel augmente toujours le taux d’extraction des « gros »
agents. Par contre, pour les « petits » agents, cette augmentation du diffe´rentiel
de taux d’actualisation tend a` re´duire (augmenter) leur taux d’extraction lorsque
l’e´lasticite´ de l’utilite´ marginale est supe´rieure (infe´rieure) a` l’unite´.
Dans le dernier chapitre, nous avons pre´sente´ deux groupes d’entreprises qui
exploitent une ressource naturelle commune et en vendent la production sur un
meˆme marche´. Dans ce cas et contrairement au second chapitre, ces entreprises se
font concurrence aussi bien sur le marche´ de l’intrant que sur le marche´ de l’extrant.
Deux entreprises issues des deux groupes se distinguent par leurs couˆts marginaux,
les « grosses » entreprises repre´sentant celles avec le plus haut couˆt marginal et
les « petites », celles avec le plus bas couˆt marginal. Les strate´gies d’e´quilibre sont
caracte´rise´es par trois intervalles de stocks de ressource sur lesquels les entreprises
adoptent des comportements diffe´rents. En-dec¸a` d’un certain stock-seuil, aucune
entreprise ne produit. Entre ce stock-seuil et un second stock-seuil, les entreprises
exploitent la ressource a` des taux line´aires et croissants avec le stock de ressource.
Au-dela` de ce second stock-seuil, les entreprises exploitent la ressource a` des taux
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constants et qui correspondent aux taux d’exploitation qu’elles auraient adopte´s
si elles se faisaient une concurrence a` la Cournot statique. Nous avons trouve´ que
la pre´sence d’asyme´trie induit des discontinuite´s dans la strate´gie des grosses en-
treprises, et par conse´quent dans le taux d’exploitation agre´ge´. Nous avons aussi
montre´ que le stock-seuil a` partir duquel les petites entreprises commencent leur
exploitation et le stock-seuil a` partir duquel elles adoptent leur exploitation a` la
Cournot statique, sont tous les deux plus e´leve´s lorsque ces entreprises sont en
pre´sence de grosses entreprises (cas asyme´trique) que lorsqu’elles sont toutes iden-
tiques (cas syme´trique). Quant aux grosses entreprises, lorsque leur proportion dans
l’industrie de´passe un certain seuil, le stock-seuil auquel elles commencent l’exploi-
tation est plus e´leve´ dans le cas syme´trique que dans le cas asyme´trique. En-dec¸a`
de ce seuil, ces grosses entreprises commencent leur exploitation a` un stock-seuil
plus bas que dans le cas syme´trique. Le stock-seuil auquel elles adoptent leur com-
portement a` la Cournot statique est, quant a` lui, toujours plus bas dans le cas
asyme´trique que dans le cas syme´trique ou` elles sont toutes de grosses entreprises.
Nous avons aussi montre´ que ce mode`le admet un ou trois e´tats stationnaires se-
lon la valeur du diffe´rentiel de couˆt marginal ou la re´partition des entreprises. Par
ailleurs, chacun de ces e´tats stationnaires peut eˆtre obtenu en faisant varier les
deux types d’asyme´tries.
Cette the`se a permis de montrer que la prise en compte de l’asyme´trie a un
impact sur les e´quilibres pouvant en re´sulter. Nous avons propose´ deux me´thodes
permettant de prendre en compte l’he´te´roge´ne´ite´. Il serait donc inte´ressant dans une
future recherche d’examiner d’autres types d’asyme´tries. Par ailleurs, dans les deux
mode`les, nous supposons le nombre d’agents exoge`nes. D’autres pistes de recherche
consisteraient donc a` examiner comment rendre endoge`ne(s) le(s) nombre(s) de
joueurs et de´terminer comment les e´quilibres sont affecte´s par de tels changements.
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