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Several equivalent characterizations of continuous curves in the total variation norm are
given, which enable us to provide a sufficient condition for a purely atomic finite measure-
valued stochastic process to possess a version with continuous sample paths in the total
variation norm. Our criterion is in the form of Kolmogorov’s continuity theorem. As an
application, we apply this criterion to study the sample path property of finite measure-
valued diffusions with immigrations constructed by Shiga (1990).
© 2012 Elsevier Inc. All rights reserved.
In the studies of stochastic processes, their path properties are very important. For example, many important properties
of Brownianmotion, such as the reflection principle, rely on the fact that it owns continuous paths. The purpose of this paper
is to study the path properties of finite measure-valued stochastic processes. Precisely, we want to find a criterion to justify
whether a finite measure-valued stochastic process could own a version whose sample paths are continuous in the total
variation norm. For this, we have to first answer the question how to characterize the continuous measure-valued curves
in the total variation norm. At the same time, we systemically study the geometric properties of the space of purely atomic
finite measures.
Finite measure-valued processes have been well studied in the field of superprocesses, such as the measure-valued
branching processes and the Fleming–Viot processes, which are of interest in both pure and appliedmathematics (cf. [1–4]).
Besides, lots of recent works in studying the space of probability measures reveal that the space of probability measures
can play important roles in many research fields. For instance, Lott–Villani [5] and Sturm [6] generalized the concept of
lower bound of Ricci curvatures for general metric space X via the convexity of particular functionals on the space of all
probability measures over X such as the relative entropy functional. Moreover, when X is a Riemannian manifold this kind
of lower bound of Ricci curvature coincides with the geometric definition of the lower bound of Ricci curvature. On the
other hand, [7] has shown that the solution of the Fokker–Planck equation can also be constructed through constructing
the gradient flow of relative entropy functional on the space of probability measures, which is endowed with suitable
‘‘Riemannian structure’’. This idea has aroused many further studies in the constructing of solutions for nonlinear partial
differential equations. Ambrosio–Gigli–Savaré’s book [8] gave a systematic discussion on this topic.
In all works mentioned above, the Wasserstein distance between two probability measures plays a very important
role. Wasserstein distance connects naturally with the problem of optimal transport map which is closely related with
the geometric properties of the based space. The topology determined by the Wasserstein distance is closely related to the
topology determined by theweak convergence on the space of probabilitymeasures over the based space X . Especiallywhen
X is compact, they coincide with each other. Besides Wasserstein distance and weak convergence, there is another widely
usedmetric in the space of probability measures, that is, the total variation norm. Manyworks about the convergence to the
equilibrium of Markov processes are expressed in the total variation norm. Therefore, it is natural to study the properties
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of the space of probability measures under the total variation norm. Moreover, the total variation distance between two
probabilitymeasures is equal to theWasserstein distance between themwhen the cost function of theWasserstein distance
is chosen to be the discrete distance. So the properties of the space of probability measures under the total variation norm
is also related to its properties under the Wasserstein distance. Although we cannot expect the total variation norm on the
probability spacewould exhibitmany geometric properties of the based space, especially in the aspect of the curvature of the
based space, it does provide us a new viewpoint to look on the based space. For example, we shall show the relative entropy
functional on the space of purely atomic probabilitymeasures is convex (see Theorem1.4) in the sense of Lott–Villani–Sturm
butwithmore freedom, and thismakes us to give a very simple proof of thewell-knownPinsker’s inequality in discrete form.
On the other hand, the current work is also motivated by the study of Wasserstein diffusion. In [9], von Renesse
and Sturm constructed a new probability measure-valued stochastic process through Dirichlet form theory. It is called
Wasserstein diffusion since the intrinsic metric of the corresponding Dirichlet form between two probability measures is
just the Wasserstein distance between them. Based on the work [9], we constructed a new type of Wasserstein diffusion
in [10], whose reversible measure is the Poisson–Dirichlet process, which is well-known to be the reversible measure of the
Fleming–Viot process with parent-independent mutation (see [11]). Moreover, it was proved there that this new process
satisfies the logarithmic Sobolev inequality [10] and the transportation cost inequality [12]. Although the Fleming–Viot
process with parent-independent mutation owns the same reversible measure with our Wasserstein diffusion, it does not
satisfy the logarithmic Sobolev inequality which is proved by Stannat [13]. Therefore, the semigroup of our Wasserstein
diffusion can converge exponentially in entropy to its reversible measure, i.e. the Poisson–Dirichlet measure, and the
semigroup of the Fleming–Viot process cannot. In view of this and the close connection between the Wasserstein diffusion
and optimal transport map problem, it is of great interest to further study the properties of Wasserstein diffusion.
According to the Dirichlet form theory, we know that this process is a diffusion process as the space of probability
measures is endowedwith the weak topology. Inspired by the study of the Fleming–Viot processes which could be obtained
as the scaling limit of the measure-valued Moran model, we want to know whether this process is still a diffusion process
under the topology determined by the total variation norm. To our knowledge, no general strategy for attacking this problem
seems available now.
In this paper we provide a sufficient condition to ensure a purely atomic finite measure-valued process to possess a
version of continuous paths in total variation norm. Our criterion is very useful to study the path property of measure-
valued branching processes as shown in Section 4. Unfortunately, we cannot prove whether the Wasserstein diffusion has
a version to own continuous paths in total variation norm at present situation. The difficulty appears in the approximation
of the indicator function of a measurable set by functions in the domain of Dirichlet form of our Wasserstein diffusion. As
an application, we prove that the measure-valued branching diffusion processes with immigration, which was constructed
by Shiga [14] using the Poisson random measures, have a version with continuous sample paths in total variation norm.
This improves Shiga’s result. Moreover, Shiga’s work (1990) provides a fundamental method to construct superprocesses
(see [15,16]), and our criterion is powerful to study this kind of superprocess. Here it is worthwhile to mention some work
discussing the support property of superprocesses, for instance, Dawson and Hochberg [17] and references therein.
The paper is organized as follows:
In Section 1, we first study the separability and compactness of the space of all purely atomic probabilitymeasures over a
Polish space S, denoted byM1, a(S), under the total variation norm. Thenwe show that (M1, a(S), ∥·∥var) is a geodesic space.
The relative entropy functional is a convex functional onM1, a(S), which connectswith Lott–Villani–Sturm’s definition about
the lower bound of Ricci curvature inmetric space. But our relative entropy functional is not definedw.r.t. a fixed probability
measure as done in their works. Furthermore, this kind of convexity can yield Pinsker’s inequality, which is well known in
the information theory.
In Section 2, we provide some equivalent characterizations of continuous curves inMa(S) in total variation norm. See
Theorem 2.1.
In Section 3, we consider what conditions are sufficient to guarantee aMa(S)-valued stochastic process could be realized
in the continuous path space C([0,∞), (Ma(S), ∥ · ∥var)). Theorem 3.3 provides us a sufficient condition, which is of the
type of Kolmogorov’s continuity theorem.
In Section 4, we show that our results are useful in studying the sample path properties of superprocesses. Here we
focus on a fundamental and important work, Shiga’s work [14]. There Shiga provided a method to construct the measure-
valued diffusions with immigrations under the help of Poisson randommeasure. As pointed out there, the measure-valued
diffusions are intensively related to the probability measure-valued diffusions, generally called Fleming–Viot processes, by
way of a normalization and a random time change. We show that their diffusion admits a version with continuous sample
paths in total variation norm.
1. Geometric properties
Let (S, d) be a complete separable metric space. LetM(S) denote the set of all finite measures on S, andMa(S) be the
subset ofM(S) containing all purely atomic ones, i.e.
Ma(S) =

µ =
∞
i=1
piδxi; pi ≥ 0,
∞
i=1
pi <∞, xi ∈ S

,
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where δx is the Dirac measure at point x, and if all pi equal to 0, then we sayµ is the zero measure on S. SetM1(S) the set of
all probability measures on S andM1, a(S) the collection of all purely atomic probability measures on S. We will study the
properties ofM1, a(S)with respect to (for short, w.r.t.) the total variation norm in this section. Recall that for any two finite
measures µ and ν on S, the total variation distance between them is defined as
∥µ− ν∥var = sup
B∈B(S)
|µ(B)− ν(B)|, (1.1)
whereB(S) stands for the collection of Borel measurable subsets of (S, d). Note that sometimes the total variation norm is
also defined with a multiple 2 in the right hand side of above equation.
The total variation distance is widely used in the study of stochastic processes. In general, the topology determined by
∥ · ∥var is much stronger than the weak convergence topology. Let us first give a result about the topological properties of
(M1, a(S), ∥ · ∥var).
Proposition 1.1. Let (S, d) be a metric space, then
(i) (M1, a(S), ∥ · ∥var) is separable if and only if S is countable;
(ii) (M1, a(S), ∥ · ∥var) is compact if and only if S contains finite points.
Proof. (a) Assuming S = {x1, x2, . . .} is countable, we shall show (M1, a(S), ∥ · ∥var) is separable. Set
D =

N
i=1
piδxi; pi ∈ Q, 0 ≤ pi ≤ 1,

i
pi = 1, N ∈ N

,
where Q denotes the totality of rational numbers in R and δx denotes the Dirac measure at point x. It is easy to see
D ⊂ M1, a(S) and D is countable. So we only need to show D is dense in (M1, a(S), ∥ · ∥var). For each µ ∈ M1, a(S), it
must admit the representation
µ =
∞
i=1
qiδxi , where 0 ≤ qi ≤ 1,
∞
i=1
qi = 1.
For any ε > 0, there exists N ∈ N such thati≥N+1 qi < ε2 . We can select a ν ∈ D in the form ν =Ni=1 piδxi satisfying
i≤N
|pi − qi| < ε2 .
Then ∥µ− ν∥var ≤i≤N |pi − qi| +i≥N+1 qi < ε. Hence the arbitrariness of ε impliesD is dense in (M1, a(S), ∥ · ∥var).
(b) Suppose S is not countable now. Then for each countable subsetD ofM1, a(S), there exists a point x′ ∈ S which does
not belong to the support of any element ν ∈ D , since the totality of support points of all probability measures inD is at
most countable. Put µ = δx′ , then for any ν ∈ D ,
∥µ− ν∥var = sup
B∈B(S)
|µ(B)− ν(B)| ≥ 1− ν({x′}) = 1.
Therefore, (M1, a(S), ∥ · ∥var) is not separable when S is not countable.
(c) By the previous inequality, when the cardinality of S is not finite, it is easy to see that for any ε ∈ (0, 12 ),
(M1, a(S), ∥ ·∥var) cannot admit any finite ε-nets, which implies that (M1, a(S), ∥ ·∥var) is not compact. When the cardinality
of S is finite, let N equal to the cardinality of S. Since [0, 1]N is compact, it is easy to see that for any ε > 0 there exists a
finite ε-nets of (M1, a(S), ∥ · ∥var). (M1, a(S), ∥ · ∥var) is, hence, compact. 
Proposition 1.2. Let (S, d) be a metric space, then (M1, a(S), ∥ · ∥var) is a geodesic space, i.e. for each pair of µ, ν ∈ M1, a(S),
there is a curve t → µt from [0, 1] intoM1, a(S) such that µ0 = µ, µ1 = ν , and
∥µt − µs∥var = |t − s|∥µ− ν∥var, ∀ s, t ∈ [0, 1].
Proof. Letting µ, ν ∈ M1, a(S), without loss of generality, we can assume that µ = ∞i=1 piδxi and ν = ∞i=1 qiδxi , where
pi ≥ 0, qi ≥ 0, xi ≠ xj as i ≠ j. Let
µt =
∞
i=1

(1− t)pi + tqi

δxi , t ∈ [0, 1]. (1.2)
We have, for 0 ≤ s < t ≤ 1,
∥µt − µs∥var = 12
∞
i=1
|(1− t)pi + tqi − (1− s)pi − sqi| = (t − s)12
∞
i=1
|pi − qi| = (t − s)∥µ− ν∥var.
This yields that (M1, a(S), ∥ · ∥var) is a geodesic space. 
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Definition 1.3. For µ, ν ∈ M1, a(S), it is said that µ is absolutely continuous w.r.t. ν if for every x ∈ S, ν({x}) = 0 always
deduces µ({x}) = 0. Denote by µ≪ ν that µ is absolutely continuous w.r.t. ν.
Let µ, ν ∈ M1, a(S) with µ ≪ ν in the form µ = i piδxi and ν = i qiδxi , where pi ≥ 0 and qi > 0. Define the relative
entropy by
Ent(µ|ν) =

i
pi log
pi
qi
, (1.3)
where by convention 0 log 0 := 0. In Lott–Villani [5] and Sturm [6], they have generalized the lower bound of Ricci curvature
of a locally compact Polish space (M, d) through discussing the convex property of relative entropy functional on the space
of probability measures over M . Especially, when M is a Riemannian manifold, the lower bound of Ricci curvature defined
in their sense is the same as the geometric definition of lower bound of Ricci curvature. In the case of (M1, a(S), ∥ · ∥var), we
shall show a similar result.
Theorem 1.4 (Convexity of Relative Entropy). Let µ, ν ∈ M1, a(S) and µ ≪ ν . Let (µt)t∈[0,1] be the geodesic connecting µ to
ν constructed in Proposition 1.2. Then it holds that
Ent(µt |ν) ≤ (1− t)Ent(µ|ν)− 2t(1− t)∥µ− ν∥2var, for all t ∈ [0, 1]. (1.4)
Proof. Assume ν ∈ M1, a(S) in the form ν =∞i=1 qiδxi satisfying qi > 0, xi ≠ xj as i ≠ j. By assumption µ ≪ ν, µ can be
written in the form µ =∞i=1 piδxi , where pi ≥ 0. By (1.2), we get µt =∞i=1(pi(1− t)+ tqi)δxi . Then
Ent(µt |ν) =
∞
i=1
(pi(1− t)+ tqi) log pi(1− t)+ qitqi ,
Ent(µ|ν) =
∞
i=1
pi log
pi
qi
, ∥µ− ν∥var = 12
∞
i=1
|pi − qi|.
Let
φ(t) = Ent(µt |ν)− (1− t)Ent(µ|ν)+ 2t(1− t)∥µ− ν∥2var.
Since φ(0) = φ(1) = 0, we only need to show φ′′(t) ≥ 0 for all t ∈ (0, 1), then (1.4) follows immediately.
φ′(t) =
∞
i=1
(qi − pi) log pi + t(qi − pi)qi +
∞
i=1
pi log
pi
qi
+ 1− 2t
2
 ∞
i=1
|pi − qi|
2
φ′′(t) =
∞
i=1
(qi − pi)2
pi + t(qi − pi) −
 ∞
i=1
|pi − qi|
2
.
By Hölder’s inequality, ∞
i=1
|pi − qi|
2
≤
∞
i=1
(pi − qi)2
pi + t(qi − pi) ·
∞
i=1
(pi + t(qi − pi))
=
∞
i=1
(pi − qi)2
pi + t(qi − pi) .
This implies φ′′(t) ≥ 0 and we obtain the desired conclusion. 
As an application of this convex property of relative entropy, we deduce the well-known Pinsker’s inequality from
Theorem 1.4.
Corollary 1.5 (Pinsker’s Inequality). Let µ, ν ∈M1, a(S) and µ≪ ν , then it holds
2∥µ− ν∥2var ≤ Ent(µ|ν). (1.5)
Proof. By Theorem 1.4, one gets
Ent(µt |ν) ≤ (1− t)Ent(µ|ν)− 2t(1− t)∥µ− ν∥2var. (1.6)
If Ent(µ|ν) < 2∥µ− ν∥2var, then there exists ε > 0 such that Ent(µ|ν)+ ε < 2∥µ− ν∥2var. Invoking (1.6), we get
Ent(µt |ν) < 2(1− t)∥µ− ν∥2var − ε(1− t)− 2t(1− t)∥µ− ν∥2var
= 2(1− t)2∥µ− ν∥2var − ε(1− t).
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Now choose t close enough to 1 such that 1− t > 0 and 2(1− t)∥µ− ν∥2var < ε/2. This yields
Ent(µt |ν) < (1− t)

2(1− t)∥µ− ν∥2var − ε

< −(1− t) ε
2
< 0,
which contradicts the fact that relative entropy is non-negative. Hence, we obtain (1.5). 
2. Continuous curves in total variation norm
Given a curve µt : [0,∞) → Ma(S), how to check it is continuous or not in (Ma(S), ∥ · ∥var)? When we know that
for every t ≥ 0µt is absolutely continuous w.r.t. a common measure ν and the property of its density, it will be a little
easier to check the continuity of (µt)t≥0 directly by the definition of total variation norm. Otherwise, it is not easy to check
it by definition. In Theorem 2.1 we shall show four equivalent conditions to characterize a continuous curve (µt)t≥0 in
(Ma(S), ∥ · ∥var). Particularly, the equivalence between Theorem 2.1(i) and (v) is an extension of a result in [18], where they
proved that (v) implies (i). But here we notice that under an additional condition on S (Euclidean space Rn and Riemannian
manifolds all satisfy this condition), they are also equivalent.
Theorem 2.1. Let S be a measurable space with σ -algebra B(S). Given a curve µ : [0,∞)→ Ma(S), the following assertions
are equivalent:
(i) (µt)t≥0 is continuous in total variation norm.
(ii) For each x ∈ S, t → µt({x}) is continuous, and t → µt(S) is continuous.
(iii) For each measurable set B ⊂ S, t → µt(B) is continuous.
(iv) For each measurable set B ⊂ S, the curves t → supx∈B µt({x}) and t → µt(S) are continuous.
If, in addition, there exists a metric d(·, ·) on S so that B(S) coincides with the Borel σ -algebra induced by d, and there exists
a positive measure m on S so that for every x ∈ S, every r > 0, the set B(x, r) := {y ∈ S : d(x, y) < r} possesses positive
m-measure, i.e. m(B(x, r)) > 0, and m({y ∈ S : d(x, y) = r}) = 0. Then the above four statements are also equivalent to
(v) There exist a dense subset {xi}i∈N of S and a dense subset {rj}j∈N of [0,∞) so that for every t ≥ 0, µt
∪i,j{y ∈
S : d(xi, y) = rj}
 = 0 and the curve t → µt is continuous in weak topology and the curve t → supx∈Bij µt({x}) is continuous,
where Bij = {y ∈ S : d(xi, y) < rj}.
Proof. (a) ‘‘(i)H⇒ (ii)’’ is obvious by the definition of the total variation norm. To show (i) and (ii) are equivalent, we only
need to prove ‘‘(ii)H⇒ (i)’’. Fix t ∈ [0,∞). If µt(S) = 0, then ∥µs − µt∥var = ∥µs∥var = µs(S). So µs(S)→ µt(S) as s → t
implies ∥µs − µt∥var → 0. Now we only need to consider α := µt(S) > 0. Assume µt is in the form
µt =
∞
k=1
pkδyk , pk > 0,

k
pk = α, yk ≠ yk′ , when k ≠ k′.
For any ε > 0, there exists N ∈ N so that µt({y1, . . . , yN}) =Nk=1 pk ≥ α − ε. By (i), there exists δ = δ(N) > 0 such that
for any s ∈ (t − δ, t + δ)
N
k=1
µs({yk})− µt({yk}) ≤ ε, and |µs(S)− µt(S)| ≤ ε. (2.1)
For each measurable set B ⊂ S, we can rewrite B as B =

B
{y1, . . . , yN} B \ {y1, . . . , yN}. Note that for
s ∈ (t − δ, t + δ)
µs(B \ {y1, . . . , yN}) ≤ µs(S)− µs({y1, . . . , yN})
≤ µt(S)+ ε −

µt({y1, . . . , yN})− ε
 ≤ 3ε.
Then µs(B)− µt(B) = µs(B ∩ {y1, . . . , yN})− µt(B ∩ {y1, . . . , yN})+ µs(B \ {y1, . . . , yN})− µt(B \ {y1, . . . , yN})
≤
N
k=1
µs({yk})− µt({yk})+ µs(B \ {y1, . . . , yN})+ µt(B \ {y1, . . . , yN}) ≤ 5ε.
Taking the supremum over B ∈ B(S), we obtain
∥µs − µt∥var = sup
B∈B(S)
|µs(B)− µt(B)| ≤ 5ε.
Therefore, s → µs is continuous at t in (Ma(S), ∥ · ∥var). Since t is arbitrary in [0,∞), we have proved (µt)t≥0 is continuous
in (Ma(S), ∥ · ∥var).
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(b) It is clear that (iii) H⇒ (ii) and (iv) H⇒ (ii). Using the equivalence of (i) and (ii), we shall show that (i) H⇒ (iii) and
(i)H⇒ (iv) to get the desired equivalence.
It is easy to see (i) implies (iii) by
|µs(B)− µt(B)| ≤ sup
B′∈B(S)
|µs(B′)− µt(B′)| = ∥µs − µt∥var.
Now we start to show (i)H⇒ (iv). Let ε > 0 and B be a given Borel subset of S. For s, t ∈ [0,∞) there exists yt , ys ∈ B
such thatµt({yt})− sup
x∈B
µt({x})
 < ε/2, µs({ys})− sup
x∈B
µs({x})
 < ε/2.
According to the choice of yt , ys in B, we have
µt({yt}) ≥ µt({ys})− ε/2, µs({ys}) ≥ µs({yt})− ε/2.
On the other hand, by the definition of ∥µt − µs∥var,
|µt({yt})− µs({yt})| ≤ ∥µt − µs∥var
|µs({ys})− µt({ys})| ≤ ∥µt − µs∥var
|µs({yt , ys})− µt({yt , ys})| ≤ ∥µt − µs∥var.
Then
|µt({yt})− µs({ys})| = |µt({yt})+ µt({ys})− µs({ys})− µs({yt})+ µs({yt})− µt({ys})|
≤ |µt({yt , ys})− µs({yt , ys})| + |µs({yt})− µt({ys})|. (2.2)
We will estimate |µs({yt}) − µt({ys})| in several cases. Since the role played by s and t is symmetric, we can assume that
µt({yt}) ≤ µs({ys})without loss of generality.
• Case 1: If µs({yt}) < µt({ys}), then
|µs({yt})− µt({ys})| ≤ |µs({yt})− µt({yt})| + ε/2 ≤ ∥µt − µs∥var + ε/2.
• Case 2: If µt({ys}) ≤ µs({yt}), then
|µs({yt})− µt({ys})| ≤ |µt({ys})− µs({ys})| + ε/2 ≤ ∥µt − µs∥var + ε/2.
Invoking (2.2) again, we get
|µt({yt})− µs({ys})| ≤ 2∥µt − µs∥var + ε/2.
Hencesup
x∈B
µt({x})− sup
x∈B
µs({x})
 ≤ |µt({yt})− µs({ys})| + ε ≤ 2∥µt − µs∥var + 3ε/2
lim
s→t
sup
x∈B
µt({x})− sup
x∈B
µs({x})
 ≤ lims→t 2∥µt − µs∥var + 3ε/2 = 3ε/2.
Then the arbitrariness of ε yields (iv).
(c) At last we prove the equivalence between (i) and (v) under the additional assumption on S. In fact, to show (v) H⇒
(i), the additional assumption on the existence of m on S is not necessary, and this is just the sufficient condition that [18]
provided. There they only consider probability measures. We generalize it to finite measures.
Fix t ∈ [0,∞) and set α = µt(S). If α = 0, then the weak continuity of s → µs can yield that µs(S) → µt(S) = 0,
which is equal to ∥µs − µt∥var → 0 as s → t . Now suppose α > 0. Suppose µt has the representation µt = ∞k=1 pkδyk .
Select a k ∈ N with pk > 0 and pick a set Bij so that yk ∈ Bij and µt(Bcij) > α − 8pk7 . Therefore, yk is the unique largest atom
of µt in Bij. The continuity of t → µt in weak topology and the fact µt({y ∈ S : d(xi, y) = rj}) = 0 for every i, j ∈ N
imply that lims→t µs(Bij) = µt(Bij). Invoking the continuity of t → supx∈Bij µt({x}), there exists δ > 0 such that for every
s ∈ (t − δ, t + δ) ∩ [0,∞), it holds that
|µt(Bij)− µs(Bij)| ≤ pk/7, (2.3)
and supx∈Bij µt({x})− supx∈Bij µs({x})
 =
pk − supx∈Bij µs({x})
 < pk/7. (2.4)
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It follows that
µs has an atom of mass greater than or equal to 6pk/7 in Bij. (∗)
Furthermore, because µs(Bij) ≤ 9pk/7, it is the unique largest atom of µs in Bij. Let us denote it by y(s), and note that
µs(Bij \ {ys}) ≤ 3pk/7 for all s ∈ (t − δ, t + δ) ∩ [0,∞). (2.5)
We claim that s → y(s) is continuous from (t − δ, t + δ) ∩ [0,∞) into S. To show this, let s ∈ (t − δ, t + δ) ∩ [0,∞)
and ε > 0. Pick B′ij ⊂ Bij so that y(s) ∈ B′ij ⊂ {x : d(x, y(s)) ≤ ε} and take δ′ so small that (s− δ′, s+ δ′) ⊂ (t − δ, t + δ),
and if s′ ∈ (s − δ′, s + δ′), then |µs(B′ij) − µs′(B′ij)| ≤ 2pk/7 thanks to (2.3). Combining with (∗), this yields that
µs′(B′ij) ≥ µs(Bij′)− pk3 ≥ µs(y(s))− pk3 ≥ 4pk7 . Becauseµs′(B′ij \ {y(s)}) ≤ 2µs′(Bij \ {y(s′)}) ≤ 3pk7 , we obtain y(s′) ∈ B′ij and
d(y(s′), y(s)) ≤ ε. Therefore, s → y(s) is continuous in (t − δ, t + δ) ∩ [0,∞).
By the continuity of s → y(s) and the density of {rj}j≥1 in [0,∞), if for some xi, d(xi, y(s)) ≢ d(xi, y(t)) on
(t − δ, t + δ) ∩ [0,∞), then there exists rj such that d(xi, y(s)) = rj for some s. This means µs({y ∈ S : d(xi, y) =
rj}) ≥ µs({ys}) > 6pk/7, which contradicts µs(∪ij{y ∈ S : d(xi, y) = rj}) = 0. So we obtain d(xi, y(s)) = d(xi, y(t))
for all xi and s ∈ (t − δ, t + δ) ∩ [0,∞). By taking a subsequence of {xi}i∈N converging to y(t), we get y(s) = y(t) and
supx∈Bij µs({x}) = µs({yk}) for all s ∈ (t − δ, t + δ) ∩ [0,∞).
For any ε > 0, there existsN ∈ N, δ∗ > 0 so thatµt
{y1, . . . , yN} =Nk=1 pk ≥ α−ε andNk=1 |µs({yk})−µt({yk})| ≤
ε. For any Borel set B,
|µt(B)− µs(B)| ≤
N
k=1
|µt({yk})− µs({yk})| + µt(B \ {y1, . . . , yN})+ µs(B \ {y1, . . . , yN}) ≤ 5ε.
Taking first the supremum over B then letting ε→ 0, we get lims→t ∥µt − µs∥var = 0.
(d) For the converse ‘‘(i)H⇒ (v)’’, it is easily seen that t → µt is continuous in weak topology. The inequalitysupx∈Bij µt({x})− supx∈Bij µs({x})
 ≤ supx∈Bij
µt({x})− µs({x}) ≤ ∥µt − µs∥var
yields that t → supx∈Bij µt({x}) is continuous. Nowwe only need to show the existence of {xi}i∈N and {rj}j∈N with the desired
properties in (v).
Take a countable dense subset T = {t1, t2, . . .} of [0,∞). For each t ∈ T , the support set suppµt := {y ∈ S : µt({y}) >
0} of µt is at most countable. So A = t∈T suppµt is countable, which could be expressed by A = {y1, y2, . . . , yk, . . .}.
There exist a countable dense subset {xi}i∈N of S and a countable dense subset {rj}j∈N of [0,∞) such that
∀t ∈ T , µt

i,j

y ∈ S : d(xi, y) = rj
 = 0. (2.6)
In fact, pick an arbitrary countable dense subset {rj}j∈N of [0,∞). Let
S(y, r) = {x ∈ S : d(x, y) = r}, B¯(y, r) = {x ∈ S : d(x, y) ≤ r},
for y ∈ S, r > 0. Let Ω = k,j S(yk, rj). According to the assumption on m, we have m(Ω) = 0 and S \ Ω is dense in
S. This is because for any x0 ∈ S and any r0 > 0, m(B(x0, r0) \ Ω) ≥ m(B(x0, r0)) − m(Ω) > 0, therefore ∃ x′ ∈ S \ Ω ,
d(x0, x′) < r0. Now we can choose a countable dense subset {xi}i∈N of S \ Ω , which is also dense in S automatically. One
has yk ∉ S(xi, rj) for any i, j, k ∈ N by our choice of {xi}i∈N. This fact means that for any t ∈ T , µt
∪i,j S(xi, rj) = 0. Since
∪i,j S(xi, rj) is a Borel set, the continuity of (µt)t≥0 in total variation norm means t → µt
∪i,j S(xi, rj) is continuous by the
fact ‘‘(i)H⇒ (iii)’’. We get for every t ≥ 0,µt
∪i,j S(xi, rj) = 0. So we have shown (i)H⇒ (v) and complete the proof of this
theorem. 
3. Continuous processes in total variation norm
It is well known that the finite dimensional distribution of a stochastic processes (Xt)t≥0 can not completely determine
its path properties. For instance, (Bt)t≥0 is a 1-dimensional Brownian motion starting from 0 whose sample path is almost
surely continuous by definition. Let
τ(ω) = min{t > 0; |Bt(ω)| = 1},
then P(τ (ω) = t) ≤ P(|Bt(ω)| = 1) = 0. Let
ξt(ω) =

Bt(ω), if t ≠ τ(ω),
0, if t = τ(ω).
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Then limt→τ(ω) ξt(ω) = 1 ≠ 0 = ξτ (ω). So ξ·(ω) is not continuous at τ and the process (ξt)t≥0 does not have continuous
sample path almost surely. But outside of the null set {ω; τ(ω) = t}, ξt(ω) = Bt(ω), hence, (ξt(ω); t ≥ 0) and (Bt(ω);
t ≥ 0) have the same finite dimensional distributions.
In this section we want to give a sufficient condition for a Ma(S)-valued stochastic process to have a version with
continuous sample path in total variation norm. Throughout this section, let (S, d) be a complete, separable metric space.
Let W (M(S); ∥ · ∥var) be the set of all finite measure-valued continuous curves in total variation norm. Let W (Ma) be the
set of processes inW (M(S); ∥ · ∥var) taking values only inMa(S).
Definition 3.1. A process (Xt)t≥0 defined on a probability space (Ω,F , P) taking values inM(S) is said to be of continuous
path in total variation norm, if for P-a.e. ω ∈ Ω ,
t → Xt(ω) ∈ W (M(S); ∥ · ∥var).
Definition 3.2. Given twoM(S)-valued processes (Xt)t≥0 and (Xˆt)t≥0, (Xˆt)t≥0 is said to be a version of (Xt)t≥0, if for every
t ≥ 0, P(Xt = Xˆt) = 1.
Given a Ma(S)-valued process (Xt)t≥0, in order to use Theorem 2.1, we should try to find {xi}i∈N and {rj}j∈N such that
almost surely
∀t ≥ 0, Xt
∪ij{y ∈ S : d(xi, y) = rj} = 0,
and t → supx∈Bij Xt({x}) is continuous. It is generally not easy to verify the continuity of t → supx∈Bij Xt({x}) directly. So we
introduce an approximation below.
Let A = Anj ∞j,n=1 be a collection of Borel subsets of S so that
• for every n, Anj ∞j=1 is a partition of S, that is, S =∞j=1 Anj and Anj ∩ Anj′ = ∅ for j ≠ j′.
• diam(Anj ) := sup{d(x, y) : x, y ∈ Anj } ≤ 1/n for all j ≥ 1.
• An+1j ∞j=1 is a refinement of Anj ∞j=1, that is, for each n, j ≥ 1, there exists j′ ≥ 1 such that An+1j ⊂ Anj′ .
With A defined as above and µ a finite Borel measure on S, it holds
inf
n
sup
j
µ

Anj
 = sup
x∈S
µ({x}). (3.1)
This is proved in [18, Lemma 6.7].
Theorem 3.3. Let

Xt

t≥0 be aMa(S)-valued stochastic process. Suppose it is continuous in weak topology. Suppose there exist
a dense subset {xi}i≥1 of S and a dense subset {rj}j≥1 of [0,∞) so that almost surely
∀ t ≥ 0, Xt

ij
Sij

= 0, (3.2)
where Sij = {y ∈ S; d(xi, y) = rj}. If there exist positive constants α, β, CL, (L = 1, 2, . . .) such that
∞
j=1
E
Xt Anj  Bkℓ− Xs Anj  Bkℓα ≤ CL|t − s|1+β , (3.3)
for every n, k, ℓ ∈ N and t, s ∈ [0, L] (L = 1, 2, . . .), where (Anj )j,n is defined above and Bkℓ = {y ∈ S; d(xk, y) < rℓ}. Then the
process

Xt

t≥0 admits a version (Xˆt)t≥0, which is of continuous path in total variation norm.
Proof. Let Yn(t) = supj Xt

Anj

Bkℓ

, then
| Yn(t)− Yn(s)| ≤ sup
j
Xt Anj  Bkℓ− Xs Anj  Bkℓ .
Thanks to (3.4) we get
E| Yn(t)− Yn(s)|α ≤ E

sup
j
Xt Anj  Bkℓ− Xs Anj  Bkℓα
≤
∞
j=1
E
Xt Anj  Bkℓ− Xs Anj  Bkℓα ≤ CL|t − s|1+β . (3.4)
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According to [19, Theorems 4.2 and 4.3], the process (Yn(t))t≥0 admits continuous sample path and (Yn(t))t≥0 converges to
a continuous process (Y (t))t≥0 almost everywhere as n →∞, i.e.
P ({ω ∈ Ω : ρ(Yn(·), Y (·))→ 0, as n →∞}) = 1.
Hereρ(Yn(·), Y (·)) =∞k=1 2−kmax0≤t≤k |Yn(t)−Y (t)|∧1. Since An+1j ∞j=1 is a refinement of Anj )∞j=1, Yn(t) is decreasing
in n for each t ∈ [0,∞). By (3.1),
lim
n→∞ Yn(t) = infn supj Xt

Anj

Bkℓ

= sup
x∈Bkℓ
Xt({x}), for every ω ∈ Ω.
Therefore,

Y (t)

t≥0 is a continuous version of supx∈Bkℓ Xt({x}). Together with the assumption (3.2) and the countability of
Bkℓ we obtain a process (Xˆt)t≥0, whose finite dimensional distributions coincide with the process (Xt)t≥0 and a setΩ0 ⊂ Ω
with full P-measure such that for every ω ∈ Ω0, Xˆt(ω)

ij Sij
 = 0, ∀ t ≥ 0, and
t → sup
x∈Bkℓ
Xˆt({x}) is continuous for any k, ℓ ∈ N.
In view of Theorem 2.1, we get
∀ω ∈ Ω0, t → Xˆt(ω) is continuous in total variation norm.
Hence, (Xˆt)t≥0 is the desired process and we complete the proof. 
4. Path properties of measure-valued branching diffusions with immigrations
In [14], Shiga constructed measure-valued branching diffusions with immigrations (for short, MBDI) generated by
operatorL (defined below) bymaking use of a Poisson system associatedwith excursion laws of continuous state branching
diffusions on [0,∞).
LF(µ) = 1
2

S
µ(dx)β(x)
δ2F(µ)
δµ(x)2
+

S

µ(dx)γ (x)+ V (dx)δF(µ)
δµ(x)
, (4.1)
where S is a locally compact separable metric space, β(x) is a bounded, uniformly positive and measurable function on
S, γ (x) is a bounded measurable function on S, and V is a bounded measure on S. LetM(S) denote the space of all finite
measure on S. For a function F :M(S)→ R,
δF(µ)
δµ(x)
:= lim
t→0
1
t

F(µ+ tδx)− F(µ)

, x ∈ S
provided the limit exists, where δx denotes the Dirac measure at point x ∈ S. This method has been generalized to construct
more general superprocesses. For example, Dawson and Li [15] constructed a superprocess with dependent spatial motion
and interactive immigration. Fu and Li [16] constructedmeasure-valueddiffusionswith immigrationswith non trivial spatial
motion.
The MBDI process (Xt)t≥0 constructed in [14] was proved to take values inMa(S), i.e. Xt is random purely atomic finite
measure for each t > 0. Shiga also proved thatMBDI process own the property: for each t > 0,
lim
s→t ∥Xs − Xt∥var = 0, almost surely.
As pointed out in the beginning of Section 3 by an example of Brownian motion, this cannot ensure that (Xt)t≥0 has
continuous sample paths in the total variation norm. In this section, we shall prove that theMBDI process (Xt)t≥0 admits a
version of continuous path in total variation norm.
Let us first recall some basic facts about the construction of MBDI processes. For each β > 0, and γ ∈ R, pβ,γt (y, dz)
denotes the transition probability of a diffusion process (Ω,F ,Ft , p
β,γ
t , yt) on [0,∞) generated by
Aβ,γ = βy
2
d2
dy2
+ γ y d
dy
with 0 as a trap.
Such a diffusion process is called a continuous state branching diffusion. An entrance law for this diffusion process is given
by
λ
β,γ
t (dz) = eγ tC2t exp−zCt dz for z > 0,
λ
β,γ
t ({0}) = +∞,
(4.2)
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where Ct = 2γ /β(eγ t − 1) if γ ≠ 0; otherwise, Ct = 2/βt . (λβ,γt )t>0 satisfies
[0,∞)
λβ,γs (dy)p
β,γ
t (y, dz) = λβ,γs+t (dz) for t, s > 0.
(pβ,γt )t>0 is characterized by
[0,∞)
e−azpβ,γt (y, dz) = exp

−ye
γ taCt
a+ Ct

. (4.3)
SetW+ the space of continuous functionsw : [0,∞)→ [0,∞) satisfying
(i) w(0) = 0, σ (w) := inf{t > 0; w(t) = 0} > 0,
(ii) w(t) = 0 for t ≥ σ(w), if σ(w) <∞.
Denote byB(W+) (Bt(W+)) the σ -field generated by cylindrical subsets ofW+ (up to time t). Then there is a unique σ -finite
measure Q β,γ onW+ such that for every n ≥ 1, 0 < t1 < t2 < · · · < tn and E1, E2, . . . , En ∈ B([0,∞))
Q β,γ (w : w(t1) ∈ E1, w(t2) ∈ E2, . . . , w(tn) ∈ En)
=

E1×···×En
λ
β,γ
t1 (dy1)p
β,γ
t2−t1(y1, dy2) · · · pβ,γtn−tn−1(yn−1, dyn). (4.4)
Fix an initial point X0 = µ ∈Ma(S). Let Nµ(dx, dw) be a Poisson randommeasure on S ×W+ with intensity measure
µQ (dx, dw) = µ(dx)Q β(x),γ (x)(dw).
Let Np(dt, dx, dw) be a Poisson point process on S ×W+ with characteristic measure
VQ (dx, dw) = V (dx)Q β(x),γ (x)(dw).
See e.g. [19, Chapter 1] for the definition of the Poisson random measure and Poisson point processes. Assume Nµ(dx, dw)
and Np(dt, dx, dw) are mutually independent. Define anMa(S)-valued process (Xt)t>0 by
Xt(dx) =

W+
w(t)Nµ(dx, dw)+

(0,t]×W+
w(t − s)Np(ds, dx, dw) for every t > 0. (4.5)
Then (Xt)t>0 is anMBDI process starting from µ, associated with operatorL defined by (4.1).
In order to calculate the moments of process (Xt)t>0 we shall use some basic facts about transition probability p
β,γ
t ,
measure Q β,γ and Poisson randommeasure. We collect them together and state them in the following two lemmas.
Lemma 4.1. It holds that
(i)

[0,∞)
(z − y) pβ,γt (y, dz) = (eγ t − 1)y,
(ii)

[0,∞)
(z − y)2 pβ,γt (y, dz) = 2e
γ ty
Ct
+ (eγ t − 1)2y2,
(iii)

[0,∞)
(z − y)3 pβ,γt (y, dz) = 6e
γ ty
C2t
+ 6e
γ t(eγ t − 1)y2
Ct
+ (eγ t − 1)3y3,
(iv)

[0,∞)
(z − y)4 pβ,γt (y, dz) = 24e
γ ty
C3t
+ 12e
2γ ty2
C2t
+ 24e
γ t(eγ t − 1)y2
C2t
+ 12e
γ t(eγ t − 1)2y3
Ct
+ (eγ t − 1)4y4.
Lemma 4.2 ([14, Lemma 3.2]). Let (S,B(S),Λ) be a σ -finite measure space, and let N be a Poisson random measure on
(S,B(S)) with intensity measure Λ defined on a probability space (Ω,F , P). We denote N = N − Λ. Then for non-negative
measurable functionsΦ and Ψ on S
(i) E[exp(−⟨Φ,N⟩)] = exp(−⟨1− e−Φ,Λ⟩),
(ii) E[⟨Ψ ,N⟩ exp(−⟨Φ,N⟩)] = ⟨Ψ e−Φ ,Λ⟩E[exp(−⟨Φ,N⟩)],
(iii) E[⟨Ψ ,N⟩2 exp(−⟨Φ,N⟩)] = ⟨Ψ 2e−Φ,N⟩ + ⟨Ψ e−Φ,Λ⟩E[exp(−⟨λΦ,N⟩)],
(iv) E[⟨Φ,N⟩4] = ⟨Φ4,Λ⟩ + 3⟨Φ2,Λ⟩2,
where ⟨Φ,N⟩ stands for the integration of Φ with respect to measure N.
We are in the position to state our main theorem of this section now.
J. Shao / J. Math. Anal. Appl. 392 (2012) 179–191 189
Theorem 4.3. Assume there exist a dense subset (xi)i∈N of S and a dense subset (rj)j∈N of [0,∞) such that
µ

ij
Sij

= 0, V

ij
Sij

= 0,
where Sij = {y ∈ S; d(xi, y) = rj}, then theMa(S)-valued branching diffusion (Xt)t>0 corresponding to operator L defined
by (4.1) admits a (Ma(S), ∥ · ∥var) continuous version.
Proof. We need to check that (Xt)t>0 satisfies the conditions (3.2) and (3.3), then Theorem 3.3 will yield the desired result.
The key points to do so are the following moment estimates.
For every Borel measurable set B on S, let
Y1(t) =

S×W+
1B(x)w(t)Nµ(dxdw),
Y2(t) =

(0,∞)×S×W+
1(0,t](r)1B(x)w(t − r)Np(drdxdw).
Then for every 0 < s < t ,
E[|Y1(t)− Y1(s)|4] ≤ 8E

S×W+
1B(x)(w(t)− w(s))Nµ(dxdw)4
+ 8

S×W+
1B(x)(w(t)− w(s))µ(dx)Q β(x),γ (x)(dw)
4
= 8

B
µ(dx)

W+
(w(t)− w(s))4Q β(x),γ (x)(dw)
+ 24

S×W+
1B(x)(w(t)− w(s))2 µ(dx)Q β(x),γ (x)(dw)
2
+ 8

S×W+
1B(x)(w(t)− w(s))µ(dx)Q β(x),γ (x)(dw)
4
.
Using Lemma 4.1, we estimate the previous term by direct calculation. Herewe only present the estimate of the fourth order
moment in the following.
B
µ(dx)

W+
(w(t)− w(s))4 Q β(x),γ (x)(dw)
=

B
µ(dx)

S
λs(dy)

W+
pβ(x),γ (x)t−s (y, dz)(z − y)4
=

B
µ(dx)
 ∞
0
eγ (x)sCs(x)2e−yCs(x)

W+
pβ(x),γ (x)t−s (y, dz)(z − y)4

dy
=

B
µ(dx)
24eγ (x)s
Cs(x)3

Cs(x)3eγ (x)(t−s)
Ct−s(x)3
+ 3Cse
γ (x)(t−s)(eγ (x)(t−s) − 1)2
Ct−s(x)
+ (eγ (x)(t−s) − 1)4 + Cs(x)
2eγ (x)(t−s)(3eγ (x)(t−s) − 2)
Ct−s(x)2

≤

B
µ(dx)

6β(x)2eγ (x)s(t − s)2
Cs(x)
+ O((t − s)3)

≤ Cµ(B)(t − s)2 + O((t − s)3).
In all, we obtain
E[|Y1(t)− Y1(s)|4] ≤ Cµ(B)(t − s)2 + O((t − s)3).
For w ∈ W+, we extend its definition domain to (−∞,∞) by setting w(t) = 0 for t ≤ 0. Using the estimation stated in
[14, formula (4.6)],[0,∞)×W+(w(t − r)− w(s− r))kdrdQ β,γ (w)
 ≤ Ck((t − s)k + (t − s)k/2), k ≥ 1, 0 < s < t,
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we can obtain
E[|Y2(t)− Y2(s)|4]
≤ 8E

[0,∞)×S×W+
1(0,t]1B(x)w(t − r)− 1(0,s]1B(x)w(s− r)Np(drdxdw)4
+ 8

[0,∞)×S×W+
1(0,t]1B(x)w(t − r)− 1(0,s]1B(x)w(s− r) drV (dx)Q β(x),γ (x)(dw)
4
= 8

B
V (ds)

[0,∞)×W+
(w(t − r)− w(s− r))4drQ β(x),γ (x)(dw)
+ 24

B
V (dx)

[0,∞)×W+
(w(t − r)− w(s− r))2drQ β(x),γ (x)(dw)
2
+ 8

B
V (dx)

[0,∞)×W+
w(t − r)− w(s− r) drQ β(x),γ (x)(dw)
4
≤ CV (B)(t − s)2 + O((t − s)3).
Since t → Xt is continuous in M1, a(S) in weak topology, t → ⟨1, Xt⟩ is a continuous function. According to the
assumption on the measureµ(dx) and V (dx) on S, there exist a dense subset (xi)i∈N of S and a dense subset (rj)j∈N of [0,∞)
such that
µ

ij
Sij

= 0, V

ij
Sij

= 0,
where Sij = {y ∈ S; d(xi, y) = rj}. For the process (Xt)t≥0 we have, for each t > 0,
E

Xt

ij
Sij

=

∪ij Sij
µ(dx)

W+
w(t)Q β(x),γ (x)(dw)
+

∪ij Sij
V (dx)

[0,∞)×W+
1(0,t](r)w(t − r)drQ β(x),γ (x)(dw) = 0.
So Xt(∪ij Sij) = 0 almost everywhere. Furthermore, for every rational number t > 0, Xt(∪ij Sij) = 0 almost everywhere.
Let Yt = Xt(∪ij Sij) for t > 0. Then according to our previous moment estimates and Kolmogorov’s continuity theorem (see
[19, Theorem 4.3] and its corollary), (Yt)t>0 has a version Yˆt with continuous sample path, correspondingly Xt has a version
Xˆt . Combining with the fact Yˆt = 0 for all rational number t > 0 almost everywhere, we get Yˆt = 0 for all t > 0 almost
everywhere. This shows that (Xˆt)t≥0 satisfies the condition (3.2) of Theorem 3.3.
In view of our previous moment estimates, it holds
∞
j=1
E|Xˆt(Anj ∩ Bkℓ)− Xˆs(Anj ∩ Bkℓ)|4 ≤ C

µ(Bkℓ)+ V (Bkℓ)

(t − s)2,
where Bkℓ = {y ∈ S; d(xk, y) < rℓ} and (Anj )n,j∈N is a family of partition of S introduced before Theorem 3.3. Since µ and V
are finite measures on S, the condition (3.3) is verified. Applying Theorem 3.3 we obtain the desired result. 
Remark 4.4. The assumption on the measuresµ and V in previous theorem is not a strong restrictive condition. Especially,
when S admits a positive measure m satisfying for any x ∈ S, any r > 0, the set B(x, r) := {y ∈ S : d(x, y) < r} possesses
positivem-measure, andm({y ∈ S : d(x, y) = r}) = 0, this assumption will be satisfied by allµ and V inMa(S) due to part
(d) in the proof of Theorem 2.1. Moreover, when S is a Riemannian manifold, thenm can be taken to be volume measure.
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