Interest in applying counterfactual logic to legal settings has resulted in disagreements regarding the proper interpretation of the legal term "but for," as in "It is more probable than not that the injury would not have occurred but for the defendant action" (Robertson, 1997). Let A = 1 stands for the defendant's action, R = 1 for the observed response (e.g., injury or damage), and R 0 (respectively R 1 ) for the value that R would have had the action not taken (A = 0). The standard interpretation of the "but for" criterion is captured by the inequality P N ≥ 1 2 where PN stands for counterfactual probably P N = P (R 0 = 0|A = 1, R = 1)
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termed "probability of necessity" in Pearl (2000a) . The same interpretation was used by Greenland and Robins (1988) ; Balke and Pearl (1994a,b) ; Pearl (1999 Pearl ( , 2009a ; and Tian and Pearl (2000) . Equation (1) is a direct translation of the "but for" test into counterfactual language, saying that R would not have occurred in the absence of A, given that R and A did in fact occur. Implicit in PN is the understanding that the probability P is defined relative to a reference class of individuals who are exchangeable with the defendant. In other words, P embeds all other information we have about the incident, for example, that the defendant is a red hair lawyers who owns a black Mercedes, and that the claimant was a reckless driver. Ironically, Eq. (1) was also used in Pearl (2000b) to demonstrate that counterfactuals can handle CoE-type questions, contrasting Dawid's dismissal of counterfactuals as "metaphysical" concepts that "can lead to distorted understandings and undesirable practical consequences" (Dawid, 2000, p. 408) . "I challenge Dawid to express Query II ["My headache has gone. Is it because I took aspirin?"], let alone formulate conditions for its estimation in a counterfactual-free language (Pearl, 2000b, p. 429 In a recent article, Dawid et al. (2014a) (henceforth DFF) urge statisticians to pay attention to "Causes of Effects" (PN), in contrast to "Effects of Causes" (CoE), especially to the unique and challenging problems that CoE presents in legal settings, where individual cases are the focus of deliberation, and population data rarely provide sufficient evidence. Oddly, instead of PN, DFF proposed another counterfactual expression for CoE, termed "probability of causation":
which in our context reads: The probability that an injury would not occur had an action (like A = 1) not been taken, given that an injury would occur had that action been taken. Clearly, PC is the wrong measure to use in CoE problems, as can be seen from fact that the reference class R 1 = 1 does not entail that the injury R = 1 actually occurred, or that the action A = 1 actually took place. As a result of this mistaken reference class, PC fails to properly represent the evidence typically available in litigation cases (Pearl, 2014, footnote 5) . It represents the probability that a response obtained under experimental regime A = 1 would not occur had the regime been changed to A = 0. It does not take into account the fact that, in litigation cases, actions are typically executed by choice, by actors who have the capabilities to implement those actions and reasons to expect their consequences. Such actors constitute a select subpopulation that are not distinguished by PC.
DFF go to a great length describing the difficulty of comprehending the meaning of PC, and of estimating, or bounding it from empirical data, unless one is wiling to make strong, untestable assumptions. Perhaps it was this sort of difficulties that led DFF to conclude that the problem requires "an alternative framing of the 'CoE' that differs substantially from that found in the bulk of the scientific literature" (Dawid et al., 2014a, p. 359) .
Undeterred by the semantic inadequacy of PC, DFF showed that a lower bound to PC can be estimated if one is willing to assume "exogeneity," or "non-confoundedness," namely, that the defendant chose his action "as if at random," independent of any factor that may affect the response R. Under such assumption DFF show that PC can be lower bounded by the Excess Risk Ratio (ERR):
Readers will recognize the inequality ERR > 1 2 as the standard criterion used by epidemiologists to meet the "more probable than not" test in court cases (Schlesselman, 1982; Robins, 1988 Pearl, 2000a, p. 292) . ERR is also known to be a lower bound to PN when exogeneity holds (Greenland and Robins, 1988) and it was refined in (Tian and Pearl, 2000) to allow for confounding.
In a discussion following DFF's paper, Nicholas Jewell alerted the authors to the "more relevant" interpretation of "but for" in terms of PN, to the extensive work done on CoE under this and other interpretations and, in particular, to the tight bounds derived by Tian and Pearl (2000) under a variety of assumptions, using both observational and experimental data (Jewell, 2014) . In their rejoinder (Dawid et al., 2014b) , DFF explained their choice of the PC measure in these words:
Jewell notes the close connection with earlier work of Robins and Greenland (1989; Greenland and Robins, 2000) , and of Pearl and his collaborator Tian (Pearl, 2009b; Tian and Pearl, 2000) . We were aware of this work, having referenced it in earlier articles, and were remiss in not including discussion of it here. Robins and Greenland, using different notation and statistical formalisms, focus on what we and they call the PC although without the potential outcome labels, and they present the same lower bound, which come from the standard Fréchet bounds for 2 × 2 tables. They also address the assigned shares approach to interpreting the role of the relative risk used by the courts to address the CoE.
Jewell suggests that we should have focused on P (R 0 = 1|R 1 = 1 and A = 1) where A denotes the observed exposure condition-which is Pearl's Probability of Necessity (PN).This was in fact the way in which the CoE problem was initially formulated by Dawid (2011) , the simplification to P r(R 0 = 1|R 1 = 1) being based on the "(questionable) assumption that the decision to take aspirin was unrelated to the (then hidden) values of the potential responses." Now this additional assumption is unreasonable unless the joint probability distribution being manipulated can be regarded as that fully specific to the given individual; and, to the extent that knowledge of this individual distribution is informed by EoC-type data, it will be essential that probabilities estimated from these data are computed relative to a suitably refined reference class. Without this requirement, focusing on bounds for P (R 0 = 1|R 1 = 1 and A = 1) will not be the right thing to do.
We also note that the difference in the condition for our PC and Pearl's is what led to the upper bound in Pearl's work with Tian, which is not necessarily 1 for PN. Moreover, the work of Pearl and others to sharpen these bounds and to identify PN rests on heroic assumptions that we deem inappropriate for the present discussion, especially when they ignore the distinctions between populations and samples, and observational and experimental data. Dawid et al. (2014b) do provide a more general treatment than the one we do in our article, which does allow for an upper bound that can differ from 1, but again it differs from that of Tian and Pearl for the reasons given previously.
These paragraphs are laden with inexplicable oversights. I will first list these oversights, and then trace their origin to the paper by Dawid et al. (2014b) (henceforth DMF), which DFF cite as a "more general treatment" of the problem. Finally, I will summarize the features of the CoE problem that were missed by DFF and DMF and show how restoring these features can improve our ability to discern the "more probable than not" criterion. The latter is based on (Pearl, 2014) .
List of Puzzles and Oversights in DFF
1. DFF attempt to repair the inadequacy of PC by strong assumptions fails to distinguish "definition" from "identification." Definitions should capture the intent of the research question universally, over all models; they should not change with assumptions about one scenario or another. In our context, the defining expression should faithfully represent the "but for" criterion in all models, regardless of whether confounding is present in the model or not. The "simplification" that DFF made in using PC (instead of PN) does not represent the "but for" criterion and, therefore, cannot be justified by any model-specific assumption, including the one made my DFF, that A and (R 1 , R 0 ) are independent.
2. If PC was an unfortunate "simplification" based on "questionable assumptions," then P (R 0 = 1|R 1 = 1 and A = 1)
should be free of those assumptions and deemed the proper parameter to focus on. Why then would "focusing on bounds for P (R 0 = 1|R 1 = 1 and A = 1) not be 'the right thing to do' ?" Once we decide on the right parameter to focus on, we should derive all the information we can get from it.
However, while DFF deem many parameters "improper," they do not tell us what the proper parameter is that we should focus on. Once we commit to the proper parameter, we must also commit to the proposition that, if the lower bound for that parameter exceeds 50% the "more probable than not" criterion would be satisfied. This, of course would mean that CoE problems can be solved by standard counterfactual logic, and do not require "an alternative framework of the 'CoE' that differs substantially from that found in the bulk of the scientific literature" as DFF state in their abstract.
3. DFF's assertion that "the work of Pearl and others rests on heroic assumptions" does not sit well with the facts. Their basis for the assertion reads: "they [Pearl and others] ignore the distinction between population and samples, and observational and experimental data." The facts tell a different story.
3a. Pearl consistently separates population aspects of the CoE problem from its sample aspects. DFF are using the same separation, which is a wise move; the two subproblems deserve separate treatments.
3b. Tian and Pearl's work rests on combining observational and experimental data. They distinguish between them chapter and verse; in mathematical notation, in verbal description, in examples, and in logic. It is hard to imagine a more incisive and colorful distinction anywhere in the statistical literature (see also Pearl, 2000a, Ch. 9) .
3c. The assumptions we make for bounding PN are in fact milder than those made by DFF (2014a), as well as by DMF (2014b). For example, we do not assume "no-confounding," which DFF assume.
3d. To say that Tian and Pearl analysis rests on "heroic assumptions [that are] inappropriate for the present discussion" is like saying that CoE analysis is inappropriate for CoE analysis. Indeed, DMF have embraced these same assumptions by adopting PN instead of PC.
4. DFF confound "generality" with "appropriateness." The analysis of DMF (2014b) is not "more general" than the one done by DFF; it merely corrects the research question, and brings it to the fold of standard CoE analysis. In other words, DMF discard the parameter
and replaces it with the appropriate parameter
which is equivalent to
(H stands for "any other information we have about the episode, and is implicit in PN). This follows from the consistency rules (A = 1) and (R 1 = 1) =⇒ (R = 1)
and (A = 1) and (R 1 = 0) =⇒ (R = 0)
By restoring the analysis to the PN fold, DMF recaptured the "but for" criterion and should have been able to obtain the bounds of Tian and Pearl (2000) . Unfortunately, the syntactic transformation from PN to P C A led DMF to make unnecessarily strong assumptions and to miss the more informative bounds that were derived in Tian and Pearl (2000) .
How Opportunities Were Missed?
DMF formally define the PROBABILITY OF CAUSATION as the conditional probability:
where P A denotes the subjective probability distribution of attributes of the actor or decision maker. As we discussed earlier, this expression is identical to PN, but differs from it in syntactic form; the conditioning event contains R 1 = 1, instead of R = 1. This led DMF to conclude that P C A "involves a joint distribution of (R 0 , R 1 )," which is non-estimable from either observational or experimental data. Accordingly, DMF derived upper and lower bounds in terms of the counterfactual parameter P A (R 0 |H, A = 1) which is also non-estimable from observational or experimental data without further assumptions. 1 DMF therefore made the unnecessary assumption of "strong ignorability" (also called "sufficiency").
(R 0 , R 1 ) ⊥ ⊥ E|H which permitted them to finally express the lower bound (of PN) in terms of an estimable parameter, the causal risk ratio
In comparison, the bounds obtained by Tian and Pearl enjoy the following properties:
1. Ignorability (or sufficiency) is not assumed.
2. PN is lower bounded by an observational parameter, ERR, and an experimental parameter CF = [P (R = 1|A = 0) − P (R 0 = 1)]/P (R = 1, A = 1), which accounts for possible confounding.
3. The only parameter that comes from experimental data is P (R 0 = 1); P (R 1 = 1) need not be estimated.
4. The lower bound may be improved by confounding, whenever CF > 0.
5. The upper bound can be reduced by confounding, whenever CF < 0.
6. Regardless of confounding, the gap between the upper and lower bounds is given by one observational parameter, P (A = 0)/P (A = 1).
7. When R is monotonic with A, PN is identifiable from observational data.
8. These bounds are tight, i.e., they cannot be improved without strengthening the assumptions.
9. Contrary to prevailing lore, these bounds do not require knowledge of the data-generating model; population data from observational and experimental studies are all that is needed.
Vivid illustratioins of how the PN bounds vary with observational and experimental parameter are given in Pearl (2014) .
Conclusions
I fail to understand why Dawid, Faigman and Fienberg would not embrace a mathematical analysis of Causes of Effects that is based on weaker assumptions and yields more meaningful and informative conclusions than any of those reported in the literature.
