Introduction
It is well-known that if K is any field and f (X) ∈ K[X] is an irreducible polynomial, then either the degree of f is one, case in which there is precisely one zero of f (X) in K, or the degree of f is greater than one, case in which there is no zero of f (X) in K. Therefore, since K has at least two elements (0,
∈ K), it is impossible for an irreducible polynomial in one variable to always take the value zero.
In what follows we will investigate the zero sets for polynomials in two variables, showing that in this case things could be radically different. To this effect, we will construct, over any finite field F q , an irreducible polynomial f (X, Y) ∈ F q [X, Y] which is zero at any point, i.e., the equality f (x, y) = 0 holds true for any x, y ∈ F q . The construction is elementary and can be easily adapted so that we can build irreducible polynomials in two variables over an infinite field K taking the value zero on a given finite subset of K × K. The following two well-known facts will be used in our construction:
is a primitive polynomial with coefficients in a unique factorization domain R and if an irreducible element p ∈ R divides a 0 , a 1 , . . . , a n−1 , p does not divide a n and p
For details and proofs, one may consult, for example, [ 
The construction
We now proceed to our construction. Let F q be a finite field and φ(X) ∈ F q [X] be a quadratic irreducible. We can choose, for example,
if q is odd, with µ ∈ F q a quadratic nonresidue, and
if q is even, with µ ∈ F q having non-zero absolute trace (see [1] , Corollary 3.79).
Clearly φ(X) is relatively prime to
it follows (see [1] , Theorem 1.55) that there exist polynomials a(X),
We are now in the position to state the following:
Theorem. With the above notations, the polynomial
with coefficients in F q is irreducible and satisfies f (x, y) = 0 for any x, y ∈ F q .
Proof. First of all, the fact f (x, y) = 0 for any x, y ∈ F q is an immediate consequence of the Fact 1. On the other hand, f (X, Y ) can be viewed as a monic polynomial in Y with coefficients in R := F q [X] . All the non-leading coefficients of f (X, Y) are divisible by the irreducible element φ(X) ∈ R. Indeed, from (1) and (2) we get
Moreover, the free coefficient φ(X)(X q −X) is not divisible by φ 2 (X). It is now the moment to apply the second fact to conclude that
ᮀ
A few examples and further remarks
The theorem proved in the previous section is an efficient tool of building irreducible polynomials in two variables with coefficients in a finite field which have a maximal possible zero set. By applying the method described above we find the following irreducibles that take the value zero at any point with coordinates in the specified finite field:
Over
Remark 1. One may notice that (2) is an irreducible element of F q [X, Y] where F q represents an algebraic closure of F q . Indeed, let λ ∈ F q be a root of φ(X) in the quadratic extension of F q . Then, Eisenstein's theorem applies in a similar way to (2) together with the irreducible X − λ ∈ F q [X]. Thus, we conclude that the polynomial we constructed is irreducible in the larger ring (
Remark 2. Note that a slight modification of the above argument applies to infinite fields as well. Thus, if K is an infinite field then there are irreducible polynomials
. . , x r } and {y 1 , . . . , y s } be the set of distinct x-and y-coordinates of the points of S, respectively. Since K is infinite, it is possible to choose µ ∈ K \{x 1 , . . . , x k }. Then, the polynomials (X −x 1 ) . . . (X −x k ) and X − µ (the analogues of X q − X and φ(X), respectively, in the above finite fields proof) are relatively prime. As before, we will select the two polynomials a(X),
Clearly, we may assume that a(X) is not divisible by X − µ (it will be enough to note that if we replace a(X) by a(X)
, the equality in (3) will be preserved). Then the polynomial
will take the value 1 on S. This, together with the fact that the polynomial in Y
takes the value zero on S, implies that the polynomial
also takes the value zero on S. 
