A typical modern high-throughput screening (HTS) operation consists of testing thousands of chemical compounds to select active ones for future detailed examination. The authors describe 3 clustering techniques that can be used to improve the selection of active compounds (i.e., hits). They are designed to identify quality hits in the observed HTS measurements. The considered clustering techniques were first tested on simulated data and then applied to analyze the assay inhibiting Escherichia coli dihydrofolate reductase produced at the HTS laboratory of McMaster University. (Journal of Biomolecular Screening 2006:903-914) 
INTRODUCTION

H
IGH-THROUGHPUT SCREENING (HTS) is one of the initial stages of the drug discovery process. It allows for testing of hundreds of thousands of chemical compounds per day to select the most prominent candidates for future examination. The compounds are tested against therapeutic targets. A typical HTS procedure generates enormous data volume that requires appropriate processing tools and mechanisms. Recent developments in modern mass screening are highly influenced by the increasing number of targets identified by genomics and by the expansion of the libraries of compounds synthesized using methods of combinatorial chemistry.
Correct selection of active compounds (i.e., hits), is crucial: It is important to know that the expected drug candidate is present in the data and that the selected set of compounds does not lead to unnecessary clinical research. The mass screening process has several drawbacks including the absence of standardized data validation and the lack of reliable quality control. This makes the correct identification of active compounds quite difficult. The incoherencies are partially due to the presence of random and systematic errors in the data. Some statistical methods and software for correcting HTS data have been recently proposed in the literature. The reader is referred to the articles by Heuer et al., 1 Gunter et al., 2 Brideau et al., 3 Heyse, 4 Zhang et al., 5, 6 Kevorkov and Makarenkov, 7 and Makarenkov et al. 8, 9 Another factor that influences the identification of active compounds is the hit selection procedure itself: Once the data are preprocessed and checked for quality, one has to decide which compounds should be tested in a secondary screen. However, from the statistical point of view, it is not well defined or reasonably grounded how to select the active compounds. Current practices usually apply informal rules that are based on particular laboratory constraints such as capacity limitations or financial costs of the follow-up procedures. 10 One can identify hits by plotting raw or preprocessed measured values against compound label. First, plot the compound identity on the x axis and its activity measurement on the y axis for each plate separately and then identify compounds whose measured activity deviates from the majority of the measurements. This approach is well suited for identifying compounds with a high activity level. However, compounds of low or intermediate activity levels may be missed by such an "eyeball" procedure.
One can also select hits by computing a fixed percentage of the compounds with the highest measured activity (e.g., select 1% or 2% of the most active compounds on each plate or in the bulk of the data). This method is not statistically justified and can lead to some undesirable artifacts: The real number of hits per plate may vary a lot, and it is usually not reliable to compare measurements on different plates. Because the true number of active compounds is not known in advance, one cannot justify the selection of a fixed percentage of the primary screen compounds.
Another current practice to select hits in a particular plate consists of calculating the plate mean value µ and its standard deviation σ to identify samples differing from the mean µ by at least cσ, where c is a preliminary chosen constant. For example, in the case of an inhibition assay and c = 3, we would select samples with measured values smaller than µ -3σ. This is a classical hit selection approach applied on a plate-by-plate basis. The main drawback of this hit selection procedure is the assumption that all hits have measured values smaller than a preestablished threshold depending only on the plate mean and standard deviation. To avoid this limitation, we propose using the strategy based on the following assumption: The measured values of active samples are significantly different from those of inactive ones. Such an assumption leads to a new hit selection approach that consists of finding statistically justified clusters of samples having some of the smallest or biggest measured values on each plate or in the single batch of the assay data; their values should be well distinguished from the values of all other samples. Because only a small percentage of compounds are active, the size of their cluster should be reasonably small.
Two clustering procedures will be discussed in the article. The 1st procedure considers each plate as an independent experiment, whereas the 2nd one treats all assay compounds as a single batch. The performances of the hit selection methods based on the cluster analysis with respect to the classical hit selection procedure will be illustrated first on the random data having standard normal and long-tails distributions. We will also show the differences between the 2 approaches while examining the assay inhibiting Escherichia coli dihydrofolate reductase generated at the HTS laboratory of McMaster University.
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MATERIALS AND METHODS
Random data generation and type I error
A typical HTS procedure consists of running samples arranged in 2-dimensional plates of the same format through automated screening machines that make experimental measurements. Samples are placed in wells. Most of the samples are inactive, and the measurements corresponding to active samples are assumed to be substantially different from those of inactive compounds.
We use random data sets following 2 different distributions to prove the efficiency of the cluster-based hit selection approach. The experiments were carried out on random data having the standard normal and long-tails distributions. Each random data set consists of a 1250-plate assay, with each plate having wells arranged in 8 rows and 10 columns, thus imitating the parameters of the McMaster E. coli screen. 11 First, 2 random data sets with no hits were generated according to the standard normal (∼N(0, 1)) and long-tails distributions. The classical hit selection procedure and 3 hit selection methods based on the cluster analysis were applied to these data. The 3 clustering strategies used to search for hits were the following: k-means partitioning, sum of the average squared inside-cluster distances (SASD), and average intercluster distance (AICD). The reader is referred to Arabie et al. 12 for an overview of clustering methods. The 3 clustering strategies considered in this study are described in more detail later in this section. Because the initial random data are not supposed to contain hits at all, the detected hits should be considered false positives. Table 1 reports the number of false-positive hits found in the random data with no hits. Here, each plate was considered an independent experiment. In the case of classical hit selection, the sigma thresholds of µ -3σ (standard normal data) and µ -3.37σ (long-tails data) were applied. The sigma threshold for the long-tails data was chosen to have approximately the same number of hits that were found in the standard normal data (∼120 hits in the no-hits data sets). Note that the cluster-based hit selection generally caused a small increase in the number of false positives (3.2% on average) compared to the classical hit selection.
Then, we added 1% to 5% of hits into 5 replicates of the random no-hits data. The hit locations were chosen randomly: The probability of each well to contain a hit was, respectively, 1%, 2%, 3%, 4%, and 5%. The hit values were randomly selected to be in the interval [µ − 3.4σ; µ − 4.4σ] for the standard normal data and in the interval [µ − 4.07σ; µ − 5.07σ] for the longtails data, where µ denotes the mean value and σ denotes the standard deviation of the observed plate. Having data with randomly generated hits, we applied the classical hit selection procedure and the 3 considered clustering methods to detect hits in each simulated data set. The analyses were conducted for the clustering procedure working on the plate-by-plate basis and that treating all the assay data as a single batch.
Clustering methods and hit selection
One of the advantages of the clustering techniques is the possibility to find hits having values bigger than a fixed threshold (in the case of an inhibition assay). Such hits are completely ignored by the classical hit selection procedure. In this study, we consider 3 nonhierarchical clustering methods. First, we assume that the number of clusters k is known. The objective is to partition n-given elements into the required k nonempty clusters. Clustering techniques allow objects to change their group membership through the cluster formation process. A clustering method usually starts from an initial partition chosen according to a certain criterion. Then, the reallocation of elements takes place according to an optimality criterion. Here, we consider the 3 following optimality criteria:
1. K-means partitioning 13 that minimizes the total inside-cluster variance: (1) where X i is the i's cluster containing N i = |X i | elements (N i > 0), x j is an element of X i , µ i is the mean point of the cluster X i , and d(x j , µ i ) is the distance between the element x j and the mean point µ i of X i . 2. Sum of the average squared inside-cluster distances between all pairs of elements (both elements of the pair must belong to the same cluster) taken over all clusters. More precisely, the method minimizes the following function:
where X i is the i's cluster containing N i = |X i | elements (N i > 0), x j and x m are 2 elements from the cluster X i , and d(x j , x m ) is the distance between x j and x m . 3. Average intercluster distance between all pairs of elements belonging to different clusters (the members of each pair must be from different clusters). This partitioning method is adapted from the average linkage method of hierarchical clustering. The method consists in maximizing the following function:
where X 1 and X 2 are 2 clusters containing N 1 = |X 1 | and N 2 = | X 2 | elements, respectively, (N 1 > 0 and N 2 > 0), x j is an element of X 1 and x m is an element of X 2 , and d(x j , x m ) is the distance between x j and x m .
A detailed description of the nonhierarchical partitioning methods can be found in the books of Arabie et al. 12 and Legendre and Legendre.
14 To be able to use a clustering method in the hit selection process, the following assumptions about HTS data in hand should be made: It is possible to divide clearly the screened samples into active and inactive, the majority of the screened samples are inactive, and measured values of the active samples differ substantially from the inactive ones. We will first show how the clustering methods can be applied on the plate-byplate basis and then how they can be used when all the assay data are processed as a single batch.
Hit selection on the plate-by-plate basis
Following the above-mentioned assumptions, the measured values are divided into 2 groups. The bigger group contains inactive samples, and the smaller group contains active samples (i.e., hits). We assume that there is a relatively big gap that separates active samples from inactive ones. Also, we assume that it is possible to estimate the size of the gap separating the 2 groups.
We will distinguish 3 types of plates (A, B, and C) with respect to a preestablished hit selection threshold. They are depicted in Figure 1 . All hits in the plates of type A can be found using the classical hit selection procedure, hits in the plates of type B are partially identified using the classical hit selection, and hits in the plates of type C are ignored by the classical approach. Moreover, the classical approach can also select some false positive elements. The latter elements are located outside the hit clusters in the plates of type A and close to the preestablished threshold.
An appropriate hit selection method should be able to avoid the pitfalls of the data distribution. Usually, it requires data preprocessing to ensure the accuracy of the hit selection. Ideally, active samples have similar values, form a minority group, and can be clearly distinguished from inactive ones. In the case of real data, measured values for active and inactive samples may overlap and not form 2 well-separated clusters. This can happen 
naturally or can be due to random and systematic errors that are usually present in HTS screens. However, despite the noise present in the measured values, it should be possible to distinguish 1 or 2 clusters of samples that have some of the smallest (or biggest) values on a particular plate. In general, to identify clusters of hits, the following steps should be carried out for each plate independently:
• computation of the plate mean value µ and standard deviation σ (hit and outlier elimination can be also carried out at this step), • sorting measured plate values by increasing order, • computation of the size of the hit cluster(s) according to a chosen clustering criterion, and • selection of hits in the obtained clusters.
Cluster construction on the plate-by-plate basis
We assume that in the absence of active compounds on a plate, there should be no significant gaps (according to a selected clustering criterion) separating the measurements. Consequently, in this case, it should be impossible to identify any kind of hit clusters in such a plate. Otherwise, hits will form a cluster (possibly divided into 2 or 3 smaller subclusters) that corresponds to some of the smallest (inhibition assay) measured values of the plate.
Let N be the number of measurements on a plate (in our simulations, N was equal to 80), and assume that the measurements are sorted by increasing order. Each of the plates can fall into 1 of the 2 possible categories:
1. some of the plate values are smaller than a fixed threshold, for example, µ -3σ (plates of types A or B) or 2. all plate values are equal to or bigger than a fixed threshold (plates of type C).
Depending on the plate category, we use 2 different strategies to find the hit clusters.
Plates of types A and B.
When the smallest measured value of the plate is smaller than a preestablished threshold, the 1st local minimum of the clustering function will indicate the size of a preliminary hit cluster. Because we need to partition the data into 2 groups only (i.e., active and inactive samples), the 3 clustering functions described before will be of the following form:
1. The k-means partitioning function: (4) where 2. The sum of the average inside-cluster distances: (5) 3. The average intercluster distance: (6) where N is the total number of samples per plate, N 1 is the number of samples in the 1st cluster (i.e., hits), N -N 1 is the number of samples in the 2nd cluster (i.e., no hits), and x i 's are the plate-measured values sorted by increasing order.
Assume that there are at most 20% of active compounds on each plate. Then the algorithm searching for hit clusters consequently places 1, 2, 3, . . . , and N/5 elements (N/5 = 16 in our simulations) into the hit cluster and verifies whether the criterion k-means(N 1 ), SASD(N 1 ), or AICD(N 1 ) is increasing or decreasing. The complement to the hit cluster contains, respectively, N -1, N -2, N -3, . . . , and 4N/5 elements. The 1st local minimum of k-means(N 1 ) or SASD(N 1 ), or the 1st local maximum of AICD(N 1 ), indicates that there is a well-distinguishable gap between 2 clusters under consideration. If the 1st cluster found by 1 of the clustering methods is too big (e.g., contains more than 20% of the total number of samples of the plate), then we assume that this plate contains no hit cluster at all.
Thus, the coefficients k-means(N 1 ), SASD(N 1 ), and AICD(N 1 ) can be useful in finding the hit clusters containing elements whose measured values are smaller than the fixed threshold. However, if the 1st value outside the preliminary hit cluster is smaller than the fixed threshold, some hits close to the preliminary hit cluster may be ignored. In this case, we assume that the whole hit cluster is composed of 2 or more subclusters. Therefore, in this case, our program searches for the 2nd hit cluster that is indicated by the 1st local minimum of the same clustering coefficient calculated for the plate samples from which the 1st hit cluster has already been removed. The 2nd hit cluster, if found and distinguished from the remaining data, is added to the 1st hit cluster to form the final hit cluster. In some situations, the AICD function may be used to search for the 3rd hit cluster to be added to the 1st 2 to provide better selection results.
Plates of type C. Now consider plates whose values are all bigger than a preestablished threshold (Fig. 1) . Here, the coefficients k-means(N 1 ), SASD(N 1 ), and AICD(N 1 ) may not be working properly: They may include too many false-positive elements into the hit clusters. Plates with a big number of hits often have all their values bigger than the preestablished threshold. This can be explained by the presence of several
2 .
small values that affect the plate's mean and standard deviation. Usually, in this case, there exists a relatively big gap between the hit cluster and the no-hit values. Therefore, we assume that it is still possible to find the hit cluster by estimating this sigmadepending gap for the screen in hand.
If the sigma-gap value is underestimated, it would lead to the selection of small clusters with too many false positives and not enough true hits. An overestimation of the gap value would not allow finding the hit clusters at all. Thus, the cluster search can be very sensitive to the sigma-gap value. During the simulations, we calculated experimentally the optimal values of the sigma gaps, assuming that they depended on the average value of the maximum sigma gaps on all plates of type C. The maximum sigma-gap values between 2 consecutive elements were calculated on the 1st 20% of the plate elements. The computations were done separately for the screens with 0%, 1%, 2%, 3%, 4%, and 5% of generated hits.
Hit selection algorithm based on the cluster analysis using the plate-by-plate approach
The type of the data distribution should be determined in advance. For example, to verify the assumptions of normally distributed data, one can carry out the Kolmogorov-Smirnov test. Given a known statistical distribution, one can use the following clustering algorithm to identify hits:
• Normalize data using the zero-mean centering and unit variance standardization (also known as z-score method).
• Sort the plate measurements by increasing order.
• Compute the maximum sigma-gap value between 2 consecutive elements of the smallest 20% of the plate values for the plates of type C (Fig. 1) , compute the average of the maximum sigma gaps for all plates of type C, and estimate the optimal sigma-gap values for the data sets with different hit percentages (see Tables 2 and 3 ).
• Compute the size of the hit cluster: For the plates of types A and B, find the 1st local minimum of the clustering coefficient k-means(N 1 ), SASD(N 1 ), or AICD(N 1 ) (if necessary, repeat the computation twice or thrice, removing previously found clusters); for the plates of type C, search for the cluster defined by the optimal sigma-gap value. If the cluster includes elements outside the smallest 20% of the plate measurements, disregard it (it is not a hit cluster). Also, for the plates of type C, if the cluster size is too small (e.g., less than 4% of the plate elements), disregard the cluster (it is not a hit cluster).
• Identify elements in the clusters as hits.
The optimal values of the sigma gaps calculated experimentally in the simulations based on a dichotomy search are presented in Tables 2 and 3. Note that in the case of no-hit data (0% of generated hits), the optimal sigma gaps are the smallest values (1.12 for the standard normal data and 1.49 for the longtails data) that do not lead to the identification of any hit on the plates of type C. The optimal sigma-gap values are assumed to depend on the average of the maximum sigma-gap values of all plates of type C. The best-fit cubic polynomials approximating the values in Tables 2 and 3 (see formulas 7 and 8) were calculated using the least-squares method from Maple X. 15 The main trend that may be observed in Figure 2 is as follows: the larger the average of the maximum sigma gaps calculated on the smallest 20% of the plates' measurements, the smaller is the value of the corresponding optimal sigma-gap constant that will be used for the cluster identification.
The cubic polynomial approximating the data in Table 2 (standard normal distribution) is as follows:
The graph showing the correspondence of this approximation to the experimentally calculated values is represented in Figure 2a .
The cubic polynomial approximating the data in Table 3 (long-tails distribution) is as follows:
P(x) = 22.55 -71.54x + 78.06x 2 -28.5x 3 .
The graph showing the correspondence of this approximation to the experimentally calculated values is represented in Figure 2b . 
Hit selection from a single batch
In the previous section, we considered the hit selection process that treats each plate as an independent experiment. Here, we focus on the analysis considering the whole assay data as a single batch. To conduct this kind of experiment, we first have to make sure that all plates of our assay were processed under the same testing conditions. This analysis can be recommended when a well-optimized assay protocol shows little plate-to-plate variability.
Thus, we conducted the simulations treating altogether the data of the whole assay. Two algorithmic strategies are possible in this case. First, we can still process the data on the plate-byplate basis but use the parameters (here, the mean value and standard deviation) computed for the data from the whole assay instead of those computed for each particular plate. Such a strategy will not be sensitive at all to the data distribution (i.e., the data can be distributed randomly or not). Thus, the compounds that are not randomly distributed can be processed in this way. No important changes in the above-presented algorithm should be done to implement this strategy.
The 2nd strategy, the strategy that we actually tested, assumes that all the assay data are coming from a large single plate. Thus, the 3 considered clustering procedures can be tested in turn to find the best, according to the selected criterion, partition of the entire data set into the clusters of active compounds (i.e., hits) and inactive compounds. We assume that this separation should occur not far from the traditional hit selection threshold µ -3σ, where µ is the mean value of the whole assay and σ is the assay standard deviation. This strategy proceeds by testing a fixed number of cluster partitions and selects the partition that optimizes the value of the given clustering coefficient (see Fig. 3 ). Up to 500 cluster partitions (i.e., the search interval in Fig. 3) were tested in our simulation study for each considered random data set.
RESULTS AND DISCUSSION
Experimental results for the hit selection carried out on the plate-by-plate basis
In this study, we examined 2 random HTS assays. Both simulated assays consisted of 1250 plates having wells arranged in 8 rows and 10 columns. The measurements of the 1st assay followed a standard normal distribution (∼N(0, 1) ), and the measurements of the 2nd assay followed a long-tails distribution. First, we conducted the analysis on the plate-byplate basis. Numerical results for the classical hit selection and the 3 clustering methods considered in this article are presented in Tables times for each random data set and calculating the average values of the runs.
In the case of 1% hit data, the hits were classically selected by choosing values lower than the thresholds µ -3σ and µ -3.37σ for the standard normal and long-tails data, respectively. In the case of other hit percentages, the classical sigma threshold was adjusted to keep the number of false positives close to that found by the clustering methods. Note that a lower threshold increases the number of false negatives. This is due to a trade-off between the number of true hits and the number of false negative hits (see Fig. 4a ).
Thus, we computed the true hit detection rate, the falsepositive (i.e., inactive samples that were identified as hits) rate, and the false-negative (i.e., real hits that were not detected) rate during the simulations. The true hit detection rate was much higher for all 3 clustering methods compared to the classical hit selection procedure (see Fig. 5 ). For both data distributions, k-means partitioning and SASD clustering outperformed AICD clustering and the classical hit selection procedure.
The classical hit selection implies a trade-off between the true hit rate and the false-positive rate. The influence of a fixed threshold on the false-positive and false-negative rates is illustrated in Figure 4 . This figure shows a schematic distribution and an overlap between hit and no-hit measurements with respect to a fixed classical threshold (Fig. 4a). Figure 4b shows the distribution and the overlap between the false-positive and false-negative values in the threshold area for the generated standard normal random data with 5% of added hits. An increase in the number of correctly found hits obtained by adjusting the classical threshold usually implies a sensitive increase in the number of false positives. The cluster approach can attenuate this artifact: Hit clusters are not sensitive to any preestablished threshold and can grab more correct hits without an important increase in the false positive and false negative rates. For both standard normal and long-tails data including 1% to 3% of generated hits (see Tables 4 and 5 ), the number of false positives remained at the same level as the number of false positives in the raw data with no hits (in our case, approximately 120 false positives).
Note that the k-means partitioning method detected slightly more true hits than the SASD method did (see Fig. 5 ). However, the SASD method performed slightly better than k-means partitioning in terms of false positives (see Tables 4  and 5 ). The AICD method was certainly the best in terms of Using Clustering Techniques to Improve Hit Selection false positives but very inconsistent in terms of false negatives (see Tables 4 and 5) .
Experimental results for the hit selection carried out for a single batch of data
We also carried out simulations to test the procedure processing all the assay data at the same time. Similarly to the plate-by-plate approach, we conducted our experiments on the two 1250-plate assays having standard normal (~N(0, 1) ) and long-tails distributions of data. The obtained results for the 4 competing strategies, including the traditional hit selection method, are given in Tables 6 and 7. The reported statistics were obtained as average results obtained after 100 runs. Similar to the simulation described in the previous paragraph, the hit percentage varied from 1% to 5%.
The hits were randomly generated with respect to the abovedescribed procedure. Note that the sigma thresholds reported in Tables 6 and 7 were different from those reported in Tables 4  and 5 . Here, they were adjusted in a way that the classical hit selection procedure selects the number of hits close to the real number of generated hits. Because of this difference, the hit detection rate for the classical hit selection procedure reported in Tables 4 and 6 and Tables 5 and 7 , and illustrated in Figures  5 and 6 , respectively, cannot be actually compared between them. The 3 clustering algorithms were then carried out within the search interval (see Fig. 3 ) in the area of the classical hit selection threshold. The search intervals with 10, 100, 250, and 500 elements were tested in our study, and the best results were reported. In general (see Fig. 6 ), the k-means partitioning and SASD clustering procedures outperformed AICD clustering and the classical hit selection method.
One can notice that the results of the clustering methods obtained using the plate-by-plate approach (Tables 4 and 5) are better, in almost all cases, than those obtained using the singlebatch approach (Tables 6 and 7) . This can be explained by the fact that the latter approach is dependable on the classical hit selection threshold and does not offer the possibility of studying independently the plate distributions of measured values as the plate-by-plate approach does.
Searching for hits in the experimental data
We applied the classical hit selection procedure and the 3 considered clustering methods to the experimental data set generated at the McMaster University HTS laboratory and compared the obtained results. This HTS assay is publicly available at the following Web site: http://hts.mcmaster.ca/HTSDataMiningCompetition .htm (see also the work of Zolli-Juran et al 11 ) . It consists of a screen of compounds inhibiting E. coli dihydrofolate reductase. Each compound was screened twice: 2 copies of 625 plates were run through the screening machines. This gives 1250 plates in total, each having wells arranged in 8 rows and 12 columns (columns 1 and 12 containing controls were not considered in this study). The assay conditions reported in ZolliJuran et al 11 were the following: Assays were carried out at 25° C and performed in duplicate. Each 200-µL reaction mixture contained 40 µM NADPH, 30 µM DHF, 5 nM DHFR, 50 mM Tris (pH 7.5), 0.01% (w/v) Triton, and 10 mM β-mercaptoethanol. Test compounds from the screening library were added to the reaction before initiation by enzyme and at a final concentration of 10 µM. All data are reported as the percentage residual activity relative to the average of the high controls.
The fact that the original study has identified only 32 hits in both copies (for more detail see, http://hts.mcmaster.ca/ Competition_FAQ.html) shows that either some kind of random noise was added to the data during the analysis or that the testing conditions were slightly different for the 2 assay replicates. This could also happen because the plate-to-plate variability was high or the testing conditions were inconsistent from one replicate to another. Thus, we decided to carry out the plate-to-plate clustering analysis that is more appropriate than the hit selection from 2 batches, 1 per replicate, in such a situation.
The distribution function for this data set and its approximation by a Gaussian distribution are shown in Figure 7 . It is worth noting that for this representation, the experimental data were plate normalized using the zero-mean centering and unit variance standardization. The Gaussian distribution was modeled using the parameters of the experimental data. The classical hit selection threshold was set to µ -3σ. The upper right corner of Figure 7 shows the data distribution in the hit selection area.
To apply properly a clustering method, it is first necessary to calculate the average of the maximum sigma gaps for the plates of type C (Fig. 1) . There were precisely 886 plates of type C in the McMaster data set. The average of the maximum sigma gaps on the smallest 20% of elements of these plates was equal to 0.485. Using the approximation by the polynomial (formula 7), we obtained the value of the optimal sigma-gap constant to be used for identifying hit clusters on the plates of type C. The sigma-gap constant was equal to 0.81 in this case.
The classical hit selection procedure found 429 hits in the McMaster data, the k-means partitioning method found 467 hits, the SASD method found 465 hits, and the AICD method found 757 hits. The bar chart representing the hit selection results is shown in Figure 8a . The k-means partitioning method detected 39 hits that were not identified as hits by the classical hit selection procedure (see Fig. 8b ), the SASD method found 38 extra hits, and the AICD method found 328 extra hits. On the other hand, almost all hits detected by the classical procedure were confirmed by the clustering methods: The k-means method missed only 1 classical hit, the SASD method missed only 2 hits, and the AICD method did not miss any of the classical hits. The intersections between the sets of hits provided by the 3 considered clustering strategies are shown in Figure 9 . Note that the results obtained by k-means partitioning and SASD were very similar, whereas the AICD procedure found 305 hits that were not detected by any other clustering method.
Let us compare in more detail the results provided by the classical hit selection procedure and those obtained by the SASD method. The classical procedure identified 429 hits in the McMaster assay, whereas the SASD method found 465 hits in the same data set (total increase of 36 hits). Note that 26 of these 36 hits were found on the plates of type C (Fig. 1) ; that is, their values as well as all values in their clusters were bigger than the classical threshold of µ − 3σ. These 26 hits were found in the clusters containing 3 and 4 elements located on 8 plates. Only 2 hits detected by the classical approach were not identified as hits by SASD. These 2 elements were located on the plates of type A ( Fig. 1) that had nonempty hit clusters. Both values of the nondetected classical hits were close to the threshold of µ − 3σ. Thus, it is likely that these 2 elements identified as hits by the classical method were false positives. The SASD method also found 12 hit elements with measured values bigger than µ − 3σ located in the clusters on the plates of type B (Fig. 1) .
Note that each compound of the considered McMaster University assay had 2 copies and thus was tested twice during this screen (for more detail, see the screen description on the McMaster University Web site). Both the classical hit selection procedure and SASD selected 36 compounds were confirmed as hits for both copies of the compound. However, the 36 compounds confirmed twice by the classical procedure were different in 1 compound from the 36 compounds confirmed twice via SASD.
CONCLUSION
We described a new approach to select hits in HTS data. The presented approach is based on the cluster analysis of assay measurements. We considered 3 clustering techniques that enabled us to improve classical hit selection results in the simulations with random data. Two clustering schemes were examined, with the 1st one considering each plate as an independent experiment and the 2nd one processing all the data as a single batch. We agree with Malo et al 10 that improving hit specificity and sensitivity cannot be met by technological and organizational improvements alone and that improvements in data analysis methods are needed to fulfill the promise of HTS. The results of the considered clustering techniques depend on the data distribution as well as on the plate size and the number of plates. Given an experimental HTS data set, we recommend trying clustering methods on the random data that have the identical distribution and are arranged in the same number of plates of the same size. The random data should be generated and modeled using the mean values and standard deviations of the experimental data. This will allow one to choose plausible clustering methods and parameters for hit selection in the experimental data. The simulations with random data can be done by analogy with the computational experiments described in this article.
Based on the simulations with random data, we recommend using k-means partitioning or the SASD clustering method. In general, the 2 methods have shown better performances than the AICD method and classical hit selection. However, if it is more important to have a low number of false positives in a particular HTS assay, the AICD method can be considered as well. It is worth noting that it is possible to combine the clustering hit selection methods with data correction methods and the classical hit selection. Moreover, one can also combine the hit selection methods, for example, searching first for the initial hit cluster using the k-means partitioning method and then applying the AICD method to the remaining plate elements (in this study, the k-means partitioning was the best method in terms of true hits, and AICD showed the best performance in terms of false positives). A more conservative option would consist of the selection of compounds that were identified as hits by all considered clustering methods. It also would be interesting to test the popular k-medoids method 16 in the hit selection context and to incorporate the available chemical information about the compounds into the clustering methods (e.g., molecular weight, reactivity level, etc.). This would lead to multivariable data sets that provide the possibility of using weighting variables.
The experiments described in this article showed that the application of different clustering techniques leads to different hit selection results. Therefore, it would be interesting to design and carry out significance tests for the hit selection methods.
One can also simulate and analyze some other types of data to confirm the advantages of the cluster-based hit selection.
Finally, we also suggest trying methods of machine learning that would combine the obtained information on experimental HTS data with chemical description parameters of the tested compounds. Such a combination of quantitative and qualitative descriptors seems to be very promising for an efficient selection of high-quality drug candidates.
