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The Isomorphism of Polynomials (IP) is one of the most funda-
mental problems in multivariate public key cryptography (MPKC).
In this paper, we introduce a new framework to study the count-
ing problem associated to IP. Namely, we present tools of ﬁnite
geometry allowing to investigate the counting problem associated
to IP. Precisely, we focus on enumerating or estimating the num-
ber of isomorphism equivalence classes of homogeneous quadratic
polynomial systems. These problems are equivalent to ﬁnding the
scale of the key space of a multivariate cryptosystem and the to-
tal number of different multivariate cryptographic schemes respec-
tively, which might impact the security and the potential capabil-
ity of MPKC. We also consider their applications in the analysis
of a speciﬁc multivariate public key cryptosystem. Our results not
only answer how many cryptographic schemes can be derived from
monomials and how big the key space is for a ﬁxed scheme, but
also show that quite many HFE cryptosystems are equivalent to a
Matsumoto–Imai scheme.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Multivariate cryptography comprises all the cryptographic schemes using multivariate polynomi-
als. The use of polynomial systems in cryptography dates back to the mid eighties with the design
of C∗ [1], later followed by many other proposals [2–5]. Schemes based on the hard problem of solving
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threat, whereas it is well known that number theoretic-based schemes like RSA, DH, and ECDH can
be solved in quantum polynomial-time [6].
The general method of building multivariate public key schemes is to choose a system of quadratic
polynomials, called central function F , and then hide this central function by using two invertible
aﬃne transformations T and L. The composition T ◦ F ◦ L will be used as a public key and the pair
(T , L) is considered as a secret key. We shall say that T ◦ F ◦ L is a scheme derived from the central
function F . We can see that the cryptographic scheme is uniquely determined by its central function
and two secret aﬃne transformations. But the converse is not true. Let us look at the following two
examples.
Example 1. Let
F :
⎧⎪⎨
⎪⎩
u1 = v21 + α2v1v2 + αv1v3 + α2v2v3 + αv23,
u2 = α2v1v2 + α2v22 + α2v2v3 + v23,
u3 = αv1v3 + αv22 + αv2v3 + αv23
and
G:
⎧⎨
⎩
u1 = v21 + αv1v2 + α2v1v3 + α2v2v3 + v23,
u2 = αv1v2 + αv22 + αv2v3 + α2v23,
u3 = α2v1v3 + α2v22 + α2v2v3 + α2v23,
where α is the deﬁning element of F4 with α2 + α + 1 = 0. One can check that, for
T1:
⎧⎨
⎩
y1 = α2u2 + α2u3,
y2 = u1 + α2u2 + αu3,
y3 = u1 + u2 + u3,
L1:
⎧⎨
⎩
v1 = αx1 + α2x3,
v2 = αx1,
v3 = αx1 + α2x2
and
T2:
⎧⎨
⎩
y1 = α2u1 + u3,
y2 = u1 + α2u2,
y3 = u1 + α2u2 + α2u3,
L2:
{ v1 = x1 + x2,
v2 = α2x1 + αx2 + α2x3,
v3 = x1 + αx3,
we have
T1 ◦ F ◦ L1 = T2 ◦ G ◦ L2.
In the above example, different triples (T1, F , L1) and (T2,G, L2) lead to the same encryption
mapping (i.e. public key). For this reason, we introduce the following deﬁnition.
Deﬁnition 1. Let F and G be two central functions. We shall say that the MPKC schemes derived
from F and G are equivalent if there are two pairs (T1, L1) and (T2, L2) of invertible aﬃne transfor-
mations such that
T1 ◦ F ◦ L1 = T2 ◦ G ◦ L2.
Example 2. Let F , T1 and L1 be as in Example 1. Let
T3:
{ y1 = u1 + u3,
y2 = αu1 + α2u2 + α2u3,
2 2
L3:
{ v1 = x1 + x2,
v2 = x1 + α2x2,
2 2y3 = α u1 + u2 + α u3, v3 = α x1 + x2 + α x3.
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F¯ :
⎧⎨
⎩
y1 = α2x21 + αx1x2 + α2x1x3 + α2x22 + αx2x3,
y2 = α2x1x2 + α2x22 + αx2x3 + αx23,
y3 = αx21 + αx1x2 + αx22 + αx23.
The above example shows that, for a ﬁxed central function, different secret keys can lead to the
same encryption mapping (i.e. public key). For this reason, we have:
Deﬁnition 2. Let F be a central function, (T1, L1) and (T2, L2) be two different pairs of secret keys.
We shall say that (T1, L1) and (T2, L2) are equivalent keys of the scheme derived from F if
T1 ◦ F ◦ L1 = T2 ◦ F ◦ L2.
The above two examples show that neither different central functions nor different secret pairs
can guarantee leading to different encryption mappings. Equivalent schemes have the same set of
encryption mappings, and so can be considered as the same scheme.
Having a large private (and consequently public) key space is a desirable property for any public
key scheme. We emphasize that the existence of equivalent keys shrinks the key space as only one
equivalent key is useful and others are superﬂuous, and so it will have a smaller private and public
key space than initially expected.
A similar notation of superﬂuous keys has been introduced by Wolf and Preneel in [7]. More
precisely, superﬂuous keys in the Wolf–Preneel terminology are triples of central function and aﬃne
transformations that can induce the same encryption mappings. So, it is, in fact, the combination of
equivalent schemes and equivalent keys in our framework, our approach is ﬁner and more general.
Whilst the Multivariate Public Key Cryptosystems (MPKC) are considered to be a good candidate
for the post-quantum era, the security of such schemes is still hard to establish. This is evidenced
by the successful cryptanalysis of several pioneering schemes, namely C∗ [8], HFE [9] and SFLASH
[10,11]. Although there are several proposals of MPKC which are assumed to be secure (QUARTZ [4]
and UOV [12] for instance), there is a global feeling of insecurity for such schemes. In this context, it
is important to have a deeper understanding of MPKC. Up to now, most papers about MPKC analyze
the security of a speciﬁc scheme, only few papers are related to the study of secret key size and the
potentiality of MPKC schemes.
In this paper, we present a new framework for counting how many (non-equivalent) different
schemes we can construct and how many equivalent keys (a.k.a. superﬂuous keys [7]) there are for
a speciﬁc scheme. Clearly, both equivalent schemes and equivalent keys are tightly connected to the
counting problem of the following mathematical problem:
Problem. Given two polynomial systems F and G , to ﬁnd any pair of invertible aﬃne transformations
(T , L) such that T ◦ F ◦ L = G .
The above problem is called IP problem [13]. From an algorithmic point of view, IP and its variants
have been thoroughly investigated, e.g. [14–17]. The authors of [14] proposed the ﬁrst eﬃcient (i.e.
allowing to solve cryptographic challenges) algorithm for solving random instances of IP. Recently, new
algorithms for IP and its variants have been proposed [16]. These new algorithms combine (discrete)
differential and Gröbner bases techniques permitting to further increase the number of instances of
IP which can be solved eﬃciently. Interesting enough, it was observed experimentally in [14] that the
diﬃculty of IP seems to be linked to the size of the automorphism group, which is related to the
number of solutions of an IP instance.
In this paper, however, we consider the counting problem associated to IP. As we know, IP induces
an equivalence relation among the polynomial systems, so a set of polynomial systems can be divided
into disjoint union of equivalence classes, thus we can count both the cardinality of an equivalence
class and the number of equivalence classes of polynomial systems, which is equivalent to counting
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multivariate cryptographic schemes respectively.
To this end, we will extensively use tools of ﬁnite geometry [18–22]. Geometries over ﬁnite ﬁelds
study in particular the standard form of quadratic form over ﬁnite ﬁelds under some linear transfor-
mation, which is related to the IP problem.
Organization of the paper. In Section 2, we recall the deﬁnition of IP and introduce the con-
nection between IP and the matrices congruence problem. This is the key point of the paper. In
Section 3, we study the enumeration problem of polynomial isomorphism classes in two different
cases: char(Fq) = 2 and char(Fq) = 2. In each case, we provide a lower bound on the total number
of (linearly) equivalence classes. Finally, in Section 4 we will give some basic results for this enu-
meration problem and consider their application to some speciﬁc multivariate cryptographic system
(C∗ and HFE). In particular, we provide a partial answer how many different cryptographic schemes
can be derived from a monomial central function, and how many pairs of secret keys we can choose
for a ﬁxed scheme/central function, which is the real scale of its private key space.
2. Preliminary
In this section, we recall the deﬁnition of IP problem introduced in [13] and a useful theorem
given by Kipnis and Shamir in [23] (restated by Ding, Gower and Schmidt in their book [24]) which
is about the relation between polynomials system and univariate polynomial over extension ﬁeld. We
also introduce a new notation called friendly mapping. Both the theorem and friendly mapping provide
the key ingredient to connect our new tool to IP problem.
2.1. Isomorphism of polynomials
Let Fq be a ﬁnite ﬁeld with q elements and Fq[x1, . . . , xn] be the ring of polynomials in n  1
indeterminates over Fq .
Deﬁnition 3. We denote by P the set of all the transformations F : (x1, . . . , xn) → ( f1, . . . , fn) from Fnq
to Fnq , where f i =
∑n
s=1
∑s
t=1 ci,st xsxt ∈ Fq[x1, . . . , xn]. We say that F1 ∈ P and F2 ∈ P are equivalent
if there exist two invertible linear transformations (T , L) ∈ GLn(Fq)×GLn(Fq) such that F2 = T ◦ F1 ◦ L.
Clearly, the above relation is an equivalence relation on the elements of P . Thus, P can be written
as a disjoint union of different equivalence classes. The problem of recovering the transformations T
and L is known as IP with two secrets. A restricted problem called IP with one secret (IP1S) (see [13])
involves only one transformation on the variables, namely to ﬁnd L ∈ GLn(Fq) such that F2 = F1 ◦ L.
Generally, this simpliﬁcation will induce more equivalence classes. Indeed, linear transformation T
mixes some classes together.
Remark 1. Note that, in the case of q = 2, it holds that x2k = xk . As a consequence, the f i ’s in Deﬁni-
tion 3 are not always homogeneous. They are, in fact, quadratic polynomials without constant terms.
For simplicity and by abuse of language, we still refer to such polynomials as homogeneous in this
paper.
IP (as well as IP1S) can also be interpreted as a group action. Let G = GLn(Fq) × GLn(Fq) be the
direct product of GLn(Fq) and GLn(Fq), then G forms a group under the operation: (T1, L1) · (T2, L2) =
(T1 ◦ T2, L2 ◦ L1). Considering G acting on the set P , we can deﬁne the invariant group of F ∈ P as
follows:
H = {(T , L): T ◦ F ◦ L = F}.
Then T1 ◦ F ◦ L1 = T2 ◦ F ◦ L2 iff (T−11 ◦ T2) ◦ F ◦ (L2 ◦ L−11 ) = F , hence (T−11 ◦ T2, L2 ◦ L−11 ) ∈ H . This
means that in order to study equivalent keys, it suﬃces to study the invariant group H of F . H is a
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cryptographic schemes are just the orbits of this group action [14].
Alternatively, we can view IP from a geometric point of view: thinking the indeterminates
x1, x2, . . . , xn as the coordinates of a point in some coordinate system. The linear transformation
can be considered as a coordinate transformation of the coordinate system. The polynomial equiv-
alence problem can then be considered as the study of geometric object deﬁned by the polynomial
system under the coordinate transformation. In this paper, we follow the geometric way and adopt
results/techniques of ﬁnite geometry (or geometries over ﬁnite ﬁelds) to study IP and IP1S.
2.2. Considering IP over extension ﬁelds
Let g(x) ∈ Fq[x] be an irreducible polynomial of degree n over Fq , then Fqn  Fq[x]/(g(x)). Let
φ : Fqn → Fnq be the map deﬁned by:
φ
(
α0 + α1x+ · · · + αn−1xn−1
)= (α0,α1, . . . ,αn−1). (1)
It is easy to check that φ is an Fq-vector space isomorphism between Fqn and Fnq . The following
lemma is from the literature (we refer the reader to [23] and [24] for its proof).
Lemma 1.
1) Let L be a linear transformation of Fnq , then φ
−1 ◦ L ◦ φ is of the form:
φ−1 ◦ L ◦ φ(X) =
n−1∑
i=0
αi X
qi , where αi ∈ Fqn . (2)
2) Let F ∈ P be as in Deﬁnition 3, then φ−1 ◦ F ◦ φ is of the form:
φ−1 ◦ F ◦ φ(X) =
n−1∑
i=0
i∑
j=0
αi j X
qi+q j , where αi j ∈ Fqn . (3)
The converse of the results is also true.
We shall say that (2) (resp. (3)) is the univariate representation of the corresponding maps.
From the above lemma, we can see that there is a 1–1 correspondence between the polynomial
mappings of P (resp. linear transformations) and the univariate representation (3) (resp. (2)). Thus,
we sometimes identify φ−1 ◦ F ◦ φ (resp. φ−1 ◦ L ◦ φ) with F (resp. L).
Hereafter, we will use F to denote the set of mappings represented by (3) and use L to denote
the set of invertible mappings represented by (2). Then F = φ−1 ◦ P ◦ φ and the deﬁnition of IP1S
can be restated in univariate representation over extension ﬁeld as follows:
Deﬁnition 4. Let F (X) =∑n−1i=0 ∑ij=0 aij Xqi+q j , G(X) =∑n−1i=0 ∑ij=0 bij Xqi+q j ∈ F . We say that F and
G are linearly equivalent if and only if there exists L(X) =∑n−1i=0 ai Xqi ∈ L such that F (L(X)) = G(X),
for all X ∈ Fqn .
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Lˆ =
⎛
⎜⎜⎜⎜⎝
a0 a
q
n−1 . . . a
qn−1
1
a1 a
q
0 . . . a
qn−1
2
...
...
. . .
...
an−1 aqn−2 . . . a
qn−1
0
⎞
⎟⎟⎟⎟⎠
n×n
. (4)
It holds that:
Lemma 2. Let L(X) =∑n−1i=0 ai Xqi be a polynomial over Fqn . Then L ∈ L if and only if the matrix Lˆ associated
to L is invertible. Let B denote the set of all such invertible matrices of the form (4), then B is a subgroup of
GLn(Fqn ) and is isomorphic to GLn(Fq).
Proof. Please refer to the discussion on pages 361–362 of [25]. 
Deﬁnition 5. Let Mn×n(Fqn ) be the set of all n × n matrices over Fqn . A mapping Ψ from F to
Mn×n(Fqn ) is called friendly mapping if for every L ∈ L and F ∈ F :
Ψ (F ◦ L) = LˆΨ (F )LˆT,
where superscript “T" means the transpose of a matrix.
The deﬁnition of “friendly mapping” is in fact a method to connect IP over the extension ﬁeld to
the transformations of matrices. Under friendly mapping, the IP problem can be viewed as a congru-
ence problem on matrices. A natural candidate of friendly mapping is given below:
Lemma 3. Let Fqn be a ﬁnite ﬁeld with qn elements. For any F = ∑n−1i=0 ∑ij=0 aij Xqi+q j ∈ F , we deﬁne
Ψ1(F ) ∈ Mn×n(Fqn ) as
Ψ1(F ) =
⎛
⎜⎜⎝
2a00 a10 . . . an−1,0
a10 2a11 . . . an−1,1
...
...
. . .
...
an−1,0 an−1,1 . . . 2an−1,n−1
⎞
⎟⎟⎠ .
Then Ψ1 is a friendly mapping.
Proof. It is easy to see from Lemma 2.4.1 of [24]. 
From the deﬁnition of Ψ1, we can see that Ψ1 maps polynomials in F into symmetric matrices.
When char(Fqn ) = 2, these matrices are not only symmetric matrices, but also anti-symmetric matri-
ces whose diagonal elements are all 0. This kind of matrices has a particular name:
Deﬁnition 6. Let K be an n × n matrix over Fqn , if K T = −K , then K is called anti-symmetric matrix.
Anti-symmetric matrices with all diagonal elements equal to 0 are called alternative matrices.
When char(Fqn ) = 2, Ψ1 maps polynomials in F to alternative matrices, and no entry in the matrix
reﬂects the terms of the form aX2q
i
. It is somehow unreasonable to allow a friendly mapping to throw
away the terms of the form aX2q
i
. But this does not affect much on the analysis of corresponding
scheme as already shown in the book [24]. In order to keep these terms and get a ﬁner classiﬁcation,
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matrices modulo alternative group.
3. Some bounds on the number of IP classes
In this section, we use ﬁnite geometry to investigate the number of equivalence classes.
3.1. Isomorphism equivalence classes when char(Fq) = 2
Here, we discuss the IP problem for a ﬁeld Fq of characteristic 2. Thanks to the friendly map-
ping Ψ1, introduced in the previous section, we have a correspondence between polynomials in F
and the set of n × n matrices. Hence, we can shift from a functional point of view to a matrix point
of view. According to the deﬁnition of friendly mapping Ψ1, we know that the matrices associated to
the polynomials in F are alternative matrices. Thus, if two polynomials of F are linearly equivalent,
then their associated alternative matrices are congruent. Note that the congruence considered is not
under the general linear group GLn(Fqn ) as usual but under its subgroup B (as deﬁned in Lemma 2).
Deﬁnition 7. Let An be the set of alternative matrices of order n over Fqn . We say that S1 ∈ An and
S2 ∈ An are linearly equivalent if there exits M ∈ B such that S2 = MS1MT.
As B forms a group under the matrix multiplication, the linear equivalence is indeed an equiv-
alence relation. Hence, the set An can be written as a disjoint union of linear equivalence classes,
namely
An = L1 ∪˙ L2 ∪˙ · · · ∪˙ Lm, (5)
where m is the total number of linear equivalence classes. Our goal is to ﬁnd the number m as well
as the number of matrices in each class. To address this enumeration problem, we ﬁrst determine the
congruent equivalence classes of An under the group action of the general linear group GLn(Fqn ). We
then try to partition these congruent classes into disjoint union of linear equivalence classes.
Lemma 4. Let Fq be a ﬁnite ﬁeld with q elements, K be an n × n alternative matrix over Fq, then the rank
of K must be even. Conversely, if Rank(K ) = 2ν , then K must be congruent under GLn(Fq) to a matrix of the
following form:
( 0(ν) I(ν)
−I(ν) 0(ν)
0(n−2ν)
)
.
Two n× n alternative matrices are congruent if and only if they have the same rank.
Proof. See page 107, Theorem 3.1 of [22]. 
Using the congruent equivalence relation under GLn(Fqn ), we can divide An into (
 n2  + 1) par-
titions, i.e. (
 n2  + 1) congruent equivalence classes, each class contains alternative matrices having
the same rank. Suppose these equivalence classes are G0 = {On×n},G2, · · · ,G2
 n2  , where Gt contains
alternative matrices with rank t . Then
An = G0 ∪ G2 ∪ · · · ∪ G2
 n2 .
Usually, we do not consider the class G0.
In the terminology of group theory, An is the target set and GLn(Fqn ) is the group acting on An .
Every set Gt is an orbit under this group action. We know then the total number of orbits is (
 n2 +1).
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there are in each congruent equivalence class. To do this, we introduce the concept of extended
symplectic group.
Deﬁnition 8. Let Ke =
(
K 02ν×(n−2ν)
0(n−2ν)×2ν 0(n−2ν)
)
be an alternative matrix over Fq , where K =
( 0(ν) I(ν)
−I(ν) 0(ν)
)
.
The extended symplectic group Spn,ν (Fq) is the set of all non-singular n × n matrices T satisfying
T KeT T = Ke .
Matrices in the extended symplectic group are of the following form.
Lemma 5. Spn,ν (Fq) consists of matrices of the form:(
T11 T12
0(n−2ν)×2ν T22
)
with the requirement that T11K TT11 = K and T22 is an invertible matrix of order n − 2ν , where K is as in
Deﬁnition 8.
This will be used in Section 4. The following well-known facts (for instance, you can see in [22])
will be also useful.
Lemma 6.
1) The number of invertible n× n matrices over Fq is
∣∣GLn(Fq)∣∣= q n(n−1)2 n∏
i=1
(
qi − 1).
2) The number of matrices in the extended symplectic group Spn,ν (Fq) is
∣∣Spn,ν(Fq)∣∣= ν∏
i=1
(
q2i − 1) ∏
i=1
(
qi − 1)qν2+2ν+ (−1)2 ,
where  = n − 2ν .
Now, we are ready to compute the length of the orbit G2ν .
Theorem 1. The number of different elements in G2ν is
|GLn(Fqn )|
|Spn,ν(Fqn )| =
∏n
i=1(qni − 1)q
n2(n−1)
2∏ν
i=1(q2ni − 1)
∏
i=1(qni − 1)qn(ν2+2ν+
(−1)
2 )
,
where  = n − 2ν .
Proof. According to Lemma 4, every matrix in G2ν must be congruent to an alternative n × n ma-
trix Ke as deﬁned in Deﬁnition 8. Thus, each matrix in G2ν has the form of MKeMT, where M
is an invertible n × n matrix over Fqn . Therefore, if two elements M1KeMT1 = M2KeMT2, it follows
that Ke = (M−11 M2)Ke(M−11 M2)T, hence M−11 M2 ∈ Spn,ν (Fqn ). Then the number of different elements
in G2ν is |GLn(Fqn )|/|Spn,ν (Fqn )|. 
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in some G j . This means that each G j must be a disjoint union of some Li ’s. Suppose that Gt has mt
partitions, i.e.
Gt = Lt,1 ∪˙ Lt,2 ∪˙ · · · ∪˙ Lt,mt .
Then, m =m0 +m2 +· · ·+m2
 n2  . Now, we try to estimate the value of mt . We provide a lower bound
of mt and then derive a lower bound of m.
Theorem 2. The number of elements in Lt, j is upper bounded by the order of B, i.e.
|Lt, j |
n∏
i=1
(
qi − 1)q n(n−1)2 .
Proof. The orbit equation yields |Lt, j | = [B : Tt, j], where Tt, j is the stabilizer of some matrix in Lt, j
under the group action of B. Obviously |Tt, j | 1, and thus |Lt, j| |B|. From Lemma 2, B ∼= GLn(Fq)
and we conclude by using 1) of Lemma 6. 
In the proof, the number of elements in Lt, j is obtained using the stabilizer of some matrix in Lt, j
under the group action of B. This is a somewhat core diﬃculty of enumeration problems in general.
By combining Theorem 1 and Theorem 2, we get:
Theorem 3. It holds that m2ν is at least
|G2ν ||GLn(Fq)| for 1 ν  
 n2 , i.e.
m2ν 
∏n
i=1(qni − 1)q
n2(n−1)
2∏ν
i=1(q2ni − 1)
∏
i=1(qni − 1)qn(ν2+2ν+
(−1)
2 )
∏n
i=1(qi − 1)q
n(n−1)
2
,
where  = n − 2ν .
Proof. Since G2ν = L2ν,1 ∪˙ L2ν,2 ∪˙ · · · ∪˙ L2ν,m2ν , Theorem 2 yields
|G2ν | =
m2ν∑
i=1
|L2ν,i|
m2ν∑
i=1
|B| =m2ν |B|. 
Corollary 1. A lower bound for the number of linear equivalence classes is

 n2 ∑
ν=1
∏n
i=1(qni − 1)q
n2(n−1)
2∏ν
i=1(q2ni − 1)
∏
i=1(qni − 1)qn(ν2+2ν+
(−1)
2 )
∏n
i=1(qi − 1)q
n(n−1)
2
+ 1,
where  = n − 2ν .
3.2. Isomorphism equivalence classes when char(Fq) = 2
We suppose here that the characteristic of Fq is odd. As in the previous subsection, we try to get
a lower bound on the number of all linear equivalence classes. Here, we use orthogonal geometry
over ﬁnite ﬁelds. Let S be a non-singular symmetric matrix over Fq . We shall say that an invertible
matrix T is an orthogonal matrix with respect to S if T ST T = S . The set of all orthogonal matrices
forms a group under matrix multiplication. We call this group orthogonal group of order n with
respect to S . It will be denoted by On(Fq, S).
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M(n,2ν,ν) =
(
S
0(n−2ν)
)
, M(n + 1,2ν + 1, ν,1) =
( S
1
0(n−2ν)
)
,
M(n + 1,2ν + 1, ν, z) =
( S
z
0(n−2ν)
)
, M(n + 2,2ν + 2, ν) =
⎛
⎜⎝
S
1
−z
0(n−2ν)
⎞
⎟⎠ ,
where S = ( 0(ν) I(ν)
I(ν) 0(ν)
)
and z is a ﬁxed non-square element in F∗q .
For the proof, we refer again to [22].
Let S be the set of all symmetric matrices of order n over Fqn . According to Lemma 7, we can
divide S into 2n+ 1 congruent equivalence classes under the general linear group GLn(Fqn ). We have
to compute how many linear equivalence classes are in each congruent equivalence class and how
many different matrices are in each linear equivalence class.
Let Se =
( S 0(2ν+δ)×
0×(2ν+δ) 0()
)
, where S = M(2ν + δ,2ν + δ, ν,) is the canonical form as deﬁned in
Lemma 7 and  represents the deﬁnite ﬁxed part of the corresponding form. The set of all (2ν +
δ + ) × (2ν + δ + ) invertible matrices T such that T SeT T = Se forms a group. This group is the
extended orthogonal group, written as O 2ν+δ+,2ν+δ,ν,(Fq) or O 2ν+δ+,(Fq) in short. The general
form of such matrices is given below:
Lemma 8. O 2ν+δ+,(Fq) consists of matrices of the form:(
T11 T12
0×(2ν+δ) T22
)
with the requirement that T11STT11 = S and T22 is an invertible matrix of order , where S = M(2ν + δ,2ν +
δ, ν,).
Lemma 9. The order of O 2ν+δ+,(Fq) is
∣∣O 2ν+δ+,(Fq)∣∣= ν∏
i=1
(
qi − 1) ν+δ−1∏
i=0
(
qi + 1) ∏
i=1
(
qi − 1)qν(ν+δ−1)+(2ν+δ)+ (−1)2 .
Again, we refer to [22] for a proof.
Corollary 2. Let Sn,2ν+δ,ν,(Fqn ) be the set of all symmetric matrices congruent to M(n,2ν + δ, ν,), then
∣∣Sn,2ν+δ,ν,(Fqn)∣∣= |GLn(Fqn)||O 2ν+δ+,(Fqn )| .
According to Theorem 2, each congruent class must be a disjoint union of some linear equivalence
classes, and each one contains at most |GLn(Fq)| different elements. Thus:
Theorem 4. The number of linear equivalence classes contained in Sn,2ν+δ,ν,(Fq) is lower bounded by:
|GLn(Fqn )|
(|O 2ν+δ+,(Fqn )|)(|GLn(Fq)|) ,
where  = n − 2ν − δ.
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Corollary 3. A lower bound of the number of linear equivalence classes is:

 n2 ∑
i=1
( |GLn(Fqn )|
(|O 2i+0+(n−2i),(Fqn )|)(|GLn(Fq)|) +
|GLn(Fqn)|
(|O 2(i−1)+2+(n−2i),(Fqn )|)(|GLn(Fq)|)
)
+
 n2 −1∑
i=0
2|GLn(Fqn )|
(|O 2i+1+(n−2i−1),1(Fqn )|)(|GLn(Fq)|) + 1.
3.3. Tightness of the bounds
The lower bounds given in this section are very rough. When char(Fq) = 2, Ψ1 throws away the
terms of the form X2q
i
. Thus the target set An is much smaller than the original target set F . We
actually estimate the lower bound of number of linear equivalence class of polynomials of the form∑n−1
i=0 αi j Xq
i+q j with i = j, but this does not affect much on the analysis of corresponding scheme as
already shown in the book [24].
Another reason for the untightness is that we roughly use the order of GLn(Fq) as the cardinality
of each linear equivalence class. Actually, different equivalence classes may have different cardinalities,
that means there may be many linear equivalence classes whose cardinalities are much smaller than
|GLn(Fq)|. As an example, please see Corollary 4 and Corollary 5 of Section 4. As a result, even if we
can compute the exact size of some equivalence classes, we still cannot take advantage of the results
to compute the sizes of other classes.
The size of each equivalence class depends much on the properties of the polynomials of the class.
We note that the size of the equivalence class containing permutation polynomials must be exactly
|GLn(Fq)|, but for some non-permutation polynomials, its orbit can also contain |GLn(Fq)| elements.
How to characterize such polynomials is still an open problem.
From the viewpoint of ﬁnite geometry, the IP problem is related to identifying the standard form
of alternative matrices (resp. symmetric matrices) when char(Fq) = 2 (resp. char(Fq) = 2) under the
congruence action of special group B (see Lemma 2). As some elementary matrices are not in B, such
problem becomes diﬃcult and many classical results of ﬁnite geometry are not applicable in such
cases.
4. Applications to multivariate public key cryptography
In this section, we count the number of different schemes and equivalent keys that can be derived
from monomials over extension ﬁeld. This kind of schemes is a generalization of Matsumoto–Imai
scheme (a.k.a. C∗ scheme) whose central function is of the form Xqt+1 with gcd(qn −1,qt +1) = 1 [1].
We call such generalization MI-type schemes.
Deﬁnition 9. Let Fq be ﬁnite ﬁeld with q elements and n be a positive integer. We shall say that
L1 ◦ F ◦ L2 is a MI-type scheme if L1 and L2 are invertible linear transformations over Fnq and F is a
monomial over Fqn of the form aXq
i+q j , for i, j, 0 i, j  n − 1 and a ∈ F∗qn .
For such schemes, our goal is to identify all its equivalence classes and count the number of
elements in each class. We emphasize that the purpose of the generalization is not to increase the
security of the scheme. The basic Patarin’s bi-linear attack [8] against C∗ still works for MI-type
schemes.
Let F be as deﬁned in Section 2. Under the linear equivalence relation, F can be divided into
disjoint equivalence classes. In the sequel, we call a monomial of F a “monomial point” and the
equivalence class an “orbit”.
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R( f ) = { f (c) | c ∈ F∗qn } and ker( f ) = {c ∈ F∗qn | f (c) = 1}, here we use f to denote both the poly-
nomial and the associated mapping. Then R(Xqi+t+qt ) = R(Xqi+1) and |R(Xqi+t+qt )| = |R(Xqi+1)| =
qn−1
gcd(qi+1,qn−1) for any t , 0 t  n − 1.
4.1. Number of orbits containing monomials
In this subsection, we determine how many equivalence classes contain monomials. Before stating
the main results of this part, we give several intermediate results which will be used through this
section.
Hereafter, we will use Ei(c) to denote the elementary matrix obtained by multiplying the i-th row
of identity matrix by c, Eij the elementary matrix obtained by interchanging the i-th row and j-th
row of identity matrix, and Eij(c) the elementary matrix obtained by adding the i-th row multiplied
by c to the j-th row of identity matrix.
Lemma 10. Let a,b ∈ F∗qn and 0 i  n − 1. The monomial aX2q
i
cannot be linearly equivalent to bXq
u+qv
for any u = v.
Proof. By contradiction, assume there exists an invertible linear transformation L(X) such that aX2q
i ◦
L(X) = bXqu+qv . By the deﬁnition of Ψ1, we have LˆΨ1(aX2qi )LˆT = Ψ1(bXqu+qv ). It follows
Rank
(
LˆΨ1
(
aX2q
i )
LˆT
)= Rank(Ψ1(bXqu+qv )).
But Rank(Ψ1(bXq
u+qv )) = 2. On the other hand:
Rank
(
LˆΨ1
(
aX2q
i )
LˆT
)= Rank(Ψ1(aX2qi ))=
{
0, char(Fq) = 2,
1, char(Fq) = 2,
which leads to a contradiction. Thus the lemma is proved. 
Lemma 11. Let 0 i, j  n − 1 and L(X) be a linear transformation:
(i) L(X) is a monomial if and only if Xq
i ◦ L(X) ◦ Xq j is a monomial;
(ii) L(X) is a permutation polynomial of Fqn if and only if Xq
i ◦ L(X) ◦ Xq j is a permutation polynomial
of Fqn .
Proof. This lemma is trivial from the truth that Xq
i
and Xq
j
are both permutation polynomials
over Fqn and their inverse polynomials are also monomials. 
Lemma 12. If there exists an invertible linear transformation L(X) =∑n−1k=0 ck Xqk such that aX2qi ◦ L(X) =
bX2q
j
with 0 i, j  (n − 1) and a,b ∈ F∗qn , then L(X) must be a monomial.
Proof. When char(Fq) = 2:
bX2q
j = aX2qi ◦ L(X) = a
(
n−1∑
k=0
ck X
qk
)2qi
=
n−1∑
k=0
ac2q
i
k X
2qk+i .
Thus c2q
i
j−i = a−1b and the others coeﬃcients of L(X) must be zero, where the index of ci is computed
modulo n.
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aX2q
i ◦ L(X) = bX2q j ⇔ X2 ◦ (Xqi ◦ L(X) ◦ Xqn− j )= a−1bX2.
By Lemma 11, it is suﬃcient to prove that if there exists an invertible linear transformation L(X) such
that X2 ◦ L(X) = cX2, then L(X) must be a monomial.
By the very deﬁnition of Ψ1, we have that LˆΨ1(X2)LˆT = Ψ1(cX2), where Lˆ is the associated matrix
to L(X) and thus Lˆ ∈ B as in Lemma 2. By letting X = 1 in X2 ◦ L(X) = cX2 it follows that c = (L(1))2.
Thus c must be a square element of Fqn . Now, letting c = α2, we have
(
α
I(n−1)
)(
2
I(n−1)
)(
α
I(n−1)
)
=
(
2c
I(n−1)
)
,
i.e. E1(α)Ψ1(X2)E1(α)T = Ψ1(cX2). Thus
LˆΨ1
(
X2
)
LˆT = E1(α)Ψ1
(
X2
)
E1(α)
T,
(
E1(α)
−1 Lˆ
)
Ψ1
(
X2
)(
E1(α)
−1 Lˆ
)T = Ψ1(X2).
Therefore Lˆ ∈ E1(α)On(Fqn ,Ψ1(X2)). By Lemma 8, Lˆ ∈ E1(α)On(Fqn ,Ψ1(X2)) must be of the following
form:
(
αa11 αT12
0(n−1)×1 T22
)
with a211 = 1 and T22 invertible. The fact that Lˆ ∈ B implies that Lˆ is a diagonal matrix. Hence, the
linear polynomial L(X) corresponding to Lˆ is a monomial. 
The following result is about the monomial bXq
u+qv , with u = v .
Lemma 13. If there exists an invertible linear transformation L(X) =∑n−1k=0 ck Xqk such that aXqs+qt ◦ L(X) =
bXq
u+qv with s = t,u = v, then L(X) must be a monomial.
Proof. Clearly, by Lemma 11, it is suﬃcient to prove that if there exists an invertible linear transfor-
mation L(X) such that Xq
i+1 ◦ L(X) = cXq j+1 where 1 i, j  n − 1, then L(X) must be a monomial.
Without loss of generality we can suppose that 1  i  j  n − 1. Now we ﬁrst consider the case
char(Fq) = 2.
By the deﬁnition of Ψ1, we have LˆΨ1(Xq
i+1)LˆT = Ψ1(cXq j+1), where Lˆ ∈ B is the matrix associated
to L as in Lemma 2. Since
E j+1(c)Ei+1, j+1Ψ1
(
Xq
i+1)ETi+1, j+1E j+1(c)T = Ψ1(cXq j+1),
we have
Lˆ ∈ E j+1(c)Ei+1, j+1Spn
(
Fqn ,Ψ1
(
Xq
i+1)).
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i+1)) = E2,i+1Spn(Fqn ,Ψ1(Xq+1))E2,i+1, so, by Lemma 5, a matrix in
Spn(Fqn ,Ψ1(Xq
i+1)) must be of the form:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a1,i+1 a13 . . . a1i a12 a1,i+2 . . . a1n
0 ai+1,i+1 ai+1,3 . . . ai+1,i 0 ai+1,i+2 . . . ai+1,n
0 a3,i+1 a33 . . . a3i 0 a3,i+2 . . . a3n
...
...
...
...
...
...
...
0 ai,i+1 ai3 . . . aii 0 ai,i+2 . . . ain
a21 a2,i+1 a23 . . . a2i a22 a2,i+2 . . . a2n
0 ai+2,i+1 ai+2,3 . . . ai+2,i 0 ai+2,i+2 . . . ai+2,n
...
...
...
...
...
...
...
0 an,i+1 an3 . . . ani 0 an,i+2 . . . ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with
(
a11 a12
a21 a22
)(
0 1
1 0
)(
a11 a21
a12 a22
)
=
(
0 1
1 0
)
and
∣∣∣∣∣∣
⎛
⎝a33 · · · a3n... . . . ...
an3 · · · ann
⎞
⎠
∣∣∣∣∣∣ = 0.
Thus, Lˆ ∈ E j+1(c)Ei+1, j+1Spn(Fqn ,Ψ1(Xqi+1)) is of the form
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a1,i+1 a13 . . . a1i a12 a1,i+2 . . . a1n
0 ai+1,i+1 ai+1,3 . . . ai+1,i 0 ai+1,i+2 . . . ai+1,n
0 a3,i+1 a33 . . . a3i 0 a3,i+2 . . . a3n
...
...
...
...
...
...
...
0 ai,i+1 ai3 . . . aii 0 ai,i+2 . . . ain
0 a j+1,i+1 a j+1,3 . . . a j+1,i 0 a j+1,i+2 . . . a j+1,n
0 ai+2,i+1 ai+2,3 . . . ai+2,i 0 ai+2,i+2 . . . ai+2,n
...
...
...
...
...
...
...
ca21 ca2,i+1 ca23 . . . ca2i ca22 ca2,i+2 . . . ca2n
...
...
...
...
...
...
...
0 an,i+1 an3 . . . ani 0 an,i+2 . . . ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that Lˆ ∈ B and any diagonal of a matrix in B is of the form {α,αq,αq2 , . . . ,αqn−1} with some
α ∈ Fqn . Hence, there are at most two diagonals in Lˆ whose elements all are not zeros and elements
in other diagonals are all zeros. These two nonzero diagonals are diagonals containing a11 and ca21
respectively. Now we investigate Lˆ in two cases:
Case 1. i = n2 , i.e. i = n − i.
• If j /∈ {i,n− i}, then Lˆ is a zero matrix since there is a zero on each diagonal.
• If j = i, then the only nonzero diagonal is the main diagonal. Thus L(X) = a11X .
• If j = n− i, then the only nonzero diagonal of Lˆ is the one containing ca21. Thus L(X) = ca21Xqn−i .
Case 2. i = n2 , i.e. i = n − i.
• If j = n2 , then Lˆ is a zero matrix since there is no nonzero diagonal.
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one containing ca21. Thus L(X) =c1X + c2Xq
n
2 . By hypothesis that Xq
i+1 ◦ L(X) = cXq j+1, i.e.
Xq
n
2 +1 ◦ L(X) = cXq
n
2 +1, we have
cXq
n
2 +1 = Xq
n
2 +1 ◦ L(X) = (c1X + c2Xq n2 )q n2 +1
= (cq n2 +11 + cq n2 +12 )Xq n2 +1 + c1cq n22 X2 + cq n21 c2X2q n2 .
Thus cq
n
2 +1
1 + cq
n
2 +1
2 = c and c1cq
n
2
2 = cq
n
2
1 c2 = 0, which implies that c1 = 0 or c2 = 0, i.e. L(X) is
c1X or c2Xq
n
2 .
For the case of char(Fq) = 2, the analysis is similar but we need replacing the extended symplectic
group with the extended orthogonal group. 
By Lemma 10, we know that αXq
u+qv (u = v) and βX2qi cannot be in the same orbit, so in the
following of this section, we will study the two types of monomials separately. First we will show
the number of orbits containing some monomial of the form aXq
u+qv (u = v) and the number of
monomials in each of these orbits.
Lemma 14. The number of monomials in the orbit containing a ﬁxed monomial aXq
i+1 (1  i  n − 1) is
n|R(Xqi+1)| when i = n2 or n2 |R(Xq
i+1)| otherwise.
Proof. The number of monomials in the orbit containing a ﬁxed monomial aXq
i+1 is exactly the
number of monomials linearly equivalent to aXq
i+1. If a monomial bXqs+qt is linearly equivalent to
aXq
i+1, then there exists an L(X) such that bXqs+qt = aXqi+1 ◦ L(X). From Lemma 12 and Lemma 13,
it follows that L(X) = cXqk . Thus all monomials linearly equivalent to aXqi+1 come from aXqi+1 ◦cXqk .
Let
S = {aXqi+1 ◦ cXqk ∣∣ c ∈ F∗qn , 0 k (n − 1)},
Sk =
{
aXq
i+1 ◦ cXqk ∣∣ c ∈ F∗qn}
= {acqi+1Xq(i+k)+qk ∣∣ c ∈ F∗qn}, 0 k (n − 1).
Then S = ⋃k Sk and the coeﬃcients of monomials in Sk are exactly a coset of R(Xqi+1) in the
group F∗qn , thus |Sk| = |R(Xq
i+1)| for 0 k (n− 1). Now let us consider when Sk1 = Sk2 . It is easy
to see that the degrees of monomials in Sk are all (qi+k+qk) mod (qn−1), hence for 0 k1,k2  n−1,
if Sk1 = Sk2 , then qi+k1 + qk1 ≡ qi+k2 + qk2 mod (qn − 1), i.e.
(I)
{
i + k1 ≡ i + k2 (mod n),
k1 ≡ k2 (mod n) or (II)
{
i + k1 ≡ k2 (mod n),
k1 ≡ i + k2 (mod n).
From (I), we get that k1 = k2. From (II), we get that i = n2 and k1 ≡ n2 + k2(mod n). So it follows that:
When i = n2 , S0, . . . ,Sn−1 is a partition of S . Hence |S| = n|R(Xq
i+1)|.
When i = n2 , Sk = Sk+ n2 for 0  k  n2 − 1. S0, . . . ,S n2−1 is a partition of S . Hence |S| =
n
2 |R(Xq
i+1)|. 
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u+qv (0  v < u  n − 1) is∑ 1
2 (n−1)
k=1
|F∗
qn
|
|R(Xqk+1)| if n is odd or
∑ n
2
k=1
|F∗
qn
|
|R(Xqk+1)| if n is even.
Proof. Since aXq
u+qv = aXqu−v+1 ◦ Xqv , any monomial aXqu+qv is linearly equivalent to aXqu−v+1. It is
then suﬃcient to determine the number of orbits that contain some monomials of the form aXq
k+1.
Let
M = {aXqk+1 ∣∣ a ∈ F∗qn , 1 k n − 1},
Mk =
{
aXq
k+1 ∣∣ a ∈ F∗qn}, 1 k n − 1.
Then M = ⋃n−1k=1 Mk . From Lemma 13, we have that αXqi+1 and βXqi+1 are linearly equivalent
iff α and β are in the same coset of R(Xqi+1) in the group F∗qn , therefore Mk is distributed in
|F∗qn/R(Xq
k+1)| different orbits. Since aXqk+1 ◦ Xqn−k = aXqn−k+1, aXqk+1 and aXqn−k+1 are in the same
orbit. Thus the orbits containing monomials in Mk also contain monomials in Mn−k , i.e. monomials
in Mk and Mn−k are distributed in |F∗qn/R(Xq
k+1)| (= |F∗qn/R(Xq
n−k+1)|) different orbits. Therefore:
• When n is odd, M1, . . . ,M n−1
2
is a partition of M, thus M is distributed in ∑ 12 (n−1)k=1 |F∗qn ||R(Xqk+1)|
different orbits.
• When n is even, M1, . . . ,M n−2
2
,M n
2
is a partition of M, thus M is distributed in
1
2 (n−2)∑
k=1
|F∗qn |
|R(Xqk+1)| +
|F∗qn |
|R(Xqn/2+1)| =
n
2∑
k=1
|F∗qn |
|R(Xqk+1)|
different orbits. 
For monomials of the form aX2q
i
, we have:
Theorem 6.When char(Fq) = 2, all monomials of the form aX2qi are in one orbit, in which there are n(qn −1)
monomials. When char(Fq) = 2, all monomials of the form aX2qi are in two orbits, in each of them there are
exact 12n(q
n − 1) monomials.
Proof. From Lemma 12, we can deduce that two monomials αX2q
u
and βX2q
v
are in the same orbit
if and only if α−1β is a square element of Fqn .
When char(Fq) = 2, all elements of F∗qn are square elements. Hence two arbitrary monomials
αX2q
u
and βX2q
v
are in the same orbit since α−1β is always a square element. And therefore there
are n(qn − 1) monomials of the form aX2qi in the orbit.
When char(Fq) = 2, there are exact 12 (qn − 1) square elements and 12 (qn − 1) non-square elements
of F∗qn . For two elements α and β , α−1β is a square element if and only if both α and β are square
elements or non-square elements simultaneously. Thus all monomials aX2q
i
whose coeﬃcients are
square elements (resp. non-square elements) are in the same orbits. Then the conclusion follows
immediately. 
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Theorem 7. The number of orbits containing monomial points is:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

 n2 ∑
k=1
|F∗qn |
|R(Xqk+1)| + 1, if char(Fq) = 2,

 n2 ∑
k=1
|F∗qn |
|R(Xqk+1)| + 2, if char(Fq) = 2.
Proof. The proof is obtained thanks to Theorem 5 and Theorem 6. 
In the formulae of Theorem 7,
∑
 n2 
k=1
|F∗
qn
|
|R(Xqk+1)| represents the number of orbits containing mono-
mial of the form aXq
u+qv (u = v). The rest part represents the number of orbits containing monomial
of the form aX2q
i
in function of the characteristic.
4.2. Length of orbits containing monomial points
We compute here the length of orbits containing monomial points. As already pointed out, this is
equivalent to describe non-equivalent keys of a MPKC scheme. In particular, we show that some HFE
instances, i.e. with more than one monomial occurring in the central function, can be equivalent to
MI-type schemes. Thus, considering the insecurity of MI-type schemes, we have of course to avoid
such weak instances. To compute the length of an orbit, we have to identify the stabilizer of such
monomial under the action of invertible linear transformations.
Deﬁnition 10. The stabilizer of F ∈ F is deﬁned as the set of all invertible linear transformations
L(X) ∈ L deﬁned in Section 2.3 such that F ◦ L(X) = F .
Clearly, the stabilizer of F is a subgroup of L which is isomorphic to GLn(Fq). If the mapping
induced by F is bijective, then the stabilizer of F has only one element, i.e. X . For a monomial point,
we can describe its stabilizer as follows.
Theorem 8. Let 1 i  n − 1 and a ∈ F∗qn . The stabilizer of aXq
i+1 is {cX | cqi+1 = 1, c ∈ F∗qn } when i = n2
and {cXqt | cqi+1 = 1 c ∈ F∗qn and t = 0 or n2 } when i = n2 .
Proof. By deﬁnition, the stabilizer of aXq
i+1 is the set of all invertible linear transformations L(X)
such that aXq
i+1 ◦ L(X) = aXqi+1. From Lemma 12 and Lemma 13, it follows that L(X) = cXqk . We
have then
aXq
i+1 = aXqi+1 ◦ L(X) = aXqi+1 ◦ cXqk = acqi+1Xqi+k+qk .
This leads to the following equivalent conditions: cq
i+1 = 1 and two systems of congruence equations:
(I)
{
i + k ≡ i (mod n),
k ≡ 0 (mod n) or (II)
{
i + k ≡ 0 (mod n),
k ≡ i (mod n).
From (I), we get that k = 0. From (II), we see that i = k = n2 . This means that when i = n2 the stabilizer
is {cX | cqi+1 = 1, c ∈ F∗qn }. On the other hand, when i = n2 , the stabilizer is {cXq
t | cq
n
2 +1 = 1, c ∈
F
∗
qn and t = 0 or n2 }. 
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i+1 is |ker(Xqi+1)| for i = n2 and 2|ker(Xq
i+1)|
when i = n2 , we get:
Corollary 4. Let 1 i  n − 1 and a ∈ F∗qn . The length of the orbit containing the monomial point aXq
i+1 is
|GLn(Fq)|
|ker(Xqi+1)| when i =
n
2 and
|GLn(Fq)|
2|ker(Xqi+1)| when i =
n
2 .
In the special case of F (X) = aX2qi , we have:
Theorem 9. Let 0 i  n− 1 and a ∈ F∗qn . The stabilizer of aX2q
i
is reduced to X when char(Fq) = 2 and ±X
when char(Fq) = 2.
Proof. As in the proof of Theorem 8, we can suppose that L(X) = cXqk . This leads to aX2qi = aX2qi ◦
cXq
k = ac2qi X2qi+k . Then, we have c2qi = 1 and i + k ≡ i (mod n). It follows that k = 0, c = 1 when
char(Fq) = 2 and c = ±1 when char(Fq) = 2. 
Corollary 5. Let 0  i  n − 1 and a ∈ F∗qn . The length of the orbit containing the monomial point aX2q
i
is
|GLn(Fq)| for char(Fq) = 2 and |GLn(Fq)|2 for char(Fq) = 2.
According to Corollary 4 and Corollary 5, the number of equivalent keys of a scheme derived from
a monomial aXq
u+qv is related to the kernel of Xqu+qv . If the monomial induces a permutation, then
there are no equivalent keys at all. This means that for a ﬁxed central function, different keys will
lead to different encryption maps.
4.3. Implication of the results of this section
Comparing with MI scheme whose central function has only one term in its univariate representa-
tion, HFE schemes have several terms in order to avoid the linearized attacks that MI schemes suffer
from. Surprisingly enough, the results of this section show that although the central function is re-
stricted to a monomial in MI-type scheme, its equivalent schemes can be in HFE category, i.e. with
more than one monomial occurring in the central function. In other words, we show that HFE is not
always more secure than MI schemes which is supposed to be.
In fact, by Lemma 14 and Corollary 4, the linear equivalence class of aXq
u+qv contains
n|R(Xqu−v+1)| different monomials if u − v = n2 and n2 |R(Xq
n
2 +1)| different monomials if u − v = n2 .
Therefore, there are |GLn(Fq)||ker(Xqu−v+1)| − n|R(Xq
u−v+1)| if u − v = n2 , and |GLn(Fq)|2|ker(Xqu−v+1)| −
n
2 |R(Xq
u−v+1)| if
u − v = n2 , polynomials containing more than one term and so belonging to the HFE category.
The above arguments show that, in each class containing monomial, quite portion of the polyno-
mials contains more than one term. This implies that, in each class, there are several HFE instances –
seemingly complex and hard to solve – which are actually as easy as MI-type instances.
Precisely, there are n+12 |GLn(Fq)| different polynomials in F which are linearly equivalent to some
monomials. Note that F contains some linear polynomials of the form aX2qk when q = 2, the number
of quadratic polynomials in F linearly equivalent to some monomial is exactly n+12 |GLn(Fq)| (resp.
n−1
2 |GLn(Fq)|) when q > 2 (resp. q = 2), among them there are 12n(n+1)(qn −1) (resp. 12n(n−1)(qn −
1)) monomials. Thus the number of all HFE instances, i.e. quadratic polynomials which have more
than two terms, linearly equivalent to some monomial is⎧⎪⎪⎨
⎪⎪⎩
n + 1
2
∣∣GLn(Fq)∣∣− 1
2
n(n + 1)(qn − 1), for q > 2,
n − 1 ∣∣GLn(Fq)∣∣− 1n(n − 1)(qn − 1), for q = 2.
2 2
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we can derive from monomials (Theorem 7) but also show that quite many HFE cryptosystems are
equivalent to MI-type schemes. In such a way, by identifying equivalent schemes, we can rule out
several HFE schemes from possible use. However, it is not clear how to decide eﬃciently if a HFE
scheme is equivalent to a MI-type scheme.
5. Conclusion and future works
In this article, we brought a new question related to the IP problem, i.e. to determine the num-
ber of all the isomorphism equivalence classes of quadratic homogeneous polynomial systems. This
question is equivalent to counting the equivalent keys and equivalent schemes of multivariate cryptog-
raphy. In terms of cryptography, more equivalent keys exist means smaller key space and the number
of equivalence classes means the number of different schemes we can have with the same parame-
ter, both of them are very important in practice as having a large number of private keys and more
choices of instances of cryptographic schemes is always desirable properties for public key cryptogra-
phy. By adopting a new tool of ﬁnite geometry, we have provided a framework for approaching to the
question. Though determining all the equivalence classes is still an open problem, it seems that ﬁnite
geometry is a good language to study it.
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