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013.04.0Abstract Synthetic aperture radar (SAR) image is severely affected by multiplicative speckle noise,
which greatly complicates the edge detection. In this paper, by incorporating the discontinuity-
adaptive Markov random ﬁeld (DAMRF) and maximum a posteriori (MAP) estimation criterion
into edge detection, a Bayesian edge detector for SAR imagery is accordingly developed. In the pro-
posed detector, the DAMRF is used as the a priori distribution of the local mean reﬂectivity, and a
maximum a posteriori estimation of it is thus obtained by maximizing the posteriori energy using
gradient–descent method. Four normalized ratios constructed in different directions are computed,
based on which two edge strength maps (ESMs) are formed. The ﬁnal edge detection result is
achieved by fusing the results of two thresholded ESMs. The experimental results with synthetic
and real SAR images show that the proposed detector could efﬁciently detect edges in SAR images,
and achieve better performance than two popular detectors in terms of Pratt’s ﬁgure of merit and
visual evaluation in most cases.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Synthetic aperture radar (SAR) has the ability to image the
areas of interest in all day and all weather conditions, and
high-resolution images produced by it can be used for map-
ping, surface surveillance, earth source monitoring, automatic
target recognition (ATR), and so on. Edge detection is a fun-
damental issue for many SAR image applications ranging from35 6635695.
(Y. He).
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59segmentation,1 oil spills detection,2 to ATR.3 It concerns the
identiﬁcation of transitions indicating the boundaries between
regions with uniform reﬂectivity in SAR image.4
Unlike optical imaging sensors, SAR utilizes the coherent
imaging principle to yield images, and thus SAR images will
be inevitably affected by the coherence speckle noise.5 The mul-
tiplicative nature of speckle noise, in the sense that the noise level
increases with the magnitude of radar backscattering, makes
edge detection in SAR image very different from that in the
images corrupted by additive noise.6 In this case, the traditional
gradient-based edge detectors such as Sobel edge ﬁlter have been
proved to be ineffective in detecting edges in SAR image.7 On
the other hand, SAR image with low look usually carries heavy
speckle noise, making the signal-to-noise ratio (SNR) very low,
which also brings about great difﬁculty in edge detection.
To deal with the problem of correlated speckle noise exist-
ing in SAR image, several edge detectors designed speciﬁcallySAA & BUAA. Open access under CC BY-NC-ND license.
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roughly divided into two categories, known as ratio-based
detectors and multiscale detectors. Representative ratio-based
detectors, also called statistical detectors, include ratio of aver-
ages (ROA) detector,8 likelihood ratio (LR) detector9 and ra-
tio of exponentially weighted averages (ROEWA) detector.10
These detectors ﬁrst estimate the local mean reﬂectivity, and
then, combine the ratios of the estimated local mean reﬂectiv-
ity to form the edge strength map (ESM). Generally, the local
maxima or minima in the ESM possibly indicate the presence
of edges. Unlike the ratio-based detectors relying on the statis-
tical properties of the SAR signals, multiscale detectors11–13
utilize the fact that multiscale analysis has the useful property
of space and scale localization, so it provides great promise for
detecting image feature such as discontinuities at different
scales. For example, Alonso et al.12 proposed a multiscale edge
enhancement algorithm that is divided into two steps: edge
enhancement and decision, utilizing the fact that speckle noise
behaves differently in different scales while the discontinuities
could persist over scales. Besides the two kinds of detectors
mentioned above, Tourneret et al.14 proposed a Bayesian
off-line edge detection algorithm, wherein the MMSE and
maximum a posteriori (MAP) estimators are employed to esti-
mate the edge positions in SAR image. This edge detection
algorithm shows superiority to the ROEWA detector, but pre-
sents a high computational load due to the implementation of
Markov chain Monte Carlo.
Markov random ﬁeld (MRF) is a promising image analysis
tool.15 It characterizes the contextual or spatial information of
an image via the deﬁnition of the prior potential functions, and
has been applied to various image processing areas such as im-
age restoration and segmentation, texture analysis and despec-
kling. However, to our best knowledge no application of MRF
has been provided for edge detection in SAR image. Hence, in
this paper, we propose a Bayesian technique in conjunction
with MRF for edge detection in SAR image. The main contri-
bution of this paper is to estimate the local mean reﬂectivity by
maximizing their a posteriori distribution in the Bayesian
framework, where in the discontinuity-adaptive (DA) MRF
model16 regularizing ill-posed problems is adopted as the a
prior distribution.
The paper is organized as follows. In Section 2, we describe
the signal model and statistical property of SAR image. The
deﬁnition of DA MRF is given in Section 3. The proposed
edge detection algorithm for SAR images is presented in Sec-
tion 4. In Section 5, extensive experiments are shown to verify
the efﬁciency of the proposed detector and conclusions are
provided in Section 6.
2. Signal model of SAR image
It is well-known that the radar echo signal received by SAR is
the coherent sum of the reﬂected signals with distributed ob-
jects. The complex envelope of the received signal from each
resolution cell is the summation of N scattering echoes in that
cell with different amplitudes and phases, resulting from the
interaction of electromagnetic waves backscattered by N dif-
ferent scatterers17:
Zðx; yÞ ¼
XN
i¼1
aie
jui ð1Þwhere ai and ui are the amplitude and phase of the ith scat-
terer, respectively, and assumed independent from each other;
x and y are the coordinates of a SAR image. ai governs the
strength and angular distribution of the radiation, and ui de-
pends on the position of the ith scatterer in the resolution cell,
with respect to the coordinate x. If N is large, according to the
central limit theorem, Z can be modeled as a complex random
variable with independently and identically distributed real
and imaginary components, following the zero-mean circular
Gaussian distribution, i.e.,
pðZÞ ¼ 1
2pr
ejZj
2=2r ðZP 0Þ ð2Þ
where r stands for the RCS of the distributed object, the ob-
served signals are the intensity image I(x, y) = |Z(x, y)|2 or
the amplitude image A(x, y) = |Z(x, y)|. In this study, we only
consider the intensity SAR images. There is no difﬁculty to ob-
tain the probability density function (pdf) of Z given in Eq. (2)
pðIÞ ¼ 1
r
eI=r ðIP 0Þ ð3Þ
It is apparent that the amplitude of Z is dependent not only
on the reﬂection coefﬁcients of the distributed objects but also
on the distribution of the scattering centers over the distrib-
uted objects. Different positions of scattering centers result
in different phases of these elements. For a certain ground ob-
ject with constant reﬂection coefﬁcient, the total backscatter-
ing signals are mainly contributed by the phases. In general,
the random walk process is proper to describe the randomly
distributed scatterers, assuming the phases of scatterers are
uniformly distributed. Consequently, the observed signals
can be seen as the determined radar cross section (RCS) of
the ground object which is modulated by a random noise pro-
cess. This random noise process is referred to as the so-called
speckle noise. Assuming the speckle is fully developed and
no scatterer is dominant, the observed intensity signal I can
be expressed as the product of two independent signal
components
I ¼ rn ð4Þ
and where n stands for the speckle noise. It is clearly that the
distribution of n is the same as that of I, i.e., negative exponen-
tial distribution with mean value equal to one. To reduce the
variance of speckle noise, L independent images are averaged.
The resultant observed signals can be written as
I ¼ 1
L
XL
l¼1
Il ð5Þ
Given Eqs. (2) and (5), we can obtain the pdf of I
pðIÞ ¼ L
L
CðLÞ
IL1
r
e
LI
r ðIP 0Þ ð6Þ
where C(L) is the Gamma function and L is called the number
of looks.
3. DAMRF
Let S ¼ fðx; yÞj1 6 x; y 6 Ng denote a rectangular lattice for a
2D image with the size of N · N, and F= {fs|s e S} a family of
random variables deﬁned on S. F is called a Markov random
ﬁeld if the following two conditions are satisﬁed: (1) positivity
Fig. 1 Shapes of four AIFs listed in Table 1.
1536 Yuan. Z et al.p(f) > 0, "f e F; (2) Markovianity pðfsjfS¼fsgÞ ¼ pðfsjfNsÞ,
where Ns consists of neighboring sites of s and
fNs ¼ ffs0 js0 2 Nsg. The Hammersley–Clifford theorem estab-
lishes the equivalence between MRF and Gibbs distribution:
F is an MRF deﬁned on s with regard to a neighborhood sys-
tem N if and only if F is a Gibbs random ﬁeld on S with regard
to N.
The Gibbs distribution of f takes the following form
pðfÞ ¼ 1
Z
e
1
TUðfÞ ¼ 1
Z
e
1T
P
c2C
VcðfÞ
ð7Þ
where Z ¼P8f2Fe1TUðfÞ is called the partition function; T is a
constant called the temperature controlling the sharpness of
the distribution and often takes 1; U(f) the energy function;
Vc(f) the clique potential; C the set of all possible cliques de-
ﬁned on the neighborhood system.
An MRF is speciﬁed in terms of the joint distribution,
which is equivalent to specifying the clique potential functions
Vc(f) in the corresponding Gibbs distribution. There exist var-
ious MRF models such as Ising MRF, Gaussian MRF, etc.
The fundamental differences among MRF models lie in the
parameters and the forms of the potential functions which de-
scribe the system behavior. In some image processing prob-
lems, the blind application of generic smoothness assumption
tends to yield undesirable solutions. For example, at the dis-
continuities of the surface, the uniform smoothness assump-
tion is violated, often leading to oversmoothing at
discontinuities. DAMRF model makes it possible to apply
the smoothness constraint in image processing while preserv-
ing discontinuities.
The DAMRF model is deﬁned in terms of the constrained
Euler–Lagrange differential equation. Suppose that the poster-
ior energy E(f) to be minimized is the addition of the condi-
tional energy U(d|f) and the smoothness prior U(f)
EðfÞ ¼ UðfjdÞ ¼
Z b
a
uðfðxÞjdðxÞÞdx ¼ UðdjfÞ þUðfÞ
¼
Z b
a
uðdðxÞjfðxÞÞdxþ
XN
n¼1
kn
Z b
a
gðfðnÞðxÞÞdx ð8Þ
where f is the signal to be estimated, kn a weighting factor,
g(f (n)(x)) the potential function, f (n)(x) the nth derivative of
f, and N the highest order to be considered and equals to 1
in our case. Minimizing (8) in the function of f yields the
solution that must satisfy the following Euler equation:
ufðf; f 0Þ  d
dx
uf0 ðf; f 0Þ ¼ ufðf; f 0Þ  k d
dx
g0ðf 0ðxÞÞ ¼ 0 ð9Þ
where g0(f 0) is often chosen to be equal to 2f 0hðf 0Þ, h(f 0) is the
interaction function, playing an important role in DAMRF-
related applications. The following four AIFs listed in Table 1
are often used in practice, and their corresponding shapes are
shown in Fig. 1.Table 1 Four representative AIFs.
AIF1 AIF2 AIF3 AIF4
em
2=c 1
ð1þm2=cÞ2
1
ð1þm2=cÞ
1
ð1þjmj=cÞ4. MAP edge detection using DAMRF prior
As we have stated in Section 1, the estimation of the local
mean reﬂectivity which forms the ratios and further determines
the ESM is crucial to the ratio-based edge detectors. In this
section, we will present a novel edge detector for SAR image.
In the proposed detector, we ﬁrst estimate the local mean
reﬂectivity using MAP criterion, and then, construct two
ESMs with ratios from different directions.
4.1. MAP-MRF estimation of local mean reﬂectivity
In the framework of Bayesian estimation theory, maximizing a
posterior probability is one of the most popular statistical opti-
mality criteria. MAP together with MRF model gives rise to a
solution to regularize many ill-posed problems in computer vi-
sion. According to the MAP criterion, the MAP solution is ob-
tained by maximizing the objective function, i.e., the posterior
probability, which is formulated with the product of the prior
distribution p(f) of the variable f and the conditional distribu-
tion p(d|f) of the observed data d.
f  ¼ argmax
f2F
pðdjfÞpðfÞ ð10Þ
In our case, f * stands for the optimal estimation of the local
mean reﬂectivity whose priori distribution is chosen as the
DAMRF model. As for p(d|f), it depends on the relationship
between f and d. We formulate d by averaging several indepen-
dent image pixels. Suppose I1, I2,. . ., IM are from a local sliding
window and d is the arithmetic average of those pixels, i.e.,
d ¼ 1
M
XM
i¼1
Ii ð11Þ
With Eq. (11) and the pdf of Ii, we can obtain the condi-
tional pdf of d given f, and its expression is written as follows:
pðdjfÞ ¼ 1
CðMLÞ
f
ML
 ML
dMl1e 
MLd
fð Þ ð12Þ
It should be noted that r in Eq. (6) is consistent with f.
Given the conditional probability Eq. (12) and the priori
DAMRF model, we can explicitly express the posterior en-
ergy E(f) based on which the optimal solution f * satisfying
the corresponding constrained Euler equation can be derived.
Bayesian edge detector for SAR imagery using discontinuity-adaptive Markov random ﬁeld modeling 1537First of all, we give the Euler equation, and then, derive the
iterative algorithm of obtaining the optimal solution of the
local mean reﬂectivity.
With Eq. (12), and extending Eq. (9) to the 2D case, we can
rewrite the Euler equation as follows:
ML
fðx; yÞ 
MLdðx; yÞ
f2ðx; yÞ  2k
@
@x
fxhðfxÞ  4k @
@xy
fxyhðfxyÞ
 2k @
@y
fyhðfyÞ ¼ 0 ð13Þ
where fx ¼ @@x fðx; yÞ; fy ¼ @@y fðx; yÞ; fxy ¼ @@xy fðx; yÞ. Using the
discrete case of derivative and the ﬁrst-order difference as an
approximation of the ﬁrst derivative, Eq. (13) can be rewritten
as
ML
fðx; yÞ 
MLdðx; yÞ
f 2ðx; yÞ  k
X
ðx0 ;y0Þ2Nðx;yÞ
ðfðx0; y0Þ
 fðx; yÞÞhðfðx0; y0Þ  fðx; yÞÞ ¼ 0 ð14Þ
The posterior energy E(f) can be approximated as follows:
EðfÞ ¼
X
s2S
UðdsjfsÞ þ k
X
s2S
X
r2Ns
gðfr  fsÞ ð15Þ
Using the gradient–descent method, we obtain the follow-
ing updating rule for estimating the local mean reﬂectivity
f ðtþ1Þs  f ðtÞs
2l ML
f
ðtÞ
s
MLdðx;yÞ
ðf ðtÞs Þ2
k
X
r2Ns
ðf ðtÞr  f ðtÞs Þhðf ðtÞr  f ðtÞs Þ
( )
ð16Þ
where f ðtÞs is the tth iteration results of local mean reﬂectivity at
site s, and l a positive constant.
4.2. Calculation of edge strength map
Unlike the ROA and the ROEWA detectors, we propose a
combination of two independent ESMs to improve the preci-
sion of locating edges. In our proposed edge detector, two
independent ESMs are formed with one composed of the hor-
izontal (0) and vertical (90) edge strength components and
the other, the left-slanted (135) and right-slanted edge (45)
strength components. In the sequel, we will take the horizontal
direction as an example to illustrate the procedure of forming
the horizontal edge strength component.
Suppose I(x, y) is an arbitrary pixel of interest in a SAR im-
age, and a horizontal local sliding window centered at I(x, y) is
composed of 2M+ 1 pixels including I(x, y). We average M
pixels I(x, y–M),. . .,I(x, y–1) in the left half of the local sliding
window to obtain a new observed value dH1ðx; yÞ
dH1ðx; yÞ ¼ 1
M
XM
m¼1
Iðx; ymÞ ð17Þ
In the same way, by averaging M pixels I(x, y+ 1),. . .
I(x, y+M) in the right half of the local sliding window, we
can obtain the other observed value dH2ðx; yÞ
dH2ðx; yÞ ¼ 1
M
XM
m¼1
Iðx; yþmÞ ð18ÞSubstituting dH1ðx; yÞ and dH2ðx; yÞ into Eq. (16) separately,
we obtain two corresponding estimates of the local mean
reﬂectivities f^ H1MAPðx; yÞ for the left-horizontal direction and
f^ H2MAPðx; yÞ for the right-horizontal direction, respectively. The
horizontal edge strength component is the minimum of two
ratios:
rH minðx; yÞ ¼ min f^
H1
MAPðx; y 1Þ
f^ H2MAPðx; yþ 1Þ
;
f^ H2MAPðx; yþ 1Þ
f^ H1MAPðx; y 1Þ
( )
ð19Þ
The same procedures indicated by Eqs. (17)–(19) are carried
out in the vertical, left-slanted and right-slanted directions, and
three ratios corresponding to each direction are as follows:
rV minðx; yÞ ¼ min f^
V1
MAPðx 1; yÞ
f^ V2MAPðxþ 1; yÞ
;
f^ V2MAPðxþ 1; yÞ
f^ V1MAPðx 1; yÞ
( )
ð20Þ
rLS minðx; yÞ ¼ min f^
LS1
MAPðx 1; y 1Þ
f^ LS2MAPðxþ 1; yþ 1Þ
;
f^ LS2MAPðxþ 1; yþ 1Þ
f^ LS1MAPðx 1; y 1Þ
( )
ð21Þ
rRS minðx; yÞ ¼ min f^
RS1
MAPðx 1; yþ 1Þ
f^ RS2MAPðxþ 1; y 1Þ
;
f^ RS2MAPðxþ 1; y 1Þ
f^ RS1MAPðx 1; yþ 1Þ
( )
ð22Þ
where rV_min(x, y), rLS_min(x, y) and rRS_min(x, y) are the verti-
cal, left-slanted and right-slanted edge strength components,
respectively. With the four ratios shown in Eqs. (19)–(22),
one ESM denoted by E1 is formed by taking the magnitude
of the horizontal and the vertical edge strength components
shown in Eqs. (19) and (20)
E1ðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2H minðx; yÞ þ r2V minðx; yÞ
q
ð23Þ
The other one denoted by E2 is formed by taking the mag-
nitude of the left-slanted and the right-slanted edge strength
components shown in Eqs. (21) and (22)
E2ðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2LS minðx; yÞ þ r2RS minðx; yÞ
q
ð24Þ
In the ESMs, the local minimum indicates the presence of
an edge. By thresholding E1 and E2, we obtain two binary
edge maps Edge1 and Edge2 whose elements take 1 represent-
ing edge or 0 representing non-edge. The ﬁnal edge map Edge
is the fusion of Edge1 and Edge2:
Edge ¼ Edge1 [ Edge2 ð25Þ
where [ represents logical OR operation. Hereafter, the pro-
posed edge detector is named as DAMRF-MAP detector.
4.3. About model parameters
As indicated by Eq. (16), the variation of four parameters, the
weighting coefﬁcient k, the shape parameter c, the convergence
factor l and the window sizeM can affect the estimation of the
local mean reﬂectivity. If chosen improperly, these parameters
may bias the estimation of the local mean reﬂectivity, resulting
in deterioration of the performance of the edge detection algo-
rithm. The effects of those parameters on the estimation are
analyzed brieﬂy as follows.
It is shown inEq. (16) that the smoothing strength item inEq.
(16) is weighted by the parameter k. Hence, the larger the k, the
more modiﬁcation of the smoothing strength to the local mean
1538 Yuan. Z et al.reﬂectivity. Parameter c is involved in the AIFs listed in Table 1,
and closely relates to the shape of the AIF. In fact, in DAMRF
model, there exists a band ð ﬃﬃcp ; ﬃﬃcp Þ within which the smooth-
ing strength j2f0hðf0Þj increasesmonotonically as f0 increases, and
outside that band, the smoothing decreases and becomes zero as
f0 ﬁ 0. That is the reason why DAMRFmodel can avoid overs-
moothing at discontinuity. In our case, we adopt AIF4 whose
band is ð ﬃﬃﬃﬃﬃ1p ; ﬃﬃﬃﬃﬃ1p Þ as the AIF in Eq. (16). As for the param-
eter l, it plays a crucial role in increasing the speed of conver-
gence of gradient–descent. If it is too small, the gradient
corrections are small and the convergence to the optimal solu-
tion is very slow. On the other hand, if it is too large, the algo-
rithm may oscillate around the optimal solution and
convergence is not possible. M deﬁnes the maximum region of
average to be taken, and thus, the larger the value ofM, themore
the noise are suppressed. ButM should not be chosen to be too
large, or the closely spaced edges may be lost by the detector.
Unfortunately, in DAMRF-related problems, parameters k, c,
l, in addition to M, cannot be determined theoretically, and
are still chosen in an ad hoc way.18,19 Table 2 gives the suggested
values of parameters: k, c, l andM when applied to SAR image
edge detection, which are experimentally decided by us.
4.4. Comments on DAMRF-MAP detector
This section illustrates the motivation of designing the pro-
posed detector, and presents some properties of it.
(1) The reason why we choose MRF model as the statistical
a prior distribution in edge detection lies in that whether
a pixel is an edge or not depends not only on itself but
also on its neighboring pixels and MRF is the model
that is able to model their spatial relationships between
points. On the other hand, DAMRF model has the abil-
ity to preserve discontinuity, and, thus, it is a more
proper MRF model than others when used for edge
detection.
(2) Whether the updating rule Eq. (16) can converge to the
global optimal solution relies on the starting value f (0).
There is no general guideline on the selection of the
starting value, and we set f (0) = d. It is apparent that
according to Eq. (11), f (0) is the ML estimation of the
local mean reﬂectivity in the ROA detector. Hence, ini-
tializing the start point as the ML estimation of local
mean reﬂectivity guarantees that Eq. (16) could at least
give a comparable estimate to the ML estimation in the
worst case.
(3) In contrast with the ROA and the ROEWA detectors
which make a strict assumption of the number of edges
in the local window, the proposed detector is free of such
an assumption. Thus, the proposed detector is applica-
ble in both monoedge and multiedge contexts. In terms
of the robustness, DAMRF-MAP detector is superior to
the ROA and the ROEWA detectors.Table 2 Suggested values of four parameters involved in
DAMRF-MAP detector.
Parameter k c l M
Suggested values 0.01–0.1 10–100 0–1 5–104.5. Comparison of computational complexity
To compare the efﬁciency between different edge detectors, we
can theoretically analyze their computational complexities. In
this paper, the computational complexity is expressed in terms
of the number of addition and multiplication operations. We
suppose that one addition consumes CPU time a s, and one
multiplication m s. Moreover, let the input image Im be com-
posed of N1 · N2 pixels of interest. The computational com-
plexities of DAMRF-MAP detector, ROEWA detector and
ROA detector are analyzed as follows.
4.5.1. DAMRF-MAP detector
The computational complexity of DAMRF-MAP detector im-
posed on one pixel, starting with averaging pixels from eight
directions and ending with computing two ESMs, is analyzed
as follows. In summary, DAMRF-MAP detector is mainly
composed of three parts: averaging, updating local mean
reﬂectivity and computing ESMs. Let the number of elements
in neighborhood system Ns be S. AIF4 is adopted here. In the
ﬁrst part, averaging pixels from one direction needs M  1
additions and 1 multiplication, and thus, the total runtime is
8(M  1)a+ 8m for eight directions. In the second part, com-
puting AIF4 needs 2 additions and 2 multiplications; accord-
ing to Eq. (16), a total of 24Sa+ 8(3S+ 1)m is needed per
iteration for eight directions. In the last part, calculating
Eqs. (19)–(22) needs 8 multiplications, and Eqs. (23) and (24)
4 multiplications and 2 additions, and thus, a total of
2a+ 12m runtime is consumed. Hence, to form the ESM in
one pixel, the total runtime of DAMRF-MAP detector is
(8M+ 24ST  6)a+ (20 + 8(3S+ 1)T)m if the iteration
number is T.
4.5.2. ROEWA detector
To compute the horizontal edge strength component,
ROEWA detector ﬁrst smoothes Im column by column using
the 1-D smoothing ﬁlter, and then, employs the causal
and anticausal ﬁlters to ﬁlter the smoothed image line by
line. In that process, a total of 6N2N
2
1 þ 4N1N22 additions and
4N2N
2
1 þ N2
PN1
r¼1ð
PN1
i¼1jr þ 1  ij þ
PN1
i¼1jr  ijÞ þ 2N1
PN2
c¼1PN2
j¼1jc þ 1  jj multiplications are involved. Similarly, to
compute the vertical edge strength component, a total of
6N1N
2
2 þ 4N2N21 additions and 4N1N22 þ N1
PN2
c¼1ð
PN2
j¼1jc
þ1  jj þ PN2j¼1jc  jjÞ þ 2N2PN1r¼1PN1i¼1jr þ 1  ij multipli-
cations are required. Moreover, 4N1N2 multiplications are
required to compute the ratios, and 2N1N2 multiplications
and N1N2 additions to compute the ESM.
4.5.3. ROA detector
Let the size of the sliding window be (2M+ 1) · (2M+ 1) for
ROA detector. To form the horizontal edge strength compo-
nent, ROA detector ﬁrst sums M pixels of the left horizontal
window and M pixels of the right horizontal window, respec-
tively, and then, computes the ratio of the sums. The above
procedures need 2(M  1) additions and 2 multiplications.
The same procedures are conducted in the vertical direction
and two diagonal directions. Hence, to form the ESM in one
pixel, ROA detector needs 8(M  1) additions and 8
multiplications.
(b) DAMRF-MAP detector. 
(c) ROEWA detector. 
(d) ROA detector. 
(a) Simulated speckled signal. 
Fig. 2 Comparison of three detectors on one-dimensional
simulated signal after being applied to (a). The y-coordinates of
(b)–(d) denote the ESM of the edge detectors.
(a) Noise-free one   
(b) Speckled one 
Fig. 3 Simulated speckled image.
Bayesian edge detector for SAR imagery using discontinuity-adaptive Markov random ﬁeld modeling 1539For the sake of simplicity, we let N1 = N2 = N. Therefore,
the required runtime for DAMRF-MAP detector is
(8M+ 24ST  6)N2a+ [20 + 8(3S+ 1)T]N2m, while the re-
quired runtime for ROEWA detector and ROA detector is
N2ð20Nþ 1Þaþ 6NPNr¼1PNi¼1jrþ 1 ij þ 2NPNr¼1PNi¼1jr ij
þN2ð8Nþ 6ÞÞmÞ and 8(M  1)N2a+ 8N2m, respectively. For
instance, we set a= m= 1ls, N= 128, M= 8, S= 4,
T= 20, and the runtime for DAMRF-MAP, ROEWA and
ROA detectors is 66.8, 774.7 and 1.05 s, respectively.
5. Experimental results
In this section, we veriﬁed the validity of DAMRF-MAP
detector using synthetically speckled and real SAR images.
Two representative ratio-based edge detectors, ROA andTable 3 Pratt’s ﬁgure of merit of the proposed DAMRF-MAP, R
simulated speckled image (103).
Detector Window size
1 2 3 4 5 6 7
DAMRF-MAP 451 464 667 704 716 697 688
ROEWA 543 601 621 617 609 602 597
ROA 386 652 555 452 374 316 269
Table 4 Pratt’s ﬁgure of merit of the proposed DAMRF-MAP, R
with different looks (103).
Detector Look
1 2 3 4 5 6 7
DAMRF-MAP 402 594 637 659 682 697 698
ROEWA 471 549 579 585 587 588 594
ROA 174 304 401 455 504 532 539ROEWA, were used to establish the comparison of the perfor-
mance of the proposed detector.
5.1. Synthetic data examples
A one-dimensional speckled signal is shown in Fig. 2(a), where
in the bold solid line indicates the speckle-free signals. Five
abrupt changes in intensity representing edges are embedded
into the signal. Fig. 2(b–d) shows the ESMs of DAMRF-
MAP, ROEWA and ROA detectors, respectively, after being
applied to Fig. 2(a). In ESMs, the local minima for DAM-
RF-MAP and ROA detectors or the local maxima for ROE-
WA detector imply the presence of edges. From Fig. 2(b)
and (c), we can see that in ESM of each detector, the local min-
ima or maxima representing the true positions of edges exist,
demonstrating that three detectors can correctly indicate the
edges of the signals in Fig. 2(a). But by carefully observingOEWA, ROA detectors with varying window size, obtained on
8 9 10 11 12 13 14 15 16
686 681 674 664 652 652 648 645 632
593 591 589 587 585 584 583 583 582
233 206 184 165 154 147 143 141 138
OEWA, ROA detectors, obtained on simulated speckled images
8 9 10 11 12 13 14 15 16
705 709 716 727 730 733 735 740 742
599 612 621 628 633 641 645 650 653
546 549 550 552 553 554 556 558 559
(c) ROEWA detector (d) DAMRF-MAP detector
(a) Original image (b) ROA detector
Fig. 4 Results of edge detection obtained on ‘‘airport’’ image.
(a) Original image (b) ROA detector
(c) ROEWA detector (d) DAMRF-MAP detector
Fig. 5 Results of edge detection obtained on ‘‘mountain’’ image.
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 (a) ROA detector         
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 Edge of confidence of ESM
(b) ROEWA detector 
(c) DAMRF-MAP detector  (d) DAMRF-MAP detector 
(horizontal and vertical directions) (left-slanted and right-slanted directions) 
Fig. 6 ESMs corresponding to different edge detectors, obtained on ‘‘airport’’ image.
Bayesian edge detector for SAR imagery using discontinuity-adaptive Markov random ﬁeld modeling 1541the ESM of ROEWA detector, i.e. Fig. 2(c), we can ﬁnd that in
the surrounding of the ﬁrst and the last edge positions, local
maxima whose edge strength is comparable to that of the true
edge point appear, confusing identiﬁcation of the true edges
and giving rise to false edges. In contrast, as shown in
Fig. 2(b) and (d), the minimum of each position of true edge
is one and only, meaning that no false edges will be produced.
Hence, although three detectors can exactly locate the position
of the true edges, DAMRF-MAP and ROA detectors yield less
false edges than ROEWA detector by judging from Fig. 2. In
this situation, the ROA detector shows superiority to the
ROEWA detector, which can be partly attributed to the mono-
edge circumstance of the signals. What is more, since DAM-
RF-MAP detector is not restricted by the monoedge or
multiedge assumption, it could achieve better performance
than the ROEWA detector conﬁned by the multiedge assump-
tion in this case.
Another simulated image with size of 163 · 163 and its
speckled version with 10-look simulated speckle noise are
shown in Fig. 3(a) and (b), respectively. When synthetically
speckled images are considered, we utilize Pratt’s ﬁgure ofmerit (PFoM)20 to quantitatively evaluate the performances
of edge detectors, and its deﬁnition is given by
P ¼ 1
maxfNID;NDEg
XNDE
i¼1
1
1þ ad2i
where NID and NDE are the number of ideal and detected
edge pixels, respectively; a is a calibration constant, and we
set a= 1; di is the distance between a pixel declared as edge
and the nearest ideal edge pixel. PFoM approaching 1 means
perfect edge detection performance for an edge detector.
Edge detectors (ROA, ROEWA and DAMRF-MAP) were
tested on Fig. 3(b). Table 3 shows the results by applying
three detectors to Fig. 3(b) in the case of different window
sizes. In the situation of small window size, DAMRF-MAP
detector is inferior to the ROA and ROEWA detectors. With
the window size increasing, DAMRF-MAP detector gives
better results than the ROA and ROEWA detectors. Table 4
shows the results by testing different detectors on simulating
speckled images with different looks. We can ﬁnd that
DAMRF-MAP detector outperforms ROA and ROEWA
1542 Yuan. Z et al.detectors in most cases. Table 4 also shows that for all detec-
tors, their PFoM becomes large as the look increases. This is
due to the fact that speckle noise becomes less signiﬁcant
with look increasing, and thus, it has less effect on edge
detection.
5.2. Examples of real SAR images
Real SAR data were used to test and compare the performance
of different detectors. Unfortunately, only visual assessment is
available when real SAR images are considered. Fig. 4(a)
shows a portion of an airport SAR image with the size of
704 · 690, resolution of 0.5 m, eight-bit and single-look,
imaged at X-band with VV-polarization and denoted by ‘‘air-
port’’ image. Fig. 5(a) shows a mountain SAR images with the
size of 1182 · 921, resolution of 1 m, eight-bit and single-look,
imaged at X-band with VV-polarization, and denoted by
‘‘mountain’’ image.
Figs. 4(b) and 5(b) show the results of edge detections ob-
tained with the ROA detector. Figs. 4(c) and 5(c) show the re-
sults of edge detections obtained with the ROEWA detector. It
is clear that both detectors can effectively detect out the true
edges, along with some false alarms. Figs. 4(d) and 5(d) show(a) ROA detector 
(c) DAMRF-MAP detector 
(horizontal and vertical directions)
 Edge of confiden
y(p
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ls)
x(pixels)
y(p
ixe
ls)
x(pixels)
Fig. 7 ESMs corresponding to different edgethe results of edge detections obtained with the DAMRF-
MAP detector. We can conclude that in terms of the amounts
of the pixels of the false edges and the connectivity of the true
edges, DAMRF-MAP detector performs favorably compared
with the ROA and ROEWA detectors. In both experiments,
according to Table 2, we set experimentally the parameters
k, c, l and M to k ¼ 0:08, c= 25, l= 0.8, M= 8, respec-
tively, when DAMRF-MAP detector operated on real SAR
images.
ESM can help us gain further insight into the edge detection
results shown in Figs. 4(b and c) and 5(b and c). Hence, we
give the ESMs of ROA, ROEWA and DAMRF-MAP detec-
tors, as shown in Figs. 6(a–d) and 7(a–d) wherein we rely on
color indicating edge strength to differentiate edge points from
non-edge points. ESMs corresponding to ROA detector are
shown in Figs. 6(a) and 7(a) where the dark points colored
by blue most possibly belong to edges. We could see clearly
that true edges in addition to a lot of points belonging to
non-edges are labeled with blue color. Hence, some false
alarms are highly likely to be detected out by ROA detector,
as shown in Figs. 4(b) and 5(b). ESMs corresponding to ROE-
WA detector are shown in Figs. 6(b) and 7(b), where the bright
point indicates the presence of an edge. In non-edge areas, the(b) ROEWA detector 
(d) DAMRF-MAP detector 
(left-slanted and right-slanted directions)
ce of ESM
y(p
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ls)
x(pixels)
y(p
ixe
ls)
x(pixels)
detectors, obtained on ‘‘mountain’’ image.
Bayesian edge detector for SAR imagery using discontinuity-adaptive Markov random ﬁeld modeling 1543color is uniform, and thus, few false edges will be detected out
in these areas, which is in agreement with the results shown in
Figs. 4(c) and 5(c). ESMs corresponding to DAMRF-MAP
detector are shown in Figs. 6(c and d) and 7(c and d), wherein
the blue color indicates the presence of edges. As shown in
both ESMs, most true edges are clearly displayed by blue col-
or. In non-edge areas, points are colored either by yellow or by
red. They are less likely to be labeled as edges as their edge
strength is lower than that of the blue points. It is worthy of
noting that DAMRF-MAP detector with two mutually com-
plementary ESMs can avoid loss of true edges when detecting
edges in the sense that two ESMs make full use of the direc-
tional information of edges.
All edge detection algorithms are written in nonoptimized
Matlab codes and run on a dual Intel @ 1.60 GHz CPU with
512 RAM memory. The execution times of DAMRF-MAP,
ROEWA, ROA detectors, which were performed on the ‘‘air-
port’’ image, are 288.96, 471.41, and 28.87 s, respectively. The
execution times of DAMRF-MAP, ROEWA, ROA detectors,
which were performed on the ‘‘mountain’’ image, are 655.21, 1
099.72, and 69.79 s, respectively.
6. Conclusion
In this paper, we have veriﬁed the effectiveness of incorporat-
ing the priori model of the local mean reﬂectivity into SAR im-
age edge detection. The main characteristics of the proposed
edge detection algorithm lie in two aspects: the priori informa-
tion of the local mean reﬂectivity is modeled with the DAMRF
and its estimation is done using MAP criterion, which distin-
guishes this algorithm from the conventional ratio-based edge
detectors. However, its limitation is also apparent: although in
favor of alleviating the load of complex parameter estimation
during estimating the local mean reﬂectivity, the parameters
involved in the proposed algorithm cannot be determined
automatically, which to some degree degrade the adaptability
of the proposed algorithm. To solve this problem, more appro-
priate MRF models could be considered when statistically
modeling the a priori information of the local mean
reﬂectivity.Acknowledgement
This work was supported National Natural Science Founda-
tion of China (No. 61102167).
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