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ON THE NUMBER OF INTEGER POLYNOMIALS
WITH MULTIPLICATIVELY DEPENDENT ROOTS
ARTU¯RAS DUBICKAS AND MIN SHA
Abstract. In this paper, we give some counting results on integer
polynomials of fixed degree and bounded height whose distinct
non-zero roots are multiplicatively dependent. These include sharp
lower bounds, upper bounds and asymptotic formulas for various
cases, although in general there is a logarithmic gap between lower
and upper bounds.
1. Introduction
1.1. Motivation. Let n ≥ 2 be a positive integer. For non-zero com-
plex numbers z1, . . . , zn ∈ C∗, we say that they are multiplicatively
dependent (resp. linearly dependent) if there exists a non-zero integer
vector (k1, . . . , kn) ∈ Zn for which
zk11 · · · zknn = 1
(resp. k1z1 + · · ·+ knzn = 0).
Throughout, the height of a complex polynomial in C[X ] is defined to
be the largest modulus of its coefficients. For a polynomial f ∈ C[X ]
of degree at least two, we say that f is degenerate if it has a pair
of distinct non-zero roots whose quotient is a root of unity. In [12],
the same authors have established sharp bounds for the number of
degenerate integer polynomials of fixed degree and bounded height.
Here, we say that f is a generalized degenerate polynomial if its dis-
tinct non-zero roots are multiplicatively dependent. Clearly, if f is
degenerate, then it is also a generalized degenerate polynomial. Our
aim is to estimate the number of generalized degenerate integer poly-
nomials of fixed degree and bounded height. Our results show that
these polynomials are sparse. We remark that these results can be
interpreted in another way: the number of algebraic integers (or alge-
braic numbers) of fixed degree and bounded height whose conjugates
are multiplicatively dependent.
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In fact, the additive and multiplicative relations in conjugate alge-
braic numbers have been extensively studied. There are two typical
problems. One is to detect whether there is an additive or multi-
plicative relation among the roots of a given irreducible polynomial,
such as providing necessary or sufficient conditions; see, for instance,
[1, 5, 6, 7, 14, 16, 17, 18, 24] and more recently [19, 25]. The other is to
investigate which numbers can be represented by an additive or mul-
tiplicative relation in conjugate algebraic numbers for a fixed non-zero
integer vector (k1, . . . , kn); see [8, 9, 13, 24]. In this paper, we want
to investigate how often an additive or multiplicative relation of poly-
nomial roots can occur among integer polynomials, i.e., to study these
relations from the counting aspect. Our results suggest that except for
some obvious cases these relations occur rarely. In some sense this cor-
responds to the results of Drmota and Ska lba given in [7] (even though
the normalization and the methods used are completely different): it
was shown there that the multiplicative relations among conjugates of
algebraic integers lying in a fixed normal extension F of Q occur rarely.
1.2. The monic case. From now on, suppose that H ≥ 3 is a positive
integer. Here and below, by #S we denote the number of elements of
a finite set S. Also, for two functions U = V (n,H) and V = V (n,H)
we will write U ≪ V or U = O(V ) if the inequality |U | ≤ c|V | holds
for some positive constant c depending on n only but not on H (except
for the case when ε appears, where the implied constant also depends
on ε). Besides, U ≍ V means that U ≪ V ≪ U .
Let Mn(H) be the set of generalized degenerate monic integer poly-
nomials of degree n and height at most H . Evidently,
(1.1) #Mn(H) ≥ 2(2H + 1)n−1 > 2nHn−1,
because each monic integer polynomial of degree n and height at most
H with constant coefficient ±1 belongs to the set Mn(H).
To start with, by combining several results from different sources,
we can obtain the following upper bound
(1.2) #Mn(H)≪ Hn−1+δ(n)+ε,
where ε > 0, n ≥ 4, δ(n) = 1/n for 4 ≤ n ≤ 8 and δ(n) = 2/( n⌊n/2⌋) for
n ≥ 9.
Firstly, by the main result in [2], we have
(1.3) #{f ∈Mn(H) : f reducible in Z[X ]} ≍ Hn−1.
Secondly, by [12, Theorem 2],
(1.4) #{f ∈ Mn(H) : f degenerate and irreducible in Z[X ]} ≍ Hn/p,
POLYNOMIALS WITH MULTIPLICATIVELY DEPENDENT ROOTS 3
where p is the smallest prime divisor of n. So, in view of (1.3), (1.4)
and the fact that the number of polynomials f ∈ Mn(H) satisfying
f(0) = ±1 does not exceed 2(2H + 1)n−1, in order to prove (1.2) it
remains to show that the bound (1.2) holds for the polynomials f ∈
Mn(H) which are irreducible, non-degenerate and satisfy |f(0)| ≥ 2.
Now, by the next lemma which is a consequence of [1, Theorem 3],
we can further restrict this set to the set of polynomials whose Galois
group is not 2-transitive.
Lemma 1.1. Suppose that α is an algebraic number of degree n ≥ 2
over Q such that its conjugates α1 = α, α2, . . . , αn are multiplicatively
dependent, and the Galois group of the field Q(α1, . . . , αn) over Q is
2-transitive. Then, either α1 · · ·αn = ±1 or for some positive integer
N we have αN1 = · · · = αNn (and so the minimal polynomial of α is
degenerate).
Both the full symmetric group Sn and the alternating group An are
2-transitive for n ≥ 4. Therefore, by Lemma 1.1 and the results of
Dietmann [4, Theorem 1 and Corollary 1], we derive the bound (1.2).
(Here, we also use a well-known fact that for a subgroup G of Sn, if
G 6= Sn, An, then #Sn/G ≥ n.)
Let Ln(H) be the set of monic integer polynomials of degree n and
height at most H whose distinct roots are linearly dependent. Then,
applying similar arguments (note that [1, Theorem 3] also gives a result
on linear dependence), we obtain
(1.5) Hn−1 ≪ #Ln(H)≪ Hn−1+δ(n)−ε, n ≥ 4,
where the lower bound comes from those polynomials with zero coeffi-
cient for the term Xn−1.
In this paper, we want to improve the bound (1.2). More precisely, we
will remove the factor Hδ(n) and replace the factor Hε by a logarithmic
factor. Unfortunately, the same technique does not work for bounding
the size of Ln(H), so we do not know how to improve the upper bound
in (1.5) in general. We remark, however, that some results below also
hold for Ln(H), especially when n is a prime number.
Let In(H) (resp. Rn(H)) be the set of generalized degenerate monic
irreducible (resp. reducible) integer polynomials of degree n and height
at most H . Clearly,
#Mn(H) = #In(H) + #Rn(H).
We estimate #In(H) and #Rn(H) separately.
Theorem 1.2. For #In(H), we have:
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(i) for any integer n ≥ 2,
Hn−1 ≪ #In(H)≪ Hn−1(logH)2n2−n−1;
(ii) for any odd prime p,
#Ip(H) = 2
pHp−1 +O(Hp−2),
and
#I2(H) = 6H +O(H
1/2);
(iii) #I4(H) ≍ H3.
We even obtain an asymptotic formula for #Rn(H) for any n ≥ 2 as
H →∞. For this, we need to introduce some additional notation. For
any n ≥ 2, let νn be the volume of the symmetric convex body defined
by
|xi| ≤ 1, i = 1, . . . , n− 1,
∣∣∣
n−1∑
i=1
xi
∣∣∣ ≤ 1.
Then, ν2 = 2, ν3 = 3 and ν4 = 16/3 (see, for instance, [10, Section 5]).
Theorem 1.3. For #Rn(H), we have:
(i) #R2(H) = 4H +O(H
1/2);
(ii) #R3(H) = 6H
2 +O(H logH log logH);
(iii) for any n ≥ 4,
#Rn(H) = 2νnH
n−1 +O(Hn−2(logH)2n
2−5n+2),
where the factor (logH)2n
2−5n+2 can be replaced by logH when
n− 1 is a prime or n = 5.
Combining Theorem 1.2 with Theorem 1.3, we immediately obtain
the following estimates on the size of the set Mn(H).
Theorem 1.4. For #Mn(H), we have:
(i) for any integer n ≥ 2,
Hn−1 ≪ #Mn(H)≪ Hn−1(logH)2n2−n−1;
(ii) #M2(H) = 10H +O(H
1/2);
(iii) #M3(H) = 14H
2 +O(H logH log logH);
(iv) #M4(H) ≍ H3;
(v) #M5(H) = (2ν5 + 32)H
4 +O(H3 logH);
(vi) for any prime p > 5,
#Mp(H) = (2νp + 2
p)Hp−1 +O(Hp−2(logH)2p
2−5p+2).
It seems very likely that the logarithmic factor in Theorem 1.4 (i)
can be removed, since it is natural to expect that the growth rate Hn−1
is true not only for n = 4 and prime, but also for each n ≥ 2.
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Conjecture 1.5. For any integer n ≥ 2, we have
#Mn(H) ≍ Hn−1.
1.3. The non-monic case. Let M∗n(H) be the set of generalized de-
generate integer polynomials (not necessarily monic) of degree n and
height at most H . Obviously, we have
#M∗n(H) ≥ 4H(2H + 1)n−1 > 2n+1Hn,
since each integer polynomial of degree n and height at most H with
modulus of the constant coefficient equal to the modulus of the leading
coefficient belongs to M∗n(H).
As in the monic case, let I∗n(H) (resp. R
∗
n(H)) be the set of gene-
ralized degenerate irreducible (resp. reducible) integer polynomials of
degree n and height at most H . Clearly,
#M∗n(H) = #I
∗
n(H) + #R
∗
n(H).
As before, we first estimate #I∗n(H) and #R
∗
n(H) separately.
Theorem 1.6. For #I∗n(H), we have:
(i) for any integer n ≥ 2,
Hn ≪ #I∗n(H)≪ Hn(logH)2n
2−n−1;
(ii) for any odd prime p,
#I∗p (H) = 2
p+1Hp +O(Hp−1),
and
#I∗2 (H) = 12H
2 +O(H logH);
(iii) #I∗4 (H) ≍ H4.
We also get an asymptotic formula for #R∗n(H) for any n ≥ 2 as
H →∞.
Theorem 1.7. For #R∗n(H), we have:
(i) #R∗2(H) = 6H
2 +O(H logH);
(ii) #R∗3(H) = 2ν4H
3 +O(H2(logH)3);
(iii) for any n ≥ 4,
#R∗n(H) = 2νn+1H
n +O(Hn−1(logH)2n
2−5n+2),
where the factor (logH)2n
2−5n+2 can be replaced by logH when
n− 1 is a prime or n = 5.
Combining Theorem 1.6 with Theorem 1.7, we obtain the following
estimates on the size of the set M∗n(H).
Theorem 1.8. For #M∗n(H), we have:
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(i) for any integer n ≥ 2,
Hn ≪ #M∗n(H)≪ Hn(logH)2n
2−n−1;
(ii) #M∗2 (H) = 18H
2 +O(H logH);
(iii) #M∗3 (H) = (2ν4 + 16)H
3 +O(H2(logH)3);
(iv) #M∗4 (H) ≍ H4;
(v) #M∗5 (H) = (2ν6 + 64)H
5 +O(H4 logH);
(vi) for any prime p > 5,
#M∗p (H) = (2νp+1 + 2
p+1)Hp +O(Hp−1(logH)2p
2−5p+2).
We also conjecture that the logarithmic factor in Theorem 1.8 (i)
can be removed.
Conjecture 1.9. For any integer n ≥ 2, we have
#M∗n(H) ≍ Hn.
2. Preliminaries
In this section, we gather some concepts and results used later on.
2.1. Basic concepts. Given a polynomial
f(X) = anX
n+an−1Xn−1+ · · ·+a0 = an(X−α1) · · · (X−αn) ∈ C[X ],
where an 6= 0, its height is defined by H(f) = max0≤j≤n |aj|, and its
Mahler measure by
M(f) = |an|
n∏
j=1
max{1, |αj|}.
For each f ∈ C[x] of degree n, these quantities are related by the
following well-known inequality
H(f)2−n ≤M(f) ≤ H(f)√n + 1;
see, for instance, [27, (3.12)]. So, for a fixed n, one has
(2.1) H(f)≪ M(f)≪ H(f).
If f can be factored as the product of two non-constant polynomials
g, h ∈ C[X ] (that is, f = gh), then, by definition of the Mahler mea-
sure, we have
M(f) = M(g)M(h).
So, combined with (2.1) this yields
(2.2) H(g)H(h)≪ H(f)≪ H(g)H(h).
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For an algebraic number α of degree n (over Q), its Mahler measure
M(α) is the Mahler measure of its minimal polynomial f over Z. For
the (Weil) absolute height H(α) of α, we have
H(α) =M(α)1/n.
With this notation, from (2.1) one gets
(2.3) H(f)1/n ≪ H(α)≪ H(f)1/n.
2.2. Counting roots of polynomials. We start with the following
simple result on the number of integer vectors at which a multivariate
polynomial is zero.
Lemma 2.1. Let f ∈ Z[X1, . . . , Xm] be a polynomial of degree d ≥ 1.
Then, the number of vectors (x1, . . . , xm) ∈ Zm, whose coordinates
satisfy |xj| ≤ H for each j = 1, . . . , m and f(x1, . . . , xm) = 0, does not
exceed dm(2H + 1)m−1.
Proof. We proceed the proof by induction on m ≥ 1. The statement is
obvious for m = 1, since a univariate polynomial of degree d ≥ 1 has
at most d roots. Assume that the assertion of the lemma is true for
m = k. For m = k + 1, we can write
(2.4) f(X1, . . . , Xk, Xk+1) = g0 + g1Xk+1 + · · ·+ grXrk+1,
where r ≥ 1, g0, . . . , gr ∈ Z[X1, . . . , Xk] and gr is not zero identically.
By our assumption, the number of vectors (x1, . . . , xk) ∈ Zk, where
|xj| ≤ H for j = 1, . . . , k, satisfying gr(x1, . . . , xk) = 0 does not exceed
kdr(2H + 1)
k−1, where dr = deg gr.
Consequently, the number of vectors (x1, . . . , xk, xk+1) ∈ Zk+1, where
(x1, . . . , xk) is one of the above vectors and |xk+1| ≤ H does not exceed
kdr(2H + 1)
k.
For any other vector (y1, . . . , yk) ∈ Zk, where |y1|, . . . , |yk| ≤ H ,
which is not equal to one of the above vectors (x1, . . . , xk), the inequal-
ity gr(y1, . . . , yk) 6= 0 holds. Evidently, the number of such vectors is at
most (2H + 1)k. In view of (2.4) for each of them there are at most r
values of yk+1 such that f(y1, . . . , yk, yk+1) = 0, which yields the upper
bound r(2H + 1)k.
Combining the above estimates, we see that the total number of
vectors (x1, . . . , xk+1) ∈ Zk+1, where |x1|, . . . , |xk+1| ≤ H , at which f
given in (2.4) vanishes, does not exceed
kdr(2H + 1)
k + r(2H + 1)k ≤ (k + 1)d(2H + 1)k,
since dr+r = deg gr+r ≤ d. This completes the proof of the lemma. 
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We remark that in Lemma 2.1 the growth rate Hm−1 is optimal,
because f may have a linear factor in Z[X ]. However, if m ≥ 2 and
f is irreducible over Q (the algebraic closure of Q) of degree d ≥ 2,
then the bound can be sharpened to O(Hm−2+1/d+ε) for any ε > 0 (the
implied constant depends on d,m, ε); see [22, Theorem A].
2.3. Counting some special polynomials. Let throughout F ∗n,k(H)
(resp. Fn,k(H)) be the set of integer polynomials (resp. monic integer
polynomials) of degree n which are of height at most H and are re-
ducible over Z with a factor (not necessarily irreducible) of degree k,
1 ≤ k ≤ n/2.
The following result follows from [26] in the monic case (see also [2])
and from [15] in the non-monic case. (As indicated in [11] the result of
[15] is misstated for n = 4; see [11, Lemma 6] for a correct version of
monic and non-monic cases.). Here we give a simple proof.
Lemma 2.2. For integers n ≥ 2 and k ≥ 1, where 1 ≤ k < n/2, we
have
#Fn,k(H) ≍ Hn−k, #F ∗n,k(H) ≍ Hn+1−k;
if k = n/2, we have
#Fn,k(H) ≍ Hn−k logH, #F ∗n,k(H) ≍ Hn+1−k logH.
Proof. Suppose f ∈ Fn,k(H). Then, f = gh, where g, h ∈ Z[X ] and g
is of degree k. By (2.2), we have H(g)H(h)≪ H , that is,
H(h)≪ H/H(g).
To count such polynomials f , we fix the height of g, say a. Then, the
number of choices for g is O(ak−1), because at least one of coefficients
of g is equal to ±a, and the number of choices of h is O((H/a)n−k).
Thus, in view of (2.2) we have
#Fn,k(H) ≍
H∑
a=1
ak−1(H/a)n−k = Hn−k
H∑
a=1
1/an+1−2k.
So, for 1 ≤ k < n/2, we obtain
#Fn,k(H) ≍ Hn−k;
in case k = n/2 we have
#Fn,k(H) ≍ Hn−k logH.
Similarly, we can get the desired estimates for #F ∗n,k(H). 
We now count some special kinds of generalized degenerate integer
polynomials.
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Lemma 2.3. Let Pn(H) be the set of irreducible monic polynomials
f ∈ Z[X ] of degree n ≥ 2 and height at most H such that f(0) = ±1.
Then, we have
#Pn(H) = 2
nHn−1 +O(Hn−2).
Proof. The desired result is trivial for n = 2, so below we assume that
n ≥ 3.
Let f ∈ Z[X ] be of degree n and height at most H such that f(0) =
±1. Assume that f is reducible over Z and can be written as f = gh
with g, h ∈ Z[X ], where
g(X) = Xm + bm−1X
m−1 + · · ·+ b1X + b0,
h(X) = Xk + ck−1Xk−1 + · · ·+ c1X + c0.
Since f(0) = ±1, we must have b0 = ±1 and c0 = ±1. In view of
(2.2), the number of such reducible polynomials f is O(Hm−1 ·Hk−1) =
O(Hn−2). This completes the proof. 
Lemma 2.4. Let P ∗n(H) be the set of irreducible polynomials f ∈ Z[X ]
of degree n ≥ 2 and height at most H such that the leading coefficient
of f is equal to ±f(0). Then, we have
#P ∗n(H) = 2
n+1Hn +
{
O(H logH) if n = 2,
O(Hn−1) if n ≥ 3.
Proof. We first consider the case n = 2. It suffices to count all the
integer polynomials of the form a0X
2+ a1X ± a0, where |a0|, |a1| ≤ H ,
which split into two linear factors. The two roots of such a polynomial
must be m/k and k/m (or −k/m) with coprime integers k,m. Here,
without loss of generality, we can assume that m ≥ k > 0. Then, the
polynomial is divisible by (kX −m)(mX − k) or (kX −m)(mX + k),
so it has the form b(kX − m)(mX ± k) for some non-zero integer b.
This yields km ≤ H/|b| and m2 ± k2 ≤ H/|b|. Since k2 ≤ H/|b|, we
obtain m2 ≤ 2H/|b|. So, k ≤ m ≤ √2H/|b|. It is known that the
number of such coprime pairs (k,m) satisfying k ≤ m ≤ √2H/|b| is
asymptotic to (6/pi2)2H/|b| when H/|b| → ∞. Thus, the number of
such polynomials is at most
O
( H∑
b=1
H/b
)
= O(H logH),
which implies the desired result for n = 2.
Now, let n ≥ 3. To obtain the desired result, it suffices to count
reducible polynomials f ∈ Z[X ] of degree n and height at most H such
that the leading coefficient of f is equal to ±f(0). By Lemma 2.2, we
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only need to consider such reducible polynomials having a linear factor.
Suppose that
f(X) = anX
n+ · · ·+a1X+a0 = (b1X+b0)(cn−1Xn−1+ · · ·+c1X+c0),
where all the coefficients are in Z and b1cn−1 6= 0. By assumption,
an = ±a0. We also have an = b1cn−1 and a0 = b0c0. So, if we fix
a0, b0, b1, then c0, cn−1 are also fixed up to a sign. For any non-zero
integer m, let D(m) be the set of its positive divisors. Then, the
number of such reducible polynomials f having a linear factor is at
most
(2.5) O
( H∑
a0=1
∑
b0,b1∈D(a0)
b1≤b0
(H/b0)
n−2
)
.
Since lcm[b0, b1] divides a0, it also does not exceed H . Noticing that
the number of a0 divisible by both b0 and b1 is at most H/lcm[b0, b1],
we find that the estimate (2.5) becomes
O
(
Hn−2
∑
b1≤b0≤H
lcm[b0,b1]≤H
H
lcm[b0, b1]
· 1
bn−20
)
= O
(
Hn−1
H∑
b0=1
1
bn−10
∑
b1≤b0
gcd(b0, b1)
b1
)
,
which, by letting d = gcd(b0, b1) ∈ D(b0) and then b1 = cd for some
c ≤ b0/d, reduces to
O
(
Hn−1
H∑
b0=1
1
bn−10
∑
d∈D(b0)
∑
c≤b0/d
d
cd
)
= O
(
Hn−1
H∑
b0=1
#D(b0) log b0
bn−10
)
= O
(
Hn−1
)
,
where we use n ≥ 3 and the fact that #D(b0)≪ bε0 for any ε > 0 and
b0 large enough. 
We remark that the error term for the case n ≥ 3 in Lemma 2.4 is
optimal. It sufffices to consider the polynomials divisible by x − 1. It
is also optimal for n = 2. Indeed, let us fix any positive integer b in the
range 1 ≤ b ≤ H/2. Consider coprime pairs (k,m), 1 ≤ k < m, where
m <
√
H/(2b). Asymptotically, There are (3/pi2)H/b of them, and
each pair gives a different polynomial b(kX −m)(mX − k) satisfying
all the conditions of the lemma except the irreducibility. Summing
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over b we get that the number of the required polynomials is at least
H logH up to a multiplicative constant.
Lemma 2.5. Let Qn(H) be the set of monic polynomials in Z[X ] of
degree n ≥ 2 and height at most H such that they are divisible by X+1
or X − 1. Then, we have
#Qn(H) = 2νnH
n−1 +O(Hn−2).
Proof. Suppose f ∈ Z[X ] satisfies f(−1) = 0. Then, by changing the
signs of the coefficients of f corresponding to odd powers, one obtains
a polynomial g ∈ Z[X ] for which g(1) = 0. The converse is also true.
So, we only need to count (twice) the polynomials in Qn(H) which are
divisible by X − 1, since the number of monic polynomials divisible by
both X − 1 and X +1 is O(Hn−2). With these assumptions, the proof
follows along the same lines as the proof of [10, Lemma 4] (about the
non-monic case). 
The following is a special case of [10, Lemma 4].
Lemma 2.6. Let Q∗n(H) be the set of polynomials in Z[X ] of degree
n ≥ 2 and height at most H such that they are divisible by X + 1 or
X − 1. Then, we have
#Q∗n(H) = 2νn+1H
n +O(Hn−1).
2.4. Multiplicative relations with conjugate algebraic numbers.
The multiplicative independence of the conjugates of prime degree was
first established by Kurbatov (see [16], [17], [18]). The lemma below is
given in [6, Theorem 3].
Lemma 2.7. Let p ≥ 3 be a prime number and let
f(X) = Xp + ap−1Xp−1 + · · ·+ a1X + a0 ∈ Q[X ]
be an irreducible polynomial over Q such that a0 6= ±1 and aj 6= 0
for at least one j in the range 1 ≤ j ≤ p − 1. Then, its roots are
multiplicatively independent.
The following lemma is [5, Theorem 3] (see also [24, Corollary 2] or
[8, Theorem 4′]):
Lemma 2.8. Let n ≥ 3 be positive integer and let α1, . . . , αn be non-
degenerate conjugate algebraic numbers of degree n over Q. Assume
that k1, . . . , kn ∈ Z and |k1| ≥
∑n
j=2 |kj|. Then, αk11 αk22 · · ·αknn /∈ Q.
The following result of Loxton and van der Poorten shows that if
some (not necessarily conjugate!) algebraic numbers α1, . . . , αn are
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multiplicatively dependent, then one can find a multiplicative depen-
dence relation, where the exponents ki, i = 1, . . . , n, are not too large;
see, for example, [20, Theorem 3] or [23, Theorem 1].
Lemma 2.9. Let n ≥ 2, and let α1, . . . , αn be multiplicatively depen-
dent non-zero algebraic numbers of degree at most d and height at most
H. Then, there are k1, . . . , kn ∈ Z, not all zero, and a positive number
c, which depends only on n and d, such that
αk11 · · ·αknn = 1
and
max
1≤i≤n
|ki| ≤ c(logH)n−1.
Recall that Q∗ is the set of non-zero rational numbers, which is a
group under multiplication. Given a non-zero algebraic number α, let
N (α) be the norm of α over Q (i.e., the product of all its conjugates),
and let Γ(α) be the multiplicative group generated by all the conjugates
of α.
Now, we shall prove the following:
Lemma 2.10. Let α be a non-zero algebraic number. Then,
(i) Γ(α) ∩Q∗ = {1} if N (α) = 1 and −1 /∈ Γ(α);
(ii) Γ(α) ∩Q∗ = {±1} if |N (α)| = 1 and −1 ∈ Γ(α);
(iii) Γ(α) ∩Q∗ = {gm : m ∈ Z} if |N (α)| 6= 1 and −1 /∈ Γ(α);
(iv) Γ(α) ∩Q∗ = {±gm : m ∈ Z} if |N (α)| 6= 1 and −1 ∈ Γ(α).
Here, in parts (iii) and (iv), g ∈ Γ(α) ∩Q∗ satisfies
(2.6) |g| = min{|β| : β ∈ Γ(α) ∩Q∗, |β| > 1}.
Note that the case N (α) = −1 and −1 /∈ Γ(α) in (i) is impossible,
since N (α) ∈ Γ(α) ∩Q∗.
Proof. Assume that the algebraic number α is of degree n over Q with
conjugates α1 = α, α2, . . . , αn. Denote d = [Q(α1, . . . , αn) : Q]. Let
g0 ≥ 1 be the minimal positive rational number such that |N (α)| = ga0
for some non-zero integer a. Then, g0 = 1 if and only if |N (α)| = 1.
Otherwise, there exist (pairwise distinct) prime numbers p1, . . . , pm and
non-zero integers r1, . . . , rm such that
g0 = p
r1
1 · · · prmm .
For a non-zero integer vector k = (k1, . . . , kn) ∈ Zn, assume that
β(k) = αk11 · · ·αknn ∈ Γ(α) ∩Q∗.
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Then, applying all d automorphisms of Q(α1, . . . , αn) over Q to β(k)
and multiplying all the obtained equalities, we deduce that
β(k)d = (α1 · · ·αn)d(k1+···+kn)/n = N (α)d(k1+···+kn)/n = ±gad(k1+···+kn)/n0 .
Now, g0 = 1 implies that β(k) = ±1. This proves parts (i) and (ii).
From now on assume that |N (α)| 6= 1, and so g0 > 1. Suppose also
that β(k) 6= ±1. Evidently, we can assume that a(k1 + · · ·+ kn) > 0,
because otherwise we can replace β(k) by β(k)−1. Let us denote
q = ad(k1 + · · ·+ kn)/n,
which is in fact a positive integer (because n | d). Then, for the prime
numbers p1, . . . , pm defined above and some non-zero integers s1, . . . , sm
we must have
|β(k)| = ps11 · · · psmm ,
and therefore
|β(k)|d = pds11 · · · pdsmm = pqr11 · · · pqrmm = gq0.
In particular, we obtain
(2.7) dsi = qri, i = 1, 2, . . . , m.
For each 1 ≤ i ≤ m, let ti = gcd(ri, si) if ri > 0 (that is, si > 0), and
ti = − gcd(ri, si) otherwise. So, we always have ri/ti > 0 and si/ti > 0.
Thus, for each 1 ≤ i ≤ m, by (2.7) we deduce that
ri
ti
=
|ri|
gcd(ri, si)
=
|dri|
gcd(dri, dsi)
=
|dri|
gcd(dri, qri)
=
d
gcd(d, q)
,
and similarly
si
ti
=
q
gcd(d, q)
.
Therefore, putting u = pt11 · · · ptmm we obtain
|β(k)| = uq/ gcd(d,q) = gq/d0 .
This yields g0 = u
d/ gcd(d,q). In view of the choice of g0, we must have
g0 = u, and thus
|β(k)| = gq/ gcd(d,q)0 .
So, we have proved that for any β ∈ Γ(α) ∩ Q∗ which is not ±1, we
have |β| = gb0 for some integer b. In particular this yields that
(2.8) Γ(α) ∩Q∗ ⊆ {±gm0 : m ∈ Z}.
Let g ∈ Γ(α) ∩Q∗ be defined by (2.6). We claim that
(2.9) {gm : m ∈ Z } ⊆ Γ(α) ∩Q∗ ⊆ {±gm : m ∈ Z }.
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Indeed, it suffices to show that for any β ∈ Γ(α)∩Q∗ its modulus |β| is
an integer power of |g|. This is clear for β = ±1. Suppose that |β| 6= 1.
Then, in view of (2.8) we have g = ±gb0 for some positive integer b.
Suppose that there exists β ∈ Γ(α) ∩ Q∗ such that β 6= ±1 and |β| is
not an integer power of |g|. Still, we have β = ±gc0 for some integer
c 6= 0. We can assume that c > 0, otherwise we replace β by β−1. By
the division algorithm, we write c = bw+ v for some integers w, v ≥ 0.
By the choices of g and β, we must have w > 0 and 0 < v < b. Then,
±gv0 = ±gc−bw0 = ±β/gw, so either gv0 or −gv0 is in Γ(α). However,
1 < gv0 < g
b
0 = |g|, which contradicts the choice of g. This completes
the proof of (2.9).
To complete the proof of (iii) we assume that −1 /∈ Γ(α). Then,
there does not exist m ∈ Z such that both gm and −gm are in Γ(α),
since otherwise their quotient −1 is in Γ(α). This, in view of the left
inclusion in (2.9) completes the proof of (iii).
Evidently, in case −1 ∈ Γ(α) in view of gm ∈ Γ(α) we also have
−gm ∈ Γ(α). By (2.9), this completes the proof of (iv). 
Recall that N is the set of natural numbers (that is, positive integers).
Clearly, by N (α) ∈ Γ(α)∩Q∗, Lemma 2.10 (iii), (iv) and (2.6), we must
have |g|k = |N (α)| for some k ∈ N. Hence, Lemma 2.10 implies the
following:
Corollary 2.11. Let α be a non-zero algebraic number. Then, we have
Γ(α)∩N 6= {1} if and only if either N (α) or 1/N (α) is an integer not
equal to ±1.
3. Proofs for the monic case
3.1. Proof of Theorem 1.2. (i) Note that, by Lemma 2.3, for any
n ≥ 2 we have
#In(H)≫ Hn−1.
In all what follows we will prove the upper bound.
Let α1, . . . , αn be the roots of the monic irreducible polynomial
f = Xn + an−1Xn−1 + · · ·+ a0 ∈ Z[X ],
where |a0|, . . . , |an−1| ≤ H . Set
(3.1) K = ⌊c(logH)n−1⌋,
where c is the constant defined in Lemma 2.9 (with d = n!). Note that
the height H(αi) of each αi is O(H
1/n), by (2.3). Hence, c depends
only on n.
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Let K be the set of all the integer vectors k = (k1, . . . , kn) with
0 ≤ ki ≤ K, where i = 1, . . . , n. Clearly, #K = (K + 1)n. For each
k = (k1, . . . , kn) ∈ K, we denote
β(k) = αk11 · · ·αknn .
By Lemma 2.9, we see that f ∈ In(H) (that is, the algebraic integers
α1, . . . , αn are multiplicatively dependent) if and only if β(k) = β(k
′)
for some k 6= k′ ∈ K.
Now, consider the monic polynomial (in X)
F (X) =
∏
k∈K
(X − β(k)) ∈ Z[X ]
of degree #K = (K + 1)n. Its discriminant
(3.2) ∆(a0, . . . , an−1) = ±
∏
k 6=k′∈K
(β(k)− β(k′))
is a polynomial in Z[a0, . . . , an−1], because it is a symmetric polynomial
in α1, . . . , αn. Note that the coefficients of F are symmetric polyno-
mials in terms of α1, . . . , αn with total degree at most nK(K + 1)
n/2.
By the fundamental theorem for symmetric polynomials and viewing
a0, . . . , an−1 as elementary symmetric polynomials in α1, . . . , αn, the
coefficients of F are also polynomials in a0, . . . , an−1 of total degree at
most nK(K + 1)n/2.
It is a well-known fact that ∆(a0, . . . , an−1) is a homogeneous poly-
nomial in the coefficients of F of total degree 2 degF − 2 (that is,
2(K+1)n−2). Hence, as a polynomial in a0, . . . , an−1, the total degree
of the polynomial ∆(a0, . . . , an−1) is at most
(3.3) (2(K + 1)n − 2) · nK(K + 1)n/2 < n(K + 1)2n+1.
Notice that f ∈ In(H) if and only if ∆(a0, . . . , an−1) = 0. Now, by
Lemma 2.1, (3.3) and the definition of K in (3.1), it follows that the
number of vectors (a0, . . . , an−1) ∈ Zn satisfying |a0|, . . . , |an−1| ≤ H
and ∆(a0, . . . , an−1) = 0, does not exceed
(2H + 1)n−1n deg∆ < n2(K + 1)2n+1(2H + 1)n−1
≤ n2(c(logH)n−1 + 1)2n+1(2H + 1)n−1
≪ Hn−1(logH)2n2−n−1.
(3.4)
This completes the proof of (i).
(ii) For any odd prime p the claimed asymptotic formula follows
directly from Lemmas 2.3 and 2.7.
For n = 2, let f = X2+a1X+a0 ∈ Z[X ], a0 6= ±1, be an irreducible
polynomial, with roots α1 and α2. Assume that α
k1
1 α
k2
2 = 1 for some
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integers k1, k2, not both zero. Applying the Galois automorphism which
swaps α1 with α2 to the above multiplicative relation, we obtain
(α1α2)
k1+k2 = ak1+k20 = 1.
Since a0 6= ±1, we must have k1 + k2 = 0. So, f is in fact degenerate.
Then, the desired asymptotic formula for n = 2 follows from Lemma
2.3 and [12, Theorem 7].
(iii) We finally consider the case n = 4. Let α1, α2, α3, α4 be the
roots of a monic irreducible polynomial f ∈ Z[X ]. Assume that
(3.5) αk11 α
k2
2 α
k3
3 α
k4
4 = 1
with some k1, k2, k3, k4 ∈ Z, not all zero (that is, f ∈ In(H)). As ex-
plained above in order to prove the asymptotic formula, we can assume
that f(0) 6= ±1 and that f is non-degenerate.
First, applying all the automorphisms in the Galois group
G = Gal(Q(α1, α2, α3, α4)/Q)
to (3.5) and then multiplying all the obtained equalities we get
N (α1)#G(k1+k2+k3+k4)/4 = 1.
Hence, in view of N (α1) = f(0) 6= ±1 we deduce that
(3.6) k1 + k2 + k3 + k4 = 0.
Suppose now that there are exactly two ki not equal to zero. Then,
without loss of generality we may assume that k1 6= 0, k2 = −k1, and
k3 = k4 = 0. However, α
k1
1 α
−k1
2 = 1 means that f is degenerate, which
is not the case.
Next, assume that exactly three ki are non-zero, say k1, k2, k3 6= 0.
Then, in view of k1 + k2 + k3 = 0, the modulus of the largest |ki|,
i = 1, 2, 3, equals the sum of the moduli of the other two, for example,
|k1| = |k2| + |k3|. However, for such ki, since f is non-degenerate, the
equality αk11 α
k2
2 α
k3
3 = 1 is impossible, by Lemma 2.8.
Finally, assume that all four ki, i = 1, 2, 3, 4, are non-zero. By the
same argument as above, we cannot have |ki| =
∑
j 6=i |kj|, so exactly
two of the four ki’s are positive and the other two are negative. Without
restriction of generality we may assume that 0 < k1 6= −k2. Take
an automorphism σ ∈ G that maps α2 7→ α1. Putting αi = σ(α1),
αj = σ(α3) and αk = σ(α4), where {i, j, k} = {2, 3, 4}, we derive that
αk21 α
k1
i α
k3
j α
k4
k = 1. Combining this with (3.5) we obtain
(3.7) α
k2
2
2 α
k2k3
3 α
k2k4
4 = α
−k1k2
1 = α
k2
1
i α
k1k3
j α
k1k4
k .
Here, in view of {i, j, k} = {2, 3, 4} and (3.6), the sums of the exponents
in each side of (3.7) are all equal to −k1k2. Now, dividing the left hand
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side of (3.7) by its right hand side, we obtain another multiplicative
relation
αq22 α
q3
3 α
q4
4 = 1,
where q2, q3, q4 ∈ Z are such that q2+ q3+ q4 = 0. However, as we have
already showed above, this is impossible if at least one qj , j = 2, 3, 4,
is non-zero.
It remains to consider the case when q2 = q3 = q4 = 0. This happens
precisely when the list of exponents k22, k2k3, k2k4 on the left hand side
of (3.7) is a permutation of the list of exponents on the right hand side
k21, k1k3, k1k4. In particular, this implies that the products of those ex-
ponents, i.e., k42k3k4 and k
4
1k3k4, respectively, must be equal. It follows
that k41 = k
4
2, and hence k1 = k2 (because we have assumed k1 6= −k2).
By the same argument, for any pair (i, j), where 1 ≤ i < j ≤ 4,
we have either ki = −kj or ki = kj. Hence, k21 = k22 = k23 = k24.
Consequently, without restriction of generality we may assume that
k1 = k2 = k > 0 and k3 = k4 = −k. Then, (3.5) reduces to
(3.8) αk1α
k
2α
−k
3 α
−k
4 = 1,
where k is a positive integer. This yields
(3.9) α3α4 = ζα1α2,
where ζ is a root of unity.
Since the polynomial f is non-degenerate, from (3.9) it is straightfor-
ward to see that any automorphism σ ∈ G must map the set {α1, α2}
either to itself or the set {α3, α4}. So, the conjugates of α1α2 are α1α2
and α3α4. That is, the field Q(α1α2) = Q(α3α4) is of at most degree
two over Q. Hence, ζ is of degree at most two over Q. Thus, in (3.8)
we can always choose k = 12.
Then, for n = 4 we can select in (3.1) the absolute constant K = 12
(instead of K = ⌊c(logH)3⌋). So, with n = 4 and K = 12 in (3.4) we
get the upper bound O(H3) for #I4(H).
3.2. Proof of Theorem 1.3. (i) First, it is easy to see that the num-
ber of polynomials in R2(H) which are divisible by X + 1 or X − 1 is
equal to 4H +O(1).
Note that according to our definition, the polynomials of the form
X(X + b), where b ∈ Z \ {±1}, are not contained in R2(H). For
polynomials in R2(H) of the form (X+b0)(X+b1), where b0, b1 ∈ Z are
not equal to ±1 and 0, since b0 and b1 are multiplicatively dependent,
there exists a positive integer a > 1 such that |b0| = ak, |b1| = am for
some positive integers k,m with k +m ≤ logaH . Since k +m ≥ 2, we
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must have a ≤ √H. Then, in view of∑Tk=2 1/(log k)2 = O(T/(logT )2),
the number of these polynomials is at most
O
( √H∑
a=2
loga H∑
k=1
(logaH − k)
)
= O
(
(logH)2
√
H∑
a=2
1
(log a)2
)
= O
(√
H
)
.
Hence, we obtain
#R2(H) = 4H +O(H
1/2),
as claimed.
(ii) By Lemma 2.5, the number of polynomials in R3(H) which are
divisible by X + 1 or X − 1 is equal to
2ν3H
2 +O(H).
For any polynomial f ∈ R3(H) of the form (X+ b0)(X + b1)(X+ b2)
with b0, b1, b2 ∈ Z not equal to ±1 and 0, since b0, b1, b2 are multiplica-
tively dependent, for each prime factor p of b0b1b2 we have p
2 | b0b1b2.
Let a be the positive integer such that a2 is the maximal square divisor
of |b0b1b2|. So, |b0b1b2| is a divisor of a3. Observing that |b0b1b2| ≤ H ,
we have a ≤ √H . Recall that for a non-zero integer m, D(m) is the
set of its positive divisors. Then, we see that the number of such poly-
nomials f is at most
O
( √H∑
a=1
∑
b0,b1,b2∈D(a3)
1
)
= O
( √H∑
a=1
#D(a3)3
)
= O
( √H∑
a=1
#D(a)9
)
= O(H1/2(logH)511),
where we used the bound
(3.10)
∑
k≤T
#D(k)s ≍ T (log T )2s−1
for s = 9 due to Wilson [28] (for a generalization see [3] and also [21]).
For any polynomial f ∈ R3(H) of the form (X + b0)(X2+ c1X + c0),
where b0 6= ±1 and X2 + c1X + c0 irreducible, either the roots of
X2 + c1X + c0 are multiplicatively dependent, or b0 and c0 (where
b0, c0 /∈ {0,±1}) are multiplicatively dependent, by Lemma 2.10. In
the first case, by Theorem 1.2 (ii), the number of such polynomials f
is at most
O(
H∑
b0=2
H/b0) = O(H logH).
In the second case, there exists a positive integer a > 1 such that
|b0| = ak, |c0| = am for some positive integers k,m with k+m ≤ logaH ,
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where a ≤ √H in view of a2 ≤ ak+m = |b0c0| ≤ H . Clearly, the number
of such polynomials f is at most
O
( √H∑
a=2
loga H∑
k=1
(logaH − k)H/ak
)
= O
(
H logH
√
H∑
a=2
1/(a log a)
)
= O(H logH log logH).
Collecting the above estimates, we obtain
#R3(H) = 2ν3H
2 +O(H logH log logH).
(iii) Now, assume that n ≥ 4. By Lemma 2.2, we only need to
consider polynomials in Rn(H) which have a linear factor. First, by
Lemma 2.5 the number of polynomials in Rn(H) which are divisible by
X + 1 or X − 1 is equal to
2νnH
n−1 +O(Hn−2).
For any polynomial f ∈ Rn(H) of the form (X+b)g with irreducible
g ∈ Z[X ] and b 6= ±1, we have that either the roots of g are multiplica-
tively dependent, or b and g(0) (both b and g(0) are not equal to 0,±1)
are multiplicatively dependent, by Lemma 2.10. In the first case, by
Theorem 1.2 (i), the number of such polynomials f is at most
O
( H∑
b=2
(H/b)n−2(log(H/b))2(n−1)
2−(n−1)−1
)
= O(Hn−2(logH)2n
2−5n+2),
where the factor (logH)2n
2−5n+2 can be removed when n−1 is a prime
or n = 5 (see Theorem 1.2 (ii) and (iii)). In the second case, since
there exists a positive integer a > 1 such that |b| = ak, |g(0)| = am for
some positive integers k,m with k +m ≤ logaH , the number of such
polynomials f is at most
O
( √H∑
a=2
logaH∑
k=1
(logaH − k)(H/ak)n−2
)
= O
(
Hn−2 logH
√
H∑
a=2
a2−n
)
= O(Hn−2 logH).
Collecting the above estimates, we obtain
#Rn(H) = 2νnH
n−1 +O(Hn−2(logH)2n
2−5n+2),
where the factor (logH)2n
2−5n+2 can be replaced by logH when n− 1
is a prime or n = 5.
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4. Proofs for the non-monic case
4.1. Proof of Theorem 1.6. (i) Firstly, note that the set P ∗n(H)
defined in Lemma 2.4 is contained in I∗n(H). So, it suffices to show the
upper bound. For a polynomial
f = anX
n + an−1Xn−1 + · · ·+ a0 ∈ I∗n(H),
let
g = Xn +
an−1
an
Xn−1 + · · ·+ a0
an
.
Then, applying the same arguments as in Section 3.1 to the poly-
nomial g (with the same notation as there), we deduce that the to-
tal degree of the polynomial ∆(a0/an, . . . , an−1/an) (in the variables
a0/an, . . . , an−1/an) is also at most
(2(K + 1)n − 2) · nK(K + 1)n/2 < n(K + 1)2n+1.
So, as a polynomial in a0, . . . , an−1, an, the total degree of the polyno-
mial a
n(K+1)2n+1
n ∆(a0/an, . . . , an−1/an) is at most 2n(K + 1)2n+1.
Note that f ∈ I∗n(H) if and only if
an(K+1)
2n+1
n ∆(a0/an, . . . , an−1/an) = 0.
Now, by Lemma 2.1, it follows that the number of polynomials in I∗n(H)
is at most
(4.1) (n + 1) · 2n(K + 1)2n+1(2H + 1)n.
By the definition of K in (3.1), this is not greater than
(4.2) 2(n+ 1)2(c(logH)n−1 + 1)2n+1(2H + 1)n ≪ Hn(logH)2n2−n−1.
This completes the proof of (i).
(ii) For an odd prime p, the claimed asymptotic formula follows
directly from Lemmas 2.4 and 2.7.
Next, consider an irreducible polynomial f = a2X
2 + a1X + a0 ∈
I∗2 (H) with a0 6= ±a2. As in the monic case, f is in fact degenerate.
Let α1, α2 be the roots of f . Since α1/α2 is of at most degree two over
Q, we must have α1/α2 = −1,±
√−1, (1±√−3)/2 or (−1±√−3)/2.
If α1/α2 = −1, we have α1 + α2 = 0, and so a1 = 0. So, f is
of the form a2X
2 + a0. Since f is irreducible, we exactly need to
exclude polynomials of the form ca2X2 − cb2 with a, b, c ∈ Z. It is
easy to see that the number of such polynomials ca2X2 − cb2 with
|ca2| ≤ H, |cb2| ≤ H is at most
O
( H∑
c=1
(H/c)1/2 · (H/c)1/2
)
= O(H logH).
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So, the number of polynomials f ∈ I∗2 (H) of the form a2X2 + a0 is
equal to
4H2 +O(H logH).
In case α1/α2 = ±
√−1 we find that α21 + α22 = 0. Observing that
α1 + α2 = −a1/a2 and α1α2 = a0/a2, we obtain
α21 + α
2
2 = (a1/a2)
2 − 2a0/a2 = 0.
Hence, a21 = 2a0a2. Let b be the positive integer such that b
2 is the
maximal square divisor of 2|a0|. We write 2|a0| = b2c, where c is square-
free. Since a21 = b
2c|a2|, the integer c|a2| must be a perfect square. As
c divides |a2|, the integer |a2|/c is also a perfect square. So, we can
write |a2| = cd2, where d ≤
√
H/c. Since |a0| ≤ H , we have b ≤
√
2H.
If we fix b, c, d, then a0, a1, a2 are also fixed up to a sign. Thus, the
number of corresponding polynomials f is at most
O
(√2H∑
b=1
2H/b2∑
c=1
√
H/c
)
= O
(
H
√
2H∑
b=1
1/b
)
= O(H logH).
For α1/α2 = (1 ±
√−3)/2, we find that (α1/α2)2 − α1/α2 + 1 = 0.
So, we get
0 = α21 − α1α2 + α22 = (a1/a2)2 − 3a0/a2,
which implies that a21 = 3a0a2. As the above, the number of corre-
sponding polynomials f is at most O(H logH).
Similarly, if α1/α2 = (−1±
√−3)/2, we can derive that the number of
corresponding polynomials f is at most O(H logH). Hence, combining
the above estimates with Lemma 2.4, we obtain the desired asymptotic
formula for #I∗2 (H).
(iii) For any polynomial f ∈ I∗4 (H) of the form a4X4+a3X3+a2X2+
a1X+a0, assume that a4 6= ±a0 and f is non-degenerate. Suppose that
the roots of f are α1, α2, α3, α4. Applying the same arguments as in
the monic case, we can assume that
α3α4 = ζα1α2
for some root of unity ζ , which is of at most degree two over Q. So, we
have
α121 α
12
2 α
−12
3 α
−12
4 = 1.
Then, for n = 4 we can select in (3.1) the absolute constant K = 12
(instead of K = ⌊c(logH)3⌋). Therefore, with n = 4 and K = 12 in
(4.1), applying the estimate (4.2) (with the factor 139 instead of the
factor (c(logH)3 + 1)9 containing logH) we obtain the required upper
bound O(H4).
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4.2. Proof of Theorem 1.7. (i) First, by Lemma 2.6 the number of
polynomials in R∗2(H) which are divisible by X + 1 or X − 1 is equal
to 6H2 +O(H).
For polynomials in R∗2(H) not divisible by X + 1 or X − 1, without
loss of generality, we only need to count the polynomials f of the form
a2(X −α1)(X −α2) with 0 < |α1α2| ≤ 1 (that is, the absolute value of
the leading coefficient of f is not less than |f(0)|), where 0 < |a2| ≤ H
and α1, α2 ∈ Q are non-zero and not equal to ±1. In fact, if |α1α2| > 1,
then we turn to count their reciprocal polynomials.
If |α1α2| = 1, then from the proof of Lemma 2.4 for the case n =
2, we see that the number of corresponding polynomials is at most
O(H logH).
Now, we assume that 0 < |α1α2| < 1. Since α1 and α2 are multi-
plicatively dependent, there exists a positive rational number 0 < b < 1
such that α1 = ±bk, α2 = ±bm for some non-zero integers k,m. As-
sume that k ≥ m. Let us write b = b1/b2, where b1, b2 are posi-
tive integers with b1 < b2 and gcd(b1, b2) = 1. Then, f has the form
a2X
2 ± a2(bk ± bm)X ± a2bk+m, that is,
f(X) = a2X
2 ± a2(bk1/bk2 ± bm1 /bm2 )X ± a2bk+m1 /bk+m2 .
Note that k +m ≥ 1 due to 0 < |α1α2| < 1. Since a2bk+m1 /bk+m2 is a
non-zero integer, we have bk+m2 | a2. Since k +m ≥ 1 and m 6= 0, we
only have two cases: either k ≥ m > 0, or k > 0 > m.
If k ≥ m > 0, then k+m ≥ 2. Since bk+m2 | a2 and |a2| ≤ H , we must
have b2 ≤
√
H and k + m ≤ logb2 H . The number of a2 divisible by
bk+m2 and does not exceeding H is at most H/b
k+m
2 . Thus, the number
of corresponding polynomials is at most
O
( √H∑
b2=2
b2−1∑
b1=1
∑
1≤m≤k
k+m≤logb2 H
H/bk+m2
)
= O
(
H
√
H∑
b2=2
b2−1∑
b1=1
logb2 H∑
s=2
s/bs2
)
= O
(
H
√
H∑
b2=2
1/b2
)
= O(H logH).
If k > 0 > m, then, since a2(b
k
1/b
k
2 ± bm1 /bm2 ) is a non-zero integer,
we must have bk2 | a2 and b−m1 | a2. In view of m < 0 and k +m ≥ 1
we obtain k ≥ 2. Set m′ = −m. Then, m′ ≤ k − 1. So, the number of
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corresponding polynomials is at most
O
( H∑
b2=2
b2−1∑
b1=1
logb2 H∑
k=2
k−1∑
m′=1
H/(bk2b
m′
1 )
)
= O
(
H
H∑
b2=2
logb2 H∑
k=2
(k + log b2)/b
k
2
)
= O
(
H
H∑
b2=2
(log b2)/b
2
2
)
= O(H).
Therefore, collecting the above estimates, we obtain
#R∗2(H) = 6H
2 +O(H logH).
(ii) and (iii). First, by Lemma 2.6, the number of polynomials in
R∗n(H) which are divisible by X + 1 or X − 1 is equal to
2νn+1H
n +O(Hn−1).
Let f ∈ R∗3(H) be a polynomial of the form
(b1X + b0)(c1X + c0)(d1X + d0),
where all the coefficients of the involved linear factors are in Z. Since
b0/b1, c0/c1, d0/d1 are multiplicatively dependent, if a prime p divides
b0b1c0c1d0d1, then we must have p
2 | b0b1c0c1d0d1. Let a be the positive
integer such that a2 is the maximal square divisor of |b0b1c0c1d0d1|.
Then, |b0b1c0c1d0d1| is a divisor of a3. Observing that |b1c1d1| ≤ H
and |b0c0d0| ≤ H , we deduce that a ≤ H . Then, employing (3.10) we
deduce that the number of such polynomials f is at most
O
( H∑
a=1
∑
b0,b1,c0,c1,d0,d1∈D(a3)
1
)
= O
( H∑
a=1
#D(a3)6
)
= O
( H∑
a=1
#D(a)18
)
= O(H(logH)2
18−1).
For n ≥ 4, by Lemma 2.2, the number of polynomials in R∗n(H),
which have a factor of degree at least two and do not have an irreducible
factor of degree n− 1, is at most O(Hn−2 logH).
It remains to consider the case when such polynomials have an irre-
ducible factor of degree n− 1 (n ≥ 3). For any polynomial f ∈ R∗n(H)
of the form (b1X+ b0)g, where g = cn−1Xn−1+ · · ·+ c1X+ c0 ∈ Z[X ] is
irreducible and b1 6= ±b0, one of the following is true: either the roots
of g are multiplicatively dependent, or b0/b1 and c0/cn−1 (both b0/b1
and c0/cn−1 are not equal to 0,±1) are multiplicatively dependent, by
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Lemma 2.10. In the first case, for n = 3, by Theorem 1.6 (ii), the
number of such polynomials f is at most
O
( H∑
b0=1
b0−1∑
b1=1
(H/b0)
2
)
= O(H2 logH).
(Here, we assumed without restriction of generality that 1 ≤ b1 < b0.)
For n ≥ 4, by Theorem 1.6 (i), the number of such polynomials f is at
most
O
( H∑
b0=1
b0−1∑
b1=1
(H/b0)
n−1(log(H/b0))2(n−1)
2−(n−1)−1
)
= O(Hn−1(logH)2n
2−5n+2),
where the factor (logH)2n
2−5n+2 can be removed when n−1 is a prime
or n = 5, by Theorem 1.6 (ii) and (iii).
In the second case, without loss of generality we assume that |b0/b1| >
1 and |c0/cn−1| > 1, for otherwise we can apply all the arguments below
to |b1/b0| or |cn−1/c0| (note that we have assumed that both of them
are not equal to 1). Then, there exists a positive rational number r > 1
such that |b0/b1| = rk, |c0/cn−1| = rm for some positive integers k,m.
We write r = r1/r2 with positive integers r1, r2 and gcd(r1, r2) = 1.
Then, we have |b0| = srk1 , |b1| = srk2 , |c0| = trm1 , |cn−1| = trm2 for some
positive integers s, t. Since |b0c0| = |f(0)| ≤ H , we have strk+m1 ≤ H .
Let a = |f(0)|. Then, r1, s, t are divisors of a. If we fix a, r1, s, k,m,
then t is also fixed up to a sign. Hence, the number of such polynomials
f is at most
O
( H∑
a=1
∑
r1,s∈D(a)
r1−1∑
r2=1
logr1 H∑
k,m=1
(H/(srk1))
n−2
)
.
Since
∑logr1 H
k,m=1 (H/(sr
k
1))
n−2 = O(Hn−2(sr1)2−n logH), we can further
bound this by
(4.3) O
(
Hn−2 logH
H∑
a=1
∑
r1∈D(a)
1
rn−31
∑
s∈D(a)
1
sn−2
)
.
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Assume first that n = 3. Then, the estimate (4.3) becomes
O
(
H logH
H∑
a=1
#D(a)
∑
s∈D(a)
1
s
)
= O
(
H logH
H∑
a=1
#D(a) log a
)
= O
(
H(logH)2
H∑
a=1
#D(a)
)
= O
(
H2(logH)3
)
,
where we use (3.10).
For n = 4 the estimate (4.3) becomes
O
(
H2 logH
H∑
a=1
∑
r1∈D(a)
1
r1
∑
s∈D(a)
1
s2
)
= O
(
H2 logH
H∑
a=1
∑
r1∈D(a)
1
r1
)
= O
(
H2 logH
H∑
a=1
σ(a)/a
)
= O
(
H3 logH
)
,
where σ(a) =
∑
d|a d and, as is well-known,
∑H
a=1 σ(a)/a = O(H).
Finally, for n ≥ 5, it is easy to see that the estimate (4.3) yields
O(Hn−1 logH).
Combining all the above estimates, we obtain
#R∗3(H) = 2ν4H
3 +O(H2(logH)3),
and for n ≥ 4,
#R∗n(H) = 2νn+1H
n +O(Hn−1(logH)2n
2−5n+2),
where the factor (logH)2n
2−5n+2 can be replaced by logH when n− 1
is a prime or n = 5.
Acknowledgements
The authors would like to thank Igor E. Shparlinski for introducing
them into this topic. The research of Artu¯ras Dubickas was funded by a
grant (No. S-MIP-17-66/LSS-110000-1274) from the Research Council
of Lithuania. The research of Min Sha was supported by the Macquarie
University Research Fellowship.
References
[1] G. Baron, M. Drmota and M. Ska lba, Polynomial relations between polynomial
roots, J. Algebra, 177 (1995), 827–846.
[2] R. Chela, Reducible polynomials, J. Lond. Math. Soc., 38 (1963), 183–188.
[3] F. Delmer, Sur la somme de diviseurs
∑
k≤x{d[f(k)]}s, C. R. Acad. Sci. Paris
Se´r. A, 272 (1971), 849–852.
26 ARTU¯RAS DUBICKAS AND MIN SHA
[4] R. Dietmann, On the distribution of Galois groups, Mathematika, 58 (2012),
35–44.
[5] J. D. Dixon, Polynomial relations of polynomial roots, Acta Arith., 82 (1997),
293–302.
[6] M. Drmota and M. Ska lba, On multiplicative and linear independence of poly-
nomial roots, in: Contributions to General Algebra 7 (eds. D. Dorninger et
al.), Hoelder–Pichler–Tempsky, Wien, Teubner, Stuttgart, 1991, pp. 127–135.
[7] M. Drmota and M. Ska lba, Relations between polynomial roots, Acta Arith.,
71 (1995), 65–77.
[8] A. Dubickas, On the degree of a linear form in conjugates of an algebraic
number, Illinois J. Math., 46 (2002), 571–585.
[9] A. Dubickas, Additive relations with conjugate algebraic numbers, Acta Arith.,
107 (2003), 35–43.
[10] A. Dubickas, On the number of reducible polynomials of bounded naive height,
Manuscr. Math., 144 (2014), 439–456.
[11] A. Dubickas, Counting integer reducible polynomials with bounded measure,
Appl. Anal. Discrete Math., 10 (2016), 308–324.
[12] A. Dubickas and M. Sha, Counting degenerate polynomials of fixed degree and
bounded height, Monatsh. Math., 177 (2015), 517–537.
[13] A. Dubickas and C. J. Smyth, Variations on the theme of Hilbert’s Theorem
90, Glasgow Math. J., 44 (2002), 435–441.
[14] K. Girstmair, Linear relations between roots of polynomials, Acta Arith., 89
(1999), 53–96.
[15] G. Kuba, On the distribution of reducible polynomials, Math. Slovaca, 59
(2009), 349–356.
[16] V. A. Kurbatov, On equations of prime degree,Mat. Sb., N.S., 43 (85) (1957),
349–366 (in Russian).
[17] V. A. Kurbatov, Linear dependence of conjugate elements, Mat. Sb., N.S., 52
(94) (1960), 701–708 (in Russian).
[18] V. A. Kurbatov, Galois extensions of prime degree and their primitive elements,
Soviet Math. (Izv. VUZ), 21 (1977), 49–52.
[19] F. Lalande, A propos de la relation galoisienne x1 = x2+x3, J. The´or. Nombres
Bordeaux, 22 (2010), 661–673 (in French).
[20] J. H. Loxton and A. J. van der Poorten, Multiplicative dependence in number
fields, Acta Arith., 42 (1983), 291–302.
[21] F. Luca and L. To´th, The rth moment of the divisor function: an elementary
approach, Journal of Integer Sequences, 20 (2017), Article 17.7.4.
[22] J. Pila, Density of integral and rational points on varieties, Aste´risque, 228
(1995), 183–187.
[23] A. J. van der Poorten and J. H. Loxton, Multiplicative relations in number
fields, Bull. Austral. Math. Soc., 16 (1977), 83–98.
[24] C. J. Smyth, Additive and multiplicative relations connecting conjugate alge-
braic numbers, J. Number Theory, 23 (1986), 243–254.
[25] A. Valibouze, Sur les relations entre les racines d’un polynoˆme, Acta Arith.,
131 (2008), 1–27 (in French).
[26] B. L. van der Waerden, Die Seltenheit der reduziblen Gleichungen und der
Gleichungen mit Affekt, Monatshefte fu¨r Matematik und Physik, 43 (1936),
133–147.
POLYNOMIALS WITH MULTIPLICATIVELY DEPENDENT ROOTS 27
[27] M. Waldschmidt, Diophantine approximation on linear algebraic groups.
Transcendence properties of the exponential function in several variables,
Grundlehren der Mathematischen Wissenschaften 326, Springer (Berlin,
2000).
[28] B. M. Wilson, Proofs of some formulae enunciated by Ramanujan, Proc. Lon-
don Math. Soc., 21 (1922), 235–255.
Institute of Mathematics, Faculty of Mathematics and Informatics,
Vilnius University, Naugarduko 24, Vilnius LT-03225, Lithuania
E-mail address : arturas.dubickas@mif.vu.lt
Department of Computing, Macquarie University, Sydney, NSW 2109,
Australia
E-mail address : shamin2010@gmail.com
