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Abstract
We study power series whose coefﬁcients are holomorphic functions of another complex
variable and a nonnegative real parameter s, and are given by a differential recursion equation.
For positive integer s, series of this form naturally occur as formal solutions of some partial
differential equations with constant coefﬁcients, while for s = 0 they satisfy certain perturbed
linear ordinary differential equations. For arbitrary s0, these series solve a differential-integral
equation. Such power series, in general, are not multisummable. However, we shall prove
existence of solutions of the same differential-integral equation that in sectors of, in general,
maximal opening have the formal series as their asymptotic expansion. Furthermore, we shall
indicate that the solutions so obtained can be related to one another in a fairly explicit manner,
thus exhibiting a Stokes phenomenon.
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0. Introduction
In this article, we shall be concerned with formal power series of the form
uˆs(t, z) =
∞∑
j=0
tj
(1+ sj)uj (z), (0.1)
where s is a nonnegative real parameter. The coefﬁcients uj (z) are assumed to be in
OD, denoting the set of functions that are holomorphic in some disc D centered at the
origin of C, and will always satisfy the following differential recursion formula:
• For 1 and 1, let p(w) ∈ C[w] be polynomials in one variable, assuming
that not all of them are constant, and that p(w) does not vanish identically. Setting
uj (z) ≡ 0 for negative j, and assuming u0(z) ∈ OD to be given, we require that
uj (z) =
∑
=1
p
(
z
)
uj−(z) ∀z ∈ D, j1 (0.2)
with z denoting (partial) differentiation with respect to z.
It will be convenient to refer to t as time and z as a spatial variable, although both
variables are complex numbers. Regarding the number s, we distinguish the following
cases:
(a) Let s = 0. Then the power series (0.1) is a formal solution of the equation
[
1−
∑
=1
tp(z)
]
u(t, z) = u0(z). (0.3)
This is an inhomogeneous ODE in the variable z, with coefﬁcients that are inde-
pendent of the spatial variable, but are polynomials in the time t which here is
viewed best as a parameter. Searching for solutions of (0.3) that are formal power
series in t ﬁts into the framework of perturbation of ODE, an area that has been
much investigated in the past.
(b) Let s > 0. Then the series uˆs(t, z) is a formal solution of some integro-differential
equation. To obtain this identity, observe that for , > 0 one can derive from the
well-known Beta integral [2, p. 229] that
∫ t
0
(t − u)−1
()
u−1
()
du = t
+−1
(+ ) ∀t ∈ C.
Using this, one can show by termwise integration that for every s > 0
uˆs(t
s , z) = u0(z)+
∫ t
0
ps
(
(t − v)s, z
)
uˆs(v
s, z)
dv
t − v (0.4)
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with ps(t, z) = ∑=1 p(z)t/(s). A different interpretation of this formula
is by way of fractional differentiation resp., integration: For arbitrary real ,, let
t
t
(1+ ) =
t−
(1+ − ) .
For positive integers , this operation coincides with standard differentiation, so we
consider t as a fractional differentiation (for  > 0) resp., integration (whenever
0) operator, and its application to series in powers of t should be understood
termwise. In this terminology we can rewrite (0.4) as
[
1−
∑
=1
−st p(z)
]
us(t
s, z) = u0(z).
(c) As the most important situation, we consider the subcase of the previous one when
s = 1. Then (0.4) can be differentiated  times with respect to t to see that the
formal power series (0.1) is a formal solution of the following PDE with constant
coefﬁcients:
[
t −
∑
=1
−t p(z)
]
u = 0. (0.5)
This and even more general equations in one spatial variable have been investigated
by Balser and Kostov [5], resp., Balser [3,4]. A ﬁrst attempt to generalize results
from [3] to the case of two spatial variables has been made by Malek [25]: He
considered a general PDE with constant coefﬁcients, but required several technical
assumptions in order to be able to adapt the proofs from [3] to this situation. Here,
we attempt at developing a new approach that may more smoothly generalize to
PDE with several spatial variables.
(d) More generally as in the previous case, if s = m is a positive integer, then (0.4)
may be differentiated m times with respect to the time variable to ﬁnd that
uˆ(tm, z) is a formal solution of
[
mt −
∑
=1
m(−)t p(z)
]
u = 0. (0.6)
Such equations, in the special case of  = 1 and p1(z) = z , have been investigated
in detail by Miyake [29] and Ichinobe [23].
Recursion equations of the form (0.2) have been investigated earlier by Balser and
Miyake [7] under some restrictive assumptions upon the zeros of the characteristic
Eq. (3.1). Other recent results concerning formal power series solutions of PDE, in
some cases even with nonconstant coefﬁcients, resp., of singularly perturbed ODE,
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e.g., determining their Gevrey order or summability properties, have been obtained
by Lutz et al. [24], Balser [1], Miyake [26–28], Balser and Kostov [6], Gérard and
Tahara [16], Hibino [17–22], Miyake and Hashimoto [30], Miyake and Yoshino [32–34],
¯Ouchi [35–38], Plis´ and Ziemian [39], Chen et al. [12], Balser and Mozo [8], Bodine
and Schäfke [10], Canalis-Durant et al. [11], Dunster et al. [14], Sibuya [40–42], Benoît
et al. [9], Fruchard and Schäfke [15], Miyake and Shirai [31], and Costin and
Tanveer [13].
1. The formal kernel
In this section, we introduce an important power series of the form (0.1) that we
shall name the formal kernel for the recursion (0.2): Let the polynomials qj ∈ C[w]
be deﬁned by
qj (w) =
∑
=1
p(w)qj−(w) ∀j1, (1.1)
interpreting qj (w) ≡ 0 for negative j, and q0(w) ≡ 1. Setting p(t, w) =∑=1 tp(w),
it follows from (1.1) that
1
1− p(t, w) =
∞∑
j=0
tj qj (w) (1.2)
with convergence of the power series for t in the largest disc about the origin in which
p(t, w) = 1. So in other words, (1 − p(t, w))−1 is the generating function of the
sequence of polynomials qj (w). In terms of these polynomials, and for every s0 we
deﬁne a formal power series
kˆs (t, z) =
∞∑
j=0
tj
(1+ s j)kj (z), kj (z) =
∫ ∞()
0
qj (w)e
−wz dw, (1.3)
integrating along the ray arg w =  and taking z = 0 with 2 | + arg z| < , so that
the exponential function decreases. Clearly, the functions z kj (z) are in C[z−1], that is
to say, are polynomials in 1/z, and k0(z) = 1/z. Differentiation under the integral sign
can be employed to show that the functions uj (z) = kj (v− z), for every v = 0, satisfy
the recursion (0.2), starting with initial term u0(z) = 1/(v − z). In other words, the
series kˆs (t, v − z) is a formal solution of (0.4) to which we shall refer as the formal
kernel of (0.4).
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The importance of the formal kernel introduced above becomes clear once one veriﬁes
that for (z) ∈ OD the functions
uj (z) = 12i
∮
|v|=	
kj (v − z)(v) dv ∀j0 (1.4)
with sufﬁciently small 	 > 0 and |z| < 	, satisfy the recursion (0.2) with u0(z) =
(z). Hence, if the series (1.3) converges (which is correct for sufﬁciently large s) to
a function ks(t, z), then (0.1) is also convergent as we shall show in the following
section, and
us(t, z) = 12i
∮
|v|=	
ks(t, v − z)(v) dv
is the sum of (0.1). Roughly speaking, what we shall do in this article is showing that
the above formula makes sense even when (1.3) and (0.1) are divergent, provided that
we give a meaning to the kernel function ks(t, v − z). To do this, a careful analysis
of the formal kernel is necessary, showing that it is multisummable in all but ﬁnitely
many multidirections, and then we shall deﬁne ks(t, v−z) as a multisum of the formal
kernel, but with a multidirection that will depend upon the variable v.
2. Gevrey estimates
Let the polynomials p(w) be as in the introduction, and deﬁne qj (w) by means of
(1.1). As in [7], we deﬁne a rational number r by
r = max{degp(w)/ : 1}. (2.1)
By assumption, at least one of the polynomials p has a positive degree, so one has
r > 0. Expanding p(w) = ∑0n r pn wn, we set P(w) = ∑0n r |pn|wn,
so that |p(w)|P(|w|) for every w ∈ C and 1. Next, we deﬁne majorizing
polynomials Qj(w), i.e. polynomials with non-negative coefﬁcients, by
Qj(w) =
∑
=1
P(w)Qj−(w) ∀j1 (2.2)
beginning with Q0(t) ≡ 1, Q−(t) ≡ 0 for 1. By induction with respect to j0
we conclude that
qj (z) =
∑
0n rj
qjn w
n, Qj (z) =
∑
0n rj
Qjn w
n, |qjn|Qjn, (2.3)
W. Balser / J. Differential Equations 209 (2005) 442–457 447
so in particular |qj (w)|Qj(|w|) for every j0. From (2.2) we conclude that
∞∑
j=0
tj Qj (w) = 11− P(t, w) , P (t, w) =
∑
=1
tP(w)
with the power series on the left converging for t in the largest disc on which
|P(t, w)| < 1. These considerations allow to determine the Gevrey orders of the various
formal series that we are considering:
Lemma 1. For z = 0 we have |zkj (z)|Qj(|z|−1)(1+rj) for every j0. Moreover,
for arbitrary x > 0 let y > 0 be such that P(y, x) < 1. Then the series kˆr (t, z)
converges absolutely and uniformly on {|t |y} × {|z|x−1}.
Proof. From (1.3) and (2.3) we conclude that kj (z) =∑0n rj qjnn!z−n−1 for every
j0. Using that (1+ rj)n! for nrj , we can use (2.3) to obtain the estimate for
kj (z), and this leads to
|z|
∞∑
j=0
|t |j
(1+ rj) |kj (z)|
∞∑
j=0
|t |jQj (|z|−1)
∞∑
j=0
yjQj (x).
The series on the right is the power series expansion of (1−P(y, x))−1, and therefore
converges due to the choice of y. 
Let 	 > 0 be given. From the last lemma we conclude |kj (z)|/(1+ rj) |z|−1Qj
(|z|−1)	−1Qj(	−1) for every |z|	. Let K > 0 be so that P(y,	−1) < 1 for
every y ∈ (0,K] and conclude from ∑∞j=0 yjQj (	−1) = (1 − P(y,	−1))−1 that
Qj(	−1)C Kj for suitably large C > 0. Hence for these C,K > 0, depending upon
	, we have
|kj (z)|	−1CKj(1+ rj) ∀j0, |z|	. (2.4)
This estimate yields the Gevrey order of the formal kernel kˆs (t, z) for arbitrary s0.
Moreover, if  is any function, holomorphic in a disc D about the origin of radius,
say, 	 while uj (z) are deﬁned by means of (1.4), then for any 	 < 	 we conclude
from (2.4) the existence of C,K > 0, not necessarily the same as in (2.4), such that
|uj (z)|CKj(1+ rj) ∀j0, |z|	. (2.5)
Thus, the formal series (0.1), in general, has the same Gevrey order as the formal
kernel kˆs (t, z). However, if the initial condition (z) is entire and of ﬁnite exponential
order, the Gevrey order of (0.1) may be smaller, and in some cases the series may
even converge. In detail, we prove the following result for such situations:
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Lemma 2. Suppose that (z) is an entire function. For constants 1 and C,K > 0,
assume that
|(z)|CeK|z| ∀z ∈ C.
Setting u0(z) = (z) and s = r(1 − 1/), the corresponding formal series (0.1)
converges for every z ∈ C and |t | < 
, with sufﬁciently small 
 > 0 depending
upon |z|.
Proof. Under the assumption made on (z), one can use Cauchy’s formula for the
derivatives to show, quite in the same fashion as in the proof of [2, Theorem 69],
that for every compact set K⊂C we have constants C,K , not necessarily the same as
above, for which
|(n)(z)|CKn n!
(1+ n/) ∀n0, z ∈ K.
From (1.3) we obtain through termwise integration of (2.3) that kj (v−z) =∑0n rj n!
qjn/(v − z)n+1 for every j0. Hence (1.4) implies that
|uj (z)| =
∣∣∣ ∑
0n rj
qjn 
(n)(z)
∣∣∣C ∑
0n rj
|qjn| K
nn!
(1+ n/) .
Using the well-known Beta integral, we ﬁnd for n0
(1+ n/)(1+ n(1− 1/))
n! = (1+ n)
∫ 1
0
(1− x)n(1−1/)xn/ dx
 (1+ n)(1/2)n(1−1/)
∫ 1/2
0
xn/ dx
 (1/2)1+n.
Since (1+ x) is increasing for x2, we obtain
|uˆs(t, z)|  2C
∞∑
j=0
|t |j
(1+ s j)
∑
0n rj
|qjn|(2K)n(1+ n(1− 1/))
 C˜
1− P(|t |, 2K).
This implies convergence of the series as stated. 
W. Balser / J. Differential Equations 209 (2005) 442–457 449
For s = 1 and the very elementary recursion uj (z) = u′′j−1(z), an equivalent result,
in the case of entire initial condition (z), was obtained in [1]. It is worth mentioning
that the assumption made in the last lemma says that (z) is of exponential order at
most , and if its order equals , then (z) has to be of ﬁnite type. In particular, if
the order of (z) is smaller than 1, then we always have convergence of uˆs(t, z).
3. Analysis of the formal kernel
In this section we shall show the multisummability of the formal kernel kˆs (t, z). To
do so, it will turn out to be sufﬁcient to treat the case s = 0. Since the coefﬁcients
of the formal kernel have been deﬁned in terms of the polynomials qj (w) given by
formula (1.1), it is natural to call
 −
∑
=1
p(w)
− = 0 (3.1)
the characteristic equation of (1.1), or equivalently of (0.2). The theory of difference
equations suggests that the roots of this equation will play a prominent role in our
analysis, and in particular it will be their behavior near inﬁnity that will determine the
type of multisummability of the formal kernel. So for what follows, we shall select a
number R > 0 having the following properties:
• Let R be so large that any two roots of (3.1) either are identically equal or are
distinct for |w|R. Such a value R exists, since the roots are algebraic functions of
w, hence outside of a large disc they are holomorphic in a suitable root of w with
inﬁnity, in this new variable, being either a removable singularity or a pole.
• Let 1(w), . . . , (w) denote the distinct ones among the roots of (3.1), with m1, . . . ,
m being their respective multiplicities. Since p(w), by assumption, is not the zero
polynomial, we conclude that the (w) are non-trivial algebraic functions which
are locally holomorphic in w for |w| > R and extend continuously onto |w| = R.
Since algebraic functions, in general, have a branch point at inﬁnity, we shall always
consider them on the universal covering surface of |w|R, or alternatively specify a
choice for arg w and then deﬁne a branch of the functions (w), or other algebraic
functions occurring later, accordingly.
• Since the (w) are algebraic functions, there exist (unique) rational numbers s and
non-zero complex numbers  such that
(w) = wsr(w), lim
w→∞ r(w) = 1. (3.2)
For some of the statements made below it will be important to make a ﬁxed choice
for the argument of the numbers , and we do so by requiring that 0 arg  < 2 
for every  = 1, . . . ,.
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• The order of growth s, resp., the leading term , of the roots (w) will turn out
to be the most important data of (0.4), and without loss of generality we choose to
enumerate the roots (w) so that
s1s2 · · · s. (3.3)
For how to compute these numbers explicitly, refer to standard texts on algebraic
functions, or to [3, Section 3]. In particular, note that the largest value s1 can be
seen to be equal to the number r deﬁned by (2.1). Since r > 0, we conclude that at
least some of the s must be positive. To see that negative values of s may occur,
consider the example
2 − w2+ 1 = 0
for which s1 = 2 and s2 = −2.
• For s > 0 we shall always set k = 1/s, and we assume that R is taken so large
that the function v = (w), selecting arg v ≈ arg  + s arg w, can be regarded
as mapping the universal covering surface of |w|R bijectively onto the universal
covering surface of some closed neighborhood of inﬁnity, and we shall denote its
inverse mapping by w = (v) = (v/)k r˜(v), with r˜(v) → 1 as v → ∞ and
arg w ≈ k (arg v − arg ).
Let |w| > R, and let arg w be selected. Then we have, according to the theory of
difference equations,
qj (w) =
∑
=1
m−1∑
=0
c(w)j

(
(w)
)j ∀j0, (3.4)
with algebraic functions c(w) which, according to our choice of R, are all continuous,
and hence bounded, along the circle |w| = R. For  ∈ R, we choose a number a of
modulus larger than R and arg a = , and let 2 |+arg z| < . Then we can decompose
kj (z) = kj0(z)+∑=1 ∑m−1=0 kj(z), with kj0(z) = ∫ a0 qj (w)e−wz dw, and
kj(z) = j
∫ ∞()
a
c(w)
(
(w)
)j
e−wz dw, (3.5)
for every  and  as above. This implies for the formal kernel that one has kˆ0(t, z) =
kˆ00(t, z)+∑=1 ∑m−1=0 kˆ0(t, z), with kˆ00(t, z) =∑j tj kj0(z) and
kˆ0(t, z) =
∞∑
j=0
tj kj(z) = (tt )
∞∑
j=0
tj
∫ ∞()
a
c(w)
(
(w)
)j
e−wz dw.
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Differentiation under the integral sign implies that the sequences kj0(v − z) and
kj(v − z), for z = v and every  and  as above, satisfy (0.2). Consequently, all
the series kˆ00(t, v − z) and kˆ0(t, v − z) are formal solutions of (0.4). We shall now
investigate convergence resp., summability of these formal solutions:
Proposition 3. Let , a and z be as above. Then the series kˆ00(t, z) converges for t on
the largest disc on which p(t, w) = 1 for all w with |w| < |a|, and its sum is equal to
k00(t, z) =
∫ a
0
e−zw dw
1 − p(t, w) .
Proof. Justify termwise integration of (1.2). 
As we shall show, the series kˆ0(t, z) are either convergent, in case of s0, or
k-summable in all directions but one, for k = 1/s > 0, and their sums are equal to
k0(t, z) = (tt )
∫ ∞()
a
c(w)e
−wz
1− t(w) dw. (3.6)
To do so, we ﬁrst analyze the global behavior of the functions deﬁned by these integrals:
Proposition 4. Let , a and z be as above. For every  = 1, . . . , and  = 0, . . . , m−
1, the integral (3.6) deﬁnes a holomorphic function of t, for all values t for which
1 − t(w) = 0 on the path of integration, and this is certainly so for 0 < arg t +
arg  + s < 2  and 0 < |t | < 	arg t , for some suitably small 	arg t > 0. Regarding
the behavior of this function near t = 0, the following two cases occur:
(a) If s0, then the function k0(t, z) is holomorphic for t on a disc about the origin
whose radius is independent of , a, and z.
(b) In the case of s > 0, there exists a punctured disc centered at the origin whose
radius may be taken equal to c |a|−s , with c independent of  and z, so that
the function k0(t, z) is holomorphic in the variable t on the universal covering
surface of this punctured disc. Moreover, we have
k0(t, z)− k0(te2i , z) = (tt )2i c((1/t))e
−z(1/t)
′((1/t))
(3.7)
with (w) introduced above.
Proof. In the ﬁrst case, (w) is bounded along the path of integration, and a bound
can be chosen independent of a. Hence, we may expand (1− t(w))−1 into its power
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series in t and interchange integration and summation to obtain the convergent power
series expansion for k0(t, z). In the second case, the “forbidden” values for t lie on the
curve t(x) = 1/(xei), x |a|, from 1/(a) to the origin. This curve is asymptotic
to the ray arg t = − arg  − s  and intersects every circle about the origin of radius
r0 |1/(a)| in exactly one point t(x0). Hence the function k0(t, z) is deﬁned by
the integral (3.6) for t with |t | = r0 = |t(x0)| and arg t(x0) < arg t < arg t(x0)+2 .
For t → t(x0) with arg t > arg t0, we can holomorphically continue k0(t, z) to the
point t0 through a deformation of the path of integration, bypassing the point x0 on a
small semicircle located in the lower halfplane. Similarly, we may deﬁne k0(te2i , z)
by means of a bypass in the upper halfplane. Residue calculus then implies (3.7). The
right-hand side of (3.7), however, is holomorphic on the universal covering surface of
a sufﬁciently small disc about the origin, and this sufﬁces to conclude the same for
k0(t, z). 
Corollary to Proposition 4. In the case (b) of the above proposition, the formal power
series kˆ0(t, z) is k-summable, with k = 1/s, in every direction d ≡ − arg  −
s arg z modulo 2, and its sum equals k0(t, z).
Proof. Follows from the general theory of multisummability, in particular from results
on Cauchy–Heine transforms; see, e.g., [2, Proposition 17]. 
With help of the proposition and its corollary, we can now prove our main result on
the multisummability of the series (1.3):
Theorem 5. For s0 the following statements hold:
(a) In the case of ss1 · · · s, the formal kernel (1.3) is convergent.
(b) If s1 > s holds, let s be chosen maximally with s1 · · · ss > s. Then the
formal kernel (1.3) is a sum of power series kˆs,(t, z), for  = 1, . . . ,s , such that
each kˆs,(t, z) is k(s)-summable in all directions d ≡ − arg( zs) modulo 2,
where k(s) = (s − s)−1.
Proof. First, assume that s = 0: In this case, it follows from the above results that the
series (1.3), for s = 0, is a ﬁnite sum of power series that are either convergent or
k-summable, for some  ∈ {1, . . . , s0}, in all directions d ≡ −arg(zs) modulo 2,
so the statement is correct in this case, due to the general theory of multisummability.
For arbitrary s > 0, observe that the formal Borel transform of order s of a power
series that is k-summable in a direction d is convergent if s1/k resp., (due to [2,
Lemma 9]) is (1/k− s)−1-summable in the same direction d in the opposite case. This
completes the proof. 
In the terminology of [2], we can conclude from the above theorem that the formal
kernel, for every s0, is multisummable in all but ﬁnitely many multidirections—
however, which multidirections are singular depends upon the spatial variable z. We
shall discuss this in more detail in the following section.
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4. The kernel functions
As follows from the results in the previous section, the formal kernel is multi-
summable in all but ﬁnitely multidirections. Here we wish to make this rough state-
ment more precise, and list a few properties for the various sums of the formal kernel,
which all will be named kernel functions: Let us consider a ﬁxed s0 for which the
formal kernel (1.3) is not convergent, and deﬁne s as in case (b) of Theorem 5. The
number of (distinct) elements of the set {(s − s)−1 : 1s} will be denoted by
q = qs , and we denote these elements as k1 > · · · > kq > 0. Then k = k(s) =
(k1, . . . , kq) is the multisummability type of the formal kernel. As in [2], we shall
call a multidirection d = (d1, . . . , dq) ∈ Rq admissible with respect to k, provided that
2 |dj −dj−1| (1/kj −1/kj−1) for 2jq. To understand which multidirections, in
dependence upon z, are non-singular in the sense that the formal kernel is k-summable
in the multidirection d, we consider for each j the minimal value of  ∈ {1, . . . ,s}
for which kj = (s − s)−1, or equivalently, s = s + 1/kj . According to (3.3), there is
a maximal  ∈ {1, . . . ,s} with s = · · · = s. For z on the universal covering surface
of C \ {0} we then call dj non-singular of level j, provided that dj ≡  − arg( zs)
modulo 2, for all  = , . . . ,. In addition, the multidirection d is called non-singular,
in dependence upon z, whenever all dj are non-singular of level j.
Remark 1. It is worth noting that the set of roots of (3.1) is closed with respect to
continuation of w around inﬁnity. As a consequence, one can see that the notion of
non-singular multidirections does not depend upon the choice of arg z modulo 2. 
Note that convergent series always are multisummable in every admissible multi-
direction. Therefore we shall say that every admissible multidirection is non-singular
whenever s is such that the formal kernel converges. Using this terminology we con-
clude from the results in the previous section:
Theorem 6. Let z be given. Then for every s0 there exists a disc D which is inde-
pendent of z, such that for every non-singular admissible multidirection d the kernel
function ks,d(t, z) is holomorphic in the variable t on the universal covering surface of
D\{0} and has the formal kernel kˆ(t, z) as its Gevrey asymptotic of order s1 = 1/kq in a
sector with bisecting direction d1 and opening more than /k1. Moreover, (3.7) can be
used to explicitly determine the relation between any two kernel functions correspond-
ing to different multidirections. Finally, for every v = z for which d is non-singular
with respect to v − z, the function ks,d(t, v − z) is a solution of (0.4).
Proof. Apply Propositions 3 and 4, resp., its corollary, and observe that the multisum
of the formal kernel does not depend upon a. The statement upon the asymptotic
expansion follows from the general theory of multisummability. Finally, let any two
admissible non-singular multidirections d = (d1, . . . , ds ) and d˜ = (d˜1, . . . , d˜s ) be
given. If we decompose the formal kernel as in the previous section, then each term
either is convergent or k-summable in both directions d and d˜. Whenever d and d˜
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are in an interval of the form (−− arg(zs),− arg(zs)), for any determination
of arg(zs), then the corresponding sums agree, while in the opposite case their
difference can be found out using (3.7). Doing so for every  = 1, . . . ,s , we can ﬁnd
out how the corresponding kernel functions are related. That the kernel functions are
solutions of (0.4) follows from the general theory of multisummability. 
5. An asymptotic existence result
For arbitrary (z) ∈ OD and s0, let uˆs(t, z) be given by (0.1), with coefﬁcients
uj (z) deﬁned by (1.4). Simple examples show that this formal power series will, in
general, not be multisummable. However, we shall show below that in sectors whose
opening is in some sense not too large, there exist solutions of (0.4) that are asymptotic
to the formal one. The bound for the opening of the sectors for which this result holds
is given by the type of multisummability k = k(s) = (k1, . . . , kq) that was deﬁned in
the previous section.
Theorem 7. For arbitrary (z) ∈ OD, let uˆs(t, z) be given by (0.1), with coefﬁcients
uj (z) deﬁned by (1.4). Then, for any sector
S = Sd0,,	1 = {z : 2|d0 − arg z| < , 0 < |z| < 	1}
of sufﬁciently small radius 	1 and opening  < /k1, and for sufﬁciently small 	2 > 0,
there exists a solution us(t, z) of (0.4) that is holomorphic in S × D	2 and has theformal solution uˆs(t, z) as its asymptotic expansion of Gevrey order s1 = 1/kq in S,
for every z ∈ D	2 .
Proof. Let 	 > 0 be so small that the circle |v| = 	 is contained in D, and choose
any point v0 on this circle. According to Theorem 6, the formal kernel kˆs (t, v0) is
k-summable in all but ﬁnitely many multidirections. Choosing any admissible non-
singular multidirection d with d1d0 and so that no singular directions of level k1 are
located between d1 and d0, the corresponding kernel function ks,d(t, v0) is asymptotic
to the formal kernel in a sector that includes S, and this asymptotic is of Gevrey order
s1. Since the location of the singular directions depends upon arg v0 only, we conclude
that the same statement holds true with v0 replaced by v−z, provided that |v−v0| < 

and |z| < 
, with 
 > 0 small enough, since then arg(v − z) is sufﬁciently close to
arg v0. The discs about v0 with radii 
 = 
v0 form an open covering of the circle
|v| = 	, and owing to its compactness we obtain existence of a ﬁnite subcovering.
Hence in other words, ﬁnitely many points v1, . . . , vn of modulus 	 and corresponding
radii 
1, . . . , 
N > 0 exist, for which the formal kernel kˆs (t, v − z) is k-summable in
the corresponding multidirections d(1), . . . , d(N), for all (v, z) with |v− vj | < 
j and
|z| < 
 = min{
1, . . . , 
n}, and the discs |v−vj | < 
j cover the circle |v| = 	. Without
loss of generality we enumerate these points so that their arguments strictly increase,
and we assume that no three of the circles intersect—otherwise, we might make their
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radii smaller. Based on this covering, we now split the circle into arcs from points aj
to aj+1, with aj in the intersection of the circles |v− vj | < 
j and |v− vj−1| < 
j−1,
for j = 1, . . . , N , setting v0 = vN , 
0 = 
N , and a0 = aN . Denoting the multisum of
kˆs (t, v− z) in the multidirection d(j) by ks,j (t, v− z), we conclude that for t ∈ S the
kernel function ks,j (t, v − z) is deﬁned for v on the arc from aj to aj+1 and z ∈ D
.
Then the function
us(t, z) =
N∑
j=1
1
2i
∫ aj
aj−1
ks,j (t, v − z)(v) dv (5.1)
can be seen to be a solution of (0.4), and is asymptotic to uˆs(t, z) given by (0.1), with
uj (z) =
N∑
j=1
1
2i
∫ aj
aj−1
kj (v − z)(v) dv ∀j0,
in the sector S, for z ∈ D
. This completes the proof. 
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