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Introdution générale
Dans ette introdution, après quelques remarques préliminaires sur la ombinatoire
basées sur [91℄, [95℄ et [60℄, on présente quelques dénitions et résultats sur les partitions
d'entiers et sur les surpartitions (qui en sont une généralisation), en insistant partiuliè-
rement sur les identités de type Rogers-Ramanujan faisant intervenir es objets.
Cette thèse s'insrit dans le domaine de la ombinatoire, où l'on étudie des objets
formés par un arrangement disret de  briques  élémentaires. Plus préisément, elle
fait partie de la ombinatoire énumérative, qui herhe à ompter le nombre de tels ob-
jets vériant ertaines propriétés. Soit C une lasse ombinatoire , 'est-à-dire un en-
semble sur lequel on peut dénir une taille (appliation de C dans N) telle que pour
tout n, le nombre d'éléments de taille n est ni. Notons cn e nombre ; on appellera sou-
vent, dans la suite,  objets omptés par cn  les éléments de C de taille n. On souhaite
obtenir une représentation de cn. La représentation la plus simple possible est une ex-
pression expliite, omme dans le as des permutations où cn = n!. Mais il n'est pas
toujours possible d'obtenir une telle expression et quand 'est possible, elle est parfois
très ompliquée et pas très utile pour étudier les propriétés de la séquene (cn). C'est
pourquoi on a souvent reours à une représentation analytique : la série génératrie (se-
lon la taille) de C, dénie omme la série entière ∑λ∈C q|λ| = ∑n>0 cnqn, où |λ| est
la taille de λ. On peut dénir de même une série génératrie à plusieurs paramètres,
par exemple
∑
λ∈C x
f(λ)yg(λ)zh(λ) =
∑
l>0
∑
m>0
∑
n>0 c(l,m, n)x
lymzn, où c(l,m, n) est le
nombre d'éléments λ de C tels que f(λ) = l, g(λ) = m et h(λ) = n. Les séries géné-
ratries permettent d'étudier de nombreuses propriétés de leurs oeients : propriétés
statistiques, omportement asymptotique, relations de réurrene, ongruenes... et de
démontrer des identités ombinatoires. Dans ette thèse, les objets qu'on va étudier par
des méthodes bijetives et analytiques sont des généralisations d'une lasse d'objets om-
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binatoires très lassiques : les partitions d'entiers.
Partitions et identités d'Andrews-Gordon
Cette setion présente quelques notions de base sur les partitions ainsi que l'histoire
des identités de Rogers-Ramanujan et d'Andrews-Gordon. Pour plus de détails, on pourra
se reporter à [9℄ et [17℄ ainsi qu'aux référenes itées dans la suite.
Une partition d'un entier positif n est une façon d'érire n omme une somme d'entiers
stritement positifs où l'ordre des termes ne ompte pas (pour n = 0, on onsidère qu'il y
a une partition de 0 : la partition vide). L'entier n est appelé taille de la partition. On note
λ la taille d'une partition λ. Par onvention, on range les termes de la somme (appelés
parts de la partition) dans l'ordre déroissant, et on peut ainsi dénir une partition de n
omme une suite nie déroissante (au sens large) d'entiers stritement positifs dont la
somme vaut n. Par exemple, les partitions de 4 sont (4), (3, 1), (2, 2), (2, 1, 1) et (1, 1, 1, 1).
Selon [50, hapitre 3℄, 'est dans une lettre de Leibniz à Jean Bernoulli datée de 1669
qu'on trouve la première trae d'un intérêt pour les partitions (appelées  divulsions  par
Leibniz) ; toutefois, 'est Euler [52℄ qui a obtenu les premiers résultats dans e domaine.
Notons p(n) le nombre de partitions de n ; la série génératrie des partitions est dénie
par
P (q) =
∞∑
n=0
p(n)qn.
Euler [53℄ a montré que, pour |q| < 1,
P (q) =
∞∏
i=1
1
1− qi .
Euler a également démontré le résultat suivant :
Théorème d'Euler. Pour tout entier positif n, le nombre de partitions de n en parts
distintes est égal au nombre de partitions de n en parts impaires.
On remarque que les deux lasses de partitions intervenant dans e résultat sont, d'une
part, des partitions vériant des onditions sur la diérene entre deux parts (dire que
les parts sont distintes revient à dire qu'elles dièrent d'au moins 1) et, d'autre part,
des partitions dont les parts appartiennent à ertaines lasses de ongruene (dire que les
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parts sont impaires revient à dire qu'elles sont ongrues à 1 modulo 2). C'est également
le as pour deux identités qui omptent parmi les résultats les plus élèbres de la théorie
des partitions : les identités de Rogers-Ramanujan.
Première identité de Rogers-Ramanujan. Le nombre de partitions de n en parts
diérant d'au moins 2 est égal au nombre de partitions de n en parts ongrues à 1 ou 4
modulo 5.
Seonde identité de Rogers-Ramanujan. Le nombre de partitions de n en parts dif-
férant d'au moins 2 et supérieures ou égales à 2 est égal au nombre de partitions de n en
parts ongrues à 2 ou 3 modulo 5.
Ces identités ont d'abord été énonées sous forme analytique par Rogers [82℄ : pour
|q| < 1, on a
1 +
∞∑
n=1
qn
2
(1− q)(1− q2) · · · (1− qn) =
∞∏
n=0
1
(1− q5n+1)(1− q5n+4) (∗)
et
1 +
∞∑
n=1
qn
2+n
(1− q)(1− q2) · · · (1− qn) =
∞∏
n=0
1
(1− q5n+2)(1− q5n+3) . (∗∗)
Elles ont été redéouvertes en 1913 par Ramanujan. Les travaux de Rogers étaient alors
tombés dans l'oubli et Ramanujan n'a pu démontrer lui-même les identités. Après avoir
fait appel à Hardy et à d'autres mathématiiens qui n'ont pas réussi non plus à trouver
une démonstration, Ramanujan a ni par déouvrir en 1917 l'artile de Rogers onte-
nant les démonstrations de (∗) et (∗∗). Entre temps, MaMahon [77℄ avait interprété
es résultats ombinatoirement en énonçant les deux identités de partitions i-dessus. La
orrespondane entre Rogers et Ramanujan a permis ensuite la déouverte de nouvelles
preuves plus simples [83, 84℄. À la même époque, Shur a redéouvert et démontré in-
dépendamment es identités [86℄. De nombreuses autres preuves ont été publiées depuis,
analytiques omme elles de Rogers et Ramanujan, ombinatoires omme elles de Shur
ou de Garsia et Milne [55℄ ou basées sur les algèbres de Lie omme elle de Lepowsky
et Wilson [69, 70℄. Les identités de Rogers-Ramanujan restent parmi les plus profondes
du point de vue ombinatoire, la seule preuve bijetive onnue (elle de Garsia et Milne)
étant très ompliquée.
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Par la suite, on a herhé à généraliser les identités de Rogers-Ramanujan. Une idée
naturelle était de herher à démontrer que le nombre de partitions en parts diérant d'au
moins d et supérieures ou égales àm (le as d = m = 1 orrespondant au théorème d'Euler
et le as d = 2 aux identités de Rogers-Ramanujan) était égal au nombre de partitions dont
les parts appartiennent à un ertain ensemble. Mais Lehmer [68℄ et Alder [7℄ ont montré
qu'un tel résultat ne peut exister. Puis, en 1954, Alder [8℄ a présenté une généralisation
analytique des identités de Rogers-Ramanujan basée sur une fontion et une relation
de réurrene introduites par Selberg [88℄ mais n'a pas pu interpréter ombinatoirement
ette généralisation (plus tard, Andrews [21℄ a obtenu une interprétation ombinatoire
des résultats d'Alder). Enn, en 1961, Gordon [59℄ a obtenu la première généralisation
ombinatoire de es identités :
Théorème de Gordon. Pour tous entiers k et i tels que k > 2 et 1 6 i 6 k, soit Ak,i(n)
le nombre de partitions de n en parts non ongrues à 0,±i modulo 2k+1. Soit Bk,i(n) le
nombre de partitions de n de la forme (λ1, λ2, . . . , λs) où λj − λj+k−1 > 2 et au plus i− 1
parts sont égales à 1. Alors pour tout entier positif n, Ak,i(n) = Bk,i(n).
La première identité de Rogers-Ramanujan orrespond au as k = i = 2 de e théorème
et la seonde au as k = 2, i = 1. Le théorème d'Euler n'est par ontre pas inlus dans le
théorème de Gordon.
En se basant sur les travaux de Selberg [88℄, Andrews [11℄ a démontré analytiquement
le théorème de Gordon. Les fontions utilisées par Andrews sont les suivantes :
Jk,i(x; q) = Hk,i(xq; q)
et
Hk,i(x; q) =
∞∑
n=0
(−1)nxknqkn2+n−in+(n2)(1− xiq2ni)
(q)n(xqn)∞
ave les notations lassiques i-dessous [57℄ :
(a; q)n = (a)n =
n−1∏
i=0
(1− aqi)
et
(a1, a2, . . . , ak; q)n = (a1, a2, . . . , ak)n = (a1; q)n(a2; q)n . . . (ak; q)n.
La démonstration du théorème de Gordon présentée dans [11℄ est basée sur le fait que
es fontions vérient ertaines équations aux q-diérenes et que Jk,i(1; q) peut s'érire
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omme un produit inni en utilisant l'identité du produit triple de Jaobi (voir setion
I.2).
Ces fontions ont été généralisées dans [15℄ :
Hλ,k,i(a1, . . . , aλ; x; q) =
(xqa−11 , . . . , xqa
−1
λ )∞
(xq)∞
×
∞∑
n=0
(
(−1)n(λ+1)xknq 12 (2k−λ+1)n2+ 12 (λ+1−2i)n(a1 · · ·aλ)−n
× (1− x
iq2ni)(x)n(a1, . . . , aλ)n
(1− x)(q)n(xqa−11 , . . . , xqa−1λ )n
)
et
Jλ,k,i(a1, . . . , aλ; x; q) =
λ∑
j=0
(−1)jσj(a−11 , . . . , a−1λ )xjqjHλ,k,i−j(a1, . . . , aλ; xq; q)
où σj est la j
e
fontion symétrique élémentaire :
σj(X1, . . . , Xλ) =
∑
16i1<i2<···<ij6λ
Xi1Xi2 · · ·Xij .
Remarquons que es fontions sont de plus en plus générales quand λ augmente, ar
Hλ,k,i(a1, . . . , aλ; x; q) −−−−→
aλ→∞
Hλ−1,k,i(a1, . . . , aλ−1; x; q) (de même pour Jλ,k,i). Les fon-
tions Jk,i et Hk,i de [11℄ orrespondent au as λ = 0. De nombreux auteurs ont étudié des
spéialisations des Jλ,k,i (voir la table de la page suivante), mais auun n'a fait une étude
ombinatoire générale (sans spéialiser les variables a1, . . . , aλ). De plus, le as où λ > 1 a
été très peu étudié. Au hapitre II, on présentera une étude ombinatoire générale du as
λ = 2 (les fontions qu'on étudiera sont obtenues en multipliant les J2,k,i par un produit
inni).
Dans [20℄, Andrews a établi une généralisation analytique des identités de Rogers-
Ramanujan orrespondant au théorème de Gordon :
∑
n1>n2>···>nk−1>0
qn
2
1+···+n
2
k−1+ni+···+nk−1
(q)n1−n2 · · · (q)nk−2−nk−1(q)nk−1
=
∏
n 6≡0,±i (mod 2k+1)
1
1− qn .
Par la suite, d'autres familles de partitions ont été mises en orrespondane ave elles
intervenant dans le théorème de Gordon. Les orrespondanes entre toutes es familles
sont onnues sous le nom d'identités d'Andrews-Gordon.
Le rang d'une partition a été déni par Dyson [51℄ omme la plus grande part moins
le nombre de parts. Cette notion lui a permis d'interpréter les ongruenes suivantes dues
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Auteurs Jλ,k,i(a1, . . . , aλ; x; q)
Andrews [11℄ J0,k,i(x; q)
Andrews [13℄ J0,k,i(x
λ; qλ)
Andrews [14℄ (−xq)∞J0,k,i+ 1
2
(x2; q2)
Andrews [12℄ J1,k,i(−q; x; q2)
Andrews [16℄ Jλ,k,i(−q,−q2, . . . ,−qλ; x; qλ+1)
Andrews et Santos [28℄
1
(xq;q2)∞
J1,k,i(q; x; q
2)
Bressoud [36℄ (−xq)∞J0, k−1
2
, i
2
(x2; q2)
Connor [43℄
1
(xq;q2)∞
J0,k,i(x;−q)
Corteel et Mallet [49℄ J1,k,i(−1/a; x; q)
Lovejoy [71℄ J1,k,k(−1; x; q)
J1,k,1(−q; x; q)
Lovejoy [72℄
1
(xq;q2)∞
J2,k,i(−1, q; x; q2)
1
(xq;q2)∞
J2,k,i(−1,−q; x; q2)
Lovejoy [74℄
(−xq)∞
(xq)∞
J1, k−1
2
, i
2
(−1; x2; q2)
à Ramanujan [81℄ :
p(5n+ 4) ≡ 0 (mod 5)
et
p(7n+ 5) ≡ 0 (mod 7).
Dyson a onjeturé que les partitions de 5n + 4 (resp. 7n + 5) peuvent être séparées en
lasses de même taille selon la valeur du rang modulo 5 (resp. modulo 7), e qui implique
les ongruenes de Ramanujan. Ces résultats ont été démontrés par Atkin et Swinnerton-
Dyer [30℄.
Par la suite, Atkin [29℄ a déni la notion de rangs suessifs. Pour pouvoir expliquer
ette notion, on va maintenant introduire ertaines représentations lassiques des parti-
tions. Depuis les travaux de Sylvester [92℄, il est habituel de représenter une partition par
un diagramme de Ferrers où une rangée de ℓ ases orrespond à une part de taille ℓ. Par
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exemple, la première gure de la page suivante orrespond à la partition λ = (5, 4, 3, 3).
On peut déomposer un tel diagramme en équerres omme sur la deuxième gure de
la page suivante, où on a trois équerres.
On peut alors dénir le ie rang suessif, noté ri, omme la largeur de la i
e
équerre
moins sa hauteur. On note r = (r1, r2, · · · ). Dans notre exemple, on a r = (1, 0,−1).
Une autre représentation lassique est le symbole de Frobenius [54℄. Considérons une
partition de n dont le diagramme de Ferrers a N équerres. Son symbole de Frobenius est
alors le tableau à deux lignes a1 a2 · · · aN
b1 b2 · · · bN

où, pour tout i ompris entre 1 et N , ai est la largeur de la i
e
équerre moins 1 et bi est
la hauteur de la ie équerre moins 1. Par onstrution, les deux lignes sont des partitions
en parts distintes positives ou nulles et n =
∑N
i=1(ai + bi + 1). Comme la largeur de la
ie équerre est alors ai + 1 et que sa hauteur est bi + 1, les rangs sont obtenus à partir du
symbole de Frobenius par une simple soustration : ri = ai − bi pour 1 6 i 6 N . Dans
l'exemple préédent, N = 3 et on obtient le symbole de Frobenius
4 2 0
3 2 1
 qui nous
permet de retrouver r = (1, 0,−1).
Andrews [18℄ a montré que si l'on note Ck,i(n) le nombre de partitions de n dont les
rangs suessifs sont ompris entre −i+2 et 2k− i− 1, alors Ak,i(n) = Bk,i(n) = Ck,i(n).
Une autre partie des identités d'Andrews-Gordon fait appel à une ertaine déompo-
sition du diagramme de Ferrers d'une partition. Le arré de Durfee d'une partition λ [92℄
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est le plus grand arré entièrement ontenu dans le diagramme de Ferrers de λ. Cette dé-
nition implique que le oin supérieur gauhe du arré oïnide ave elui du diagramme,
et que le té du arré de Durfee est égal au nombre d'équerres et don au nombre de
olonnes du symbole de Frobenius. Sur la gure suivante, on a mis en évidene le arré
de Durfee de la partition (5, 4, 3, 3), qui est de té 3.
Une généralisation a été établie par Andrews [22℄. La partie du diagramme de Ferrers
située sous le arré de Durfee est elle-même le diagramme de Ferrers d'une partition :
ette partition possède un arré de Durfee et ainsi de suite. On peut don dénir une
suite de arrés de Durfee suessifs pour une partition. La dissetion de Durfee introduite
par Andrews est basée sur ette idée. La (k, i)-dissetion de Durfee d'une partition est
dénie omme suit : on détermine d'abord les i − 1 premiers arrés de Durfee suessifs
puis k − i retangles maximaux dont la hauteur est égale à la largeur plus 1, situés les
uns en dessous des autres. La gure suivante illustre la (4, 2)-dissetion de la partition
(8, 8, 6, 5, 4, 4, 3, 2, 2, 1).
On dit qu'une partition est (k, i)-admissible s'il n'y a auune part sous le dernier
retangle de sa (k, i)-dissetion de Durfee et si la dernière ligne de haun des retangles de
ette dissetion est une part de la partition ('est-à-dire s'il n'y a pas de ases appartenant
au diagramme et situées à droite du retangle dans la même ligne). Pour i = k, dire qu'une
partition est (k, k)-admissible revient à dire qu'elle a au plus k − 1 arrés de Durfee
suessifs, ar il y a au plus k − 1 arrés suivis de 0 retangle et auune part en-dessous.
Par exemple, la partition de la gure préédente n'est pas (4, 2)-admissible : auune des
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deux onditions n'est respetée.
Andrews [22℄ a montré que le membre de gauhe de la généralisation analytique des
identités de Rogers-Ramanujan démontrée dans [20℄ est la série génératrie des partitions
(k, i)-admissibles. Autrement dit, si l'on note Dk,i(n) le nombre de partitions de n qui
sont (k, i)-admissibles, on a Ak,i(n) = Bk,i(n) = Ck,i(n) = Dk,i(n).
Une dernière interprétation est basée sur des travaux de Burge [39, 40℄. Burge a établi
des orrespondanes entre les ensembles de partitions omptés par Bk,i(n), Ck,i(n) et
Dk,i(n) par des méthodes réursives. Andrews et Bressoud [27℄ ont reformulé les résultats
de Burge en utilisant des mots binaires, qui peuvent aussi être vus omme des hemins
du plan. Enn, Bressoud [38℄ a exposé à son tour es résultats en utilisant des hemins
légèrement diérents, qu'on va maintenant présenter plus en détail et qu'on appellera
dans la suite hemins de Bressoud-Burge.
On onsidère des hemins de longueur nie situés dans le premier quadrant. Ces he-
mins ommenent sur l'axe des ordonnées, se terminent sur l'axe des absisses et utilisent
trois types de pas :
 Nord-Est, de (i, j) à (i+ 1, j + 1) ;
 Sud-Est, de (i, j) à (i+ 1, j − 1) ;
 Est, de (i, 0) à (i+ 1, 0) ; un pas Est ne peut apparaître que sur l'axe des absisses.
Un pi est déni omme un sommet situé sur le hemin, préédé d'un pas Nord-Est et
suivi d'un pas Sud-Est. On dénit l'indie majeur d'un hemin omme la somme des
absisses de ses pis. Par exemple, le hemin de la gure suivante possède trois pis et son
indie majeur est 3 + 7 + 13 = 23.
× ×
×
× ×
× ×
×
3 7 13
On dit qu'un hemin vérie les (k, i)-onditions s'il ommene en (0, k− i) et si auun
de ses sommets n'est de hauteur supérieure à k − 1. Par exemple, le hemin de la gure
préédente vérie les (5, 2)-onditions. Bressoud [38℄ a montré que si l'on note Ek,i(n)
le nombre de hemins d'indie majeur n vériant les (k, i)-onditions, on a Ak,i(n) =
Bk,i(n) = Ck,i(n) = Dk,i(n) = Ek,i(n).
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D'autres résultats très prohes des identités d'Andrews-Gordon vont également nous
intéresser dans ette thèse. En 1979, Bressoud [36℄ a obtenu un résultat très similaire au
théorème de Gordon :
Théorème [36℄. Soit A˜k,i(n) le nombre de partitions de n en parts non ongrues à 0,±i
modulo 2k. Soit B˜k,i(n) le nombre de partitions de n de la forme (λ1, λ2, . . . , λs) omptées
par Bk,i(n) et telles que s'il existe j tel que λj−λj+k−2 6 1, alors λj+ · · ·+λj+k−2 ≡ i−1
(mod 2). Alors pour tout entier positif n, A˜k,i(n) = B˜k,i(n).
Bressoud a en fait démontré un résultat plus général qui englobe également le théorème
de Gordon et elui d'Euler, mais on présente ii le théorème de Gordon et le résultat
préédent de façon séparée ar leurs interprétations ombinatoires et leurs généralisations
sont diérentes.
Comme pour le théorème de Gordon, d'autres interprétations ombinatoires de e
résultat ont été présentées par la suite. Bressoud [37℄ a montré que si l'on note C˜k,i(n) le
nombre de partitions dont les rangs suessifs sont ompris entre −i+ 2 et 2k− i− 2, on
a A˜k,i(n) = B˜k,i(n) = C˜k,i(n). Il a aussi donné l'interprétation en termes de hemins [38℄ :
si E˜k,i(n) est le nombre de hemins omptés par Ek,i(n) tels que tous les pis de hauteur
k−1 ont une absisse ongrue à i−1 modulo 2, on a A˜k,i(n) = B˜k,i(n) = C˜k,i(n) = E˜k,i(n).
L'interprétation utilisant la dissetion de Durfee existe aussi dans e as, mais elle est plus
ompliquée. Elle sera abordée au hapitre II.
Surpartitions
Une surpartition d'un entier positif n est une suite nie déroissante d'entiers strite-
ment positifs dont la somme vaut n et où on peut surligner la dernière ourrene d'un
nombre (ou, dans une autre version de la dénition, la première ourrene). La taille
d'une surpartition est dénie et notée de la même façon que pour une partition. Par
exemple, les quatorze surpartitions de 4 sont
(4), (4), (3, 1), (3, 1), (3, 1), (3, 1), (2, 2), (2, 2), (2, 1, 1),
(2, 1, 1), (2, 1, 1), (2, 1, 1), (1, 1, 1, 1), (1, 1, 1, 1).
Pour aluler la série génératrie des surpartitions, on peut observer que les parts
surlignées forment une partition en parts distintes et que les parts non surlignées forment
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une partition ordinaire. En notant p(n) le nombre de surpartitions de n, on a la série
génératrie
P (q) =
∞∑
n=0
p(n)qn =
∞∏
i=1
1 + qi
1− qi =
1
ϑ4(0, q)
où ϑ4(z, q) =
∑∞
n=−∞(−1)nqn
2
eniz est l'une des fontions ϑ de Jaobi [65℄ (la notation
utilisée est elle de Whittaker et Watson [94℄).
Les surpartitions ont été introduites dans [46, 45℄ pour interpréter et prouver ombi-
natoirement des identités analytiques telles que la somme 1ψ1 de Ramanujan [61, p. 222,
équation (12.12.2)℄ et l'identité de q-Gauss [63℄, mais elles étaient en fait déjà apparues
sous diérentes formes dans plusieurs artiles sur les séries hypergéométriques basiques
(voir par exemple [66℄ ainsi que les référenes données dans [80℄ où les surpartitions sont
appelées  diagrammes de MaMahon standard ).
Comme une partition, une surpartition peut se représenter de diérentes façons. Ainsi,
le diagramme de Ferrers d'une surpartition est similaire à elui d'une partition, à part que
les oins du diagramme peuvent être marqués, e qui orrespond à surligner la dernière
ourrene de la part orrespondante (un oin est une ase du diagramme qui est la plus
à droite dans sa ligne et la plus en bas dans sa olonne). La gure suivante représente le
diagramme de Ferrers de la surpartition (5, 4, 3, 3).
Le symbole de Frobenius d'une surpartition [47, 73℄ est un tableau à deux lignesa1 a2 · · · aN
b1 b2 · · · bN

où (a1, . . . , aN) est une partition en parts distintes positives ou nulles et (b1, . . . , bN)
une surpartition en parts positives ou nulles où on peut surligner la première ourrene
d'un nombre. Comme pour les partitions, le symbole de Frobenius d'une surpartition de n
vérie
∑N
i=1(ai + bi +1) = n. Corteel et Lovejoy [47℄ ont montré que es tableaux sont en
bijetion ave les surpartitions. Ce résultat est plus diile à prouver que dans le as des
partitions, mais la bijetion est assez simple à dérire : étant donné une surpartition λ, soit
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α = (α1, α2, . . .) la partition onstituée des parts non surlignées de λ et β = (β1, β2, . . .)
la partition en parts distintes onstituée des parts surlignées. Tant que α ou β n'est pas
vide, on ajoute une olonne au symbole de Frobenius de la façon suivante. Si α1 > β1 (ou
si β est vide), on ajoute au symbole la olonne
 α1
l(α)− 1
, où l(α) est le nombre de parts
de α, et on supprime la première équerre de α. Sinon, on ajoute au symbole la olonne β1
l(α)
, on diminue de 1 toutes les parts de α et on supprime la plus grande part de β.
Enn, quand on a terminé d'ajouter des olonnes, on diminue de 1 toutes les parts de
la première ligne du symbole obtenu. Par exemple, λ = (8, 7, 5, 5, 5, 4, 3, 3, 1) nous donne
α = (7, 5, 5, 4, 3, 1) et β = (8, 5, 3), et on obtient le symbole de Frobenius7 5 4 2 0
6 4 4 3 1
 .
S'il n'y a pas de parts surlignées, β est vide et la ligne du bas est une surpartition où
toutes les parts sont surlignées, e qui est équivalent à une partition en parts distintes :
on retrouve bien le as des partitions.
On peut dénir le rang d'une surpartition en transposant la dénition de Dyson.
Lovejoy [73℄ a montré que e rang peut aussi être déni à partir du symbole de Frobenius :
le rang d'une surpartition, ave les notations préédentes, est égal à a1−b1 moins le nombre
de parts non surlignées dans l'ensemble {b2, . . . , bN}.
Il n'existe pas d'analogue du théorème de Gordon pour les surpartitions pour tous k
et i : on peut dénir un analogue des Bk,i(n), mais la série génératrie orrespondante
n'est pas un produit inni dans le as général et ne peut don pas s'interpréter omme la
série génératrie d'une lasse de partitions ou de surpartitions vériant des onditions de
ongruene. Toutefois, il existe deux analogues partiels des identités d'Andrews-Gordon,
qui onstituent la motivation initiale de ette thèse. En 2003, Lovejoy [71℄ a obtenu le
résultat suivant :
Théorème de Gordon pour les surpartitions. Soit Ak(n) le nombre de surpartitions
de n en parts non divisibles par k. Soit Bk(n) le nombre de surpartitions de n de la forme
λ = (λ1, λ2, · · · , λℓ) où λj − λj+k−1 > 1 si λj+k−1 est surlignée et λj − λj+k−1 > 2 sinon.
Alors Ak(n) = Bk(n).
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On remarque que dans le as où il n'y a pas de parts surlignées, les onditions qui
dénissent Bk(n) se réduisent aux onditions qui dénissent Bk,k(n) dans le théorème de
Gordon.
Un autre résultat a été démontré par Corteel et Lovejoy [47℄. On dénit la partition
assoiée d'une partition λ en parts distintes positives ou nulles omme la partition ob-
tenue en enlevant 0 à la plus petite part de λ, 1 à la deuxième plus petite part de λ et
ainsi de suite. Par exemple, la partition assoiée de (7, 6, 5, 2, 0) est (3, 3, 3, 1, 0).
Théorème [47, théorème 1.6℄. Soit Dk(n) le nombre de surpartitions de n telles que
la partition assoiée de la première ligne du symbole de Frobenius a au plus k − 2 arrés
de Durfee. Alors Ak(n) = Dk(n).
Struture de ette thèse
Le hapitre I est un prolongement de l'introdution qui présente quelques outils ana-
lytiques indispensables. Le orps de ette thèse est onstitué des hapitres II, III et IV.
Le hapitre II présente une généralisation des identités d'Andrews-Gordon (et des résul-
tats analogues basés sur le théorème de Bressoud) aux paires de surpartitions, qui seront
dénies dans e hapitre. Le hapitre III présente des preuves supplémentaires de er-
tains résultats du hapitre II. Enn, au hapitre IV, on présente en détail d'autres objets,
les surpartitions n-olorées, et on les utilise pour interpréter ombinatoirement ertaines
séries multiples.
Chapitre I
Outils
Dans e hapitre, on va introduire ertains outils analytiques utiles pour l'énumération
des objets qui seront étudiés dans les hapitres suivants. Ces outils appartiennent au
domaine des séries hypergéométriques basiques, également appelées q-séries.
Une série hypergéométrique basique de base q est une série de la forme
∑
cn où cn+1/cn
est une fontion rationnelle de qn à oeients dans C, q étant un paramètre xé qui
vérie généralement |q| < 1 pour des raisons de onvergene. Comme l'indique l'ouvrage
de référene de Gasper et Rahman sur le sujet [57℄, l'histoire de es séries a ommené
ave les travaux d'Euler [53℄ qui a étudié le produit inni (q)−1∞ (la série génératrie des
partitions), mais elles ont vraiment pris leur essor ave Heine [62, 63, 64℄ qui a étudié la
série
2φ1(a, b; c; q, z) =
∞∑
n=0
(a)n(b)n
(q)n(c)n
zn.
Les séries hypergéométriques basiques sont intimement liées à l'énumération des par-
titions. Comme on l'a déjà mentionné, la série génératrie des partitions est donnée par
∞∑
n=0
p(n)qn =
∞∏
i=1
1
1− qi =
1
(q)∞
.
En notant pdist(n) le nombre de partitions de n en parts distintes, la série génératrie
des partitions en parts distintes s'érit
∞∑
n=0
pdist(n)q
n = (−q)∞.
En notant p6N(n) le nombre de partitions de n en parts inférieures ou égales à N , la série
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génératrie des partitions en parts inférieures ou égales à N s'érit
∞∑
n=0
p6N(n)q
n =
1
(q)N
.
C'est également la série génératrie des partitions en au plus N parts ; e résultat est
très faile à démontrer en utilisant une bijetion lassique, la onjugaison. Le onjugué
d'une partition λ est la partition λ′ dont le diagramme de Ferrers est le symétrique du
diagramme de Ferrers de λ par rapport à sa diagonale prinipale (voir gure I.1).
Fig. I.1 : Diagrammes de Ferrers de la partition λ = (5, 4, 3, 3) et de son onjugué
λ′ = (4, 4, 4, 2, 1).
Il est lair que la onjugaison est involutive et qu'elle préserve la taille : le onjugué
d'une partition de n est une partition de n. Comme la diagonale prinipale du diagramme
n'est pas modiée par la symétrie, la onjugaison préserve aussi le nombre de olonnes
du symbole de Frobenius. Elle s'exprime d'ailleurs de façon très simple en utilisant ette
représentation : omme une équerre de largeur a et de hauteur b est transformée par la
onjugaison en une équerre de largeur b et de hauteur a, le onjugué de la partition ayant
pour symbole de Frobenius a1 a2 · · · aN
b1 b2 · · · bN

est la partition ayant pour symbole de Frobeniusb1 b2 · · · bN
a1 a2 · · · aN
 .
Autrement dit, prendre le onjugué d'une partition revient à éhanger les lignes du sym-
bole de Frobenius.
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I.1 Coeients q-binomiaux
Les oeients q-binomiaux , également appelés polynmes gaussiens ar ils ont été
introduits par Gauss [58℄, sont dénis par[
n
k
]
q
=
(q)n
(q)k(q)n−k
.
Leur nom vient du fait qu'ils sont des q-analogues des oeients binomiaux lassiques(
n
k
)
=
n!
k!(n− k)! ,
e qui signie que les oeients binomiaux sont la limite des oeients q-binomiaux
quand q tend vers 1. En eet, pour q 6= 1,[
n
k
]
q
=
(q)n
(q)k(q)n−k
=
(q)n
(1−q)n
(q)k
(1−q)k
(q)n−k
(1−q)n−k
=
1−q
1−q
1−q2
1−q
· · · 1−qn
1−q
1−q
1−q
1−q2
1−q
· · · 1−qk
1−q
× 1−q
1−q
1−q2
1−q
· · · 1−qn−k
1−q
=
1 · (1 + q) · · · (1 + q + · · ·+ qn−1)
1 · (1 + q) · · · (1 + q + · · ·+ qk−1)× 1 · (1 + q) · · · (1 + q + · · ·+ qn−k−1)
q→1−−→ 1 · 2 · · ·n
1 · 2 · · ·k × 1 · 2 · · · (n− k)
=
n!
k!(n− k)!
=
(
n
k
)
.
Les oeients q-binomiaux ont une interprétation ombinatoire simple qui est don-
née par le théorème suivant, dont on donne la démonstration pour illustrer l'utilisation
d'équations aux q-diérenes (q-analogues des équations aux diérenes lassiques, omme
par exemple (I.2)) dans la démonstration de résultats d'énumération ; de telles équations
seront abondamment utilisées au hapitre II.
Théorème I.1 (Sylvester [92℄). Le oeient q-binomial
[
n
k
]
q
est la série génératrie des
partitions en au plus k parts qui sont toutes inférieures ou égales à n− k, ou, en d'autres
termes, la série génératrie des partitions dont le diagramme de Ferrers est ontenu dans
un retangle de longueur n− k et de largeur k.
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Démonstration. On reprend la présentation d'Andrews [25℄. On observe d'abord que[
n
0
]
q
=
[
n
n
]
q
= 1 (I.1)
et que [
n
k
]
q
−
[
n− 1
k − 1
]
q
=
(q)n−1
(q)k(q)n−k
(
(1− qn)− (1− qk))
=
(q)n−1
(q)k(q)n−k
qk(1− qn−k)
= qk
(q)n−1
(q)k(q)n−k−1
= qk
[
n− 1
k
]
q
. (I.2)
On remarque ensuite que (I.1) et (I.2) dénissent de manière unique
[
n
k
]
q
pour tous n et
k positifs ou nuls. Par ailleurs, es deux relations permettent de montrer par réurrene
que les oeients q-binomiaux sont des polynmes.
D'autre part, en notant p(n− k, k, ℓ) le nombre de partitions de ℓ en au plus k parts
qui sont toutes inférieures ou égales à n− k, on a
p(n− k, 0, ℓ) =

1 si n− k = ℓ = 0
0 sinon
(I.3)
et
p(0, k, ℓ) =

1 si k = ℓ = 0
0 sinon
(I.4)
ar la partition vide, qui est de taille 0, est la seule partition dont auune part n'est
stritement positive et la seule partition dont le nombre de parts n'est pas stritement
positif.
Si on note F (n, k) =
∑
ℓ>0 p(n− k, k, ℓ)qℓ, (I.3) et (I.4) impliquent que
F (n, 0) = F (n, n) = 1. (I.5)
De plus, p(n − k, k, ℓ)− p(n− k, k − 1, ℓ) ompte les partitions de l en exatement k
parts qui sont toutes inférieures ou égales à n−k. On transforme haune de es partitions
en supprimant toutes les parts égales à 1 et en enlevant 1 à haque part supérieure à 1.
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Les partitions obtenues sont de taille ℓ − k, elles ont au plus k parts et haque part
est inférieure ou égale à n − k − 1. Notre transformation est lairement une bijetion
entre les partitions omptées par p(n− k, k, ℓ)− p(n− k, k − 1, ℓ) et elles omptées par
p(n− k − 1, k, ℓ− k). On a don
p(n− k, k, ℓ)− p(n− k, k − 1, ℓ) = p(n− k − 1, k, ℓ− k), (I.6)
e qui se traduit sur la série génératrie par
F (n, k)− F (n− 1, k − 1) = qkF (n− 1, k). (I.7)
Don, omme
[
n
k
]
q
et F (n, k) vérient les mêmes onditions initiales (respetivement
(I.1) et (I.5)) et la même équation de réurrene (respetivement (I.2) et (I.7)), es deux
quantités sont égales et le théorème I.1 est démontré.
I.2 L'identité du produit triple de Jaobi
Jaobi [65℄ a démontré le résultat suivant, que Gauss avait en fait déjà obtenu dans
un manusrit non publié (voir [80℄) :
Théorème I.2 (Identité du produit triple de Jaobi).
∞∑
n=−∞
znqn
2
= (−zq,−q/z, q2; q2)∞. (I.8)
L'identité du produit triple de Jaobi permet de démontrer des identités analytiques
de type Rogers-Ramanujan, où l'un des deux membres est une série et l'autre un produit
inni. Elle est par exemple utilisée dans la démonstration analytique du théorème de
Gordon due à Andrews [11℄.
I.3 Paires de Bailey
Le but de ette setion n'est pas d'exposer en détail la théorie des paires de Bailey,
mais seulement de présenter quelques notions utilisées dans les hapitres suivants. Pour
une présentation de la théorie des paires de Bailey, de son histoire et de ses appliations
en méanique statistique, voir [93℄.
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Soit a ∈ C. Une paire de Bailey par rapport à a est un ouple (α, β) de suites vériant,
pour tout n > 0,
βn =
n∑
r=0
αr
(q)n−r(aq)n+r
.
Les paires de Bailey ont été introduites dans [31, 32℄. Elles permettent, à l'aide de
l'identité du produit triple de Jaobi, de démontrer les identités de Rogers-Ramanujan et
d'autres identités du même type. Slater [89, 90℄ a ainsi obtenu 130 identités de e type en
utilisant les paires de Bailey.
Il est possible d'obtenir une paire de Bailey à partir d'une autre paire déjà onnue en
utilisant le théorème suivant, dû à Andrews [23, 24℄ :
Théorème I.3 (Andrews). Soit (α, β) une paire de Bailey par rapport à a. Alors (α′, β ′),
où
α′n =
(ρ)n(σ)n(aq/ρσ)
n
(aq/ρ)n(aq/σ)n
αn et β
′
n =
n∑
r=0
(ρ)r(σ)r(aq/ρσ)
r(aq/ρσ)n−r
(aq/ρ)n(aq/σ)n(q)n−r
βr,
est aussi une paire de Bailey par rapport à a pour tous ρ et σ tels que les séries onvergent
absolument.
En faisant tendre n, ρ et σ vers l'inni dans l'identité liant les β ′n et les α
′
r qui résulte
de e théorème, on obtient que si (α, β) est une paire de Bailey par rapport à a, on a
∞∑
r=0
arqr
2
βr =
1
(aq)∞
∞∑
r=0
arqr
2
αr. (I.9)
La première identité de Rogers-Ramanujan est obtenue en utilisant (I.9) ave la paire de
Bailey par rapport à 1 suivante [83℄ :
αn =

1 si n = 0
(−1)nq n(3n−1)2 (1 + qn) sinon
et βn =
1
(q)n
et en appliquant l'identité du produit triple de Jaobi. La deuxième identité de Rogers-
Ramanujan est obtenue de même ave la paire de Bailey par rapport à q suivante [83℄ :
αn = (−1)nq
n(3n+1)
2
1− q2n+1
1− q et βn =
1
(q)n
.
En appliquant le théorème I.3 itérativement, on peut, à partir d'une paire de Bailey,
obtenir une suite innie de paires appelée haîne de Bailey . Les haînes de Bailey per-
mettent, entre autres, de démontrer la version analytique du théorème de Gordon [20℄
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dans le as partiulier où i = 1 ou i = k, mais ne susent pas pour traiter le as général.
On a besoin pour ela d'un outil plus puissant : le treillis de Bailey . L'idée est de pouvoir
passer d'une paire de Bailey à une autre paire qui ne soit pas relative au même paramètre
a, e qui est rendu possible par le lemme suivant.
Lemme I.4 (Agarwal, Andrews et Bressoud [5℄). Soit (α, β) une paire de Bailey par
rapport à a. Alors (α′, β ′), où
α′n =

α0 si n = 0
(1− a)
(
a
ρσ
)n
(ρ)n(σ)n
(a/ρ)n(a/σ)n
(
αn
1−aq2n
− aq2n−2αn−1
1−aq2n−2
)
si n > 1
β ′n =
n∑
k=0
(ρ)k(σ)k(a/ρσ)
k(a/ρσ)n−kβk
(q)n−k(a/ρ)n(a/σ)n
est une paire de Bailey par rapport à aq−1 pour tous ρ et σ tels que les séries onvergent
absolument.
Le théorème I.3 et le lemme I.4 permettent de démontrer le théorème suivant [5,
théorème 3.1℄ :
Théorème I.5 (Agarwal, Andrews et Bressoud). Si (α, β) est une paire de Bailey par
rapport à a et 0 6 i 6 k, alors, pour tous ρj et σj tels que les séries onvergent absolument,∑
n>n1>···>nk>0
(ρ1)n1 · · · (ρk)nk(σ1)n1 · · · (σk)nk
(q)n−n1 · · · (q)nk−1−nk
× (a/ρ1σ1)n−n1 · · · (a/ρiσi)ni−1−ni
(a/ρ1)n · · · (a/ρi)ni−1(a/σ1)n · · · (a/σi)ni−1
× (aq/ρi+1σi+1)ni−ni+1 · · · (aq/ρkσk)nk−1−nka
n1+···+nkqni+1+···+nkβnk
(aq/ρi+1)ni · · · (aq/ρk)nk−1(aq/σi+1)ni · · · (aq/σk)nk−1(ρ1σ1)n1 · · · (ρkσk)nk
=
α0
(q)n(a)n
+
n∑
t=1
(ρ1)t(σ1)t · · · (ρi)t(σi)tait(1− a)
(a/ρ1)t(a/σ1)t · · · (a/ρi)t(a/σi)t(ρ1 · · ·ρiσ1 · · ·σi)t(q)n−t(a)n+t×(
(ρi+1)t(σi+1)t · · · (ρk)t(σk)t(aq)(k−i)tαt
(aq/ρi+1)t(aq/σi+1)t · · · (aq/ρk)t(aq/σk)t(ρi+1 · · · ρkσi+1 · · ·σk)t(1− aq2t)
− (ρi+1)t−1(σi+1)t−1 · · · (ρk)t−1(σk)t−1
(aq/ρi+1)t−1(aq/σi+1)t−1 · · · (aq/ρk)t−1(aq/σk)t−1
× (aq)
(k−i)(t−1)aq2t−2αt−1
(ρi+1 · · · ρkσi+1 · · ·σk)t−1(1− aq2t−2)
)
.
En utilisant des valeurs partiulières des paramètres n, ρj et σj et en faisant appel
à l'identité du produit triple de Jaobi, e théorème permet de démontrer la version
analytique du théorème de Gordon et d'autres résultats similaires [5℄.
Chapitre II
Paires de surpartitions et séries
hypergéométriques basiques
II.1 Introdution
Dans e hapitre, basé sur [76℄, on étudie deux lasses de séries hypergéométriques
basiques :
Rk,i(a, b; x; q) =
(−axq,−bxq)∞
(xq, abxq)∞
∑
n>0
(−abxk)nqkn2+(k−i+1)n−(n2)(−1/a,−1/b)n(xq)n
(q,−axq,−bxq)n
×
(
1− abx
iq(2n+1)i−2n(1 + qn/a)(1 + qn/b)
(1 + axqn+1)(1 + bxqn+1)
)
(II.1)
et
R˜k,i(a, b; x; q) =
(−axq,−bxq)∞
(xq, abxq)∞
∑
n>0
(−abxk−1)nqkn2+(k−i)n−2(n2)(−1/a,−1/b)n(x2q2; q2)n
(q2; q2)n(−axq,−bxq)n
×
(
1− abx
iqi(2n+1)−2n(1 + qn/a)(1 + qn/b)
(1 + axqn+1)(1 + bxqn+1)
)
. (II.2)
Dans la première partie du hapitre, on interprète le oeient de asbtxmqn dans (II.1)
et (II.2) en termes de paires de surpartitions. Une paire de surpartitions de n est un ouple
(λ, µ) de surpartitions tel que la somme des parts de λ et des parts de µ est égale à n.
Par exemple, les 12 paires de surpartitions de 2 sont
((2),∅) ,
(
(2),∅
)
, ((1, 1),∅) ,
(
(1, 1),∅
)
,
(
(1), (1)
)
, ((1), (1)) ,(
(1), (1)
)
,
(
(1), (1)
)
,
(
∅, (2)
)
, (∅, (2)) , (∅, (1, 1)) ,
(
∅, (1, 1)
)
.
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Les paires de surpartitions ont été introduites dans [46℄ pour démontrer ombinatoirement
la somme 1ψ1 de Ramanujan :
∞∑
n=−∞
(a)n
(b)n
zn =
(b/a, q, q/az, az; q)∞
(b, b/az, q/a, z; q)∞
pour |q| < 1 et ∣∣ b
a
∣∣ < |z| < 1.
Pour pouvoir dénir de façon onise les paires de surpartitions qui nous intéressent,
on dira qu'un entier j apparaît non attahé dans la paire de surpartitions (λ, µ) s'il
apparaît uniquement non surligné et uniquement dans µ. Par exemple, dans la paire de
surpartitions
(
(6, 4, 4, 3), (6, 4, 4, 2, 2, 1)
)
, seul 1 apparaît non attahé. Notons fj(λ) (resp.
fj(λ)) le nombre de parts non surlignées (resp. surlignées) d'une surpartition λ égales à
j, et Oj(λ) le nombre de parts surlignées de λ inférieures ou égales à j. On dénit la
valuation d'une paire de surpartitions (λ, µ) en j par
vj((λ, µ)) = fj(λ) + fj(λ) + fj(µ) + χ(j apparaît non attahé dans (λ, µ)), (II.3)
où χ est la fontion aratéristique usuelle :
χ(A) =

1 si A est vrai
0 sinon.
Par exemple, la valuation de la paire préédente en 4 vaut 3 ar f4(λ) = 2, f4(λ) = 0,
f4(µ) = 1 et 4 n'apparaît pas non attahé.
On peut maintenant énoner nos deux premiers théorèmes. Dans tout e hapitre, sauf
mention ontraire, on suppose que k > 2 et que 1 6 i 6 k.
Théorème II.1. Soit rk,i(s, t,m, n) le nombre de paires de surpartitions (λ, µ) de n ave
m parts, parmi lesquelles s sont des parts surlignées de λ ou des parts non surlignées de
µ, et t sont des parts de µ, où
(i) v1((λ, µ)) 6 i− 1 ;
(ii) pour tout j > 1, fj(λ) + vj+1((λ, µ)) 6 k − 1.
Alors
Rk,i(a, b; x; q) =
∑
s,t,m,n>0
rk,i(s, t,m, n)a
sbtxmqn.
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Théorème II.2. Soit r˜k,i(s, t,m, n) le nombre de paires de surpartitions (λ, µ) omptées
par rk,i(s, t,m, n) telles que s'il y a égalité dans la ondition (ii) du théorème II.1 pour un
ertain j > 1, on a
jfj(λ) + (j + 1)vj+1((λ, µ)) ≡ i− 1 +Oj(λ) +Oj(µ) (mod 2). (II.4)
Alors
R˜k,i(a, b; x; q) =
∑
s,t,m,n>0
r˜k,i(s, t,m, n)a
sbtxmqn.
Dans le as des partitions (λ n'a pas de parts surlignées et µ est vide), on a vj((λ,∅)) =
fj(λ) et on retrouve don les partitions vériant des onditions de multipliités dans les
théorèmes de Gordon (pour le théorème II.1 et de Bressoud (pour le théorème II.2.
Ces théorèmes unient et généralisent de nombreuses familles importantes d'identités
sur les partitions, parmi lesquelles le théorème de Gordon, le théorème analogue obtenu
par Bressoud [36℄, les théorèmes de Gordon pour les surpartitions [71℄, la généralisation
d'Andrews des identités de Göllnitz-Gordon [12℄, leur analogue pour les surpartitions [72℄,
ainsi que des résultats plus généraux obtenus en ollaboration ave Corteel et Lovejoy
[49, 48℄. La façon dont tous es résultats déoulent des théorèmes II.1 et II.2 via l'identité
du produit triple de Jaobi sera expliquée dans la setion II.4, et plusieurs nouvelles
familles d'identités seront présentées.
Dans la deuxième partie du hapitre, on étudie trois autres lasses d'objets ombina-
toires omptés par Rk,i(a, b; 1; q) et R˜k,i(a, b; 1; q). Ces objets seront dénis dans la suite
du hapitre. An de pouvoir énoner les autres résultats de e hapitre, posons
Bk,i(s, t, n) =
∑
m>0
rk,i(s, t,m, n)
et
B˜k,i(s, t, n) =
∑
m>0
r˜k,i(s, t,m, n).
Théorème II.3. Soit Ck,i(s, t, n) le nombre de paires de surpartitions de n dont la re-
présentation de Frobenius possède s parts non surlignées dans la ligne du bas et t parts
non surlignées dans la ligne du haut, et dont les rangs suessifs sont dans l'intervalle
[−i + 2, 2k − i − 1]. Soit Dk,i(s, t, n) le nombre de paires de surpartitions de n qui sont
(k, i)-admissibles et dont la représentation de Frobenius possède s parts non surlignées
40 Chapitre II : Paires de surpartitions et séries hypergéométriques basiques
dans la ligne du bas et t parts non surlignées dans la ligne du haut. Soit Ek,i(s, t, n) le
nombre de hemins de Bressoud-Burge généralisés d'indie majeur n vériant les (k, i)-
onditions impaires, où le nombre de pis marqués par a (resp. marqués par b) est s (resp.
t). Alors
Bk,i(s, t, n) = Ck,i(s, t, n) = Dk,i(s, t, n) = Ek,i(s, t, n).
Théorème II.4. Soit C˜k,i(s, t, n) le nombre de paires de surpartitions de n dont la re-
présentation de Frobenius possède s parts non surlignées dans la ligne du bas et t parts
non surlignées dans la ligne du haut, et dont les rangs suessifs sont dans l'intervalle
[−i+ 2, 2k− i− 2]. Soit D˜k,i(s, t, n) le nombre de paires de surpartitions de n auto-(k, i)-
onjuguées dont la représentation de Frobenius possède s parts non surlignées dans la
ligne du bas et t parts non surlignées dans la ligne du haut. Soit E˜k,i(s, t, n) le nombre
de hemins de Bressoud-Burge généralisés omptés par Ek,i(s, t, n) qui vérient aussi les
(k, i)-onditions paires. Alors
B˜k,i(s, t, n) = C˜k,i(s, t, n) = D˜k,i(s, t, n) = E˜k,i(s, t, n).
Les théorèmes II.3 et II.4 étendent des travaux sur les surpartitions obtenus en ol-
laboration ave Corteel et Lovejoy [49, 48℄, qui sont eux-mêmes une généralisation aux
surpartitions des identités d'Andrews-Gordon et des résultats analogues basés sur le théo-
rème de Bressoud.
Ce hapitre est organisé omme suit : le théorème II.1 est démontré dans la setion
II.2 en utilisant les équations aux q-diérenes d'Andrews pour ertaines familles de séries
hypergéométriques basiques [15℄. Le théorème II.2 est démontré dans la setion II.3 de
la même manière, à ei près que nous avons dû établir les équations aux q-diérenes
néessaires. Dans la setion II.4, on présente quelques unes des nombreuses identités om-
binatoires qui déoulent des théorèmes II.1 et II.2. Dans les setions II.5 à II.7, on dénit
les strutures ombinatoires qui apparaissent dans les théorèmes II.3 et II.4 et on démontre
es théorèmes.
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II.2 Les Rk,i(a, b; x; q)
Les fontions Jλ,k,i d'Andrews [15℄ sont liées à nos fontions par l'égalité
Rk,i(a, b; x; q) =
1
(abxq)∞
J2,k,i(−1/a,−1/b; x; q). (II.5)
En employant les équations aux q-diérenes pour les J2,k,i et les H2,k,i [15, équations
(2.1)-(2.4), λ = 2℄,
H2,k,i(a, b, x; q)−H2,k,i−1(a, b, x; q) = xi−1J2,k,k−i+1(a, b; x; q), (II.6)
J2,k,i(a, b; x; q) = H2,k,i(a, b; xq; q)− xq(1/a+ 1/b)H2,k,i−1(a, b; xq; q)
+ x2q2/(ab)H2,k,i−2(a, b; xq; q), (II.7)
H2,k,−i(a, b; x; q) = −x−iH2,k,i(a, b; x; q), (II.8)
H2,k,0(a, b; x; q) = 0 (II.9)
on peut déduire que les Rk,i(a, b; x; q) vérient les égalités suivantes :
Lemme II.5.
Rk,1(a, b; x; q) = Rk,k(a, b; xq; q), (II.10)
Rk,2(a, b; x; q)− Rk,1(a, b; x; q) = xq
1− abxqRk,k−1(a, b; xq; q) (II.11)
+
axq
1− abxqRk,k(a, b; xq; q)
+
bxq
1− abxqRk,k(a, b; xq; q)
+
abxq
1− abxqRk,k(a, b; xq; q)
et pour 3 6 i 6 k,
Rk,i(a, b; x; q)− Rk,i−1(a, b; x; q) = (xq)
i−1
1− abxqRk,k−i+1(a, b; xq; q) (II.12)
+
a(xq)i−1
1− abxqRk,k−i+2(a, b; xq; q)
+
b(xq)i−1
1− abxqRk,k−i+2(a, b; xq; q)
+
ab(xq)i−1
1− abxq Rk,k−i+3(a, b; xq; q).
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Démonstration. On ne démontre que (II.10), la démonstration des autres égalités étant
très similaire. On a
Rk,1(a, b; x; q) =
1
(abxq)∞
J2,k,i(−1/a,−1/b; x; q)
=
1
(abxq)∞
(
H2,k,1(−1/a,−1/b; xq; q) + abx2q2H2,k,−1(−1/a,−1/b; xq; q)
)
(par (II.7) et (II.9))
=
1− abxq
(abxq)∞
H2,k,1(−1/a,−1/b; xq; q) (par (II.8))
=
1
(ab(xq)q)∞
J2,k,k(−1/a,−1/b; xq; q) (par (II.6) et (II.9))
= Rk,k(a, b; xq; q).
En utilisant es égalités, on peut déduire le théorème II.1.
Démonstration du théorème II.1. On observe d'abord que les équations aux q-diérenes
du lemme II.5 et la ondition initiale Rk,i(a, b; 0; q) = 1 dénissent de manière unique les
fontions Rk,i(a, b; x; q). Posons
R̂k,i(a, b; x; q) =
∑
s,t,m,n>0
rk,i(s, t,m, n)a
sbtxmqn.
On veut montrer que R̂k,i(a, b; x; q) = Rk,i(a, b; x; q). Pour ela, on va montrer que les fon-
tions R̂k,i(a, b; x; q) vérient les équations aux q-diérenes du lemme II.5. Il est évident
que R̂k,i(a, b; 0; q) = 1, puisqu'il n'y a pas de paires de surpartitions sans parts hormis la
paire vide.
On remarque qu'en enlevant 1 à haque part d'une paire de surpartitions vériant la
ondition (ii) du théorème II.1 (et en supprimant les zéros obtenus), on obtient une autre
paire de surpartitions qui vérie ette ondition. De même, en ajoutant 1 à haque part
d'une paire qui vérie la ondition, on obtient une autre paire vériant la ondition.
Commençons par (II.10). Une paire de surpartitions (λ, µ) omptée par rk,1(s, t,m, n)
ne ontient auune part 1 et vérie don v2((λ, µ)) 6 k− 1. En enlevant 1 à haque part,
on obtient que R̂k,1(a, b; x; q) = R̂k,k(a, b; xq; q).
Pour (II.11), on observe que la fontion
R̂k,2(a, b; x; q)− R̂k,1(a, b; x; q)
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est la série génératrie des paires de surpartitions (λ, µ) omptées par rk,2(s, t,m, n) telles
que v1((λ, µ)) = 1. On sépare es paires en quatre lasses disjointes : elles pour lesquelles
1 est une part de λ, elles pour lesquelles 1 est une part de λ, elles pour lesquelles 1
est une part de µ, et elles où 1 apparaît non attahé. Dans le premier de es quatre
as, v2((λ, µ)) 6 k − 2. Alors, en supprimant le 1 de λ ainsi que tous les 1 qui peuvent
apparaître dans µ, puis en enlevant 1 à toutes les parts restantes, on voit que es paires
de surpartitions sont engendrées par
xq
1− abxq R̂k,k−1(a, b; xq; q).
Dans le deuxième as, 'est-à-dire quand 1 apparaît dans λ, on a v2((λ, µ)) 6 k − 1.
Alors, en supprimant le 1 de λ ainsi que tous les 1 qui peuvent apparaître dans µ, puis
en enlevant 1 à toutes les parts restantes, on voit que es paires de surpartitions sont
engendrées par
axq
1− abxq R̂k,k(a, b; xq; q).
En proédant exatement de la même façon, on voit que les paires ontenant un 1 dans µ
sont engendrées par
bxq
1− abxq R̂k,k(a, b; xq; q).
Pour le dernier as, elui où 1 apparaît non attahé dans la paire de surpartitions (λ, µ),
on a enore v2((λ, µ)) 6 k − 1. Alors, en supprimant tous les 1 de µ et en enlevant 1 à
toutes les parts restantes, on voit que es paires de surpartitions sont engendrées par
abxq
1− abxq R̂k,k(a, b; xq; q).
En regroupant toutes es observations, on obtient (II.11).
Passons maintenant à (II.12). Comme préédemment, la fontion
R̂k,i(a, b; x; q)− R̂k,i−1(a, b; x; q)
est la série génératrie des paires de surpartitions omptées par rk,i(s, t,m, n) telles que
v1((λ, µ)) = i− 1. Et, enore une fois, on onsidère quatre as :
1. f1(λ) = i− 1 ;
2. f1(λ) = i− 2 et f1(λ) = 1 ;
3. f1(λ) = i− 2 et f1(µ) = 1 ;
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4. f1(λ) = i− 3, f1(λ) = 1 et f1(µ) = 1.
Remarquons que omme i− 1 > 2, on ne peut pas avoir une ourrene non attahée de
1 dans (λ, µ).
Dans le premier de nos quatre as, v2((λ, µ)) 6 k − i. Alors, en supprimant les i − 1
parts égales à 1 de λ ainsi que tous les 1 de µ, puis en enlevant 1 à haque part restante,
on voit que es paires de surpartitions sont engendrées par
(xq)i−1
1− abxq R̂k,k−i+1(a, b; xq; q).
Dans le deuxième as, où f1(λ) = i − 2 et f1(λ) = 1, on a v2((λ, µ)) 6 k − i + 1. Alors
en supprimant les i − 2 parts égales à 1 et le 1 de λ, ainsi que tous les 1 de µ, puis en
enlevant 1 à haque part restante, on voit que es paires de surpartitions sont engendrées
par
axq(xq)i−2
1− abxq R̂k,k−i+2(a, b; xq; q).
De même, les paires de surpartitions pour lesquelles f1(λ) = i − 2 et f1(µ) = 1 sont
engendrées par
bxq(xq)i−2
1− abxq R̂k,k−i+2(a, b; xq; q).
Enn, si f1(λ) = i − 3, f1(λ) = 1, et f1(µ) = 1, alors v2((λ, µ) 6 k − i + 2. Alors, en
supprimant les i − 3 parts égales à 1 et le 1 de λ, le 1 et tous les 1 non surlignés de µ,
puis en enlevant 1 à haque part restante, on voit que es paires de surpartitions sont
engendrées par
(axq)(bxq)(xq)i−3
1− abxq R̂k,k−i+3(a, b; xq; q).
En regroupant toutes es observations, on obtient (II.12) pour les R̂k,i(a, b; x; q) et on
peut maintenant en onlure que Rk,i(a, b; x; q) = R̂k,i(a, b; x; q), e qui établit le théorème
II.1.
II.3 Les R˜k,i(a, b; x; q)
Contrairement au as des Rk,i(a, b; x; q), il va falloir développer à partir de zéro la théo-
rie des réurrenes pour les R˜k,i(a, b; x; q). Dans ette tâhe, on suit de près la démarhe
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d'Andrews [15℄. Pour k > 1 et i ∈ Z, on dénit
H˜2,k,i(a, b; x; q) =
(−axq,−bxq)∞
(xq)∞
×
∑
n>0
(−ab)nx(k−1)nqkn2+n−in−2(n2)(−1/a,−1/b)n(x2; q2)n(1− xiq2ni)
(q2; q2)n(−axq,−bxq)n(1− x)
et
J˜2,k,i(a, b; x; q) = (abxq)∞R˜k,i(a, b; x; q).
Quand a = 0 ou b = 0, es fontions se simplient et on retrouve les H˜k,i et les J˜k,i
étudiées dans [48℄. On va établir les résultats suivants :
Proposition II.6. On a
H˜2,k,0(a, b; x; q) = 0, (II.13)
H˜2,k,−i(a, b; x; q) = −x−iH˜2,k,i(a, b; x; q), (II.14)
H˜2,k,i(a, b; x; q)− H˜2,k,i−2(a, b; x; q) = xi−2(1 + x)J˜2,k,k−i+1(a, b; x; q) (II.15)
et
J˜2,k,i(a, b; x; q) = H˜2,k,i(a, b; xq; q) + (axq + bxq)H˜2,k,i−1(a, b; xq; q)
+ abx2q2H˜2,k,i−2(a, b; xq; q). (II.16)
Démonstration. Les égalités (II.13) et (II.14) sont immédiates. Pour les deux autres, on
introduit quelques notations pour simplier les aluls. On pose
C˜2,k,i(a, b; x; q) =
(xq)∞
(−axq,−bxq)∞ H˜2,k,i(a, b; x; q) (II.17)
et
D˜2,k,i(a, b; x; q) =
(xq)∞
(−axq,−bxq)∞ J˜2,k,i(a, b; x; q). (II.18)
On pose également
M˜n(a, b; x; q) = M˜n(x) = x
(k−1)nq(k−1)n
2+2n(−ab)n. (II.19)
Ces trois dénitions sont analogues à elles données par Andrews dans [15℄. Remar-
quons que
M˜n+1(x) = −abxk−1q2n(k−1)+k+1M˜n(x) (II.20)
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et que
M˜n(xq) = q
(k−1)nM˜n(x). (II.21)
Nous sommes maintenants prêts à traiter le as de (II.15). On a
C˜2,k,i(a, b; x; q)− C˜2,k,i−2(a, b; x; q)
=
∑
n>0
M˜n(x)(x
2; q2)n(−1/a,−1/b)n
(1− x)(q2; q2)n(−axq,−bxq)n ×
(
q−in(1− q2n) + xi−2qn(i−2)(1− x2q2n))
= (1 + x)
∑
n>1
M˜n(x)q
−in(x2q2; q2)n−1(−1/a,−1/b)n
(q2; q2)n−1(−axq,−bxq)n
+ xi−2(1 + x)
∑
n>0
M˜n(x)q
n(i−2)(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n
= (1 + x)
∑
n>0
M˜n+1(x)q
−i(n+1)(x2q2; q2)n(−1/a,−1/b)n+1
(q2; q2)n(−axq,−bxq)n+1
+ xi−2(1 + x)
∑
n>0
M˜n(x)q
n(i−2)(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n
= −abxk−1qk−i+1(1 + x)
∑
n>0
M˜n(x)q
n(2k−i−2)(x2q2; q2)n(−1/a,−1/b)n+1
(q2; q2)n(−axq,−bxq)n+1
+ xi−2(1 + x)
∑
n>0
M˜n(x)q
n(i−2)(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n
= −abxk−1qk−i+1(1 + x)
∑
n>0
M˜n(xq)q
n(k−i−1)(x2q2; q2)n(−1/a,−1/b)n+1
(q2; q2)n(−axq,−bxq)n+1
+ xi−2(1 + x)
∑
n>0
M˜n(xq)q
n(−k+i−1)(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n
= xi−2(1 + x)
∑
n>0
M˜n(xq)q
−n(k−i+1)(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n
− abxi−2(1 + x)(xq)k−i+1
×
∑
n>0
M˜n(xq)q
−n(k−i+1)+2n(k−i+1)−2n(x2q2; q2)n(−1/a,−1/b)n+1
(q2; q2)n(−axq,−bxq)n+1
= xi−2(1 + x)
∑
n>0
M˜n(xq)q
−n(k−i+1)(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n
×
(
1− abx
k−i+1q(2n+1)(k−i+1)−2n(1 + qn/a)(1 + qn/b)
(1− axqn+1)(1− bxqn+1)
)
= xi−2(1 + x)D˜2,k,k−i+1(a, b; x; q).
En multipliant les extrémités de la haîne d'égalités i-dessus par (−axq,−bxq)∞/(xq)∞,
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on obtient (II.15).
Passons maintenant à (II.16). En réduisant au même dénominateur l'expression entre
parenthèses dans la dénition des R˜k,i(a, b; x; q), on a
D˜2,k,i(a, b; x; q) =
∑
n>0
M˜n(xq)q
−in(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n+1
× (1 + (a+ b)xqn+1 + abx2q2n+2 − xiq(2n+1)i(1 + (a + b)q−n + abq−2n))
=
∑
n>0
M˜n(xq)q
−in(x2q2; q2)n(−1/a,−1/b)n
(q2; q2)n(−axq,−bxq)n+1
× [(1− xiq(2n+1)i) + (a + b)xqn+1(1− xi−1q(2n+1)(i−1))
+ abx2q2n+2(1− xi−2q(2n+1)(i−2))]
=
(1− xq)
(1 + axq)(1 + bxq)[∑
n>0
M˜n(xq)q
−in((xq)2; q2)n(−1/a,−1/b)n(1− (xq)iq2ni)
(q2; q2)n(−a(xq)q,−b(xq)q)n(1− xq)
+ (a+ b)xq
×
∑
n>0
M˜n(xq)q
−(i−1)n((xq)2; q2)n(−1/a,−1/b)n(1− (xq)i−1q2n(i−1))
(q2; q2)n(−a(xq)q,−b(xq)q)n(1− xq)
+ abx2q2
×
∑
n>0
M˜n(xq)q
−(i−2)n((xq)2; q2)n(−1/a,−1/b)n(1− (xq)i−2q2n(i−2))
(q2; q2)n(−a(xq)q,−b(xq)q)n(1− xq)
]
=
(1− xq)
(1 + axq)(1 + bxq)
[
C˜2,k,i(a, b; xq; q)
+(a+ b)xqC˜2,k,i−1(a, b; xq; q) + abx
2q2C˜2,k,i−2(a, b; xq; q)
]
.
On multiplie les deux tés de ette haîne d'équations par (−axq,−bxq)∞/(xq)∞, e qui
ahève la démonstration de (II.16). La proposition II.6 est don démontrée.
On a l'analogue du lemme II.5 pour les R˜k,i(a, b; x; q) grâe à la proposition II.6.
Lemme II.7.
R˜k,1(a, b; x; q) = R˜k,k(a, b; xq; q), (II.22)
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R˜k,2(a, b; x; q) =
1
1− abxq R˜k,k−1(a, b; xq; q) (II.23)
+
xq
1− abxq R˜k,k−1(a, b; xq; q)
+
axq
1− abxq R˜k,k(a, b; xq; q)
+
bxq
1− abxq R˜k,k(a, b; xq; q),
et, pour 3 6 i 6 k,
R˜k,i(a, b; x; q)− R˜k,i−2(a, b; x; q) = (xq)
i−2(1 + xq)
1− abxq R˜k,k−i+1(a, b; xq; q) (II.24)
+
a(xq)i−2(1 + xq)
1− abxq R˜k,k−i+2(a, b; xq; q)
+
b(xq)i−2(1 + xq)
1− abxq R˜k,k−i+2(a, b; xq; q)
+
ab(xq)i−2(1 + xq)
1− abxq R˜k,k−i+3(a, b; xq; q).
Démonstration du théorème II.2. On ommene par observer que pour une paire de sur-
partitions (λ, µ) omptée par r˜k,i(s, t,m, n), si (λ, µ)−~1 vérie l'égalité dans la ondition
(ii) du théorème II.1 en j, alors (λ, µ) la vérie aussi en j + 1, la notation −~1 signiant
qu'on enlève 1 à haque part et qu'on supprime ensuite les zéros. Par onséquent, on a
jfj(λ−~1) + (j + 1)vj+1((λ, µ)−~1) = (j + 1)fj+1(λ) + (j + 2)vj+2((λ, µ))
− (fj+1(λ) + vj+2((λ, µ)))
≡ i− 1 +Oj+1(λ) +Oj+1(µ)− (k − 1) (mod 2)
≡ k − i+Oj(λ−~1) +Oj(µ−~1) (II.25)
+

0, si 1 6∈ λ et 1 6∈ µ,
0, si 1 ∈ λ et 1 ∈ µ,
1, sinon
(mod 2).
On proède maintenant omme dans la démonstration du théorème II.1. L'égalité
(II.25) sera utilisée tout au long de la démonstration (parfois de façon impliite) pour
garantir la ondition (II.4) dans les paires de surpartitions onsidérées. On observe que
la ondition initiale R˜k,i(a, b; 0; q) = 1 et les équations aux q-diérenes du lemme II.7
dénissent de manière unique les fontions R˜k,i(a, b; x; q). Posons maintenant
S˜k,i(a, b; x; q) =
∑
s,t,m,n>0
r˜k,i(s, t,m, n)a
sbtxmqn.
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Enore une fois, S˜k,i(a, b; 0; q) = 1 ar il n'y a qu'une paire de surpartitions sans auune
part : la paire vide. Don, pour démontrer le théorème II.2, il sut de montrer que
les S˜k,i(a, b; x; q) vérient les mêmes équations aux q-diérenes que les R˜k,i(a, b; x; q) du
lemme II.7.
Commençons par (II.22). Une paire de surpartitions omptée par r˜k,1(s, t,m, n) n'a
pas de parts 1 et vérie v2((λ, µ)) 6 k−1. En enlevant 1 à haque part et en faisant appel
à (II.25), on voit que es paires de surpartitions sont engendrées par S˜k,k(a, b; xq; q).
Pour (II.23), on remarque tout d'abord qu'une paire de surpartitions (λ, µ) omptée
par r˜k,2(s, t,m, n) n'a pas de parts 1 ou vérie v1((λ, µ)) = 1. S'il n'y a pas de parts 1,
v2((λ, µ)) 6 k − 2. En eet, on ne peut pas avoir v2((λ, µ)) = k − 1, ar on aurait alors
1f1(λ)+2v2((λ, µ)) ≡ 0 (mod 2), e qui violerait la ondition (II.4) dans la dénition des
r˜k,2(s, t,m, n). En enlevant 1 à haque part de (λ, µ) et en faisant appel à (II.25), on voit
que es paires de surpartitions sont engendrées par
S˜k,k−1(a, b; xq; q). (II.26)
Si v1((λ, µ)) = 1, quatre as se présentent : 1 apparaît dans λ, 1 apparaît dans λ, 1
apparaît dans µ, ou 1 apparaît non attahé. Dans le premier as, on a v2((λ, µ)) 6 k− 2.
En enlevant 1 à haque part, puis en supprimant le 1 de λ ainsi que tous les 1 de µ, on
voit que es paires sont engendrées par
xq
1− abxq S˜k,k−1(a, b; xq; q). (II.27)
Dans le deuxième as, où 1 apparaît dans λ, on a v2((λ, µ)) 6 k − 1. Remarquons que si
v2((λ, µ)) = k−1, on a 1f1(λ)+2v2((λ, µ)) ≡ 0 (mod 2), qui est ongru à 2−1+O1(λ)+
O1(µ) modulo 2 : la ondition (II.4) est don bien respetée. En supprimant le 1 de λ
ainsi que tous les 1 de µ, puis en enlevant 1 à haque part restante, on onlut (toujours
à l'aide de (II.25)) que es paires sont engendrées par
axq
1− abxq S˜k,k(a, b; xq; q). (II.28)
Le troisième as, où 1 apparaît dans µ, est analogue au deuxième as et les paires de
surpartitions orrespondantes sont engendrées par
bxq
1− abxq S˜k,k(a, b; xq; q). (II.29)
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Enn, on onsidère le as où 1 apparaît non attahé dans la paire de surpartitions (λ, µ).
Si v2((λ, µ)) = k − 1, la ondition (II.4) serait violée, don on a v2((λ, µ)) 6 k − 2. En
supprimant tous les 1 non attahés et en enlevant 1 à haque part restante, on voit que
es paires sont engendrées par
abxq
1− abxq S˜k,k−1(a, b; xq; q). (II.30)
En regroupant (II.26)  (II.30), on onlut que la réurrene (II.23) est vraie pour les
fontions S˜k,i(a, b; x; q).
On passe maintenant à la réurrene (II.24), pour laquelle on va proéder de façon très
analogue. La fontion S˜k,i(a, b; x; q)− S˜k,i−2(a, b; x; q) est la série génératrie des paires de
surpartitions (λ, µ) qui sont omptées par r˜k,i(s, t,m, n) et qui vérient soit v1((λ, µ)) =
i − 1, soit v1((λ, µ)) = i − 2. On onsidèrera huit as, dont le dernier se divise en deux
sous-as (i > 3 et i = 3).
Dans le premier as, supposons que v1((λ, µ)) = i−1 et f1(λ) = i−1. Alors v2((λ, µ)) 6
k − i. Les paires orrespondantes sont engendrées par
(xq)i−1
1− abxq S˜k,k−i+1(a, b; xq; q). (II.31)
Dans le deuxième as, supposons que v1((λ, µ)) = i−2 et f1(λ) = i−2. Alors v2((λ, µ)) 6
k − i, ar si on avait v2((λ, µ)) = k − i + 1, ela violerait la ondition (II.4). Les paires
orrespondantes sont engendrées par
(xq)i−2
1− abxq S˜k,k−i+1(a, b; xq; q). (II.32)
Dans le troisième as, supposons que v1((λ, µ)) = i− 1, f1(λ) = 1 et f1(λ) = i− 2. Alors
v2((λ, µ)) 6 k − i+ 1. Les paires orrespondantes sont engendrées par
a(xq)i−1
1− abxq S˜k,k−i+2(a, b; xq; q). (II.33)
Dans le quatrième as, supposons que v1((λ, µ)) = i− 2, f1(λ) = 1 et f1(λ) = i− 3. Alors
v2((λ, µ)) 6 k − i + 1, ar si on avait v2((λ, µ)) = k − i + 2, ela violerait la ondition
(II.4). Les paires orrespondantes sont engendrées par
a(xq)i−2
1− abxq S˜k,k−i+2(a, b; xq; q). (II.34)
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Le inquième et le sixième as sont analogues respetivement au troisième et au quatrième,
en remplaçant f1(λ) = 1 par f1(µ) = 1. Les paires orrespondantes sont engendrées par
b(xq)i−1 + b(xq)i−2
1− abxq S˜k,k−i+2(a, b; xq; q). (II.35)
Dans le septième as, supposons que v1((λ, µ)) = i−1, f1(λ) = f1(µ) = 1 et f1(λ) = i−3.
Alors v2((λ, µ) 6 k − i+ 2. Les paires orrespondantes sont engendrées par
ab(xq)i−1
1− abxq S˜k,k−i+3(a, b; xq; q). (II.36)
Pour le huitième as, supposons que v1((λ, µ)) = i−2, f1(λ) = f1(µ) = 1 et f1(λ) = i−4.
Cela néessite de supposer que i > 4. Ii, v2((λ, µ)) 6 k − i + 2 ar la ondition (II.4)
serait violée si l'on avait v2((λ, µ)) = k− i+3. Les paires orrespondantes sont engendrées
(pour i > 4) par
ab(xq)i−2
1− abxq S˜k,k−i+3(a, b; xq; q). (II.37)
Si i = 3, par ontre, on ne peut pas avoir v1((λ, µ)) = i− 2 = 1 et avoir en même temps
une part 1 à la fois dans λ et dans µ. Cependant, 1 peut apparaître non attahé. On a
alors v2((λ, µ)) 6 k − 1 (= k − i+ 2), et don les paires orrespondantes sont engendrées
par (II.37) quand i = 3.
En additionnant (II.31)  (II.37), on obtient que (II.24) est vraie pour les S˜k,i(a, b; x; q)
et on peut maintenant onlure que S˜k,i(a, b; x; q) = R˜k,i(a, b; x; q), e qui ahève la dé-
monstration du théorème II.2.
II.4 Corollaires
En utilisant la dénition alternative suivante des (a; q)n (équivalente à la dénition de
la page 18 pour n ∈ N mais valable pour tout n dans C) :
(a; q)∞ = (a)∞ =
∞∏
i=0
(1− aqi)
(a; q)n = (a)n =
(a)∞
(aqn)∞
,
il est faile de montrer que
(a)−n =
(−1)nq(n+12 )
an(q/a)n
. (II.38)
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En utilisant ette égalité, on peut déduire de (II.1) et (II.2) les expressions suivantes des
fontions Rk,i(a, b; 1; q) et R˜k,i(a, b; 1; q) :
Rk,i(a, b; 1; q) =
(−aq,−bq)∞
(q, abq)∞
∑
n∈Z
(−1)nqkn2+(k−i+1)n−(n2)(−1/a,−1/b)n(ab)n
(−aq,−bq)n (II.39)
et
R˜k,i(a, b; 1; q) =
(−aq,−bq)∞
(q, abq)∞
∑
n∈Z
qkn
2+kn−in−2(n2)(−1/a,−1/b)n(−ab)n
(−aq,−bq)n . (II.40)
En appliquant l'identité du produit triple de Jaobi, on trouve que de nombreuses spéia-
lisations de (II.39) et de (II.40) sont des produits innis ave de bonnes interprétations
ombinatoires. Grâe au théorème II.1, ela onduit à de nombreuses identités faisant in-
tervenir les partitions, les surpartitions, et les paires de surpartitions. Par exemple, quand
(a, b, q) → (1, 1/q, q2), on obtient un produit inni dans (II.39) quand i = k :
Rk,k(1, 1/q; 1; q
2) =
(−q2; q2)∞(−q; q2)∞
(q2; q2)∞(q; q2)∞
∑
n∈Z
(−1)nq2kn2+2n−(n2−n)(−1,−q; q2)nq−n
(−q2,−q; q2)n
=
(−q; q)∞
(q; q)∞
∑
n∈Z
(−1)n q
(2k−1)n2+2n
1 + q2n
=
2(−q; q)∞
(q; q)∞
(
∞∑
n=0
(−1)nq(2k−1)n2+2n
1 + q2n
+
−1∑
n=−∞
(−1)nq(2k−1)n2+2n
1 + q2n
)
=
2(−q; q)∞
(q; q)∞
(∑
n>0
(−1)nq(2k−1)n2+2n
1 + q2n
+
∑
n>1
(−1)nq(2k−1)n2
1 + q2n
)
(dans la deuxième somme, on a hangé n en −n puis multiplié par q2n en haut et en bas)
=
(−q; q)∞
(q; q)∞
(
1 + 2
∑
n>1
(−1)nq(2k−1)n2
)
=
(−q; q)∞
(q; q)∞
∑
n∈Z
(−1)nq(2k−1)n2
=
(−q; q)∞
(q; q)∞
(q2k−1; q2k−1)∞
(−q2k−1; q2k−1)∞
où la dernière égalité vient de (I.8) et du théorème d'Euler qui implique que (−q; q)∞ =
(q; q2)∞.
Dans les rk,k(s, t,m, n) du théorème II.1, la spéialisation (a, b, q) → (1, 1/q, q2) or-
respond à transformer une paire de surpartitions (λ, µ) en une surpartition de la façon
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suivante : une part j non surlignée de λ est transformée en une part 2j, une part j
de λ est transformée en une part 2j, une part j non surlignée de µ est transformée
en une part 2j − 1 et une part j de µ est transformée en une part 2j − 1. La notion
de part non attahée se transpose alors aux surpartitions en disant qu'une part im-
paire 2j − 1 apparaît non attahée si 2j, 2j, et 2j − 1 n'apparaissent pas. La valuation
vj((λ, µ)) devient une valuation dénie sur les surpartitions pour des nombres pairs :
v12j(λ) = f2j(λ) + f2j−1(λ) + f2j(λ) + χ(2j − 1 apparaît non attahé dans λ).
Pour le produit inni, on observe que
(q2k−1; q2k−1)∞
(q; q)∞
=
∞∏
i=1
2k−1∤i
1
1− qi
est la série génératrie des partitions en parts non divisibles par 2k − 1. De même,
(−q; q)∞
(−q2k−1; q2k−1)∞
est la série génératrie des partitions en parts distintes non divisibles par 2k−1. Ces deux
remarques impliquent que la forme produit de Rk,k(1, 1/q; 1; q
2) alulée préédemment
est la série génératrie des surpartitions en parts non divisibles par 2k−1, d'où le résultat
suivant, qui est l'analogue pour les surpartitions des identités d'Andrews-Gordon-Göllnitz
[12℄ :
Corollaire II.8 (Lovejoy, [72℄). Soit A1k(n) le nombre de surpartitions de n en parts non
divisibles par 2k − 1. Soit B1k(n) le nombre de surpartitions λ de n telles que
(i) v12(λ) 6 k − 1 ;
(ii) pour tout j > 1, on a f2j(λ) + v
1
2j+2(λ) 6 k − 1.
Alors A1k(n) = B
1
k(n).
Tous les autres résultats mentionnés après le théorème II.2 se déduisent de la même fa-
çon. Le théorème de Gordon [59℄ orrespond au as Rk,i(0, 0; 1; q), le théorème de Bressoud
[36℄ au as R˜k,i(0, 0; 1; q), la généralisation d'Andrews des identités de Göllnitz-Gordon
[12℄ au as Rk,i(0, 1/q; 1; q
2), et les théorèmes de Gordon pour les surpartitions [71℄ aux
as Rk,k(0, 1; 1; q) et Rk,1(0, 1/q; 1; q). Pour plus de détails, on pourra se reporter à [49, 48℄.
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Un autre exemple, où ni a ni b ne sont nuls, est le as a = i et b = −i de (II.40), où
i =
√−1. On obtient un produit inni quand i = k − 1 :
R˜k,k−1(i,−i; 1; q) = (−q
2; q2)∞
(q)2∞
∑
n∈Z
2
(−1)nq(k−1)n2+2n
1 + q2n
=
2(−q2; q2)∞
(q)2∞
(
∞∑
n=0
(−1)nq(k−1)n2+2n
1 + q2n
+
−1∑
n=−∞
(−1)nq(k−1)n2+2n
1 + q2n
)
=
2(−q2; q2)∞
(q)2∞
(∑
n>0
(−1)nq(k−1)n2+2n
1 + q2n
+
∑
n>1
(−1)nq(k−1)n2
1 + q2n
)
=
(−q2; q2)∞
(q)2∞
(
1 + 2
∑
n>1
(−1)nq(k−1)n2
)
=
(−q2; q2)∞
(q)2∞
∑
n∈Z
(−1)nq(k−1)n2
=
(−q2; q2)∞(qk−1; qk−1)∞
(q)2∞(−qk−1; qk−1)∞
(par (I.8))
=
(−q)∞(−q2; q2)∞(qk−1; qk−1)∞
(q)∞(q2; q2)∞(−qk−1; qk−1)∞ .
En appliquant le théorème II.2 et en séparant les parties réelle et imaginaire des séries
génératries, on obtient deux identités pondérées, dont l'une (orrespondant à la partie
réelle) est la suivante :
Corollaire II.9. Soit A2k(n) le nombre de paires de surpartitions (λ, µ) où les parts de µ
sont paires et les parts de λ ne sont pas divisibles par k − 1. Soit
B2k(n) =
∑
(λ,µ)∈Bk,k−1
inombre de parts surlignées de λ(−i)nombre de parts surlignées de µ
où Bk,k−1 est l'ensemble des paires de surpartitions de n vériant les onditions du théo-
rème II.2 pour i = k − 1 ('est-à-dire les onditions (i) et (ii) du théorème II.1 et (II.4)
s'il y a égalité dans la ondition (ii)) et ayant un nombre pair de parts surlignées. Alors
A2k(n) = B
2
k(n).
Notons que B2k(n) est bien un nombre réel, ar il peut s'érire
B2k(n) =
∑
(λ,µ)∈Bk,k−1
(−1)nombre de parts surlignées de µ × inombre de parts surlignées de (λ, µ)
et le nombre de parts surlignées de (λ, µ) est pair. Par ailleurs, il est intéressant de
remarquer que A2k(n) est une fontion non pondérée, tandis que B
2
k(n) est pondérée.
D'autres interprétations non pondérées de A2k(n) se trouvent dans [74℄.
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Dans notre dernier exemple, on onsidère le as abq = 1. Le problème est que dans
e as, le fateur 1/(abxq)∞ = 1/(x)∞ qui apparaît dans Rk,i(a, b; x; q) et R˜k,i(a, b; x; q)
tend vers l'inni quand x tend vers 1. Pour remédier à e problème, on ne onsidèrera pas
Rk,i(a, b; 1; q) ou R˜k,i(a, b; 1; q) omme avant, mais les limites
lim
x→1
(1− x)Rk,i(a, b; x; q) (II.41)
et
lim
x→1
(1− x)R˜k,i(a, b; x; q). (II.42)
Ces limites se déduisent failement de (I.8) :
lim
x→1
(1− x)Rk,i(a, 1/aq; x; q) = (−aq,−1/a)∞(q
i−1, q2k−i, q2k−1; q2k−1)∞
(q)2∞
(II.43)
et
lim
x→1
(1− x)R˜k,i(a, 1/aq; x; q) = (−aq,−1/a)∞(q
i−1, q2k−i−1, q2k−2; q2k−2)∞
(q)2∞
. (II.44)
D'autre part, en invoquant le lemme d'Abel, selon lequel si |x| < 1 et limm→∞Am existe,
on a
lim
x→1
(1− x)
∑
m>0
Amx
m = lim
m→∞
Am,
les limites (II.43) et (II.44) peuvent s'interpréter omme les séries génératries des paires
de surpartitions omptées respetivement par rk,i(s, t,∞, n) et r˜k,i(s, t,∞, n) (ii, le oef-
ient Am du lemme d'Abel est la série génératrie des paires de surpartitions ayant m
parts et vériant les onditions du théorème II.1 ou du théorème II.2). Le nombre inni de
parts orrespond néessairement à un nombre inni de zéros non surlignés dans µ, puisque
le fateur 1/(abxq)∞ vient des parts non surlignées de µ. On peut enlever es zéros non
surlignés (une surpartition ave une innité de zéros non surlignés est équivalente à une
surpartition sans zéros), e qui nous donne une paire de surpartitions normale.
Par exemple, si on prend (a, b, q) = (1/q, 1/q, q2), alors le produit inni dans (II.43)
vaut
(−q; q2)2∞(q2i−2, q4k−2i, q4k−2; q4k−2)∞
(q2; q2)2∞
.
Pour les paires de surpartitions du théorème II.1, les parts j de λ deviennent 2j, les parts
j de λ ou µ deviennent 2j − 1, et les parts j de µ deviennent 2j − 2. Étant donné que
les parts surlignées sont néessairement impaires, le surlignage devient inutile et on peut
56 Chapitre II : Paires de surpartitions et séries hypergéométriques basiques
parler simplement de paires de partitions sans parts impaires répétées. La dénition d'une
part non attahée devient elle-i : on dit qu'une part paire 2j de µ est non attahée dans
la paire de partitions (λ, µ) si 2j+1 n'apparaît ni dans λ ni dans µ et que 2j+2 n'apparaît
pas dans µ. La valuation devient une valuation pour les entiers pairs :
v32j((λ, µ)) = f2j(λ) + f2j−1(λ) + f2j−1(µ) + χ(2j − 2 apparaît non attahé).
On peut alors énoner le résultat :
Corollaire II.10. Pour i > 2, soit A3k,i(n) le nombre de paires de partitions (λ, µ) de n
telles que les parts impaires ne peuvent pas être répétées, et les parts paires de µ ne sont
pas ongrues à 0 ou ±(2i−2) modulo 4k−2. Soit B3k,i(n) le nombre de paires de partitions
(λ, µ) de n sans parts impaires répétées, où
(i) f1(λ) + f2(λ) + f1(µ) 6 i− 1 ;
(ii) pour tout j > 1, on a f2j(λ) + v
3
2j+2((λ, µ)) 6 k − 1.
Alors A3k,i(n) = B
3
k,i(n).
Naturellement, on montre qu'il existe un résultat similaire pour les R˜k,i et (a, b, q) →
(1/q, 1/q, q2) en utilisant (II.44) et le théorème II.2. La démonstration est laissée au le-
teur.
II.5 Chemins
Dans les trois prohaines setions, on va prouver les théorèmes II.3 et II.4. On om-
mene, dans ette setion, par dénir les hemins omptés par Ek,i(s, t, n) et E˜k,i(s, t, n)
et montrer que leurs séries génératries sont respetivement (II.39) et (II.40). Cette se-
tion est une généralisation des travaux sur les surpartitions exposés dans [49℄ et [48℄, qui
généralisent eux-mêmes des résultats et des méthodes d'Andrews et Bressoud [27, setion
2℄.
On étudie des hemins situés dans le premier quadrant qui utilisent inq types de pas
unitaires :
 Nord-Est (NE) : (x, y)→ (x+ 1, y + 1) ;
 Sud-Est (SE) : (x, y)→ (x+ 1, y − 1) ;
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 Sud (S) : (x, y)→ (x, y − 1) ;
 Sud-Ouest (SO) : (x, y)→ (x− 1, y − 1) ;
 Est (E) : (x, 0) → (x+ 1, 0).
Ces hemins vérient les onditions suivantes :
 Un pas S ou SO ne peut apparaître qu'après un pas NE,
 Un pas E ne peut apparaître qu'à hauteur 0 (la hauteur d'un sommet est son
ordonnée),
 Les hemins ommenent sur l'axe des ordonnées et se terminent sur l'axe des abs-
isses.
La notion la plus importante asssoiée à es hemins est la notion de pi. Un pi est
un sommet préédé d'un pas NE et suivi d'un pas S (auquel as il peut être étiqueté par
a ou par b et appelé respetivement a-pi ou b-pi), d'un pas SO (auquel as il est appelé
ab-pi) ou d'un pas SE (auquel as il est appelé 1-pi). On dit qu'un pi est marqué par
a si 'est un a-pi ou un ab-pi, et qu'il est marqué par b si 'est un b-pi ou un ab-pi.
L'indie majeur d'un hemin est la somme des absisses de ses pis. Pour éviter toute
ambiguïté dans la représentation graphique d'un hemin, on ajoute une étiquette aux a-
pis et aux b-pis et on ajoute un nombre au-dessus d'un sommet s'il y a un ou plusieurs
ab-pis qui s'y trouvent (voir les gures II.1 et II.2).
1a
b
Fig. II.1 : Exemple de hemin. Il y a deux 1-pis (situés en (4, 1) et en (7, 1)), un a-pi
(situé en (2, 2)), un b-pi (situé en (6, 1)), et un ab-pi (situé en (7, 1)). La séquene des pas
est SE-NE-S-SE-NE-SE-NE-S-NE-SO-NE-SE. L'indie majeur est 2+ 4+ 6+ 7+ 7 = 26.
2 1
1a
Fig. II.2 : Autre exemple. Il y a un 1-pi (situé en (1, 2)), un a-pi (situé en (3, 2)) et
quatre ab-pis (situés en (1, 2), (1, 2), (6, 2) et (7, 1)). La séquene des pas est NE-SO-NE-
SO-NE-SE-NE-S-SE-NE-NE-SO-SE-NE-SO. L'indie majeur est 1+1+1+3+6+7 = 19.
On appelle es hemins hemins de Bressoud-Burge généralisés, ar ils généralisent
les hemins de Bressoud-Burge présentés dans l'introdution. Quand il n'y a pas de pis
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marqués par b, on retrouve les hemins étudiés dans [49℄ et [48℄, et quand il n'y a que des
1-pis, on retrouve les hemins de Bressoud-Burge.
On dénit maintenant les (k, i)-onditions qui apparaissent dans les théorèmes II.3 et
II.4.
Dénition II.11. On dit qu'un hemin vérie les (k, i)-onditions impaires s'il ommene
à la hauteur k−i et que sa hauteur est toujours inférieure à k. On dit qu'un hemin vérie
les (k, i)-onditions paires s'il vérie les (k, i)-onditions impaires et que pour tout pi de
oordonnées (x, k−1), x−u+v ≡ i−1 (mod 2) où u est le nombre de a-pis à la gauhe
du pi et v est le nombre de b-pis à la gauhe du pi.
Cette terminologie vient du fait que les (k, i)-onditions impaires généralisent les ondi-
tions vériées par les hemins des identités d'Andrews-Gordon ; dans es identités appa-
raissent des partitions vériant des onditions de ongruene modulo un nombre impair.
Les (k, i)-onditions paires, quant à elles, sont liées au théorème de Bressoud où inter-
viennent des onditions de ongruene modulo un nombre pair.
Par exemple, le hemin de la gure II.1 vérie les (3, 1)-onditions paires (et don les
((3, 1)-onditions impaires) et elui de la gure II.2 vérie les (3, 2)-onditions paires.
On onsidère d'abord les hemins vériant les (k, i)-onditions impaires. Pour ela,
notons Ek,i(s, t, n,N) le nombre de hemins d'indie majeur n ayant N pis, dont s sont
marqués par a et t par b, et vériant les (k, i)-onditions impaires. Pour 0 < i 6 k,
soit Ek,i(N) la série génératrie de es hemins, 'est-à-dire Ek,i(N) = Ek,i(a, b, q, N) =∑
s,t,nEk,i(s, t, n,N)a
sbtqn. De plus, pour 0 6 i < k, soit Γk,i(N) la série génératrie des
hemins obtenus en supprimant le premier pas NE d'un hemin ompté par Ek,i+1(N) qui
ommene par un pas NE.
Proposition II.12. On a les égalités suivantes :
Ek,i(N) = qNΓk,i−1(N) + qNEk,i+1(N) (0 < i < k), (II.45)
Γk,i(N) = q
NΓk,i−1(N) + (a+ b+ q
N−1 + abq1−N )Ek,i+1(N − 1) (0 < i < k), (II.46)
Ek,k(N) = qNΓk,k−1(N) + qNEk,k(N), (II.47)
Ek,i(0) = 1, (II.48)
Γk,0(N) = 0. (II.49)
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Démonstration. Le seul hemin ompté par Ek,i(0) est elui qui va de (0, k− i) à (k− i, 0)
en n'utilisant que des pas SE. Ce hemin a pour indie majeur 0, puisqu'il n'a pas de pis.
On a don Ek,i(0) = 1 : (II.48) est vériée.
Si le hemin qu'on onsidère a au moins un pi, on peut enlever son premier pas et
déaler le hemin d'une unité vers la gauhe. Si 0 < i < k, un hemin ompté par Ek,i(N)
ommene par un pas NE ou un pas SE. S'il ommene par un pas NE, la suppression de
e premier pas et le déalage vers la gauhe produisent un hemin ompté par Γk,i−1(N)
dont l'indie majeur est inférieur de N à elui du hemin initial, ar l'absisse de haun
des N pis a diminué de 1 : le hemin initial est don ompté par qNΓk,i−1(N). Si notre
hemin ommene par un pas SE, le même raisonnement montre qu'il est ompté par
qNEk,i+1(N). On obtient ainsi (II.45).
Pour (II.46), souvenons-nous que Γk,i(N) est la série génératrie des hemins obtenus
en supprimant le premier pas NE d'un hemin ompté par Ek,i+1(N) et ommençant par un
pas NE. Les hemins omptés par Γk,i(N) peuvent ommener par un pas NE (et sont alors
omptés par qNΓk,i−1(N), par le même raisonnement qu'au paragraphe préédent), un pas
S ((a+b)Ek,i+1(N−1)), un pas SE (qN−1Ek,i+1(N−1)) ou un pas SO (abq1−NEk,i+1(N−1)).
Pour démontrer (II.47), on remarque qu'un hemin ompté par Ek,k(N) peut ommen-
er par un pas NE (qNΓk,k−1(N)) ou un pas E (q
NEk,k(N)).
Enn, omme la hauteur des hemins est inférieure à k, auun hemin de hauteur
initiale k−1 ne peut ommener par un pas NE, don Γk,0(N) = 0 : (II.49) est établie.
Remarquons que les réurrenes et les onditions initiales i-dessus dénissent de ma-
nière unique les séries génératries Ek,i(N) et Γk,i(N). On va utiliser ette remarque pour
démontrer les expressions suivantes de es séries génératries :
Théorème II.13.
Ek,i(N) = (ab)N(−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n(q)N+n
Γk,i(N) = (ab)
N(−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n
Démonstration. Posons
E ′k,i(N) = (ab)N(−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n(q)N+n
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et
Γ′k,i(N) = (ab)
N (−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n
.
On va montrer que es fontions vérient les inq équations de la proposition II.12.
On ommene par (II.45) :
qNE ′k,i+1(N) + qNΓ′k,i−1(N)
= (ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n(q)N+n
qN
+ (ab)N (−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n−1(q)N+n
qN
= (ab)N (−1/a,−1/b)NqN
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n(q)N+n
(
qN−n + (1− qN−n))
+ (ab)N (−1/a,−1/b)NqN (−1)
NqN((2k−1)N+3)/2+(k−i−1)N
(q)0(q)2N
= (ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n(q)N+n
= E ′k,i(N).
II.5 : Chemins 61
Ensuite, on établit (II.46) :
qNΓ′k,i−1(N) + (a+ b+ q
N−1 + q1−Nab)E ′k,i+1(N − 1)
= (ab)N (−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n−1(q)N+n
qN
+ (ab)N−1(−1/a,−1/b)N−1
N−1∑
n=−N+1
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n−1
(a+ b+ qN−1 + q1−Nab)
= (ab)N (−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n
qN+n
+ (ab)N−1(−1/a,−1/b)N−1
N−1∑
n=−N+1
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n−1
× abq1−N (1 + a−1qN−1)(1 + b−1qN−1)
= (ab)N (−1/a,−1/b)N
N−1∑
n=−N+1
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n
(
qN+n + (1− qN+n))
+ (ab)N (−1/a,−1/b)N (−1)
−Nq−N((2k−1)(−N)+3)/2+(k−i−2)(−N)
(q)2N−1(q)0
= (ab)N (−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−2)n
(q)N−n−1(q)N+n
= Γ′k,i(N).
Pour démontrer (II.47), on montre que E ′k,k+1(N) = E ′k,k(N) puis on ombine e résultat
ave (II.45) :
E ′k,k+1(N) = (ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2−2n
(q)N−n(q)N+n
= (ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)nq−n((2k−1)(−n)+3)/2+2n
(q)N+n(q)N−n
(en remplaçant n par −n)
= (ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2−n
(q)N+n(q)N−n
= E ′k,k(N).
On a don, en utilisant (II.45),
E ′k,k(N) = qNE ′k,k(N) + qNΓ′k,k−1(N).
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Il est immédiat que (II.48) est vériée. Enn, pour (II.49), on a
Γ′k,0(N) = (ab)
N (−1/a,−1/b)N
N−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−2)n
(q)N−n−1(q)N+n
= (ab)N (−1/a,−1/b)N
(
N−1∑
n=0
(−1)nqn((2k−1)n+3)/2+(k−2)n
(q)N−n−1(q)N+n
+
−1∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−2)n
(q)N−n−1(q)N+n
)
.
En remplaçant n par −n−1 dans la deuxième somme et en simpliant, on obtient l'opposé
de la première somme, e qui prouve que Γ′k,0(N) = 0.
Puisque E ′k,i(N) et Γ′k,i(N) vérient les mêmes réurrenes et les mêmes onditions
initiales que Ek,i(N) et Γk,i(N), on a Ek,i(N) = E ′k,i(N) et Γk,i(N) = Γ′k,i(N), e qui ahève
la démonstration.
Le lemme suivant est le dernier résultat dont on a besoin pour pouvoir montrer que
Ek,i(s, t, n) = Bk,i(s, t, n) dans le théorème II.3.
Lemme II.14. Pour tout entier n, on a
∑
N>|n|
(−qn/a,−qn/b)N−n(abq)N−n(−aq,−bq)n
(q)N+n(q)N−n
=
(−aq,−bq)∞
(q, abq)∞
. (II.50)
Démonstration. On ne montre que le as n > 0. Le as n < 0 est identique ar on montre
failement, en utilisant (II.38), que
(−q−n/a,−q−n/b)N+n(abq)N+n(−aq,−bq)−n
(q)N−n(q)N+n
=
(−qn/a,−qn/b)N−n(abq)N−n(−aq,−bq)n
(q)N+n(q)N−n
.
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On a
∑
N>n
(−qn/a,−qn/b)N−n(abq)N−n(−aq,−bq)n
(q)N+n(q)N−n
=
∑
N>0
(−qn/a,−qn/b)N(abq)N (−aq,−bq)n
(q)N+2n(q)N
=
(−aq,−bq)n
(q)2n
∑
N>0
(−qn/a,−qn/b)N (abq)N
(q, q2n+1)N
=
(−aq,−bq)n
(q)2n
(−aqn+1,−bqn+1)∞
(q2n+1, abq)∞
(par le orollaire 2.4 de [25℄ (identité de q-Gauss) ave n→ N , a→ −qn/a, b→ −qn/b
et c→ q2n+1)
=
(−aq,−bq)∞
(q, abq)∞
.
Démonstration de l'égalité Bk,i(s, t, n) = Ek,i(s, t, n) dans le théorème II.3. On utilise la
forme lose de Ek,i(N) donnée par le théorème II.13 ; en sommant sur N , on obtient
∑
s,t,n>0
Ek,i(s, t, n)a
sbtqn =
∑
N>0
Ek,i(N)
=
∑
N>0
(ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
(q)N−n(q)N+n
=
∞∑
n=−∞
(−1)nqn((2k−1)n+3)/2+(k−i−1)n
∑
N>|n|
(ab)N (−1/a,−1/b)NqN
(q)N−n(q)N+n
=
∞∑
n=−∞
(−ab)n(−1/a,−1/b)nqn((2k−1)n+3)/2+(k−i)n
(−aq)n(−bq)n ×∑
N>|n|
(abq)N−n(−qn/a,−qn/b)N−n
(q)N−n(q)N+n
=
(−aq)∞(−bq)∞
(q)∞(abq)∞
∞∑
n=−∞
(−ab)n(−1/a,−1/b)nqn((2k−1)n+3)/2+(k−i)n
(−aq)n(−bq)n
(par le lemme II.14)
= Rk,i(a, b; 1; q) (par (II.39))
=
∑
s,t,n>0
Bk,i(s, t, n)a
sbtqn (par le théorème II.1).
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On a don
Ek,i(s, t, n) = Bk,i(s, t, n).
On traite maintenant le as des hemins vériant les (k, i)-onditions paires. La plupart
des arguments sont similaires à eux utilisés pour les hemins vériant les (k, i)-onditions
impaires. Par onséquent, on ne rentrera pas autant dans les détails. Soit E˜k,i(s, t, n,N)
le nombre de hemins d'indie majeur n ayant N pis, dont s sont marqués par a et t
sont marqués par b, et vériant les (k, i)-onditions paires. Notons E˜k,i(N) et Γ˜k,i(N) les
analogues de Ek,i(N) et Γk,i(N) dans le as pair.
Proposition II.15.
E˜k,i(N) = qN Γ˜k,i−1(N) + qN E˜k,i+1(N) (0 < i < k) (II.51)
Γ˜k,i(N) = q
N Γ˜k,i−1(N) + (a+ b+ q
N−1 + abq1−N )E˜k,i+1(N − 1) (0 < i < k) (II.52)
E˜k,k(N) = qN E˜k,k−1(N) + qN Γ˜k,k−1(N) (II.53)
E˜k,i(0) = 1 (II.54)
Γ˜k,0(N) = 0 (II.55)
Démonstration. Si i < k, on proède exatement omme dans la démonstration de la
proposition II.12. Si le hemin possède au moins un pi, alors quand on enlève le premier
pas, i augmente ou diminue de 1 et par onséquent, la parité de i − 1 hange. De plus,
tous les pis sont déalés de 1, don la parité de x − u + v ne hange pas (pour (II.52),
si le pas qu'on enlève est un pas S, les pis ne sont pas déalés mais u ou v diminue de 1
pour tous les pis, don le résultat est le même).
Dans le as où i = k, remarquons qu'un hemin ompté par E˜k,k(N) peut ommen-
er par un pas NE ou par un pas E. S'il ommene par un pas NE, il est ompté par
qN Γ˜k,k−1(N) ar il est lair que le hemin obtenu en supprimant e premier pas NE puis
en déalant le hemin d'une unité vers la gauhe est ompté par Γ˜k,k−1(N). Pour les he-
mins qui ommenent par un pas E, le fait que tous les pis de oordonnées (x, k − 1)
vérient x−u+ v ≡ k−1 (mod 2) est équivalent au fait que tous les pis de oordonnées
(x, k − 1) ont un nombre pair de pas E à leur gauhe. Cela permet de montrer que les
hemins obtenus en supprimant le premier pas E d'un hemin ompté par E˜k,k(N) qui
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ommene par un pas E sont en bijetion ave les hemins omptés par E˜k,k−1(N). Cette
bijetion est dénie de la façon suivante : si le hemin ne ontient pas de pas E, on le
déale vers le haut (haque sommet (x, y) est transformé en (x, y+1)) et on ajoute un pas
SE à la n du hemin. Cela rée un hemin ompté par E˜k,k−1(N) qui n'a auun sommet
sur l'axe des absisses, hormis le sommet nal. Si le hemin ontient au moins un pas E,
on déale vers le haut la partie du hemin qui préède le premier pas E, on transforme e
pas E en pas SE et on ne modie pas le reste du hemin. Cela rée un hemin ompté par
E˜k,k−1(N) qui a au moins un sommet (autre que le sommet nal) sur l'axe des absisses.
Dans les deux as, il est faile de voir que l'opération est inversible.
Comme dans le as impair, les réurrenes et les onditions initiales i-dessus dé-
nissent de manière unique les fontions E˜k,i(N) et Γ˜k,i(N). Dans le as présent, on a
Théorème II.16.
E˜k,i(N) = (ab)N (−1/a,−1/b)NqN
N∑
n=−N
(−1)n q
kn2+(k−i−1)n−2(n2)
(q)N−n(q)N+n
Γ˜k,i(N) = (ab)
N (−1/a,−1/b)N
N−1∑
n=−N
(−1)n q
kn2+(k−i−2)n−2(n2)
(q)N−n−1(q)N+n
La démonstration de e résultat est très similaire à elle du théorème II.13.
Démonstration de l'égalité B˜k,i(s, t, n) = E˜k,i(s, t, n) dans le théorème II.4. Elle est ana-
logue à elle de l'égalité Bk,i(s, t, n) = Ek,i(s, t, n). En sommant sur N l'expression de
E˜k,i(N) dans le théorème II.16, en hangeant l'ordre de sommation et en utilisant le
lemme II.14, on obtient∑
s,t,n>0
E˜k,i(s, t, n)a
sbtqn = R˜k,i(a, b; 1; q) =
∑
s,t,n>0
B˜k,i(s, t, n)a
sbtqn,
et on en onlut que
E˜k,i(s, t, n) = B˜k,i(s, t, n).
II.6 Rangs suessifs
Dans ette setion, on s'intéresse aux paires de surpartitions omptées par Ck,i(s, t, n)
et C˜k,i(s, t, n). On onstruit une bijetion entre es paires et les hemins de la setion
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préédente, e qui va établir l'égalité entre Ck,i(s, t, n) et Ek,i(s, t, n), d'une part, et entre
C˜k,i(s, t, n) et E˜k,i(s, t, n), d'autre part. Cette setion est une généralisation des travaux
sur les surpartitions apparaissant dans [49℄ et [48℄, qui ont eux-mêmes généralisé une
bijetion de Bressoud [38, setion 3℄.
La représentation de Frobenius d'une paire de surpartitions de n [46, 47, 74℄ est un
tableau à deux lignes a1 a2 ... aN
b1 b2 ... bN

où (a1, . . . , aN) et (b1, . . . , bN) sont des surpartitions en parts positives ou nulles où on
peut surligner la première ourrene d'un nombre, et N +
∑
(ai + bi) = n. On dit qu'un
tel tableau est la représentation de Frobenius d'une paire de surpartitions ar es tableaux
sont en bijetion ave les paires de surpartitions de n [46, 96℄. Par exemple, la paire de
surpartitions
(
(7, 2, 2, 1), (7, 3, 2, 2, 1)
)
a pour représentation de Frobenius5 3 3 3 1 0
3 3 0 0 0 0
 .
Cet exemple est tiré de [46℄.
On dénit maintenant les rangs suessifs d'une paire de surpartitions en utilisant la
représentation de Frobenius.
Dénition II.17. Si une paire de surpartitions a pour représentation de Frobeniusa1 a2 · · · aN
b1 b2 · · · bN

alors son ie rang suessif ri est égal à ai − bi moins le nombre de parts non surlignées
dans {bi+1, . . . , bN} plus le nombre de parts non surlignées dans {ai+1, . . . , aN}.
Par exemple, les rangs suessifs de
5 3 3 3 1 0
3 3 0 0 0 0
 sont (0,−1, 2, 2, 0, 0). Cette
dénition est une généralisation des rangs suessifs pour les partitions, ar omme on
l'a vu dans l'introdution générale, le as des partitions orrespond au as où toutes les
entrées du tableau sont surlignées. On retrouve alors la dénition des rangs à partir du
symbole de Frobenius donnée dans l'introdution : ri = ai − bi.
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On rappelle que Ck,i(s, t, n) est déni omme le nombre de paires de surpartitions de
n dont la représentation de Frobenius possède s parts non surlignées dans la ligne du
bas et t parts non surlignées dans la ligne du haut, et dont les rangs suessifs sont dans
l'intervalle [−i+ 2, 2k − i− 1]. On va démontrer le résultat suivant :
Proposition II.18. Il existe une bijetion entre les hemins d'indie majeur n omptés
par Ek,i(s, t, n) et les paires de surpartitions de n omptées par Ck,i(s, t, n). Cette bijetion
est telle que le hemin a N pis si et seulement si la représentation de Frobenius de la
paire de surpartitions a N olonnes.
Démonstration. On démontre ette proposition par une bijetion direte qui généralise
une bijetion présentée dans [49℄. Étant donné un hemin ompté par Ek,i(s, t, n), qui
ommene en (0, k − i), et un pi (x, y), soit u (resp. v) le nombre de a-pis (resp. le
nombre de b-pis) situés à la gauhe du pi. En ommençant par la gauhe du hemin, on
onstruit un tableau à deux lignes de la droite vers la gauhe en assoiant à e pi une
olonne du tableau
p
q
, où
p = (x+ k − i− y + u− v)/2 (II.56)
et
q = (x− k + i+ y − 2− u+ v)/2 (II.57)
s'il y a un nombre pair de pas E à gauhe du pi, et
p = (x+ k − i+ y − 1 + u− v)/2 (II.58)
et
q = (x− k + i− y − 1− u+ v)/2 (II.59)
s'il y a un nombre impair de pas E à gauhe du pi. De plus, on surligne les parts
orrespondantes omme suit :
 si le pi est un 1-pi, on surligne p et q ;
 si 'est un a-pi, on surligne p ;
 si 'est un b-pi, on surligne q.
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Par exemple, le hemin de la gure II.3 i-dessous orrespond à la paire de surpartitions
dont la représentation de Frobenius est14 12 12 8 7 4 3 2
9 8 8 7 5 4 3 1
 .
× × ×
×
× ×
× ×
× ×
×
×
1 1a b b
Fig. II.3 : Illustration de la orrespondane entre hemins et symboles de Frobenius.
Dans et exemple, on a k = 5 et i = 3.
Pour établir la proposition, il faut montrer que le résultat de ette opération est bien
la représentation de Frobenius d'une paire de surpartitions omptée par Ck,i(s, t, n) et
que l'appliation est inversible. La démonstration est quelque peu fastidieuse et prend
quelques pages de aluls et d'observations. Vers la n de la démonstration, on laissera
de té ertains détails dans les as analogues à eux déjà traités.
D'abord, il n'est pas évident a priori que les nombres p et q dénis i-dessus soient des
entiers. Pour le montrer, remarquons d'abord qu'au point de départ du hemin, soit en
(x, y) = (0, k − i), les quantités p et q dans (II.56) et (II.57) sont des entiers. La parité
de x− y, x+ y, u− v et u+ v est préservée par les pas NE, SE et SO, tandis qu'un pas
S hange la parité de toutes es quantités. Le seul problème se pose quand on a un pas
E, qui hange la parité de x − y et de x + y. C'est pour ela qu'on a deux as dans la
dénition de p et q, e qui garantit que notre tableau à deux lignes ne ontient que des
valeurs entières.
Ensuite, la dénition de notre transformation implique que le nombre de pis du hemin
est égal au nombre de olonnes du tableau orrespondant. Elle implique également que si
le hemin ontient s (resp. t) pis marqués par a (resp. par b), alors le tableau possède
s (resp. t) parts non surlignées dans la ligne du bas (resp. du haut). On rappelle qu'un
ab-pi est marqué par a et par b. En e qui onerne n, quelle que soit la dénition de p
et q, on a toujours
p+ q + 1 = x. (II.60)
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Par onséquent, si n est l'indie majeur du hemin, alors n est aussi la somme de toutes
les valeurs du tableau orrespondant et du nombre de olonnes.
En appliquant la dénition II.17, on alule les rangs suessifs du tableau à deux
lignes. Remarquons d'abord que la dénition des rangs et elle de notre transformation
impliquent que si
p
q
 est la je olonne du tableau en partant de la gauhe, le je rang
suessif est égal à p− q− u+ v. Les pis sont tous de hauteur au moins 1, don pour un
pi (x, y) qui est préédé d'un nombre pair de pas E, on a :
1 6 y = k − i+ 1 + q − p+ u− v 6 k − 1
⇔ − i+ 2 6 p− q − u+ v 6 k − i (II.61)
⇔ le rang suessif orrespondant est > −i+ 2 et 6 k − i
et si le pi est préédé d'un nombre impair de pas E, on a :
1 6 y = p− q − u+ v − k + i 6 k − 1
⇔ k − i+ 1 6 p− q − u+ v 6 2k − i− 1 (II.62)
⇔ le rang suessif orrespondant est > k − i+ 1 et 6 2k − i− 1.
Par onséquent, les rangs suessifs du tableau sont tous dans l'intervalle [−i+2, 2k−i−1].
Enn, il faut montrer que dans le tableau à deux lignes que nous avons onstruit,
haque ligne est une surpartition en parts positives ou nulles. Dans la suite, on note (xj, yj)
les oordonnées du je pi en partant de la droite et
pj
qj
 la olonne orrespondante, 'est-
à-dire la je olonne en partant de la gauhe.
D'abord, on montre que pN > 0. Si le pi le plus à gauhe a un nombre pair de pas E
à sa gauhe, alors pN = (xN + k − i− yN)/2. Il est faile de voir que que haque sommet
a une valeur de x− y supérieure ou égale à elle du sommet préédent. Comme le hemin
ommene en (0, k−i), on a x−y = −k+i au début du hemin et on a don x−y > −k+i
pour tous les sommets et en partiulier pour le pi le plus à gauhe. Si maintenant notre
pi a un nombre pair de pas E à sa gauhe, alors pN = (xN + yN + k − i− 1)/2. Comme
xN > 1, yN > 1 et k > i, on obtient que pN > 0.
Ensuite, on montre de manière similaire que qN > 0. Si le pi le plus à gauhe a un
nombre pair de pas E à sa gauhe, alors qN = (xN + yN − (k − i) − 2)/2. Le hemin
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ommene en (0, k − i), les pas qui peuvent apparaître avant le pi le plus à gauhe (SE,
E et NE) ne font pas diminuer x + y, et il doit y avoir un pas NE avant le premier pi,
qui fait augmenter x+ y de 2. Par onséquent, xN + yN − (k− i)− 2 > 0. Si le pi le plus
à gauhe a un nombre impair de pas E à sa gauhe, alors qN = (xN − yN − (k− i)− 1)/2.
Dans e as, le hemin passe par le point (k− i+1, 0), et omme x−y ne diminue jamais,
on a qN > 0.
Maintenant qu'on a prouvé que toutes les valeurs du tableau sont positives ou nulles,
on va maintenant montrer que les suites {pj} et {qj} sont des surpartitions, 'est-à-dire
que pj > pj+1 (resp. qj > qj+1) ave une inégalité strite si pj+1 (resp. qj+1) est surlignée.
Montrons d'abord que pj > pj+1. On onsidère quatre as. Si le j
e
pi (en partant de
la droite) et le (j + 1)e ont tous les deux un nombre pair de pas E à leur gauhe, alors
pj−pj+1 = (xj−xj+1−yj+yj+1+uj−uj+1−vj+vj+1)/2. On a toujours xj−xj+1 > yj−yj+1
ar x− y ne diminue jamais le long du hemin. On ne peut avoir uj−uj+1− vj + vj+1 < 0
que si le (j+1)e pi est un b-pi, mais dans e as, on a xj−xj+1 > yj−yj+1. Si le je pi et
le (j+1)e pi ont tous les deux un nombre impair de pas E à leur gauhe, la démonstration
est identique. Si le je pi a un nombre impair de pas E à sa gauhe et que le (j+1)e pi a
un nombre pair de pas E à sa gauhe, le résultat se montre failement en utilisant le fait
que xj−xj+1 > 2 puisqu'il y a au moins un pas E entre les deux pis. Dans le dernier as,
où le je pi a un nombre pair de pas E à sa gauhe et le (j + 1)e pi a un nombre impair
de pas E à sa gauhe, on a pj−pj+1 = (xj−xj+1−yj−yj+1+1+uj−uj+1−vj +vj+1)/2.
Puisqu'il y a au moins un pas E entre le je pi et le (j+1)e pi, on a xj−xj+1 > yj+yj+1
sauf si le (j + 1)e pi est un ab-pi (voir la gure II.4). Comme uj − uj+1 ne peut valoir
que 0 ou 1 (de même pour vj−vj+1), on a 1+uj−uj+1−vj +vj+1 > 0 et par onséquent,
pj − pj+1 > 0. Si le (j + 1)e pi est un ab-pi, on a xj − xj+1 > yj + yj+1 − 1, uj = uj+1 et
vj = vj+1. On a don également pj − pj+1 > 0.
On a don vu que dans tous les as, on a pj > pj+1. Si pj+1 est surlignée, alors le
(j + 1)e pi est un 1-pi ou un a-pi. En reprenant les arguments préédents, on trouve
que l'inégalité pj > pj+1 est strite quand le (j + 1)
e
pi est un 1-pi ou un a-pi. La
démonstration pour les {qj}, très similaire au as des {pj} traité i-dessus, est laissée au
leteur.
Il est assez simple de voir que l'appliation est inversible. En ommençant par la gauhe
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xj+1 xj
> yj+1 − 1
> 1 yj
1
xj+1 xj
yj+1 − 2
> 1 yj
Fig. II.4 : Si le (j + 1)e pi n'est pas un ab-pi (à gauhe), on a xj − xj+1 > yj + yj+1.
Si le (j + 1)e pi est un ab-pi (à droite), on a seulement xj − xj+1 > yj + yj+1 − 1 mais
omme uj = uj+1 et vj = vj+1, pj − pj+1 est bien positif ou nul.
du tableau, pour toute olonne
p
q
, les valeurs de u et v sont déterminées par les parts
surlignées des olonnes situées à droite. Par onséquent, pour retrouver la position (x, y)
d'un pi dans le hemin à partir de la olonne, on doit résoudre soit les équations (II.56)
et (II.57), soit les équations (II.58) et (II.59) en x et y. Seul un de es deux systèmes
d'équations admet une solution où x et y sont des entiers stritement positifs. L'équation
(II.60) garantit que x n'augmente pas au ours du proessus. Il y a alors une manière
unique de plaer les pas entre les pis, et (II.61) et (II.62) montrent que le hemin ne
dépasse jamais la hauteur k − 1. Cela ahève la démontration de la proposition.
On va onlure ette setion en énonçant et en démontrant l'analogue de la proposition
II.18 pour les fontions C˜k,i(s, t, n) et E˜k,i(s, t, n).
Proposition II.19. Il existe une bijetion entre les hemins d'indie majeur n omptés
par E˜k,i(s, t, n) et les paires de surpartitions de n omptées par C˜k,i(s, t, n). Cette bijetion
est telle que les hemins ont N pis si et seulement si la représentation de Frobenius de
la paire de surpartitions a N olonnes.
Démonstration. Un hemin ompté par E˜k,i(s, t, n) est aussi ompté par Ek,i(s, t, n) et
une paire de surpartitions omptée par C˜k,i(s, t, n) est aussi omptée par Ck,i(s, t, n). On
peut don appliquer la bijetion utilisée dans la démonstration de la proposition II.18 à
un hemin ompté par E˜k,i(s, t, n). On doit alors montrer qu'auun des rangs suessifs
de la paire de surpartitions orrespondant ne peut être égal à 2k − i − 1. Si 'était le
as, on aurait p − q − u + v = 2k − i − 1 et d'après la bijetion, on sait qu'on a soit
p− q − u+ v = k − i− y + 1, soit p− q− u+ v = k − i+ y. Le premier as implique que
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y = 2− k, e qui impossible vu que k > 2 (y est la hauteur d'un pi, don il est supérieur
ou égal à 1). Le deuxième as implique que y = k − 1 et p = (x+ u− v + 2k − i− 2)/2.
Comme p est un entier, on a x − u + v ≡ i (mod 2). Cela est interdit par la dernière
ondition de la dénition des E˜k,i(s, t, n).
II.7 Dissetion de Durfee et (k, i)-onjugaison pour les
paires de surpartitions
Dans ette setion, on étudie les paires de surpartitions omptées par Dk,i(s, t, n) dans
le théorème II.3 et par D˜k,i(s, t, n) dans le théorème II.4. On ahève notre démonstration
de es deux théorèmes en utilisant la théorie des paires de Bailey pour montrer que es
deux quantités sont respetivement égales à Bk,i(s, t, n) et B˜k,i(s, t, n). Le but est d'étendre
des travaux d'Andrews [22℄ et de Garvan [56℄ aux paires de surpartitions en utilisant la
représentation de Frobenius.
On ommene par rappeler une bijetion utile pour les surpartitions : l'algorithme de
Joihi-Stanton [66℄. À partir d'une surpartition α de taille n en N parts positives ou nulles
(où on peut surligner la première ourrene d'un nombre), on obtient une partition λ
en N parts positives ou nulles et une partition µ en parts distintes positives ou nulles
et stritement inférieures à N , telles que |λ|+ |µ| = n, de la façon suivante. On initialise
d'abord λ à α. Ensuite, pour tout m entre 1 et N , si la me part de α est surlignée, on
enlève le surlignage de la me part de λ, on diminue de un les m− 1 premières parts de λ
et on ajoute une part m− 1 à µ. Par exemple, α = (5, 4, 3, 3) nous donne λ = (4, 3, 3, 3)
et µ = (2, 0).
Dénition II.20. On dit que λ est la partition assoiée de α.
Ainsi, étant donné une paire de surpartitions, on peut déomposer sa représentation de
Frobenius en quatre partitions λ1, µ1, λ2, µ2, où λ1 et µ1 (resp. λ2 et µ2) sont obtenues en
appliquant l'algorithme de Joihi-Stanton à la ligne du haut (resp. du bas). Par exemple,
la paire de surpartitions dont la représentation de Frobenius est12 12 7 6 5 3 2 1
14 12 10 8 6 5 3 2

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nous donne λ1 = (9, 9, 5, 4, 3, 2, 1, 1), µ1 = (7, 5, 2), λ2 = (11, 9, 8, 7, 5, 4, 3, 2) et µ2 =
(6, 3, 2).
Ensuite, on dénit la notion de paire de surpartitions (k, i)-admissible qui apparaît
dans l'énoné du théorème II.3. La (k, i)-admissibilité pour les paires de surpartitions est
similaire, mais pas totalement identique, à la (k, i)-admissibilité pour les partitions dénie
dans [22℄ (voir page 21).
Dénition II.21. Soit π une paire de surpartitions, λ2 la partition assoiée à la deuxième
ligne de son symbole de Frobenius et λ′2 le onjugué de λ2. On dit que π est (k, i)-admissible
si λ′2 est obtenu à partir d'une partition ν en parts positives ou nulles qui a au plus k− 2
arrés de Durfee en insérant une part de taille nj dans ν pour tout j tel que i 6 j 6 k−1.
Ii, nj est la taille du (j − 1)e arré de Durfee de ν si j > 2, et n1 est le nombre de
olonnes dans la représentation de Frobenius de la paire de surpartitions.
Par exemple, la paire de surpartitions dont la représentation de Frobenius est11 10 9 5 3
12 11 11 6 6

est (4, 2)-admissible : on a ii λ2 = (10, 10, 10, 6, 6) et don λ
′
2 = (5, 5, 5, 5, 5, 5, 3, 3, 3, 3),
qui est obtenue à partir de ν = (5, 5, 5, 5, 5, 3, 3, 3) en ajoutant une part n2 = 5 et une
part n3 = 3.
On rappelle que Dk,i(s, t, n) est déni omme le nombre de paires de surpartitions de
n (k, i)-admissibles dont la représentation de Frobenius possède s parts non surlignées
dans la ligne du bas et t parts non surlignées dans la ligne du haut.
Proposition II.22. On a la série génératrie suivante :
∑
s,t,n>0
Dk,i(s, t, n)a
sbtqn =
∑
n1>···>nk−1>0
qn1+n
2
2+···+n
2
k−1+ni+···+nk−1(−1/a,−1/b)n1an1bn1
(q)n1−n2 · · · (q)nk−2−nk−1(q)nk−1
.
(II.63)
Démonstration. Considérons une paire de surpartitions omptée par Dk,i(s, t, n) dont la
représentation de Frobenius a n1 olonnes. En utilisant l'algorithme de Joihi-Stanton
sur les deux lignes, on peut déomposer ette représentation de Frobenius de la manière
suivante :
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 la ligne du haut, qui est omptée par
(−1/b)n1bn1
(q)n1
,
le fateur 1/(q)n1 orrespondant à λ1 et le fateur b
n1(−1/b)n1 à µ1 ;
 les n1 olonnes (on rappelle que n = n1 +
∑
(aj + bj)), qui sont omptées par q
n1
;
 la partition µ2 en n1 parts positives ou nulles (obtenue à partir de la ligne du bas)
qui est omptée par (−1/a)n1an1 ;
 les k − 2 (au plus) arrés de Durfee de ν, qui sont omptés par qn22+···+n2k−1 ;
 les régions situées entre les arrés de Durfee de ν, qui sont omptées, d'après le
théorème I.1, par [
n1
n2
]
q
[
n2
n3
]
q
· · ·
[
nk−2
nk−1
]
q
;
 les parts ni, . . . , nk−1 insérées dans ν, qui sont omptées par q
ni+···+nk−1
.
Ces trois derniers moreaux forment λ′2, le onjugué de la partition assoiée de la ligne
du bas. En sommant sur n1, . . . , nk−1, on obtient la série génératrie :∑
n1>n2>···>nk−1>0
(−1/b)n1bn1
(q)n1
(−1/a)n1an1qn1qn
2
2+···+n
2
k−1qni+···+nk−1
[
n1
n2
]
q
· · ·
[
nk−2
nk−1
]
q
=
∑
n1>n2>···>nk−1>0
qn1+n
2
2+···+n
2
k−1+ni+···+nk−1(−1/a)n1an1(−1/b)n1bn1
(q)n1−n2 . . . (q)nk−2−nk−1(q)nk−1
.
Pour inorporer Dk,i(s, t, n) dans le théorème II.3, on utilise la théorie des paires de
Bailey pour montrer que la série multiple (II.63) est égale à (II.39). Plus préisément, on
va utiliser le lemme suivant :
Lemme II.23. Si (αn, βn) est une paire de Bailey par rapport à q, alors pour tout 0 6
i 6 k on a
(abq)∞
(q,−aq,−bq)∞ ×
∑
n1>···>nk>0
qn1+n
2
2+···n
2
k
+ni+1+···nk(−1/a,−1/b)n1(ab)n1
(q)n1−n2 · · · (q)nk−1−nk
βnk
=
α0
(q)2∞
+
1
(q)2∞
∑
n>1
(−1/a,−1/b)n(ab)nq(n2−n)(i−1)+in(1− q)
(−aq,−bq)n
×
(
q(n
2+n)(k−i)
1− q2n+1 αn −
q((n−1)
2+(n−1))(k−i)+2n−1
1− q2n−1 αn−1
)
. (II.64)
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Démonstration. Ce résultat est un as partiulier du théorème I.5 : on pose a = q, ρ1 =
−1/a, σ1 = −1/b, et on fait tendre n ainsi que tous les ρj et σj restants vers l'inni dans
ette identité pour obtenir le lemme.
Démonstration de l'égalité Bk,i(s, t, n) = Dk,i(s, t, n) dans le théorème II.3. Elle utilise la
paire de Bailey par rapport à q suivante [89, p. 468, (B3)℄ :
βn =
1
(q)n
et αn =
(−1)nqn(3n+1)/2(1− q2n+1)
(1− q) .
En remplaçant dans le lemme II.23 et en simpliant, on obtient
∑
n1>···>nk>0
qn1+n
2
2+···+n
2
k
+ni+1+···+nk(−1/a,−1/b)n1an1bn1
(q)n1−n2 · · · (q)nk−1−nk(q)nk
=
(−aq,−bq)∞
(q, abq)∞
(
1 +
∑
n>1
qkn
2+(k−i+1)n+n(n+1)/2(−ab)n(−1/a,−1/b)n
(−aq,−bq)n
+
∑
n>1
qkn
2−(k−i)n+n(n+1)/2(−ab)n(−1/a,−1/b)n
(−aq,−bq)n
)
.
En remplaçant n par −n dans la deuxième somme, en simpliant à l'aide de (II.38), puis
en remplaçant k par k − 1 et i par i− 1, on aboutit à (II.39).
On s'intéresse maintenant aux fontions D˜k,i(s, t, n). On dénit une opération sur les
paires de surpartitions, appelée k-onjugaison, qui utilise enore une fois la représentation
de Frobenius. On fait appel à la déomposition d'un symbole de Frobenius dérite après
la dénition II.20. Notons λ′1 (resp. λ
′
2) le onjugué de λ1 (resp. de λ2). Alors λ
′
1 et λ
′
2
sont des partitions en parts inférieures ou égales à n1, où n1 est le nombre de olonnes de
la représentation de Frobenius. On onsidère deux régions. La première région, notée G2,
est la partie de λ′2 située sous son (k−2)e arré de Durfee. La deuxième région, notée G1,
est formée des parts de λ′1 qui sont inférieures ou égales à la taille du (k − 2)e arré de
Durfee de λ′2. Si k = 2, on a G2 = λ
′
2 et G1 = λ
′
1.
Dénition II.24. Le k-onjugué d'une paire de surpartitions est une paire de surparti-
tions obtenue de la façon suivante. On éhange d'abord les deux régions G1 et G2 pour
obtenir deux nouvelles partitions λ′′1 et λ
′′
2. Ensuite, on les onjugue pour obtenir λ
′′′
1 et
λ′′′2 . Enn, on utilise l'algorithme de Joihi-Stanton à l'envers pour assembler λ
′′′
1 et µ1
pour former la ligne du haut et λ′′′2 et µ2 pour former la ligne du bas.
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On remarque que si λ′2 a moins de k − 2 arrés de Durfee, la k-onjugaison est en
fait l'identité ar G1 et G2 sont vides. Remarquons aussi que ette k-onjugaison est une
généralisation de la k-onjugaison pour les surpartitions dénie dans [48℄, qui est elle-
même une généralisation de la onjugaison pour les surpartitions de Lovejoy [73℄ et de
la k-onjugaison pour les partitions de Garvan [56℄. Si k = 2 et qu'il n'y a pas de parts
non surlignées dans le symbole de Frobenius, on retrouve la onjugaison lassique des
partitions dérite au hapitre I, qui onsiste à intervertir les deux lignes du symbole.
En reprenant l'exemple qui suit la dénition II.20, il est faile de voir qu'on a λ′1 =
(8, 6, 5, 4, 3, 2, 2, 2, 2) et λ′2 = (8, 8, 7, 6, 5, 4, 4, 3, 2, 1, 1). Pour k = 4, si on éhange les deux
régions dénies i-dessus, on a λ′′1 = (8, 6, 5, 4, 3, 2, 1, 1) et λ
′′
2 = (8, 8, 7, 6, 5, 4, 4, 3, 2, 2, 2, 2)
(voir la gure II.5). En onjuguant, on obtient les partitions λ′′′1 = (8, 6, 5, 4, 3, 2, 1, 1)
1
et
λ′′′2 = (12, 12, 8, 7, 5, 4, 3, 2). En appliquant l'algorithme de Joihi-Stanton à l'envers (on
rappelle que µ1 = (7, 5, 2) et que µ2 = (6, 3, 2)), on voit que le 4-onjugué de π est
π(4) =
11 9 7 6 5 3 2 1
15 15 10 8 6 5 3 2
 .
G1
λ′1
G2
λ′2
(a) Déomposition de pi.
λ′′1 λ
′′
2
(b) Déomposition de pi(4).
Fig. II.5 : Illustration de la 4-onjugaison. Pour la paire de surpartitions initiale π
(sous-gure II.5(a)), on a λ′1 = (8, 6, 5, 5, 4, 3, 2, 2, 2) et λ
′
2 = (8, 8, 7, 6, 5, 4, 4, 3, 2, 1, 1).
Les régions oloriées sont éhangées par la 4-onjugaison, e qui nous donne λ′′1 =
(8, 6, 5, 5, 4, 2, 1, 1) et λ′′2 = (8, 8, 7, 6, 5, 4, 4, 3, 3, 2, 2, 2) pour π
(4)
, le 4-onjugué de π (sous-
gure II.5(b)).
Dénition II.25. On dit qu'une paire de surpartitions est auto-k-onjuguée si elle est
invariante par k-onjugaison.
1
On remarquera que λ′′1 est auto-onjuguée. Ce n'est que le fruit du hasard. . .
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Dans la gure II.5, on n'a pas une paire de surpartitions auto-4-onjuguée ar les
régions éhangées par la 4-onjugaison ne sont pas identiques.
Proposition II.26. La série génératrie des paires de surpartitions auto-k-onjuguées est
∑
n1>n2>...>nk−1>0
qn1+n
2
2+···+n
2
k−1(−1/a)n1an1(−1/b)n1bn1
(q)n1−n2 . . . (q)nk−2−nk−1(q
2; q2)nk−1
(II.65)
où n1 est le nombre de olonnes du symbole de Frobenius et n2, . . . , nk−1 sont les tailles
des k − 2 premiers arrés de Durfee suessifs de λ′2.
Démonstration. La déomposition d'une paire de surpartitions auto-k-onjuguée est si-
milaire à elle d'une paire de surpartitions (k, k)-admissible. Le symbole de Frobenius se
déompose de la manière suivante :
 µ1, qui est ompté par (−1/b)n1bn1 ;
 µ2, qui est ompté par (−1/a)n1an1 ;
 les n1 olonnes, qui sont omptées par q
n1
;
 les k − 2 arrés de Durfee de λ′2, qui sont omptés par qn
2
2+···+n
2
k−1
;
 les régions situées entre les arrés de Durfee de λ′2, qui sont omptées par[
n1
n2
]
q
· · ·
[
nk−2
nk−1
]
q
;
 les parts de λ′1 qui sont supérieures à nk−1, la taille du (k − 2)e arré de Durfee de
λ′1 (et qui sont bien sûr inférieures ou égales à n1) : elles sont omptées par
1
(1− qnk−1+1) · · · (1− qn1) =
(q)nk−1
(q)n1
;
 les deux régions identiques G1 et G2, qui sont omptées par
1
(q2; q2)nk−1
,
ar 1/(q2; q2)n est la série génératrie des partitions en au plus n parts paires, et
'est aussi la série génératrie des ouples de partitions identiques ayant haune au
plus n parts. La preuve de e résultat est très simple : étant donné une partition en
au plus n parts paires, on divise haque part en deux moitiés égales et on attribue
la première moitié à la première partition et la deuxième moitié à la deuxième. On
obtient bien ainsi deux partitions identiques en au plus n parts.
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En sommant sur n1, n2, . . . , nk−1, on obtient la série génératrie :∑
n1>...>nk−1>0
(−1/b)n1bn1(−1/a)n1an1qn1+n
2
2+···+n
2
k−1
[
n1
n2
]
q
· · ·
[
nk−2
nk−1
]
q
(q)nk−1
(q)n1
1
(q2; q2)nk−1
=
∑
n1>...>nk−1>0
qn1+n
2
2+···+n
2
k−1(−1/a)n1an1(−1/b)n1bn1
(q)n1−n2 . . . (q)nk−2−nk−1(q
2; q2)nk−1
.
Dénition II.27. On dit qu'une paire de surpartitions est auto-(k, i)-onjuguée si elle
est obtenue en prenant une paire de surpartitions auto-k-onjuguée et en ajoutant une
part nj (nj est la taille du (j − 1)e arré de Durfee suessif de λ′2 si j > 2, et n1 est le
nombre de olonnes du symbole de Frobenius) à λ′2 pour i 6 j 6 k − 1.
On rappelle qu'on note D˜k,i(s, t, n) le nombre de paires de surpartitions de n auto-
(k, i)-onjuguées dont la représentation de Frobenius a s parts non surlignées dans la ligne
du bas et t parts non surlignées dans la ligne du haut. On peut maintenant ahever la
démonstration du théorème II.4.
Démonstration de l'égalité D˜k,i(s, t, n) = B˜k,i(s, t, n) dans le théorème II.4. Il est lair, é-
tant donné la proposition II.26 et la dénition II.27, que
∑
s,t,n
D˜k,i(s, t, n)a
sbtqn =
∑
n1>n2>...>nk−1>0
qn1+n
2
2+···+n
2
k−1+ni+···+nk−1(−1/a,−1/b)n1an1bn1
(q)n1−n2 . . . (q)nk−2−nk−1(q
2; q2)nk−1
.
(II.66)
Considérons la paire de Bailey par rapport à q suivante [89, p.468, (E3)℄ :
βn =
1
(q2; q2)∞
et αn =
(−1)nqn2(1− q2n+1)
(1− q) .
En remplaçant dans le lemme II.23 et en raisonnant omme dans le as de Dk,i(s, t, n),
on obtient que (II.66) est égal à (II.40).
Chapitre III
Preuves ombinatoires
Certains des résultats du hapitre II ont été démontrés par des méthodes non ombi-
natoires, par exemple en établissant des équations aux q-diérenes vériées par les Rk,i et
R˜k,i ou en utilisant le treillis de Bailey. Il est naturel de se demander si l'on peut prouver
es résultats d'une façon purement ombinatoire. Ce n'est probablement pas le as, vu la
diulté de démontrer ombinatoirement les identités de Rogers-Ramanujan qui ne sont
qu'un as très partiulier de nos résultats. Cependant, dans e hapitre, on va montrer
ombinatoirement la orrespondane entre les hemins et les séries multiples de la setion
II.7, d'une part, et elle entre les hemins et les surpartitions vériant des onditions de
multipliités, d'autre part.
III.1 Chemins et séries multiples
Au hapitre préédent, les hemins ont été liés ombinatoirement aux paires vériant
des onditions de rangs suessifs et l'étude des paires vériant des onditions sur leur
dissetion de Durfee a fait apparaître ertaines séries multiples. Dans ette setion, on
montre par un argument ombinatoire que les séries multiples intervenant respetivement
dans (II.63) et (II.66) sont les séries génératries des hemins omptés respetivement par
Ek,i(s, t, n) et E˜k,i(s, t, n). Ce résultat est une extension de [49, setion 6.2℄ où les travaux
de Bressoud [38℄ ont été généralisés aux surpartitions.
On va utiliser la notion de hauteur relative d'un pi. Cette notion a été dénie ori-
ginellement par Bressoud [38℄ pour les hemins de Bressoud-Burge. Une dénition plus
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simple de la hauteur relative a été proposée par Berkovih et Paule [34℄ et étendue dans
[49℄ aux hemins sans pis marqués par b. On étend à présent ette dénition aux hemins
dénis à la setion II.5.
Dénition III.1. La hauteur relative d'un pi (x, y) est le plus grand entier h pour lequel
on peut trouver deux sommets (x′, y−h) et (x′′, y−h) situés sur le hemin respetivement
avant et après (x, y) et tels qu'entre es deux sommets, il n'y a pas de pi de hauteur > y
et que tous les pis de hauteur y ont une absisse > x.
Cette notion est bien dénie ar pour h = 1, on peut toujours trouver deux sommets
(x′, y−1) et (x′′, y−1) vériant les onditions demandées. Dans la dénition originelle de
Berkovih et Paule, les deux sommets doivent vérier x′ < x < x′′, e qui est équivalent à
dire, dans le as des hemins de Bressoud-Burge, que (x′, y−h) et (x′′, y−h) sont de part
et d'autre de (x, y). Pour nos hemins, on a toujours x′ < x mais on peut avoir x′′ = x si
(x, y) est un a-pi ou un b-pi, ou même x′′ = x− 1 si 'est un ab-pi.
Par exemple, les hauteurs relatives des pis du hemin de la gure II.3 (reproduit sur
la gure III.1) sont, de gauhe à droite, 2, 1, 4, 1, 2, 1, 1 et 3.
× × ×
×
× ×
× ×
× ×
×
×
1 1
a b b
Fig. III.1 : Illustration de la notion de hauteur relative.
Seul le as des hemins vériant les (k, i)-onditions impaires sera traité en détail, le
as des (k, i)-onditions impaires étant très similaire. On va démontrer le résultat suivant :
Proposition III.2. Le oeient de asbtqn dans
qn1+n
2
2+···+n
2
k−1+ni+···+nk−1(−1/a,−1/b)n1an1bn1
(q)n1−n2 · · · (q)nk−2−nk−1(q)nk−1
(III.1)
est le nombre de hemins d'indie majeur n, ave s pis marqués par a et t pis marqués
par b, vériant les (k, i)-onditions impaires et ayant nj pis de hauteur relative > j pour
1 6 j 6 k − 1.
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De e résultat, on peut alors déduire que
∑
n1>···>nk−1>0
qn1+n
2
2+···+n
2
k−1+ni+···+nk−1(−1/a,−1/b)n1an1bn1
(q)n1−n2 · · · (q)nk−2−nk−1(q)nk−1
=
∑
s,t,n>0
Ek,i(s, t, n)a
sbtqn
= Rk,i(a, b; 1; q),
la dernière égalité déoulant des résultats des setions II.2 et II.5.
Pour démontrer ette proposition, on va utiliser un résultat de Bressoud [38℄ :
Lemme III.3 (Bressoud). Le oeient de qn dans
qn
2
1+n
2
2+···+n
2
k−1+ni+···+nk−1
(q)n1−n2 · · · (q)nk−2−nk−1(q)nk−1
est le nombre de hemins de Bressoud-Burge d'indie majeur n, ommençant à la hauteur
k − i, dont la hauteur est toujours stritement inférieure à k et ayant nj pis de hauteur
relative > j pour 1 6 j 6 k − 1.
Un exemple d'un tel hemin, tiré de [38℄, est donné par la gure III.2. Pour e hemin,
on a k = 4, i = 1, n1 = 3, n2 = 1 et n3 = 1.
×
× ×
× ×
×
1
3 1
Fig. III.2 : Exemple de hemin de Bressoud-Burge. On a indiqué au-dessus de haque
pi sa hauteur relative.
Démonstration de la proposition III.2. On généralise le raisonnement de [38℄. Considérons
un hemin de Bressoud-Burge qui ommene à la hauteur k−i, dont la hauteur est toujours
stritement inférieure à k−1 et ayant nj pis de hauteur relative > j−1 pour 2 6 j 6 k−1.
D'après le lemme III.3, es hemins sont omptés par
Pk,i,~n(q) = q
n22+···+n
2
k−1+ni+···+nk−1
(q)n2−n3 · · · (q)nk−2−nk−1(q)nk−1
(III.2)
où 2 6 i 6 k et ~n = (n2, . . . , nk−1). On a remplaé k par k − 1, i par i− 1 et nj par nj+1
dans le lemme III.3 ar l'algorithme qu'on va dérire va modier les hauteurs relatives (e
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qui aura pour onséquene que dans le hemin nal, nj sera le nombre de pis de hauteur
relative > j) et introduire les termes en n1, nous donnant ainsi la série génératrie sous
la forme (III.1).
Pour tout k > 2 et tout i tel que 1 6 i 6 k, on dérit un algorithme qui produit
un hemin ompté par (III.1) à partir d'un hemin ompté par Pk,i,~n(q) si i > 2 ou par
Pk,2,~n(q) si i = 1, de deux partitions α et β en parts distintes omprises entre 0 et k−1 et
d'une partition γ en n1 − n2 parts positives ou nulles. On illustrera les diérentes étapes
de et algorithme dans le as k = 5 et i = 2, ave omme entrées de l'algorithme le hemin
de la gure III.2 ompté par P5,2,(3,1,1) et les partitions α = (6, 3, 1, 0) et β = (4, 0).
On devra prouver que ette proédure est bijetive, que tous les hemins omptés par
Ek,i(s, t, n) peuvent être engendrés par notre algorithme, que la distribution des hauteurs
relatives n'est pas modiée (sauf à la première étape où la hauteur relative de tous les
pis augmente de 1) et que l'algorithme modie la série génératrie omme on le souhaite.
On eetue d'abord un  soulèvement volanique  en insérant en haque pi un pas
NE suivi d'un pas SO (voir gure III.3). Cette opération augmente toutes les hauteurs
relatives de 1.
×
× ×
× ×
×
1
1 1
2
4 2
Fig. III.3 : Eet du soulèvement volanique sur le hemin de la gure III.2.
Ensuite, on insère au début du hemin le hemin d'indie majeur minimal ommençant
en (0, k− i) et possédant n1−n2 ab-pis (voir gure III.4). On remarque que es nouveaux
pis sont tous de hauteur relative 1 et que e sont les seuls pis dans e as, puisque le
soulèvement volanique a augmenté de 1 toutes les hauteurs relatives.
Si i = 1, on introduit un pas SE supplémentaire au début du hemin, de (0, k − 1) à
(1, k − 2).
Ensuite, pour tout j tel que 1 6 j 6 n1, si α ontient une part j − 1, on transforme le
je pi en partant de la droite en b-pi, puis si β ontient une part j − 1, on transforme le
je pi en partant de la droite en a-pi si 'est un ab-pi ou en 1-pi si 'est un b-pi (voir
gure III.5). Ces transformations ne modient pas les hauteurs relatives.
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×
× ×
× ×
×
4
1
1 1
1
2
4 2
Fig. III.4 : Résultat de l'insertion du hemin minimal à n1 − n2 = 4 pis au début du
hemin de la gure III.3.
× ×
× ×
×
×
×
×
1 1
b b
a
b
Fig. III.5 : Résultat de la transformation de ertains pis dans le hemin de la gure
III.4. Dans et exemple, α = (6, 3, 1, 0) et β = (4, 0).
Enn, pour tout j tel que 1 6 j 6 n1 − n2, on déplae le je pi de hauteur relative 1
à partir de la droite γj fois selon les règles illustrées par la gure III.6.
Quand on déplae un pi, il peut renontrer le pi situé immédiatement à sa droite.
On dit qu'un pi (x, y) renontre un pi (x′, y′) si
x′ − x =

2 si (x, y) est un 1-pi
1 si (x, y) est un a-pi ou un b-pi
0 si (x, y) est un ab-pi.
Dans e as, on abandonne le pi qu'on était en train de déplaer et on déplae le pi situé
immédiatement à sa droite. Si on se retrouve ave une suite de pis ontigus, on déplae
le plus à droite de es pis (voir gure III.7).
Pour ahever la démonstration, on doit montrer que la distribution des hauteurs rela-
tives n'est pas modiée par les opérations de la gure III.6 (proposition III.4), que notre
onstrution est inversible (proposition III.5), qu'on engendre bien tous nos hemins (pro-
position III.6) et que le hemin obtenu est bien ompté par (III.1) (proposition III.7).
Proposition III.4. Les opérations de la gure III.6 préservent le nombre de pis de
hauteur relative > j pour tout j.
Démonstration. On va le montrer seulement pour les opérations 1, 2 et 3, la preuve pour
les autres opérations étant très similaire (pour les opérations 4 et 7, la proposition se
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1
× ×
2
× ×
3
4
× ×
5
×
6
1 1
7
1
×
1
×
8
1
1
×
9
Fig. III.6 : Règles de déplaement des pis de hauteur relative 1.
×
a1
×
a
1
× ×
a
1
Fig. III.7 : On veut déplaer le pi de gauhe de deux pas vers la droite, mais après le
premier déplaement, on se retrouve ave une suite de trois pis adjaents. On déplae
alors le pi le plus à droite de ette suite.
montre omme pour l'opération 1 ; pour 5 et 8, elle se montre omme pour 2 ; pour 6 et
9, elle se montre omme pour 3). On note p le pi déplaé et (x, y) ses oordonnées. De
plus, on appelle montagne une partie d'un hemin qui ommene sur l'axe horizontal ou
l'axe vertial, se termine sur l'axe horizontal et ne ontient auun sommet intermédiaire
sur et axe (par exemple, le hemin de la gure III.1 a quatre montagnes et elui de la
gure III.5 en a deux).
Remarquons d'abord que la hauteur relative d'un pi est néessairement inférieure ou
égale à sa hauteur ('est-à-dire à son ordonnée) : en eet, si un pi de oordonnées (x, y)
a pour hauteur relative h, il existe un sommet d'ordonnée y− h situé sur le hemin, don
y > h ar nos hemins sont situés dans le premier quadrant. Il s'ensuit que la hauteur
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relative d'un pi ne dépend que des positions des pis situés dans sa montagne. Par
onséquent, pour démontrer la proposition, il sut de s'intéresser aux hauteurs relatives
des pis des montagnes aetées par le déplaement ; les autres montagnes ne sont pas
modiées, don les hauteurs relatives de leurs pis ne hangent pas.
Pour l'opération 1, qui ne peut être appliquée que si y = 1, il est lair que la hauteur
relative de p ne hange pas. Dans e as, p est le seul pi de sa montagne, qui est la seule
montagne aetée par le déplaement.
Pour l'opération 2, on distingue trois as. Le premier as est elui où y = 1. Si la
hauteur du pi suivant (noté p+) est supérieure à 2 (voir gure III.8), la hauteur relative
de p reste lairement 1 d'après la gure, la hauteur relative de p+ n'est pas modiée ar
il n'apparaît pas de nouveau pi de même hauteur que p+ à sa gauhe et elles des autres
pis de la montagne où se trouve p+ ne hangent pas non plus. Si la hauteur de p+ est égale
×
×
x′ x′′
×
×
x′ x′′
Fig. III.8 : Cas où la hauteur de p est égale à 1 et elle de p+ est supérieure à 2. On a
indiqué les absisses x′ et x′′ qui interviennent dans la dénition de la hauteur relative de
p ; on onstate que ette hauteur relative ne hange pas.
à 2, p et p+ éhangent leurs hauteurs relatives (voir gure III.9) et les autres hauteurs
relatives ne hangent pas. Au total, le nombre de pis de hauteur relative donnée n'est
pas modié. Le deuxième as est elui où y > 1 et p est le premier pi de sa montagne.
× ×
1
2
× ×
2 1
Fig. III.9 : Cas où p et p+ éhangent leurs hauteurs relatives. Cela ne modie pas le
nombre de pis ayant une hauteur relative donnée.
Dans e as, le raisonnement est similaire au as préédent : si la hauteur de p+ est égale à
y+1, p et p+ éhangent leurs hauteurs relatives ; sinon, les hauteurs relatives ne hangent
pas. Enn, si p n'est pas le premier pi de sa montagne, on distingue deux sous-as. Si
la hauteur de p+ est supérieure à y + 1, la hauteur relative de p reste 1 d'après la gure
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III.10, la hauteur relative de p+ ne hange pas ar il n'apparaît pas de nouveau pi de
même hauteur que lui à sa gauhe et les hauteurs relatives des autres pis ne hangent
pas non plus. Si la hauteur de p+ est égale à y + 1, p et p+ vont éhanger leurs hauteurs
×
×
x′ x′′
×
×
x′ x′′
Fig. III.10 : Cas où la hauteur de p+ est supérieure à y+1. Enore une fois, la hauteur
relative de p reste 1.
relatives omme dans le as illustré par la gure III.9.
Pour l'opération 3, on distingue deux as. Le premier est elui où p est le dernier pi de
sa montagne. Dans e as, la hauteur relative de p reste 1 (voir gure III.11). Les hauteurs
relatives des autres pis de la montagnes ne sont pas modiées. En eet, en e qui onerne
p−, il n'y a pas de pis plus hauts que lui à sa droite, avant omme après le déplaement :
sa hauteur relative ne hange don pas. Quant aux autres pis, le déplaement de p ne
hange rien pour eux. Dans le deuxième as, si p n'est pas le dernier pi de sa montagne,
×
×
x′ x′′
×
×
x′ x′′
Fig. III.11 : Si p est le dernier pi de sa montagne, sa hauteur relative n'est pas modiée.
il est également faile de voir que sa hauteur relative reste 1. Les hauteurs relatives des
autres pis ne sont pas modiées pour les mêmes raisons que préédemment.
Proposition III.5. La onstrution utilisée dans la démonstration de la proposition III.2
est inversible.
Démonstration. On va dérire la proédure inverse. On part d'un hemin ompté par
(III.1). Il faut d'abord déplaer vers la gauhe les pis de hauteur relative 1 : omme on
sait, grâe à la proposition III.4, que le déplaement des pis dans notre algorithme ne
modie pas le nombre de pis de hauteur relative donnée, le nombre de pis insérés après
le soulèvement volanique est égal au nombre de pis de hauteur relative 1 dans le hemin
ompté par (III.1) obtenu à la n de l'algorithme. On ommene par le plus à gauhe
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de es pis et on le déplae jusqu'au début du hemin en appliquant en sens inverse les
opérations de la gure III.6. Si notre pi devient adjaent à un autre pi au ours de e
déplaement, on abandonne le pi qu'on était en train de déplaer et on déplae le pi situé
immédiatement à sa gauhe ; si on se retrouve ave une suite de pis ontigus, on déplae
le plus à gauhe de es pis. Le nombre de mouvements néessaires pour amener notre pi
jusqu'au début du hemin nous donne γn1−n2. On proède de la même façon pour les autres
pis de hauteur relative 1, e qui nous donne une partition γ en n1−n2 parts positives ou
nulles (il y a n1 − n2 pis de hauteur relative 1 et le nombre de mouvements néessaires
pour déplaer le ie pi de hauteur relative 1 en partant de la gauhe est inférieur ou égal
au nombre de mouvements néessaires pour déplaer le (i+ 1)e pi).
Ensuite, on transforme les 1-pis en b-pis et les a-pis en ab-pis : si le ie pi en partant
de la droite a été ainsi transformé, on ajoute une part i− 1 dans α, qui va don être une
partition en parts distintes omprises entre 0 et n1 − 1. Après, on transforme les b-pis
en ab-pis, e qui nous donne de même une partition β en parts distintes omprises entre
0 et n1 − 1. Tous les pis restants sont maintenant des ab-pis.
Si i = 1, on supprime le premier pas SE du hemin. Enn, on supprime le hemin
minimal omprenant les n1 − n2 premiers pis, et pour haque pi, on retire le pas NE
qui le préède et le pas SO qui le suit. Cela diminue de 1 la hauteur de tous les pis, qui
sont maintenant tous des 1-pis. Le hemin obtenu est ompté par Pk,i,~n(q) si i > 2 et par
Pk,2,~n(q) si i = 1.
Proposition III.6. Tout hemin ompté par Ek,i(s, t, n) peut être engendré par notre
algorithme.
Démonstration. On peut appliquer l'algorithme inverse dérit dans la démonstration de
la proposition III.5 à n'importe quel hemin C ompté par (III.1), e qui nous donne un
hemin de Bressoud-Burge C′. En appliquant l'algorithme diret à e hemin, on retrouve C
puisque les deux proédures sont inverses l'une de l'autre. Don, pour tout hemin ompté
par Ek,i(s, t, n), il existe un hemin de Bressoud-Burge qui permet de l'engendrer.
Proposition III.7. Le hemin obtenu en appliquant notre algorithme est ompté par
(III.1).
Démonstration. Le soulèvement volanique transforme les n2 1-pis en ab-pis et augmente
l'indie majeur de n2 puisque haque pi est déalé de 1. De plus, toutes les hauteurs
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relatives augmentent de 1, e qui fait que nj ompte maintenant les pis de hauteur
relative > j.
La ontribution totale à l'indie majeur des ab-pis introduits à l'étape suivante est
de n1 − n2 (il y a n1 − n2 ab-pis qui sont tous d'absisse 1). Au total, le soulèvement
volanique et l'insertion introduisent dans la série génératrie un fateur
(ab)n2qn2 × qn1−n2(ab)n1−n2 = (abq)n1 .
Si i = 1, on ajoute un pas SE supplémentaire au début du hemin, e qui introduit un
fateur qn1 .
Quand on transforme le je pi en partant de la droite en a-pi, l'indie majeur aug-
mente de j ar les j − 1 pis les plus à droite sont déalés de 1 vers la droite. On eetue
ette transformation s'il y a une part j − 1 dans α ; au total, l'augmentation de l'indie
majeur est égale à la taille de α, qui est une partition en parts distintes omprises entre 0
et n1 − 1. Cette étape introduit don un fateur (−1/a)n1 et la deuxième transformation,
qui utilise β, introduit de même un fateur (−1/b)n1 .
Enn, quand le je pi de hauteur relative 1 en partant de la droite est déplaé de γj
pas vers la droite, l'indie majeur augmente de γj. Si on tient ompte du déplaement de
tous les pis de hauteur relative 1, l'augmentation de l'indie majeur est égale à la taille
de γ, qui est une partition en n1 − n2 parts positives ou nulles. Le déplaement des pis
introduit don un fateur
1
(q)n1−n2
.
Dans le as des (k, i)-onditions paires, on raisonne de la même façon en utilisant le
résultat suivant, qui est l'analogue du lemme III.3 pour le as pair :
Lemme III.8 (Bressoud [38℄). Le oeient de qn dans
qn
2
1+n
2
2+···+n
2
k−1+ni+···+nk−1
(q)n1−n2 · · · (q)nk−2−nk−1(q2; q2)nk−1
est le nombre de hemins de Bressoud-Burge d'indie majeur n, ommençant à la hau-
teur k − i, dont la hauteur est toujours stritement inférieure à k, tels que tout pi de
oordonnées (x, k − 1) vérie x ≡ i− 1 (mod 2), et ayant nj pis de hauteur relative > j
pour 1 6 j 6 k − 1.
L'analogue de Pk,i,~n(q) est
P˜k,i,~n(q) = q
n22+···+n
2
k−1+ni+···+nk−1
(q)n2−n3 · · · (q)nk−2−nk−1(q)nk−1
, (III.3)
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qui est la série génératrie des hemins de Bressoud-Burge ommençant à la hauteur k− i,
dont la hauteur est toujours stritement inférieure à k−1, tels que tout pi de oordonnées
(x, k − 2) vérie x ≡ i − 2 (mod 2), et ayant nj pis de hauteur relative > j − 1 pour
2 6 j 6 k − 1.
Le soulèvement volanique augmente l'absisse et la hauteur de haque pi de 1, e qui
fait que les pis de hauteur maximale sont maintenant les pis de oordonnées (x, k − 1),
qui vérient x ≡ i− 1 (mod 2).
Les pis insérés à l'étape suivante ont pour oordonnées (1, k − i + 1). Si i = 2, on
a k − i + 1 = k − 1 et es nouveaux pis vérient bien la ondition x ≡ i − 1 (mod 2)
(à e stade, il n'y a que des ab-pis don u et v sont nuls pour tous les pis) ; si i > 2,
k − i+ 1 < k − 1 don l'absisse de es pis n'est pas ontrainte.
Quand on transforme un ab-pi en a-pi, b-pi ou 1-pi, ela déale les pis situés à sa
droite, e qui nous donne la ondition x− u+ v ≡ i− 1 (mod 2) pour les pis de hauteur
k − 1.
Enn, il faut s'assurer que le hemin va toujours vérier les (k, i)-onditions paires
après le déplaement des pis de hauteur relative 1. Si on doit déplaer un pi de hauteur
k−1, sa hauteur va diminuer ; les pis restants de hauteur k−1 ne bougent pas et vérient
don toujours la ondition, et le hemin vérie toujours les (k, i)-onditions paires. Par
ailleurs, on peut obtenir un nouveau pi de hauteur k−1 en appliquant l'une des opérations
2, 5 ou 8 à un pi de hauteur k − 2 ; e pi va alors renontrer un pi qui était déjà de
hauteur k − 1. En traitant haun des trois as (le nouveau pi de hauteur k − 1 est un
ab-pi, 'est un a-pi ou un b-pi, ou 'est un 1-pi), on montre failement que omme
le pi qui était déjà de hauteur k − 1 vérie la ondition x − u + v ≡ i − 1 (mod 2), le
nouveau pi de hauteur k − 1 va aussi la vérier.
III.2 Étude ombinatoire des multipliités dans le as
des surpartitions
Notons fj(λ) = fj(λ) + fj(λ) la multipliité du nombre j dans une surpartition λ,
'est-à-dire le nombre total d'ourrenes de j dans λ. Soit Bk,i(j, n) = Bk,i(j, 0, n) le
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nombre de surpartitions λ de n ave j parts surlignées telles que pour tout ℓ,
f1 < i
λℓ − λℓ+k−1 >

1 si λℓ+k−1 est surlignée
2 sinon
(III.4)
ou, de manière équivalente,
f1 < i
∀ℓ, fℓ + fℓ+1 <

k + 1 si une part ℓ est surlignée
k sinon.
(III.5)
On notera ette dernière ondition ∀ℓ, fℓ + fℓ+1 < k(+1)ℓ.
Quand on onsidère le as µ = ∅ (as des surpartitions) des objets intervenant dans
le théorème II.1, on retrouve bien ette dénition, ar vℓ((λ,∅)) = fℓ(λ) + fℓ(λ) = fℓ(λ)
et la ondition (ii) du théorème devient fℓ(λ)+ fℓ+1(λ) = fℓ(λ)+ fℓ+1(λ)− fℓ(λ) < k. On
a don fℓ(λ) + fℓ+1(λ) < k + fℓ(λ), e qui est équivalent à (III.5).
Soit Ek,i(j, n) = Ek,i(j, 0, n) le nombre de hemins de Bressoud-Burge généralisés
d'indie majeur n sans pis marqués par b qui ont j pas S (ou j pis marqués par a, e qui
revient au même ii) et qui vérient les (k, i)-onditions impaires. Le but de ette setion
est de démontrer le résultat suivant, dont une ébauhe de preuve a été présentée dans
[49℄ :
Proposition III.9. Il existe une bijetion entre les hemins omptés par Ek,i(j, n) et les
surpartitions omptées par Bk,i(j, n). Cette bijetion est telle que le nombre de pis d'un
hemin est égal à la longueur de la suite de multipliités de la surpartition orrespondante
(ette notion sera dénie dans la suite de la setion).
Cette bijetion n'a pas été généralisée aux paires de surpartitions pour le moment.
La démonstration de la proposition III.9 est une généralisation de [39, setion 3℄. On va
utiliser la représentation d'une surpartition omme une suite de multipliités : on assoie
à une surpartition la suite nie (f0, f1, f2, . . .) où on surligne fj si j apparaît surligné.
Par exemple, la suite des multipliités de λ = (6, 6, 5, 4, 4, 4, 3, 1) est (0, 1, 0, 1, 3, 1, 2).
Naturellement, la multipliité f0 est toujours nulle ; on l'introduit ii pour simplier les
dénitions.
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On dit qu'une suite (fm, . . . , fm+ℓ) est un multuplet ((ℓ+ 1)-uplet de multipliités) si
 fm+ℓ > 0 ;
 fm n'est pas surlignée ;
 fm+p est surlignée pour 1 6 p 6 ℓ− 1.
La longueur d'un multuplet (fm, . . . , fm+ℓ) est ℓ et son m-poids est
∑ℓ
i=0(m+ i)fm+i. On
peut dénir d'une façon générale le m-poids d'une suite de multipliités (fm, . . . , fm+p)
par
∑p
i=0(m + i)fm+i ; on remarque que la taille d'une surpartition est égale au 0-poids
de sa suite de multipliités.
On divise la suite de multipliités d'une surpartition en multuplets en allant de la
droite vers la gauhe. Quand on trouve une multipliité stritement positive, on ferme
une parenthèse à sa droite. On herhe la plus prohe des multipliités non surlignées
situées à sa gauhe et on ouvre une parenthèse à gauhe de ette dernière multipliité.
La longueur d'une suite de multipliités est dénie omme la somme des longueurs des
multuplets de sa déomposition. La déomposition étant unique, ette notion est bien
dénie. Par exemple, la suite de multipliités (0, 2, 0, 2, 1, 1) nous donne la déomposition
((0, 2), 0, (2, 1, 1)) ; le multuplet (2, 1, 1) est de longueur 2 et le multuplet (0, 2) est de
longueur 1, don la longueur de la suite est 3. Dans le as des partitions traité dans [39℄,
les multuplets sont des ouples de multipliités (multuplets de longueur 1) et la longueur
d'une suite de multipliités est simplement le nombre de es ouples.
On dénit une appliation F qui à un multuplet de m-poids n et de longueur ℓ assoie
une suite de multipliités de m-poids n− ℓ. Étant donné un multuplet (fm, . . . , fm+ℓ), la
suite F (fm, . . . , fm+ℓ) est alulée en utilisant l'algorithme suivant :
 si fm+ℓ = 1, on enlève le surlignage de fm+ℓ et on surligne fm ;
 si fm+ℓ 6= 1 et ℓ > 1, on enlève le surlignage de fm+ℓ−1 et on surligne fm ;
 on diminue fm+ℓ de 1 ;
 on augmente fm de 1.
Par exemple, pourm = 1 et le multuplet (1, 1, 3), on a n = 12, ℓ = 2 et F (1, 1, 3) = (2, 1, 2)
qui est de 1-poids 10.
Dans la suite, on assimile une surpartiton à sa suite de multipliités. Soit Bk,i(j, n,N)
le nombre de surpartitions omptées par Bk,i(j, n) qui sont de longueur N . On pose
Bk,i(N) =
∑
j,nBk,i(j, n,N)a
jqn. On divise maintenant une surpartition λ omptée par
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Bk,i(N) en multuplets en allant de la droite vers la gauhe et on applique F à haque
multuplet. Les multipliités ne faisant pas partie d'un multuplet (qui sont forément
nulles) ne sont pas modiées. Si la suite obtenue ontient une part de taille 0 (e qui arrive
si λ possède un multuplet qui ommene par f0), on supprime ette part. On note F (λ) la
suite ainsi obtenue. Remarquons que si λ est de taille n et de longueur N , alors F (λ) est de
taille n−N et de longueur N ou N−1. Par exemple, soit λ = (0, (0, 1), (1, 1, 3)) qui est de
taille 24 et de longueur 3. On a F (λ) = µ = ((0, 1), (0, 2), (1, 2)), qui a pour taille 21 et pour
longueur 3. Si on applique enore une fois F , on obtient F (µ) = ν = (0, 0, (1, 1), (2, 1))
qui a pour longueur 2 et pour taille 18 (voir la table suivante).
f0 f1 f2 f3 f4 f5
λ 0 (0 1) (1 1 3)
µ = F (λ) (0 1) (0 2) (1 2)
ν = F (µ) 0 0 (1 1) (2 1)
Soit Gk,i(N) la série génératrie des surpartitions µ = F (λ) où λ est une surpartition
omptée par Bk,i+1(N) et possède un multuplet (f0, f1) ave f1 6= 1.
Proposition III.10. Soit λ une surpartition omptée par Bk,i(N) ave N > 0. Alors
1. λ est une surpartition de n et possède un multuplet (f0, . . . , fℓ) ave ℓ > 1 ou fℓ = 1
si et seulement si F (λ) est une surpartition de n−N , a une part surlignée de moins
que λ et est omptée par Bk,i(N − 1) ;
2. λ est une surpartition de n et possède un multuplet (f0, . . . , fℓ) ave ℓ = 1 et fℓ 6= 1
si et seulement si F (λ) est une surpartition de n− N , a le même nombre de parts
surlignées que λ et est omptée par Gk,i−1(N) ;
3. λ est une surpartition de n et ne possède pas de multuplet (f0, . . . , fℓ) si et seulement
si F (λ) est une surpartition de n−N , a le même nombre de parts surlignées que λ
et est omptée par Bk,i+1(N).
Soit λ une surpartition omptée par Gk,i(N). Alors
1. λ est une surpartition de n est possède un multuplet (f0, . . . , fℓ) ave ℓ > 1 ou fℓ = 1
si et seulement si F (λ) est une surpartition de n−N , a une part surlignée de moins
que λ et est omptée par Bk,i(N − 1) ;
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2. λ est une surpartition de n et possède un multuplet (f0, . . . , fℓ) ave ℓ = 1 et fℓ 6= 1
si et seulement si F (λ) est une surpartition de n − N , a le même nombre de parts
surlignées que λ et est omptée par Gk,i−1(N).
3. λ est une surpartition de n et ne possède pas de multuplet (f0, . . . , fℓ) si et seulement
si F (λ) est une surpartition de n − N + 1, a le même nombre de parts surlignées
que λ et est omptée par Bk,i+1(N − 1).
Démonstration. On ne traitera que le premier as, les autres étant similaires. On onsidère
une surpartition λ de taille n omptée par Bk,i(N) où N > 0. Pour haque multuplet
(fm, . . . , fm+ℓ), l'appliation de F fait augmenter fm de 1 et diminuer fm+ℓ de 1 : le m-
poids du multuplet diminue don de ℓ. En sommant sur tous les multuplets, on onstate
que la taille de la surpartition diminue de N : F (λ) est don une surpartition de n−N .
Montrons ensuite que F (λ) vérie, omme λ, la ondition ∀ℓ, fℓ + fℓ+1 < k(+1)ℓ. Le
seul as où la somme de deux multipliités onséutives fm et fm+1 peut augmenter est
elui où l'une de es deux multipliités est la plus à gauhe d'un multuplet. Si 'est fm,
alors après l'appliation de F , fm devient surlignée et on a enore fm + fm+1 < k(+1)ℓ.
Si 'est fm+1, alors fm+ fm+1 n'augmente de 1 que si fm = 0 avant qu'on applique F . On
sait que fm+1 < k − 1 avant ette opération (ar fm+1 + fm+2 < k et fm+2 > 0), don la
ondition fm + fm+1 < k est vériée par F (λ).
Si λ possède un multuplet (f0, . . . , fℓ) ave ℓ > 1 ou fℓ = 1, on distingue deux as.
Si ℓ > 1 et fℓ 6= 1, fℓ−1 va perdre son surlignage au prot de f0, mais f0 ne peut être
surlignée puisqu'il n'y a auune part 0 : F (λ) aura don une part surlignée de moins que
λ. Si fℓ = 1, 'est la part fℓ qui perd son surlignage et, omme préédemment, F (λ) a
une part surlignée de moins que λ.
Intéressons-nous maintenant à l'évolution de la longueur. On dit qu'une multipliité
est dextre si elle est la plus à droite d'un multuplet. Il est faile de voir que la longueur
d'une surpartition est égale à la somme du nombre de parts surlignées et du nombre
de multipliités dextres non surlignées. En eet, un multuplet (fm, . . . , fm+ℓ) a ℓ parts
surlignées si fm+ℓ est surlignée et ℓ − 1 parts surlignées sinon ; en sommant sur tous les
multuplets, on obtient le résultat souhaité. On sait que dans le as présent, le nombre de
parts surlignées diminue de 1 quand on applique F . Que devient le nombre de multipliités
dextres non surlignées ? Considérons un multuplet (fm, . . . , fm+ℓ). Deux as se présentent :
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soit fm+ℓ reste une multipliité dextre, soit e n'en est plus une. Dans le seond as, fm+ℓ−1
devient dextre : pour que e ne soit pas le as, il faudrait que λ possède un multuplet
(f0, f1) et que soit f1 = 1, soit f1 devienne la multipliité la plus à gauhe d'un multuplet
après l'appliation de F . On sait que 'est impossible dans notre as puisque le multuplet
(f0, . . . , fℓ) vérie ℓ > 1 ou fℓ = 1. Par onséquent, le nombre de multipliités dextres
non surlignées ne hange pas et la longueur de la surpartition diminue don de 1 quand
on applique F .
Comme f1 n'augmente pas (f1 diminue de 1 s'il y a une paire (f0, f1) dans λ et ne
hange pas sinon), on obtient que F (λ) est omptée par Bk,i(N − 1).
Réiproquement, soit λ une surpartition omptée par Bk,i(N) (ave N > 0) telle que
F (λ) est une surpartition de n−N , a une part surlignée de moins que λ et est omptée par
Bk,i(N − 1). Tout d'abord, omme λ est de longueur N et que la taille d'une surpartition
de longueur N diminue de N quand on applique F , on sait que λ est une surpartition de
n. Ensuite, quand on applique F , on ne peut perdre une part surlignée qu'en surlignant
une part 0 qui disparaît ensuite : on en déduit don qu'il y a un multuplet de la forme
(f0, . . . , fℓ) dans λ. Si on avait ℓ = 1 et fℓ 6= 1 pour e multuplet, le nombre de parts
surlignées resterait identique : on a don ℓ > 1 ou fℓ = 1.
Quelques remarques sont néessaires avant de passer à la suite. Tout d'abord, on a
Bk,i(0) = 1, vu que la seule surpartition de longueur 0 est la surpartition vide. Ensuite,
si λ est omptée par Bk,1(N), on a f0 = 0 et f1 = 0 don il n'y a pas de multuplet
(f0, . . . , fℓ). En appliquant F , on obtient néessairement une surpartition de n−N ave
le même nombre de parts surlignées que λ qui est omptée par Bk,2(N). De même, si λ est
omptée par Gk,1(N), il n'y a pas de multuplet (f0, . . . , fℓ) et F (λ) est une surpartition de
n−N +1 ave le même nombre de parts surlignées que λ qui est omptée par Bk,2(N−1).
III.2 : Étude ombinatoire des multipliités dans le as des surpartitions 95
Ces remarques et la proposition préédente impliquent que :
Bk,1(N) = qNBk,2(N);
Bk,i(N) = qN(Bk,i+1(N) + Gk,i−1(N) + aBk,i(N − 1)), si 1 < i 6 k;
Gk,1(N) = qN−1Bk,2(N − 1);
Gk,i(N) = qN−1Bk,i+1(N − 1) + qNGk,i−1(N) + aqNBk,i(N − 1), si 1 < i < k;
Bk,i(0) = 1.
On a maintenant tous les ingrédients néessaires pour démontrer la proposition III.9.
On remarque que Bk,k+1(N) = Bk,k(N), ar s'il existait une surpartition λ omptée par
Bk,k+1(N)mais pas par Bk,k(N), elle vérierait f1(λ) = k et pour que la ondition f0+f1 <
k(+1)ℓ soit vériée, il devrait y avoir une ourrene surlignée de 0 dans λ, e qui est
impossible. De plus, on pose Γk,i(N) = Gk,i(N) + aBk,i+1(N − 1) si i > 0 et Γk,0(N) = 0.
On a alors
Bk,i(N) = qN(Bk,i+1(N) + Γk,i−1(N)), si i < k;
Bk,k(N) = qNΓk,k−1(N)/(1− qN );
Γk,i(N) = (a+ q
N−1)Bk,i+1(N − 1) + qNΓk,i−1(N), si i > 0;
Bk,i(0) = 1;
Γk,0(N) = 0.
Ces réurrenes sont vériées par Ek,i(N), la série génératrie des hemins qui n'ont pas
de pis marqués par b et qui vérient les (k, i)-onditions impaires ; en eet, elles orres-
pondent au as b = 0 de la proposition II.12. De plus, elles dénissent Ek,i(N) de manière
unique. Don Bk,i(N) = Ek,i(N) et la proposition III.9 est démontrée.
Chapitre IV
Surpartitions n-olorées
IV.1 Introdution
Parmi les généralisations lassiques des partitions, on trouve les partitions planes, ou
partitions bidimensionnelles. Une partition plane de n est un tableau d'entiers
λ =
λ1,1 λ1,2 λ1,3 · · ·
λ2,1 λ2,2 λ2,3 · · ·
λ3,1 λ3,2 λ3,3 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
tel que pour tout (i, j), λi,j > λi,j+1 et λi,j > λi+1,j, et vériant
∑
i,j λi,j = n. Par exemple,
4 3 2 1
3 1 1
2
2
est une partition plane de 19. En notant pp(n) le nombre de partitions planes de n, la
série génératrie des partitions planes s'érit, pour |q| < 1 [77℄ :
PP (q) =
∞∑
n=0
pp(n)qn =
∞∏
i=0
1
(1− qi)i . (IV.1)
Il n'est pas évident de montrer que e produit inni est bien la série génératrie des parti-
tions planes (les preuves les plus simples font intervenir une bijetion entre les partitions
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planes et des matries d'entiers positifs qui sont omptées par (IV.1) ; voir [79℄ pour un
exemple d'une telle bijetion). En revanhe, il est beauoup plus faile de voir que 'est
la série génératrie des partitions formées en prenant les parts non plus dans l'ensemble
N∗ = {1, 2, 3, 4, 5, . . .}, mais dans l'ensemble
N
7 = {11, 21, 22, 31, 32, 33, . . .} =
∞⋃
i=1
{i1, i2, . . . , ii}.
On dit que la taille d'une part ij est i et que sa ouleur est j. En utilisant les méthodes
lassiques de la théorie des partitions [25, hapitre 1℄, on montre que la ontribution des
parts ij à la série génératrie est
1
1−qi
et que l'ensemble des parts de taille i donne don
un fateur
1
(1−qi)i
, e qui permet de onlure que (IV.1) est bien la série génératrie des
partitions spéiales qu'on vient de dénir. Ces partitions sont appelées partitions ave n
opies de n ou partitions n-olorées, ar il y a n ouleurs possibles pour une part de taille
n. Dans un tel objet, on ordonne les parts d'abord par ordre déroissant de taille puis par
ordre déroissant de ouleur. Par exemple, les partitions n-olorées de 4 sont
(44), (43), (42), (41), (33, 11), (32, 11), (31, 11), (22, 22), (22, 21),
(21, 21), (22, 11, 11), (21, 11, 11), (11, 11, 11, 11).
Si ertains travaux sur les partitions planes avaient déjà fait intervenir des objets
équivalents aux partitions n-olorées (voir par exemple [41, 42℄), l'étude de es dernières
a véritablement ommené dans les années 1980 ave les travaux d'Agarwal, Andrews et
Bressoud [4, 1, 2, 3, 5℄ ; la motivation initiale était d'interpréter ombinatoirement des
identités de type Rogers-Ramanujan révélées par les travaux de Baxter sur un modèle de
méanique statistique [33, hapitre 14℄. On dénit la diérene pondérée de deux parts mi
et nj , notée ((mi − nj)), omme étant m− n− i− j. Agarwal et Andrews [4℄ ont obtenu
le résultat suivant :
Théorème IV.1 (Agarwal et Andrews). Pour k > 2 et 0 6 t 6 k − 1, soit At(k, ν) le
nombre de partitions (ordinaires) de ν en parts non ongrues à 0,±2(k− t) (mod 4k+2).
Pour k > 2, soit B0(k, ν) le nombre de partitions n-olorées de ν telles que si la diérene
pondérée de deux parts mi et nj vériant m > n est négative ou nulle, alors elle est paire et
supérieure ou égale à −2min(i−1, j−1, k−3). Alors pour tout ν > 0, A0(k, ν) = B0(k, ν).
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Par exemple, on a A0(2, 7) = B0(2, 7) = 11. Les partitions omptées par A0(2, 7) sont
(7), (6, 1), (5, 2), (3, 3, 1), (3, 2, 2), (3, 2, 1, 1), (3, 1, 1, 1, 1), (2, 2, 2, 1),
(2, 2, 1, 1, 1), (2, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1, 1)
et les partitions n-olorées omptées par A0(2, 7) (qui sont simplement les partitions n-
olorées de 7 dont les diérenes pondérées sont stritement positives) sont
(77), (76), (7, 5), (74), (73), (72), (71), (61, 11), (62, 11), (63, 11), (51, 21).
Agarwal et Andrews ont en fait obtenu un résultat plus général ; pour l'énoner, nous
allons avoir besoin d'introduire d'autres objets. Pour tout entier positif t, on dénit une
partition (n + t)-olorée omme une partition où il y a n + t ouleurs possibles pour une
part de taille n : on peut avoir des parts n1, n2, . . . , nn+t. De plus, si t > 0, on peut avoir
une unique part de taille 0. La diérene pondérée pour es objets est dénie omme pour
les partitions n-olorées. Par exemple, les partitions (n+ 1)-olorées de 2 sont
(21), (21, 01), (11, 11), (11, 11, 01), (22), (22, 01), (12, 11),
(12, 11, 01), (23), (23, 01), (12, 12), (12, 12, 01).
On peut maintenant énoner le résultat d'Agarwal et Andrews sur les partitions (n+ t)-
olorées :
Théorème IV.2 (Agarwal et Andrews). Pour k > 2 et 0 6 t 6 k − 1, soit Bt(k, ν) le
nombre de partitions (n+ t)-olorées de ν vériant la ondition de diérene pondérée de
B0(k, ν) et telles qu'il existe une part de la forme ii+t si t > 0. Alors pour tout ν > 0,
At(k, ν) = Bt(k, ν).
La formulation analytique du théorème IV.2, due à Agarwal, Andrews et Bressoud [5℄,
est donnée par le théorème suivant :
Théorème IV.3 (Agarwal, Andrews et Bressoud). Pour tout k > 2, posons r =
⌊
k
2
⌋
, où
⌊x⌋ est la partie entière de x. Alors pour k − r − 1 6 t 6 k − 1, on a
∑
n1>···>nr>0
qn
2
1+···+n
2
r+n1+···+nr+nk−t+···+nr+(nr2 )χ(k pair)
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr+1
=
(q2(k−t), q2(k+t+1), q4k+2; q4k+2)∞
(q)∞
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et pour 0 6 t 6 r, en posant q−n1−···−nt(1− qnt) = 1 si t = 0, on a
∑
n1>···>nr>0
qn
2
1+···+n
2
r+n1+···+nr−n1−···−nt+(nr2 )χ(k pair)(1− qnt)
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr
=
(q2(k−t), q2(k+t+1), q4k+2; q4k+2)∞
(q)∞
.
Il existe aussi une interprétation ombinatoire des séries multiples du théorème IV.3 au
moyen de ertains hemins, due à Agarwal et Bressoud [6℄. Les hemins qu'on onsidère ii
sont les mêmes que les hemins de Bressoud-Burge, exepté que dans les hemins étudiés
dans [6℄, qu'on appellera hemins d'Agarwal-Bressoud dans la suite, un sommet situé au
début du hemin et suivi d'un pas SE est onsidéré omme un pi. Dans un tel hemin,
on appelle vallée un sommet préédé d'un pas SE et suivi d'un pas NE. Un exemple, tiré
de [6℄, est donné par la gure IV.1.
×
× ×
× ×
× × ×
Fig. IV.1 : Exemple de hemin d'Agarwal-Bressoud. Ce hemin a inq pis (situés en
(0, 3), (3, 2), (9, 2), (12, 3) et (17, 2) et trois vallées (situées en (2, 1), (10, 1) et (15, 0)).
On peut maintenant énoner le résultat d'Agarwal et Bressoud sur les hemins :
Théorème IV.4 (Agarwal et Bressoud). Les séries multiples du théorème IV.3 sont la
série génératrie des hemins d'Agarwal-Bressoud ommençant en (0, t) et n'ayant pas de
vallée de hauteur supérieure à k − 3 (ou pas de vallée du tout si k = 2) où l'exposant de
q ompte l'indie majeur.
Agarwal et Bressoud ont également déni une bijetion entre les hemins du théo-
rème IV.4 et les partitions (n+ t)-olorées du théorème IV.3 qui permet de démontrer le
théorème IV.2 d'une autre façon. Cette bijetion est dénie omme suit : à haque pi
(x, y) d'un hemin, on assoie une part xy dans la partition (n+t)-olorée orrespondante.
Par exemple, la partition (n + 3)-olorée orrespondant au hemin de la gure IV.1 est
(172, 123, 92, 32, 03).
Dans [75℄, an d'interpréter les q-séries∑
n>1
(q)n−1(−1)nqn(n+1)/2
(q; q2)n(−q)n ,
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∑
n>0
(q)n(−1)nqn(n+1)/2
(q; q2)n+1(−q)n
et ∑
n>0
(q)nq
n2+n
(q; q2)n+1(−q)n ,
nous avons été amenés à introduire des objets qui généralisent les partitions n-olorées.
Une surpartition n-olorée [75℄ est une partition n-olorée où on peut surligner la dernière
ourrene d'une part nj . Par exemple, les six surpartitions n-olorées de 2 sont
(22), (21), (22), (21), (11, 11), (11, 11).
Pour tout entier t > 0, on peut dénir, de façon analogue aux partitions (n+ t)-olorées,
les surpartitions (n + t)-olorées, où les parts de taille n qui peuvent apparaître sont
n1, n2, . . . , nn+t et où on peut avoir une unique part de taille 0 (surlignée ou non) si t > 0.
La diérene pondérée pour les surpartitions n-olorées ou (n + t)-olorées est dénie de
la même façon que pour les partitions n-olorées ou (n+ t)-olorées.
Le but de e hapitre est de démontrer des résultats analytiques et ombinatoires sur
les séries suivantes, qui sont liées aux surpartitions (n+ t)-olorées :
Vk,t(a, q) =
∑
n1>n2>···>nr>0
(−1/a)n1an1q(
n1+1
2 )+n22+···+n2r−n1−···−nt+(
nr
2 )χ(k pair)(1− qnt)
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr
(IV.2)
où k > 2, r =
⌊
k
2
⌋
, 0 6 t 6 r, et on pose q−n1−···−nt(1− qnt) = 1 si t = 0, et
Wk,t(a, q) =
∑
n1>n2>···>nr>0
(−1/a)n1an1q(
n1+1
2 )+n22+···+n2r+n1+···+nr+nk−t+···+nr+(
nr
2 )χ(k pair)
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr+1
(IV.3)
où k > 2, r =
⌊
k
2
⌋
, et k − r − 1 6 t 6 k − 1.
Le as partiulier a→ 0 de es séries orrespond aux séries du théorème IV.3 ; l'inter-
prétation ombinatoire ave les partitions (n+ t)-olorées est donnée par le théorème IV.2
et elle ave les hemins d'Agarwal-Bressoud par le théorème IV.4. Les séries V2,0(1, q),
V3,0(1, q), W2,1(q
−1, q) et W3,1(q
−1, q) ont été interprétées ombinatoirement dans [75℄ en
utilisant les surpartitions n-olorées ; de plus, V3,0(a; q) a été interprété en termes de he-
mins et de symboles de Frobenius par Corteel [44℄.
Les théorèmes suivants sont les interprétations ombinatoires de Vk,t(a, q) et Wk,t(a, q)
au moyen des surpartitions (n+ t)-olorées :
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Théorème IV.5. Vk,t(a, q) est la série génératrie des surpartitions (n+ t)-olorées telles
que
(i) pour toutes parts mi et nj telles que m > n, si ((mi − nj)) plus le nombre de parts
surlignées dont la taille est dans l'intervalle [n,m[ est négatif ou nul, alors ette
quantité est paire et supérieure ou égale à −2min(i− 1, j − 1, k − 3), et
(ii) si t > 0, il existe une part de la forme xx+t,
où l'exposant de q ompte la taille et elui de a ompte le nombre de parts surlignées.
Théorème IV.6. Wk,t(a, q) est la série génératrie des surpartitions (n + t)-olorées
vériant les onditions du théorème IV.5 telles qu'auune part de la forme xx+t n'est
surlignée.
Une autre interprétation ombinatoire de es séries multiples utilise des hemins qui
seront dénis à la setion IV.2 et qui sont très prohes de eux introduits dans [49℄ pour
interpréter une généralisation des identités d'Andrews-Gordon aux surpartitions :
Théorème IV.7. Vk,t(a, q) est la série génératrie des hemins d'Agarwal-Bressoud gé-
néralisés ommençant en (0, t) et n'ayant pas de vallée de hauteur supérieure à k − 3 (ou
pas de vallée du tout si k = 2) où l'exposant de q ompte l'indie majeur et elui de a
ompte le nombre de pas S.
Théorème IV.8. Wk,t(a, q) est la série génératrie des hemins vériant les onditions
du théorème IV.7 tels que tout pi dont les oordonnées sont de la forme (x, x+ t) est un
1-pi.
Une dernière interprétation ombinatoire, qui est une généralisation de [4℄, fait inter-
venir des symboles de Frobenius similaires à eux des surpartitions :
Théorème IV.9. Vk,t(a, q) est la série génératrie des symboles de Frobeniusa1 a2 . . . aN
b1 b2 . . . bN

tels que la ligne du haut est une partition en parts distintes positives ou nulles et la
ligne du bas une surpartition en parts supérieures ou égales à −1 où on peut surligner la
IV.1 : Introdution 103
première ourrene d'une part, possédant une part 0 dans la ligne du haut si t > 0, ne
possédant pas de part −1 dans la ligne du bas si t = 0, et vériant, pour 1 6 i 6 N − 1,
bi − ai+1 + t > 3− k − ui, (IV.4)
ai − bi+1 − t− 1 > 3− k + ui+1, (IV.5)
où ui est le nombre de parts non surlignées dans {bi+1, . . . , bN}.
Dans ette série génératrie, l'exposant de q ompte la taille du symbole, dénie par∑N
i=1(ai + bi +1), et elui de a ompte le nombre de parts non surlignées dans la ligne du
bas.
Théorème IV.10. Wk,t(a, q) est la série génératrie des symboles de Frobenius vériant
les onditions du théorème IV.9 ne possédant pas de olonne de la forme
0
b
 ave b non
surlignée.
S'il n'y a pas de parts surlignées dans les surpartitions (n + t)-olorées, pas de pas
S dans les hemins ou pas de parts non surlignées dans la ligne du bas des symboles de
Frobenius, e qui orrespond au as a→ 0, on retrouve les interprétations ombinatoires
des séries multiples étudiées dans [5℄ (pour les symboles de Frobenius, la dénition des
symboles donnée dans [4℄ est équivalente mais pas exatement identique ; voir la remarque
à la n de la setion IV.4).
Enn, les spéialisations de nos séries mentionnées avant le théorème IV.5 peuvent
d'érire omme des produits innis, e qui implique plusieurs identités de type Rogers-
Ramanujan liant les partitions ou surpartitions (n+ t)-olorées aux partitions ou surpar-
titions ordinaires. Nous avons obtenu d'autres identités similaires, qui seront étudiées à
la n du hapitre :
Théorème IV.11. On a
Vk,0(1, q) =
(−q)∞(q2k−1; q2k−1)∞
(q)∞(−q2k−1; q2k−1)∞ ; (IV.6)
Vk,0(q
−1, q2) =
(q2; q4)∞(q
4k−4, q4k, q8k−4; q8k−4)∞
(q)∞
; (IV.7)
Wk,t(q
−1, q) =
(−q)∞(q2k−1−2t, q2k−1+2t, q4k−2; q4k−2)∞
(q)∞
. (IV.8)
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Chaune de es identités peut être interprétée ombinatoirement, e qui nous donne
les trois orollaires suivants.
Corollaire IV.12. Soit Ak(ν) le nombre de surpartitions en parts non divisibles par
2k − 1. Soit Bk(ν) le nombre de surpartitions n-olorées de ν telles que pour toutes parts
mi et nj vériant m > n, si ((mi − nj)) plus le nombre de parts surlignées dont la taille
est dans l'intervalle [n,m[ est négatif ou nul, alors ette quantité est paire et supérieure
ou égale à −2min(i− 1, j − 1, k − 3). Alors Ak(ν) = Bk(ν).
Par exemple, on a A3(4) = B3(4) = 14. Les surpartitions omptées par A3(4) sont
(4), (4), (3, 1), (3, 1), (3, 1), (3, 1), (2, 2), (2, 2), (2, 1, 1),
(2, 1, 1), (2, 1, 1), (2, 1, 1), (1, 1, 1, 1), (1, 1, 1, 1)
et les surpartitions n-olorées omptées par A3(4) sont
(44), (43), (42), (41), (44), (43), (42), (41), (31, 11), (31, 11), (31, 11), (31, 11), (32, 11), (32, 11)
(ii, omme k = 3, la ondition de diérene pondérée est simplement que ((mi − nj))
plus le nombre de parts surlignées dont la taille est dans [n,m[ doit être positif ou nul).
Pour le deuxième orollaire, on remarque que l'opération a → q−1 et q → q2 revient
à transformer, dans une surpartition n-olorée omptée par Vk,0(a, q), une part mi non
surlignée en Mi = 2mi et une part mi surlignée en Mi = (2m− 1)i. Les parts surlignées
étant néessairement impaires (et réiproquement), le surlignage est inutile et le résultat
de la transformation peut don être vu omme une partition n-olorée. D'autre part, il
est lair que dans ette partition n-olorée, toute part Mi vérie i 6
⌈
M
2
⌉
, où ⌈x⌉ est le
plus petit entier supérieur ou égal à x. On appellera un tel objet partition
⌈
n
2
⌉
-olorée
pour énoner le orollaire de façon plus onise.
Corollaire IV.13. Soit A′k(ν) le nombre de partitions de ν en parts non ongrues à 2
modulo 4 et non ongrues à 0,±4k modulo 8k − 4. Soit B′k(ν) le nombre de partitions⌈
n
2
⌉
-olorées de ν où les parts impaires sont distintes et telles que pour toutes parts mi et
nj vériant m > n, si
⌈
m
2
⌉−⌈n
2
⌉− i− j plus le nombre de parts impaires dont la taille est
dans l'intervalle [n− χ(n pair), m− χ(m pair)[ est négative ou nulle, alors ette quantité
est paire et supérieure ou égale à −2min(i− 1, j − 1, k − 3). Alors A′k(ν) = B′k(ν).
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Par exemple, on a A′2(8) = B
′
2(8) = 6. Les partitions omptées par A
′
2(8) sont
(7, 1), (5, 3), (5, 1, 1, 1), (3, 3, 1, 1), (3, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1, 1, 1)
et les objets omptés par B′2(8) sont
(84), (83), (82), (81), (71, 11), (72, 11).
Pour le troisième orollaire, l'opération a → q−1 revient à transformer, dans une
surpartition (n+t)-olorée omptée parWk,t(a, q), une partmi surlignée enMi = (m−1)i ;
les parts non surlignées ne sont pas modiées.
Corollaire IV.14. Soit A′′k,t(ν) le nombre de surpartitions dont les parts non surlignées ne
sont pas ongrues à 0,±(2k−1−2t) modulo 4k−2. Soit B′′k,t(ν) le nombre de surpartitions
(n + t)-olorées telles que pour toutes parts mi et nj vériant m > n, si ((mi − nj)) +
χ(mi surlignée)−χ(nj surlignée) plus le nombre de parts surlignées dont la taille est dans
l'intervalle [n− χ(n non surlignée), m− χ(m non surlignée)[ est négative ou nulle, alors
ette quantité est paire et supérieure ou égale à −2min(i− 1, j − 1, k− 3), et telles que si
t > 0, il existe une part non surlignée de la forme xx+t. Alors A
′′
k,t(ν) = B
′′
k,t(ν).
Par exemple, on a A′′3,2(5) = B
′′
3,2(5) = 10. Les surpartitions omptées par A
′′
3,2(5) sont
(5), (5), (4, 1), (4, 1), (3, 2), (3, 2), (3, 2), (3, 2), (2, 2, 1), (2, 2, 1)
et les surpartitions (n + 2)-olorées omptées par B′′3,2(5) sont
(57), (54, 02), (53, 02), (53, 02), (52, 02), (52, 02), (51, 02), (51, 02), (41, 13), (41, 12).
Ce hapitre est organisé omme suit. Dans la setion IV.2, on donne les dénitions
néessaires sur les hemins et on démontre les théorèmes IV.7 et IV.8. Dans la setion
IV.3, on étudie l'interprétation ave les surpartitions (n + t)-olorées et on démontre les
théorèmes IV.5 et IV.6. Dans la setion IV.4, on démontre les théorèmes IV.9 et IV.10
relatifs aux symboles de Frobenius. Enn, dans la setion IV.5, on démontre le théorème
IV.11 en utilisant le treillis de Bailey introduit au hapitre I.
IV.2 Chemins
Les séries multiples de [5℄ ont été interprétées dans [6℄ à l'aide des hemins d'Agarwal-
Bressoud. Dans ette setion, on va interpréter de même nos séries multiples en utilisant
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une généralisation de es hemins. Les démonstrations seront très similaires à elle de la
proposition 1.4 de [6℄.
Les hemins utilisés ii, qu'on appellera hemins d'Agarwal-Bressoud généralisés, géné-
ralisent les hemins d'Agarwal-Bressoud de la même façon que les hemins de [49℄ (hemins
de la setion II.5 sans pis marqués par b) généralisent les hemins de Bressoud-Burge.
Un hemin d'Agarwal-Bressoud généralisé utilise don des pas NE, SE, S et E, et il n'y a
que des 1-pis et des a-pis. Les autres onditions sur les hemins sont identiques. Un pi
est ii un sommet préédé d'un pas NE (ou situé au début du hemin) et suivi d'un pas
S ou SE. Une vallée est maintenant un sommet préédé d'un pas S ou SE et suivi d'un
pas NE. L'indie majeur d'un hemin et la hauteur relative d'un pi sont dénis omme
préédemment. Un exemple est donné par la gure IV.2.
a
a
×
×
×
×
Fig. IV.2 : Ce hemin a quatre pis : deux 1-pis (situés en (0, 3) et en (8, 2)) et deux
a-pis (situés en (3, 2) et en (11, 3)). Il y a deux vallées, situées en (2, 1) et en (9, 1).
L'indie majeur est 0 + 3 + 8 + 11 = 22.
Démonstration du théorème IV.7. On ommene par traiter le as où k est impair et t = 0,
pour lequel on va avoir besoin du lemme suivant [6℄ :
Lemme IV.15 ([6℄).
qn
2
1+···+n
2
r
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr
est la série génératrie des hemins d'Agarwal-Bressoud ommençant en (0, 0), sans val-
lées de hauteur supérieure à 2r−2 = k−3, et tels que pour 1 6 j 6 r, il y a exatement nj
pis dont la hauteur relative est au moins j et pour lesquels la diérene entre la hauteur
et la hauteur relative est au plus k − 2j − 1.
On onsidère un hemin d'Agarwal-Bressoud ommençant en (0, 0), sans vallées de
hauteur supérieure à k−5 et tel que pour 2 6 j 6 r, il y a nj pis dont la hauteur relative
est au moins j− 1 et pour lesquels la diérene entre la hauteur et la hauteur relative est
au plus k − 2j − 1. Par le lemme IV.15, es hemins sont omptés par
qn
2
2+···+n
2
r
(q)n2−n3 · · · (q)nr−1−nr(q)nr(q; q2)nr
(IV.9)
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Le fateur (−1/a)n1an1q(
n1+1
2 )/(q)n1−n2 est introduit par une proédure similaire à l'algo-
rithme de la setion III.1. Cette proédure est inspirée de [6℄ et [49℄.
On ommene par eetuer un soulèvement volanique en insérant à haque pi un
pas NE suivi d'un pas S. Cette opération introduit un fateur an2 et augmente l'indie
majeur du hemin de
1 + 2 + · · ·+ n2 =
(
n2 + 1
2
)
.
De plus, la hauteur et la hauteur relative de haque pi augmentent de 1, don nj ompte
maintenant les pis dont la hauteur relative est au moins j et pour lesquels la diérene
de la hauteur et de la hauteur relative est au plus k − 2j − 1.
On insère ensuite au début de notre hemin le hemin minimal ommençant en (0, 0)
ave n1−n2 a-pis de hauteur 1. La somme des absisses de es nouveaux pis est
(
n1−n2+1
2
)
et ils font augmenter l'absisse de haun des pis déjà existants de n1 − n2. Remarquons
qu'auun de es nouveaux pis n'est ompté par n2 et que n1 ompte maintenant le nombre
total de pis. En tout, es deux opérations introduisent un fateur
an2q(
n2+1
2 ) × an1−n2q(n1−n2+12 )+n2(n1−n2) = an1q(n1+12 ).
Le fateur (−1/a)n1 orrespond à une partition en parts distintes situées entre 0 et
n1 − 1. Si ette partition ontient une part j − 1 (1 6 j 6 n1), on transforme le je pi en
partant de la droite en 1-pi, e qui augmente l'indie majeur du hemin de j − 1.
Le fateur (q)−1n1−n2 orrespond à une partition (b1, b2, . . . , bn1−n2) en n1 − n2 parts
positives ou nulles. Pour 1 6 j 6 n1 − n2, on déplae le je (en partant de la droite) des
pis insérés après le soulèvement volanique bj fois vers la droite selon les règles suivantes.
La première série de règles, illustrée par la gure IV.3, est identique aux règles 1 à 6 de
la gure III.6. Ii, on ne peut appliquer les règles 2 et 5 que si la hauteur du pi qu'on
déplae est au plus k − 3, ar sinon, on réerait une vallée de hauteur supérieure à k − 3.
La seonde série de règles a pour but d'éviter de réer des vallées de hauteur supérieure
à k−3. Dans la suite de la démonstration, on note p le pi qu'on est en train de déplaer,
p+ le pi suivant et p− le pi préédent. Sur les gures, on ne représentera que le as où p
et p+ (ou p et p−) sont tous les deux des 1-pis ; le as où au moins l'un des deux est un
a-pi est très similaire.
Si p est suivi d'un pas SE (ou S) suivi de deux pas NE et que sa hauteur est au moins
k − 2, on diminue la hauteur de p+ omme indiqué sur la gure IV.4. Remarquons que
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1
× ×
2
× ×
3
a a
4
a
×
a
×
5
a
a
×
6
Fig. IV.3 : La première série de règles de déplaement des pis.
p est maintenant de hauteur relative au moins 2, mais que omme la diérene entre sa
hauteur et sa hauteur relative est égale à k − 4, il n'est pas ompté par n2.
×
× ×
×k − 3 p
p+
× × × ×p p+
Fig. IV.4 : Première règle de la deuxième série.
Si p est préédé d'au moins deux pas NE et suivi d'au moins deux pas SE (ou d'un
pas S suivi d'au moins un pas SE), aux moins une des deux vallées qui l'enadrent est de
hauteur k − 3 ou k − 4. On onsidère inq sous-as :
1. si la vallée à droite de p est de hauteur k − 3 et que p+ est plus haut que p, on
diminue la hauteur de p+ omme indiqué sur la gure IV.5 ;
×
× × ×
×
× ×
×
×
×k − 3
p
p+
×
× ×
× ×
×
× ×
×
×
p
p+
Fig. IV.5 : Seonde règle de la deuxième série : premier as.
2. si la vallée à droite de p est de hauteur k − 4 et que p+ est plus haut que p, on
augmente la hauteur de p omme indiqué sur la gure IV.6 ;
3. si la vallée à droite de p est de hauteur k−3 ou k−4 et que p+ est de même hauteur
que p, on abandonne p et on déplae p+ ;
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×
× ×
× ×
×
× ×
×
×k − 3
p
p+
×
×
× ×
× ×
× ×
×
×
p p+
Fig. IV.6 : Seonde règle de la deuxième série : deuxième as.
4. si la vallée à droite de p est de hauteur inférieure à k − 4 et que la vallée à gauhe
est de hauteur k− 3, on diminue la hauteur de p omme indiqué sur la gure IV.7 ;
×
×
× ×
× ×
× ×
×
×k − 3
p− p
×
×
× ×
×
× ×
× ×
×
p−
p
Fig. IV.7 : Seonde règle de la deuxième série : quatrième as.
5. si la vallée à droite du pi est de hauteur inférieure à k− 4 et que la vallée à gauhe
est de hauteur k − 4, on augmente la hauteur de p− omme indiqué sur la gure
IV.8.
×
×
× ×
×
× ×
× ×
×k − 3
p−
p
×
×
×
× ×
×
× × ×
×
p−
p
Fig. IV.8 : Seonde règle de la deuxième série : inquième as.
Enn, si p renontre p+ (au sens de la dénition donnée à la page 83), on abandonne
p et on déplae p+.
Le as où k est pair et t = 0 utilise le lemme suivant [6℄ :
Lemme IV.16 ([6℄).
qn
2
1+···+n
2
r+(nr2 )
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr
est la série génératrie des hemins d'Agarwal-Bressoud ommençant en (0, 0), sans val-
lées de hauteur supérieure à 2r−3 = k−3, et tels que pour 1 6 j 6 r, il y a exatement nj
pis dont la hauteur relative est au moins j et pour lesquels la diérene entre la hauteur
et la hauteur relative est au plus k − 2j − 1.
Le reste de la démonstration est identique.
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Pour k impair et t > 0, la démonstration est basée sur le lemme suivant [6, lemme 4.1,
h = 1℄ :
Lemme IV.17 ([6℄).
qn
2
1+···+n
2
r−n1−···−nt(1− qnt)
(q)n1−n2 . . . (q)nr−1−nr(q)nr(q; q
2)nr
est la série génératrie des hemins d'Agarwal-Bressoud ommençant en (0, t) qui n'ont
pas de vallées de hauteur supérieure à 2r − 2 = k − 3 et tels que pour 1 6 j 6 r, il y a
exatement nj pis dont la hauteur relative est au moins j et pour lesquels la diérene
entre la hauteur et la hauteur relative est au plus k − 2j − 1.
On onsidère un hemin d'Agarwal-Bressoud ommençant en (0, t), sans vallées de
hauteur supérieure à k−5 et tel que pour 2 6 j 6 r, il y a nj pis dont la hauteur relative
est au moins j− 1 et pour lesquels la diérene entre la hauteur et la hauteur relative est
au plus k − 2j − 1. Par le lemme IV.17, es hemins sont omptés par
qn
2
2+···+n
2
r−n2−···−nt(1− qnt)
(q)n2−n3 . . . (q)nr−1−nr(q)nr(q : q
2)nr
(IV.10)
et le fateur (−1/a)n1an1q(
n1+1
2 )/(q)n1−n2 est introduit omme préédemment.
Enore une fois, le as où k est pair et t > 0 est très similaire au préédent.
Dans tous les as, on peut montrer que les pis que nous déplaçons ne sont toujours
pas omptés par n2 après le déplaement et que la proédure qu'on vient de présenter est
inversible.
Démonstration du théorème IV.8. Elle utilise les mêmes méthodes que la démonstration
du théorème préédent.
Pour k impair, on a besoin du lemme suivant :
Lemme IV.18 ([6℄).
qn
2
1+···+n
2
r+n1+···+nk−t−1+2nk−t+···+2nr
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr+1
est la série génératrie des hemins d'Agarwal-Bressoud ommençant en (0, t), sans vallées
de hauteur supérieure à 2r−2 = k−3 et tels que pour 1 6 j 6 r, il y a exatement nj +1
pis dont la hauteur relative est au moins j et pour lesquels la diérene entre la hauteur
et la hauteur relative est au plus k − 2j − 1.
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Soit k′ = k − 2, t′ = t − 1 si t 6 k − 2 et t′ = k − 3 si t = k − 1. On onsidère un
hemin d'Agarwal-Bressoud ommençant en (0, t′) sans vallées de hauteur supérieure à
k′ − 3 = k − 5 et tel que pour 2 6 j 6 r, il y a exatement nj + 1 pis dont la hauteur
relative est au moins j − 1 et pour lesquels la diérene entre la hauteur et la hauteur
relative est au plus k′ − 2(j − 1)− 1 = k − 2j − 1.
Si t 6 k − 2, on doit introduire le fateur (−1/a)n1an1q(
n1+1
2 )+n1/(q)n1−n2. On eetue
le soulèvement volanique et le déplaement de pis omme avant ; la seule diérene est
que le hemin qu'on insère ommene en (0, t) et nit en (n1 − n2, t− 1) : il y a un 1-pi
en (0, t) suivi de n1 − n2 − 1 a-pis de hauteur 1.
Si t = k−1, on doit introduire le fateur (−1/a)n1an1q(
n1+1
2 )+n1/(q)n1−n2 . Dans e as, le
hemin qu'on insère ommene en (0, k−1), passe par (2, k−3) et nit en (n1−n2+1, k−3) :
il y a maintenant un 1-pi en (0, k − 1) suivi de n1 − n2 − 1 a-pis de hauteur k − 3.
Dans le as où k est pair, la démonstration est très similaire.
IV.3 Surpartitions (n + t)-olorées
Les résultats sur les surpartitions (n+t)-olorées sont essentiellement une reformulation
de eux sur les hemins. En eet, on peut assoier à un hemin ompté par Vk,t ouWk,t une
surpartition (n+ t)-olorée de la façon suivante : à un pi (x, y), on fait orrespondre une
part xy, qu'on surligne si et seulement si le pi orrespondant est un a-pi. Par exemple,
la partition (n+ 3)-olorée orrespondant au hemin de la gure IV.2 est (113, 82, 32, 03).
Cette orrespondane est une généralisation de elle présentée dans [6℄.
On va maintenant montrer omment les onditions sur les hemins se traduisent sur
les surpartitions (n + t)-olorées. Considérons d'abord le as de deux pis onséutifs
(m, i) et (n, j) (ave m > n) séparés par une vallée, e qui est équivalent au fait que
((mi − nj)) + χ(nj surlignée) 6 0.
La première ondition est illustrée par les gures IV.9 et IV.10. Si i 6 j, on a m−n >
j − i+ 2− χ((n, j) est un a-pi) > i− j + 2− χ((n, j) est un a-pi), don ((mi − nj)) +
χ(nj surlignée) > −2(j − 1) et ((mi − nj)) + χ(nj surlignée) > −2(i− 1). Au total, on a
((mi − nj)) + χ(nj surlignée) > −2min(i− 1, j − 1). Le as i > j est analogue.
D'autre part, la quantité ((mi − nj)) + χ(nj surlignée) est toujours paire si elle est
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a
j − i− 1
j − i− 1 d
Fig. IV.9 : Illustration de la première ondition sur les diérenes pondérées pour i 6 j,
dans le as où (n, j) est un a-pi. Remarquons que d est néessairement pair et qu'il est
supérieur ou égal à 2.
j − i
j − i d
Fig. IV.10 : Cas où i 6 j et (n, j) est un 1-pi. Comme sur la gure préédente, d est
pair et supérieur ou égal à 2.
négative ou nulle, omme le demande le théorème IV.5. En eet, si i 6 j et que (n, j) est
un a-pi (gure IV.9), on a m − n = j − i− 1 + d don ((mi − nj)) + χ(nj surlignée) =
m− n− i− j +1 = −2i+ d est un nombre pair. Si i 6 j et que (n, j) est un 1-pi (gure
IV.10), on a de même ((mi− nj)) +χ(nj surlignée) = m− n− i− j = −2i+ d qui est un
nombre pair. Là aussi, le as i > j est très similaire.
La dernière ondition est illustrée par la gure IV.11. Comme la vallée entre nos deux
pis est de hauteur au plus k − 3, on a m − n > i + j − 2k + 6 − χ((n, j) est un a-pi),
don pour la surpartition (n+ t)-olorée, on a ((mi− nj)) +χ(nj surlignée) > −2(k− 3).
En regroupant les deux onditions, on obtient ((mi−nj))+χ(nj surlignée) > −2min(i−
1, j − 1, k − 3).
Dans le as de pis non onséutifs, on remarque que si les pas S entre nos deux pis
étaient transformés en pas SE, on serait ramené au as des partitions (n+ t)-olorées, où
si la diérene pondérée ((mi−nj)) est négative ou nulle, alors elle est paire et supérieure
ou égale à −2min(i− 1, j − 1, k − 3). Un tel hangement ferait augmenter m du nombre
de pas S entre nos deux pis, qui est le nombre de a-pis entre (n, j) inlus et (m, i) exlu,
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6 k − 3
> j − k + 3 > i− k + 3
Fig. IV.11 : Illustration de la dernière ondition sur les diérenes pondérées dans le
as où (n, j) est un 1-pi.
ou, dans la surpartition (n+ t)-olorée orrespondante, le nombre de parts surlignées dont
la taille est dans l'intervalle [n,m[. Cei explique la ondition (i) du théorème IV.5.
De plus, si t > 0, la ondition sur la hauteur initiale orrespond au fait qu'il existe
une part de la forme xx+t : si le hemin ommene par un pas SE (resp. par un pas S),
e sera une part 0t (resp. 0t), et si le hemin ommene par un pas NE, e sera une part
xx+t ave x > 1. Il n'y a pas de ondition de e type si t = 0 puisque le hemin peut
ommener par un pas SE ou par un pas E. La ondition supplémentaire du théorème
IV.8 explique aussi lairement elle du théorème IV.6 : au 1-pi (x, x+ t), on assoie une
part non surlignée xx+t.
IV.4 Symboles de Frobenius
Cette setion est une généralisation de la démonstration du théorème IV.2 exposée
dans [4℄. Notre but est de démontrer la proposition suivante, qui implique les théorèmes
IV.9 et IV.10 :
Proposition IV.19. Pour tous k et t tels que k > 2 et 0 6 t 6 k − 1, il existe une
bijetion entre les symboles de Frobenius de taille ν vériant les onditions du théorème
IV.9 et les surpartitions (n + t)-olorées de ν vériant les onditions du théorème IV.5.
Cette bijetion est telle que le symbole de Frobenius a N olonnes si et seulement si la
surpartition (n+ t)-olorée a N parts.
Démonstration. Soit Ct(k, ν) le nombre de symboles de Frobenius de taille ν vériant
les onditions du théorème IV.9. On démontre d'abord la proposition pour t = 0 : dans
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e as, les objets omptés par C0(k, ν) sont simplement les symboles de Frobenius des
surpartitions de taille ν vériant les onditions (IV.4) et (IV.5). On dénit une appliation
φ qui, à haque olonne
a
b
 d'un symbole de Frobenius, assoie une part mi de la façon
suivante :
φ :
a
b
 7→

(a + b+ 1)b−a+1+u si a 6 b+ u
(a + b+ 1)a−b−u si a > b+ u
où u est le nombre de parts non surlignées de la ligne du bas situées à droite de la olonne.
Par ailleurs, on surligne mi si et seulement si b n'est pas surlignée. L'appliation φ ainsi
dénie est une bijetion : 'est en fait le as partiulier a = 0 de la bijetion utilisée
dans la démonstration de la proposition 4.1 de [49℄. Dans le as des partitions n-olorées
(u = 0 pour toutes les olonnes), on retrouve la bijetion utilisée dans la démonstration
du théorème IV.2. La bijetion inverse est dénie par
φ−1 : mi 7→

(m+ i− 1 + u)/2
(m− i− 1− u)/2
 si m+ u 6≡ i (mod 2)
 (m− i+ u)/2
(m+ i− 2− u)/2
 si m+ u ≡ i (mod 2)
où u est le nombre de parts surlignées < m et l'entrée de la ligne du bas est surlignée si
et seulement si mi ne l'est pas.
Supposons maintenant qu'on a un symbole de Frobenius ave deux olonnes adjaentesa c
b d
 telles que φ
a
b
 = mi et φ
c
d
 = nj . Notons u (resp. u′) le nombre de parts
non surlignées situées à droite de la olonne
a
b
 (resp. le nombre de parts non surlignées
situées à droite de la olonne
c
d
). On a
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((mi − nj)) =

2a− u− 2d− 2− u′ si b+ u > a et d+ u′ > c
2b+ u− 2d− 1− u′ si b+ u < a et d+ u′ > c
2a− u− 2c− 1 + u′ si b+ u > a et d+ u′ < c
2b+ u− 2c+ u′ si b+ u < a et d+ u′ < c
(IV.11)
=

−2(i− 1) + 2(b− d− 1) + u− u′ si b+ u > a et d+ u′ > c
2(b− d)− 1 + u− u′ si b+ u < a et d+ u′ > c
2(a− c)− 1− u+ u′ si b+ u > a et d+ u′ < c
−2(i− 1) + 2(a− c− 1)− u+ u′ si b+ u < a et d+ u′ < c
(IV.12)
=

−2(j − 1) + 2(a− c− 1)− u+ u′ si b+ u > a et d+ u′ > c
2(b− d)− 1 + u− u′ si b+ u < a et d+ u′ > c
2(a− c)− 1− u+ u′ si b+ u > a et d+ u′ < c
−2(j − 1) + 2(b− d− 1) + u− u′ si b+ u < a et d+ u′ < c
(IV.13)
Remarquons maintenant que par dénition des symboles de Frobenius des surparti-
tions, on a a > c. D'autre part, si d est surlignée, on a b − d > 1 (ar seule la première
ourrene d'un nombre peut être surlignée) et u − u′ = 0 ; dans le as ontraire, on a
b− d > 0 et u − u′ = 1. Au total, on a toujours b− d > 1− u + u′, don b+ u > d + u′.
Par onséquent, si notre symbole de Frobenius vérie (IV.4) et (IV.5), alors
((mi − nj)) + u− u′ > −2(i− 1) par (IV.12), (IV.14)
((mi − nj)) + u− u′ > −2(j − 1) par (IV.13) (IV.15)
et
((mi − nj)) + u− u′ > −2(k − 3) par (IV.11), (IV.16)
e qui orrespond bien aux onditions du théorème IV.5 (u−u′ est préisément le nombre
de parts surlignées dont la taille est dans l'intervalle [n,m[). Notons que si k = 2, on n'a
pas (IV.16), mais on a ((mi − nj)) + u− u′ > 1, omme souhaité.
De plus, seules les première et quatrième lignes de (IV.11) peuvent être négatives,
don si ((mi − nj)) + u− u′ < 0, ette quantité doit être paire.
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Réiproquement, en appliquant φ−1 à deux partsmi et nj d'une surpartition n-olorée,
on a, en notant u (resp. u′) le nombre de parts surlignées < m (resp. le nombre de parts
surlignées < n),
a− c =

1
2
((mi − nj)) + i+ 12(u− u′) si m+ u 6≡ i, n+ u′ 6≡ j (mod 2)
1
2
((mi − nj)) + 12 + 12(u− u′) si m+ u ≡ i, n+ u′ 6≡ j (mod 2)
1
2
((mi − nj)) + i+ j − 12 + 12(u− u′) si m+ u 6≡ i, n+ u′ ≡ j (mod 2)
1
2
((mi − nj)) + j + 12(u− u′) si m+ u ≡ i, n+ u′ ≡ j (mod 2)
(IV.17)
b− d =

1
2
((mi − nj)) + j + 12(u′ − u) si m+ u 6≡ i, n + u′ 6≡ j (mod 2)
1
2
((mi − nj)) + i+ j − 12 + 12(u′ − u) si m+ u ≡ i, n + u′ 6≡ j (mod 2)
1
2
((mi − nj)) + 12 + 12(u′ − u) si m+ u 6≡ i, n + u′ ≡ j (mod 2)
1
2
((mi − nj)) + i+ 12(u′ − u) si m+ u ≡ i, n + u′ ≡ j (mod 2)
(IV.18)
b− c =

1
2
((mi − nj))− 12(u+ u′) si m+ u 6≡ i, n+ u′ 6≡ j (mod 2)
1
2
((mi − nj)) + i− 12 − 12(u+ u′) si m+ u ≡ i, n+ u′ 6≡ j (mod 2)
1
2
((mi − nj)) + j − 12 − 12(u+ u′) si m+ u 6≡ i, n+ u′ ≡ j (mod 2)
1
2
((mi − nj)) + i+ j − 1− 12(u+ u′) si m+ u ≡ i, n+ u′ ≡ j (mod 2)
(IV.19)
a− d− 1 =

1
2
((mi − nj)) + i+ j − 1 + 12(u+ u′) si m+ u 6≡ i, n + u′ 6≡ j (mod 2)
1
2
((mi − nj)) + j − 12 + 12(u+ u′) si m+ u ≡ i, n + u′ 6≡ j (mod 2)
1
2
((mi − nj)) + i− 12 + 12(u+ u′) si m+ u 6≡ i, n + u′ ≡ j (mod 2)
1
2
((mi − nj)) + 12(u+ u′) si m+ u ≡ i, n + u′ ≡ j (mod 2)
(IV.20)
On voit failement que a−c > 0 dans le symbole de Frobenius orrespondant. En eet,
pour la première ligne de (IV.17), on remarque que si l'entier Q = ((mi−nj))+u−u′ 6 0,
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il est pair et supérieur ou égal à −2(i−1), don a−c > 0. Pour la deuxième ligne, omme
on sait que a − c est un entier et que si Q 6 0, il est pair, on en déduit que a − c > 0.
Pour la troisième ligne, le raisonnement est similaire. Enn, pour la quatrième ligne, on
raisonne de la même façon que pour la première ligne en remplaçant i par j.
De même, en utilisant (IV.18) et le théorème IV.5, on obtient que b−d+u−u′ > 0. On
montre que (IV.4) est vériée en utilisant (IV.19) et le théorème IV.5, et en remarquant
que −1
2
(u + u′) = 1
2
(u − u′) − u. De façon analogue, (IV.5) se déduit de (IV.20) et du
théorème IV.5 en utilisant le fait que
1
2
(u + u′) = 1
2
(u − u′) + u′. La bijetion est don
établie pour t = 0.
Pour t > 0, le raisonnement est similaire : φ devient
φ :
a
b
 7→

(a+ b+ 1)b−a+t+1+u si a 6 b+ t+ u
(a+ b+ 1)a−b−t−u si a > b+ t+ u
et φ−1 devient
φ−1 : mi 7→

(m+ i+ t− 1 + u)/2
(m− i− t− 1− u)/2
 si m+ u 6≡ i+ t (mod 2)
 (m− i+ t+ u)/2
(m+ i− t− 2− u)/2
 si m+ u ≡ i+ t (mod 2)
Par exemple, le symbole de Frobenius de la surpartition (n+3)-olorée (113, 82, 32, 03)
est
6 5 2 0
4 2 0 −1
.
Dans e as, on doit avoir une part ii+t, qui orrespond à une olonne
 0
i− 1
. Cette
olonne doit être la dernière du symbole de Frobenius et la part ii+t doit être la plus petite
part de la surpartition (n + t)-olorée ; en eet, si ii+t > nj, on aurait
((ii+t− nj))+ u− u′ = i− n− i− t− j + u− u′ = −n− t− j 6 −2j+ u− u′ < −2(j − 1)
vu que 0 6 u− u′ 6 1.
Remarquons que omme t > 0, on peut avoir une part de taille 0 dans la surpartition
(n + t)-olorée. Cette part est néessairement la plus petite ; or, omme on sait que la
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plus petite part est de la forme ii+t, on en déduit que la seule part de taille 0 possible est
0t, qui orrespond à la olonne
 0
−1
. Dans le as des partitions (n + t)-olorées traité
dans [4℄, une part −1 ne peut apparaître que dans une telle olonne, ar les deux lignes
du symbole sont des partitions en parts distintes. Pour pouvoir formuler leur résultat en
n'utilisant que des symboles de Frobenius de partitions lassiques, les auteurs éliminent
ette  olonne fantme  et imposent au symbole de Frobenius de vérier la ondition
aN − r > 3− k si aN > 0.
D'autre part, dans le as des surpartitions (n + t)-olorées omptées par Wk,t(a, q),
une part de la forme ii+t est néessairement non surlignée. Cela se traduit sur le symbole
de Frobenius en disant que s'il y a une olonne de la forme
0
b
, b est surlignée ; on a
don le théorème IV.10.
IV.5 Produits innis
Pour démontrer le théorème IV.11, on va utiliser le treillis de Bailey [5℄ présenté à
la setion I.3. Rappelons qu'une paire de Bailey par rapport à a est un ouple (α, β) de
suites vériant, pour tout n > 0,
βn =
n∑
r=0
αr
(q)n−r(aq)n+r
.
On a besoin du lemme suivant, qui est un as partiulier du théorème I.5 (théorème 3.1
de [5℄) :
Lemme IV.20. Si (αn, βn) est une paire de Bailey par rapport à 1, on a
1
(q,−aq)∞
∑
n1>···nr>0
(−1/a)n1an1q(
n1+1
2 )+n22+···+n2r
(q)n1−n2 · · · (q)nr−1−nr
βnr
=
α0
(q)2∞
+
1
(q)2∞
∑
n>1
(
(−1/a)nanqrn+(r−1)(n2−n)+(
n
2)
(−aq)n(1− q2n) αn
− (−1/a)n−1a
n−1qr(n−1)+(r−1)((n−1)
2−(n−1))+(n−12 )+2n−2
(−aq)n−1(1− q2n−2) αn−1
)
.
Démonstration. On prend i = 0, a = 1, ρ1 = −1/a, et on fait tendre n ainsi que tous les
autres ρj et σj vers l'inni dans le théorème I.5 pour obtenir e résultat.
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On démontre d'abord (IV.6) pour k impair. En prenant a = 1 dans le lemme IV.20 et
en utilisant la paire de Bailey par rapport à 1 [5, équation (5.7), orrigée℄
αn =

0 si n impair
(−1)n2 q 3n2−2n4 (1 + qn) sinon
et βn =
1
(q)n(q; q2)n
,
on obtient
∑
n1>···nr>0
(−1/a)n1an1q(
n1+1
2 )+n
2
2+···+n
2
r
(q)n1−n2 · · · (q)nr−1−nr(q)nr(q; q2)nr
=
(−q)∞
(q)∞
(
1 +
∑
n>2
(
2
1 + qn
q(r−
1
2
)n2+n
2
1− q2n αn −
2
1 + qn−1
q(r−
1
2
)(n−1)2+n−1
2
1− q2(n−1) αn−1
))
=
(−q)∞
(q)∞
(
1 +
∑
n>1
2
1 + q2n
q(4r−2)n
2+n(1− q4n)
1− q4n (−1)
nq3n
2−n(1 + q2n)
)
=
(−q)∞
(q)∞
(
1 + 2
∑
n>1
q(4r+1)n
2
(−1)n
)
=
(−q)∞
(q)∞
∞∑
n=−∞
(q4r+1)n
2
(−1)n
=
(−q)∞
(q)∞
(q8r+2; q8r+2)∞(q
4r+1; q8r+2)∞(q
4r+1; q8r+2)∞
(par (I.8))
=
(−q)∞
(q)∞
(q4r+1; q4r+1)∞
(−q4r+1; q4r+1)∞
=
(−q)∞
(q)∞
(q2k−1; q2k−1)∞
(−q2k−1; q2k−1)∞ .
Si k est pair, la démonstration est identique, à part qu'on utilise ette fois-i la paire de
Bailey suivante [5, équation (5.8), orrigée℄ :
αn =

0 si n impair
(−1)n2 q n
2
−2n
4 (1 + qn) sinon
et βn =
q(
n
2)
(q)n(q; q2)n
.
L'équation (IV.7) se démontre en utilisant les mêmes paires de Bailey, en prenant
(a, q) = (q−1, q2) dans le lemme IV.20.
Pour (IV.8), on utilise le lemme suivant :
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Lemme IV.21. Si (αn, βn) est une paire de Bailey par rapport à q
2
, alors pour tout t tel
que k − r − 1 6 t 6 k − 1, on a
1
(q,−aq2)∞
∑
n1>···nr>0
(−1/a)n1an1q(
n1+1
2 )+n22+···+n2r+n1+···+nr+nk−t+···+nr
(q)n1−n2 · · · (q)nr−1−nr
βnr
=
α0
(q)∞(q2)∞
+
1
(q)∞(q2)∞
∑
n>1
q(k−t−2)(n
2−n)+(n2)+2(k−t−1)n(1− q2)
×
(
q(t+1)n
2+2(t+1)n
1− q2n+2 αn −
q(t+1)(n−1)
2+2(t+1)(n−1)+2n
1− q2n αn−1
)
.
Démonstration. On prend t = k − i− 1, a = q2, ρ1 = −1/a, et on fait tendre n ainsi que
tous les autres ρj et σj vers l'inni dans le théorème I.5 pour obtenir e résultat.
On a également besoin des paires de Bailey par rapport à q2 suivantes [5, équations
(5.5) et (5.6)℄ :
αn =

0 si n impair
(−1)n2 q 3n2+2n4 1−q2n+2
(q)2
sinon
et βn =
1
(q)n(q; q2)n+1
pour k impair, et
αn =

0 si n impair
(−1)n2 q n2−2n4 1−q2n+2
(q)2
sinon
et βn =
q(
n
2)
(q)n(q; q2)n+1
pour k pair.
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Résultats
Au hapitre II, on a tout d'abord interprété les séries hypergéométriques basiques
Rk,i(a, b; x; q) et R˜k,i(a, b; x; q) omme les séries génératries des paires de surpartitions
vériant ertaines onditions sur les multipliités de leurs parts, en utilisant une méthode
lassique basée sur les équations aux q-diérenes vériées par les Jλ,k,i. Grâe à l'identité
du produit triple de Jaobi, on a montré que pour ertaines valeurs des variables a, b et
q, nos fontions peuvent s'érire omme des produits innis quand x = 1, e qui implique
plusieurs identités de type Rogers-Ramanujan dont ertaines sont des résultats lassiques.
On a ensuite déni deux familles de hemins du plan et prouvé qu'elles sont omptées
respetivement par Rk,i et R˜k,i en montrant que leurs séries génératries vérient ertaines
équations de réurrene, à la manière de [27℄. Grâe à une bijetion entre es hemins et
des familles de paires de surpartitions vériant des onditions sur leurs rangs suessifs,
qui est une généralisation d'une bijetion de [38℄, on a établi une autre interprétation
ombinatoire de nos fontions à l'aide des rangs. Enn, en étudiant la dissetion de Durfee
d'une paire de surpartitions, en généralisant la k-onjugaison de Garvan et en utilisant
les paires de Bailey, on a trouvé une dernière interprétation ombinatoire des Rk,i et des
R˜k,i.
Au hapitre III, on a montré que ertains résultats qu'on avait démontrés au hapitre
préédent par des méthodes analytiques peuvent aussi être obtenus de façon plus ombi-
natoire. On a établi que les séries multiples assoiées à la dissetion de Durfee sont aussi
les séries génératries de nos hemins. On a également prouvé, dans le as des surpartitions
(b = 0), que les surpartitions vériant ertaines onditions de multipliités sont omptées
par la même série génératrie que les hemins, en montrant que les séries génératries
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vérient les mêmes réurrenes.
Le deuxième ensemble de résultats est elui du hapitre IV. Après avoir déni deux
familles de séries hypergéométriques basiques Vk,t(a, q) et Wk,t(a, q), on les a interpré-
tées ombinatoirement en utilisant les surpartitions (n + t)-olorées, ertains hemins
prohes de eux du hapitre II et des symboles de Frobenius vériant des onditions de
type  rangs déalés . On a également montré que pour ertaines valeurs de a et q,
nos fontions s'érivent omme des produits innis, e qui implique des identités de type
Rogers-Ramanujan liant les (sur)partitions (n+t)-olorées et les (sur)partitions ordinaires.
Perspetives
Une première extension envisageable de notre travail onsisterait à obtenir des preuves
ombinatoires de nos résultats là où elles n'existent pas enore. Ainsi, il serait intéressant
de démontrer ombinatoirement dans le as général la orrespondane entre les multi-
pliités et les hemins, soit par une preuve réursive qui généraliserait la setion III.2,
soit par une preuve direte qui généraliserait les travaux de Bressoud [38℄ dans le as
des partitions. On pourrait aussi herher une bijetion entre les hemins et les paires de
surpartitions de la setion II.7.
Un autre axe de reherhe onsisterait à étendre les résultats obtenus à des objets plus
généraux. Pour le hapitre IV, il s'agirait d'étudier les séries V2,k,t(a, b; q) et W2,k,t(a, b; q)
obtenues en remplaçant le fateur (−1/a)n1an1q(
n1+1
2 )
par (−1/a,−1/b)n1(abq)n1 dans
Vk,t(a, q) et Wk,t(a, q), et de les interpréter au moyen de paires de surpartitions (n + t)-
olorées et de hemins qui généraliseraient les hemins d'Agarwal-Bressoud de la même
façon que les hemins du hapitre II généralisent les hemins de Bressoud-Burge. Il fau-
drait étudier aussi d'autres séries obtenues en remplaçant le fateur (q)nr par (q
2; q2)nr
dans V2,k,t et W2,k,t (autrement dit, es séries sont à V2,k,t et W2,k,t e que les R˜k,i sont aux
Rk,i) ; ertaines instanes, dans le as a = b = 0 et r = 1, ont été étudiées dans [2℄. Notons
enn que les paires de surpartitions n-olorées permettent d'interpréter ombinatoirement
le q-analogue du deuxième théorème de Gauss [19, équation (1.8)℄
∞∑
N=0
(a)N(b)Nq
(N+12 )
(q)N(qab; q2)N
=
(−q)∞(aq; q2)∞(bq; q2)∞
(abq; q2)∞
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et que la reherhe d'une preuve bijetive de e théorème onstituerait également un projet
intéressant.
En e qui onerne la généralisation des résultats du hapitre II, on sait que les
J0,k,i(x; q) s'interprètent ombinatoirement en utilisant les partitions, les J1,k,i(−1/a; x; q)
en utilisant les surpartitions et les J2,k,i(a, b; x; q)∞/(abxq)∞ en utilisant les paires de sur-
partitions. Il est naturel de se demander e qui se passe pour λ = 3 ; ependant, on
ignore pour le moment quels sont les objets à onsidérer dans e as. Quand on passe des
partitions aux surpartitions puis aux paires, le fateur qn
2
des séries génératries devient
(−1/a)nanq(
n+1
2 )
puis (abq)n(−1/a,−1/b)n. Pour les symboles de Frobenius, on a d'abord
des symboles où les deux lignes dont des partitions en parts distintes, puis des symboles
où la ligne du bas est une surpartition et enn des symboles où les deux lignes sont des
surpartitions. Pour les hemins, on a uniquement des pis ouverts (1-pis) dans le as
des partitions, puis on autorise des pis semi-ouverts (a-pis) et enn des pis fermés
(ab-pis). À haque fois, le méanisme de généralisation est lair mais ne nous permet pas
de omprendre omment traiter le as λ = 3. La lé du problème réside peut-être dans
l'étude des q-séries. On sait en eet que la orrespondane entre une paire de surpartitions
et son symbole de Frobenius est intimement liée à l'identité de q-Gauss ; pour essayer de
omprendre omment aller au-delà des paires de surpartitions, on pourrait don herher
une preuve bijetive simple d'une généralisation ette identité.
D'autres résultats ombinatoires mériteraient d'être généralisés. Ainsi, on pourrait
herher à étendre aux surpartitions une généralisation du théorème de Shur [87℄ due à
Alladi et Gordon [10℄ ainsi qu'une version nie des identités d'Andrews-Gordon étudiée
par Berkovih et Paule [34, 35℄. De plus, il serait intéressant de généraliser la notion de
rangs suessifs omme ela a été fait dans [26℄ dans le as des partitions.
En outre, omme on l'a signalé dans l'introdution, plusieurs instanes de la fontion
Jλ,k,i ont été étudiées, mais il reste beauoup à faire dans e domaine : il existe sans
doute de nombreuses autres instanes qui peuvent s'érire omme des produits innis et
onduire à des identités de type Rogers-Ramanujan. En partiulier, il faudrait étudier
les Rk,i et les R˜k,i dans le as où k et i sont des demi-entiers, omme ela a été fait par
plusieurs auteurs [14, 36, 74℄ pour les J1,k,i. Pour ne iter qu'un exemple, on sait que
R2,k,3/2(−q,−q2; 1; q2) est un produit inni. Dans le même esprit, on pourrait dénir les
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J˜λ,k,i pour tout λ et les utiliser pour prouver des identités de séries hypergéométriques
basiques et des résultats ombinatoires. Notons également que dans [48, setion 6℄, on a
déni une famille de fontions qui généralise les J1,k,i(a; x; q) et les J˜1,k,i(a; x; q) : pour
m > 1, on dénit
Ĵk,i,m(a; x; q) = Ĥk,i,m(a; xq; q) + axqĤk,i−1,m(a; xq; q),
où
Ĥk,i,m(a; x; q) =
∑
n>0
(−a)nqkn2+n−in−(m−1)(n2)xn(k−m−1)
× (1− x
iq2ni)(−1/a)n(−axqn+1)∞(xm; qm)n
(qm; qm)n(x)∞
.
Le as m = 1 orrespond à J1,k,i(a; x; q) et le as m = 2 à J˜1,k,i(a; x; q). Les équations (II.8)
et (II.9) (ou (II.13) et (II.14)) sont vraies pour Ĥk,i,m(a; x; q) et par une démonstration
analogue à elle de (II.6) ou de (II.15), on peut montrer que
Ĥk,i,m(a; x; q)− Ĥk,i−m,m(a; x; q) = xi−m(1 + x+ x2 + · · ·+ xm−1)Ĵk,k−i+1,m(a; x; q).
Il serait intéressant de trouver une interprétation ombinatoire de es séries.
Enn, une dernière piste à explorer est elle des algorithmes de génération pour les
surpartitions et les objets liés. Il s'agirait de généraliser les algorithmes de génération
exhaustive et aléatoire [67, 78℄ et les algorithmes de type ode de Gray [85℄ pour les
partitions.
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Résumé
Une partition d'un entier positif est une façon d'érire e nombre omme une somme
d'entiers stritement positifs où l'ordre des termes ne ompte pas. Plusieurs généralisations
des partitions ont été étudiées, parmi lesquelles les surpartitions, qui sont des partitions où
l'on peut surligner la dernière ourrene d'un nombre, les paires de surpartitions ou enore
les partitions n-olorées, qui sont liées à un modèle de physique statistique. Dans ette
thèse, on généralise aux paires de surpartitions les identités d'Andrews-Gordon, qui sont
une extension d'un résultat lassique de la théorie des partitions : les identités de Rogers-
Ramanujan. Pour ela, on dénit deux lasses de séries hypergéométriques basiques et on
montre que e sont les séries génératries des paires de surpartitions vériant diérents
types de onditions (multipliités, rangs suessifs, dissetion de Durfee) et de ertains
hemins du plan. On montre également que pour ertaines valeurs des paramètres, es
séries peuvent s'érire omme des produits innis, e qui onduit à plusieurs identités
de type Rogers-Ramanujan. La démonstration utilise diverses méthodes ombinatoires et
analytiques. On dénit enn une généralisation des partitions n-olorées, les surpartitions
n-olorées, et on les utilise pour interpréter ombinatoirement ertaines séries multiples
et démontrer d'autres identités de type Rogers-Ramanujan.
Mots-lés : partitions, surpartitions, partitions n-olorées, identités de type Rogers-
Ramanujan
Around overpartitions and Rogers-Ramanujan-type identities
Abstrat
A partition of a nonnegative integer is a way of writing this number as a sum of posi-
tive integers where order does not matter. Several generalizations of partitions have been
studied, among whih overpartitions, whih are partitions where the last ourrene of
a number an be overlined, overpartition pairs, and n-olor partitions, whih are related
to a model of statistial physis. In this thesis, we generalize to overpartition pairs the
Andrews-Gordon identities, whih are an extension of a lassial result of partition theory:
the Rogers-Ramanujan identities. To do this, we dene two lasses basi hypergeometri
series and we show that they are generating funtions for overpartition pairs satisfying
various kinds of onditions (multipliities, suessive ranks, Durfee dissetion) and for
ertain lattie paths. We also show that for some values of the parameters, these series
an be written as innite produts, whih leads to several Rogers-Ramanujan-type iden-
tities. The proof uses various ombinatorial and analytial methods. Finally, we dene a
generalization of n-olor partitions, alled n-olor overpartitions, and we use these objets
to interpret ombinatorially ertain multiple series and prove other Rogers-Ramanujan-
type-identities.
Keywords: partitions, overpartitions, n-olor partitions, Rogers-Ramanujan-type-iden-
tities
