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APPROXIMATION NUMBERS OF COMPOSITION OPERATORS
ON Hp SPACES OF DIRICHLET SERIES
FRÉDÉRIC BAYART, HERVÉ QUEFFÉLEC, AND KRISTIAN SEIP
ABSTRACT. By a theorem of the first named author, ϕ generates a bounded composition op-
erator on the Hardy space H pof Dirichlet series (1 ≤ p < ∞) only if ϕ(s) = c0s+ψ(s), where
c0 is a nonnegative integer and ψ a Dirichlet series with the following mapping properties: ψ
maps the right half-plane into the half-plane Re s > 1/2 if c0 = 0 and is either identically zero
or maps the right half-plane into itself if c0 is positive. It is shown that the nth approxima-
tion numbers of bounded composition operators on H p are bounded below by a constant
times r n for some 0< r < 1 when c0 = 0 and bounded below by a constant times n−A for some
A > 0 when c0 is positive. Both results are best possible. Estimates rely on a combination of
soft tools from Banach space theory (s-numbers, type and cotype of Banach spaces, Weyl in-
equalities, and Schauder bases) and a certain interpolation method for H 2, developed in an
earlier paper, using estimates of solutions of the ∂ equation. A transference principle from Hp
of the unit disc is discussed, leading to explicit examples of compact composition operators
on H 1 with approximation numbers decaying at a variety of sub-exponential rates. Finally, a
new Littlewood–Paley formula is established, yielding a sufficient condition for a composition
operator onH p to be compact.
1. INTRODUCTION AND STATEMENT OF MAIN RESULTS
In the recent work [26], we studied the rate of decay of the approximationnumbers of com-
pact composition operators on the Hilbert spaceH 2, which consists of all ordinary Dirichlet
series f (s)=∑∞n=1 bnn−s such that
‖ f ‖2
H 2
:=
∞∑
n=1
|bn |2 <∞.
The general motivation for undertaking such a study is that the decay of the approximation
numbers is a quantitativeway of studying the compactness of a given operator, yieldingmore
precise information than what for instance its membership in a Schatten class does. The
purpose of the present paper is to take the natural next step of making a similar investigation
in the case when H 2 is replaced by the Banach spaces H p for 1≤ p <∞; here we follow [2]
and define H p as the completion of the set of Dirichlet polynomials P (s)=∑Nn=1 bnn−s with
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respect to the norm
‖P‖H p =
(
lim
T→∞
1
T
∫T
0
|P (i t )|pdt
)1/p
.
We consider this a particularly interesting case because operator theory on these spaces so far
is poorly understood and appears intractable by standardmethods.
Our starting point is the first named author’s work onH p and boundedness and compact-
ness of the composition operators acting on these spaces [2, 3]. A basic fact proved in [2]
is that H p consists of functions analytic in the half-plane σ := Re s > 1/2. This means that
Cϕ f := f ◦ϕ defines an analytic function whenever f is in H p and ϕ maps this half-plane
into itself. But more is clearly needed for Cϕ to map H p into H p . In particular, we need to
consider other half-planes as well and introduce therefore again the notation
Cθ := {s =σ+ i t : σ> θ},
where θ can be any real number. Following the work of Gordon and Hedenmalm [10], we say
that an analytic function ϕ on C1/2 belongs to the Gordon–Hedenmalm class G if it can be
represented as
ϕ(s)= c0s+
∞∑
n=1
cn n
−s =: c0s+ψ(s),
where c0 is a nonnegative integer and ψ is a Dirichlet series that is uniformly convergent in
each half-plane Cε (ε > 0) and is either identically 0 or has the mapping properties ψ(C0) ⊂
C0 if c0 ≥ 1 and ψ(C0) ⊂ C1/2 if c0 = 0. This terminology is justified by the result from [10]
saying thatCϕ is bounded onH 2 if and only if ϕ belongs to G . (See [26, Theorem 1.1] for this
particular formulation of the result.) The H p version of the Gordon–Hedenmalm theorem
reads as follows [3].
Theorem 1.1. Assume that ϕ :C1/2→C1/2 is an analytic map and that 1≤ p <∞.
(a) If Cϕ is bounded onH p , thenϕ belongs to G .
(b) Cϕ is a contraction on H p if and only if ϕ belongs to G and c0 ≥ 1.
(c) If ϕ belongs to G and c0 = 0, then Cϕ is bounded onH p whenever p is an even integer.
The curious fact that part (c) of this theorem only covers the case when p is an even integer
can be directly attributed to an interesting feature of H p . To see this, we recall that H p can
be identified isometrically with Hp (T∞), which is the Hp space of the infinite-dimensional
polydiscT∞, via the so-called Bohr lift. This space is a subspace of the Lebesgue space Lp (T∞)
with respect to normalized Haar measure on T∞. The main difference with classical Hp
spaces is that, even for 1 < p < ∞, p 6= 2, H p = Hp (T∞) is not complemented in Lp(T∞)
[9]. As a consequence, there seems to be little hope to obtain a useful description of the dual
space ofH p . This is a serious obstacle andmakes it hard to employ familiar techniques such
as interpolation in the Riesz–Thorin or Lions–Peetre sense. We refer to [33, 20] for further de-
tails about the anomaly of H p . There are additional obstacles as well, since familiar Hilbert
space techniques such as orthogonal projections, frames andRiesz sequences, and equality of
various s-numbers (like approximation, Bernstein, Gelfand numbers) are no longer available.
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We have found ways to circumvent these difficulties to obtain results that, at least partially,
parallel those from [26]. To state our first result, we recall that the nth approximation number
an(T ) of a bounded operator on a Banach space X is the distance in the operator norm from
T to operators of rank < n. One of our main theorems is a direct analogue and indeed an
improvement of [26, Theorem 1.1], showing again the crucial dependence on the parameter
c0:
Theorem 1.2. Assume that c0 is a nonnegative integer, p ≥ 1, and that ϕ(s)= c0s+
∑∞
n=1 cnn
−s
is a nonconstant function that generates a bounded composition operator Cϕ on H
p .
(a) If c0 = 0, then an(Cϕ)≫ δn for some 0< δ< 1.
(b) If c0 ≥ 1, then an(Cϕ)≥ δp (n logn)−Rec1 , where δp > 0 only depends on p. In particular,
if Rec1 > 0, then
(1)
∞∑
n=1
[an(Cϕ)]
1/Rec1 =∞.
These lower bounds are optimal.
As in [26], the notation f (n)≪ g (n) or equivalently g (n)≫ f (n) means that there is a con-
stantC such that f (n)≤Cg (n) for all n in question.
The proof of Theorem 1.2 follows the same pattern as the proof of [26, Theorem 1.1], with
an additional ingredient allowing a sharper estimate (new even for p = 2) in the case c0 ≥ 2.
The general strategy is based on fairly soft functional analysis, which turns out to remain valid
in the context of our spacesH p . It leads to certain general estimates for approximationnum-
bers of Cϕ, which are made effective thanks to a hard technical device involving ∂ correction
arguments. It is perhaps surprising to find such methodology in this context, but it proved to
be quite efficient in the case p = 2 [26]. Unexpectedly, this auxiliary Hilbert space result can
be used again in the present setting without any essential changes.
Contrary to what happens for composition operators onHp (D), continuity or compactness
of composition operators on H p can not be immediately inferred from what is known when
p = 2. Indeed, no nontrivial sufficient condition for a composition operator to be compact
on H p , p 6= 2, has been found in previous studies. We have therefore chosen to include in
the present paper a sufficient condition when c0 ≥ 1, similar to the condition given in [3] for
composition operators on H 2. As in that paper, our condition will depend on a Littlewood–
Paley formula, but the proof of [3] can not be easily adapted since it depends crucially on the
Hilbert space structure of H 2. To state our condition, we need to recall that the Nevanlinna
counting function of a function ϕ in G is defined by
Nϕ(s)=
{ ∑
w∈ϕ−1(s)Rew if s ∈ϕ(C0)
0 otherwise.
Theorem 1.3. Assume that ϕ(s)= c0s+ψ(s) is in G with c0 ≥ 1 and that
(a) Imψ is bounded on C0;
(b) Nϕ(s)= o
(
Re s
)
when Re s→ 0+.
ThenCϕ is compact on H
p for p ≥ 1.
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Note that in the special case when ϕ is univalent, we have either Nϕ(s) = Reϕ−1(s) or
Nϕ(s) = 0. This means that assumption (b) can be rephrased as saying that Reψ(s)/Re s →
+∞when Re s→ 0+.
In the final part of the paper, wewill discuss a transference principle that was established in
[26], showing that symbols of composition operators onHp (D), via left and right composition
with two fixed analytic maps, give rise to composition operators on H p . The idea is to use
this principle to transfer estimates for approximation numbers from Hp (D). This leads to
satisfactory results when p = 1, but, surprisingly, for no other values of p 6= 2. As an example,
we mention that it allows us to prove the following result.
Theorem 1.4. There exists a function ϕ(s)=∑∞n=1 cnn−s in G such that Cϕ is bounded on H 1
with approximation numbers verifying
a e−b
p
n ≤ an(Cϕ)≤ a′ e−b
′pn .
This theorem follows, via our transference principle, from estimates from [17] for compo-
sition operators on Hp (T) associated with lens maps on D. More general statements about
the range of possible decay rates for approximation numbers of Cϕ on H 1 can be worked
out, using our transference principle and the methods of our recent work [27]. However, at
present, we are not able to reach the same level of precision for approximation numbers of
slow decay. This is related to a certain local embedding inequality, known to be valid only
when p is an even integer; this is also the reason for the constraint in part (c) of Theorem
1.1. As to the success of our method when p = 1, the point is that we are able to resort to
estimates for interpolating sequences for H 2, in contrast to what can be done for general
p > 1. Indeed, essentially nothing is known about the interpolating sequences for H p when
1< p <∞,p 6= 2.
Our study requires a fair amount of background material and function and operator theo-
retic results pertaining toH p . More specifically, the following list shows what will be covered
in the remaining part of the paper:
• Section 2 is devoted to some preliminaries and definitions on operators and Banach
spaces.
• In Section 3, we recall some general properties ofH p : Schauder basis, Bohr lift, etc. . .
• In Section 4, we have collected a number of basic functional analytic results as well as
more specific results about Carlesonmeasures and interpolating sequences, including
estimates relying on our previous work [26].
• Section 5 is devoted to a new Littlewood–Paley type formula for H p ,p 6= 2, which is
subsequently used to prove Theorem 1.3.
• Section 6 establishes general lower bounds for an(Cϕ) using norms of Carleson mea-
sures and constants of interpolation.
• Section 7 gives several proofs of Theorem 1.2.
• Section 8 shows the optimality of the previous bounds.
• The final Section 9 is devoted to our transference principle and to the proof of The-
orem 1.4. We also discuss two basic problems (the local embedding inequality and
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interpolating sequences for H p ) that hinder further progress in our particular con-
text as well as in our general understanding of H p .
Throughout the paper, we insist on exhibiting methods, and sometimes we give several
proofs of the same result.
2. PRELIMINARIES
2.1. s-numbers. Let T : X → X be a bounded operator from a Banach space into itself, and
let (λn(T ))n≥1 be the sequence of its eigenvalues, arranged in descending order. We attach to
this operator three sequences of so-called s-numbers, which dominate in a vague sense the
sequence (λn(T ))n≥1 and whose decay is designed to evaluate the degree of compactness of
T in a quantitative way:
(a) Approximation numbers
an(T )= inf{‖T −R‖ : rank R < n}
(b) Bernstein numbers
bn(T )= sup
dimE=n
[
inf
x∈SE
‖T x‖
]
(c) Gelfand numbers
cn(T )= inf{‖T |E‖ : codim E < n}.
Note that the first and third sequences are defined asmin–max and the second as amax–min.
We have
an(T )= bn(T )= cn(T )= an(T ∗)=λn(|T |)
if X is a Hilbert space and |T | denotes
p
T ∗T and
(2) an(T )≥max(bn(T ),cn(T )) and an(T )≥ an(T ∗)
if X is a Banach space, where the latter inequality is an equalitywhen T is compact. Moreover,
(3) an(T )≤ 2
p
ncn(T ),
which follows from the fact that any n-dimensional subspace E of a Banach space X is com-
plemented in X through a projection of norm at most
p
n [22, p. 114].
Finally, we will combine a basic property of composition operators with a matching prop-
erty of approximation numbers:
(i) (Non abelian semi-group property)
Cϕ1◦ϕ2 =Cϕ2 ◦Cϕ1
(ii) (Ideal property)
an(ATB)≤ ‖A‖an(T )‖B‖.
For detailed information on s-numbers, we refer to the articles [22, 23] or to the books [6, 24].
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2.2. The Weyl inequalities of Johnson–König–Maurey–Retherford and Pietsch. We borrow
the following theorem from the famous paper [14], which extended for the first time, under
an additive form, theWeyl inequalities for Hilbert spaces to a Banach space setting.
Theorem 2.1 (Johnson–König–Maurey–Retherford). Let T : X → X be a bounded and power-
compact linear operator from a Banach space X to itself and 0< r <∞. Then
(4) ‖(λ j (T ))‖ℓr ≤ cr ‖(a j (T ))‖ℓr .
Soon after this result was established, Pietsch found the following multiplicative improve-
ment (see [22, p. 156] or [23, Lemma 13]) which we will use as well.
Theorem 2.2 (Pietsch). Let T : X → X be a bounded and power-compact linear operator from
a Banach space X to itself. Then
(5) |λ2n(T )| ≤ e
( n∏
j=1
a j (T )
)1/n
.
3. GENERAL PROPERTIES OF H p
3.1. A Schauder basis for H p and the partial sum operator. Wewill make use of the follow-
ing result, first found by Helson [12] (see also [28, p. 220]) in the framework of ordered groups
and then reproved in a more concrete way in the context of H p-spaces by Aleman, Olsen,
and Saksman [1].
Theorem 3.1 (Helson–Aleman–Olsen–Saksman). For 1< p <∞, the sequence (en)= (n−s) is a
(conditional) Schauder basis for H p .
For every positive integer N , we define the partial sum operator SN : H p → H p by the
relation
SN
( ∞∑
n=1
xnen
)
:=
∑
n≤N
xn en .
In [1], Theorem 3.1 was obtained as a consequence of the uniform boundedness of SN , i.e.,
the fact that there exists a constantC =Cp such that
‖SN f ‖H p ≤C‖ f ‖H p
for every f in H p . It is a general functional analytic fact that a complete sequence is a
Schauder basis for a Banach space X if and only if the associated partial sum operators SN
are uniformly bounded [16]. This leads to the following result.
Lemma 3.1 (Contraction principle for Schauder bases). Let X be a Banach space and assume
that (en)n≥1 is a Schauder basis for X . Let N be a positive integer and (λn)n≥N a nonincreasing
sequence of nonnegative numbers. Then for every f =∑∞n=1 xn en in X ,
(6)
∥∥∥∥∥ ∑
n≥N
λn xn en
∥∥∥∥∥≤ 2CλN‖ f ‖,
where C = supn ‖Sn‖.
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Proof. We write xnen = Sn f −Sn−1 f so that we get∑
n≥N
λn xn en =−λNSN−1 f +
∑
n≥N
(λn −λn+1)Sn f .

The sequence (n−s) fails to be a basis forH 1, but not by much, as expressed by the follow-
ing theorem.
Theorem 3.2. There exists a constant C such that
(7) ‖SN f ‖H 1 ≤C logN ‖ f ‖H 1
for every f inH 1.
Proof. We can appeal to Helson’s work [12] which deals with a compact connected group G
and its ordered dual Γ. We takeG =T∞, Γ=Z(∞) along with the order
α≤β if
∑
j≥1
α j logp j ≤
∑
j≥1
β j logp j .
Here α= (α j ), β= (β j ), and (p j ) denotes the sequences of primes.
Given 0< p < 1, Helson’s result implies fairly easily that
‖SN f ‖pH p ≪
(
cosπp/2
)−1 ‖ f ‖p
H 1
≪ (1−p)−1‖ f ‖p
H 1
when f is in H p . Let now f (s) = ∑∞n=1 bnn−s be in H 1. Observe that |bn | ≤ ‖ f ‖H 1 which
implies the pointwise estimate |SN f | ≤N ‖ f ‖H 1 . Using the Bohr lift and integrating over T∞
with its Haar mesurem∞, we obtain
‖SN f ‖H 1 =
∫
|SN f |dm∞ =
∫
|SN f |1−p |SN f |pdm∞
≤ N1−p (‖ f ‖H 1)1−p
∫
|SN f |pdm∞
≪ N1−p (‖ f ‖H 1)1−p (1−p)−1(‖ f ‖H 1)p =N1−p (1−p)−1‖ f ‖H 1 .
Now choosing p = 1−1/logN , we arrive at (7) since then N1−p = e . 
We will now give an alternate and self-contained proof of Theorem 3.2. This proof is an
application of a simple but powerful identity shown by Eero Saksman to the second-named
author [29], which most likely will have other applications in the study of the spaces H p .
The initial application Saksman had in mind concerned the conjugate exponent p =∞ or, in
other words, the Banach algebra H ∞ which consists of Dirichlet series that define bounded
analytic functions on C0. Equipped with the natural H∞ norm on C0, H ∞ is isometrically
equal to the multiplier algebra ofH p [2, 11].
We will use the notation
ψ̂(ξ)=
∫∞
−∞
e−i tξψ(t )dt
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for the Fourier transform of a function ψ in L1(R). If ψ is in L1(R) and f (s) =∑∞n=1 bnn−s is a
Dirichlet series that is absolutely convergent in some half-plane Cθ, then the function
(8) Pψ f (s) :=
∞∑
n=1
bnn
−sψ̂(logn)=
∫∞
−∞
f (s+ i t )ψ(t )dt , s ∈Cθ,
is again aDirichlet series. It is clear thatPψ f is absolutely convergentwherever f is absolutely
convergent. If ψ is in L1(R) with ψ̂ compactly supported and f (s)=∑∞n=1 bnn−s is a Dirichlet
series that is bounded in some half-plane, then we have the identity between Pψ f (s) and the
integral on the right-hand side of (8) throughout that half-plane. If f is in H p for some p,
then we may write
(9) Pψ f =
∫∞
−∞
(Tt f )ψ(t )dt ,
where the right-hand side denotes a vector-valued integral in H p and Tt :H p →H p is the
vertical translation-operator defined by Tt f (s) = f (s + i t ). The utility of (8) rests on the fact
that Tt acts isometrically onH p for every 1≤ p ≤∞. Saksman’s vertical convolution formula
(8) can now be applied to yield the following result.
Lemma 3.2. Ifψ is in L1(R) and f (s)=∑∞n=1 bnn−s is inH p for some 1≤ p ≤∞, then
(10) ‖Pψ f ‖H p ≤ ‖ f ‖H p ‖ψ‖1.
Proof. By (9) and the vertical translation invariance of the norm inH p , we get
‖Pψ f ‖H p ≤
∫∞
−∞
‖Tt f ‖H p |ψ(t )|dt = ‖ f ‖H p ‖ψ‖1.

We now turn to Saksman’s alternate proof of Theorem 3.2. The idea is to choose ψ so that
ψ̂ is smooth and Pψ f is a good approximation to SN f . A suitable trade-off between these
requirements can be made as follows. Let ∆h be the indicator function of the interval [−h,h]
for h > 0, and letΛ= (N/2)(∆1 ∗∆1/N ) be the even trapezoidal function with nodes at 1−1/N
and 1+1/N . ThenΛ(x)= 1 for x in [−(1−1/N ), 1−1/N ]. We see that
Λ̂(ξ)= (N/2) ∆̂1(ξ)∆1/N (ξ)= (N/2) sinξsinξ/N
ξ2
,
which implies that ‖Λ̂‖1≪ logN . We chooseψ by requiring that ψ̂(x)=Λ(x/logN ). Then, by
the Fourier inversion formula, we have ‖ψ‖1≪ logN . In addition,we observe thatPψ f differs
from SN f =
∑N
n=1 bnn
−s by at most
O
[
N (e logN/N −e− logN/N )
]
=O(logN )
terms that are all of size≪ ‖ f ‖H 1 since |bn | ≤ ‖ f ‖H 1 . In view of (10), this ends the second
proof of Theorem 3.2.
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3.2. The Bohr lift. Let ϕ be a function in G with c0 = 0, and assume that ϕ(C0) is a bounded
subset of C1/2. We define ∆ :C1/2→D∞∩ℓ2 by requiring∆(s) := (p−sj ), where (p j ) denotes the
sequence of primes. Then there exists a unique analytic mapΦ :D∞∩ℓ2→C1/2 such that
(11) Φ◦∆=ϕ.
We call Φ the Bohr lift of ϕ; we set Φ∗(z) := limr→1Φ(r z), where z is a point in T∞. We denote
bym∞ the Haar measure of T∞ and define the pullbackmeasure µϕ by
(12) µϕ(E ) :=m∞({z ∈T∞ :Φ∗(z) ∈ E })=m∞
(
(Φ∗)−1(E )
)
.
We will need the following basic result about the Bohr lift [26].
Theorem 3.3. Suppose that ϕ is in G , c0 = 0, and that ϕ(C0) is a bounded subset of C1/2. Then,
for every f inH p , 1≤ p <∞, we have
‖Cϕ( f )‖pH p =
∫
T∞
| f (Φ∗(z))|pdm∞(z)=
∫
ϕ(C0)
| f (s)|pdµϕ(s).
3.3. Type and cotype of (H p )∗. Let (ε j ) denote a Rademacher sequence and E the expec-
tation. We recall that a Banach space X is of type p∗ with 1 ≤ p∗ ≤ 2 if, for some constant
C ≥ 1,
E
∥∥∑ε j x j∥∥≤C (∑‖x j‖p∗)1/p∗
for every finite sequence (x j ) of vectors from X . The smallest constantC , denoted by Tp∗(X ),
is called the type p∗-constant of X . Similarly, a Banach space Y is said to be of cotype q∗ with
2≤ q∗ ≤∞ if
E
∥∥∑ε j y j∥∥≥C−1 (∑‖y j ‖q∗)1/q∗
for every finite sequence (y j ) of vectors of Y . The smallest constantC , denoted by Cq∗(Y ), is
called the cotype q∗-constant of Y .
As already mentioned, the space X =H p is well understood as the subspace Hp (T∞) of
Lp (T∞), but it is not complemented in Lp (T∞). Thismeans that its dual Y is something rather
mysterious. But the following fact will be sufficient for our purposes.
Lemma 3.3. The Banach space Y = (H p)∗ is of cotype max(q,2) where q is the conjugate
exponent of p.
Proof. H p is isometric to the subspace Hp (T∞) of Lp(T∞). The latter space is of type p∗ =
min(p,2) by Fubini’s theorem and Khintchin’s inequality. According to a result of Pisier (from
[25], see also [18], [8, p. 220], or [16, p. 165]), its dual Y is of cotype q∗ =max(q,2) (1/p +
1/q = 1) and, moreover,
(13) Cq∗(Y )≤ 2Tp∗(H p ).
Hence the conclusion of the lemma follows. 
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3.4. Description of the spectrum of compact composition operators. A complete descrip-
tion of the eigenvalues of Cϕ on H 2 was given in [3]. We will show that this result is valid for
H p as well:
Theorem 3.4. Letϕ(s)= c0s+
∑∞
n=1 cn n
−s induce a compact operator onH p , 1≤ p <∞. Then,
the eigenvalues of Cϕ have multiplicity one and are
(a) λn = [ϕ′(α)]n−1, n = 1,2, . . . ,when c0 = 0, whereα is the fixed point of ϕ in C1/2.
(b) λn = n−c1 , n = 1,2, . . . ,when c0 = 1.
Proof. We adapt the proof of [3] to H p . To begin with, we set E :=
{
[ϕ′(α)]n−1, n = 1,2, . . .
}
and letσ(Cϕ) be the spectrumofCϕ. For a given integerm ≥ 1, consider the spaceKm defined
by
Km = span (δα,δ′α, · · · ,δ(m)α )⊂ (H p )∗,
where by definition δ(k)α ( f )= f (k)(α). This space is invariant underC∗ϕ sinceϕ(α)=α. It is also
finite-dimensional, and the matrix of (C∗ϕ)|Km on the natural basis of Km is upper triangular
with diagonal elements [ϕ′(α)]n−1, 1 ≤ n ≤m + 1. This shows that E ⊂ σ(C∗ϕ) = σ(Cϕ). For
the reverse inclusion, we use the compactness of Cϕ and Königs’s theorem [34, pp. 90–91]
which in particular claims that f ◦ϕ= λ f with f a non-zero analytic function in C1/2 implies
that λ= [ϕ′(α)]k for some non-negative integer k and that the corresponding eigenfunctions
generate a one-dimensional space ofH p .
As for (b), set E = {n−c1 , n ≥ 1}. The proof of [3] still gives σ(Cϕ)⊂ E∪{0} forH p . Moreover,
for a fixed integerm, the vector spaces Km and Lm respectively generated by 1,2−s , . . . ,m−s
and j−s , j >m are complementary, Lm is stable by Cϕ, Km is finite-dimensional, and the
matrix of Cϕ|Km is lower triangular with diagonal elements j
−c1 ,1 ≤ j ≤ m. Therefore, E ⊂
σ(Cϕ) as in [3]. 
The result of [3] stating that σ(Cϕ) = {0,1} when c0 ≥ 2 also extends from H 2 to H p , but
this case will not be needed in this work and is omitted here.
3.5. Vertical translates. T∞ may be identified with the dual group of Q+, where Q+ denotes
the multiplicative discrete group of strictly positive rational numbers: given a point z = (z j )
on T∞, we define a character χ onQ+ by its values at the primes by setting
χ(2)= z1, χ(3)= z2, . . . , χ(pm)= zm , . . .
and by extending the definitionmultiplicatively. In the sequel, we will associate the character
χwith the point (z j ) and refer toχ as well as a point onT∞. In particular, we will be interested
in properties that hold for almost all characters χ with respect to the Haar measure m∞ on
T∞.
In [11] and [2], it was explained that it is useful to consider fχ to get a more profound un-
derstanding of the function theoretic properties of f . For example, for almost all characters
χ , the function fχ can be extended to C0. Moreover, we obtain another way to compute the
norm of f (see [11, theorem 4.1] or [2, lemma 5]):
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Lemma 3.4. Let µ be a finite Borel measure on R. Then :
‖ f ‖p
H p
µ(R)=
∫
T∞
∫
R
| fχ(i t )|pdµ(t )dm∞(χ).
We shall need to extend our notation of vertical translates to the class of functions of the
form ϕ(s)= c0s+ψ(s) ∈G . For such functions,ϕχ will mean
ϕχ(s)= c0s+ψχ(s).
The connection between the composition operatorsCϕ andCϕχ is clarified in [10], where it is
proved that for every f inH p and every χ in T∞,
( f ◦ϕ)χ(s)= fχc0 ◦ϕχ(s), s ∈C1/2,
where χc0 is the character taking the value [χ(n)]c0 at n. Moreover, for almost all χ in T∞, this
relation remains true in C0.
4. CARLESON MEASURES AND SEQUENCES, AND INTERPOLATING SEQUENCES
4.1. The case p <∞. We will denote by δs the functional of point evaluation on H p at the
point s = σ+ i t in C1/2, so that δs( f ) = f (s). The norm of δs was computed by Cole and
Gamelin [7] (see also [2]):
(14) ‖δs‖ = [ζ(2σ)]1/p .
It should be noted that ζ(2σ)≈ (2σ−1)−1 when s is restricted to a set on which σ is uniformly
bounded.
Let now µ be a nonnegative Borel measure on the half-plane C1/2. We say that µ is a Car-
lesonmeasure forH p if there exists a positive constantC such that∫
C1/2
| f (s)|pdµ(s)≤C‖ f ‖p
H p
holds for every f inH p . The smallest possibleC in this inequality is called theH p Carleson
norm of µ. We denote it by ‖µ‖C ,H p and declare that ‖µ‖C ,H p =∞ if µ fails to be a Carleson
measure for H p . Let next S = (s j ) be a sequence of distinct points of C1/2. We say that this
sequence is a Carleson sequence if the discrete measure
µS =
∑
j
δs j
‖δs j ‖p
is a Carlesonmeasure forH p in the above sense. The CarlesonH p norm ‖µS‖C ,H p is called
the CarlesonH p constant of S.
The will need the following estimate.
Lemma 4.1. Let µ be a nonnegative Borel measure in the half-plane C1/2 whose support is
contained in Cθ for some θ > 1/2. Then
‖µ‖C ,H p ≤
{
[ζ(2θ)](p−2)/p‖µ‖C ,H 2 , p ≥ 2
[ζ(2θ)]‖µ‖, 1≤ p < 2.
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Proof. For an arbitrary point s =σ+ i t in the support of µ, we have
| f (s)| ≤ [ζ(2σ)]1/p‖ f ‖H p ≤ [ζ(2θ)]1/p‖ f ‖H p .
We infer from this that∫
C1/2
| f (s)|pdµ(s)=
∫
C1/2
| f (s)|p−2| f (s)|2dµ(s)≤ [ζ(2θ)](p−2)/p‖ f ‖p−2
H p
∫
C1/2
| f (s)|2dµ(s).
Now the result follows since ‖ f ‖H 2 ≤ ‖ f ‖H p when p ≥ 2. The (poor) estimate in the case
p < 2 is obvious. 
The H p constant of interpolation MH p (S) is defined as the infimum of the constants K
with the following property: for every sequence (a j ) of complex numbers such that∑
j
|a j |p‖δs j ‖−p <∞,
there exists a function f inH p such that
f (s j )= a j for all j and ‖ f ‖p ≤K
(∑
j
|a j |p‖δs j ‖−p
)1/p
.
For a sequence S of distinct points in C0, we will denote byMH ∞(S) the best constant K such
that, for every bounded sequence (a j ) of complex numbers, there exists a function f in H ∞
such that
f (s j )= a j for all j and ‖ f ‖∞ ≤K sup
j
|a j |.
In the next lemma, we will use the following notation. Given a sequence S = (σ j + i t j ) and
a real number θ, we write S+θ := (σ j +θ+ i t j ).
Lemma 4.2. Suppose that θ > 1/2, δ > 0 and that S = (s j = σ j + i t j )nj=1 is a finite sequence in
the half-plane C1/2+δ. Then
MH p (S)≤ [ζ(2θ)]1/min(2,p)
(
ζ(1+2δ)
ζ(1+2(δ+θ))
)1/min(2,p)
n1/min(2,p)−1/p
(
MH 2(S+θ)
)2/min(p,2)
for 1≤ p ≤∞.
Proof. Given a sequence (a j )nj=1, we find the minimal norm solution F to the interpolation
problem F (s j +θ) = a j in H 2. From the definition of the constant of interpolation and (14),
we get the basic estimate
(15) ‖F‖H 2 ≤MH 2(S+θ)
(
n∑
j=1
|a j |2[ζ(2(σ j +θ))]−1
)1/2
.
By our restriction on S and the fact that ζ′/ζ increases on (1,∞), we have
ζ(2σ j )
ζ(2(σ j +θ))
≤ ζ(1+2δ)
ζ(1+2(δ+θ)) ,
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which gives
‖F‖H 2 ≤
(
ζ(1+2δ)
ζ(1+2(δ+θ))
)1/2
MH 2(S+θ)
(
n∑
j=1
|a j |2[ζ(2σ j )]−1
)1/2
when inserted into (15). We first assume 1≤ p < 2. Using (14) which gives |a j | ≤
√
ζ(2θ)‖F‖2,
we then get
‖F‖H 2 ≤
(
ζ(1+2δ)
ζ(1+2(δ+θ))
)1/2
MH 2(S+θ)[ζ(2θ)]1/2−p/4‖F‖1−p/2H 2
×
(
n∑
j=1
|a j |p [ζ(2σ j )]−1
)1/2
.
This yields
‖F‖H 2 ≤
(
ζ(1+2δ)
ζ(1+2(δ+θ))
)1/p (
MH 2(S+θ)
)2/p [ζ(2θ)]1/p−1/2
×
(
n∑
j=1
|a j |p‖δs j ‖−p
)1/p
.
When 2≤ p <+∞, we simply use Hölder’s inequality to obtain
‖F‖H 2 ≤
(
ζ(1+2δ)
ζ(1+2(δ+θ))
)1/2
MH 2(S+θ)n1/2−1/p
×
(
n∑
j=1
|a j |p‖δs j ‖−p
)1/p
.
For p =∞, we get
‖F‖H 2 ≤MH 2(S+θ)n1/2 sup
j
|a j |.
We now observe that the shifted function G(s) = F (s + θ) is in H ∞ since θ > 1/2, and that
G(s j )= a j as well. Hence
‖G‖H p ≤ ‖G‖H ∞ ≤
√
ζ(2θ)‖F‖H 2 .

The preceding lemma is useful because we have good estimates for constants of interpola-
tion in theH 2 setting, thanks to the following key result from [26]. Here we use the notation
SR for the subsequence of points s j from S that satisfy |Im s j | ≤R .
Lemma 4.3. Suppose S = (s j = σ j + i t j ) is an interpolating sequence for H2(C1/2) and that
there exists a number θ > 1/2 such that 1/2<σ j ≤ θ for every j . Then there exists a constant C ,
depending on θ, such that
(16) MH 2(SR)≤C [MH2(C1/2)(S)]2θ+6R2θ+7/2
whenever R ≥ θ+1.
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This result is based on [32] and relies on quite involved estimates for solutions of the ∂
equation.
We mention finally the remarkable fact that, in general
(17) MH 1(S)≤ [MH 2(S)]2
whenever S is an interpolating sequence for H 2. This bound follows from the observation
(see [21]) that we may solve f (s j ) = a j in H 1 by first solving g (s j ) = pa j in H 2 and then
setting f = g 2. Inequality (17) is the reason H 1 stands out as a distinguished case in our
context; for other values of p, we do not know how to obtain a nontrivial bound for MH p (S)
when Re s j → 1/2, and essentially nothing is known about theH p interpolating sequences.
4.2. The case p =∞. If H∞ denotes the Banach space of bounded analytic functions on C0
and if S = (s j ) is a sequence of points in C0, we define the interpolation constant MH∞(S)
as the infimum of constants C such that for any bounded sequence (a j ), the interpolation
problem a j = f (s j ), j = 1,2, . . . , has a solution f ∈ H∞ such that ‖ f ‖∞ ≤ C supj |a j |. We will
make use of a result of the third-named author [31], which can be rephrased as follows:
Theorem 4.1. Let S be a subset of C0, bounded by K . Then, there exists a positive constant γ,
depending only on K , such that
(18) MH ∞(S)≪
[
MH∞(S)
]γ.
This result is implicit in [31]; it is obtained by combining the interpolation theorem of
Berndtsson and al. [4] (see [31, Lemma 3]) with [31, Lemma 4].
5. A LITTLEWOOD–PALEY FORMULA FOR H p AND PROOF OF THEOREM 1.3
Our new Littlewood–Paley formula reads as follows (abbreviating ‖ ‖H p to ‖ ‖p .)
Theorem 5.1. Let µ be a probability measure on R and p ≥ 1. Then
(19) ‖ f ‖pp ≍ |b1|p +
∫
T∞
∫+∞
0
∫
R
σ| fχ(s)|p−2| f ′χ(s)|2dµ(t )dσdm∞(χ)
holds for every Dirichlet series f (s)=∑n≥1 bnn−s inH p .
The notation u( f ) ≍ v( f ) means as usual that there exists a constant C ≥ 1 such that for
every f in question,C−1u( f )≤ v( f )≤Cu( f ).
Proof. We start from the Littlewood–Paley formula for Hp (D), which appears for instance in
[35]: We have
‖g‖pHp (D) ≍ |g (0)|p +
∫∫
D
(1−|z|2)|g (z)|p−2|g ′(z)|2dλ(z)
when g is in Hp (D), where now dλ denotes Lebesgue area measure on D. Next we let f be a
Dirichlet polynomial, ξ> 0, and consider the Cayley transform
ωξ(z)= ξ
1+ z
1− z , ω
−1
ξ (s)=
s−ξ
s+ξ .
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By Lemma 3.4,
(20) ‖ f ‖pp =
∫
T∞
(∫
R
| fχ(i t )|p
ξ
π(ξ2+ t2)dt
)
dm(χ).
For fixed χ on T∞, we find that∫
R
| fχ(i t )|p
ξ
π(ξ2+ t2)dt = ‖ fχ ◦ωξ‖
p
Hp (D)
≍ | fχ(ξ)|p +
∫∫
D
(1−|z|2)| fχ ◦ωξ(z)|p−2| f ′χ ◦ωξ(z)|2|ω′ξ(z)|2dλ(z).
By using the change of variables s =σ+ i t =ωξ(z), we get∫
R
| fχ(i t )|p
ξ
π(ξ2+ t2)dt ≍ | fχ(ξ)|
p +
∫+∞
0
∫
R
(
1− |s−ξ|
2
|s+ξ|2
)
| fχ(s)|p−2| f ′χ(s)|2dtdσ
≍ | fχ(ξ)|p +
∫+∞
0
∫
R
σξ
(σ+ξ)2+ t2 | fχ(s)|
p−2| f ′χ(s)|2dtdσ.
We integrate this over T∞. In view of (20), this gives
‖ f ‖pp ≍
∫
T∞
| fχ(ξ)|pdm∞(χ)+∫+∞
0
σξ
σ+ξ
∫
T∞
∫
R
| fχ(s)|p−2| f ′χ(s)|2
σ+ξ
π
(
(σ+ξ)2+ t2
)dtdm∞(χ)dσ.
Using again Lemma 3.4, which is valid for any finite Borel measure, we obtain that∫
T∞
∫
R
| fχ(s)|p−2| f ′χ(s)|2
σ+ξ
π
(
(σ+ξ)2+ t2
)dtdm∞(χ)=∫
T∞
∫
R
| fχ(s)|p−2| f ′χ(s)|2dµ(t )dm∞(χ).
Finally, we conclude by letting ξ tend to infinity. 
In the sequel, it will be convenient to set f (+∞) := b1 in (19).
Proof of Theorem 1.3. Let ( fn) be a sequence inH p that converges weakly to zero. We will let
fn,χ denote the vertical limit function of fn with respect to the character χ. By assumption
(a) of Theorem 1.3, there exists a positive number A such that |Imψ| ≤ A. This implies that
|Imψχ| ≤ A for any χ on T∞. By the Littlewood–Paley formula, settingw = u+ i v , we get
‖Cϕ( fn)‖pp ≍ |Cϕ fn(+∞)|p
+
∫
T∞
∫+∞
0
∫1
0
u| fn,χc0 (ϕχ(w))|p−2| f ′n,χc0 (ϕχ(w))|2|ϕ′χ(w)|2dv dudm∞(χ).
Our assumption on fn implies that | fn(+∞)| and hence Cϕ fn(+∞) tend to zero. In the inner-
most integral, we use the non-univalent change of variables s = σ+ i t = ϕχ(u+ i v). Observe
that, for every t in [0,1], −A ≤ Im s ≤ A+c0, whence
‖Cϕ( fn)‖pp ≪ o(1)+
∫
T∞
∫+∞
0
∫A+c0
−A
| fn,χc0 (s)|p−2| f ′n,χc0 (s)|2Nϕχ(s)dt dσdm∞(χ).
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We now use assumption (b) of Theorem 1.3 in the following way. For any given ε > 0, we let
θ > 0 be such thatNϕ(s)≤ εRe s whenever Re s < θ. We split the integral overR+ into
∫θ
0 +
∫+∞
θ .
For the first integral, say I0 :=
∫θ
0 , we use that Nϕχ(s) ≤ εRe s for any χ on T∞ and any s with
Re s < θ (see [3, Proposition 4]). Using again the Littlewood–Paley formula, we get that there
exists some constantC > 0 such that
I0 =
∫
T∞
∫θ
0
∫A+c0
−A
| fn,χc0 (s)|p−2| f ′n,χc0 (s)|2Nϕχ(s)dtdσdm∞(χ)≤Cε‖ fn‖
p
p .
For the second integral, say I∞ :=
∫∞
θ , we observe thatNϕχ(s)≤ 1c0 Re s (see [2, Proposition 3]),
so that
I∞ =
∫
T∞
∫+∞
θ
∫A+c0
−A
| fn,χc0 (s)|p−2| f ′n,χc0 (s)|2Nϕχ(s)dtdσdm∞(χ)
≤ 1
c0
∫
T∞
∫+∞
θ
∫A+c0
−A
σ| fn,χc0 (s)|p−2| f ′n,χc0 (s)|2dtdσdm∞(χ)
= 1
c0
∫
T∞
∫+∞
θ
∫A+c0
−A
σ| fn,χ(s)|p−2| f ′n,χ(s)|2dtdσdm∞(χ)
≤ 1
c0
∫
T∞
∫+∞
θ/2
∫A+c0
−A
(σ+θ/2)| fn,χ(s+θ/2)|p−2| f ′n,χ(s+θ/2)|2dtdσdm∞(χ)
≤ 2
c0
∫
T∞
∫+∞
θ/2
∫A+c0
−A
σ| fn,χ(s+θ/2)|p−2| f ′n,χ(s+θ/2)|2dtdσdm∞(χ)
≪ ‖ fn(·+θ/2)‖pp ,
and this last quantity goes to zero since the horizontal translation operator f (s) 7→ f (s+θ/2)
acts compactly on H p . 
6. TWO GENERAL LOWER BOUNDS
We will let q denote the conjugate exponent of p. The evaluation δs at s is in (H p )∗ and,
by (14), ‖δs‖ = [ζ(2Re s)]1/p when p is any real number ≥ 1. Observe that δs/‖δs‖ converges
weakly to 0 as Re s→ 1/2 and that C∗ϕ(δs) = δϕ(s), so that a necessary condition for compact-
ness ofCϕ :H p →H p is that
lim
Re s→1/2
‖δϕ(s)‖
‖δs‖
= lim
Re s→1/2
(
ζ(2Reϕ(s))
ζ(2Re s)
)1/p
= 0.
It is therefore not surprising to see the latter quotient appearing in our general estimates for
an(Cϕ) in the two theorems given below. These results represent two different ways of ob-
taining lower bounds for the quantities an(Cϕ) via respectively H ∞ interpolation and H p
interpolation.
Theorem 6.1. Suppose that ϕ(s)= c0s+
∑∞
n=1 cnn
−s determines a compact composition opera-
tor Cϕ on H
p , 1≤ p <∞. Let S = (s j ) and S ′ = (s ′j ) be finite sets in C1/2, both of of cardinality
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n, such that ϕ(s ′j )= s j for every j . Then we have
(21) an(Cϕ)≥ ρpn−(1/min(2,p)−1/p)[MH ∞(S)]−1 ‖µS ′‖−1/pC ,H p inf1≤ j≤n
(
ζ(2Re s j )
ζ(2Re s ′j )
)1/p
,
where ρp is a constant depending only on p.
Proof. As already noted, the transpose C∗ϕ : (H
p)∗ → (H p)∗ still verifies in an obvious way
the mapping equation
C∗ϕ(δa)= δϕ(a),
which was used extensively in our previous work [26]. We will use the inequality (2) in the
form
an(Cϕ)≥ an(C∗ϕ)≥ bn(C∗ϕ)
andminorate the latter quantity. For clarity, we separate the proof into two parts.
Case 1: p ≥ 2. Let E be the space generated by δs′1 , . . . ,δs′n . This is an n-dimensional space.
Let L =∑nj=1λ jδs′j be an element in the unit sphere SE of E . If f is in H p , then the Cauchy-
Schwarz inequality in Cn implies that
|L( f )| =
∣∣∣ n∑
j=1
λ j f (s
′
j )
∣∣∣= ∣∣∣ n∑
j=1
Λ jF j
∣∣∣≤ ‖Λ‖2‖F‖2,
where we have set
Λ j :=λ j ‖δs′j ‖ and F j := f (s
′
j )‖δs′j ‖
−1
as well as
Λ := (Λ1, . . . ,Λn) and F := (F1, . . . ,Fn).
Since L is assumed to be in the unit sphere of E , Hölder’s inequality now implies that
(22) 1≤ n1/2−1/p ‖Λ‖2(‖µS ′‖C ,H p )1/p .
Next we observe that the sequence δs j is unconditional with constant ≤ MH ∞(S) =: MS ,
i.e.,
(23) M−1S
∥∥∥∑ω jλ jδs j ∥∥∥≤ ∥∥∥∑λ jδs j ∥∥∥≤MS ∥∥∥∑ω jλ jδs j ∥∥∥
for any choice of scalars λ j and unimodular scalarsω j . To see this, we first set
Φ=
n∑
j=1
λ jδs j , Φω =
n∑
j=1
ω jλ jδs j .
If h inH ∞ verifies h(s j )=ω j , 1≤ j ≤ n, and ‖h‖∞ ≤MS , then we see that, for every f ∈H p ,
Φω( f )=Φ(h f ). SinceH ∞ is isometrically equal to themultiplier algebra ofH p , we therefore
get that
|Φω( f )| ≤ ‖Φ‖‖h f ‖H p ≤ ‖Φ‖‖h‖∞‖ f ‖H p ≤MS ‖Φ‖‖ f ‖H p .
This gives the left-hand inequality of (23). The right-hand inequality readily follows, replacing
λ j by λ jω j and ω j by ω j . Averaging with respect to independent choices of ω j (Rademacher
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variables) and using Lemma 3.3 and (13), we get from the left-hand side of (23), setting ρp =
[2T2(H p )]−1, that
‖Φ‖ ≥ M−1S E
∥∥∥∑ω j λ j δs j ∥∥∥≥M−1S ρp (∑ |λ j |2|‖δs j ‖2)1/2
≥ M−1S ρp inf1≤ j≤n
‖δs j ‖
‖δs′j ‖
(∑
|λ j |2|‖δs′j ‖
2
)1/2
.
By themapping equation,C∗ϕ(L)=Φ, and hence we get
‖C∗ϕ(L)‖ ≥ ρp M−1S inf1≤ j≤n
(
ζ(2Re s j )
ζ(2Re s ′j )
)1/p
‖Λ‖2.
Using (22), we finally obtain
‖C∗ϕ(L)‖ ≥ ρpn−(1/2−1/p)M−1S ‖µS ′‖
−1/p
C ,H p inf1≤ j≤n
(
ζ(2Re s j )
ζ(2Re s ′j )
)1/p
.
This implies the desired result since bn(C∗ϕ)≥ infL∈SE ‖C∗ϕ(L)‖.
Case 2: 1 ≤ p < 2. We follow word for word the same route, with Hölder instead of Cauchy–
Schwarz and (H p)∗ of cotype q (see Lemma 3.3). In the special case p = 1, we have q =∞,
but then (23) implies
sup
1≤ j≤n
|λ j |‖δs j ‖ ≤MS‖
∑
j
λ jδs j ‖
so that
inf
1≤ j≤n
‖δs j ‖
‖δs′j ‖
‖Λ‖∞ ≤ sup
1≤ j≤n
|λ j |‖δs j ‖ ≤MS‖C∗ϕ(L)‖.
We thus obtain for all 1≤ p < 2 the two inequalities
1 ≤ ‖Λ‖q(‖µS ′‖C ,H p )1/p ,
‖C∗ϕ(L)‖ ≥ ρpM−1S ‖Λ‖q inf1≤ j≤n
‖δs j ‖
‖δs′j ‖
≥ ρpM−1S ‖µS ′‖
−1/p
C ,H p inf1≤ j≤n
(
ζ(2Re s j )
ζ(2Re s ′j )
)1/p
,
where ρp = (2Tp(H p ))−1 for 1< p < 2 and ρ1 = 1. This takes care of the second case and ends
the proof of Theorem 6.1. 
We turn to the bound for an(Cϕ) usingH p interpolation.
Theorem 6.2. Suppose that ϕ(s)= c0s+
∑∞
n=1 cnn
−s determines a compact composition opera-
tor Cϕ on H
p . Let S = (s j ) and S ′ = (s ′j ) be finite sets in C1/2, both of of cardinality n, such that
ϕ(s ′j )= s j for every j . Then we have
(24) an(Cϕ)≥ n−(1/min(2,p)−1/p)[MH p (S)]−1 ‖µS ′‖−1/pC ,H p inf1≤ j≤n
(ζ(2Re s j )
ζ(2Re s ′j )
)1/p
.
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Proof. The proof begins like that of Theorem 6.1, using the Bernstein numbers of the trans-
pose ofCϕ :H p →H p . We have once again
(25) 1≤ n1/min(2,p)−1/p ‖Λ‖2(‖µS ′‖C ,H p )1/p .
From now on, we no longer appeal to cotype andH ∞ interpolation, but toH p interpola-
tion and a Boas-type lower bound, namely∥∥∥∑
j
λ jδs j
∥∥∥≥ [MH p (S)]−1(∑
j
|λ j |q ‖δs j ‖q
)1/q ≥ [MH p (S)]−1‖Λ‖2.
Here the latter inequality holds since q ≤ 2 and therefore ‖Λ‖ℓq ≥ ‖Λ‖ℓ2 . The first inequality
is proved by duality as follows. Write(∑
j
|λ j |q‖δs j ‖q
)1/q =∑
j
c jλ j ‖δs j ‖, where
∑
j
|c j |p = 1.
Observe that
∑
j
(
|c j |‖δs j ‖
)p‖δs j ‖−p = 1 so that c j ‖δs j ‖ = f (s j ) for some f ∈H p with norm
≤MH p (S). We finally get(∑
j
|λ j |q‖δs j ‖q
)1/q =∑
j
λ j f (s j )=Φ( f )≤ ‖ f ‖H p‖Φ‖ ≤MH p (S)
∥∥∥∑
j
λ jδs j
∥∥∥.
Using (25) and the bound ‖Φ‖ ≥ [MH p (S)]−1‖Λ‖2, we conclude the proof in the same way as
we did in the proof of Theorem 6.1. 
The difficulty in applying Theorems 6.1 or 6.2 is that it is in general difficult to get good
estimates for MH ∞(S), MH p (S) or ‖µS‖C ,H p . We will later see some special cases in which
this is in fact possible.
7. PROOF OF THE BOUNDS IN THEOREM 1.2
Part (a). We present two proofs: a sketchy one, based on the spectral properties of Cϕ, and a
detailed one, based on Theorem 6.1, illustrating the utility ofH ∞ interpolation.
The first approach uses the spectrum σ(Cϕ) ofCϕ onH p described in Theorem 3.4:
(26) σ(Cϕ)= {0}∪
{
[ϕ′(α)]k , k = 0,1, . . .
}
.
We can moreover assume that r0 = |ϕ′(α)| > 0, as in Lemma 6.1 of [26]. Finally, (26), Theorem
2.2, and a tauberian argument show that
an(Cϕ)≫ r 8n0 .
The second approach goes as follows. Let ∆ be an open disc whose closure is contained in
C1/2. Clearlyϕ(∆) contains a closed discD(a,r ) := {s : |s−a| ≤ r } with 0< r < 1. Set
S = {s j := a+ rω j : 1≤ j ≤ n}, where ω= e2iπ/n ,
and let S ′ = {s ′j } be a set of n distinct points from ∆ such that
ϕ(s ′j )= s j , 1≤ j ≤ n.
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We introduce the associated Blaschke product
B(s) :=
∏
1≤ j≤n
s− s j
s+ s j −1
= (s−a)
n − r n
(s+a−1)n − r n
and find, by an elementary computation, that the uniform separation constant
δ(S)= inf
1≤ j≤n
(2σ j −1)|B ′(s j )|
of S verifies
(27) δ(S)≫ r n .
It is known that MH∞(S) ≤ (2e + 4e| logδ(S)|)/δ(S) [15, p. 268], where MH∞(S) denotes the
constant of interpolation for the space H∞(C0) of bounded, analytic functions on C0.
After havingmade this choice of S and S ′, we now estimate each of the three terms appear-
ing on the right-hand side of (21) of Theorem 6.1 with help of Theorem 4.1. We first claim
that
(28) MH ∞(S)≪ r−(γ+ε)n
for every ε> 0. Indeed, it follows from (27) and the relations between interpolation and uni-
form separation constants that MH∞(S)≪ [1/δ(S)]1+ε ≪ r−(1+ε)n , and then (18) gives the re-
sult. We find next that
(29) ‖µS ′‖C ,H p ≪ n.
This is a consequence of Lemma 4.1 since S ′ = (s ′j ) is uniformly bounded and lies far from the
boundary Re s = 1/2. Finally, we observe that
(30) inf
1≤ j≤n
‖δs j ‖
‖δs′j ‖
≫ 1.
This is immediate since ‖δs j ‖ ≥ 1 and ‖δs′j ‖ =O(1) as S
′ remains far from the boundary when
n increases.
Now part (a) of Theorem1.2 follows fromTheorem6.1 if we put together (28), (29), and (30);
taking into account the factors n and n−(1/2−1/p), we observe that we may choose δ= r γ+ε for
an arbitrary ε> 0.
Part (b): c0 = 1. We first prove (1) by applying Theorem 2.1 with r = 1/(Rec1). By Theo-
rem 3.4, the left-hand side of (4) is infinite. It follows that the right-hand side is infinite as
well, whence the result follows. Our proof of (1) given above does not lead to a pointwise es-
timate of an(Cϕ) =: an . To achieve this, we use (5) with N in place of n, where N > 2n is an
integer to be chosen later. We set γ1 =Rec1 and use that λ j (Cϕ)= j−c1 to obtain
2−γ1 N−γ1 = (2N )−γ1 ≤ e
(
a1 · · ·aN
)1/N ≤ e (an1 a(N−n)n )1/N = e an/N1 a(N−n)/Nn .
This implies that
an ≥ 2−γ1N/(N−n) e−N/(N−n)a−n/(N−n)1 N−γ1N/(N−n) ≫N−γ1N/(N−n) ,
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which we now write as
an ≫N−γ1 N−γ1n/(N−n) =N−γ1 e−γ1n logN/(N−n) .
Choosing N as the integer part of n logn+2 and noting that n logNN−n → 1, we finally get
an ≫ (n logn)−γ1
as claimed.
It may be observed that the latter argument gives an alternate proof of (1).
Part (c): c0 ≥ 2. In this case, the spectrum is reduced to {0,1} (see Subsection 3.4), so that the
previous proof does not work. We will proceed differently and use Bernstein numbers and a
properly chosen n-dimensional space E . This new argumentwill in fact work alsowhen c0 = 1
and give an alternate proof for that case.
Our proof is based on the following lemma which exploits the fact that the collection of
linear functions constitute an infinite-dimensional subspace of Hp (T∞). In what follows, we
letΩ(N ) denote the number of prime factors in N counted with their multiplicity, and we let
Pc0 denote orthogonal projection from H
2 onto its subspace generated by the basis vectors
N−s withΩ(N )= c0.
Lemma 7.1. Fix an integer n ≥ 1. Suppose that ϕ(s)= c0s+
∑∞
j=1 c j j
−s is in G with c0 ≥ 1. Let
E be the n-dimensional subspace ofH p spanned by the unit vectors p−s1 ,p
−s
2 , . . . ,p
−s
n . Then for
every f (s)=∑nk=1 bkp−sk in E, we have
(31) Pc0Cϕ f (s)=
n∑
k=1
bkp
−c1
k (p
c0
k )
−s and ‖Pc0Cϕ f ‖H p ≤ ‖Cϕ f ‖H p .
Proof. We know from [10] that the following formal computation is allowed to determine the
Dirichlet coefficients ofCϕ(p−sk ),1≤ k ≤ n:
Cϕ(p
−s
k )= p
−c0s
k p
−c1
k
∞∏
j=2
(1+
∞∑
l=1
(−c j logpk)l
l !
j−l s)=: p−c0sk p
−c1
k (1+
∑
m≥2
αk,mm
−s),
so that Pc0Cϕ f can be expressed as stated in (31). For the norm estimate, using the Bohr lift,
we note that for h(s)=∑∞N=1βNN−s , the formula
Q(h)(s)= (1/2π)
∫2π
0
(
∞∑
N=1
βN e
iΩ(N)θN−s
)
e−i c0θdθ
defines a norm-one projection from H p to its subspace generated by the vectors N−s with
Ω(N )= c0. But this means that
‖Pc0Cϕ f ‖H p = ‖QCϕ f ‖H p ≤ ‖Cϕ f ‖H p ,
which gives the second part of (31). 
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We are now ready to prove part (c) of Theorem 1.2. Choose E as in Lemma 7.1 and let f be
a vector in the unit sphere of E . By Lemma 7.1 and the Bohr lift , we get
‖Cϕ( f )‖H p ≥
∥∥Pc0Cϕ f ∥∥H p ≥ ∥∥ n∑
k=1
ckp
−c1
k
zc0
k
∥∥
Hp (T∞) =
∥∥ n∑
k=1
ckp
−c1
k
zk
∥∥
Hp (T∞),
where we for the last relation used the invariance of the Haar measure m∞ of T∞ under the
transformation (z j ) 7→ (zc0j ). Applying the Khintchin inequality for the Steinhaus variables z j
twice, we get
‖Cϕ( f )‖H p ≫
∥∥ n∑
k=1
ckp
−c1
k zk
∥∥
H2(T∞) ≥ p
−Rec1
n
∥∥ n∑
k=1
ckzk
∥∥
H2(T∞)
≫ p−Rec1n
∥∥ n∑
k=1
ckzk
∥∥
Hp (T∞) = p
−Rec1
n ‖ f ‖H p .
It follows that
an(Cϕ)≥bn(Cϕ)≫ p−Rec1n .
By the Tchebycheff form of the prime number theorem, pn≪ n logn, and so the desired esti-
mate follows.
8. OPTIMALITY OF THE BOUNDS IN THEOREM 1.2
The bounds (a), (b), (c) of Theorem 1.2 are optimal in view of the following theorem.
Theorem 8.1. Suppose that c0 is a nonnegative integer and that ϕ(s)= c0s+
∑∞
n=1 cnn
−s gener-
ates a bounded composition operator Cϕ on H
p for some 1≤ p <∞.
(a) If c0 = 0 andΩ :=ϕ(C0)⊂C1/2 is compact, then an(Cϕ)≪ δn for some 0< δ< 1.
(b) If c0 ≥ 1, and if ϕ(C0) ⊂ CA for some A > 0, then an(Cϕ)≪ n−A if p > 1 and an(Cϕ)≪
(logn)n−A if p = 1.
Proof. We split the proof into three parts.
Part (a). We recall that the nth Gelfand number cn(Cϕ) of an operator T onH p is
cn(T )= inf
E
‖T |E‖,
where E runs over all subspaces of H p of codimension < n. Let E0 be the subspace of H p
defined by
E0 = { f ∈H p : f (s0)= f ′(s0)= ·· · = f (n−1)(s0)= 0},
where Re s0 ≥ θ and θ = infs∈ΩRe s > 1/2. This is a subspace of codimension < n+1. We will
first prove that
(32) ‖Cϕ|E0‖p ≤ sup
s∈Ω
∣∣B(s)|pζ(1/2+θ),
where B is the “adapted" Blaschke product
B(s)=
(
s− s0
s− (1/2+θ)+ s0
)n
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which is of modulus 1 on the vertical line Re s = 1/4+θ/2. We set
r := sup
s∈Cθ
∣∣∣ s− s1
s+ s1−1
∣∣∣< 1
andM := sups∈Ω |B(s)| = r n−1.
We now choose an arbitrary f in E0. This f can be written f = Bh with h having the same
supremumas f on the vertical line Re s = 1/4+θ/2. Using themaximumprinciple, we observe
that
sup
s∈Ω
| f (s)|p ≤ sup
s∈Ω
|B(s)|p sup
s∈Ω
|h(s)|p = Mp sup
s∈∂Ω
|h(s)|p =Mp sup
s∈∂Ω
| f (s)|p
≤ Mp ζ(1/2+θ)‖ f ‖p .
We use the pullback measure µϕ defined by (12) and the set Ω := ϕ(C0). Using the lifting
identity (11) of Theorem 3.3, we then get
‖Cϕ( f )‖pH p =
∫
T∞
| f (Φ∗(z))|pdm∞(z)=
∫
Ω
| f |pdµϕ.
We infer from this that
‖Cϕ( f )‖pH p =
∫
T∞
| f (Φ∗(z))|pdm∞(z)=
∫
Φ∗(z)∈Ω
| f (Φ∗(z))|pdm∞(z)
≤
[
Mp ζ(1/2+θ)
]
‖ f ‖p
H p
,
which gives (32). It follows that
[cn(Cϕ)]
p ≤ ‖Cϕ|E0‖p ≤
[
Mp ζ(1/2+θ)
]1/p
.
Inequality (3), which states that an(Cϕ)≤ 2
p
n cn(Cϕ), finally gives
an(Cϕ)≤ 2
p
n r n−1[ζ(1/2+θ)]1/p .
Part (b), p>1. We consider first the special case in whichϕ(s)= s+A and A > 0. This function
is seen to belong to G . For a given integer n ≥ 2, let R the (n−1)-rank operator defined by
R f :=
n−1∑
j=1
j−Ax j e j ,
where f =∑∞j=1 x j e j . It follows thatCϕ f =∑∞j=1 j−Ax j e j and that
(Cϕ−R) f =
∑
j≥n
j−Ax j e j .
Now the contraction principle (6) with λ j = j−A gives
an(Cϕ)≤ ‖Cϕ−R‖ ≤ 2Cn−A,
which settles our special case.
In the general case, we writeϕ= TA ◦ϕA, where
ϕA(s)=ϕ(s)− A and TA(s)= s+ A.
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Since ϕA(C0) ⊂ C0, we see from Theorem 1.1 that CϕA maps H p into itself. Now the semi-
groupproperty and the ideal property of approximationnumbers (see Subsection 2.1), as well
as the previous special case, give
an(Cϕ)= an(CϕA ◦CTA )≤ ‖CϕA‖an(CTA )≪ n−A.
Part (b), p=1. It is easy to conclude from Lemma 3.2. Indeed, repeating the proof of the con-
traction principle for Schauder bases (Lemma 3.1) and using that∑
j≥n
log j
j A+1
≪ logn
nA
,
we obtain ∥∥∥ ∑
j≥n
j−Ax j e j
∥∥∥
1
≪ logn
nA
∥∥∥ ∑
j≥1
x j e j
∥∥∥
1
.
We get an(CTA ) ≪ (logn)/nA for TA(s) = s + A and conclude as before in the general case
Reϕ(s)> A. 
9. A TRANSFERENCE PRINCIPLE
In [26], we found a recipe for transferring a general composition operator on H2(D) to a
composition operator on H 2. The point was that, under this transference, decay rates for
approximation numbers are preserved or at least not perturbed severely. The same transfer-
encemakes sense in theH p setting, but we succeed only partially in getting similarly precise
results as in [26]. We will now present this state of affairs and briefly describe the two basic
problems that prevent us from proceeding further.
We begin by describing the recipe from [26]. Given 1≤ p <∞, we let T be some conformal
map fromD intoC1/2, which we will assume has the property that the operatorCT is bounded
fromH p to Hp (D). We introduce the function
I (s) := 2−s
which we view as an analytic map from C0 onto D\{0}. If ω is an analytic self-map of D, then
we define an analytic map ϕ : C0 → C1/2 by the formula ϕ := T ◦ω ◦ I , which implies Cϕ =
C I ◦Cω ◦CT . The Dirichlet series ϕ is then the symbol of a bounded composition operatorCϕ
onH p with c0 = 0.
A natural choice is to set T = T0, where
T0(z) :=
1
2
+ 1− z
1+ z ,
so that T maps D onto C1/2. Unfortunately, this forces us to require p to be even integer. This
constraint comes, as in Theorem 1.1, from the local embedding
(33) sup
a∈R
∫a+1
a
| f (1/2+ i t )|p dt ≤C‖ f ‖p
H p
,
which is only known to hold when p is an even integer. This result relies on a well-known
inequality in analytic number theory [19]. See [30] and also [21] for a thorough discussion of
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this inequality and its connections with Carleson measures. Assuming that f is in H p and
using (33), we get that
‖ f ◦T0‖pHp (D) =
∫π
−π
| f
(
1/2+ i tan(t/2)
)
|p dt
2π
=
∫∞
−∞
| f (1/2+ i x)|p dx
π(1+x2)
=
∑
k∈Z
∫k+1
k
| f (1/2+ i x)|p dx
π(1+x2)≪
∑
k∈Z
1
k2+1‖ f ‖
p
H p
≪‖ f ‖p
H p
.
It follows that the composition operator defined by the formula CT is a bounded operator
fromH p to Hp (D).
For other values of p, we may instead choose, for example,
Tε(z) :=
1
2
+
(
1− z
1+ z
)1−ε
for some 0< ε< 1. Using the pointwise estimates | f (σ+ i t )| ≤ [ζ(2σ)]1/p‖ f ‖H p along with
2ReTε(z)−1≥ (2sinπε/2)
∣∣∣1− z
1+ z
∣∣∣1−ε,
we may compute in a similar way as above to get that
‖ f ◦Tε‖pHp (D)≪
∫∞
−∞
‖ f ‖p
H p
max(1, |x|ε−1) dx
(1+x2)≪‖ f ‖
p
H p
.
We are prepared to state our first basic estimate for Cϕ.
Theorem 9.1. Let ω be an analytic self-map of D. Assume that 1 ≤ p < ∞ and that CT is
bounded from Hp (D) into H p , and set ϕ := T ◦ω◦ I . Then
an(Cϕ)≤ ‖CT ‖an(Cω).
In particular, Cϕ is compact whenever Cω is compact.
Proof. By Theorem 3.3, the operator C I , defined by setting C I g (s) := g (I (s)), is an isometry
from Hp (D) intoH p . We use the ideal property of approximation numbers and their preser-
vation under left multiplication by isometries to conclude that
an(Cϕ)= an(Cω ◦CT )≤ ‖CT ‖an(Cω).
Here ‖CT ‖ is finite by assumption. 
Wewould like to have a tight bound onCϕ from below as well, but this is harder to achieve.
We may adapt Theorem 6.2 to get the following general bound. Here we use the notation
µZ :=
∑n
j=1(1−|z j |2)δz j for a sequence Z = (z j ) in the unit disc.
Theorem 9.2. Let ω be an analytic self-map of D such that ω(D) has positive distance to −1.
Assume that 1≤ p <∞ and that CT is bounded from Hp (D) intoH p , and setϕ := T ◦ω◦ I and
Φ= T ◦ω, the Bohr lift of ϕ. There exists a positive constant c such that if Z = (z j ) is any finite
sequence with both Z and ω(Z ) consisting of n distinct points in D, then
an(Cϕ)≥ c n−(1/min(2,p)−1/p) [MH p (Φ(Z ))]−1‖µZ‖−1/pC ,Hp (D) inf1≤ j≤n
(
1−|z j |2
1−|ω(z j )|2
)1/p
.
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Proof. SinceΦ is bounded and |1+ω(z)| ≫ 1, we have (e.g. in the case T = T0)
ζ(2Re s j )= ζ(2ReΦ(z j ))≥
c
2ReΦ(z j )−1
= c
2
|1+ω(z j )|2
(1−|ω(z j )|2)
≫ (1−|ω(z j )|2)−1.
Using this fact, and following the same reasoning as in the proof of [26, Theorem 9.1], we
obtain the result from Theorem 6.2. 
This result is completely analogous to the bound from below in [26, Theorem 9.1], but at
present only of interest when p = 1 because of (17) which says thatMH 1(S) ≤ [MH 2(S)]2 for
any H 2 interpolating sequence S.
We now have what we need to present our leading example and thus prove Theorem 1.4.
Proof of Theorem 1.4. When ω is a lens map, it is known from [17, Proposition 6.3] that the
approximation numbers decay as e−
p
n to some positive power. By Theorem 9.1, the same
upper bound holds for the decay of an(Cϕ) for the transferred operator
1Cϕ =CTε ◦Cω ◦C I on
H p for all p ≥ 1. When p = 1, we can use Theorem 9.2 to arrive at the bound from below.
Indeed, if we take z j = 1−ρ j with 0< ρ < 1 and if θ denotes the parameter of the lens map ω,
then simple estimates, using in particular (17) and Lemma 4.3, show that
‖µZ‖C ,H1(D) ≪ 1,
MH 1(S) ≪ [MH 2(S)]2≪ [MH2(C1/2(S)]α≪ eb/(1−ρ),
inf
1≤ j≤n
(
1−|z j |2
1−|ω(z j )|2
)1/p
≫ ρn(1−θ)/p .
We now optimize the choice of ρ by taking ρ = 1−1/pn, and we get the lower bound in The-
orem 1.4 with the help of Theorem 9.2. 
We note that for general p 6= 1,2, we are not able to get any better result from Theorem 9.2
than the general lower bound in part (a) of Theorem 1.2.
We observe the following limitation of our method when p is not an even integer, and thus
in particular also in the case p = 1. When the approximation numbers of Cω decay more
slowly than they do whenω is a lensmap, the approximation numbers ofCTε ◦Cω◦C I will still
decay as a power of e−
p
n because of the map Tε. Substituting Tε by a map T which enjoys
some smoothness at z = 1, we may remedy this situation to some extent. But it is clear that
we are unable to obtain precise results when, for example, (1−|ω|)−1 is non-integrable on T.
We conclude that two rather fundamental open problems remain obstacles for extending
the utility of our transference principle:
• Is the embedding inequality (33) valid for a continuous range of p, for instance all
1≤ p <∞?
• What are the bounded interpolating sequences for H p when 1 < p <∞, p 6= 2, and
how can the constant of interpolationMH p (S) be estimated when the sequence S ap-
proaches the vertical line Re s = 1/2?
1Wemention without proof that, for lens maps, the choice T = T0 would work as well.
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These questions await further investigation.
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