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Simulating extreme-mass-ratio systems in full general relativity
William E. East and Frans Pretorius
Department of Physics, Princeton University,
Princeton, New Jersey 08544, USA
We introduce a new method for numerically evolving the full Einstein field equations in situations
where the spacetime is dominated by a known background solution. The technique leverages the
knowledge of the background solution to subtract off its contribution to the truncation error, thereby
more efficiently achieving a desired level of accuracy. We demonstrate the method by applying it
to the radial infall of a solar-type star into supermassive black holes with mass ratios ≥ 106. The
self-gravity of the star is thus consistently modeled within the context of general relativity, and
the star’s interaction with the black hole computed with moderate computational cost, despite the
over five orders of magnitude difference in gravitational potential (as defined by the ratio of mass
to radius). We compute the tidal deformation of the star during infall, and the gravitational wave
emission, finding the latter is close to the prediction of the point-particle limit.
I. INTRODUCTION
In recent years, rapid progress has been made in ex-
tending the purview of the field of numerical general rel-
ativity to a wider class of binary systems. Numerical
solutions of the full Einstein equations have been used to
study not only compact objects of comparable masses,
but also black hole (BH) binaries with mass ratios of
up to 100:1 [1, 2], white dwarf-intermediate mass BH
systems [3], and neutron star-pseudo white dwarf merg-
ers [4–6]. In the latter cases, the compaction (ratio of
mass to radius in geometric units, G = c = 1, which
we use throughout) of the white dwarf was ∼ 10−4, and
∼ 10−2 for the pseudo white dwarf. Here we are inter-
ested in pushing this domain of study even further to BH-
stellar systems where the star has compaction ∼ 10−6,
and the mass ratio reaches upwards of 106:1. However,
simulating these systems with standard methods is very
computationally expensive due to the disparate scales in
the problem. In order to accurately recover the dynamics
of the system, the truncation error from evolving the BH
must be reduced below the level of the star’s contribu-
tion to the solution. Since the star’s contribution to the
spacetime metric is many orders of magnitude smaller
than that of the BH, this will require exceedingly high
resolution compared to the scale that would otherwise
be set by the BH alone. In this paper we introduce a
new method for numerically evolving these systems in
full general relativity that makes use of the knowledge
of the analytic solution of the larger object in order to
subtract off the truncation error of the background solu-
tion. This method allows extreme-mass-ratio systems to
be simulated more efficiently and with greater accuracy
at a given resolution.
One of the motivations for the development of this
method is the study of tidal disruption of stars by super-
massive BHs. Considerable interest in these events has
been sparked by the observation in the optical through
ultraviolet wavelengths of candidate disruptions and sub-
sequent relativistic outflows associated with the fallback
of disrupted material onto the supermassive BH [7–19].
With more transient surveys [20–22] beginning operation,
the number of observed events should increase signifi-
cantly, making it important to understand the details of
the events across a range of parameters. For BHs with
masses around 107 to 108 M⊙, solar-type stars will be
tidally disrupted near the innermost stable circular orbit
of the BH. They will therefore be sensitive to strong-field
effects including zoom-whirl type behavior and the spin
of the BH [23, 24], which may be reflected in observa-
tions.
Numerous approaches have been applied to study-
ing tidal disruptions. Analytical approximations include
those based on Newtonian dynamics [25–30], Newtonian
dynamics with relativistic corrections [31–33], and incor-
porating aspects of Kerr geodesic motion [24]. There
have also been particle and grid-based simulations of
these events utilizing Newtonian gravity [34–36]; pseu-
dopotentials to incorporate features of general relativ-
ity [37–40]; or hydrodynamics on a fixed BH spacetime,
thus ignoring the self-gravity of the star [41, 42]. In cer-
tain regimes, each of these methods is expected to de-
cently approximate aspects of the desired physics. How-
ever, there has yet to be a fully self-consistent calculation
within general relativity to investigate this, in particu-
lar for the case where disruption occurs near the inner-
most stable orbit of the BH. The details of the disruption
process will depend on the interplay of the strong-field
gravity of the black hole, the star’s pressure, and the
star’s self-gravity, which is essentially Newtonian since
M⊙/R⊙ ∼ 2× 10
−6. The methods presented here allow
us to perform general-relativistic hydrodynamic simula-
tions that self-consistently combine all these components,
and hence investigate their importance. As a demonstra-
tion, we present results from simulations of the radial
infall of a solar-type star into a BH, which can be eas-
ily compared to perturbative calculations. We leave the
study of the more astrophysically relevant parabolic or-
bits to future work.
In what follows we explain our method for subtract-
ing background-solution truncation error and its imple-
2mentation in a general-relativistic hydrodynamics code.
We apply this method to simulating the radial infall of
a solar-type star into a supermassive BH, illustrating its
efficiency and commenting on the tidal effects and result-
ing gravitational radiation.
II. COMPUTATIONAL METHODOLOGY
A. Background error subtraction technique
In this section we outline our background error sub-
traction technique (BEST), a method for altering the
truncation error in cases where the system can be writ-
ten in terms of a known background solution, which sat-
isfies the evolution equations on its own, and a small
perturbation. The basic idea is straightforward. Say
we want to numerically find the solution y(x, t) to some
evolution equation ∂y/∂t = F , where F is a nonlinear
operator. We discretize t as tn = n∆t and let ∆ be
a discrete evolution operator (e.g., a Runge-Kutta time
stepper) so that we can approximate the evolution as
yn+1 = ∆(yn). Now consider the case where we can write
y(x, t) = y¯(x, t)+δ(x, t), where y¯ is itself a known solution
to the evolution equation and |δ| ≪ |y¯| in at least part of
the domain. In general, even if δ(x, t) = 0, there will be
truncation error from evolving y¯. In fact, this error can
be calculated exactly as En = ∆(y¯(t = tn))−y¯(t = tn+1).
When evolving y, we can therefore explicitly subtract out
the truncation error from evolving only y¯ at every time
step,
yn+1 = ∆(yn)− En. (1)
Since En is converging to zero as ∆t→ 0 at whatever or-
der the numerical scheme converges, including this term
does not change the overall order of convergence, nor the
continuum solution. However, where the truncation error
from evolving the background part of the solution dom-
inates, including this term can reduce the magnitude of
the truncation error since the remaining error just comes
from δ and its nonlinear interaction with y¯. Indeed, in
the limit of vanishing δ, we merely recover the exact so-
lution y¯. In the other limit, supposing |y¯| ≪ |y|, hence
δ ≈ y, the contribution from the En term in Eq. (1) will
be negligible, and the solution from the unmodified nu-
merical evolution scheme will be recovered. Though if
this were true in the entire domain, there would be no
advantage to using this algorithm.
B. Numerical implementation
We apply the above method to evolving the Einstein
equations in the generalized harmonic formulation [43]
where the dynamical variables are the metric and its
time derivatives, gab and ∂tgab. In general, evolution
equations can also be specified for the source functions
Ha := xa, though for simplicity here we restrict our-
selves to gauge choices where the source functions are
specified as some function of the coordinates and metric
variables. We consider cases where the metric is close to
a known background solution and hence can be written
as gab = g˜ab+hab, where g˜ab is the known background so-
lution and |hab| ≪ |g˜ab| (in at least part of the domain)
and similarly for ∂tgab. In the example below we take
g˜ab to be the metric of an isolated black hole in a mov-
ing frame, though this method will work for an arbitrary
metric.
We use a version of the code described in [44] to nu-
merically evolve the Einstein-hydrodynamics equations
with adaptive mesh refinement, modified by BEST. We
note that whenever we interpolate, extrapolate, or apply
numerical dissipation to the evolution variables, we do
so to the quantities hab and ∂thab. From the viewpoint
of the adaptive mesh refinement driver, these are treated
as the dynamical variables. We evolve the metric in time
using fourth-order Runge-Kutta and evolve the fluid vari-
ables using second-order Runge Kutta. The fluid vari-
ables are evolved using high resolution shock-capturing
techniques as described in [44] with the following mod-
ifications. For the conserved fluid quantities we evolve
τ := −St/α − Siβ
i −D (where D,Sa are the conserved
fluid quantities defined in [44] and α and βi are the lapse
and shift respectively) instead of St. This gives better
results when the internal energy is small compared to
the rest mass. Additionally, when calculating the source
terms in the fluid evolution equations that involve ∂agbc,
we numerically compute ∂ahbc and then add ∂ag˜bc.
From a programming standpoint, modifying a stan-
dard general-relativistic hydrodynamics code to imple-
ment BEST is straightforward as it only entails calling
the time stepping function twice for every physical time
step: once with the background solution g˜ab and all mat-
ter sources set to zero, and again with the full solution
gab and matter sources. These results are then combined
following Eq. (1). This will essentially double the com-
putational expense of evolving the metric; however, as
seen below, the savings from not having to resolve the
background metric at the same level can more than make
up for this. If g˜ab is static then it is only necessary to
compute En once for a given numerical grid. This algo-
rithm does not depend on the details of the particular
numerical time stepper used nor the particular form of
the background solution. We also note that with this
algorithm the level at which numerical round-off errors
come in is still set by the magnitude of gab and not by
the magnitude of hab.
For the application considered in this paper, we use
the axisymmetry of the problem to restrict our computa-
tional domain to two spatial dimensions using a modified
Cartoon method [45] as described in [43]. However, the
methods described here work equally well in three dimen-
sions.
3C. Comoving frame
For the application considered here we use a back-
ground solution that is a Galilean transformation of a
static BH solution. Specifically, we take an isolated BH
solution in coordinates {t¯, x¯i} and transform to the new
coordinates {t, xi} where t = t¯ and xi = x¯i − pi(t¯) where
pi(t¯) is some specified function. Below we take pi to
be the geodesic on the isolated BH spacetime with the
same initial conditions as the star’s center-of-mass. This
ensures that in the new coordinates the star’s center-of-
mass will essentially be at coordinate rest. This is bene-
ficial since the fluid sound speed cs is much smaller than
the speed of light, and letting the star advect across the
grid at speeds much greater than cs can lead to a loss of
numerical accuracy (see [36] and references therein). For
cases where the geodesic used to compute pi falls into the
BH (as considered below) we transition to a constant pi
after the geodesic crosses the BH’s horizon.
III. APPLICATION
A. Setup
As an application of BEST we consider a setup with a
star of solar-type compactionm/R∗ = 2×10
−6 (wherem
and R∗ are the mass and radius of the star, respectively)
that falls radially into a black hole of mass M . The star
is modeled as a perfect fluid with a Γ = 5/3 equation
of state. We begin the star at a distance of 50M from
the BH with the velocity of a geodesic falling from rest
at infinity. The initial data is constructed by solving the
constraint equations as described in [46]. For the BH
we begin with a harmonic solution [47] and then apply a
Galilean transformation as described above to keep the
star at approximately coordinate rest. We evolve with
the gauge choice Ha = ˜(x˜a) where all the quantities on
the right hand side are from the isolated (and Galilean-
transformed) BH solution and hence are not functions
of the dynamical variables. This ensures that the back-
ground solution does not undergo nontrivial gauge dy-
namics during evolution.1 We consider mass ratios of
m/M = 10−6 and 1.25× 10−7.
For the m/M = 10−6 case, we use a grid setup with
eight levels of mesh refinement (with 2:1 refinement ratio)
covering the star’s radius with approximately 50, 75, and
100 points for what we will refer to as the low, medium,
and high resolutions runs, respectively. Unless otherwise
specified, results below are from the high resolution runs
1 In principle, any gauge condition which preserves the desired
background solution is allowed. E.g., for a BSSN-puncture evo-
lution, one could use the isotropic Schwarzschild solution with
some variation of the 1 + log slicing and gamma-driver condi-
tion [48].
with the other two resolutions used to establish conver-
gence. For the m/M = 1.25 × 10−7 case, we add ad-
ditional refinement levels to achieve the same resolution
covering the radius of the star. As described in [44], dur-
ing evolution the mesh refinement hierarchy is dynami-
cally adjusted based on truncation error estimates.
B. Comparison to not using BEST
In Fig. 1 we illustrate the benefits of using the back-
ground error subtraction technique by plotting the trun-
cation error in the metric component gxx after one coarse
time step with and without this technique for them/M =
10−6 case. For this comparison, the same numerical grid
at the low resolution is used and the evolution is carried
out in exactly the same way except for the inclusion of
the second term in Eq. (1) when taking a time step. Since
there is a lot of resolution concentrated on the star, at
the initial separation the truncation error of the BH back-
ground solution is negligible in the neighborhood of the
star and the use of BEST does not make much difference.
However, away from the star, and in particular near the
BH, the truncation error from the background solution
of an isolated BH moving across the grid is large. The
use of BEST makes a significant difference by obviating
the need to use high resolution globally.
Whereas in this example the BH is initially resolved
at the same level as the wave zone (six refinement levels
fewer than the star), in order to achieve the same level
of truncation error near the BH after one coarse time
step without BEST, the BH must be covered with seven
additional levels of refinement. Using the total number
of time steps that must be taken at each point in the
grid (where, since we use a refinement ratio of two, each
successively finer refinement level takes twice as many
steps to keep a fixed Courant factor) as an estimate of
computational expense, the grid setup necessary without
BEST is ∼ 40 times more expensive (and would be ∼ 140
times more expensive if our computational domain were
three- instead of two-dimensional). This far outweighs
the computational expense of computing the background
error term when taking a time step, which will do no
more than double the expense of taking a time step.
We note that high accuracy is required to extract the
gravitational wave signal from this system (see Sec. III D)
and when the evolution is performed without using
BEST, even at the equivalent high resolution, trunca-
tion error completely dominates over the physical signal.
BEST makes little difference in modeling the star’s self-
gravity effects noted in Sec. III C (which is not surprising
as the star is well resolved). However, the accumula-
tion of truncation error from evolving without BEST can
cause the star’s center-of-mass to drift from the geodesic
path as shown in Fig. 2.
410−7
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FIG. 1. Comparison of the absolute magnitude of the
truncation error in gxx without (left half) and with (right
half) the background subtraction algorithm. Truncation er-
ror is calculated by comparing the quantity after one coarse
time step (t ≈ 0.4M) at lower resolution to the same quan-
tity computed with four times the resolution. The inner
[−100M, 100M ] × [0, 100M ] of the domain which is shown
(with the x axis in the vertical direction) is covered entirely
by the second level of mesh refinement. The star (center)
is covered by 6 additional levels of refinement while the BH
(top) is not. The color scale is logarithmic and is saturated
in the left panel, which has a maximum of ∼ 10−2.
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FIG. 2. The distance of the star’s center-of-mass from the
equivalent geodesic for m/M = 1.25× 10−7 with and without
the background subtraction algorithm at low resolution.
C. Effects of self-gravity
To demonstrate the importance of including the star’s
self-gravity in this calculation, we also consider simula-
tions where we fix the metric to be that of the isolated
BH. Without self-gravity to balance the star’s pressure,
it will expand outwards on timescales of ∼ R∗/cs. In
Fig. 3 we show the maximum rest density as a function
of time with and without self-gravity. For m/M = 10−6
the star’s central density drops by more than a factor of
two before the star reaches the BH (for this case R∗/cs ≈
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FIG. 3. Normalized maximum rest density as a function of
time with and without self-gravity for the star for m/M =
10−6 and m/M = 1.25 × 10−7.
370M at the star’s center). For m/M = 1.25× 10−7, as
expected, this drop in density occurs approximately eight
times faster in units scaled by the mass of the BH. With
self-gravity, the star’s central density remains essentially
constant in both cases until the star gets close to the
BH, at which point it increases. Hence, simply calculat-
ing hydrodynamics on a fixed spacetime background will
not capture the correct physics.
As the star falls into the BH, the star is stretched in
the direction parallel to its motion (i.e., the radial direc-
tion) and squeezed in the perpendicular direction by the
BH’s tidal forces. In Fig. 4 we show the coordinate par-
allel and perpendicular radii of the 0.1ρc density contour
(where ρc is the initial central density of the star) that
initially contains ≈ 90% of the star’s mass. We compare
this to the change in separation that two geodesics in
the isolated BH spacetime would undergo if they had the
same initial velocity and separation. For m/M = 10−6,
it seems that the combined effect of pressure and self-
gravity is small and the change in radii matches the
geodesic calculation well. This is not surprising since
the star begins at the nominal Newtonian tidal radius of
rT := R∗(M/m)
1/3 = 50M . For m/M = 1.25× 10−7 the
tidal radius is rT = 12.5M , and there is less of a change
in the star’s radii compared to freefall at early times.
D. Gravitational waves
Since we are evolving the full spacetime metric, we can
also self-consistently calculate the gravitational wave sig-
nal. In Fig. 5 we show the gravitational waves emitted
from the star-BH interaction for the m/M = 10−6 case.
We plot spherical harmonics of the Newman-Penrose
scalar multiplied by the extraction radius (because of the
axisymmetry, only the m = 0 components are nonzero).
The waveforms are shown multiplied by M/m = 106,
since in the point-particle limit this scaled quantity is in-
dependent of the mass ratio. We also show the difference
in the computed gravitational wave signal with resolu-
50 50 100 150
0.5
1
1.5
time (M )
R
(t
)/
R
(t
=
0
)
 
 
R‖, m/M = 10
−6
R‖, m/M = 1.25 × 10
−7
R‖, geodesic
R⊥, m/M = 10
−6
R⊥, m/M = 1.25 × 10
−7
R⊥, geodesic
FIG. 4. Normalized radius of the star perpendicular and
parallel to the star’s trajectory as a function of time for
m/M = 10−6 and m/M = 1.25 × 10−7. For comparison
we also show the relative position of geodesics starting at cor-
responding points on the stellar surface and with the same
initial velocity as the star’s center of mass.
tion, which is consistent with second-order convergence.
For comparison, we also show the gravitational wave
signal of a point particle falling in a BH, which was calcu-
lated in [2] using BH perturbation theory [49]. Though
at this mass ratio we are well within the perturbative
regime, the star itself is not that close to a point mass
since R∗ = 0.5M . Nevertheless, we find that our results
are well matched by the point-particle results, and the
difference between the waveforms is comparable to the
truncation error. For the high resolution run, the to-
tal energy radiated is 0.0101 (0.0103) m2/M , where the
value in parentheses is the Richardson extrapolated value
using all three resolutions and can be used to judge the
error. This is compared to 0.0104 m2/M for the point-
particle result [49].
IV. CONCLUSION
We have presented a method, BEST, for more efficient
solution of the Einstein equations in situations where the
metric is dominated by a known background solution.
We have demonstrated the utility of this method by ap-
plying it to the radial infall of a solar-type star into a
supermassive black hole and achieving ∼ 40 decrease in
the computational expense. To our knowledge, this is
the first computation within full general relativity of the
radial collision problem with such extreme mass ratios
and relative compaction between the two objects (up-
wards of 106:1 and 105:1, respectively). We found that
despite the comparable radius of the star and BH, and
the importance of tidal forces in the star, the gravita-
tional waveform from merger matches the point-particle
calculation to within the numerical error of a few percent.
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FIG. 5. Gravitational wave signal from a star falling into
a BH with M = 10
6
m. Top: The first three spin-weight −2
spherical harmonics of rΨ4 as well as the first two harmonics
as calculated using a point-particle approximation, from [2],
for comparison. Bottom: The difference between the l = 2
and l = 3 harmonics with resolution, scaled assuming second-
order convergence, as well as the difference between the high-
est resolution run and the point-particle calculation.
The method outlined here is rather general and could
be applied to many more problems. An obvious exten-
sion, which we will address in future work, is to study
tidal disruption of stars on parabolic orbits by super-
massive BHs and explore strong-field effects, including
the spin of the BH. This technique could also be used
to more efficiently study other large-mass-ratio systems,
such as binary BHs or a supermassive BH-neutron star
merger, where both objects are strongly self-gravitating,
but the effect of the small object on the larger one is
small. Though the disparate length scales would still
be computationally challenging, there would be less need
for high global resolution. Other potential applications
include simulating stellar-mass compact object binaries
6interacting in some strong-field background, such as near
a supermassive BH, or possibly even studying cosmolog-
ical systems like nonlinear effects of fluctuations on a
Friedmann-Robertson-Walker background.
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