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Abstract
Throughout the process of aging, deterioration of bone macro- and micro-architecture, as
well as material decomposition result in a loss of strength and therefore in an increased likeli-
hood of fractures. To date, precise contributions of age-related changes in bone (re)modeling
and (de)mineralization dynamics and its effect on the loss of functional integrity are not
completely understood. Here, we present an image-based deep learning approach to quanti-
tatively describe the dynamic effects of short-term aging and adaptive response to treatment
in proximal mouse tibia and fibula. Our approach allowed us to perform an end-to-end age
prediction based on µCT images to determine the dynamic biological process of tissue mat-
uration during a two week period, therefore permitting a short-term bone aging prediction
with 95% accuracy. In a second application, our radiomics analysis reveals that two weeks
of in vivo mechanical loading are associated with an underlying rejuvenating effect of 5
days. Additionally, by quantitatively analyzing the learning process, we could, for the first
time, identify the localization of the age-relevant encoded information and demonstrate 89%
load-induced similarity of these locations in the loaded tibia with younger bones. These data
suggest that our method enables identifying a general prognostic phenotype of a certain bone
age as well as a temporal and localized loading-treatment effect on this apparent bone age.
Future translational applications of this method may provide an improved decision-support
method for osteoporosis treatment at low cost.
Keywords: bone, aging, adaptation, machine learning, deep neural network, rejuvenation
effect
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1. Introduction
Bone is a hierarchical, dynamic, living tissue whose primary function is mechanical in-
tegrity, providing protection to internal organs and enabling mobility. Internal and external
stimuli cause continuous (re)modeling making bone a highly dynamic structure. Both, bone
stiffness and strength depend on properties such as mass and shape, the distribution of mass
(geometry and architecture), micro-architecture and microscopic material property distri-
bution [1]. Human and animal studies show that skeletal maturation and aging affect both,
bone micro-architecture [2–4] and tissue material properties [5, 6]. Formation and resorp-
tion dynamics in trabecular [7] and cortical bone [8] are altered with aging in a site-specific
manner [9, 10]. As a result, with increasing age a net bone loss occurs [2, 11], often resulting
in osteoporosis and a subsequent increase in fragility fracture risk [12]. The rules governing
age-related alterations in bone composition, organization, and elasticity across structural
hierarchies are, however, to date not completely understood.
Given the fact that osteoporosis causes worldwide more than 8.9 million fractures per year
[13], it is essential to develop a precise and comprehensive analysis of phenotypic changes
and abnormalities at all relevant length scales. Assessing the onset of osteoporosis and
disease progression is therefore challenging. Within clinical practice, dual energy X-ray
absorptiometry (DXA) and biochemical markers remain the standard methods of moni-
toring osteoporotic patients receiving pharmacological treatments. The T-score is derived
from measurements of the areal bone mineral density (aBMD), which is obtained by DXA
[14]. DXA is a useful clinical tool, but has several limitations including restriction to a
two-dimensional image, lack of distinction between trabecular and cortical bone, lack of in-
formation on bone microarchitecture, difficulties in edge detection and projection artefacts.
Additionally, the predictive ability of this method is low [15, 16] with less than half of all
nonvertebral fractures occurring in postmenopausal women having an osteoporotic T-score
[17]. Biochemical markers are indirect indicators of the rates of formation and resorption
of bone and give no insight into its quality or mechanical properties. Furthermore, like
all biochemical markers they are subject to pre-analytical, analytical and post-analytical
sources of variability and the results may be affected by a range of non-skeletal conditions.
High-resolution peripheral quantitative computed tomography (HR-pQCT) is emerging as
a powerful non-invasive bone imaging modality capable of assessing volumetric BMD, mi-
croarchitecture and strength, and distinguishing cancellous and cortical bone. Additionally,
micro-finite element and homogenized finite element models based on HR-pQCT imaging
are increasingly used to predict bone stiffness and strength [18, 19]. The Bone Microar-
chitecture International Consortium (BoMIC), which combined individual-level prospective
data from eight cohorts (7254 individuals, mean age: 69 ± 9 years), recently reported that
HR-pQCT parameters improved fracture prediction beyond femoral neck aBMD or fracture
risk assessment tool (FRAX) scores alone [20].
Preclinical studies using micro-computed tomography (µCT) aiming to assess bone mat-
uration and (re)modeling have focused on selectively extracting mechanical or morphological
features such as mineralization [21] or bone volume [22–24] and their alterations [9, 25]. Al-
though these approaches decode certain aspects of structural changes in bone, they neglect
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the underlying interplay and concurrency of (re)modeling and (de)mineralization. The mea-
sures extracted from these properties are selective and therefore not sufficient to predict
fracture in diseases such as osteoporosis. To provide more precise descriptions of the disease
phenotype, the diverse manifestations must be captured allowing one to distinguish healthy
bones from diseased ones and young bones from aged ones to define disease onset and pro-
gression into sub-classes. This would permit a much more precise understanding of bone
quality, as well as a better prediction of fracture risk and treatment outcome.
A major challenge in disease diagnosis is interpreting information-rich (imaging) data.
This challenge is at the same time a great opportunity, as there exits nowadays artificial
intelligence-based methods that have the capabilities and power to analyze relationships
within rich datasets, e.g., relationships of particular dynamic biological phenomena. Ar-
tificial intelligence, for example, has been used to diagnose Alzheimer disease based on
Magnetic Resonance Imaging (MRI) [26] or to analyze skin lesion for diagnosing malignancy
[27]. Similar to the previous two examples, one can also use artificial intelligence to analyze
(re)modeling of bone using X-ray images (eg. µCT, HR-pQCT). As scatter and attenuation
information of µCT images contain information about material composition, distribution
and amount, they potentially contain all structural information that is needed to asses bone
maturation [28]. Despite the fact that recent studies can extract from 2D and 3D X-ray
image data more features describing bone quality through assessment of vBMD and mi-
crostructure [29–34], information on bone (re)modelling rates are only obtained through
invasive histomophometry analysis of iliac crest bone biopsies. Fortunately, recent advances
in artificial intelligence towards deep learning now enable further data analysis by utilizing
high-throughput image data. Compared to traditional machine learning methods [35, 36],
deep learning methods do not only exhibit an improved prediction accuracy, but also provide
the ability to visualize learned features, to link discovered features with clinical relevance.
The first applications for bone age assessment in pediatrics using deep neural networks
(DNN) showed already some success in classifying/predicting bone age from 2D X-ray im-
ages [37–39]. Further, they provide confidence that DNN-based methods can also provide
insights into the underlying processes of skeletal maturation and bone (re)modeling.
In this study, we present a deep learning approach applied to 2D projection X-ray im-
ages of bones as an end-to-end tool for site-specific, spatio-temporal assessment of bone
tissue maturation and intervention effects. By simultaneous evaluating several relevant hi-
erarchies, our method allows us to reconstruct continuous biological processes such as aging
or adaptation of bone. We developed and evaluated our method on pre-clinical µCT data
of mouse bones and investigated bone adaptation in response to in vivo tibial compressive
loading. To do so, we first evaluate, if our method allows identifying short-term, skeletal
maturation-related changes in the proximal tibiae and fibulae based on µCT images. There-
fore, we analyze short-term (15 days) dynamic skeletal maturation processes in adult female
mice bones. Second, we evaluate, if our model can be used to identify treatment results and
relate these to load-induced surface (re)modeling ("rejuvenation")-effects. Furthermore, by
analyzing the learning process of our DNN through saliency maps, we quantify the spatial
localization of the network attention, permitting determination of where in the bone the
"skeletal age" information is manifested.
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2. Materials and Methods
2.1. In vivo Mechanical Loading
As reported in [4, 7], 20mice (female C57Bl/6J, 26 weeks old at beginning of experiments,
Jackson Laboratories, Sulzfeld, Germany) underwent two weeks of in vivo cyclic compressive
loading of the left tibia. Loading was applied 5 days/week (M-F) for 2 weeks while mice were
anesthetized (216 cycles applied daily at 4Hz, delivering −11N loads, 1200µǫ on the medial
surface of the tibial mid-shaft, determined by prior in vivo strain gauging experiments; Fig.
1A). The right tibia served as physiologically loaded internal control. The first loading
session occurred on the first day of in vivo imaging.
2.2. In vivo Monitoring of Tissue Maturation and Adaptation
In total, 79 µCT image sets of both proximal tibiae and fibulae were collected during two
weeks of tissue maturation (right limb) and adaptation (left limb). Both limbs, including the
tibia and fibula, were scanned and combined within one imaging procedure (cf. Fig. 1B). In
vivo µCT was performed at an isotropic voxel size of 10.5µm (vivaCT40, Scanco Medical,
Switzerland; 55 kVp, 145 mA, 600ms integration time, no frame averaging). The mice
were scanned starting from the growth plate and was extended for 432 slices (4536µm)
in the distal direction. To prevent motion artifacts and obtain reproducible scan regions
and bone orientations, mice were anesthetized and kept during the scans in a fixed position
using a custom-made mouse bed. In time intervals of 5 days between imaging sessions,
4 sets of images were acquired. Two weeks of aging in mice are approximately equal to
one year of aging in humans [40]. Datasets were previously morphometrically analyzed
using formation and resorption dynamics analysis software [7, 8, 32]. Furthermore, previous
analysis showed that repeated radiation (4 scans) did not effect bone microstructure [4].
The scanner was calibrated weekly against a hydroxyapative (HA) mineral phantom; and
monthly for determining in-plane spatial resolution. Animal experiments were carried out
according to the policies and procedures approved by the local legal representative (LAGeSo
Berlin, G0333/09).
2.3. Image Preprocessing Pipeline
Raw data were reconstructed using standard filtered backprojection implemented in the
software of the scanner. Resulting images were cropped to contain the tibia and fibula in
independent image sets (Fig. 1C). These images varied considerably in size, location and
orientation of the bone. Therefore, a preprocessing pipeline that standardizes the images is
essential for training a deep learning model. The first step of this pipeline normalizes the
sizes of the input images, in which, the algorithm determines the maximum extension in
lateral-medial and anterior-posterior direction as well as the most distal bone part inside
the image. Second, preserving their aspect ratios, a padding of the images in lateral-medial
and anterior-posterior direction is performed (Fig. 1D). Therefore, a stripe of additional
voxels with the same gray values is placed at the border of the image on the padded plane
perpendicular to the padding direction. Next, images are cropped to the minimum z-stack
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Figure 1: Overall work flow and network architecture. (A) Experimental setup of applying load to the bone.
(B) Imaged ROI and 3D raw data containing both right (control) and left (loaded) tibiae and fibulae. (C)
Cropped 3D image containing only one tibia and fibula. Blue plane indicates an exemplary slice on which
the padding step is applied. (D) Each slice (inside the colored stripes) is padded with border stripes of
pixels (colored stripes: padding) in each direction: yellow and orange → posterior-anterior, red and green
→ lateral-medial directions. (E) Sum intensity projection of the 3D image in C after padding. (F) BAAM
network architecture including convolutional layers (Con.), pooling layers (Pool), flattened layer (Flat),
softmax layer and the four output classes.
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number (of all the images) from distal direction. The 3D images are projected in medial-
lateral direction onto the anterior-posterior / distal-proximal plane ensuing a 2D image,
which, due to the medial-lateral symmetry, nullifies the symmetry-related skeletal difference
between the left and right tibia and fibula. After pre-processing, all 2D images are 733 (y)
by 161 (z) pixels in size (Fig. 1E).
2.4. Assigning Datasets
Datasets were separated into three groups: 1) A training and validation set, 2) a test set
to further eliminate the possibility of overfitting of the trained model, and 3) an application
set. The training and validation sets consists of 71 images from 18 mice at all time points
of the right control tibia. The test set contains 8 images of two randomly selected mice
separated from the training and validation set (2 image per time point). The application
set contains 78 images of the left loaded tibia and fibula.
2.5. Data Augmentation
DNNs require a large amount of training data for stable convergence and high classifica-
tion accuracy. We therefore performed data augmentation, where we synthetically increase
the size of the training set with geometric transformations. As suggested by [41, 42], images
of the training and validation sets are augmented by applying rotations (−15◦ to +15◦; 1◦
steps) and translations (−22% to +22%; 2% steps in both directions) to increase training
accuracy and further prevent overfitting. Maximum augmentation values were chosen to
cover potential occurring deviations between images due to the imaging setup. This results
in a total of 23430 images. Last, images are randomly separated into training and validation
sets containing 80% and 20% of the augmented images, respectively.
2.6. Bone Age Assessment Model (BAAM) Network
A customized DNN consisting of 7 layers with four convolutional, two pooling and one
fully connected layer (Fig. 1F) was designed. The output layer consists of four classes: day
0, day 5, day 10, day 15. Its performance compared to other possible architectures was
evaluated (Supplemental data Appendix A).
By passing an image through the convolutional layers, feature-maps of the image are
produced at which the position of the encrypted patterns in kernels are accentuated. This
leads to extraction of hidden features of the structure. The deeper the image goes through
the network, the more complicated patterns are recognized by the network to perform a
classification. At each convolutional layer, the feature map extraction is performed by
activating the neurons with the rectified linear function and adding a set of bias terms.
These weights and bias values are optimized at each training iteration to provide a higher
accuracy.
Feature-maps are down-sampled after the 2nd and 4th convolutional layer with a window
size and stride equal to 2. The kernels in all convolutional layers are 3 ∗ 3 with a stride
of 1. In the consecutive convolutional layers, 4, 8, 16 and 32 feature maps are computed,
respectively. We flatten the activation of the last convolutional layer into a vector and
pass it to the ending fully connected layer with 32 and 4 features from which the last one
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represents the 4 age classes. At last, a softmax function is applied on the flattened layer to
calculate the probability distribution for each age class.
2.7. Training Algorithm
We trained the model with the Adam optimization algorithm [43]. The network is
initialized with a truncated normal distribution function (standard deviation: 0.1). Training
is carried out for 7000 iterations with a batch size of 100 images. At every 500th step the
model is applied on a batch of 200 images of the validation set. The initial learning rate
is set to 0.1, then an exponential decay at every 25th step with a 0.96 rate is performed.
Implementation, training, validation and testing of the network was performed using Google
TensorFlow [44] on a computer with a single Nvidia Geforce GTX 1070 GPU.
2.8. Network Performance Evaluation and Validation
Architecture and hyper parameters of BAAM network are chosen based on its accuracy
in age prediction in validation and test sets. Based on a sensitivity analysis (Appendix A),
the best performing DNN was chosen and its age prediction performance was validated
by determining the accuracy of the network at three groups to i) verify the capability of
BAAM to perform an end-to-end age prediction based on 3D µCT image data, ii) eradicate
the possibility of overfitting during prediction, iii) demonstrate the capability of transferring
the age prediction capability from right to left tibia and fibula, and iv) demonstrate the
robustness of the model to predict the age of mice that it has not been trained with: 1)
100 randomly selected images of the validation set, 2) the 8 images of the test set, which
contains only images of mice it has not seen before, 3) all (n=20) images of day 0 of the
loaded left tibia and fibula of the application set. These samples represent physiologically
loaded tibia and fibula, as at day 0 of the experiment the left limb has not been subjected
to loading treatment yet. Confusion matrices (CM) are determined for all three evaluations,
further sensitivity was calculated for all time points.
2.9. Analysis of Key Skeletal Maturation Regions and Features
The trained BAAM network (after last training and validation step) applied to the only
physiological loaded right tibia (each time point) is further evaluated to identify key regions
and features describing the age of the bones. To determine the regions in the images that
the network is focusing on for age prediction, saliency maps are calculated. Respectively, a
backpropagation is calculated for computing the vanilla gradients [45, 46]. The loss gradient
is additionally backpropagated to the input data layer. By taking the L1-norm of the loss
gradient of the input layer, the resulting heat map intuitively represents the importance of
each pixel for age prediction. These maps convey the locations in the image at which the
network focuses to predict the age of the bone. At last, saliency maps are normalized to a
[0− 1] range to enable comparability between different images.
To determine the spatial localization of attention of the network in the process of age
assessment, six subregions were defined within the proximal tibia and fibula. Therefore, first
the tibia and fibula were manually segmented. Next, these two labels were further divided
into 3 regions with the same heights (0.56 mm), o.e., proximal (T1, F1), middle (T2, F2),
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and distal (T3,F3), cf., Fig. 2. The summation of intensity values of the saliency map in
each region normalized to the summation of intensity values of the saliency map in the bone
region (tibia and fibula) are defined as a measure to indicate the importance of each region
for the age estimation (Attention, [0− 1]).
Figure 2: Extracted labels for tibia (purple) and fibula (green) and the 6 regions with equal proximal-distal
height on each label. T1-T3 and F1-F3 regions belong to tibia and fibula, accordingly.
2.10. Predicting Rejuvenation Effects on Skeletal Age
The bone age prediction model is further applied to the application set (Fig. 3). The
predicted age of each bone at each time point is compared to the actual bone age to inves-
tigate rejuvenating effects of load-induced bone (re)modeling on skeletal age. Rejuvenation
is defined as the delta age predicted at day 0 and day x divided by the delta time between
day 0 and day x. Key regions and features describing the estimated rejuvenated age of the
bones are determined (saliency maps).
Figure 3: First, the network is trained on physiologically loaded bones to predict age (top). Second, the
trained network is applied on images of bones treated with additional loading to investigate the rejuvenation
effects of treatment (bottom).
2.11. Correlations to 3D Bone Volume Changes
A set of 104 3D images were Gaussian filtered and binarized using a global threshold
of 273/1000 (456 mg HA/cc), which was determined based on the grey value histogram
of the whole ROI. Fibula and tibia were manually separated, automated segmentation was
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performed to separate trabecular and cortical bone regions of tibiae, as described earlier [32].
Total tibia bone volume (tibia BV, µm3), tibia trabecular bone volume (tibia tb.BV, µm3),
tibia cortical bone volume (tibia ct.BV, µm3), and fibula bone volume (fibula BV, µm3) are
determined. Correlations between bone volumes and real/predicted age are determined.
2.12. Statistical Analysis
The effect of loading (left loaded tibia, right control tibia), region (tibia: T1, T2, T3;
fibula: F1, F2, F3) and time point (day 0, 5, 10, 15) as well as interactions between terms
was assessed using repeated measures ANOVAs. Differences between actual bone age and
predicted bone age as well as between loaded and control bones were assessed by paired Stu-
dent’s t-tests. Values are presented as mean±standard deviation and statistical significance
was set at p < 0.05.
3. Results
3.1. Performance Evaluation and Bone Age Prediction
After 1000 training iterations, the accuracy of age prediction (training and validation
sets) reached 92% and 93% with a loss of 0.21 and 0.20, respectively. After 7000 iterations,
the accuracy and loss values for training and validation sets were 100%, 99%, 0.02 and
0.03, respectively (Fig. 4A-B). Therefore, the network was considered as trained after 7000
iterations.
For 100 randomly selected images of the validation set (21, 29, 26 and 24 images of
days 0, 5, 10 and 15, respectively), the network correctly predicted all classes except for
day 10, where 96% were assigned correctly to day 10 and 4% were assigned to day 15. The
resulting confusion matrix for comparison of predicted and true age of the images is almost
completely diagonal (Fig. 4C). In the test set, 7 out of 8 images were correctly predicted
(Fig. 4D). Only one image of day 15 was wrongly classified as day 0. In the group of images
of the left tibia acquired at day 0, 19 out of 20 images were predicted correctly, only one
image was wrongly classified as day 5, resulting in 95% accuracy (Fig. 4E). With these
accuracy values above 95% in all evaluations, we consider our network performing sufficient
for age-prediction.
Accuracy in age prediction for validation and test sets of five similar, evaluated network
architectures compared to BAAM are detailed in the supplemental data (Appendix A).
3.2. Decoding Bone Tissue Maturation Process
Saliency maps were calculated for all correctly classified images. One further image was
excluded due to a different orientation of the bone. The different regions received different
amounts of attention from the network during the process of age estimation (ANOVA;
p < 0.01; Fig. 5 A-F). Comparing the network attention devoted to different regions of the
bone revealed, that at day 0 (42% ± 22%) and day 5 (33% ± 9%) T3 received significantly
higher attention than all other regions (p ≤ 0.01). At day 10, T2 and T3 (p ≤ 0.04) and
at day 15 T1, T2 and T3 (p ≤ 0.02) received significantly higher attention than the other
regions. In general, all tibial regions received at day 0 and day 15 higher attention than all
9
Figure 4: Age prediction results and validation. (A) Accuracy of age prediction on training set (blue ◦) and
validation set (black ×) vs. training step. (B) Calculated loss value of age prediction for training set (blue
◦) and validation set (black ×) vs. training step. Accuracy and loss of age prediction on the validation set
is calculated at every 50th training step. (C) Confusion matrix of applying BAAM on validation set. (D)
Confusion matrix of applying BAAM on test set. (E) Confusion matrix of applying BAAM on images with
age of day 0 of application set. (C-E): Predicted age of samples are compared to their actual age. Values
are normalized by the number of images per age class.
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fibular regions (p ≤ 0.03). At day 5 and day 10, only T3 received a higher attention than
all fibular regions (p ≤ 0.04).
The attention of the network to the different regions changed with time (ANOVA; p <
0.01). In the tibia, the attention on T1 for age prediction is on day 0 (24%±9%) significantly
higher than on day 5 (16% ± 10%; p < 0.01) and day 10 (16% ± 12%, p = 0.01). At day
15, only a trend could be identified (21% ± 9%; p = 0.14; Fig. 5A). T2 receives similar
attention at all time points; 21% ± 14%, 23% ± 11%, 24% ± 18%, and 26% ± 16%. In
regions T3 a continuous decrease in attention during maturation takes place (42%± 22%→
23%± 13%), leading to a significant reduced attention from day 10 onward (p ≤ 0.01). In
the fibula, attention to the F1 regions remains small throughout the 15 days (5% ± 8%,
3%± 4%, 4%± 4%, 5%± 7%). The attention to F2 significantly increases with maturation
(4%± 5%→ 13%± 11%, p ≤ 0.01). It also significantly increases in each time step except
the time step from day 10 to 15 (day 0 → 5 → 10 : 4% ± 5% → 7% ± 7% → 13% ± 10%,
p ≤ 0.02). In region F3, attention jumps from 3% ± 6% at day 0 to 17% ± 14% at day 5
(p < 0.01). Afterwards a slight drop from 15%±20% (day 10) to 11%±12% occurs at day 15
(p = 0.08). A cross-sectional cut through a 3D representation of one bone at each time-point
shows similarities and changes of the structures (Fig. 5G-J). Representative saliency maps
are shown in (Fig. 5 K-N). Qualitative analysis of the attention devoted to tibia and fibula
reveals that the network focuses on clusters of pixels for its analysis.
3.3. Identifying Rejuvenation Effects of in vivo Loading
To study potential rejuvenation effects of mechanical loading on bones, 78 images of
bones subjected to in vivo loading are analyzed (application set). At day 0, 95% of bones
were classified with their actual age. For the loaded bones at day 5, 10, and 15, predicted age
differed noticeably from actual age (Fig. 6A). After 5 days of loading, 47% of the images
were classified as being 5 days older, 26% as being 5 days younger, and only 16% were
identified with their actual age. After 10 days of loading, 55% of the bones were classified
as younger than their actual age (30% as day 0 and 25% as day 5). A total of 35% were
identified with their actual age and 10% were classified as to be older. After 15 days of
loading, 74% of the bones were classified as younger than their actual age. For 5%, BAMM
predicted that the images belong to mice that were 15 days younger, 11% appeared to be
10 days younger and 58% were classified as 5 days younger than their actual age. Only 26%
of the bones were classified by its actual age, i.e., day 15.
Investigating the rejuvenation effects during the course of loading (Fig. 6B, green line)
reveals that with increasing duration of loading (day 5→ day 10→ day 15) higher percentage
of images are classified younger than their actual age (25% → 55% → 74%). On the other
hand, 5%, 58%, and 10% of samples at day 0, 5 and 10, respectively were classified older
than their actual age. The amount of samples categorized with their actual age increases
from day 5 to day 10 but decreases as loading treatment continues (16%, 35% and 26% for
day 5, 10, and 15, respectively). Resulting mean assigned age was 7.63 ± 5.62 at day 5,
6.58 ± 5.01 at day 10 and 10.26 ± 3.90 at day 15. This results in rejuvenation effects of
−2.37± 5.62 at day 5, 3.68± 4.96 at day 10 (p < 0.01) and 5.00± 3.73 at day 15 (p < 0.01;
Fig. 6C).
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Figure 5: Maturation process.(A-F) Temporal changes in attention devoted by network to the six regions
for age classification in control group. (A-C) Proximal tibia T1, T2, and T3, (D-F) Proximal fibula F1, F2,
F3. Data shown as mean ± standard deviation. * indicates a significant difference. (G-J) 3D visualization
of the same tibia and fibula with a longitudinal cut exposing bone micro-architecture for day 0, day 5, day
10 and day 15. The arrow indicates one area in which microstructural remodeling occurred over the 15 days.
(K-N) Samples of projected images (gray scale image, top), saliency map (color coded from blue to yellow
indicating low to high attention, middle) and the overlay of projected image and its saliency map (bottom).
(K) day 0, (L) day 5, (M) day 10, (N) day 15.
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Figure 6: Rejuvenation process. (A) Confusion matrix of applying the BAAM network on application set
consisting of images of bones treated with extra loading. Predicted age of samples are compared to their
actual age. Values are normalized by the number of images per age class. (B) Rejuvenation effect of extra
loading treatment vs loading duration. Normalized number of rejuvenated images vs loading period: green.
Normalized number of images classified with their actual age vs loading period: gray. Normalized number
of images classified older than their actual age vs loading period: blue. The lines are 3rd degree polynomial
fits to the scattered data. (C) Mean rejuvenation per age group with standard deviation as highlighted area.
(D-G) Attention in proximal tibia (T1-T3) and fibula (F1-F3) in control and loaded bones. (D) Day 0. (E)
Day 5. (F) Day 10. (G) Day 15. Values are shown as mean±standard deviation. * indicates a significant
differences between loaded and control bones (student’s t-test, p < 0.05).
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Loading affected the attention of the DNN network (ANOVA; p < 0.01). Additionally,
the distribution of attention between regions was affected by loading (ANOVA; p < 0.01).
Comparison of attention in different regions between loaded and control limb reveals that –
with the exception of F1 (p = 0.02) – there is no significant difference in attention in different
regions between the left and right limbs at day 0 (Fig. 6D). After 5 days of loading; there is
no significant difference in attention in T1-T3 and F1-F3 (Fig. 6E). After 10 and 15 days of
loading; however, the attention in T3 regions is significantly higher in loaded compared to
control limbs (28%±17% vs. 41%±23%, p = 0.01 and 23%±13% vs. 33%±19%, p = 0.04
at days 10 and 15, accordingly, (Fig. 6F-G).
3.4. Decoding Rejuvenation Effects of in vivo Loading
To analyze the importance of each region within the process of rejuvenation, saliency
maps of images of day 15 of loaded bones predicted as days 0, 5, 10, and 15 were compared
to the distribution of attention in control image of each of these specific time points (Fig.
7A-B). After 15 days of loading, the region T1, T2, and T3 received 23%±14%, 21%±16%,
and T3 33%±19% of the attention, respectively. F1, F2, adn F3 received 4%±5%, 10%±9%,
and 10%± 13% of the attention, respectively. In all tibial regions, no significant difference
between bones predicted younger and control bones of these specific ages were found for any
of the four time points. The single bone (imaged at day 15) predicted as day 0 received
30% attention at T1 (control: 24% ± 9%), 17% at T2 (control: 21% ± 14%) and 33% at
T3 (control: 42%± 22%). The bones predicted as day 5 received 14%± 3% at T1 (control:
16% ± 1%; p = 0.24), 32% ± 19% at T2 (control: 23% ± 12%; p = 0.32) and 52% ± 15%
at T3 (control: 33%± 10%; p = 0.16). The bones predicted as day 10 received 23%± 18%
at T1 (control: 16% ± 12%; p = 0.13), 23% ± 19% at T2 (control: 24% ± 18%; p = 0.45)
and 34% ± 22% at T3 (control: 28% ± 17%; p = 0.23). The bones predicted as day 15
received 23%± 10% at T1 (control: 21%± 10%; p = 0.38) and 25%± 10% at T3 (control:
25%± 16%; p = 0.22). Only for the 5 bones, which were predicted as a loaded bone of age
day 15, i.e., no effect of the loading was observed, a significant difference with respect to the
control bones being imaged at day 15 could be identified at the T2 region (13% ± 8%, vs.
control: 25%± 16%; p = 0.01).
The single bone predicted as day 0 received 6% attention at F1 (control: 6%±9%), 12%
at F2 (control: 4% ± 5%) and 1% at F3 (control: 3% ± 6%). The bones predicted as day
5 received significant less attention at all fibular regions: F1 1% ± 1% (control: 3% ± 4%;
p < 0.01), F2 0%±0% (control: 7%±7% ; p < 0.01) and F3 1%±0% (control: 17%±15%;
p < 0.01). The bones predicted as day 10 received at F1 and F3 comparable attention as the
control ones of day 10 (3%±3% control: 3%±4%; p = 0.22; 12%±15%; control: 15%±20%;
p = 0.32). F2 received less attention than the control bones of this age (5%± 5%; control:
13%±10%; p < 0.01). The bones predicted as day 15 received at F1 and F3 attention that is
comparable to the control ones of day 15 (7%± 7% control: 5%± 7%; p = 0.24; 10%± 10%;
control: 11% ± 12%; 0.42) and F2 received more attention than the control bones of this
age (22%± 3%; control: 13%± 10%; p < 0.01; Fig. 7B). Saliency maps for selected images
from each of the four time points are given in Fig. 7C-F.
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Figure 7: Rejuvenation process. (A, B) Attention at bones subjected to 15 days of loading and classified
as day 0, 5, 10, or 15 compared to attention of these groups in the control limbs. (A) Attention to T1-T3
regions (B) Attention to F1-F3 regions. Data shown as mean ± standard deviation. * indicates a significant
difference (student’s t-test, p < 0.05). (C-F) Samples of projected images (gray scale image, top), saliency
map (color coded from blue to yellow indicating low to high attention, middle) and the overlap of projected
image and its saliency map (bottom) from loaded group. (C) day 0. (D) day 5. (E) day 10. (F) day 15.
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In summary, distribution of attention was in 89% of the after 15 days analyzed loaded left
tibia comparable to the right control of the time point (day 5, 10 or 15) they were predicted
to resemble. In the fibula, 56% of comparison cases showed no significant difference (9
comparison cases per tibia/fibula = 3 regions × 3 time points). This further confirms that
the load-induced bone (re)modeling in these mice generates similarities between older loaded
bones and younger control bones, therefore a rejuvenation effect of loading can be concluded.
3.5. Correlations between Rejuvenation and Morphological Changes
The tibia and fibula total bone volume and cortical bone volume did not change signif-
icantly within the 15 days (Table 1). Tibial trabecular bone volume decreases significantly
from day 0 (0.30±0.07) to day 15 (0.24±0.05; p < 0.01). Loading significantly affected total
tibia bone volume (all time points; p ≤ 0.01), cortical tibia bone volume (all time points;
p ≤ 0.02) and trabecular tibia bone volume (day 0 and 15; p ≤ 0.01, Table 2). A significant,
but weak correlation was found between Tibia BV in loaded limbs and real age, Tibia ct.BV
and real age, and Tibia ct.BV and estimated age (Table 3). Additionally, trabecular bone
volume (Tibia tb.BV) in control limb correlated significantly, but weak with real age. Tra-
becular bone volume (Tibia tb.BV) in loaded limb correlated weak, but significantly with
estimated age (Table 3).
Morphometry Control Bones
day 0 day 5 day 10 day 15
Fibula BV [mm3] 0.78 ± 0.16 0.79 ± 0.17 0.82± 0.19 0.78 ± 0.15
Tibia BV [mm3] 2.53 ± 0.13 2.53 ± 0.16 2.54± 0.14 2.50 ± 0.12
Tibia tb.BV [mm3] 0.30 ± 0.07 0.28 ± 0.07 0.25± 0.06 0.24 ± 0.05
Tibia ct.BV [mm3] 2.23 ± 0.13 2.25 ± 0.13 2.28± 0.13 2.26 ± 0.10
Table 1: Morphometry parameters of tibia and fibula determined based on in vivo µCT images at day 0,
5, 10, 15 of right control fibula and tibia subjected only to physiological loading. Data shown as mean ±
standard deviation.
Morphometry Loaded Bones
day 0 day 5 day 10 day 15
Fibula BV [mm3] 0.83 ± 0.15 0.82± 0.15 0.82 ± 0.17 0.81 ± 0.12
Tibia BV [mm3] 2.69 ± 0.18∗ 2.74 ± 0.17∗ 2.84± 0.14∗ 2.86 ± 0.14∗
Tibia tb.BV [mm3] 0.33 ± 0.06 0.31± 0.06 0.31± 0.06∗ 0.33 ± 0.06∗
Tibia ct.BV [mm3] 2.36 ± 0.19∗ 2.43 ± 0.19∗ 2.52± 0.14∗ 2.53 ± 0.15∗
Table 2: Morphometry parameters of tibia and fibula determined based on in vivo µCT images at day 0,
5, 10, 15 of left fibula and tibia subjected to additional axial compression loading. Data shown as mean ±
standard deviation. ∗ indicates a significant difference between loaded and control bones (student’s t-test,
p < 0.05).
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Correlations Bone Volume vs. Time
Loaded Control
Real age Predicted age Real age
R2 F R2 F R2 F
Fibula BV [mm3] 0.01 0.59 0.02 0.29 0.00 0.96
Tibia BV [mm3] 0.15 0.01∗ 0.05 0.11 0.00 0.65
Tibia tb.BV [mm3] 0.00 0.98 0.10 0.03∗ 0.12 0.02∗
Tibia ct.BV [mm3] 0.14 0.01∗ 0.11 0.02∗ 0.01 0.43
Table 3: Regression analysis: Correlations between morphology (bone volume) and time points (real age
and predicted age). Weak correlation are shown in bold, ∗ indicates significance of correlations (p < 0.05).
4. Discussion
It is known that bone fracture resistance increases with skeletal maturation and aging, as
well as in response to certain therapy. Whole bone fracture resistance is determined by bone
quantity, which encompasses geometric, microarchitectural, and material properties (i.e.,
trabecular architecture, mineralization, crosslinking, microcracks). Little is known about the
interplay between all of these properties/factors contributing to compromised or recovered
bone quality. Most previous studies have focused on individual features, while lacking global
optimization, as individual contributions of static (e.g. trabecular bone volume or bone
mineral density distribution) or dynamic (e.g. bone formation rate) features. Here, we
propose a deep learning approach to tackle this challenge by creating a model that utilizes
the complete content of X-ray attenuation images. We developed a µCT image-based method
enabling an end-to-end age prediction with high accuracy, that allows identifying bone sub-
regions relevant for this classification. We utilized the developed method to study skeletal
tissue maturation and the localized rejuvenation effects of in vivo dynamic controlled loading
on mouse bone tissue age.
Our results show that complex processes, such as bone tissue maturation and adaptation,
can be reconstructed by in vivo imaging-based deep learning and quantitative analysis of
learned features. Even subtle changes, as occurring during one remodeling cycle of mice
bones [32], could be identified, as our model predicts four time points between 26 and 28
week old mice based on in vivo µCT images with an accuracy of more than 95%. This
classification is presumably linked to bone mass, shape, micro-architecture and material
properties alteration through different length scales, as all these processes change in a site-
specific manner during growth, maturation and aging. These changes take place by modeling,
remodeling, mineralization and demineralization processes [7, 25, 47–50] and are directly
or indirectly encoded in the image created by interaction of photons with matter, as the
resulting attenuation is, besides bone mass in the photon beam, dependent on the local
atomic number, and therefore calcium content.
Additionally, we show a link between the age prediction dynamics to age-related trabec-
ular bone loss occurring between the age of 26 and 28 weeks [4], which is in accordance with
other studies reporting a loss in trabecular bone volume in C57Bl/6 mice from 26 weeks
onward [51]. Therefore, these mice are expected to be in a phase of starting trabecular bone
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loss. However, in the proximal fibula, we observed an increase of cortical bone volume in the
same mice between 19 to 22 weeks [24]. Unfortunately, this and other studies investigated
the fibula bone volume changes only in young mice during skeletal maturation [23, 24]. In
adult humans, higher deterioration of the tibia than the fibula with aging has been reported
[52]. Here we detected no significant changes in the fibula bone volume, therefore also no
correlations between age prediction and fibula bone volume. However, it has to be taken
into consideration, that our volume of interest was centered on the proximal tibia.
Here, we further showed, that localization of aging-related information in the bone iden-
tified by the model can be extracted in a quantitative manner. This localization of age-
information effects, here quantified by attention distribution of the network extracted using
a saliency map post-processing, differed between regions and was affected by time. The age
information seems to be more manifested in tibia than in fibula, as at all time points more
than 68% of the attention of the network is focused on the tibia. In line with this, greatest
structural changes could be identified in the trabecular region of the tibia, with a 14% loss
of bone volume. This trabecular loss has been previously quantified in more detail [7]. In
general, the most distal part of the proximal tibia (T3) received the greatest attention, but
over time there was decreasing in attention. This is in line with previous described struc-
tural changes in the tibia, where a strong loss of trabeculae during adulthood [4, 21] and
a nearly complete disappearance of trabeculae after 78 weeks [7] is reported. The second
highest attention was received by the region located closest to the growth plate (T1), where
longitudinal growth, and therefore modeling and primary (fast) mineralization occur. This
growth persists with aging, although it slows down after puberty [22]. Therefore, it can be
assumed, that the network focuses on the regions with the most changes in bone volume
and density occurring over the monitored 15 days. In the fibula the attention was the lowest
in F1. However, it must be considered, that the most proximal part of the fibula is located
below the tibia (see Fig. 5G-J). Attention to F2 and F3 varied with time, which might be
linked to fibular (re)modeling. In general, attention was located in clusters (see Fig. 5K-N)
not individual trabeculae, which let us conclude that mineralization (change in grey values)
and (re)modeling together affect the age estimation.
Bones receiving additional loading were estimated to be younger. Already after day 5 of
loading, predicted age starts to diverge from actual age, which might suggest a restructuring
in response due to the new local loading conditions. From day 10 onward, the bones appear to
be significantly younger (4 and 5 days younger after 10 and 15 days of loading, respectively).
This might reflect an increase in bone strength after restructuring. However, this needs to be
investigated in detail by analyzing orientation of individual trabeculae or in-silico modeling
of bone strength. Previous studies showed in adult C57BL/6 mice adaptive adjustments
in the shape of formation and resorption sites at trabecular [7, 53] and cortical sites [9],
mineralization dynamics [25] as well as material properties on a macro- and micro-scale [54]
in response to loading. These adaptations have been shown to differ between different bone
sites, such as endocortical and periosteal surface [10] or at metaphyseal versus diaphyseal
sites [9, 54], leading to bone shape adaptation, as e.g. second moment of inertia at proximal
metaphysis changes with loading in 22 week old mice [55]. All this information is potentially
analyzed in a combined manner by the deep neural network. Here, we established a link to
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bone volume changes and found a significant correlation between predicted age and cortical
as well as trabecular bone volume. Future studies will investigate further correlations, e.g.,
by quantifying structural changes in sites identified as age-determining.
To investigate, if the observed restructuring leads to a younger appearance of the bones,
we compared the distribution of attention on loaded bones after 15 days, classified younger,
to the control bones of the classified ages. The similarities of distribution of attention,
together with the comparability of correlations in 1) predicted age and trabecular bone
volume in loaded bones and 2) real age and trabecular bone volume in control limbs, lets us
speculate, that loading induces tibial restructuring towards a younger appearing bone. This
rejuvenation is strongly manifested in the dynamic trabecular structure. This is also the
only bone compartment, where we detected an age-related short-term loss of bone volume
in the control limb and a constant bone volume with time in the loaded limb. This finding
is further supported by previous studies investigating trabecular bone gain in response to
loading [4, 50, 56] by comparing loaded proximal tibia of adult mice with internal nonloaded
control limbs.
In the cortical compartment of the loaded tibia, a bone volume gain was found, which
made this bone compartment most similar to the control bones of day 0. This finding is
supported by Sugiyama et al., who found similar load-induced cortical volume gain in the
proximal tibia of adult mice [56]. In a previous study, we showed that adaptive bone for-
mation in the lateral metaphyseal region is greater than in the medial region while medial
adaptive resorption is greater than in the lateral region. A slight positive anterior and pos-
terior remodeling balance was reported. Further, adaptation occurs by increasing periosteal
formation [9]. This suggest a structural adaptation of cortical bone for the sake of increas-
ing its moment of inertia as a response to the bending force. In the fibula, regardless of
the observed rejuvenation, in 4 out of 9 comparisons, significant differences in attention
distribution between loaded bones classified younger and the control bones of the classified
age was observed. Therefore, since the fibula is in general assumed to be mechano-sensitive
[24], load-induced changes seem to trigger a fibula restructuring that does not lead to a
younger appearance of the bone. However, it must be considered, that the imaging region
was optimized for tibial analysis. Future studies might include a greater fibula region into
the analysis as fibula adaptation is in general not well studied.
To conclude, loading seems to change the appearance of bones towards a younger age.
In our study, this effect is greatest in tibiae than in fibulae and mainly manifested in the
trabecular region, which is the compartment most affected by bone loss in early osteoporosis
[57]. Since fragility fractures in relatively young individuals are mainly vertebral compression
fractures, therefore "trabecular fractures" [58], an adaptation towards a younger trabecular
bone might be in combination with an macroscopic adapted cortical shell contributing to
reducing fracture risk in early osteoporosis.
Current methods assessing bone maturation and aging mainly focus on specific dynamic
features [29–34]. Recently developed machine learning methods, however, consume the
complete image content while performing a classification task. Recently, first applications
to preclinical and clinical image data of bone showed, that a machine learning classification
into healthy and disease state is achievable [59, 60]. Going from there the next step, we
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developed a framework allowing for a tracking of dynamic bone changes in physiological
aging/maturation conditions. Additionally, by training with physiologically loaded bones
and applying the network on in vivo loaded bones, we demonstrate loading causes bone
(re)modeling and we further analyzed the dynamics of this bone (re)modeling, without the
need for transfer learning [61, 62].
Compared to DNN developed for skeletal bone age assessment in pediatrics [37–39], we
therefore went further towards a prognostic tool. Saliency maps were previously suggested
to qualitatively visualize the importance of different bones in maturation of pediatric hands
[63]. Here, we show, for the first time, a quantitative analysis of the distribution of learned
features by employing saliency maps [45]. This allows to identify the localization of age-
relevant information in bone. Future investigations may analyze the dynamics of aging and
treatment-induced regeneration in a site-specific manner.
Our study has also limitations. First, the chosen samples may not represent a larger
population. However, we validated our method in a three-fold manner and received accuracy
above 95%. Additionally, structural parameters derived from µCT and histomorphometric
indices of bone formation, which we have measured previously in these mice, are similar to
those reported in similarly aged female C57Bl/6 mice [50, 64]. Adhering to the principles
of the three Rs, specifically reduction of animal number, motivated us to re-examine these
datasets, rather than perform new studies on additional mice. Second, skeletal aging in mice
differs to that in humans [65] and thus, translation of these results to human bone behavior
requires further investigation. Since age-related bone loss in humans resembles to a certain
extend findings in mice [2, 11], it can be speculated that a future application to human bone
might resolve similar patterns.
Given the proven performance on reconstructing bone tissue maturation and adaptation
processes, we expect our study to pave the way for future studies to investigate a wide
variety of biological processes involving continuous morphological changes. This may include
developmental and aging stages, the progression of diseases [66, 67] or the response to
treatments, and dynamic processes that have often been reduced to binary classification
problems. Automated computational analysis, as shown here, could reveal morphological
changes at much earlier stages than recognized previously. Therefore, the effects of loading
duration on overall bone adaptation might be another future application, as recently shorter
loading durations have been suggested [68, 69]. Furthermore, as features can be used to
classify biological structures based on morphology [70], a combination of the proposed deep
learning and saliency maps approach can lead to more detailed insights into the contribution
of individual localized biological processes on the overall adaptation "state" of the bone.
Here, we described a method for estimating bone age as a surrogate for bone quality
in mice imaged with µCT. Our method can be rapidly translated to clinical applications
by examining clinical µCT (eg. HR-pQCT at a voxel size of 61 microns), which is increas-
ingly used in clinical trials to investigate vBMD and microstructural changes in response to
pharmacological treatments [71, 72].
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5. Conclusions
We combined an experimental study with longitudinal imaging and a deep learning
framework. This allowed for a bone (tissue) age prediction and an identification of bone sites
that primarily contribute to age classification. Thus for the first time, we could directly track
short-time aging in bone in a temporal manner. By quantitatively analyzing saliency maps
of learned features, we could show that the metaphyseal parts closest and most distant to
the growth plate are highly contributing to the temporal age information encoded in bone
images during tissue maturation. We could further show that loading triggers dynamic
processes leading to a younger appearance of the bone. More specifically we could temporally
quantify these rejuvenating effects, as bone receiving 15 days of loading treatment was
classified 5 days younger than the contra-lateral internal control. We demonstrated that our
loading regime induces structural correspondence between younger and older tibiae, while in
fibulae, despite causing (re)modeling, no rejuvenation effect could be detected. One possible
biological interpretation of these findings is that loading recovers the age-related bone loss
in the tibia - therefore it rejuvenates, whereas the fibula, which is at the age investigated
in the present study does not incur bone loss, and therefore is adapting to the loading in
a non-physiological manner (in terms of rejuvenation-related strengthening through bone
(re)modeling). These findings and the introduced method provide an ideal framework to
further improve our understanding of skeletal aging in mice as well as in humans. It further
demonstrates that machine-learning based characterization can help to better monitor and
understand dynamic changes in bones due to aging and disease and may help to optimize
treatments for bone disease such as age-related bone loss and osteoporosis.
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Appendix A. Sensitivity Analysis of Network Architecture and Hyper Param-
eters
Various networks with different architectures and hyper parameters have been trained on
the training set and applied on validation and test sets. The best performing network based
on the accuracy of age prediction on validation and test sets has been selected to analyze
the application set. Although, there exist unlimited variations of these elements, only a
subset could provide meaningful results for the aim of decoding the aging and rejuvenation
processes. Therefore, we designed and tested different networks variations of network depth,
Network layout (convolutional (C), pooling (P) and fully connected (F)) and the size of
kernel in each convolutional layer. Here we present the comparison of network performances
for five selected designed network in which the key parameters are tweaked to reach the
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highest prediction accuracy. The five networks have following details:
1. Network 1:
• Depth: 7.
• Layout: C, C, P, C, C, P, F.
• Kernel sizes: 8, 16, 16, 32, 64, 64, 64.
• Number of iterations: 7000.
2. Network 2:
• Depth: 7.
• Layout: C, C, P, C, C, P, F.
• Kernel sizes: 16, 32, 32, 64, 128, 128, 128.
• Number of iterations: 7000.
3. Network 3:
• Depth: 10.
• Layout: C, C, P, C, C, P, C, C, P, F.
• Kernel sizes: 4, 4, 4, 8, 8, 8, 16, 32, 32, 32.
• Number of iterations: 7000.
4. Network 4:
• Depth: 8.
• Layout: C, C, P, C, C, P, F, F.
• Kernel sizes: 4, 8, 8, 16, 32, 32, 32, 32.
• Number of iterations: 7000.
5. Network 5:
• Depth: 4.
• Layout: C, C, P, F.
• Kernel sizes: 4, 8, 8, 8.
• Number of iterations: 7000.
Analyzing the accuracy and loss values of age prediction during training of different networks
(Fig. A.8) shows that despite a correlation between depth of the its accuracy, going infinitely
deeper does not necessary lead to better results. Evidently, the network with lowest number
of layers (network 5) has the weakest performance by reaching 86% accuracy with loss value
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of 0.27 (Fig. A.8A-B gray line). While, BAAM, network 1, network 2 and network 3 with
depth of 7, 7, 7 and 10 respectively have similarly the best performances ( accuracy: Fig.
A.8A-B black, green, red and yellow lines respectively). Therefore, after a certain depth, no
extra performance is gained. The reached accuracy and loss values for all the networks after
7000 training iterations is shown in Table A.4.
Figure A.8: Network performances during training. (A) Accuracy of age prediction for training set vs
training iterations for 5 sample networks and BAAM. (B) Smoothed loss value of age prediction for training
set vs training iterations for 5 sample networks and BAAM.
Table A.4: Network performances. The accuracy and loss values of the networks with different architecture
at the end of 7000 training iterations.
Network Depth Validation Accuracy Loss Test Accuracy
1 7 0.99 0.00 5 /8
2 7 0.98 0.02 5 /8
3 10 0.98 0.11 6 /8
4 8 0.92 0.18 5 /8
5 4 0.86 0.27 5 /8
BAAM 7 0.99 0.05 7 /8
Next, comparing the prediction results of different networks for validation set based on
their confusion matrices further demonstrates that networks 1-4 (Fig. A.9A-D) have similar
good performance and network 5 (Fig. A.9E) fails to predict day 5 images correctly. It is
further seen that BAAM (Fig. A.9F) provides the most diagonal confusion matrix hence is
the best performing network.
At last, the age prediction performance of the networks on the test set demonstrates the
superiority of BAAM to other designed networks. While, networks 1-5 achieve 5, 5, 6, 5 and
5 correct predictions out of 8 images of test set respectively (Fig. A.10A-E), BAAM reaches
the highest number of correct age prediction with 7 out 8 (Fig. A.10F).
The analysis of overall achievements of presented networks as examples of variance in
characteristics of DNNs lead to designing the BAAM network . It over-performs the sample
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Figure A.9: Results of age prediction for validation set. (A)-(E): Networks 1-5 accordingly. (F): BAAM. In
A-F Predicted age of samples are compared to their actual age. Values are normalized by the number of
images per age class.
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Figure A.10: Results of age prediction for test set. (A)-(E): Networks 1-5 accordingly. (F): BAAM. In A-F
Predicted age of samples are compared to their actual age. Values are normalized by the number of images
per age class.
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presented networks in age prediction for training, validation and test sets. Therefore, it is
further utilized to decode the aging and rejuvenation processes.
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