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Abstract
Speech source separation aims to estimate one or more individual sources from mix-
tures of multiple sound sources, e.g. speech, noise and music. While humans have
an innate ability to separate sources in a sound mixture, this is not a trivial task for
computers.
In this thesis, we study the problem of speech separation, with a varying degree
of complexity with respect to room reverberation, the number of speech sources and
the number of microphones available for capturing the sources. We focus on the state-
of-the-art deep learning techniques, and investigate the problem of separating speech
sources from binaural and B-format mixtures obtained in real reverberant rooms.
First, we evaluate a baseline system for binaural speech separation, where fully-
connected Deep Neural Networks (DNNs) and spatial features, such as Interaural Level
Difference (ILD) and Interaural Phase Difference (IPD), are used. We further extend
this baseline by using the dropout technique to mitigate the overfitting problem and
adding spectral features, such as the Log-Power Spectrogram (LPS), to improve the
separation performance.
Second, we develop a Convolutional Neural Networks (CNNs)-based binaural speech
separation system. We then study the potential of using data augmentation techniques
to improve speech separation quality. In particular, we introduce contextual frames
expansion, by including the information from neighbouring time frames, before and
after a given time frame.
Finally, we study the use of deep learning methods for B-format recordings. This
allows the pressure gradient information to be exploited, in addition to the widely used
acoustic pressure information, for deriving the angular features for source separation.
Extensive experiments have been performed on two data sets captured in five dif-
ferent rooms in the University of Surrey. The proposed methods are shown to offer
improved performance over the state-of-the-art, in terms of separation quality and
intelligibility.
Index terms— speech separation, deep neural networks, convolutional neural
networks, dropout, B-format
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Introduction
Speech source separation aims to extract individual sources from mixtures of multiple
sound sources, e.g. speech, noise and music. The problem of separating multiple
sound sources from sound mixtures is also known as the cocktail party problem [1]: one
can imagine a situation in which two friends are in a party, with loud music in the
background and other people around talking simultaneously. Humans have an innate
ability to separate speech and sounds in a sound mixture. However, this is not a trivial
task for computers.
In this thesis, the problem of speech separation is studied, with a varying degree
of complexity with respect to room reverberation, the number of speech sources and
the number of microphones available for capturing the sources.
Conventionally, the problem is addressed using a variety of classical methods such
as Computational Auditory Scene Analysis (CASA) [2, 3], Independent Component
Analysis (ICA) [4,5], Non-negative Matrix Factorisation (NMF) [6] and Expectation-
Maximisation (E-M) algorithm [7], with the latter being used for finding maximum
likelihood estimates of the parameters in a statistical model. Recently, deep learning
techniques have been introduced for speech separation, showing improved performance
over the classical techniques.
In this thesis, the state-of-the-art deep learning techniques are used to separate
individual speech sources from mixtures of sound sources in real reverberant rooms.
In Section 1.1, we present the motivations that led to this thesis work, by listing the
issues that are yet to be solved and why they need to be solved. Our solutions are
in Section 1.2, which contains the objectives and our ideas and the improvements
achieved over previous works in the literature. In Section 1.3, a summary of the whole
thesis is provided, including our novel contributions for addressing these problems.
1
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1.1 Motivation
Addressing the speech separation problem will be beneficial to a variety of practical
applications in real life, such as hearing aids [8], audio restoration [9] and abnormal
speech detection on social media [10]. In hearing aids, speech separation techniques
are used to help hearing-impaired people in improving the quality of their lives, by in-
creasing the speech intelligibility and reducing the noise artifacts. In audio restoration,
speech separation can be used to clean dated speech recordings from noise or other
environmental sounds, which can severely affect the quality of such speech recordings.
In abnormal (such as hate) speech detection, speech separation can be used to enhance
the key words such as ‘evil’, ‘attack’, and ‘terrorist’ corrupted by noise, in order to
prevent their negative spread on social media.
The main task of this thesis is to estimate one or more individual speech sources
from mixtures of speech sources and/or noise. Real recordings are used, so the prob-
lem studied is not just a mathematical model that emulates reality but represents a
real application scenario, so the cases studied in this thesis can potentially have a high
impact in the above mentioned practical applications. In addition, room reverberation
and the effects of the room acoustics, that induces further complications to the sepa-
ration problem will be considered. In this case, the speech sources are overlapped with
acoustic reflections from room surfaces, so they are more difficult to separate com-
pared to the case without room reverberation. In this thesis, recorded Room Impulse
Responses (RIRs), representing the natural reverberation of a room, are used.
Early methods for speech separation include ICA [4, 5], CASA [3], NMF [6], and
E-M algorithm [7]. However, their performance is limited for separating reverberant
mixtures or for dealing with under-determined problems, where the number of sources
is larger than the number of mixtures. Recently, deep learning techniques have shown
to outperform classical methods for speech separation such as NMF [11, 12] and E-
M [13], thus, this technique will be the focus of this thesis.
Several Deep Neural Networks (DNNs) architectures such as fully-connected net-
works and Convolutional Neural Networks (CNNs or ConvNets) [14], have been used
for speech source separation. In particular, the single channel case, i.e. separat-
ing multiple sources from a single sound mixture, has been studied in several works
[11,12,15–19]. However, when using a single microphone, the separation performance
can be limited, as one can only resort to the spectral or temporal information, available
in the single channel recording. To address this issue, we use multiple microphones
to exploit the additional information from spatial cues, which can be obtained from
multi-channel mixtures.
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Many papers exist on binaural speech separation [13, 20–24], where two micro-
phones are used for taking the recordings, often placed inside a dummy head in order
to reproduce the cues available to human listeners. These works often involve record-
ings inside reverberant rooms, where the early and late reflections behave like a noise
source, thus increasing the complexity of the case studied.
Some of these methods only rely on the spatial information obtained by binaural
microphones, resulting in limited separation quality. We address this limitation by
introducing spectral features, such as the Log-Power Spectrogram (LPS) [25], which is
particularly effective in the case of noisy speech separation. In addition, these methods
do not exploit explicitly the contextual information from the neighbouring frames of a
given time frame, even though the source location information changing with respect to
time has been considered to certain extent. For this reason, we exploit the contextual
frames expansion technique, in order to improve the separation performance. We
also explore CNN-based architectures for speech separation, which have shown to
be more effective for single channel speech separation compared to fully-connected
architectures [26–28].
The number of speech sources in the mixtures may vary and can exceed the number
of microphones. Two-microphones perform well for separating mixtures of two speech
sources, but other works [13] show that the separation performance degrades rapidly
when the number of talkers is further increased. This suggests that more microphones
need to be used in order to improve the separation quality.
Several works [29–35] attempt to overcome this limitation by recording the speech
sources with multi-microphones or a microphone array, then introducing DNNs archi-
tectures to perform speech separation. However, these works only rely on the sound
pressure information, which is commonly used in speech separation.
Different from these works, a particular setup of SoundField microphone [36], called
the B-format microphone has been exploited in other works [37–41], where the pressure
gradient information is also used for speech separation, based on statistical methods
such as Gaussian Mixture Model (GMM). However, when the number of talkers in-
creases, GMM-based methods show limited separation performance.
Some works [42–44] on speech separation show that DNNs based architectures
can improve the separation quality compared to GMM-based techniques. For this
reason, we will focus on the deep learning architectures, and examine their performance
for B-format recordings using spatial and spectral features extracted from B-format
mixtures, aiming to estimate the Time-Frequency (T-F) masks for multiple speech
sources. A T-F mask, which is a matrix of T-F elements each indicating the occupation
probability, is applied to the speech mixture matrix in the T-F domain to estimate a
4 CHAPTER 1.
given speech source.
In summary, the aim of the thesis is to further improve the performance of deep
learning techniques for speech source separation, with a focus on binaural and B-format
recordings, for different number of sources and a different level of room reverberation.
1.2 Objectives
There are three main specific objectives.
• We evaluate a recent baseline system [42] for binaural speech separation, which
consists of fully-connected DNNs and further improve its performance by intro-
ducing dropout [45,46] and additional features such as the LPS.
• We study the potential of using data augmentation techniques to improve speech
separation quality. In particular, we explore the use of contextual frames ex-
pansion [17], by introducing the additional information from neighbouring time
frames, before and after a given time frame.
• We study the potential of using deep learning for speech separation of B-format
recordings obtained with a SoundField microphone [36], allowing the pressure
gradient information to be exploited, in addition to the widely used acoustic
pressure information. To our knowledge, this is the first work on deep learning
for source separation applied to B-format recordings.
The work presented in this thesis may potentially be applied to several real-life
cases, as introduced in Section 1.1. Our speech separation algorithms can be used
to isolate the speech content of a talker in a noisy environment (e.g. a busy street)
whose speech is corrupted by background noise or additional interfering talkers. As
previously explained, this could be useful for speech detection from social media, e.g.
for preventing the spread of hate messages on social media. Our work on binaural
microphones can potentially be applied to hearing aids, by improving the speech en-
hancement performance of the device, which is currently limited when the listener is
not facing the direction of the talker. Being able to extend our experimental setup
to the real-world scenario requires a generalisation of the test cases. For this reason,
we tested our systems in the case of mixtures with up to four speech sources, which
is possible where additional microphones are used, such as in the case of recordings
obtained using the B-format microphone. We take into account the room acoustics,
by adding a certain level of reverberation to speech mixtures used in our experiments.
This takes our study closer to the everyday life scenario.
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1.3 Contributions and Thesis Organisation
This section summarises the main contributions of this thesis.
Chapter 3: Speech and Noise Separation from Binaural Mix-
tures with Deep Neural Networks
Earlier work in the literature has used the GMM framework to model the distri-
bution of various cues at each T-F point of binaural mixtures, such as Mixing Vector
(MV), Interaural Level Difference (ILD) and Interaural Phase Difference (IPD) [47].
More recently, other works started implementing DNNs for the estimation of T-F
masks [13, 42, 48], showing that DNNs can achieve better performance compared to
the GMMs technique used in [47].
However, the DNNs structures used are relatively basic and tend to over-fit with
training data. The recently introduced dropout algorithm [45,46], addresses this issue
by removing a certain amount of neurons within the hidden layers, so that the DNNs
can be better generalised and are less subject to overfitting. In Chapter 3, we introduce
the dropout algorithm and compare the performance for different levels of dropout,
including the case where no dropout is applied.
In [13], only spatial cues such as MV, ILD and IPD are used for the DNNs training.
The above spatial features become less effective for speech-noise scenarios where the
target speech is often masked by the background noise in adverse conditions. Moreover,
if the environment is reverberant, the performance of the existing method degrades
radically.
Speech sources and background noise often bear essential differences in their spec-
tral structure. Spectral features, such as LPS, have been proved useful as DNN input
to extract target speech sources corrupted by noise from monaural recordings [17,49],
which provide complementary information to the spatial cues. In Chapter 3, we will
examine the use of spectral features, such as LPS, to enhance the performance of the
baseline system that was based on the use of binaural features. We will also study the
case where different types of noise sources at different levels of SNRs are used as an
interferer for a target speech in rooms with different reverberation levels.
To summarise, this chapter studies three main problems:
1. Speech-speech separation, by using a system of DNNs, which is trained by using
only the binaural cues such as MV, ILD and IPD. Each DNN terminates with a
softmax layer, which is used to estimate the probabilities for each speech source
to come from a given Direction Of Arrival (DOA). This information is used to
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generate the T-F masks, in order to separate the target speech.
2. Speech-speech separation by introducing the dropout algorithm to the above
system, and compared to the case without using the dropout.
3. Speech-noise separation, where a similar system using the dropout algorithm
and binaural features is used, and compared with the additional use of the LPS
feature, for the case in which the interferer is a noise source.
This work was presented in the following publications:
• A. Zermini, Y. Yu, Y. Xu, W. Wang, and M. D. Plumbley, “Deep neural network
based audio source separation,” in Proceedings of the 11th International IMA
International Conference on Mathematics in Signal Processing, 2016.
• A. Zermini, W. Wang, Q. Kong, Y. Xu, and M. D. Plumbley “Audio source
separation with deep neural networks using the dropout algorithm,” in Proceed-
ings of the Signal Processing with Adaptive Sparse Structured Representations
(SPARS) 2017, 05-08 Jun 2017, Lisbon, Portugal.
• A. Zermini, Q. Liu, Y. Xu, M. D. Plumbley, D. Betts, and W. Wang, “Binaural
and log-power spectra features with deep neural networks for speech-noise sepa-
ration,” in IEEE 19th International Workshop on Multimedia Signal Processing,
October 2017.
Chapter 4: Speech Separation with Convolutional Neural Net-
works and Spatial Cues
The problem of estimating a speech source from a mixture of talkers is particularly
challenging for the case where some level of reverberation is introduced, especially
when only two microphones are employed for the recordings.
In the literature, the vast majority of papers are based on fully-connected networks,
which are relatively easy to implement due to their simple architectures, but show some
limitations on the separation performance.
In [13], several rooms with different levels of reverberation are used, where the
target speech is separated by using a T-F mask. A system of DNNs is trained by
using binaural spatial cues as input. However, the level of reverberation in the speech
mixtures is shown to affect the separation performance, in particular when the training
room used is different from the room used in the testing set. In a similar way, other
works [20–22,50] implement fully-connected networks, fed with spatial features in order
to estimate the T-F masks.
More recently, other neural network structures, such as CNNs [51], have become
more popular in deep learning. In particular, some works [26–28] suggest how the in-
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troduction of CNNs improves the separation performance compared to fully-connected
DNNs. However, CNNs have more complex architectures compared to fully-connected
DNNs and require a more appropriate choice of parameters, in order to achieve an
overall improvement.
With this in mind, in this chapter, we aim to upgrade the system of DNNs intro-
duced in [13] to a system based on CNNs, in order to exploit the increased computa-
tional power available in modern GPUs, allowing for a better DOA estimation and,
consequently, generating more accurate T-F masks for source separation.
In order to better generalise the trained CNNs and improve the separation per-
formance, we also explore additional techniques, such as the dropout technique, as
studied in Chapter 3. In this chapter, we apply the dropout algorithm to the final
dense layer of each CNN, aiming to better generalise the trained architecture.
In feed-forward architectures, each time frame in a feature is fed without giving a
proper contextual information, meaning that each frame is fed into the DNN without
taking into account what the feature contains in the neighbouring time frames. In
fact, speech signals have strong temporal correlation, so giving to the CNNs a wider
view on the input features allows for a better separation quality. This technique,
called contextual frames expansion [17], has been already used in different cases, such
as [17] for speech enhancement and more recently in [24] for speech separation, showing
improved separation performance. However, we use this technique for separating two
talkers for the case of recordings in different reverberant rooms, aiming for a better
adaptation of the trained CNNs. More specifically, we refer to the ‘mismatched’ case
when each CNN is trained with speech sources recorded in a different room from the one
used for the test samples. This case is particularly challenging, and requires additional
data in order to better adapt the CNNs system to an unseen level of reverberation.
For this purpose, we test different amounts of neighbouring time-frames and compare
their performance.
The improved system of CNNs has been compared to a baseline system of analogous
fully-connected DNNs, which has been introduced in Chapter 3. In order to make the
comparison as accurate as possible, the performance of the novel system is tested in
rooms with the same or a different level of reverberation with respect to the training
room.
This work resulted in a publication in a recent conference:
• A. Zermini, Q. Kong, Y. Xu, M. D. Plumbley, and W. Wang, “Improving rever-
berant speech separation with binaural cues using temporal context and convo-
lutional neural networks,” in Proceedings of the 14th International Conference
on Latent Variable Analysis and Signal Separation, Y. Deville, S. Gannot, R.
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Mason, M. D. Plumbley, and D. Ward, Eds. Springer International Publishing,
2018.
Chapter 5: DNNs based Speech Separation for B-format record-
ings
While the single-channel and binaural source separation are the most studied cases
for DNN-based speech separation, in literature little attention has been given to the
multi-channel case. However, for the multi-channel case the information provided by
additional microphones can be exploited, which can potentially improve the quality of
the estimated speech compared to the monaural and binaural cases.
The multi-channel case has been studied with different types of microphone arrays,
differing in the number of microphones used and their placement in space. A six-
channels microphone array mounted on a tablet is used in [30], where a framework
of DNNs combined with the E-M algorithm is used to directly estimate the sources
in single-talker noisy audio recordings. However, besides the relatively low quality of
the microphones used, this method has been tested on mixtures of only two sources,
generated by artificially mixing clean speech and different types of background noise
[29].
The more common four-channels case is studied in [31], where the output of High-
Order Ambisonics (HOA) format is used as an input to a Long-Short Term Memory
(LSTM) network [52], for the T-F mask estimation from the mixtures of two noise-
corrupted talkers. The main limitation of this study is the assumption of the DOAs of
the sources being known, in order to provide reliable estimations. Microphone arrays
with four channels are also used in [53], where a subspace method is exploited for the
DOA estimation, which is then used for source separation. However, the performance
of these separation systems also degrades with the increase in the number of talkers.
More recently, DNNs-based techniques have been used in combination with classic
techniques. More specifically, ICA [30, 32, 33], beamforming [34] and GMMs [35].
However, these methods show limitations for highly reverberant environments [33], or
employ a large number of microphones [34], or have been tested only for low-quality
recordings [35].
The main limitation of these works, is that they are solely based on the sound
pressure information, like the vast majority of papers on single, binaural and multi-
channel cases. Recently, the information from the acoustic pressure gradients has
been exploited for a series of other works [37–41]. The acoustic pressure gradients
can be recorded by using microphone arrays, such as a SoundField system [36]. More
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specifically, a particular type of SoundField system has been used, namely the B-
format microphone, which contains a densely-distributed array of four microphones.
One microphone is used to gather the information of the sound pressure, while the
other three, oriented along the x-y-z axes, can measure the pressure gradient along
each axis.
A B-format microphone has been used in [37,39–41], where GMM-based clustering
methods are used to separate multiple speech sources. However, these works show
some limitations in terms of the number of talkers considered for the mixtures [37],
limited number of metrics used for the performance evaluation [39] or lack of evaluation
for the case of closely-spaced sources [40,41].
In this chapter, we study the potential of using deep learning techniques for speech
separation for B-format recordings. To our knowledge, the literature lacks of DNNs
based methods for B-format microphone recordings, with the only exception of [54],
where deep learning is exploited to generate ambisonics using both audio and visual
cues for a virtual reality application. However, deep learning techniques have been
previously used in combination with multi-channel microphone recordings for speech
enhancement and recognition [55–57].
Using the correct DNN structure is important in supervised speech separation.
While more advanced DNNs structures have shown improved performance over simpler
fully-connected structures [24, 58], e.g. Multi Layer Perceptrons (MLPs) [59], other
works [11] suggest that the difference between e.g Recurrent Neural Networks (RNNs)
and MLPs are small. For this reason, we want to test a MLP structure, because it is
straightforward to implement and has already proved to achieve satisfactory separation
performance in speech separation with training by regression [11, 15, 16] and compare
it with a CNN architecture, which is shown to improve the performance by fully-
connected structures in several works [26–28].
When training a DNN, choosing appropriate input features is crucial for separa-
tion performance. Deep learning techniques often struggle when the mixtures contain
several speech sources, especially when these are closely located within space. For this
reason, using spatial features only may not be sufficient in achieving a good separation
performance. Some papers on binaural speech separation [24, 60] suggest that adding
spectral features on top of binaural features can improve the separation quality of a
DNN on speech mixtures. Following the same idea, we train a DNN architecture by
using the spatial information of an angular feature [39] on top of the spectral LPS
feature for B-format microphone recordings. For the DNN output, we chose Ideal Ra-
tio Masks (IRMs) as ground-truth when training the DNN, which are shown in [12]
to achieve better separation performance compared to other type of Fourier-domain
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targets when training an MLP, such as binary masks. In addition, in order to better
generalise the trained DNNs, other techniques such as the dropout algorithm and the
contextual frames expansion, studied in Chapters 3 and 4, will also be incorporated
and evaluated.
This work has been recently submitted to IEEE Journal of Selected Topics in Signal
Processing.
Chapter 2
Literature Survey
2.1 Introduction
This chapter provides literature review of the existing methods for speech separation.
In Section 2.2, the problem of speech source separation is introduced, where the prob-
lem is formulated in terms of the number of sources and microphones, the presence of
room reverberation and the mixing model.
Section 2.3 contains an overview of the main classical techniques used for speech
separation in the literature, e.g. ICA, CASA, NMF, sparse representation and dictio-
nary learning. The main methodology used in this thesis, deep learning, is introduced
in Section 2.4. In Section 2.4.1, the main types of network structures are discussed,
starting from the very simple perceptron structure to the latest architectures, such
as Capsule Networks (CapsNets) [61] and Generative Adversarial Neural Networks
(GANs) [62]. In Section 2.5.1, a number of existing works on applying deep learning
techniques to speech separation are discussed and categorised, based on the number
of microphones available for the recordings: monaural, binaural and multi-channel
cases. The input features and training targets often used, are discussed in Section
2.5.2 and Section 2.2.1, respectively. In Section 2.6 we will explain how the room
acoustic phenomena affect the reverberation of indoor environments, while in Section
2.7 we introduce the data sets used in this thesis. Finally, in Section 2.8, we present
the metrics that will be used to evaluate the separation performance. Finally, Section
2.10 briefly summarises this chapter.
2.2 Problem Formulation
The speech separation problem has been considered classically under the framework
of Blind Source Separation (BSS), which aims to separate the sources with no (or very
11
12 CHAPTER 2.
little) information about the sources and mixing channels.
In the case of R sound sources, the general problem (without noise) to be solved is
x(t˜) = As(t˜) (2.1)
where s(t˜) = (s1(t˜) . . . sR(t˜))T contains the R independent source signals at the discrete
time index t˜, x(t˜) = (x1(t˜) . . . xP (t˜))T contains the P recorded microphone signals and
A is the so-called mixing matrix, whose dimension is P × R. In general, both A and
s are unknown, and need to be estimated, given x(t˜).
Taking into account the number of microphones and sources, three scenarios can
be distinguished:
• Over-determined case. The number of microphones is larger than the number of
sources (R < P ).
• Determined case. The number of microphones is equal to the number of sources
(R = P ).
• Under-determined case. The number of sources is larger than the number of
microphones (R > P ). In many situations, the number of sound sources is
not known and may be greater than the number of mixtures. The separation of
under-determined mixtures requires additional assumptions on the source signals
than in the over-determined case such as sparsity, in order to reduce the possible
solutions in the solutions space.
Depending on the level of surface reflections in an acoustic environment, three types
of mixtures can be distinguished:
• Instantaneous mixtures. Each microphone records a signal which is a linear
combination of the source signals. In other words, A is a scalar matrix.
• Anechoic mixtures. Each microphone picks up the mixtures of the direct sound
from the sources. A is a scalar matrix and s(t˜)→ s(t˜− δ), where δ is the time
taken for the source to reach the microphone.
• Convolutive mixtures. Room reverberation affects the audio collected by micro-
phones, leading to superposition of direct sound sources and time-delayed source
component due to room reflections. In this case, A is a matrix of filters. Room
reflections also depend on the experimental methodology employed. Other fac-
tors to take into account are measurement noise (electrical and acoustical), room
geometry, acoustic treatment, source directivity, air flow, temperature, humidity,
homogeneity and even the presence of people and other scatterers [63].
Depending on whether the measurement process is linear, we have:
• Linear case. The mixture is a linear combination of the sources as represented
by model (2.1).
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• Non-linear case. The relation between x and s is characterised by a non-linear
function, such as x = exp(s), where exp(•) is an exponential function.
In this thesis, the determined and under-determined cases will be studied. In partic-
ular, we study the binaural case where P = 2, and the source separation for B-format
mixtures where P = 4. In both cases, convolutive linear mixtures are considered.
Our method consists in the estimation of the T-F mask, which is a matrix whose
elements are in the range [0, 1]. The target speech can be estimated by multiplying
element-wise the speech mixture spectrogram with the T-F mask. We assume the
number of sources is known, which is the same as the number of T-F masks to be
estimated. The number of sources to estimate is R = 1 for Chapter 3 and Chapter 4,
while it is either R = 3 or R = 4 in Chapter 5. In all these cases, we assume that the
sources have a high Direct-to-Reverberant Ratio (DRR), which represents the ratio
between the energy of the direct sound and the reflections.
2.2.1 The goal of speech separation
The goal of speech separation is to separate target speech from background interference
[64]. In the history of speech separation, several different types of targets have been
used. Here, we describe the most commonly used targets.
Ideal Binary Mask (IBM)
Ideal Binary Mask (IBM) is a popular choice of training target used for training the
neural networks [65]. Inspired by auditory masking in human hearing [66] and the
exclusive allocation principle in auditory scene analysis [67], the IBM is defined as [68]
IBM(t, f) =
1 if
ST (t,f)
SI(t,f)
> 1
0 otherwise
(2.2)
where ST = (ST (t, f)) and SI = (SI(t, f)) indicate, respectively, the target and in-
terferer spectrograms. The IBM labels each T-F unit either as target-dominant or
interferer-dominant. In [69] it is shown that, although the IBM improves speech in-
telligibility in noisy condition, the separated speech is unnatural. Similar results are
obtained in [70] on noise-corrupted speech separation, showing that IBM improves
speech intelligibility but not speech quality. However, in [71] it is argued that the IBM
corresponds closely to auditory masking, i.e. a sound is either masked or not. If we
define the noisy speech as
Y = ST + SI (2.3)
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given a mask M, the clean speech can be reconstructed from noisy speech [72]
ST = M ∗Y (2.4)
where ST and Y are the Short-Time Fourier Transform (STFT) of clean speech and
noisy speech respectively, and the operator ∗ is the element-wise complex multiplica-
tion.
Target Binary Mask (TBM)
Different from the IBM, the Target Binary Mask (TBM) is calculated from the target
sound only and therefore is independent of the interferer sound:
TBM(t, f) =
1 if
ST (t,f)
r(f)
> 1
0 otherwise
(2.5)
where r = (r(f)) is the long-term average spectrum of the target speech. The TBM
has been used as a training target in [73, 74], showing better performance than the
IBM in noisy speech mixtures, but degrading the intelligibility of clean speech.
Ideal Ratio Mask (IRM)
The Ideal Ratio Mask (IRM) is another popularly used training target, defined as
IRM(t, f) =
ST (t, f)
ST (t, f) + SI(t, f)
(2.6)
In [75] the IRM is considered as a closer match to psycho-physical and perceptual
mechanisms than IBM, because there should be some kind of sensory threshold in
listeners, even though the perception does depend on the individual listener. In [76] it
is proven that the IRM achieves higher SNR gains compared to the IBM, even if the
SNR gains are quite close. In [70], the IRM improves both speech intelligibility and
speech quality over the IBM under the assumption that clean speech is independent
from noise. However, there are some cases in which it is better to choose the IBM
over IRM for its simpler estimation [76]. The IRMs have been employed as a training
target in [48].
Spectral Magnitude Mask (SMM)
The Spectral Magnitude Mask (SMM, also called FFT-MASK) is defined as
SMM(t, f) =
|S(t, f)|
|Y (t, f)| (2.7)
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where |S(t, f)| and |Y (t, f)| are, respectively, the spectrogram magnitudes of the clean
speech and noisy speech. Different from the IRM, the SMM is not upper-bounded by
1. To obtain the separated speech, the SMM is applied to the spectral magnitudes
of noisy speech, then the separated speech is re-synthesised with the phases of noisy
speech (or an estimate of clean speech phases). An example about how this mask has
been used can be found in [12], where the SMM is shown to perform better perceptually
than binary masks such as IRM and TBM.
Phase-Sensitive Mask (PSM)
By including the phase difference between the clean speech and the noisy speech, i.e.
γ, the Phase-Sensitive Mask (PSM) can be defined by multiplying the SMM by cos γ
as follows [77]:
PSM(t, f) =
|S(t, f)|
|Y (t, f)| cos γ (2.8)
The work in [78] shows that a better clean speech estimation can be achieved by
using the PSM instead of the SMM. In [70], it was shown the PSM improves speech
intelligibility and speech quality significantly, outperforming other training targets,
e.g. IBM, IRM and cIRM.
Complex Ideal Ratio Mask (cIRM)
The Complex Ideal Ratio Mask (cIRM) is defined with both real and imaginary com-
ponents (below the operations are meant to be element-wise):
cIRM =
YrSr +YiSi
Y2r +Y
2
i
+ i
YrSi +YiSr
Y2r +Y
2
i
(2.9)
where Yr and Sr are the real parts of Y and S, while Yi and Si are the imaginary
part.
The advantage of the cIRM over the PSM is that it is able to exploit the phase
information of the spectrum, which is often ignored by the majority of source sepa-
ration approaches. The cIRM has been used in [79], where a Complex-Domain DNN
(FCDNN) is used to estimate complex STFT coefficients, showing higher SDR, SIR
and PESQ compared to other baseline approaches, where IRM is used as a training
target.
Gammatone Frequency Target Power Spectrum (GF-TPS)
The Gammatone Frequency Target Power Spectrum (GF-TPS) [12] is defined as the
power of the cochleagram response of the clean speech. Unlike the TBM, which is de-
fined on a spectrogram, this target is defined on a cochleagram based on a gammatone
16 CHAPTER 2.
filterbank [64] and has an advantage over other target masks in that, once the GF-TPS
is estimated, it can be easily converted to the separated speech waveform through the
cochleagram inversion [3].
Signal Approximation (SA)
The Signal Approximation (SA) is generated by minimising the difference between the
spectral magnitude of clean speech and that of estimated speech. In other words, the
DNN is trained so that the estimated mask, when applied to the mixture, leads to the
best approximation of the reference signal [11,80]:
SA(t, f) = [M(t, f)|Y (t, f)| − |S(t, f)|]2 (2.10)
where M = (M(t, f)) is the mask estimated. This approach has been used in [80] for
speech separation using a three hidden layer DNN. This study also compares all the
above mentioned T-F masks as targets, suggesting that the IRM and the SMM can
achieve the best separation performance for speech separation.
2.3 Classical Methods
Several techniques have been successfully applied to the audio source separation prob-
lem. For example, binary and soft time-frequency masking [81], have been applied to
the sound mixture in the time-frequency domain. ICA [4,5] is based on the statistical
independence between the sound sources and works for over-determined or determined
mixtures, while CASA [3] tackles the problem from a human perception point of view.
NMF [6,82] factorises the mixture spectrogram into a dictionary of source components
weighted by activation coefficients and works well in the case of unsupervised monau-
ral source separation. Dictionary learning based sparse representation technique [83]
has been used for under-determined sound separation.
The following sub-sections will briefly present several main approaches that have
been developed for speech separation.
2.3.1 Independent Component Analysis (ICA)
In Independent component analysis (ICA) [4,5], each mixture x and source s in (2.1),
are assumed to be a random variable, with zero mean (otherwise they can always be
centred by subtracting the sample mean). Moreover, the sources s are assumed to be
statistically independent, which means that the following relation on the probabilities
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holds for the two variables yi, yj:
p(yi, yj) = p(yi)p(yj) (2.11)
where p indicates the joint density function. When the two variables are Gaussian
distributed, p(yi, yj) would be itself Gaussian, therefore it would not contain any in-
formation on the directions of the columns of the mixing matrix A: this implies that
the ICA model cannot be used for separating multiple Gaussian sources.
Two main problems arise when using the ICA techniques: considering that both
A and s are unknown, it is impossible to estimate the variances of the independent
components and their order. While on one hand ICA guarantees unique solutions
subject to scale and permutation ambiguities, the weak point of ICA-based techniques
is that, in order to be effective, it is necessary to first estimate the number of unknown
sources from the mixture before performing source separation. Moreover, ICA is not
suitable for sources which are mutually dependent [84].
The problem of separating mixed speech signals using ICA has been widely in-
vestigated. Early papers [85, 86] attempt to recover multiple unknown source signals
from multiple observed signals that are mixtures of the sources. However, the method
in [86] is successful in those cases where [85] fails, e.g. for weak signals in a high level
of noise. In more recent papers, such as [87], ICA is applied to convolutive mixtures of
two speech sources, picked-up by two-microphones. The sources are extracted one by
one in a decreasing order of negentropy from the mixed signal. An interesting work [88]
presents a mathematical framework that explains when and how standard ICA can
perform source separation from a single sensor. A novel likelihood ratio function is de-
veloped to measure the confidence toward independence in [89], which achieves better
speech recognition performance compared to other ICA-based methods. A different
approach consists in using ICA techniques for the estimation of Ideal Binary Masks
(IBMs) in [90,91]. More specifically, in [90], a method for instantaneous mixing model
is proposed, which assumes closely spaced microphones. IBMs estimated from the
outputs of an ICA algorithm are used to extract an arbitrary number of speech sig-
nals. In [91], ICA is used to estimate the IBMs for separating the source signals from
two-microphones recordings of convolutive speech mixtures, but includes an additional
step, which introduces cepstral smoothing, in order to reduce musical noise caused by
the T-F masking. Other works [92] aim for a lower computational complexity and a
faster convergence compared to standard ICA methods [5], where a target speech is
extracted and recognised from noisy stereo mixtures.
An efficient and popular algorithm for ICA, named FastICA [5], is employed in
several works [93–97], offering fast convergence, guaranteed global convergence for cer-
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tain mixing conditions and contrasts, and robustness in presence of noise. Convolutive
mixtures are separated in [93] by using the FastICA algorithm. This algorithm com-
bines multi-channel whitening with fixed-point iterations, which allows the sources
to be reconstructed as they appear in the observed mixtures. In [94], an enhanced
FastICA is employed, showing less artifacts compared to the ICA method in [87]. A
different approach is followed in [95], where ICA is used for identifying the active com-
ponents of HMMs. The FastICA algorithm in [5] is here used to build independent
voice space for talker and environment adaptation. The work in [96] is based on the
maximisation of non-Gaussianity technique using Gradient ICA algorithm and Fas-
tICA algorithm, then compares the results of both methods. While FastICA needs
less execution time compared to Gradient ICA, the latter provides a higher efficiency
in separating speech signals. FastICA is also combined with sparse component analysis
in a recent paper [97], and applied to over and under-determined mixtures.
2.3.2 Computational Auditory Scene Analysis (CASA)
In Computational Auditory Scene Analysis (CASA) [3] the task is to separate mixtures
of sound sources like human listeners do. In the same way in which an image is analysed
and processed as a whole by sensing the single features, such as edges, textures and
colours, the sound reaching the human ear is subject to Auditory Scene Analysis
(ASA) [67].
A standard CASA system consists of four stages [3]:
1. Peripheral analysis: the input signal is processed using an auditory model,
resulting in a cochleagram (a T-F representation).
2. Auditory features extraction: some features are generated.
3. Segmentation: the system generates a collection of segments or contiguous re-
gions in a cochleagram.
4. Grouping: those segments which are likely to come from the same source are
grouped into a perceptual structure, called stream, corresponding to how the
source is mentally perceived by the listener.
CASA attempts to construct a machine that approaches human performance in ASA
by using one or two microphones recordings of the acoustic scene, in order to extract
individual source streams. A typical example in CASA aims to estimate an ideal
time-frequency mask, built e.g. by using a model of peripheral auditory system called
cochleagram, which emulates the human frequency selectivity. CASA is one of the first
attempts to imitate the human auditory system for the purpose of creating an audio
source separation system [98,99].
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Several works can be found in the literature, where CASA is applied to voiced and
unvoiced speech separation. Some early works on CASA can be found in [100–102].
In particular, in [100] the separation algorithm determines the pitch period of each
sound source, then a Markov model is used to determine the number of sounds present
and the type of each source. The amplitude of each source is determined and, at last,
a waveform of the separated output is re-synthesised. The work in [101] describes a
multi-stage architecture for early auditory processing. The input sound is transformed
into a map of neural firings in the cochlea, then cues are extracted from the cochlear
image. The model groups these cues into single sound events, which are then grouped
into sound sources. The model presented in [102] decomposes the signal into a series of
T-F regions, then looks for coherent subsets of auditory objects, with a final grouping
stage.
The residue-driven architecture is introduced in [103], which consists of an event-
detector, which calculates the residue by subtracting the predicted input from the
actual input, a tracer-generator, which extracts an auditory stream from the residue
and returns a predicted input for the next time frame. The work in [104] introduces a
multi-agent approach for sound stream segregation. Sound streams are first extracted
from a mixture of sounds, and then some sound stream is selected. Following these
works, in [105] the direction information of the sources is used to extract fundamental
frequencies of individual harmonic sounds. Sound source directions and fundamental
frequencies are used for sequential grouping of harmonic sounds.
A CASA model is the one studied in [65], where a multi-stage system that per-
forms pitch estimation, is used for monaural speech segregation. This work was then
improved in [106] by the same authors, where a tandem algorithm performs pitch es-
timation of a target speech and segregation of voiced portions of target speech jointly
and iteratively. A CASA system based on the model in [65] is guided by a metric
called Objective Quality Assessment of Speech (OQAS) in [107] for monaural speech
separation, increasing the accuracy of pitch estimation and, as a result, the separa-
tion quality. In [108] the authors apply shape analysis techniques, such as labelling
and distance functions, to complement discontinuous or missing auditory elements in
speech signals and improve the performance of the CASA-based speech separation sys-
tem. This technique improves the performance of the original CASA algorithm in [3].
In [109], the algorithm first classifies the T-F units, which are grouped together, and
then detects amplitude modulation rates for the separation of monaural speech mix-
tures. In this work, initial segments only consist of resolved T-F units satisfying the
time continuity and cross-channel constraints, solving the issue in [65] of unresolved
units being assigned to initial segments. Unlike [65, 107], which deal with voiced seg-
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regation, in a more recent paper [110], the problem of unvoiced speech segregation in
monaural recordings from non-speech interference is studied. Starting from unvoiced
speech with non-speech interference, the system removes estimated voiced speech, and
the periodic part of interference, then noise energy in unvoiced intervals is estimated
and unvoiced speech segregation is performed. Classic CASA methods [3] are also
improved in [111] by detecting pitch contours and assigning them to individual speech
sources. Moreover, the method assumes that sound signals are not necessarily all-
voiced speech. Pitch frequencies are detected, grouped, separated and missing pitch
frequencies, caused by the stronger talker masking the weaker talker, are separated, in
order to separate two speech sources from a mixture. The work carried out in [112],
attempts to separate both the voiced and unvoiced target speech simultaneously from
non-stationary monaural interfering sources by combining CASA with Max Vector
Quantisation Model (MAXVQ) to infer the mask, whose choice is motivated by ob-
serving that the log-energy in a narrow band of a mixture corresponds to the maximum
of the individual logarithmic energy in that band. In [113], the problem of speech sep-
aration is studied in the presence of either another speech source or noise by using
classic CASA techniques to estimate an IBM. Different from the previously mentioned
methods, weak assumptions are made about the various sound sources in the mixture
and the features used are the Gammatone Feature (GF) and a cochleagram derived
from Gamma-tone Frequency Cepstral Coefficients (GFCCs). GFCCs are also used
in [114], which combines CASA and deep learning for monaural speech separation,
where a DNN is used as a classifier to estimate the IBMs.
Current CASA techniques are limited by pitch estimation errors and residual noise.
In particular, CASA-based methods have problems in separating instruments playing
in the same pitch-range into different streams.
2.3.3 Non-negative Matrix Factorisation (NMF)
Non-negative Matrix Factorisation (NMF) aims to decompose a non-negative matrix
X ∈ RR×T into the multiplication of two non-negative matrices A ∈ RR×G and S ∈
RG×T as follows [6, 82]
X ' AS (2.12)
In audio source separation, X = (Xrt) is a data matrix of observations for the r-th
source at the t-th sample, A = (Arg) a mixing matrix, and S = (Sgt) a source matrix,
where A and S are non-negative. In order to do this, it is necessary to use a cost-
function JE that quantifies the quality of the approximation. For example, considering
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equation (2.1), the Euclidean distance
JE = DE(X;AS)
=
1
2
∑
rt
(Xrt − (AS)rt)2 (2.13)
is one of the most commonly used cost-functions, where r is the source index and t the
time index. By applying a simple descent step for S, this can be updated according to
S← S− η∂JE
∂S
(2.14)
or, in terms of elements,
srt ← srt − ηrt∂JE
∂srt
(2.15)
where η is a small update factor known as step size.
Besides the Euclidean distance, it is possible to introduce additional constraints
in the cost-function. A few of these cost-functions, like the extended Simultaneous
Multiplicative Algebraic Reconstruction Technique (SMART), are presented in [115]
and are able to achieve an improved efficiency and convergence rate.
In [116], NMF is used to decompose a spectrogram into a matrix in the frequency
domain i.e. notes, and their location along time. The system is tested on both artifi-
cially mixed audio and real musical recordings. Despite the good performance in terms
of signal to noise ratio (SNR), the method proposed is computationally expensive be-
cause it requires the phase information to be recovered through statistical inference.
In fact, the phase information is not included in non-negative matrices. Moreover, the
performance strongly depends on the number of bases used in the model.
In order to address this issue, other authors [117] expanded the classic NMF into
complex NMF:
Xrt =
∑
g
ArgSgte
iφgrt (2.16)
However, this approach is not exactly a standard NMF because, apart from the non-
negative matrices A and S, the third term on the right hand side (RHS) of equation
(2.16), containing φgrt, is a complex tensor. The advantage of this method over the
classic NMF, is the possibility to process also the phase information, contained in the
complex tensor φgrt. A more general extension of the NMF from matrices to tensors
is the Non-negative Tensor Factorisation (NTF), which has been studied in [118].
The main advantage of using NMF over methods such as ICA is that sources can
be recovered without any prior knowledge about the mean and variance of the sources.
However, NMF is algorithmically complex to implement and convergence can be slow.
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Moreover, using NMF leads to non-unique solutions. Introducing the non-negativity
constraint may not be sufficient to achieve sparseness in some situations, which has to
be enforced by adding penalty terms to the cost-function [119].
With regard to speech separation, a relevant paper is [120], where a cross-coherence
penalty is incorporated using a regularised NMF cost-function to learn discriminative
and reconstructive dictionaries, followed by another work by the same authors [121],
where a prior likelihood term is added to the NMF cost-function in order to encourage
the log-normalised gain vectors of the NMF solution to increase their likelihood under
a prior GMM. Standard supervised NMF methods show limited performance in min-
imising the mismatch between the optimisation objective used to train the dictionaries
and that is used to perform the actual estimation at testing time, in particular when
speech and noise signals are of similar nature. For this reason, the work in [122] aims in
matching the optimisation objective used at the training and testing stages. In [123],
discriminative training of the NMF basis functions is used, like in [120], but this
method has an additional training-time optimisation of the reconstruction of the basis
functions. In [124], a regularisation term is added to the cost-function to overcome the
limitation in standard NMF, where each frame is considered as an independent obser-
vation. A recent work [125] combines unsupervised dictionary learning via NMF with
spatial localisation by using the Generalised Cross Correlation (GCC) method. The
advantage of this method is that no prior knowledge of sources or mixing conditions
is required, as well as no training set of isolated sources or acoustic information.
Latest NMF-based methods employ deep learning techniques under the name of
deep-NMF for speech separation, in works such as [126–129]. The works in [126, 127]
improve the separation results over traditional NMF methods. In particular, deep-
NMF is shown to outperform deep feed-forward networks for speech separation using
fewer trainable parameters [126]. This problem is further studied in [129], where
recurrence between the NMF coefficients of adjacent frames is exploited. The work
in [128] improves previous two-stage approaches by combining T-F masking with NMF
reconstruction [130], by taking into account mask estimation error. DNNs have also
been applied to speech enhancement in [131], where the coding vectors of the NMF
algorithm are estimated by using DNNs, improving traditional NMF methods, and
[132], using a DNN-HMM approach to NMF.
2.3.4 Sparse Representation and Dictionary Learning
Sparse representation, represents a mixture signal in terms of a small number of active
elements chosen out of a larger set [133]. More specifically, a sparse array has most
elements set to zero. With the term dictionary learning we refer to the simultaneous
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search for both dictionary and sparse representations of a set of training signals [134].
In sparse representation any coefficient is assumed to have only a small probability
of being far from zero [135]. For example, if a musical piece is created by playing only
a small number of notes on a 88 keys piano (such as a chord succession), with pitches
active at a certain time, it is very straightforward to introduce the concept of sparsity
just by thinking that, at a very specific time frame, most of the keys are mute.
Suppose equation (2.1) is generalised by adding a random vector of zero mean
additive Gaussian noise e. In the simplest case, the noiseless case (e = 0), with
R = P , it is possible to use the ICA to identify and invert A. In the more common
under-determined case, however there are more sources than observations (R > P ), in
order to recover s, it is possible to use a sparse representation approach, for example
by transforming mixtures into the frequency domain, where only one source tends to
be active or dominant at each T-F bin. This allows the reconstruction of each of the
sources, by applying time-frequency masking techniques [135].
In [136], a multi-stage system for under-determined blind speech separation is pro-
posed, based on dictionary learning, by assuming that the sources are sparse in the
Fourier domain, they can be decomposed into the combination of a small number of
signal components (i.e. atoms) chosen from a dictionary (i.e. a collection of all the
atoms).
It is also possible to exploit the sparsity, by introducing a re-weighted `1 analysis
method to approximate an `0 norm [137]. In [83] a dictionary learning algorithm is
proposed, where the algorithm adapts to the internal structure of the training signals
subject to sparsity constraints. First, A in equation (2.1) is fixed in order to find a
sparse s, then the dictionary is updated, and the process is repeated with the given
constraint
‖x−As‖2F s.t. ∀‖s‖0 ≤  (2.17)
where ‖•‖F and ‖•‖0 are respectively the Frobenius and `0-norms. Sparse coefficients,
contained in s in equation (2.1), are evaluated by learning a dictionary matrix A.
Sparse representation and dictionary learning have been widely used for the blind
source separation problem. A popular work is [138], where three methods for learning
adaptive dictionaries are presented for under-determined speech separation to recon-
struct source signals. This work is expanded in [139], where the under-determined
blind source separation problem is formulated as a sparse coding problem, where the
dictionary is learned by an adaptive learning algorithm and the sources are recovered
with a sparse recovery algorithm. The work in [140] presents a greedy adaptive dictio-
nary learning algorithm to find sparse atoms for speech signals. This work and [139]
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show that those dictionaries having a lower average sparsity index of the atoms tend
to produce higher Signal to Distortion Ratio (SDR) performance. In [141], convolutive
noisy mixtures are separated by applying Audio-Visual Dictionary Learning (AVDL).
The performance is compared with Mandel’s state-of-the-art method [7], showing a
lower Overall-Perceptual Score (OPS) due to an imperfect match between atoms from
the learned dictionary with the testing sequence. In [142] a feature clustering method
is used to estimate the mixing matrix, then the estimation of the sparse dictionary
and the source signals are refined, by obtaining a sparse dictionary with a self-learning
algorithm. The sources are finally re-estimated using Compressed Sensing (CS) based
BSS. This system is shown to perform better than two baseline methods in [138]. In or-
der to avoid source confusion (i.e. some of the target speech components are associated
with atoms from the interferer speech dictionary and vice-versa), in [143] the training
sets are divided into two layers of components and hierarchical sub-dictionaries are
learned using different layers. The same authors developed an algorithm [144] which
learns a structured dictionary, containing atoms with better correspondences to the
talker labels, allowing for a better reconstruction of the sources after sparse coding.
Two methods are proposed in [145] for speech denoising and separation, where one
improves the efficiency of sparse coding by removing unimportant atoms while the
other improves denoising performance by removing unimportant atoms in the dictio-
nary. The same authors continued this study in [146], by analysing the assumptions of
sparse coding and show that distortions can be introduced to the reconstructed sources
if the assumptions do not hold true. Recently in [147], the case of single-channel speech
separation is achieved with joint dictionary learning, where a joint dictionary is ob-
tained by combining the identity sub-dictionaries for each of the speech sources. This
method, unlike [120,144], captures similarity between sub-dictionaries, reducing source
confusion with improved separation performance.
2.3.5 Supervised Learning
Supervised learning is a type of machine learning methods that infer class category
from a set of labelled training data. During the process, a function, alternatively
named a model, is learned to map from inputs to outputs. In the training process, it
is important to minimise the error while mapping a set of unseen data, that do not
belong to the training set. Ideally, the model should be able to map any new inputs to
the expected outputs, if the model is generalised enough. To this end, it is important
to have a large amount of training data which contains a variety of classes, in order
to adapt easily to new unseen data. Computer vision, speech recognition, time-series
predictions are just a few examples of applications for supervised learning.
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There are several popular supervised learning methods, such as Support Vector
Machines (SVMs) [148], which are discriminative classifiers defined by a separating
hyperplane. Given labelled training data, the algorithm outputs an optimal hyperplane
which can be used to categorise new examples. An SVM finds the best hyperplane
that represents the largest separation, or margin, between two classes. One weakness
of SVMs is that they have a high algorithmic complexity and require a lot of mem-
ory. Moreover, testing phase can be very slow. SVMs are used for monaural speech
separation in [149] and [150] to separate voiced and unvoiced speech.
Deep learning is an emerging supervised learning technique for speech separation,
to be discussed in Sections 2.4 and 2.5.
2.3.6 Other Unsupervised Learning Methods
The previously introduced ICA, NMF and dictionary learning can be considered un-
supervised learning methods. In this section, we will introduce other unsupervised
methods, such as HMMs (temporal pattern recognition), K-means clustering algo-
rithm (assigns observation to clusters), GMMs (clustering with soft boundaries) and
E-M algorithm (often used with GMMs).
Hidden Markov Models (HMMs) [151] are the Markov models whose states are not
directly observed. Instead, each state is characterised by a probability distribution
function modelling the observation corresponding to that state. HMMs have been
used in temporal pattern recognition. Some examples of works on speech separation
are [152], where a HMM is used for speech separation in noisy mixtures [153] and
in [154], for single microphone speech separation.
The K-Means clustering algorithm [155] aims to partition M observations into k
clusters, in which each observation is assigned to a cluster with the nearest distance.
An interesting work on blind speech separation using the k-means algorithm is [156].
Two limitations are that the algorithm has no intrinsic measure of probability or
uncertainty of cluster assignments and has no built-in way of accounting for elliptical
clusters, and thus circular clusters would be a poor fit.
Gaussian Mixture Models (GMMs) [157] attempt to find a mixture of multi-dimensional
Gaussian probability distributions that best model any input data set. It can be used
for finding clusters in the same manner as K-Means, but GMM allows to build soft
clustering boundaries, i.e., points in a space can belong to any class with a given prob-
ability. In other words, probabilistic cluster assignments are performed, so it can be
viewed as an extension of the ideas behind the K-Means algorithm, because it is more
flexible in terms of cluster covariance. Compared to HMMs, GMMs can model Prob-
ability Density Functions (PDFs) to any required level of accuracy, and are easy to fit
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to data using the EM algorithm. On the other hand, GMMs are statistically inefficient
for modelling data that lie close to a non-linear manifold in the data space [158]. For
example, while other methods might only require a few parameters for modelling the
set of points that lie very close to the surface of a sphere, it requires a large number
of diagonal Gaussians [159]. GMMs have been used for blind speech separation in
under-determined conditions in [160] and for two-talkers separation in [161].
In practice, the Expectation-Maximisation (E-M) algorithm [7] is often used to
find the parameters of the GMMs. Some applications of this algorithm can be found
in [7, 47, 162] for separating and localising multiple sound sources from an under-
determined reverberant two-channel recordings. In [47], adding the MV vector over
the ILD and IPD cues used in [7], shows improved separation performance when the
speech sources are closely located. In these works, the E-M algorithm is used to
estimate maximum-likelihood parameters of the model, which is replaced in [162] by
variational Bayesian inference, showing an improved estimation of the parameters of
the IPD for sources in close proximity.
Beamforming Beamforming [163] is a technique that requires a microphone array
and is accomplished by filtering the microphone signals and combining the outputs
to extract (by constructive combining) the desired signal and reject (by destructive
combining) interfering signals according to their spatial location. This technique can
separate sources with overlapping frequency content that originate at different spatial
locations. There are several works on speech separation, like [164], where a beamformer
is designed to extract the desired speech signals from multiple interfering signals in
noisy environments. Another relevant work is [165], where Gaussian mixture distri-
butions learned with the E-M algorithm, then beamformers are then developed based
on this model and applied to the under-determined case. In beamforming techniques,
increasing the number of microphones used leads to an increased amount of noise
attenuation.
2.4 Deep Learning Algorithms
In the previous sections, we discussed several classic techniques for speech separation.
Despite of their success, they also show some limitations. Deep learning techniques
have become very popular nowadays, with applications in many fields, proving that
they can outperform classic techniques. For this reason, we chose deep learning tech-
niques, rather than using other classical techniques.
This section provides a review of the main techniques used in deep learning. First,
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the training process in explained, then the main types of Deep Neural Networks
(DNNs) used for supervised speech separation are introduced, starting from very sim-
ple and obsolete architectures where only few neurons are used, to neural networks that
represent the state-of-the-art, such as Multi-Layer Perceptrons (MLPs) [59], Convo-
lutional Neural Networks (CNNs) [51], Recurrent Neural Networks (RNNs) [166] and
Capsule Networks (CapsNet) [167].
2.4.1 Artificial Neural Networks (ANNs)
Artificial Neural Networks (ANNs) have been developed in an attempt to emulate
the human brain structure, which is made of billions of neurons and connections. In
this section the mathematical concept of neuron is introduced, as well as the training
process for neural networks.
The Mathematical Concept of Neuron
Consider a training set (x,y) = (xm,ym)m=1,...,M , where x
m ∈ RQ, ym ∈ R and M is
the number of training samples. We first need to introduce the concept of bias unit
+1 or b (from now on we will use (xm, b) ∈ RQ+1), which is used to shift the input
function and make the learned function more flexible.
Figure 2.1: A neural network composed by a single neuron, with Q inputs and one
output.
A neuron can be defined as a computational unit that has several inputs xm, one
bias unit and one output hW,b(x), which is a function f(•) of the network parameters
(W,b) and the input x [168]:
hW,b(x) = f
(
Q∑
q=1
Wqxq + b
)
(2.18)
Figure 2.1 shows the structure of a single neuron in a neural network.
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The choice of the function f(•) is crucial: it is important to have something con-
tinuous, differentiable and fast to evaluate. The sigmoid function, whose form is
f(z) =
1
1 + e−z
(2.19)
is one of the most popular candidates. However, which function is the best to use
in practice is a matter of discussion still to these days [169]. A comparison between
the sigmoid function and other two functions that have been used in DNNs, namely
the hyperbolic tangent and the rectified linear functions, is shown in Figure 2.2. It
is easy to notice the different range of values assumed and the non-differentiability of
the rectified linear function1.
Figure 2.2: Comparison between three different types of activation functions.
Feed-Forward Training
Considering a set of input data x and output data y, a feed-forward network defines a
mapping y= f(x,θ), where θ = (W,b), is the set of network parameters, whose values
are learned to give the best function approximation. The term feed-forward is used
because the information flows through the function being evaluated from x, through
the intermediate computations used to define f and finally to the output y, without
feedback connections, that would feed the output of the model back into itself. Given
an architecture with input layer i.e. layer 1, x = (xi=1,...,Q,+1) ≡ (a(1)i=1,...,Q,+1) ∈
RQ+1, an output layer i.e. layer 4, (y1 ≡ a(4)1 ) with only one neuron, which is given by
equation (2.18) and two hidden layers (layers 2 and 3) with S2 and S3 neurons each,
whose values are not observed in the training set.
1In practice, due to the gradient averaging over many training examples during optimisation, the
non-differentiability is not a problem for the DNN functionality.
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Figure 2.3: A simple MLP with Q input neurons, two hidden layers with S2 and S3
neurons respectively, and an output layer with only one neuron.
The activation function a(L+1)i for the neuron i in the layer L + 1 is a linear com-
bination of the DNN parameters (W,b)
a
(L+1)
i = f
(
W
(L)
i1 a
(L)
1 + · · ·+W (L)iSLa
(L)
SL
+ b
(L)
i
)
(2.20)
where SL is the number of hidden units in layer L and a
(1)
i ≡ xi. The final output in
the specific case in Figure 2.3 is
h(W,b)(x) = y1 = a
(4)
1 = f
(
W
(3)
11 a
(3)
1 + · · ·+W (3)1S3a
(3)
S3
+ b
(3)
1
)
(2.21)
In the forward propagation [168] it is possible to rewrite everything in a more compact
form by introducing the weighted sum of inputs in layer L, that is z(L):
z(L+1) = W(L)a(L) + b(L) (2.22)
a(L+1) = f
(
z(L+1)
)
(2.23)
Back-Propagation
When a neural network is initialised, its weights are usually set to small random values.
The back-propagation algorithm [59] is used to adjust the weights of the connections
in the network such that the difference between the actual output of the network and
the desired output is minimised.
Given a training set (x,y) = (xm,ym)m=1,...,M , where x
m ∈ RQ+1, ym ∈ RK andM
is the number of training samples, a DNN can be trained by minimising the following
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cost-function using a gradient descent algorithm [168]
J(W,b) =
[
1
M
M∑
m=1
(
1
2
‖h(W,b)(xm)− ym‖2
)]
+
λ
2
Lo−1∑
L=1
SL∑
i=1
SL+1∑
j=1
(
W
(L)
ji
)2
(2.24)
where Lo indicates the last layer, which is the output layer. The first term is an
average squared error term and the second is a regularisation term that decreases
the magnitude of the weights W (L)ji and helps prevent overfitting2. λ is called the
weight decay parameter and controls the relative importance of the two terms in the
cost-function.
In order to prevent the activation a from taking the same values for any input
x, the set of parameters (W,b) is randomly initialised. J is a non-convex function,
which may have local optima, but the gradient descent algorithm works well with the
following step:
W
(L)
ij = W
(L)
ij − α
∂J(W,b)
∂W
(L)
ij
(2.25)
b
(L)
i = b
(L)
i − α
∂J(W,b)
∂b
(L)
i
(2.26)
where α is the learning rate.
For simplicity, given a single training example (x,y), where x ∈ RQ+1 and y ∈ RK
the back-propagation algorithm consists of the following steps:
1. Evaluate all the activation functions a(L)i for each layer by using the forward
propagation, to be explained in Section 2.4.2.
2. Starting from the last layer Lo, define an error term
δ
(Lo)
i =
∂
∂z
(Lo)
i
1
2
‖h(W,b)(x)− y‖2 = −
(
yi − a(Lo)i
)
f ′
(
z
(Lo)
i
)
(2.27)
where f ′ is the first-order derivative of f .
3. For all the hidden layers, labelled with L = Lo − 1, . . . , 2, set
δ
(L)
i =
(
SL+1∑
j=1
W
(L)
ji δ
(L+1)
j
)
f ′
(
z
(L)
i
)
(2.28)
4. Evaluate the partial derivatives
∂J(W,b)
∂W
(L)
ij
= a
(L)
j δ
(L+1)
i (2.29)
∂J(W,b)
∂b
(L)
i
= δ
(L+1)
i (2.30)
2The bias terms b(L)i are excluded because they would make a very small difference.
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Sparsity Constraints
When training a neural network, it would be beneficial to apply some kind of sparsity
constraint on the hidden layers, by minimising the number of active hidden units:
particularly when the number of hidden units is large [168]. In order to achieve this,
a sparsity parameter ρ close to 0 is introduced based on the average activation of each
neuron j, given by
ρˆj =
1
M
M∑
m=1
[
a
(L)
j (x
m)
]
(2.31)
The Kullback-Leibler divergence
SL∑
j=1
KL (ρ‖ρˆj) =
SL∑
j=1
[
ρ log
(
ρ
ρˆj
)
+ (1− ρ) log
(
1− ρ
1− ρˆj
)]
(2.32)
can be added to the cost-function (2.24), such that
Jsparse(W,b) = J(W,b) + β
SL∑
j=1
KL (ρ‖ρˆj) (2.33)
The minimisation of the KL divergence means that the condition ρˆj = ρ is satisfied
and the sparsity of a hidden layer L is thus imposed. The four steps seen at the end
of the above subsection need to be modified in order to include the KL divergence.
Dropout Algorithm
The dropout algorithm [46] uses a sparsity constraint to force a neuron to rely less on
the output of any other neuron and more on the population behaviour of its inputs.
This helps reducing overfitting, especially when the data set is small [45,46].
(a) Without dropout (b) With dropout
Figure 2.4: The application of the dropout algorithm removes part of the neurons and
their connections.
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During training, each neuron and its connections can be randomly deleted with
a given probability value, as shown in Figure 2.4, while the remaining weights are
trained by back-propagation, resulting in a ‘thinned’ network. During the testing, the
weights of the ‘thinned’ network are averaged in order to get an ‘unthinned’ network,
which has smaller weights.
Softmax Regression Model
The softmax regression model is used for multi-class classification [168]. We consider
a training set (x,y) = (xm, ym)m=1,...,M , where x
m ∈ RQ, ym ∈ {1, . . . , J}, J is the
number of classes and M is the number of samples. The objective is to estimate the
probability that ym is equal to each of the possible values 1, . . . , J .
Given the set of model parameters θ = θj=1,...,J , with θj ∈ RQ, we want to examine
the hypothesis vector
hθ
(
xi
)
=

p (ym = 1|xm;θ)
...
p (ym = J |xm;θ)
 = 1∑J
j=1 e
θTj xm

eθ
T
1 x
m
...
eθ
T
J x
m
 (2.34)
where the denominator makes the sum of all the elements of the vector equal to 1.
One important property of the softmax classifier is that if θTjq → θTjq + k, where k is a
constant, the hypothesis vector remains unchanged. The cost-function to minimise is
Jsoftmax(θ) = − 1
M
[
M∑
m=1
J∑
j=1
1{ym = j} log e
θTj x
m∑J
l=1 e
θTl xm
]
+
λ
2
J∑
j=1
Q∑
q=1
θ2jq (2.35)
where {•} is the indicator function, which returns 1 when its argument is a true
statement, λ > 0 is the weight decay parameter and guarantees a unique solution,
which is used in the second term3 to enforce the whole cost-function to be strictly
convex.
It is also important to evaluate the gradient with respect to θj, which is given by
∇θjJsoftmax(θ) = −
1
M
M∑
m=1
[xm · 1{ym = j} − p (ym = j|xm;θ)] + λθj (2.36)
2.4.2 Main Types of Artificial Neural Networks
In this section, the main types of artificial neural networks will be introduced. Their
mechanisms will be discussed and the differences between each other will be high-
lighted.
3This is called the regularisation term.
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Perceptron
A perceptron is the simplest and oldest type of neural network and acts as a binary
classifier. It works by taking its inputs and summing them, then by applying one acti-
vation function. The result is passed to the output layer. Unlike more advanced types
of neural networks, the only activation function used is the Heaviside step function,
which returns 1 if the input is positive or zero and 0 for any negative input.
Feed-Forward Network
The idea behind a feed-forward network originates in the 1950s. Different from the
perceptron, all the layers are fully connected and the activation goes from the input
layer to the output, without using back-propagation. Another main difference from
the perceptron is the hidden layer placed between the input and the output layers.
(a) Perceptron. (b) Feed-forward network.
(c) Deep feed-forward network. (d) Autoencoder.
Figure 2.5: Basic illustrations of several types of neural networks.
Deep Feed-Forward Network
This type of networks is essentially feed-forward networks with multiple hidden lay-
ers. This makes a huge difference in terms of training times because the presence of
additional layers exponentially increases the complexity of the network, due to the
way that the errors are propagated with the back-propagation algorithm. The first
attempts of using deep feed-forward networks were made in the 1960s [170], but they
started being more effectively trained only in the 2000s [171]. The output of a neuron
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is scaled by the connecting weight and feed-forward to be an input to the neuron in
the next layer. The training can be achieved by back-propagation. Many structures
like the one in Figure 2.1 can be combined to create an MLP, like the simple MLP
shown in Figure 2.3.
Multi-Layer Perceptron (MLP)
A Multi-Layer Perceptron (MLP) is a class of feed-forward artificial neural network
and consists at least of three layers, one input layer, one hidden layer and one output
layer. The term ‘perceptron’ is used because an MLP contains many perceptrons that
are organised into layers. The difference between a perceptron and an MLP is that
the latter contains multiple layers and uses a non-linear activation function.
Autoencoder (AE)
An autoencoder (AE) [172] is an unsupervised learning algorithm that tries to learn
a function h(W,b)(x) ∼ x by applying back-propagation, explained in Section 2.4.1:
this is achieved by setting the inputs to be coincident with the outputs (ym = xm).
The basic idea is to set a number of hidden units which is less than the number of
inputs and outputs, such that if there is a correlation in some of the input features,
the algorithm will be able to discover at least some of them. In other words, the AE
tries to retain the most important part of the information in order to ensure that the
output is as similar to the input as possible.
An AE is widely used for classification, clustering and feature compression and
is composed by two parts: an encoder which contains a code to describe the input,
followed by a decoder, which reconstructs the input from the hidden layers. There-
fore the data are first compressed and then uncompressed into a representation that
closely matches the original data. As a result, the AE can be used for dimensionality
reduction, for example by learning how to ignore noise.
Convolutional Neural Network (CNN)
A Convolutional Neural Network (CNN or ConvNet) is a deep learning algorithm that
uses convolutional layers to filter inputs for extracting useful information. The first
example of CNN was called LeNet-5 [14] and was able to classify digits from hand-
written numbers on checks. CNNs are organised in three dimensions, width, height
and depth and a general CNN structure, consisting of an input layer, n convolutional
layers, n pooling layers, a fully-connected layer and an output layer, shown in Figure
2.6. The main difference with DNNs is that neurons in one layer are not connected
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Figure 2.6: General structure of a CNN with input layer, n convolutional layers, n
pooling layers, fully-connected layer and output layer.
to all the neurons in the next layer but only to a small region of it. Neurons within
the same module are constrained to have the same connection weights. Moreover,
convolution is performed on the input data with the use of a filter or kernel [14], which
goes through the input, performs matrix multiplication and then sums the result, the
result is a feature map. The output of the convolution goes through the activation
function, in general ReLU is used because it trains the neural network several times
faster than other activation functions [173]. Features are detected after a series of
convolutions and pooling operations. The filter moves by a number of steps which is
called the stride, usually set to 1, meaning that the filter slides pixel by pixel. Setting a
larger strive decreases the filter overlap between consecutive steps. Padding with zeros
helps maintaining the spatial dimensions after performing convolution and improves
the algorithm performance, where pixels containing zeros are added to the borders of
the input image. A pooling layer [174] is usually added after each convolutional layer,
which reduces the dimensionality, thus reducing the number of parameters involved
[175], so the training time is reduced and also overfitting is mitigated. A common
pooling technique is max-pooling [176], where only the maximum value of each filter
window is taken. A fully connected layer assigns the probability to each predicted
image. Both the convolutional and the pooling operations give to a CNN the property
of translational invariance [177], which means that an object can be identified as the
same object even if it is moved in space.
Recurrent Neural Network (RNN)
Recurrent Neural Networks (RNNs) are a class of artificial neural networks whose
memory or feedback loops allow to better recognise patterns in data. One limitation
of traditional neural networks is that the inputs and the outputs are independent of
each other.
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Figure 2.7: Schematic representation of a RNN.
RNNs use two sources of input, the present and the recent past, so the output
depends on the previous computations, which is similar to the way humans react
to new experiences, in other words they use past knowledge to react to new data.
While, theoretically, RNNs are able to memorise an arbitrarily long amount of past
information, in practice they can only exploit the information from a few previous
steps [61].
Figure 2.7 shows a simple RNN being unfolded into a full network, which means
that the full time sequence is shown. In Figure 2.7, xt represents the input at time
step t, ht is the hidden state at time step t, ot is the output at step t, while U, V, and
W are, respectively, the weights for the input of the current state t, the output of the
current state t and the input of the previous state t − 1. f is a non-linear function,
e.g. tanh, ReLU or sigmoid.
The current state of the RNN cell, labelled as ht, can be evaluated by adding the
product between the input xt and its own weight U and the product between the
previous state ht−1 and its own weight W and then applying the non-linear function
f :
ht = f (Wht−1 +Uxt) (2.37)
where h0 is usually initialised to zero. The output is given by
ot = Vht (2.38)
The output is compared to the actual output and then an error value is computed.
The network learns by back-propagating the error via the network to update the
weights. A limitation in RNNs is caused by the vanishing gradients [178,179], leading
to difficulties in learning long-range dependencies between the samples. In this case,
their corresponding neurons are saturated and they drive other gradients in following
layers towards 0, which means that the gradient values are shrinking exponentially fast,
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eventually vanishing completely after a few time steps, leading to null contributions
from far away steps, so long-time dependencies cannot be learned. This also happens
in feed-forward networks, but in RNNs the problem is much more severe because they
tend to be very deep. Exploding gradients [180] could be another problem depending
on the activation functions and network parameters. When they occur, large errors
in the gradients accumulate and result in very large updates to the weights of neural
network model during training. They can be cured by clipping the gradients to a
certain threshold [181–183] or by introducing weight regularisations, which apply a
penalty to the loss function for large weight values, such as `1-norm or `2-norm. Also
using ReLU activation function helps, because its derivative is a constant of either 0
or 1 and is less likely to lead to vanishing gradients, unlike sigmoid and tanh, which
have derivatives which are equal to zero at both ends, as can be noticed in Figure 2.2.
More advanced structures such as Long-Short Term Memory (LSTM) networks [52]
and Gated Recurrent Unit (GRU) networks [184] have been introduced to avoid the
vanishing gradients problem. Compared to LSTMs, GRUs have simpler structures, so
they are easier to train and computationally more efficient, even though LSTMs are
able to remember longer sequences and are more suitable when modelling long-distance
relations. Choosing which architecture to use is proved to be secondary compared to
a proper choice of hyperparameters such as the layer size [185,186]. These works also
suggest that more advanced types of RNNs are better than standard tanh based RNN.
Long-Short Term Memory (LSTM) Network LSTM networks [52] were specif-
ically designed to avoid long-term dependency problem and so to overcome the vanish-
ing and exploding gradients in RNNs [187]. The standard structure of a LSTM [187]
includes:
Figure 2.8: A standard LSTM cell.
• A forget gate ft, which decides the amount of information from the past cell state
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Ct−1 to be discarded.
• An input gate it, which uses a sigmoid to decide which values will be updated,
while the tanh layer is used to create a vector of new candidate values, C˜t, that
could be added to the state.
• An output gate ot, which creates the input ht for the next recurrent state Ct.
Following Figure 2.8, the input, forget, output gates and the hidden state ht are
given by
it = σ
(
h(i)t + b
(i)
)
(2.39)
ft = σ
(
h(f)t + b
(f)
)
(2.40)
ot = σ
(
h(o)t + b
(o)
)
(2.41)
where σ is the sigmoid function, h(i)t , h
(f)
t and h
(o)
t can be obtained by adapting
equation (2.37) with the correspondent weights W(G) and U(G)
h(G)t = f
(
W(G)ht−1 +U(G)xt
)
(2.42)
where the index G stands for the gate initial (‘i’, ‘f’ and ‘o’) and b(i), b(f) and b(o) are
bias vectors. The internal recurrent state is
Ct = ftCt−1 + itC˜t (2.43)
where
C˜t = tanh(h
(C)
t + b
(C)) (2.44)
are candidates for the state of the memory cell. The hidden state ht is given by
ht = ottanh(Ct) (2.45)
Considering equation (2.43), there are two extreme cases, depending on the update
gate zt value:
• if ft = 0 → Ct = itC˜t, meaning that all the information from the previous
recurrent state Ct−1 is completely ignored, which helps avoid vanishing and
exploding gradients.
• if ft = 1→ Ct = Ct−1 + itC˜t, meaning that the previous memory from recurrent
state Ct−1 is passed to the current state Ct.
Gated Recurrent Unit (GRU) Network Gated Recurrent Unit (GRU) networks
[184] were introduced in 2014 to solve the vanishing gradient problem which comes with
a standard RNN. A standard GRU architecture is shown in Figure 2.9.
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Figure 2.9: A standard GRU cell.
• An update gate zt is used to determine how much of the past information needs
to be passed to the next steps.
• A reset gate rt is used to decide how much of the past information to forget.
Following Figure 2.9, the update and reset gates and the new memory state h˜t are
given by
zt = σ
(
h(z)t + b
(z)
)
(2.46)
rt = σ
(
h(r)t + b
(r)
)
(2.47)
h˜t = tanh
(
h(h)t + rtht−1 + b
(h)
)
(2.48)
where h(z)t , h
(r)
t and h
(h)
t are given by equation (2.42) by using their correspondent
W(G) and U(G) weights, and b(z), b(r) and b(h) are bias vectors. The hidden state is
given by
ht = (1− zt)ht−1 + zth˜t (2.49)
Considering equation (2.49), there are two extreme cases, depending on the update
gate zt value:
• if zt = 0→ ht = ht−1, meaning that all the information from the previous state
is passed to the next state.
• if zt = 1 → ht = h˜t, meaning that the previous memory from state ht−1 is
completely ignored, which avoids vanishing and exploding gradients.
Capsule Network (CapsNet)
The concept of capsule network was introduced by Hinton [188] in 2011. Capsules
are able to perform internal computations on their inputs and then encapsulate the
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results into a small vector of highly informative outputs. An advantage of CapsNets
over CNNs is the translation equivariance, meaning that they are able to recognise the
position of one object relative to another. For example, while a CNN can identify a
human face as a mouth, two eyes, two ears and a nose randomly placed into space,
a CapsNet needs them to be in the correct position, in order to recognise them as a
human face.
Figure 2.10: The CapsNet proposed in the original paper by Hinton [188], consisting
of three capsules.
Generative Adversarial Network (GAN)
Generative Adversarial Networks (GANs) [62] were introduced in 2014 and they can
learn to mimic any distribution of data. A GAN consists of two neural networks trained
with back-propagation, respectively named the generator and the discriminator, acting
as a double feedback loop. In a real life analogy, the generator is similar to a robber
producing counterfeit notes, who aims to minimise the likelihood of the discriminator
that the note is fake, which plays the role of the cop.
• The generator is a neural network that generates new data. Usually it is initially
fed with a randomised input and it returns e.g. an image.
• The discriminator is a second neural network that evaluates the authenticity of
the data coming from the generator, it decides if each instance of data belongs
to the actual training data set or not. For example, the generator takes a series
of images from the training data set, which acts as a ground-truth and the image
from the generator, then it returns the probability that the generated image is
authentic or fake. The training stops when a certain level of accuracy is reached.
GANs have already been used in several applications. In [189], GANs are used to un-
tangle the scene’s foreground from the background, in [190] to synthesise high-quality
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3D objects and in [191], to recover features from artificially degraded astrophysical
images of galaxies.
2.5 Deep Learning for Speech Separation
Deep learning approaches have been recently applied to solve the Blind Speech Sep-
aration (BSS) problem, showing improved performance over classic methods, such as
independent component analysis [4], computational auditory scene analysis [3], and
non-negative matrix factorisation [6]. A variety of DNN topologies [172] have been
investigated for speech separation, such as MLPs [59], CNNs [51], RNNs [166] and
CapsNet [167]. In particular, we learned that MLPs can be considered as a vanilla
DNN, thus can be used as a baseline for more complex architectures, such as CNNs
and RNNs.
This section briefly reviews some of the most important works in the literature on
the speech separation task, then explains how the main types of input cues and targets
are used when training the DNNs.
2.5.1 Applications of DNNs to Speech Separation
This section is an overview of the DNNs related methods applied to speech separation.
Even though deep learning has been applied only recently to speech separation, there
are already a large number of works, due to the increasing computation capabilities
of modern machines, which is mandatory for optimising the model parameters during
the training phase.
Despite other possible methods for grouping the existing literature, we decided
to summarise these works based on the number of microphone channels used for the
recordings. In fact, while in the single-channel (or monaural) case spectral features
can be exploited, in both the two-channel (or binaural) and the multi-channel cases
spatial cues, which can be extracted by comparing the signals from different channels,
can also be exploited.
For this reason, the type of features used for the training depends on the number
of microphones used, suggesting that sorting these methods by the number of channels
is a good choice.
An alternative could be sorting these works by over/under determined case which
depends both on the number of microphones used and the number of speech sources
recorded. However, while the number of channels used is fixed within a given exper-
imental setup, the number of speech sources could be varied, so this is not the most
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convenient choice.
Monaural Source Separation
DNN-based source separation has been extensively studied for mono- or single-channel
recordings. One of the first works on deep learning based source separation was pre-
sented in [11], where two speech sources are separated by using a feed-forward DNN
and an RNN, where each of the spectra is obtained by using the following multiplica-
tion
S1(t, f) =
|S1(t, f)|
|S1(t, f)|+ |S2(t, f)|Φ(t, f) (2.50)
where Φ = (Φ(t, f)) is the mixture spectrogram and S1 = (S1(t, f)), S2 = (S2(t, f))
are the spectrograms of the sources and are used as training targets of the neural
networks.
A similar approach was proposed in [15], where a DNN is trained to estimate the
LPS of the target talker from that of a mixture of two talkers. The work presented
in [16], further extends this idea, where a DNN is used to map a mixture of two
talkers to the spectrum of the target and interfering talkers at the same time. In
[18], the authors use layers of multi-context networks, each one performing a different
task, for monaural separation. More recently, [192] uses different set of features to
predict multiple IRM frames, which results in a better separation performance. Deep
clustering has been used for source separation for the first time in [193], which combines
DNN-based feature learning and spectral clustering where the K-means algorithm is
applied to cluster the T-F units of all the segments into talker clusters. This method
has also been exploited in [194] for the same task, and has been more recently expanded
in [195, 196], where attractor points are used to cluster centres in order to pull T-F
units dominated by different talkers to their corresponding attractors, yielding even
better results compared to deep clustering. In [197], permutation-invariant training
has been proposed, where the two outputs of the DNN, which is used to estimate the
T-F masks, are not tied up to any of the talkers in a noisy speech mixture and one
talker can dynamically switch from one output to another. MLPs have been used
in [12, 17, 49] to estimate clean speech from noisy speech mixtures, where IRMs or
Spectral Magnitude Masks (SMMs) have been used as training targets.
Besides the vanilla DNN based source separation, other types of neural networks
have been recently employed for sound source separation. RNN structures are consid-
ered in [198] for the estimation of two T-F masks for two speech sources and a more
complex RNN structure, i.e. Bi-directional Long-Short Time Memory (BiLSTM) has
been presented in [196], where the speech sources are estimated after being clustered
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to attractor points. A convolutional denoising AE is investigated in [26]. A number of
other network structures have also been considered [199–201]. GANs have also been
employed in speech enhancement (SEGAN) in [202, 203], where the generator creates
an enhanced spectrogram from a noisy input by fooling the discriminator. Although
most of the works here presented have focused on two-talker mixtures, the separation
framework can in principle be expanded to the separation of more than two speech
sources.
Binaural Source Separation
For binaural source separation, the neural networks are often trained by using spa-
tial features, or by using them together with the monaural features. The first work on
DNNs on binaural separation is presented in [20], where binaural features like ITD and
ILD, are extracted together with the monaural feature GFCC, and passed to a sub-
band DNN for IBM estimation. This study shows how DNNs can be trained by using
spatial features and generalise to different RIRs and room reverberations. Further-
more, it shows that the addition of monaural features to spatial features can improve
the separation performance when the sources are closely located. In [21], the DNN
is fed with spatial features like ILD and IPD and enhanced features with an initial
mask derived from location information. This work shows that, adding a monaural
feature from the pre-enhanced speech, can improve enhancement performance. Sub-
band ILDs combined with LPS from the left-ear channel are used for speech denoising
in [204]. In [13], a system of stacked AEs is trained with IPD, ILD and MV, where
the AEs were used to replace the E-M algorithm used in [47]. These spatial features
are fed into the AEs in sub-bands, for T-F mask estimation, used to separate a target
speech in multi-source mixtures, recorded in reverberant rooms [205]. This method-
ology provides good separation results, but is computationally expensive, due to the
large number of DNNs to be trained for a number of sub-bands. Moreover, global
information across the whole frequency band is not fully exploited for each sub-band
DNN, resulting in information loss. A more complex system is employed in [22], where
spectral features are extracted from the output of a beamformer and is fed into a DNN,
together with spatial features such as the ILD and the ITD, into the input of a DNN,
which is used for the IRM estimation. This system, used to separate a target talker
inside a reverberant multi-source environment, is able to achieve better separation
performance compared to traditional beamforming techniques. A different recording
device is used in [23], which further studied the binaural case considering dynamic
factors introduced by head movements for improved sound localisation for a number
of different DOAs from both front and rear angles, using a Binaural Room Impulse
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Response (BRIR) database recorded at TU Berlin [206]. The binaural case has also
been examined with two-microphone setups without the dummy head. In [207], the
RIRs are recorded in several reverberant rooms with two microphones, which have been
used in [50], where LPS features are combined with non-linearly transformed spatial
features, extracted from the IPD. The same idea is further exploited in [24], where
the DNN is replaced with other types of neural networks, showing that RNN-based
methods with BiLSTM structure offer better performance than other structures, such
as MLP, CNN and CapsNet.
Multi-Channel Source Separation
The literature contains several works [29–35] where multi-channel speech separation
is performed with deep learning techniques. In literature, most of the works on
multi-channel speech separation employ classic methods, such as Multichannel NMF
(MNMF) [208, 209], beamforming [210], GMM [211], and Convolutive Transfer Func-
tion (CTF) approximation [212]. In [213], separation is achieved through clustering
by means of affinity propagation, with the advantage of not knowing in advance the
number of speakers. A sparse array of higher order spherical microphones is used
in [214]. The harmonics are obtained by solving a system of linear equations. A sensor
array network with multiple two-channel separation units is used in [215], exploiting
ICA for BSS. Independent Vector Analysis (IVA) is employed in [216] for real-time
recordings from a four-channel microphone. Speech separation is also studied with
an array geometry adaptation algorithm [217], where a microphone array is mounted
on a humanoid robot. In particular, [29, 30] use the same six-channels microphone
array, mounted on a tablet, focusing on speech separation for single-talker noisy audio
recordings. The work in [29] offers a comparison of 26 DNNs systems for the third
‘CHiME’ challenge, while in [30] the DNNs are combined with the E-M algorithm to
directly estimate the speech sources. A different type of microphone array, called HOA
format, is used in [31]. The HOA format decomposes the sound field on the basis of
spherical harmonics functions and can be considered as an extension of the B-format
microphone. Starting from the assumption that the DOAs of the sources are known,
these are used to train a LSTM for the estimation of T-F masks.
Recently, several attempts have been made to combine DNNs with classic tech-
niques, such as ICA [30,32, 33]. In particular, the Multi-channel Variational AutoEn-
coder (MVAE) method is introduced in [33], which uses a Conditional VAE (CVAE)
to model and estimate the power spectrograms of the sources in a mixture. This
method has shown significant improvements over classic methods, but the separa-
tion performance degrades in highly reverberant environments, since MVAE assumes
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an instantaneous mixture model. A method of integrating beamforming and single-
channel speech separation approaches, is proposed in [34], where a DNN is composed
of both fully-connected and BiLSTM layers. The main limitation of this method is
that beamforming-based techniques usually require a large number of microphones, in
this case seven.
Separation and localisation networks are jointly trained in [35] by using a cost
function based on a complex GMM, and are used to estimate the posterior probabilities
of the T-F masks and DOAs. This is employed to resolve the frequency permutation
ambiguity for four-microphones array recordings. The method can also deal with an
unknown number of sources, since DOAs can be used for counting the number of
sources. However, the separation performance sometimes decreases regardless of the
DOA differences.
Unlike the vast majority of the aforementioned methods, which only rely on the
sound pressure information, in this thesis, we also consider the pressure gradients,
which can be captured by B-format microphones, which have a compact structure,
and offers distinctive spatial cues due to their directional polar patterns. We chose to
use the SoundField system [36] for our B-format recordings, which contains a densely-
distributed array of four microphones. Particularly, one microphone is used to gather
the information of the sound pressure, while the other three, oriented along the x-y-z
axes, can measure the pressure gradient along each axis. The B-format microphone
has already shown good performance for sound separation using e.g. GMM-based
clustering method [30,37,39–41]. Good performance are also achieved in [38], where a
variation of the B-format array, namely the Acoustic Vector Sensor (AVS), is used with
a BSS technique called Degenerate Unmixing Estimation Technique (DUET). Little
work has considered the use of deep learning techniques for speech separation with B-
format recordings, thus will be studied in this thesis (Chapter 5). In the literature, the
only work considering deep learning with B-format recordings is [54], for the purpose
of generating ambisonics using both audio and visual cues for virtual reality.
2.5.2 Low-Level Features
Choosing the appropriate features is crucial when training DNNs for source separa-
tion. In early studies on speech separation, the mostly used features were pitch-based
features [106,218,219], as well as Amplitude Modulation Spectrogram (AMS) [220] for
the monaural case while, for the binaural case, ITD, IPD and ILD [221]. IPD and ILD
represent, respectively, the phase and the amplitude difference between the left and
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the right channels, given by [7]
ILD(t, f) = 20 log10
(∣∣∣∣XL(t, f)XR(t, f)
∣∣∣∣) , (2.51)
IPD(t, f) = ∠
(
XL(t, f)
XR(t, f)
)
. (2.52)
where XL = (XL(t, f)) ∈ RT×F and XR = (XR(t, f)) ∈ RT×F are the T-F domain
representation of the left and right signals at each time frame t and frequency bin f
respectively. The ILD is more effective for localising high frequency sounds because low
frequency sounds are not attenuated much by the listener’s head. Moreover, because
the listener’s head partially shadows the ear opposite to the source, the ILD arises when
the sound source is not centred. The IPD ranges in [−pi,+pi] and has a discontinuity
at the boundary of its domain.
Several other features, Mel-Frequency Cepstral Coefficient (MFCC) [222], percep-
tual linear prediction (PLP) [223], and Relative Spectral Transform PLP (RASTA-
PLP) [224] have been studied in [225] for monaural separation. The study conducted
in [226] on supervised speech separation at low SNRs compares many different features,
by training an MLP, which uses an IBM mask as a target. Gammatone-domain fea-
tures, i.e. Multi-Resolution Cochleagram (MRCG) [226], Gammatone Feature (GF),
and GFCC outperform several other features, like autocorrelation features based on
the MFCC, medium time-filtering features, modulation domain features and pitch
based (PITCH) features. Another study [227] performs a comparison on speech de-
noising and talker separation in reverberant rooms by using a DNN for IRM estimation.
The features considered are the same as in [226], with the addition of Log Spectral
Magnitude (LOG-MAG), Log Mel-Spectrum (LOG-MEL) and raw waveforms signals.
According to this study, the best set of features for two-talkers separation consists
of Power-Normalised Cepstral Coefficient (PNCC), GFCC, and LOG-MEL. It also
suggests the importance of features for speech separation, because of the poor per-
formance achieved by the raw waveform signals. However, CNNs and RNNs may be
more indicated for processing raw waveforms directly, compared to forward DNNs.
The spatial features of ILD and IPD are explored in [17], which can be boosted
with spectral features of LPS [24,60], formed as:
LPS(t, f) =
1
2
(
log
(|XL(t, f)|2)+ log (|XR(t, f)|2)) . (2.53)
Other spatial features include Mixing Vectors (MVs) [47], given by
MV(t, f) =
W˜ (f)v(t, f)
‖W˜ (f)v(t, f)‖F
(2.54)
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where W˜(f) = (W˜ (f)) ∈ RP×P×F is a whitening matrix which is used to make the
data v statistically uncorrelated4 and
v(t, f) =
[XL(t, f), XR(t, f)]
T
‖[XL(t, f), XR(t, f)]T‖F
(2.55)
Another features utilised in traditional statistical methods are angular features [39],
whose derivation and usage will be discussed in Chapter 5.
2.6 Room acoustic effects
In the previous section we introduced several low-level features, which can be used for
training the DNNs. In particular, some of the popular spatial features used in binaural
source separation are ITD, ILD, IPD and MV, while spectral features, i.e. LPS, log-
mel features (i.e. GFCC, MFCC), PLP derived features (i.e. RASTA PLP) and input
cues derived from the magnitude of the spectrograms (i.e. LOG-MAG) are often used
in monaural speech separation. These features can be potentially employed in multi-
channel speech separation, as well as other specific multi-channel inputs derived from
the additional number of microphones (we will provide more details in Chapter 5).
The choice of the features used for training the DNNs is related to the type of speech
mixtures to be separated. In particular, in this thesis, the amount of reverberation in
a room directly increases the complexity of the problem under study. This requires
an understanding of room acoustics, which plays a key role in determining how the
sound propagates in indoor environments. In this section, we will explain how a sound
wave interacts with the surfaces in the room. Mechanisms like specular reflections,
scattering and diffraction are, in fact, the main components of RIRs, which will be
used in this thesis to simulate reverberant environments.
2.6.1 Acoustic reflections
A sound can be defined as a physical event that a human can perceive through the
auditory system. A sound is characterised by oscillation of the air particles, inducing
local variation of the atmospheric pressure. A sound field can be represented by the
superimposition of sound waves [228], more specifically it can be approximated with
spherical and plane waves. By assuming the air homogeneous and at rest, the sound
speed is a constant given by
c = 331.4 + 0.6Q (2.56)
4It means that the covariance matrix of v = (v(t, f)) ∈ CP×T×F is diagonal and unitary.
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where Q is the air temperature in degrees Centigrade.
(a) d  λ0: specular reflec-
tion.
(b) d ' λ0: scattering (c) d  λ0: specular reflec-
tion
Figure 2.11: Specular reflection and scattering depend on the sound wavelength λ0
and the size of the surface irregularities d. Picture from [228].
A sound can bounce off the surfaces of an indoor environment, such as walls,
ceilings, and floors, resulting in the sound wave being reflected. We can distinguish
three main types of acoustic reflections [228] as listed below.
• Specular reflections are produced by a sound reflected by a smooth unbounded
wall. Part of the energy carried by the incident sound wave is reflected and part
is absorbed. The absorbed energy is either transferred to the environment or
transformed into heat. Due to the loss of energy, the reflected component is
attenuated and a phase shift occurs.
• Scattered reflections are included in the RIR reverberation, they are caused by
the surfaces being non-smooth. Three cases can be distinguished and shown in
Figure 2.11:
a. When the size d of the surface irregularities is much smaller than the sound
wavelength λ0, the irregularities do not affect the reflected sound, which
follows the specular reflection properties.
b. When d and λ0 are comparable, the sound wave is scattered toward every
direction.
c. When d is much larger than λ0, the surface can be approximated as a flat
surface, which reflects the sound by following the specular reflection model.
• Diffraction waves occur when the incident sound wave vinc hits the edge of a sur-
face with semi-infinite dimensions. In this case, the edge generates a diffracted
sound wave, which interferes with the initial sound wave. The diffraction mech-
anism is shown in Figure 2.12. Diffracted waves are utilised by the human
auditory system to localise sound sources.
These acoustic reflections are included in the RIR reverberation part, which will be
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Figure 2.12: A planar sound wave vinc hits an edge with semi-infinite dimensions,
producing diffraction waves. Picture from [228].
described in Section 2.6.2.
2.6.2 Room reverberation
Reverberation time is the time required for the sound to ‘fade away’ or decay in a
closed space. Sound in a room will bounce off surfaces such as the floor, walls, ceiling,
windows or tables. Reverberation is introduced when these reflections mix together.
Reverberation can be reduced by introducing materials that can absorb the reflections
in the room surfaces, such as curtains, chairs and even people [229].
Figure 2.13: A RIR can be divided into three components: the direct sound (red), the
early reflections (green) and the late reverberation (blue). Picture from [229].
The RIRs are composed by three parts [228]: the direct sound, the early specular
reflections and the late non-specular reverberation, as shown in Figure 2.13. While the
early reflections convey a sense of the geometry, the late reverberation is indicative of
the size of the environment [230]. From a perceptual point of view, the late reverbera-
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tion can also be seen as the perception of many reflections from distant surfaces, while
the early reflections come from nearby objects. The first early reflection is, usually, a
strong specular reflection, highly correlated to the direct sound.
In order to quantify the amount of reverberation of an indoor environment, several
parameters have been developed. A commonly used one is the RT60, corresponding
to the time required for the total energy of the RIR to be reduced by 60 dB from the
maximum value [231]. It is given by:
RT60 ' 0.161 Vtot
Stotα¯
(2.57)
where Vtot is the total room volume, Stot is the total area of the room reflective surface,
and α¯ is the average room absorption coefficient. The Initial Time Delay Gap (ITDG)
is the time interval between the arrival of the direct sound and the first significant
reflection and describes the early reflection pattern, the DRR represents the ratio
between the energy of the direct sound and the reflections [205].
Considering the central role of reverberation in this thesis, we provide a background
of works using deep learning techniques to study the problems of source localisation
and separation that have dealt with the reverberant acoustical environments.
2.6.3 Deep learning for source localisation in reverberant en-
vironments
The problem of source localisation in reverberant environments has been widely studied
with deep learning methods in recent years and has been addressed in a number of
dedicated challenges.
The Sound Event Localisation and Detection (SELD) task, is one of the tasks
proposed in the DCASE 2019 challenge. Given a known set of sound event classes, the
goal is to detect the temporal activities of sound events and further localise them in
space when they are active [232]. The data set used contains several sound events with
a spatial coordinate, including azimuth and elevation angles. The data set includes
sound events, which are spatialised using real-life RIRs collected at multiple spatial
coordinates in five different rooms, with varying dimensions and material properties.
The SELD task has been studied by several authors with different types of neural
networks. Just to mention the ones with the best official system rank, CRNNs are
used in [233], CNNs in [234], while both CNNs and GRUs are exploited in [235].
The IEEE-AASP challenge on acoustic source LOCalisation And TrAcking (LO-
CATA) [236], aims for source localisation. There are several tasks, including localisa-
tion of single/multiple static/dynamic speech sources. The data set provides different
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real-life scenarios in an enclosed acoustic environment. Four different microphone ar-
rays haven been used, with 2-, 12-, 15- and 32-channels microphones. A DNN-based
approach for the DOA estimation is proposed in [237].
The Hands-free Speech Communication and Microphone Arrays (HSCMA) con-
ference [238] also addresses the problem of localisation in reverberant environments.
Deep learning techniques for the localisation task are used in [239], where several types
of neural networks architectures have been tested, while most other works are based
on classic techniques, such as GMMs [240] and beamforming [241].
The REVERB challenge [242] evaluates several techniques for automatic speech
recognition in reverberant environments under various conditions. Its database con-
tains both real and simulated reverberant speech recordings. The challenge includes
tasks for 1-, 2-, and 8-channel recordings. The top scoring methods, involving deep
learning techniques, are [243], which uses a fully-connected DNN/RNN system, and
a fully-connected DNN in [244]. Some other interesting works are [245], using deep
RNNs, and [246], where an LSTM is combined with a GMM.
Besides these challenges, a variety of works on reverberant speech localisation have
been recently published. For example, in [247], DNNs are used for DOA estimation,
by combining T-F masking and generalised cross correlation with phase transform.
In [248], timing cues, such as GCC-PHAT are combined with LogMel features, which
are extracted from speech recordings in simulated reverberant rooms, and are processed
by using a CNN. Localisation of multiple sound sources is studied in [249] in real
reverberant scenarios by domain adaptation, more specifically weak supervision and
domain-adversarial training. In [250], spherical harmonic components of the signals
captured by a first-order ambisonic microphone are fed into a CNN for localisation of
3D sound events. Environments with strong reverberation are considered in [251].
2.6.4 Deep learning for source separation in reverberant envi-
ronments
The presence of room reverberation increases the difficulty in speech separation as room
reverberation can smear the time-frequency structure of speech mixtures and thus has
a detrimental effect on speech separation performance. The use of deep learning for
reverberant speech separation has been studied for single-channel, two-channel, and
multi-channel cases, as briefly discussed next.
For single channel case, de-reverberation and separation is achieved in [252] with
deep learning techniques, which is further expanded in [253] with a two-stage approach
using two DNN-based methods. The monaural separation case is also studied in [254],
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where a fully-connected network and a LSTM are compared.
The vast majority of works on source separation in reverberant conditions employ
two-channel microphones. Earlier works [13, 20, 204] have been discussed in Section
2.5.1, but there are also several other recent papers [22, 24, 50, 255] which are worth
mentioning.
A comparison between LSTM and deep feed-forward networks is presented in [255],
using recordings with simulated RIRs, suggesting that better separation performance is
achieved by the LSTM networks. The same authors further study this problem [256] in-
troducing a two-stages network based on BiLSTM, whose first stage is used for separa-
tion and de-reverberation of the speech signal, while the second stage further enhances
the signal. An exhaustive comparison between several DNNs architectures is presented
in [24], which expands the previous work in [50], suggesting that bi-directional RNNs
outperform other architectures with consistent improvements. Another approach is
presented in [23], which improves sound localisation and separation by introducing
head movements for the dummy head used for capturing the BRIRs.
For the multi-channel case, some of the existing works have considered reverberant
mixtures, as mentioned in Section 2.5.1. More specifically, deep clustering is used
in [257], while DNNs are combined with ICA in [33] and beamforming in [34].
2.7 Data sets
In the previous section, we explained RIRs and how the characteristics of a given
room, i.e. its size, temperature, surfaces and furniture affect the propagation of the
reflected sound waves. RIR data sets have a key role in this thesis, because they allow
us to generate a huge quantity of reverberant speech utterances without actually being
forced to record hours of audio. A RIRs data set contains the characterisation of a given
room, for several experimental conditions, such as different types microphones, sources
positions, etc. In this section we introduce some RIRs data sets, which can be used
to generate reverberant speech mixtures, as well as a speech data set named TIMIT,
which consists of many non-reverberant speech utterances which can be convolved with
a RIR data set to create reverberant utterances.
2.7.1 RIRs data sets
In this section, we describe some RIRs data sets which have been used in the literature.
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S3A data set
The S3A and POSZ data sets [258] include the RIRs from four rooms, recorded with
different microphones. More specifically, two microphones are used for the data ini-
tialisation: a 48-channel bi-circular array, with a typical microphone spacing of 21
mm and an aperture of 212 mm and a dummy head (either a Cortex Manikin Mk2
Binaural Head and Torso Simulator and a Neumann KU100 dummy head, depending
on their availability for the recordings). The microphones are used to record the RIRs.
In order to avoid any kind of interference effect, the dummy heads and the bi-circular
array were recorded separately. The RIRs are recorded at 48 kHz with the swept-sine
technique [259]. RIRs were recorded in four rooms.
Room Lateral angles (deg) Ltot AVG TISA(deg) DRR(dB) RT60(s)
‘Vislab’ 0, ±30, ±60, ±90 7 75 17.8 0.32
‘DWRC’ 0, ±27, 3 37 3.9 0.27
‘BBC UL’ 0, ±37, ±110 5 71 15.7 0.28
‘Studio1’ 0, ±27 3 32 6.0 0.94
Table 2.1: Room acoustic properties.
The database includes RT60, DRR and the average target-interferer separation
angle (AVG-TISA), which can be found in Table 2.1, together with the number of
loudspeaker positions Ltot and their lateral angles. The plan of views for each room
are shown in Figures 2.14 (a), (b), (c) and (d).
a. ‘Vislab’ was an acoustically treated room at the University of Surrey, contain-
ing the Surrey Sound Sphere, a spherical structure with radius 1.68 m. The
loudspeakers were located along the sphere equator. A dummy head was used,
more specifically the Cortex Manikin Mk2 Binaural Head and Torso Simulator.
The dummy head and the bi-circular microphone array were placed at the sound
sphere centre.
b. ‘Digital World Research Centre’ (DWRC) is furnished as a living room-like area.
A Cortex Manikin Mk2 Binaural Head and Torso Simulator are placed on a sofa,
while the bi-circular array is positioned right behind it.
c. ‘BBC UL’ is a room at the BBC R&D centre, in Salford, UK. Similar to DWRC,
it is furnished as a living room-like area. A Neumann KU100 dummy head is
positioned on an armchair and the bi-circular array of microphones is separately
measured at the same position.
d. ‘Studio1’ is a large recording studio at the University of Surrey. A Cortex
Manikin Mk2 Binaural Head and Torso Simulator is used as the dummy head,
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with the loudspeaker placed at the same height as the dummy head. The mi-
crophone array is located at about 2 m from the dummy head.
(a) ‘Vislab’ . (b) ‘DWRC’ .
(c) ‘BBC UL’ . (d) ‘Studio1’ .
Figure 2.14: Plan views of the four recorded rooms. The dummy head is placed on the
red dots, while the positions of the loudspeakers are represented by the corresponding
stylised symbol. Pictures from [258].
2.7.2 TIMIT
The TIMIT data set [260] is designed to provide speech data for acoustic-phonetic
studies and for the development and evaluation of automatic speech recognition sys-
tems. The data set consists of recordings of 630 talkers, male and female, of eight
major dialects of American English, each reading ten phonetically rich sentences. The
data set is recorded at 16-bit, 16 kHz at Texas Instruments, Inc, by Massachusetts
Institute of Technology, SRI International and Texas Instruments, Inc.
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2.7.3 Non-Speech Data set
The non-speech data set [106] contains 100 non-speech sounds which are very common
in the real world acoustic environments, such as crowd noise, machine noise, alarm and
siren, traffic and car noise, animal sounds and water sounds. The data set is recorded
at 16 kHz.
2.8 Evaluation Metrics
In Section 2.7, we introduced some data sets, which can be used for generating rever-
berant speech mixtures. In order to quantify the performance of our speech separation
methodologies, we need to introduce appropriate metrics, which can compare the esti-
mated speech quality with the corresponding original speech utterance. In this section
we introduce the metrics used for the objective and perceptual evaluation of our meth-
ods.
2.8.1 Objective Metrics
The objective metrics used in this thesis are the Signal to Distortion Ratio (SDR),
Signal to Artifact Ratio (SAR), Signal to Interference Ratio (SIR) and Signal to Noise
Ratio (SNR), defined in [261]
SDR = 10 log10
‖starget‖2
‖einterference + enoise + eartifacts‖2 (2.58)
SAR = 10 log10
‖starget + einterference + enoise‖2
‖eartifacts‖2 (2.59)
SIR = 10 log10
‖starget‖2
‖einterference‖2 (2.60)
SNR = 10 log10
‖starget + einterference‖2
‖enoise‖2 (2.61)
where starget is a function of the original signal, containing some distortion, while
einterference, enoise and eartifacts represent, respectively, the interferences, noise, and
artifacts error terms.
2.8.2 Perceptual-like Metrics
The Perceptual Evaluation of Speech Quality (PESQ) [262] is defined in the standard
ITU P.862 as the mean for evaluating the quality of speech transmitted over communi-
cation channels. This metric has shown a very high correlation with subjective quality
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for a wide variety of transmission channels, distortions, codification algorithms, and
languages.
The Short-Time Objective Intelligibility (STOI) [263] is a metric that shows high
correlation with the intelligibility of T-F weighted noisy speech. It is given by the
average of the intermediate intelligibility measure over all bands and frames
STOI =
1
FT
∑
t,f
df (t) (2.62)
where T is the total number of frames, F the number of one-third octave bands (groups
of frequency bins) and df (t) an estimate of the linear correlation coefficient between
the clean and modified processed T-F units (t, f). This metric is particularly indicated
when estimating the performance of a system on noisy speech separation.
The word recognition accuracy is estimated by the Google Speech API [264], per-
forming recognition on speech audio data (such as the separated speech).
2.9 Analysis of variance (ANOVA)
The ANalysis Of VAriance (ANOVA) based statistical significance evaluation [265]
is used to analyse the differences among group means in a sample. A pvalue and an
Fvalue are used to justify the rejection of the null hypothesis. The pvalue indicates the
probability of getting a more extreme result than those achieved for a given method,
given that the null hypothesis is true. The null hypothesis we will test states that
the differences between our results and those for the baselines are not significant. The
Fvalue is defined as the ratio of the variance of the group means to the mean of the
within group variances. The critical value at 5% significance level, Fcrit, is a number
that the test statistic must overcome to reject the test. If F < Fcrit and the pvalue is
larger than 0.05, which corresponds to 5% significance level, we fail to reject the null
hypothesis, meaning that our results are statistically insignificant.
2.10 Summary
In this chapter, an overview of the main techniques used for speech separation is
presented. Their mechanisms are briefly explained and the relevant works on speech
separation are discussed. More recently, the focus of research on speech separation has
shifted to deep learning based methods, as suggested by the large volume of papers that
have been published in the last few years. In particular, supervised DNNs architectures
have proved to be the current state-of-the-art on speech separation, offering better
separation performance compared to other classical techniques. The survey suggests
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that DNNs architectures work well in many given conditions, when the number of
microphones used is less, the same or larger than the number of talkers recorded
or if the recordings contain some level of noise and/or reverberation. On the other
side, DNNs usually require a large amount of training data in order to generalise to
unseen test data. Moreover, they often lack of interpretability, meaning that it is not
straightforward to understand the features extracted by the hidden layers of a DNN
architecture.
We also analysed several features used for training the DNNs, and we understood
that the type of features we can extract depends on the number of microphones used
for the recordings.
The choice of the training target for the DNNs architectures is crucial. The most
common type of target is a T-F mask, such as IBMs, TBMs, IRMs, SMMs, PSMs,
cIRMs and GF-TPS. Each mask shows different advantages over the others. Binary
masks, such as IBMs, are easier to estimate compared to ratio masks, but IRMs
improve both speech intelligibility and speech quality over IBMs. Complex masks
such as cIRMs appear to offer the better performance than several other targets, but
are more difficult to implement.
In the final part, we introduced room acoustics and discussed how the character-
istics of the room, as well as the setup used for the recordings, can affect the RIR.
Finally, we introduced some RIR and speech databases and presented the metrics for
measuring the performance of our system.
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Chapter 3
Speech and Noise Separation with
Deep Neural Networks
Introduction
The increasing computational power of modern computers, has marked a new era in
speech separation, allowing deep learning techniques to overtake classic methodologies
such as ICA, CASA and NMF, with improved separation performance.
In Section 2.5, some of the main works on speech separation with DNNs have been
presented. In this chapter, the problem of speech separation in reverberant environ-
ments is studied. The goal is to estimate a target speech, recorded with binaural
microphones placed inside a dummy head [205], allowing the binaural cues to be ex-
ploited for localising the target talker and estimating the DOA of this talker. The
DOA information can be used to generate T-F masks, which can be applied to the
speech mixtures in the STFT domain to estimate the target speech. As explained in
Chapter 2, DNNs offer state-of-the-art results in speech separation, and this will be
the method chosen here.
Three main problems will be studied in this chapter. In Section 3.1, a system of
DNNs, trained with binaural features only, is introduced for the case where a target
speech is corrupted with an interfering speech. In Section 3.2, this structure is re-
placed with an MLP architecture, which is easier to train, and it is further improved
by introducing the dropout algorithm, to obtain better generalisation of the trained
neural network. The impact of different levels of dropout on the separation quality
is studied. In Section 3.3, the MLPs architecture is trained with both binaural and
spectral features and are used to separate a target speech from a noisy speech mixture.
In Section 3.4, the results are discussed and conclusions on these works are outlined.
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3.1 Speech Separation with DNNs
In this section, a baseline system of DNNs is used to estimate a target speech, in a
mixture with an interfering speech and recorded inside a reverberant room.
The methodology proposed in this chapter is based on the original work in [47]
where a GMM framework is used to model the distribution of various spatial cues.
In particular, MV, ILD and IPD [47] have been used. The model parameters are
estimated by using an E-M algorithm and the probability at each T-F point that a
target talker comes from a given DOA is then estimated to derive the T-F mask for
separating the target speech.
In [13,42,48], the GMM and E-M are replaced with a system of DNNs, consisting
of two sparse AEs and a softmax classifier in the final layer. This structure is used to
extract high-level features and to predict the DOA of the speech sources with respect
to the listener by estimating source occupation probabilities at each T-F point.
Each DNN is fed with the spatial information from a narrow frequency band and
outputs the DOA from the same frequency band. The output layers of these DNNs are
merged together to generate T-F masks, which are then used to separate the target
speech.
3.1.1 System Overview
Each DNN consists of four stages:
1. The low-level features, i.e. MV, ILD and IPD, are calculated as shown in
equations (2.54), (2.51) and (2.52) shown in Chapter 2.
2. The DNNs are trained (details in Section 3.1.3).
3. The probabilities that each T-F unit belongs to different sources are estimated,
then the T-F masks are generated (details in Section 3.1.3).
4. The target speech is reconstructed from the soft T-F mask and mixture signal.
3.1.2 Proposed System
Figure 3.1 (a) shows the diagram of the system used to separate a target speech from
a reverberant speech mixture. Starting from stereo channel mixtures, the STFT is
performed on the left and right channels in order to obtain the T-F representation of
the input signals, which are here denoted as L = (Ltf ) and R = (Rtf ) respectively,
where t = 1, . . . , T is the frame index and f = 1, . . . , F is the frequency bin index.
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Figure 3.1: Diagram of the system architecture using DNNs.
By putting the MV, IPD and ILD features introduced in Section 2.5.2 together
into a vector, as in [48], we have
x(t, f) = [MV(t, f), ILD(t, f), IPD(t, f)]T (3.1)
where MV(t, f) = [<(L)(t, f),=(L)(t, f),<(R)(t, f),=(R)(t, f)]T ∈ R4, < being the
real part and = the complex part of the L and R spectrograms, ILD = (ILD(t, f)) ∈
RT×F and IPD = (IPD(t, f)) ∈ RT×F , thus x ∈ RT×6F .
In the next step, the low-level features are split into N blocks, where each block
contains only the information from K frequency bins:
x(t,n) =
[
xT (t, (n− 1)K + 1), . . . ,xT (t, nK)]T ∈ R6K (3.2)
where the index n stands for the features group from the n-th frequency block, which
is fed into the n-th DNN. Each group, includes the information from K frequency bins,
ranging in ((n − 1)K + 1, . . . , nK), where K = F/N and N is the total number of
DNNs. The dimension of x(t,n) is Q = 6K, which is typically equal to 48, where the
dimensions of the MV, ILD and IPD features, in each frequency band are, respectively,
32, 8 and 8 for K = 8. Note that the MV contains both real and complex parts, that
explains its size. This operation allows the network to be trained more efficiently,
as training for each bin can be computationally expensive. However, K is a crucial
parameter, because it is related to the resolution of the T-F masks. Using a small
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value of K will increase the T-F mask resolution, but will result on a longer training
process, while using a larger K will reduce the training time and, at the same time,
will result in a loss of resolution in the T-F masks. For these reasons, we decided to
set K = 8, which is a good compromise in terms of T-F masks resolution and training
time.
Figure 3.2: In our problem, we divided the space into J parts. The elements of the
ground-truth y(t,n), labelled ytn, range in [1, . . . , J ].
The ground-truth used for the n-th DNN is a vector y(t,n), with each element
ytn ∈ (1, . . . , J). In our problem, we assume that the whole space is divided into
J parts, as shown in Figure 3.2. The softmax classifier is used to estimate a set of
probabilities hθ
(
x(t,n)
)
, each element corresponding to the probability that the current
input set x(t,n) is oriented along the direction j. In formula:
hθ
(
x(t,n)
)
=
(
p(ytn = j|x(t,n))
)
j=1,...,J
(3.3)
Figure 3.3: The output probability mask. In each block of the estimated probability
masks, K bins share the same values, resulting in a loss of resolution of the T-F masks.
The high-level features can be obtained with an unsupervised training of the sparse
AEs and then used as inputs for the output layer of the DNNs, i.e. the softmax
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regression of the networks. The output of softmax regression for each block is a set
of probabilities corresponding to how much a source is likely to come from a specific
DOA and it is called the probability mask, as shown in Figure 3.3.
The soft T-F mask can be obtained directly from the probability mask, by un-
grouping the T-F bins and assigning the same probability to the K frequency bins
within the block n. At last, the soft T-F mask can be applied to the audio mixtures
through bin-wise multiplication, in order to recover the original sources, and afterwards
the inverse STFT (ISTFT).
3.1.3 Implementation
This section discusses how the network used in Section 3.1.2 is constructed and trained.
The system of DNNs is implemented in MATLAB by using a deep learning toolbox
[168]. Each DNN, labelled n, has a structure shown in Figure 3.4, and consists of:
• an input layer, containing Q = 6K neurons, labelled x1, . . . , xQ and one bias
unit.
• two hidden layers with V neurons each, namely a(2)1 . . . a(2)V and a(3)1 . . . a(3)V plus
one bias unit each, namely b(2,n) and b(3,n).
• an output layer, containing J neurons, labelled y1, . . . , yJ , which indicate the
range of DOAs of the speech sources.
Figure 3.4: Architecture of one single DNN.
The sigmoid function has been used as the activation function for the hidden neurons.
We can distinguish two main phases:
64 CHAPTER 3.
• Training. Given the binaural speech mixtures, the MV, ILD and IPD features
can be evaluated as in Section 3.1.2, which are used as input to the first layer.
The speech mixtures are generated by convolving speech sources with the BRIRs
of a set of echoic rooms described in Section 3.1.4. The speech sources are taken
from the TIMIT data set. The process of training each DNN is divided into four
steps:
(a) First AE. (b) Second AE.
Figure 3.5: The two AEs used for generating the DNN weights.
1. The first AE is trained by minimising (2.33), the weights W(1,n) and the
bias vector b(1,n) are updated. This first AE consists of the input layer
copied to the output of the first hidden layer, as illustrated in Figure 3.5
(a).
2. The second AE is trained by minimising (2.33), the weightsW(2,n) and the
bias vector b(2,n) are updated. This second AE consists of the first hidden
layer copied to the output of the second hidden layer, as illustrated in
Figure 3.5 (b).
3. The softmax classifier is trained by minimising (2.35), the weights W(3,n)
and the bias vector b(3,n) are obtained. The softmax classifier consists
of the second hidden layer and the output layer, containing J neurons
y1, . . . , yJ . In fact, by assuming that the whole space is split into J ranges
with respect to the two microphones, as illustrated in Figure 3.6, the
3.1. SPEECH SEPARATION WITH DNNS 65
output of the softmax classifier gives the probability p(ytn = j|x(t,n)) that
the current input set x(t,n) is oriented along the direction j, where j =
1, . . . , J corresponds to −90◦, . . . ,−90◦ in our experimental setup.
4. A final fine-tuning for the whole DNN architecture is also used.
• Testing. After training the whole DNN and the set of parameters (W,b), soft T-
F masks can be generated with the trained parameters and used to estimate the
audio sources from the mixtures. The performance for the two sources scenario
is given in Section 3.1.6.
3.1.4 Experiments
In this section, we introduce the BRIR data set used for the recordings, details about
the reverberation level for each room are provided. In the second part, we describe the
procedure to generate the training and testing data and we provide the parameters
used for the DNN architecture.
Binaural Room Impulse Responses (BRIRs)
A BRIR data set consists of a set of echoic rooms. In this thesis, we used a BRIR
data set recorded at the University of Surrey [205]. A number of audio samples are
recorded by a binaural microphone, which is inserted in a dummy head, in analogy
to the human hearing system. A loudspeaker is placed on the frontal azimuthal plane
around a half-circular grid, in variable positions ranging from −90◦ to +90◦, with
steps of 5◦, as can be seen in Figure 3.6. The RIRs were obtained with the swept-sine
Figure 3.6: The experimental setup. The index j ranges from 0 to J , corresponding
to a DOA ranging from −90◦ to +90◦.
technique [259]. The loudspeaker plays a sweep sound, a sinusoid ranging from low
frequencies to high frequencies. The RIR for each channel is obtained by deconvolving
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each recording with the sweep sound. The recordings were captured at 48 kHz, 16
bit, but are available down-sampled to 16 kHz.
(a) Room ‘A’: medium-sized
office.
(b) Room ‘B’: medium
small-class room.
(c) Room ‘C’: large cinema-style lecture
theatre.
(d) Room ‘D’: medium-large
sized seminar and presenta-
tion space.
Figure 3.7: The four rooms, named ‘A’, ‘B’, ‘C’ and ‘D’. The numbers indicate the
dimension of each room. The dummy head used for the BRIRs recordings is plotted at
the centre of a half-circular array for each of the four rooms. Pictures taken from [205].
The room properties are summarised in Table 3.1. Below, we provide more details
about the four rooms, which are schematised in Figure 3.7.
• Room ‘A’ is a medium-sized office that seats 8 people. It is rectangular shaped
and its dimensions are 6.64 m × 5.72 m × 2.31 m.
• Room ‘B’ is a medium small-class room, rectangular shaped, and its dimensions
are 3.20 m × 2.325 m × 4.65 m.
• Room ‘C’ is a large cinema-style lecture theatre that seats 418 people. Its
dimensions are 23.50 m × 18.80 m × 4.60 m.
• Room ‘D’ is a typical medium-large sized seminar and presentation space with
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Room Type ITDG(ms) DRR(dB) RT60(s)
‘A’ Medium office 8.73 6.09 0.32
‘B’ Small class room 9.66 5.31 0.47
‘C’ Large lecture theatre 11.9 8.82 0.68
‘D’ Large seminar room 21.6 6.12 0.89
Table 3.1: Room acoustic properties.
a very high ceiling. It is rectangular shaped and its dimensions are 8.72 m ×
8.02 m × 4.25 m.
3.1.5 Experimental Setup
The training pool is created using 8 randomly selected sentences from the TIMIT
database, (4 from females and 4 from males, each one from different dialect regions)
and 37 BRIRs, from −90◦ to +90◦ with steps of 5◦. The 8 sentences are concatenated
then convolved with each of the 37 BRIRs. The recordings for each angle are cut to
the same length, which is 26 s and all the sentences are normalised, in order to have
the same root mean squared magnitude. The total amount of training data created is
26 s × 37 DOAs, approximately corresponding to 16 minutes of recordings.
The testing data is generated in a similar way, by randomly selecting different talk-
ers from TIMIT and 16 different sentences (8 from females and 8 from males, each one
from different dialect regions). In our tests, we want to generate mixtures from talkers
with different genders, such that the harmonic overlap is reduced compared to same
gender talkers. We first generate the target recordings by randomly selecting 4 male
samples and 4 female samples, which are cut to the same ∼ 3 s length, concatenated
and convolved with the BRIR from 0◦. The process for generating the interferer speech
recordings is almost identical. The remaining 4 male and 4 female samples are cut,
concatenated and convolved with each of the 37 BRIRs. The mixture data are gener-
ated by summing the target and interferer recordings, which is equivalent to assuming
superposition of their respective sound fields [47]. Each mixture is thus composed of
37 set sets, where the target speech is fixed at 0◦ and the interferer speech is located
at 37 DOAs, from −90◦ to +90◦.
Both the target and interferers are located 1.5 m away from the dummy head and
had the same height as the dummy head: in the experimental setup, the target is fixed
at 0◦ while the interferers are located at the different azimuthal positions. The audio
files are sampled at fs = 16kHz. Regarding the STFT settings, the Hann window
used is set to 2048 samples and 128 ms with 75% overlap between the neighbouring
68 CHAPTER 3.
windows. In order to guarantee a proper soft T-F mask resolution, the number of
frequency bins for each block is set to K = 8 while the number of DNNs is N = 128,
each one corresponding to one block of frequency bins.
For each DNN, the input layer includes Q = 6K = 48 units and the output layer
includes J = 37 ranges, each range corresponding to the number of slices in which
the space is sub-divided. Notice that this number also corresponds to the number of
neurons in the DNN output, which is also the total number of possible DOAs in which
the target or interferer are positioned with respect to the 0◦ reference, as shown in
Figure 3.6.
The two hidden layers contain V = 256 units each. The total number of T-F units
generated depends on the BRIR used and, more specifically, on the number of time
frames, due to the different level of reverberation: for example, in the case of anechoic
room, this is 30377, which is 821 frames for each of the 37 orientations.
We used the limited memory BFGS (L-BFGS) optimisation algorithm [266] to
minimise the cost functions (2.33) and (2.35). The learning parameters are shown in
Table 3.2.
Stage λ β ρ Epochs
1st AE 9× 10−4 3 0.3 200
2nd AE 1× 10−4 3 0.3 200
Softmax classifier 1× 10−4 - - 150
Fine-tuning 1× 10−4 - - 150
Table 3.2: List of training parameters for the different training stages of the DNNs,
where λ is the weight decay, β the sparsity penalty term and ρ the sparsity parameter,
which are defined in Section 2.4.1.
3.1.6 Experimental Results
In this section, the overall performance of the DNN system is shown, in terms of source
localisation probability and speech separation quality. The DNNs output is shown as
the DOA estimation, which is then converted into T-F masks. The speech separation
quality of the DNNs is evaluated in terms of SDR.
DOA Estimation
The output of the whole system is a tensor of dimension 37 (dimension of each DNN
output)×128 (number of frequency groups) × samples (number of time samples for
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each of the 26 s speech recording), which is then used to generate the soft T-F masks
in the Fourier domain.
Before estimating the soft T-F masks, a good indication of the quality of the DNN
output is the plot of the DOAs in which the target and interferer are positioned versus
the DNN output index j. By averaging on the frequency dimension (the 2nd dimension
of the tensor) and on the number of consecutive frames within the same test set J ,
we can obtain a matrix, which represents the probability for the target and interferer
DOAs.
(a) Training on room ‘A’, testing on
room ‘A’.
(b) Training on room ‘B’, testing on
room ‘B’.
(c) Training on room ‘C’, testing on
room ‘C’.
(d) Training on room ‘D’, testing on
room ‘D’.
Figure 3.8: Estimated DOA target speech as a function of the test set j. The interferer
position is set at different DOAs, from −90◦ to +90◦, while the target speech is fixed
at 0◦.
After evaluating this probability matrix in logarithmic scale (in order to visualise
the DOAs better), Figures 3.8 show the plots of the estimated DOAs versus the test
set j. As expected, one speech source is fixed at 0◦, while the position of the other
varies from −90◦ to +90◦. The DNNs are trained with speech files from a given room
and applied to a mixture of two speech sources recorded inside the same room, as
explained in Section 3.1.3. The different colours show the occupation probabilities for
70 CHAPTER 3.
the target and the interferer.
T-F Mask Estimation
We trained the DNNs with recordings generated using BRIRs captured in room ‘A’.
We first want to test our system on mixtures with BRIRs captured in room ‘A’. The
interferer is placed into two positions, at −90◦ and 0◦, while the target speech is fixed
at 0◦.
Figure 3.9 (a) shows the target mask obtained where the interferer is placed at
−90◦ and Figure 3.9 (b) is the mask obtained with the interferer at 0◦. Figure 3.9
(b) does not really give any meaningful information, due to the high level of overlap
between the two sources, as the two sources come from the same direction, leading to
ambiguous DOA estimation and hence the poor estimation in the source occupation
probability in each T-F point of the mixture. In comparison, when the interferer is
placed at wide angles as shown in Figure 3.9 (a), the soft T-F mask hides a larger part
of the interfering source.
(a) T-F mask for the target speech at 0◦ with
the interferer speech located at −90◦
(b) T-F mask for the target speech at 0◦ with
the interferer speech located at 0◦
Figure 3.9: T-F masks for the target speech using BRIRs recorded in room ‘A’ for
both training and testing. The target speech is fixed at 0◦, while the interferer speech
is placed at direction (a) −90◦, and (b) 0◦, respectively.
SDR Evaluation
We trained the DNNs using speech samples from BRIRs captured in room ‘A’, and
then applied the trained DNNs to speech mixtures generated using the BRIRs from
each of the four rooms. The SDRs for each room are shown Figure 3.10.
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(a) Training on room ‘A’, testing room ‘A’ (b) Training on room ‘A’, testing room ‘B’
(c) Training on room ‘A’, testing room ‘C’ (d) Training on room ‘A’, testing room ‘D’
Figure 3.10: SDR of the target source versus DOA angles of the interferences for the
mixtures generated using the BRIRs captured from rooms ‘A’, ‘B’, ‘C’ and ‘D’. The
system was trained with signals created using BRIRs recorded in room ‘A’.
We can see that better performance can be achieved when the reverberation time
is short, using test signals generated with room ‘A’, with a maximum of ∼ 13 dB
at wide angles (where the two sources are more spaced from each other, so they are
easier to separate with respect to the case where they are both placed at 0◦). Informal
listening tests confirm that the quality of separation is much worse when the interferer
is placed at central DOAs (i.e. around 0◦). When the room selected for the tests
is ‘D’, the SDRs are in the range [7, 9] dB below room ‘A’. Similar results can be
obtained when the tests are performed with rooms ‘B’ and ‘C’, where the variation
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in the SDRs are in the range [7, 10] dB below the values obtained for room ‘A’. This
can be explained by saying that our system does not well generalise to an unseen
room reverberation, especially if the level of reverberation is much higher compared
to the one used in the training data. A possible solution would be to consider multi-
conditional training, which means creating a larger training data set which includes
different levels of reverberation.
3.2 Dropout Algorithm Applied to DNNs for Speech
Separation
In this section, we modify the system of DNNs presented in Section 3.1 by implement-
ing it into a new toolbox. The network architecture is slightly changed, in order to
improve the training process, where fewer outputs are considered, different features
are used. This baseline is further improved, by applying the dropout algorithm [45,46]
to the hidden layers, i.e. randomly selected neurons and their connections are dropped
during the training phase, preventing co-adaptation [267] (some neurons are highly de-
pendent on others). The system of DNNs is fed with features extracted from binaural
recordings, generated with BRIRs, accounting for a certain level of room reverbera-
tion. Several dropout percentages have been tested, affecting the sparsity of hidden
units activations, whose impact on source separation performance is investigated.
3.2.1 System Overview
A target signal is estimated with the following steps:
1. The low-level features are extracted. Different from the work presented in
Section 3.1, the MV feature is omitted since it leads to small improvements,
while the ILD and the IPD can be obtained as shown in (2.51) and (2.52).
2. The DNNs are trained, whose structure is shown earlier in Figure 3.4.
3. The output probability masks in Figure 3.3 are used to generate the soft T-F
masks, as explained in Section 3.1.2.
4. The target signal is finally reconstructed from the soft T-F mask and mixture
signal.
3.2.2 Proposed System
The proposed DNNs system is analogous to the one presented in Section 3.1.2, the
architecture is shown in Figure 3.1. There are three major differences:
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1. The DNNs used in Section 3.1.2 are replaced with MLPs. The architecture
of each MLP is shown in Figure 3.4. This newer structure is faster to train,
because all the layers are trained at the same time in a single training stage,
replacing the four separated training stages used in Section 3.1. Moreover,
there is no significant difference in terms of separation performance, compared
to the architecture presented in Section 3.1, as observed empirically in our
experiments.
2. The reduction of input features to ILD and IPD only, resulting in a smaller
input size for each MLP.
3. The MATLAB deep learning toolbox has been replaced with TensorFlow [268]
and it is implemented in Keras [269].
3.2.3 Implementation
The MLPs are easier to train as compared with the DNNs explained in Section 3.1.3:
1. Training. Given a labelled audio track containing speech, convolved with a
room BRIR, the low-level features are calculated and given to the input layer.
Different from Section 3.1.3, here the training consists of a single phase, where
a back-propagation algorithm is used to minimise the cost-function, such as the
categorical cross-entropy
J(W) = − 1
M
[
M∑
m=1
T∑
t=1
J∑
j=1
1{y(m)tn = j} log
eW
T
j x
(m)
(t,n)∑J
l=1 e
WTl x
(m)
(t,n)
]
(3.4)
where W stands for the DNN weights, x is the input data, y is the ground-
truth, j indicates the labels, M the number of training samples and T is the
number of time frames. The categorical cross-entropy is used to find the globally
optimised set of parameters (W,b) for all the layers of each MLP.
The ground-truth for the softmax layer is obtained from the orientation infor-
mation of the labelled data: if the individual source in the observed signals
belongs to the DOA j, p(ytn = j|x(t,n)) = 1 otherwise p(ytn 6= j|x(t,n)) = 0.
2. Testing. Soft T-F masks can be generated with the set of trained parameters
(W,b) and used to estimate the audio sources from the testing mixtures.
3.2.4 Experimental Setup
The experimental setup is similar to the one explained in Section 3.1.5. The binaural
audio recordings were simulated by convolving the target speech and the interferer
chosen from TIMIT with BRIRs, chosen from −90◦ to +90◦, as shown in Figure 3.6.
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The BRIR data set was recorded around a half-circular grid, ranging from −90◦ to
90◦ with steps of 10◦. Different from Section 3.1.5, the number of DOAs is reduced
to J = 19. The same reduction occurs in the MLP output size, allowing for a faster
training of the MLPs.
In the experimental setup, the parameters used to generate the recordings and the
STFT are the same as used in Section 3.1.5.
The training data and the ground-truth, as well as the testing data, are the same
as those used in Section 3.1.5, but reduced to J = 19 DOAs. The total amount of
training data is 26 s × 19 = 8 minutes of total audio recordings. Compared to the
data used in Section 3.1.5, is the number of DOAs, which is here reduced to 19, and
the BRIRs used, which are here limited to room ‘A’ only, whose characteristics can be
seen in Table 3.1.
By removing the MV cue, the number of low-level features is reduced to 2, so the
input layer of the MLP containsK×2 = 16 neurons, withK = 8. The output layer has
J = 19 neurons, corresponding to the number of DOAs. Two hidden layers have been
used, with V = 1024 units each, whose choice is motivated by the best optimisation of
the MLP performance. The dropout algorithm, introduced in Section 2.4.1, is applied
with a given percentage to the hidden layers. Each of the N = 128 MLPs is trained in
700 epochs, with a batch size of 400. The Stochastic Gradient Descent (SGD) is used
with a learning rate 0.1 and momentum 0.9.
3.2.5 Experimental Results
The dropout percentage, representing the amount of neurons removed, is set to four
different levels: 0%, 40%, 50% and 60% in the two hidden layers. For each dropout
percentage, N = 128 MLPs have been trained, as explained in Section 3.1.5. The 0%
case, corresponds to a set of MLPs where no neuron has been removed. For the sake
of clarity, due to the changes we mentioned in Section 3.2.1, which we adopted mainly
to optimise the training speed, this architecture where no dropout is introduced is not
directly comparable with the one presented in Section 3.1.
Figure 3.11 shows the SDRs graphs versus the DOAs of the sources, for different
levels of dropout. The comparison of the four plots, may indicate that some improve-
ment in the separation performance can be obtained for non-zero dropout percentages,
compared to the case without dropout. The improvement over the SDR is up to ∼ 1
dB for the 60% case, which is close to the optimal value of 50% suggested in the liter-
ature [46]. A possible explanation is that the training set used is relatively small, and
the dropout algorithm improves the testing data adaptation to the training data, and
thus reduces the likelihood of overfitting.
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Figure 3.11: SDR evaluation for the target speech for a few dropout percentages: 0%,
40%, 50% and 60%.
Figure 3.11 shows that the 0% case achieves the worst SDRs out of the four cases
tested, suggesting that some level of dropout may improve the DNNs performance.
3.3 Speech-Noise Separation with DNNs
In Sections 3.1 and 3.2, two DNNs based architectures have been trained by using
spatial features only, as MV, IPD and ILD, in order to generate the T-F masks, which
are used to separate a target speech in a mixture containing a competing interfering
speech. However, spatial cues become less effective for speech-noise scenarios where the
target speech is often masked by the background noise in adverse conditions. Moreover,
if the target speech is recorded inside a reverberant room, the separation performance
of the existing methods degrades radically with the presence of room reverberation.
To address these limitations, it is important to analyse the differences between the
spectral patterns of speech and noise. In this section, the works above are further
expanded, by using recordings of target speech signals embedded by interfering back-
ground noise. In particular, it was shown that the LPS offers good performance for
estimating speech sources corrupted by noise from monaural recordings [17,49], which
provide complementary information to the spatial cues. Here we examine the use of
both binaural features and LPS in the DNN based source separation. The DNN struc-
ture used is a two-layer MLP with a softmax output layer, similar to the one used in
Section 3.2. Each frequency band is here processed independently, different from the
feed-forward regression model used in [17,49]. Another major difference from the work
in [17,49], where speech and noise are directly added, is that the mixtures used in this
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section are obtained in reverberant environments, adding complexity to the separation
task.
3.3.1 System Overview
Each MLP consists of four stages:
1. The spatial features and the LPS are extracted from the spectrograms of the
recordings as shown in equations (2.51), (2.52) and (2.53). An example of the
three features is shown in Figure 3.12.
2. The MLPs used have the same structure as shown in Figure 3.4. In this case,
the input dimension is Q = 3K to account the three features used.
3. The softmax outputs in Figure 3.3 are used to estimate the soft T-F masks,
with the same process as explained in Section 3.1.2.
4. The target signals are finally reconstructed from the estimated soft T-F masks
and mixture signals.
Following the same approach as described in Section 3.1.2, the system in Figure 3.1
is implemented to generate T-F masks, which are used to separate the speech source
from the noisy mixture.
3.3.2 Soft-Masks Generation
Once the N MLPs are trained and tested on noisy speech mixtures, the output of
each MLP is stored, which is a J × T matrix representing the DOA estimation for a
given group of K frequency bins, where J stands for the number of DOAs and T is
the number of time frames.
We select the nth MLP output and average over T . The result is a J-dimensional
vector, which contains the probability for each DOA. We select the maximum value of
this vector, corresponding to the most probable DOA, and assign the corresponding
T-F bins of the nth output tensor to the nth frequency band of the target mask. We
then select the second highest DOA value and assign the corresponding T-F bins to
the nth frequency band of the interferer mask.
An example of output of an MLP, for the case where the target and the interferer
are placed, respectively, at 0◦ and −70◦, and SNR between speech and noise set to 20
dB, is shown in Figure 3.13. Two most probable rows are expected to be found at 0◦
and −70◦. A certain number of bins fall outside the two expected DOAs, so there is a
loss of information for the two soft T-F masks.
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(a) (b)
(c)
Figure 3.12: ILD, IPD and LPS features calculated for a reverberant speech source
captured by the binaural microphone.
3.3.3 Implementation
The system of MLPs is implemented in the same way as explained in Section 3.2.3.
The only difference is the input size for the MLPs, due to the larger number of features
used.
• Training. We use the same training set as in Section 3.2.3.
• Testing. Soft T-F masks can be generated and applied to the noisy mixtures or
to estimate the target source. The amount of noise is set to three different levels
of SNR, equal to 20 dB, 10 dB, and 0 dB.
3.3.4 Experimental Setup
The training data is the same as used in Section 3.2.4, for a total of 8 minutes of
speech recordings.
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Figure 3.13: Example of output of the nth MLP for the test set where the target is
located at 0◦ and the interferer at −70◦. By averaging over the time frames, two most
probable DOAs can be identified at 0◦ and −70◦.
The speech-noise mixtures used in the test are generated in a similar way as the
training set. First, we generate the target speech, by selecting 10 sentences for each
gender with randomly selected dialects From TIMIT, which are concatenated and
convolved with a given BRIR. In this case, we select two possible locations for the
target speech, 0◦ and −90◦.
The BRIRs captured in room ‘A’ and ‘D’, whose properties are listed in Table 3.1,
have been selected. Room ‘D’ represents a more challenging separation scenario, due
to the presence of a higher level of reverberation.
The interferer source is generated by using a non-speech data set [106], containing
100 types of noise, which has been introduced in Section 2.7.3. From this data set,
we select five types of noise, crowd laughing, machine noise, wind blowing, clapping
and yawning. The magnitudes of the spectrograms of the five noise sources are shown
in Figures 3.14 (a), (b), (c), (d) and (e), with an example of female and male speech
spectrograms, respectively, in Figures 3.14 (f) and (g). To avoid potential confusion,
each waveform is looped and cut to merge the length of the longer source. For a
fair comparison, we set the SNR of noise source and the female speech to 0 dB. We
can observe that, while wind blowing and machine noise are quite homogeneous and
similar to each other, with the energy components mainly concentrated in the very low
frequency range, the crowd laughing noise is also spread in the mid-frequency range.
Yawning and clapping show a more discrete structure both in terms of time frames
and frequency bins occupied. In comparison, the spectrograms of a female and male
speech sources seem to be more structured, showing harmonic components. With these
observations in mind, our choice of the five noise sources is motivated by the different
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(a) Crowd laughing. (b) Wind blowing. (c) Machine noise.
(d) Clapping. (e) Yawning.
(f) Female speech. (g) Male speech.
Figure 3.14: Spectrograms in the T-F domain of the noise sources and a speech source.
structures in the spectrograms of the sources, thus the performance of our system can
be tested in a variety of different cases.
The settings used for the STFT are the same as those in Section 3.1.5. Each noise
source is added with a different amount of SNR, 20 dB, 10 dB and 0 dB, which is
calculated by re-scaling the interfering noise signal sI by a factor D, obtained from
the following equation:
SNR = 10 log10
( ∑
t˜ |sT |2∑
t˜ |DsI |2
)
(3.5)
where t˜ is the time sample index and sT the target signal. In order to make the
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noise source duration comparable to that of the target speech, the noise recordings are
looped several times and concatenated, then cut to match the target speech length.
Once the noise type and the SNR level are selected, a noise recording is generated
by convolving the looped noise track with the BRIRs from −90◦ to +90◦, for a total
of 19 locations of the interferer speech. Noisy-speech mixtures are created by fixing
the target speech position, and adding each of the interferer recordings from −90◦ to
+90◦. The noisy-speech mixtures are then concatenated and consists of 19 test sets,
which are labelled as j, where j = 1, . . . , 19.
Different from the setup in Section 3.2.4, the MLPs parameters need to be slightly
changed to account for the additional LPS feature in the input, which now has 3K = 24
neurons. The other MLP parameters and the training settings are the same as those
used in Section 3.2.4, with a fixed 50% dropout percentage on the hidden layers. The
system of MLPs is trained with a back-propagation algorithm, with the categorical
cross-entropy in equation (3.4) used as the cost-function, and SGD with a learning
rate 0.1 and momentum 0.9.
3.3.5 DOA Detection
We want to test how good our DNNs system estimates the DOA of the target and
interferer sources. The process is the same as in Section 3.1.6.
Figures 3.15 and 3.16 represent the estimated DOAs as a function of the test set
j, for several levels of SNRs. In Figures 3.15, the target speech is located at 0◦ while
in Figures 3.16 the target speech is fixed at −90◦. The direction of the noise source
is varied from −90◦ to +90◦, thus we generate a total of 19 test sets for each of the
five noise sources used. Each bin of the plots in Figures 3.15 and 3.16 represents the
probability that each T-F point in the mixture is associated with the target speech
or the interferer noise DOAs. In both cases, the sum of the probabilities along each
test set is normalised to 1. The probability of the target DOA is much higher than
that of the interferer in Figures 3.15 (a) and (b) which correspond, respectively, to the
cases of SNR = 20 dB and 10 dB. The estimated DOA of the target speech is 0◦ (i.e.
in the centre), which agrees with the experimental setup. If the SNR is set to 0 dB,
as shown in Figure 3.15 (c), the interferer probability becomes similar to the target
probability, causing ambiguity in the target soft T-F mask, which makes the source
separation task harder.
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(a) SNR = 20 dB, training room = ‘A’, testing
room = ‘A’.
(b) SNR = 10 dB, training room = ‘A’, testing
room = ‘A’.
(c) SNR = 0 dB, training room = ‘A’, testing
room = ‘A’.
Figure 3.15: Estimated DOA of the target speech and noise source as a function of
the test set j, interferer position at different DOAs, for the case with ILD+IPD+LPS,
target speech at 0◦.
Figure 3.17: Estimated DOA vs test set j, ILD+IPD, SNR = 20 dB, training room
= ‘A’, testing room = ‘A’, target at 0◦.
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(a) SNR = 20 dB, training room = ‘A’, testing
room = ‘A’.
(b) SNR = 10 dB, training room = ‘A’, testing
room = ‘A’.
(c) SNR = 0 dB, training room = ‘A’, testing
room = ‘A’.
Figure 3.16: Estimated DOA target speech and noise source as a function of the test
set j, interferer position at different DOAs, for the case with ILD+IPD+LPS, target
speech at −90◦.
Analogous observations can be made for Figures 3.16 (a), (b) and (c), where the
target speech is fixed at −90◦, while the interfering source (noise source) is varied from
−90◦ to +90◦.
Considering the SNR=20 dB case, a comparison of the case with and without LPS
feature, corresponding respectively to Figure 3.15 (a) and Figure 3.17, can be made.
The additional LPS feature helps generating a slightly higher probability of ∼ 0.1
for the target speech DOA, thus reducing the probability of incorrect classification
of the bins not belonging to the target DOA, which is fixed at 0◦ in this case. This
improvement would lead to a better estimation of the target DOAs and, consequently,
to a more accurate soft T-F mask used for source separation.
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3.3.6 SDRs Evaluation
Five types of noise at different levels of SNRs, 20 dB, 10 dB and 0 dB, have been
tested for the interferer source, for a total of 15 noisy-speech combinations. Below,
the results for the 0 dB and 10 dB cases will be presented. The target position is set
either at 0◦ and −90◦, respectively.
(a) SNR = 0 dB, training room = ‘A’, testing
room = ‘A’, target speech at 0◦.
(b) SNR = 0 dB, training room = ‘A’, testing
room = ‘D’, target speech at 0◦.
(c) SNR = 10 dB, training room = ‘A’, test-
ing room = ‘A’, target speech at 0◦.
(d) SNR = 10 dB, training room = ‘A’, test-
ing room = ‘D’, target speech at 0◦.
Figure 3.18: SDRs comparisons as a function of the DOA for target speech at 0◦, SNR
set to 0 dB and 10 dB.
The evaluations results in terms of SDRs are presented in Figure 3.18 and Figure
3.19, respectively for the case where the target is placed at 0◦ and −90◦. The MLPs
are trained in room ‘A’ and tested in room ‘A’ or ‘D’. For a given SNR, the points and
the bars indicate, respectively, the average values on the five types of noise and the
standard deviations obtained for each of the 19 DOAs. We name our method ‘Zermini
et al.’, where the spatial features ILD and IPD are combined with the LPS in the input
of the MLPs, which is compared to a baseline, ‘Yu et al.’ [13,42], which uses only the
84 CHAPTER 3.
(a) SNR = 10 dB, training room = ‘A’, test-
ing room = ‘A’, target speech at −90◦.
(b) SNR = 10 dB, training room = ‘A’, test-
ing room = ‘D’, target speech at −90◦.
Figure 3.19: SDRs comparisons as a function of the DOA for target speech −90◦, SNR
set to 10 dB.
(a) SNR = 0 dB, training room = ‘A’, testing
room = ‘A’, target speech at 0◦.
(b) SNR = 0 dB, training room = ‘A’, testing
room = ‘D’, target speech at 0◦.
(c) SNR = 10 dB, training room = ‘A’, test-
ing room = ‘A’, target speech at 0◦.
(d) SNR = 10 dB, training room = ‘A’, test-
ing room = ‘D’, target speech at 0◦.
Figure 3.20: STOIs comparisons as a function of the DOA for target speech at 0◦.
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binaural low-level features ILD and IPD. The training and testing signals used are the
same for the proposed method and the baseline.
First, we choose room ‘A’ for training, the MLPs system is tested inside the same
room. The SDRs are shown in Figures 3.18 (a) and (c) at two different level of SNR,
respectively 0 dB and 10 dB. In Figure 3.18 (a), the SDRs range from ∼ 8 dB to ∼ 16
dB, while in Figure 3.18 (c) the SDRs are up to 5 dB higher, due to the lower noise
level, ranging ∼ 13 dB to ∼ 21 dB. The baseline by Yu et al. achieves SDRs which
are on average ∼ 3 dB lower compared to the proposed method for the 0 dB case, and
∼ 2 dB for the 10 dB case.
We use the same MLPs trained on room ‘A’ and tested on room ‘D’, which has
a longer reverberation time. The SDRs evaluation is shown in Figures 3.18 (b) and
(d), respectively when the SNR is set at 0 dB and 10 dB. The mismatched level
of reverberation introduced in testing room ‘D’, proves to be more challenging for
the proposed method, showing SDRs comparable to the baseline in Figure 3.18 (b)
and lower SDRs in Figure 3.18 (d) by ∼ 2 dB, except when the target is placed at
central positions, where the binaural features provide limited information, resulting
in poor DOA estimation for both methods. This performance loss compared to the
baseline can be explained by the fact that in room ‘D’ the late room reflections are less
correlated with the direct signal compared to the early reflections, which makes LPS
less effective in more reverberant rooms. The separation performance clearly drops
when the test room is ‘D’ . Compared to the test cases in room ‘A’ , the SDRs for our
method are up to 9 dB and 14 dB lower, respectively for the 0 dB and 10 dB cases.
Our method is tested on a different case, where the target source is placed at −90◦,
with MLPs trained in room ‘A’ and tested in room ‘A’ or ‘D’ at 10 dB, whose SDR
evaluation is shown, respectively, in Figure 3.19 (a) and (b).
For the case where room ‘A’ is used for testing in Figure 3.19 (a), the SDR ranges
from ∼ 9 dB to ∼ 15 dB, which is up to 3 dB better compared to the baseline by
Yu et al. When our method is tested in room ‘D’, shown in Figure 3.19 (b), it shows
some limitations, with SDRs up to 1 dB lower compared to the baseline and up to 13
dB below the performance of our method in room ‘A’. An exception can be noticed
at +10◦, where the SDR is negative for the baseline method by Yu et al., while it
is positive when the LPS feature is introduced. A possible explanation is that the
MLPs system may sometimes mix the target with the interferer and vice-versa. This
is caused by a poor estimation of the DOA when only spatial cues are used, while the
additional LPS feature helps in correctly classifying the two audio sources.
When the target speech is located at −90◦, the target contribution arriving at the
far-side ear is attenuated as compared to that of the near-side ear, resulting in less
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effective binaural features compared to the case where the target is fixed at 0◦. This
may justify the lower SDRs in Figures 3.19 (a) and (b), compared to Figures 3.18 (c)
and (d).
The Short-Time Objective Intelligibility (STOI) [263] is another metric particularly
indicated when estimating the performance of a system on noisy speech separation.
Figures 3.20 (a) and (b) show STOI of the separated speech in rooms ‘A’ and ‘D’,
when the target is placed at 0◦ with SNR=0 dB. The evaluation over the two cases
with and without LPS gives comparable intelligibility scores. Same observation can
be made for the 10 dB case, plotted in Figures 3.20 (c) and (d).
3.4 Conclusions
In this chapter, a system of DNNs for speech source separation has been presented.
Two main tasks were considered: source separation of speech with an interferer speech
and source separation of speech with an interferer noise, such as crowd laughing,
machine noise, wind blowing, clapping and yawning.
In Section 3.1, a system of DNNs is trained with reverberant speech in room ‘A’
and tested in four reverberant rooms. The analysis of the results indicates that a small
improvement of the performance can be achieved for the matched case in room ‘A’,
while the mismatched case in room ‘D’ proves more challenging.
Section 3.2 introduces the dropout algorithm applied on an analogous system of
MLPs. Better SDRs results are achieved on the case where room ‘A’ is used as a train-
ing and testing room, which tends to suggest 50% as a favourable dropout percentage,
which is in line with the existing literature [46].
The interferer speech is replaced with noise in Section 3.3 and the LPS feature
has been added to the ILD and IPD spatial input cues. Adding the LPS can be
useful when the testing room has a relatively short reverberation time. i.e. room ‘A’.
However, for rooms that are more reverberant, the improvement seems negligible. A
possible explanation could be that the early room reflections are more correlated with
the direct signal, so the LPS is more effective where the reflections are less, unless the
reverberation for speech and noise are different. This might explain the slightly worse
performance of our method compared to the baselines by Yu et al. in the mismatched
case in room ‘D’.
The method presented performs overall better than the baseline by Yu et al. [13,42],
where only binaural features are used, even if there is no statistical analysis supporting
our claim. When the BRIRs captured in room ‘A’ are used for testing, the SDRs with
our method are up to 3 dB at 0 dB higher compared to the baseline and up to 2
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dB higher at 10 dB. We can conclude that binaural features have a major role in
improving the source localisation algorithm and, thus, the separation performance,
at higher SNRs. The LPS contribution becomes more relevant when the level of the
target and the interferer is comparable, thus when the SNR is 0 dB.
The performance is generally worse for the mismatched case in testing room ‘D’,
with improvements up to 1 dB where SNR = 0 dB. For SNR = 10 dB, the perfor-
mance of our method decreases up to 2 dB for the target placed at 0◦ at 1 dB when
the target is at −90◦.
A major advantage for the presented methodology is that good separation results
can be achieved by training with a small amount of data, compared to the training
by regression presented on other works on noisy-speech separation [17, 49], where a
large amount of training data has been used. These works also suggest that adding a
certain amount of noise, during the training stage, might be beneficial to improving
the separation quality.
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Chapter 4
Speech Separation with Convolutional
Neural Networks and Spatial Cues
4.1 Introduction
Fully-connected DNNs are an early and commonly used type of neural networks applied
to speech separation. However, many works show that these networks may be limited,
especially when the recordings contain some levels of reverberation.
The recently introduced CNNs [51] have been used for source separation in several
works [26–28, 270]. In particular, [26–28] show that CNNs offer better performance
compared to fully-connected DNNs. However, while the latter can be considered as a
sort of ‘vanilla’ DNNs, meaning that they are relatively simple structures, CNNs archi-
tectures are more complex and require a more careful choice of the model parameters.
In this chapter, we upgrade the system of DNNs introduced in Chapter 3 with
CNNs, aiming for an improved estimation of the target speech. The dropout technique,
introduced in Chapter 3 for fully-connected CNNs, is also applied to the hidden layers
of the CNNs.
In this chapter, we also study the use of contextual information in CNNs, which
has already shown to be helpful for improving the separation performance in [17].
We study the impact of different number of contextual frames on the performance, in
different levels of reverberation and different positions of the target speech and the
interfering speech.
Two cases, respectively denoted as ‘matched’ and ‘mismatched’ case, are studied.
The former indicates the case where training and testing data are recorded in the same
room, the latter refers to recordings in different rooms. The separation performance,
evaluated in terms of SDR, is compared to a baseline system based on MLPs, analogous
to the one presented in Section 3.2.
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This chapter is organised as follows. Section 4.2 introduces the proposed method,
including the overall CNN architecture employed, the low-level features extraction for
the CNN input, and the output in the training stage and the system implementation.
In Section 4.2.1, the contextual frames expansion technique is explained, then applied
to the CNN system in Section 4.2.2, which describes how the soft T-F masks are
generated. The experimental setup is introduced in Section 4.2.3, where evaluations
are performed and analyses are given in Section 4.3, followed by conclusions on the
proposed method in Section 4.4.
4.2 Proposed System
The proposed method is similar to the one presented in Section 3.1.2, where the system
of MLPs shown in Figure 3.1 are replaced with a correspondent system of CNNs, which
have been introduced in Section 2.4.2. There are two major differences:
Figure 4.1: Architecture of a CNN. The first part is used for features learning, the
second part is a classifier.
1. The MLPs used in Section 3.1.2 are replaced with CNNs, whose architecture
is shown in Figure 4.1. CNNs require a finer selection of parameters compared
to fully-connected DNNs, due to the additional kernel size, stride, padding and
pooling layer settings, which have been introduced in Section 2.4.2.
2. Input data are expanded by including contextual frames. This technique is
used to help the CNNs in estimating the correct T-F mask by providing the
information surrounding each time frame.
The parameters used for the system of CNNs are summarised below:
• There are J potential DOAs, corresponding to the possible orientations of the
speech sources with respect to the microphones.
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• Each spectrogram is divided into N sub-bands.
• Each sub-band contains K = F/N bins, where F is the number of frequency in
the spectrograms.
• The n-th CNN is fed with the input vector as in (3.2)
x(t,n) =
[
xT (t, (n− 1)K + 1), . . . ,xT (t, nK)]T ∈ R2K
which refers to the n-th block of frequency bins in the range ((n − 1)K +
1, · · · , nK). The input vector contains the ILD and IPD features.
• Each CNN returns the probability for a sound source that comes from one of
the possible J DOAs, the output is a J-dimensional vector of values in the range
[0, 1].
4.2.1 Contextual Frames Expansion
Contextual frames expansion is a methodology that expands a given vector containing
T time frames. The process of contextual expansion consists of the following steps:
Figure 4.2: Contextual frames expansion for the case τ = 1. Each of the original
frames is copied into the bottom row, together with the neighbouring τ = 1 frames
before and after that given frame. An exception is for frames 1 and T , where the
missing preceding and following frames, respectively, are assumed to be null.
1. We start with an original vector containing T frames.
2. For each of the time frames τ0 ∈ [1, T ], a group of contextual frames τ is selected
before and after τ0. Each group thus contains 2τ + 1 frames.
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3. The contextually expanded vector is obtained by concatenating each group of
contextual frames in their original order.
In those cases where τ0 is located approximately at the very beginning or the very
ending, the number of frames available before or after τ0 might be smaller than τ , thus
null values are inserted to compensate for the missing frames.
The contextual frames expansion is illustrated in Figure 4.2. The upper row rep-
resents the original vector, with time frames labelled τ0 ∈ [1, T ]. The lower row
represents the contextually expanded vector for the case τ = 1. The time frames
labelled ‘0’ represent null values, whose impact is negligible if τ  T .
4.2.2 Soft-Masks Construction
T-F masks for the target speech are created by exploiting the contextual information
from the neighbouring time frames with the following steps. The whole process is
illustrated in Figure 4.3.
a. Given an input feature in the Fourier domain, each of the T frames are
contextually expanded and concatenated, as shown in Figure 4.2. After sub-
band division, each of the N frequency bands is fed into a different CNN
for training, as in Figure 3.1 in Chapter 3. The output of each of the N
CNNs is a contextually expanded probability mask, whose dimensions are
J × (2τ + 1)T .
b. Given one of the N expanded probability masks, we need to remove the
redundant contextual frames, thus we perform the inverse process of the
contextual expansion in Figure 4.2. The result is a J × T probability mask,
like the one shown in Figure 4.4(a). Each probability mask represents the
DOA probability as a function of the time frame for a given frequency band.
We repeat the process for each of the N expanded probability masks.
c. We need to make sure that the DOA estimation provided by each proba-
bility mask is independent from a specific time frame, in order to get rid
of fluctuations over time. For this reason, we average over the time frames
T of each probability mask. The result is a J-dimensional DOAs vector for
each of the N frequency bands, whose elements correspond to the occupation
probabilities associated with each DOA.
d. Each J-dimensional DOAs vector is stacked into a N × J DOAs matrix.
e. To make the DOA estimation more reliable, we exploit all the frequency
bands. By averaging over N bands, we obtain a J-dimensional average
DOAs vector. The resulting DOA estimation is more accurate compared to
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that from each single band, which might not always correctly localise the
target speech. We assume that the maximum DOA corresponds to the target
speech orientation in this vector.
f. For each of the N probability masks, we select the row corresponding to the
index of the maximum DOA.
g. For each of the N probability masks, we extract the maximum row, whose
length is T .
h. The N selected rows are stacked into a N × T matrix, corresponding to the
target speech T-F mask, shown in Figure 4.4(b).
Figure 4.3: Process of T-F mask generation for the target speech source.
(a) Example of probability mask from the
central frequency band 64, for the target
speech at 0◦ and the interferer speech at
−90◦.
(b) Estimated soft T-F mask for the tar-
get source located at 0◦, which is generated
by stacking the rows corresponding to the
highest DOA from N probability masks.
Figure 4.4: Probability mask and soft T-F mask.
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4.2.3 Experimental Setup
The experimental setup is similar to the one explained in Section 3.1.5 and is also
shown in Figure 3.6, shown in Chapter 2.
The training samples are randomly selected speech signals from the TIMIT database,
from 8 males and 8 female talkers. Each of the speech recording is convolved with
BRIRs from J = 19 different DOAs. Each recording is then cut to ≈ 2.3 s, for a total
of 12 minutes of total audio recordings.
For the testing set, two different speech recordings, named the target and the
interferer, have been randomly selected from the TIMIT database for the two genders
and mixed, for a total of 15 reverberant speech mixtures for each of the 19 DOAs,
used. Each reverberant recording is cut ≈ 2.3 s.
Two reverberant rooms have been used in this case, named ‘A’ and ‘D’, whose
RT60s are, respectively, 0.32 s and 0.89 s, corresponding to the less reverberant and
the more reverberant conditions. The room properties are listed in Table 3.1.
The STFT is performed where the Hann window is set to 2048 samples and 128
ms, with 75% overlap between the neighbouring windows, thus the resulting training
and testing samples are 75 time frames long each.
We use N = 128 CNNs, each one taking the input from an individual sub-band
containing K = 8 frequency bins. The architecture of each CNN is shown in Figure
4.1 and is divided in two parts detailed as follows:
• The first part of each CNN is used for feature learning. It includes an input layer,
whose dimensions are 2×8× (2τ +1)T . This is followed by a convolutional layer
with 32 feature maps, kernel size (3, 3) and batch normalisation and by a max
pooling layer with pooling size (2, 2) (or (1, 1) for τ = 0, to keep the correct
dimensionality) and a 10% dropout. The ReLU activation function is used.
• The second part of the CNN classifies the DOAs of sources with the mixtures.
A hidden fully connected layer with 1024 neurons, batch normalisation and 10%
dropout connects the first part of the CNN to an output dense layer. The ReLU
activation function is used. The output dense layer contains 19 neurons and
works as a softmax classifier, thus the softmax activation is used.
The parameters have been selected empirically and correspond to those allowing for
a good performance. The number of epochs is set between 60 and 200, depending on
which room is used for training, while the batch size is set to 200. The cost-function
to minimise is the categorical cross-entropy in equation (3.4).
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4.3 Signal to Distortion Ratios (SDRs) Evaluation
The metric used for the evaluation of the separated speech sources is the SDR. In this
section, we present the results for the case where the target speech is fixed at 0◦ or
−90◦, while the interferer speech is set to variable positions. These results are shown,
respectively, in Figure 4.5 and Figure 4.6. The dots indicate the average SDR over
the test set at each DOA and are connected by continuous lines, and the dashed lines
stand for the correspondent standard deviation. For a better visualisation, we decided
to show only the cases where the interferer is in the range [−90◦, 0◦, ], thus the cases
where the interferer is set at [0◦,+90◦] will be omitted. This is justified by the fact
that the experimental setup is approximately symmetrical with respect to 0◦. For the
case where target and interferer are aligned (i.e. from the same direction) it is virtually
impossible to separate the two speech recordings based on spatial features only, so the
correspondent values are omitted.
Three levels of contextual information are tested, τ = 0, 1, 3. The system with
τ = 0 has been trained and tested without using any contextual information from the
neighbouring time frames, while CNNs with τ = 1 and τ = 3 include τ contextual
frames before and after each time frame. The system named ‘DNNs’, is a three fully-
connected layers DNNs system, in other words, a system of MLPs, similar to the one
introduced in Section 3.2, is here included as a baseline. The results are shown in
Figures 4.5 and 4.6, for the case of target speech fixed at 0◦ and −90◦, respectively.
Figures 4.7 (a) and (b) show the average improvement ∆SDR over all the DOAs
compared to the baseline system. We first analyse the matched case, where training
and testing rooms are the same. The results are shown in Figures 4.5(a) and 4.5(b),
respectively for rooms ‘A’ and ‘D’. For room ‘A’, the CNNs with τ = 1 system performs
the best among the four systems tested, with an average improvement ∆SDR ≈ 0.25
dB. The SDRs range in ≈ [10, 13] dB in Figure 4.5(a) for τ = 1, corresponding to a
very good separation quality on the listening tests. The binaural features contain less
information when the differences in level and phase between left and right microphones
are small, causing the SDRs to decrease while the interferer approaches 0◦. For room
‘D’, the CNNs with τ = 1 give better results, as shown in Figure 4.5(b), with ∆SDR ≈
1.23 dB. The SDRs are in ≈ [6, 10] dB, a good separation quality for a room with such
a high reverberation level. The standard deviation is on average ≈ 3 dB. However,
since no statistical analysis has been performed, our results may not be statistically
significant.
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(a) SDRs evaluation: training room ‘A’, testing
room ‘A’, target at 0◦.
(b) SDRs evaluation: training room ‘D’, testing
room ‘D’, target at 0◦.
(c) SDRs evaluation: training room ‘A’, testing
room ‘D’, target at 0◦.
(d) SDRs evaluation: training room ‘D’, testing
room ‘A’, target at 0◦.
Figure 4.5: SDR of the target speech source plotted against the DOA of the interfering
speech source, target at 0◦.
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(a) SDRs evaluation: training room ‘A’, testing
room ‘A’, target at −90◦.
(b) SDRs evaluation: training room ‘D’, testing
room ‘D’, target at −90◦.
(c) SDRs evaluation: training room ‘A’, testing
room ‘D’, target at −90◦.
(d) SDRs evaluation: training room ‘D’, testing
room ‘A’, target at −90◦.
Figure 4.6: SDR of the target speech source plotted against the DOA of the interfering
speech source, target at −90◦.
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(a) Target located at 0◦.
(b) Target located at −90◦.
Figure 4.7: Average improvement on the SDRs for the CNNs at different τ compared
to the MLPs baseline.
We also evaluate the separation performance of the CNNs system for the mis-
matched case. The SDRs results are shown in Figures 4.5(c) and 4.5(d). In these
conditions, a neural network system tries to adapt to a level of reverberation that was
not included in the training data. As a consequence, all the four systems perform
slightly worse than the case in which training and testing rooms are the same. In
particular, Figure 4.5(c) shows that DNNs and the CNNs with τ = 0 and τ = 1 have
similar performance. Instead, in Figure 4.5(d), for τ = 0, the system of CNNs has the
best separation quality, with ∆SDR ≈ 1.41 dB. In both Figures 4.5(c) and 4.5(d),
the CNNs with τ = 3 give by far the worst performance. There is no evidence that
the results are statistically significant.
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The case where the target is fixed at −90◦ is plotted in Figure 4.6. When room ‘A’
is used as training and testing room, the minimum amount of contextual information
τ = 1 shows the best performance, with ∆SDR ≈ 0.71 dB and SDRs in ≈ [3, 6]
dB. The results are shown in Figure 4.6(a). However, the matched case in room ‘D’,
shown in Figure 4.6(b), suggests τ = 3 as the best amount of contextual information,
which performs slightly better than τ = 1, with ∆SDR ≈ 1.68 dB and SDRs in
≈ [0, 3] dB. In both the matched cases, τ = 0 gives the worst separation results,
suggesting that using a small amount of contextual information improves the system
in the localisation task, especially in challenging scenarios when the target is located at
wide angles. In fact, the contextual frames provide some additional information about
where the sources were located before a time frame and will be located after that time
frame. As a result, the DNNs are able to exploit this information, which may lead to
a better estimation of the DOA for that given time frame. The mismatched case in
Figures 4.6(c) and 4.6(d), shows that the target estimation is particularly challenging
for all the four systems, with SDRs on average below 0 dB.
4.4 Conclusions
A system of CNNs, trained with binaural features and contextual information from the
neighbouring time frames, is used to generate T-F masks, which are used to estimate
a target speech in a mixture of two speech tracks, recorded inside different reverberant
rooms.
A baseline system of DNNs is used for comparison, which consists of a three fully-
connected layers, similar to the one presented in Section 3.2. The DNNs show some
limitations, in particular when the reverberation time of the testing room is long.
The separation quality highly relies on the training and testing rooms used to
record the speech mixtures. Our experiments suggest that the introduction of some
contextual information can help the CNNs to outperform the MLPs baseline, even if
a statistical test, such as ANOVA, would be able to confirm our claim. In particular,
choosing a small τ may lead to better results in most of the cases, as summarised in
Figures 4.7, with an average improvement over the MLPs baseline ranging in [0.25, 1.63]
dB particularly noticeable in all the matched test cases. The only exception is the
mismatched case with training room ‘A’ and testing room ‘D’. This last case proves
to be particularly difficult when testing the other two levels of contextual information
τ = 0 and τ = 3. The case τ = 3 only shows improvements in the SDRs in three test
cases, ranging in [0.61, 1.89] dB, while in the other cases the separation performance is
up to ∼ 2 dB worse compared to the MLPs system. A possible explanation could be
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that large amount of contextual frames might include too much redundant information,
causing some degradation in the separation performance. However, the work in [49]
presents a speech enhancement MLP, suggesting that the separation quality benefits
more of a larger amount of contextual information, but this is strictly related to other
parameters, such as the amount of training data used, the neural network architecture
and the task at hand. The case with τ = 0 shows some improvement only in a couple of
test cases, while the performance is up to∼ 2 dB worse than the fully-connected DNNs,
which may suggest the advantage of introducing some level of contextual information.
Our CNNs system has been tested in more challenging conditions. One particu-
larly challenging case is the one where the target speech is fixed at a wide angle, such
as −90◦. In this case, the target contribution arriving at the far-side ear is attenu-
ated as compared to that of the near-side ear, which makes the separation task more
challenging than when the target is placed at 0◦.
Moreover, testing the networks in mismatched rooms, requires an adaptation by
the CNNs to an unseen level of reverberation. The most challenging scenario consists
of using mismatched rooms with the target speech located at a wide angle, whose
SDRs are shown in Figures 4.6(c) and 4.6(d). This is further confirmed by following
listening tests, which suggest that the target speech source is not separated in any of
the four systems tested. In order to better generalise the training set and improve
the performance in the separation case, we could have used multi-conditional training,
where more than one room are included in the training set. However, an increased
amount of training data would require a much longer training time for our system of
DNNs.
Chapter 5
DNNs based Speech Separation for
B-format Recordings
5.1 Introduction
Compared to the monaural and binaural case, multi-channel speech separation has
been less investigated in the literature. A few examples have been studied for a six-
microphone array [30] and four-microphone arrays [31,53], which show limited perfor-
mance when the number of speech sources in the mixture increases.
Most of these works rely on the sound pressure information, which is commonly
exploited for speech separation. In this chapter, we exploit the so called B-format
microphone, which has been used in other works on speech separation [37–41]. This
microphone consists of a total of four capsules, where one capsule records the sound
pressure information, while the other three capsules, oriented along the x-y-z axes,
are used to measure the pressure gradient along each axis. This information can be
included in addition to the pressure information, which can potentially improve the
separation performance [248].
The above mentioned works [37, 39–41], use GMM-based clustering methods to
separate multiple speech sources. These methods are limited for the increased number
of speech sources used within the mixtures [37], the small number of metrics used for
the performance evaluation [39] or lack of evaluation for the case of closely-spaced
sources [40, 41].
In this chapter, we want to overcome these limitations by replacing GMMs with
deep learning techniques, which have been shown to outperform GMMs based methods
for monaural and binaural cases [42–44]. To our knowledge, applying DNN architec-
tures to B-format recordings is yet to be reported, even though other works have
studied the speech enhancement and recognition case for other types of multi-channel
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arrays [55–57]. For this reason, in this chapter, we propose a method based on DNNs
architectures, in particular we selected a CNN and a standard MLP. Considering the
novelty of the study, while the latter is easier to implement, CNNs have been shown
to improve the separation performance over analogous systems of fully-connected net-
works [26–28].
Neural networks are trained using both spatial and spectral features, more specifi-
cally, the angular feature and the LPS of the B-format microphone recordings. Con-
sidering the strong temporal correlation in speech signals, we introduce the contextual
information from neighbouring frames, which has been studied in Chapter 4. In ad-
dition, in order to better generalise the DNNs, we will incorporate the dropout algo-
rithm, which has been investigated in the previous chapters. Another important factor
in training a neural network is the choice of an appropriate DNN output. In [12], the
authors show that using Ideal Ratio masks (IRMs) or short-time Fourier transform
spectral masks (FFT-MASKs) as ground-truth training targets achieves better sepa-
ration performance compared to other targets. Following the same strategy, we also
use IRMs in the T-F domain as the training target for the MLP-structured DNN.
The remainder of the chapter is organised as follows. Section 5.2 introduces the
background knowledge of the spatial cues yielded by the B-format microphone, that
can be exploited for sound source separation. Section 5.3 explains the proposed method
in detail, including the extracted novel features, and the DNN structure for T-F mask
generation. Section 5.4 describes the experimental setup used for capturing the RIR
recordings for generating room mixtures used in our tests, the baseline methods as well
as the detailed DNN implementation, followed by systematic evaluations and analysis
of the results. Conclusions of our findings and suggestions are given in Section 5.6.
5.2 Background
B-format recordings contain spatial information about sources that can be used for
speech separation. In this section we explain how to extract these spatial cues.
5.2.1 Sound Pressure and its Acoustic Pressure Gradients
A B-format microphone is composed by four compact microphones placed at the four
non-adjacent corners of a cube, which are respectively noted as left-front (LF ), left-
back (LB), right-front (RF ) and right-back (RB), as illustrated in Figure 5.1. The
B-format microphone is placed at the centre of a room, as will be explained in Section
5.4, with the gx axis pointing towards the 0◦ direction. By combining the outputs of
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each microphone capsule, it is possible to obtain the pressure or omni-directional com-
ponent p0 and the acoustic pressure gradients along the three axes, gx (front←back),
gy (left←right) and gz (up←down) as follows:
Figure 5.1: Geometrical representation of a B-format microphone.

p0(t˜)
gx(t˜)
gy(t˜)
gz(t˜)
 =

LF (t˜) + LB(t˜) +RF (t˜) +RB(t˜)
LF (t˜)− LB(t˜) +RF (t˜)−RB(t˜)
LF (t˜) + LB(t˜)−RF (t˜)−RB(t˜)
LF (t˜)− LB(t˜)−RF (t˜) +RB(t˜)
 (5.1)
where t˜ is the time sample index. The B-format channels can be considered as an
approximation of the acoustic pressure gradients, whose true values are the derivative
of the pressure signal with respect to the x, y and z spatial directions. In this chapter,
we want to study a simplified case where we assume the sound source lying on the
x− y plane with the elevation angle fixed at zero, thus the gz component is neglected.
Given R sound sources sr, where r = 1, · · · , R, in a noise-free acoustic environment,
the three components in the sound mixture ϕ are the summation over sound images
or contributions of each source,
ϕ(t˜) =

p0(t˜)
gx(t˜)
gy(t˜)

=
R∑
r=1

hr0(t˜)
hrx(t˜)
hry(t˜)
⊗ sr(t˜), (5.2)
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where hr0(t˜), hrx(t˜) and hry(t˜) are the RIRs for the r-th sound source located at a specific
position, and ⊗ denotes the convolution operation.
Equation (5.2) can be represented in the T-F domain after STFT as:
Φ(t, f) =

P0(t, f)
Gx(t, f)
Gy(t, f)

=
R∑
r=1

Hr0(t)
Hrx(t)
Hry(t)
Sr(t, f)
=
R∑
r=1
H(t)rSr(t, f) (5.3)
where (t, f) is the T-F point, P0, Gx, Gy, Hr0 , Hrx, Hrz and Sr indicate, respectively,
sound pressure, acoustic pressure gradients, RIRs and source in the T-F domain.
The separated signals Y = (Yr(t, f)) can be obtained by multiplying a T-F mask
Mr(t, f) with the pressure P0(t, f)
Yr(t, f) = Mr(t, f)P0(t, f) (5.4)
where Mr(t, f) ∈ [0, 1].
5.2.2 Angular Feature
In [37–39], the angular feature has been estimated and used for the T-F mask estima-
tion.
By assuming that the sound wave behaves as a plane wave when approaching the
microphone [271], the acoustic particle velocity can be defined as
v(t˜) =
1
ρ0c
g(t˜) u (5.5)
where v = (vx, vy)T is the velocity components along the x and y axes, ρ0 the air
density, c the sound wave velocity when travelling through the air, g = (gx, gy)T the
pressure gradient introduced earlier, u = (ux,uy)T the unit vector pointing from the
sensor to the source and  the element-wise product.
The instantaneous intensity vector is given by:
j(t˜) = p0(t˜) v(t˜) (5.6)
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or, in the Fourier domain
J(t, f) =
(
Jx
Jy
)
(t, f)
= − 1
ρ0c
(
< [P ∗0Gx]ux
< [P ∗0Gy]uy
)
(t, f) (5.7)
where ∗ denotes the conjugation and < is the real part of a given complex number.
The angular feature indicates the angle on the azimuthal plane of the sound sources
in the T-F domain and can be estimated as follows:
Θ(t, f) = arctan
( |Jy|
|Jx|
)
(t, f)
= arctan
(< [P ∗0Gy]
< [P ∗0Gx]
)
(t, f) (5.8)
5.3 Proposed Method
In this section, we introduce the audio features used in our system, and the proposed
deep neural network for the estimation of the T-F masks for speech separation.
5.3.1 Input Features
We consider the use of both spectral and spatial features in our system. Spectral
features have been proved effective in many source separation or enhancement tasks
[12,17,19,26,49,272]. In this chapter, LPS features are extracted from a spectrogram
Sr:
GLPS = 20× log10 |Sr|. (5.9)
Particularly, the LPS features are extracted from the acoustic pressure gradients Gx
and Gy of the B-format recordings, denoted as GLPSx and G
LPS
y respectively. Given a
mixture containing three speech sources recorded inside a reverberant room, with the
same process explained later in Section 5.4, an example of the two spectrograms of the
extracted LPS spectral features are shown in Figure 5.2:
Another feature used is the angular feature, as introduced in Section 5.2.2. In
Figure 5.3 we plotted the angular feature for the same mixture used to generate the
spectrograms in Figure 5.2. As can be observed that, when the angle difference be-
tween the sources is 40◦, the angular spectrogram in Figure 5.3 (a) is less distinctive
than the scenario with larger angle difference, i.e. 90◦ in Figure 5.3 (b). This is be-
cause the angular features are spatial features that largely rely on the source positions,
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(a) GLPSx (b) G
LPS
y
Figure 5.2: GLPSx andG
LPS
y extracted from a B-format recording containing three speech
sources located at 0◦, 40◦, 80◦, respectively.
and thus large spatial distance, reflected by angle difference between sources, will yield
more sparse and distinctive features. This is further confirmed by the histogram dis-
tributions of the same three speech mixture plotted in Figure 5.3, which is shown in
Figure 5.4. For the 40◦ case shown in Figure 5.4 (a), only two peaks can be observed
from the histogram due to mostly overlapped spatial features, while for the 90◦ case
in Figure 5.4 (b), three peaks corresponding to the three sources can be easily distin-
guished. Thus, the 40◦ case will be more challenging for clustering these features to
three sources as compared to the 90◦ scenario. This finding has also been reported
in [38, 39], which shows that the separation performance degrades when the angular
distance between the sources gets smaller.
The three features are then normalised by removing the mean and dividing by the
standard deviation, calculated on the samples of the training set.
The ground-truth used for the training of the DNN is the concatenated IRMs
associated with each of the R sources, which is calculated as an average between the
x and y gradient channels [75]
IRMr =
1
2
(IRMx + IRMy)
=
1
2
( |Sr,x|
|Φx| +
|Sr,y|
|Φy|
)
=
1
2
(
|Sr,x|∑R
k=1 |Sk,x|
+
|Sr,y|∑R
k=1 |Sk,y|
)
, (5.10)
where Sr,x and Sr,y are the spectrograms of the x and y channels of the r-th original
source, Φx and Φy are the spectrograms of the x and y channels of the mixture of the
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(a) Θ: 0◦ + 40◦ + 80◦ (b) Θ: 0◦ + 90◦ + 180◦
Figure 5.3: Angular feature Θ in the T-F domain for the three-sources case at two
different location combinations. The colourmaps indicate the value of Θ at each point
of the T-F space in the interval [0, 360] degrees.
R sources. One may argue that using the individual IRMs for the x and y channels
might give a more accurate separation result. In principle this is true, but it would
require twice the amount of memory both on the physical storage and the GPUs. A
few examples of the IRMs used for the training of the MLP can be seen on the right
column of Figure 5.8 to be shown later.
5.3.2 The DNN Architectures
We tested two DNNs architectures in our DNN implementation, with a classic MLP
and a CNN.
The MLP contains four hidden layers as shown in Figure 5.5. Each hidden layer
consists of a dense layer followed by batch normalisation to accelerate convergence.
Leaky ReLU is employed as the activation function for its fast gradient calculation
process in the back propagation. The proposed MLP is based on [24], which has
already been successfully used for a similar task where an MLP has been used to
extract a single target speech in a two-source mixture, placed in a circular array.
The input has a total size of (BS × T, F, 2τ + 1, Nf ), where BS is the batch size,
T the number of time frames in each feature, F is the dimension of each feature along
the frequency axis, 2τ + 1 is the number of time frames fed into the MLP, whose
number depends on the amount of contextual information τ and Nf = 3 is the number
of features (i.e. two spectral and one spatial features). Each of the NH hidden layers
contains V neurons. After flattening (the input tensor is transformed into a long
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(a) Θ: 0◦ + 40◦ + 80◦. (b) Θ: 0◦ + 90◦ + 180◦.
Figure 5.4: Histograms of the angular feature Θ for the three-sources case at two
different location combinations. The sources can be better separated when the three
peaks are less overlapped.
vector), there are R outputs of the network, each containing F neurons, corresponding
to the estimated T-F mask. There is no permutation issue in the output masks because
the order of the sources remains unchanged for both training and testing. Sigmoid is
used as the activation function for the output layer to constrain the mask value in the
range of [0, 1].
Figure 5.5: The diagram of our proposed MLP for source separation. Spectral and spa-
tial features are extracted and fed into the MLP-structured DNN, to output separation
masks for each of the sound sources.
The CNN architecture we used contains three convolutional layers, each followed
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by batch normalisation and a max-pooling layer, as shown in Figure 5.6. Again, the
choice of parameters is based on [24], but it has been re-scaled due to the larger
dimension of our input along the frequency axis, which is twice as much as the input
dimension in [24].
Figure 5.6: The diagram of our proposed method for source separation. Spectral and
spatial features are extracted and fed into the CNN, to output separation masks for
each of the sound sources.
The input is the same as used for the MLP, but it does not require any flattening
to be interfaced to the first convolutional layer, which has 64 maps and a kernel size
(5, 5). The first max-pooling layer has a pool size (4, 2). The second convolutional
layer includes 128 maps, has kernel size (3, 3) and is followed by a max-pooling layer,
whose pool size is (4, 1). The last convolutional layer has 256 maps, kernel size (8, 1)
and a max-pooling layer with pool size (8, 1). Leaky ReLU has been used as the
activation function. After flattening, we include a fully-connected layer containing V
neurons. The insertion of a hidden layer of the same size between the convolutional
layers and the output layer has been used in [24] to make a fair comparison between
the MLP and the CNN, such that the inner layers are not affected by how they are
interfaced to the output layers. The output layers are the same as those used for the
MLP architecture.
5.3.3 Implementation
• Training. The speech mixture is created by convolving R clean speech signals
with associated RIRs related to different locations and summed them together.
From the simulated B-format recordings, the spectral features (GLPx and G
LP
y )
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and spatial feature (Θ) are extracted, and fed into the DNN for training. To find
the global optimised parameters for the MLP, the back-propagation employs the
SGD algorithm. The cost-function used is Mean Squared Error (MSE), given by
J = − 1
M
[
R∑
r=1
M∑
m=1
(
O(GLP(m)x ,G
LP(m)
y ,Θ
(m))− IRM(m)r
)2]
where O is the DNN prediction, which is a function of the three input features
Θ, GLPx and G
LP
y for the mth training sample, IRM
(m) is the ground-truth,
corresponding to the three IRMs andM is the total number of training samples.
• Testing. Once the training process converged, the pre-trained model is applied
to the testing set (not overlapped with the training data set) to predict the R
masks, which are applied to the mixtures for recovering the time-domain source
estimates.
5.4 Experiments
In this section, we present the experimental setup used for the RIRs recordings, the
baselines used for benchmarking our proposed method, as well as the performance
metrics used to quantify the performance of the separation systems. We then provide
a description of the data and the parameters used for training the networks.
5.4.1 B-format RIRs
We recorded the B-format RIRs inside a small living room at the University of Surrey.
The living room with the setup used can be seen in Figures 5.7 (a) and (b). The
room is approximately rectangular shaped and its dimensions are 4.23 m × 5.51 m ×
2.33 m. The room contains furniture, such as couches, chairs, tables, cupboards and
a television, as shown in Figure 5.7 (b). The room RT60 is equal to 270 ms, averaged
between 500 Hz and 4 kHz.
The B-format microphone is a SoundField ST450, placed at the centre of the
room, more specifically at the centre of a circular array with radius 1.50 m which is
represented by the white crosses in Figure 5.7 (a). The crosses are used to mark the
location of a Genelec 1030A loudspeaker, which is used to play a sweep sound, ranging
from very low frequencies to very high frequencies. The microphone capsule is fixed
at a height of 1.26 m.
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(a) The experimental setup: the B-format
microphone is located at the centre of a
360◦ array, while the loudspeaker is moved
along the white crosses, placed at 10◦ from
each other.
(b) A photograph of the room and the ex-
perimental setup used for the RIRs record-
ings. On the right the SoundField ST450
B-format microphone, on the left the Gen-
elec 1030A loudspeaker.
Figure 5.7: The room and the experimental setup used for the recordings.
The loudspeaker is moved around the 36 positions on the circular array, marked by
the white crosses, from 0◦ to 350◦ with steps of 10◦. At a given loudspeaker position,
the sweep sound is recorded by a SoundField microphone, by using a Motu 828 mkII
sound card with frequency sampling set to fs = 48 kHz. After recording the sweep
sounds, the RIR at a given angle can be obtained by performing the deconvolution
between the audio file recorded with the SoundField microphone at that specific angle
and the original sweep wave.
5.4.2 Experimental Setup
To create the training and testing data, we used the RIRs data set recorded at the
University of Surrey, which has been introduced in Section 5.4.1.
Both the training and testing data have been generated by using speech recordings
from the TIMIT data set, containing recordings of several sentences from different male
and female speech sources with different American English accents, sampled at fs = 16
kHz. We decided to use this data set because it has a good number of speech sources,
with enough variety and there are two separate folders for training and testing. Each
reverberant speech is created by convolving a randomly selected speech sample from
the TIMIT database with one selected angle from our RIRs database, which has been
down-sampled from 48 kHz to 16 kHz to save memory and to match the sampling
rate in the TIMIT database.
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5.4.3 Baselines and Performance Metrics
Three baselines, corresponding to the previous state-of-the-art algorithms in B-format
speech source separation, are used to benchmark our proposed method. The works by
Chen et al. [39] and Günel et al. [37] make use of the B-format microphone for speech
separation, where Chen et al. exploit the E-M algorithm [7] to generate T-F masks,
while the work by Günel et al. is based on beamforming techniques [273] and intensity
vector for the estimation of audio sources. Shujau et al. [38] aim to estimate the DOA
with data acquired with an Acoustic Vector Sensor (AVS) [274], which is a variation
of the B-format microphone with a different setup, and use this information for speech
separation.
The performance of our system has been evaluated by using several metrics: includ-
ing SDR, SAR and SIR [261] respectively, taking into account the amount of distortion,
artifacts and interference produced by a given separation method; PESQ [275], an ob-
jective speech quality evaluation, and the word recognition accuracy [264], evaluated
using the Google Speech API, ranging from 0% to 100%. For each of the estimated
speech recordings, the Google API gives a list of possible transcriptions, there are
three possible cases:
• Speech transcribed with accuracy given.
• Speech transcribed without any accuracy given.
• Speech not recognised.
While the first case represents the ideal scenario, on the last two cases we imposed a
0% accuracy. For the sake of clarity, the transcription could be in theory completely
wrong even if the Google API returns a high value of accuracy. However, we empir-
ically noticed that the correlation between the transcription and the accuracy value
is generally very high, thus we believe that the accuracy can be used as a metric to
measure the performance of our systems.
5.4.4 Training
The training set consists of many speech mixtures, and we have restricted our TIMIT
database only to speech recordings with length of 35000 time samples, for a total of
3953 different speech recordings. Each mixture is created by summing R reverberant
speech sources, at given angles, and cutting to 35000 time samples, corresponding to
∼ 2 s. For a given R speech sources mixture, we have selected 9 possible combinations
of angles listed in Table 5.1, following the same criteria in [39]. For each combination
of angles, we randomly select 2500 mixtures, each made of R speech sources, for a
total of M = 22500 different mixtures used to train our model (namely the number of
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training samples), corresponding to approximately 13 hours of training data. These
numbers can be justified by the fact that using a large amount of speech mixtures for
each combination of angles ensures that the trained MLP is well-generalised for the
testing set. Each mixture is generated by selecting R different speech sources from
∆θ s1 s2 s3 s4
10◦ 0◦ 10◦ 20◦ 30◦
20◦ 0◦ 20◦ 40◦ 60◦
30◦ 0◦ 30◦ 60◦ 90◦
40◦ 0◦ 40◦ 80◦ 120◦
50◦ 0◦ 50◦ 100◦ 150◦
60◦ 0◦ 60◦ 120◦ 180◦
70◦ 0◦ 70◦ 140◦ 210◦
80◦ 0◦ 80◦ 160◦ 240◦
90◦ 0◦ 90◦ 180◦ 270◦
Table 5.1: Sources locations: training and matched testing.
TIMIT, and convolving each one with a different RIR, corresponding to a certain angle
and then summed. Then, the STFT of each mixture is computed with the Hamming
window set to 2048 (128ms) samples, so each recorded spectrogram is T = 70 time
frames long and contains F = 1025 frequency bins. Then, the angular feature Θ are
generated as explained in Section 5.2.2, together with the LPS GLPSx and G
LPS
y , where
the size of each feature is (F, T ). Finally, we exploit contextual information from the
neighbouring time frames by including τ contextual frames before and after each time
frame in the input features, for a total of 2τ + 1 contextual frames. In our case, we
decided to use τ = 5 as already done in [24], thus the number of contextual frames
is 2τ + 1 = 11. This is apparently in contrast with the smaller τ = 1 we used in
Chapter 4, but while that system aimed to estimate the DOA of the sources, as an
intermediate step for the T-F masks estimation, in this chapter we want to directly
estimate the T-F masks. The choice of these parameters is related to the size of the
input of the neural network. Our choice is due to a few empirical attempts and gives
good convergence rate for the cost function, as well as good speech estimation results.
The total size for the training tensor is (M,F, T,Nf ). The training tensor is fed into
the MLP in batches with size (BS×T, F, 2τ +1, Nf ) for a better memory usage, where
BS = 6 is the batch size and the total number of batches is M/BS = 3750.
The deep learning toolbox used is TensorFlow and it is implemented in Keras.
Similarly, for the MLP proposed in [24], which contains 1024 neurons per layer and is
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used for the estimation of two speech sources, we up-scaled the network by multiplying
1024 by the number of sound sources R to be separated, which is 3 or 4 as considered
here. The size of the network is up-scaled to match with the dimension of the output,
which increases proportionally with the number of sources R. Each hidden layer in the
proposed MLP has V = 1024×R neurons, which is also the size of the hidden layer of
the CNN. The total number of hidden layers of the MLP is set to NH = 4. We tested
other numbers of hidden layers, but setting NH = 4 has given the fastest convergence
compared to other parameter choices. The output of the network contains R dense
layers, depending on the number of sources in the mixture. Each of these dense layers
contains F = 1025 neurons, corresponding to the number of frequency bins given by
the STFT in each IRM.
Both the DNNs architectures share the same number of epochs, which is set to
300. This number guarantees the cost-function to converge. The cost-function used
is the MSE. SGD has been used for the training of the MLP and the CNN, with a
learning rate 0.5, momentum 0.9 and decay 10−6. The DNNs have been trained with
the regression method.
5.5 Results and Analysis
In this section we show the T-F masks generated by our DNNs, which are then used
for the estimation of the speech sources. We then discuss the performance evaluation
for our system and compare it with three baselines, representing the previous state-of-
the-art for speech separation with a B-format microphone. The metrics used for the
performance evaluation have already been introduced in Section 5.4.3.
5.5.1 Masks Estimation
We have created a testing set to evaluate the performance of our method, with the
same process and parameters described in Section 5.4.4 for the creation of the training
set. Given a number of speech sources R, we create 20 mixtures by randomly selecting
20× R speech samples from the testing folder of the TIMIT data set. We create two
different test sets, one of which is made of R = 3 speech sources and the other one
includes R = 4 speech sources.
Given ∆θ, the reverberant speech mixtures are generated by convolving each speech
signal in the testing set with the RIRs associated with ∆θ, as shown in Table 5.1.
More specifically, we generate 20 speech mixtures at each ∆θ, which only differ for the
relative position in space of the speech sources.
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Figure 5.8: An example of the estimated masks of the separated speech sources vs the
correspondent IRMs for the four sources case, placed at at 0◦, 90◦, 180◦ and 270◦.
After applying the STFT and evaluating the features, as shown in Section 5.3.1,
the testing tensor has size (Mtest, F, T,Nf ), where Mtest = 180 is given by multiplying
the number of combinations of angles 9 by the number of mixtures 20. We apply
the contextual frame expansion τ = 5 to the testing set, which is fed into the DNN
architecture by batches with size (BS × T, F, 2τ + 1, Nf ), with BS = 10, T = 70,
F = 1025 and Nf = 3.
The output of each DNN is an estimation of the T-F mask for a given time frame
τ0 ∈ [1, 70], together with its 5 neighbouring frames. These neighbouring frames are
redundant information, thus can be discarded as only the central frame is relevant.
Each T-F mask can be generated by concatenating each of the T unique frames τ0.
Figure 5.8 shows an example for the estimated masks in the case of a mixture of four
sources, where the speech sources are located at the maximum angular distance, more
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specifically at 0◦, 90◦, 180◦ and 270◦, respectively. As already explained in Section
5.3.1 and observed in [38, 39], ideally this would be the easiest case among the four
speech mixtures, because the sources have the maximum angular distance, so they
are easier to identify by the angular feature. If we compare the left column with the
right column of Figure 5.8 corresponding, respectively, to our estimated masks and
the IRMs, we can see that the MLP well approximates the ideal case, allowing for a
good separation of all the sources.
5.5.2 Performance Evaluation
Figures 5.9 and 5.10 show the results for the mixtures of three and four speech sources.
The five metrics are plotted against the angular distance ∆θ, where the continuous
lines represent the mean values while the dotted lines are the standard deviations.
The proposed methods are named after the DNN architecture used, thus ‘Zermini
(MLP)’ and ‘Zermini (CNN)’. Each plot also contains the three baselines introduced
in Section 5.4.3, named ‘Chen’ [39], ‘Günel’ [37] and ‘Shujau’ [38]. In order to be
able to compare the improvement over the initial mixtures, all the plots also show the
‘Mixture’ case, except for the SAR graph, because the mixtures are not processed, so
they originally contain no artifacts. In the word recognition accuracy, we introduce
an additional comparison with the original isolated speech sources under the name
‘Original’, corresponding to the best-case scenario speech transcription.
Figure 5.9 refers to the three-sources case, with (a), (b) and (c) showing, respec-
tively, the SDR, SAR and SIR metrics. They have a similar trend for both the proposed
methods and the baselines: the proposed methods clearly outperform the baselines up
to ∆θ = 40◦, especially at ∆θ = 0◦, where all the baselines show very poor separation
capabilities. The separation performance become more comparable to the baselines
in the range [50◦, 60◦], and fall behind the baselines at [70◦, 90◦], in particular those
by Chen et al. and Shujau et al. To summarise, our methods give SDRs, SARs and
SIRs, respectively, in the range [3, 5] dB, [5, 7] dB and [9, 11] dB, with the CNN being
slightly more accurate than the MLP, up to 1 dB for all the three metrics, except at
10◦, where the MLP separation is better.
From a perceptual point of view, our methods, in particular the CNN, outperform
the three baselines, where the PESQ improvement over the baselines, shown in Fig-
ure 5.9 (d), ranges from 0.25 to 0.7. The word recognition accuracy trend is almost
identical for the two DNN architectures, ranging in [30, 45] %, as plotted in Figure 5.9
(e). The best case scenario, provided by the original recordings, is constant at around
70%. In the case ∆θ ≤ 40◦, the DNNs accuracy is, on average, around 10% − 30%
higher compared to the other methods. The performance of the baselines becomes
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(e) Google speech API
Figure 5.9: Performance metrics of the separated speech sources plotted against the
angular distance ∆θ for the three sources case.
118 CHAPTER 5.
comparable to that by our methods at ∆θ ≥ 50◦. In particular, they are around 10%
more accurate than our method in [70◦, 80◦] and up to 20% more accurate at 90◦.
Figure 5.10 shows the separation performance for the four sources case. In general,
the performance of the separation systems is worse than that for the three sources case,
due to the increased complexity of the problem. If we consider the three SNR-based
metrics in Figures 5.10 (a), (b) and (c), for our methods they range in [1.5, 3] dB,
[4.5, 6] dB and [6, 7.5] dB, with the CNN performance being slightly better, especially
on the SIR, where is, on average, 1 dB higher compared to that obtained with the
MLP.
Our methods generally outperform the baselines at ∆θ ≤ 40◦, especially at ∆θ ≤
20◦, where the performance of the baselines is very limited. At ∆θ ≥ 60◦, the baselines
by Chen et al. and Shujau et al. are able to give better results, with an improvement
up to 2 dB of SDR, 2 dB of SAR and 3 dB of SIR compared to our methods. If
we consider the SAR in Figure 5.10 (b), all the four methods offer similar separation
capabilities at ∆θ ≥ 60◦, with our methods performing slightly worse at ∆θ ≥ 80◦.
The PESQ metric in Figure 5.10 (d), shows how our methods, especially the CNN
based, outperform the other methods, whose performance improvement over the best
baseline, in this case ‘Chen et al’, ranges from 0.25 to 0.5.
If we consider the word recognition accuracy in Figure 5.10 (e), both the DNN
architectures show an identical trend for all the ∆θ. For a comparison, our accuracy
ranges in [15, 25] % while the original clean speech can achieve up to around 70%
word recognition accuracy. However, our methods show improvements compared to
the other works at ∆θ ≤ 20◦, where our accuracy is up to ' 15% higher. In the
range [30◦, 50◦], both the DNNs and the baselines show very similar performance. For
∆θ ≥ 60◦, the accuracy of our methods is not as good as the three baselines. In
particular, the method by Chen et al. is the more effective, with accuracies up to 25%
higher than our DNNs at ∆θ = 90◦ and 5− 15% higher at [60◦, 80◦].
5.5.3 ANOVA tests
In this section, we present the results of the ANOVA test [265], in order to check if the
performance differences between the results for our methods and the three baselines
are statistically significant.
In order to avoid any confusion, it would be useful first to recap all the test cases we
studied. We tested two DNNs architectures in the case where three or four sources are
used. For each case, nine different ∆θ are tested, from 10◦ to 90◦. We evaluated the
performance of each test case by using five different metrics, evaluated on 20 different
speech mixtures. By averaging on the number of speech sources used, we obtain 20
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Figure 5.10: Performance metrics of the separated speech sources plotted against the
angular distance ∆θ for the four sources case.
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values for each metric used.
We performed different one-way ANOVA tests, for the MLP
pvalue, Fvalue = ANOVA(Zermini (MLP), Chen ) (5.11)
and for the CNN
pvalue, Fvalue = ANOVA(Zermini (CNN), Chen ) (5.12)
We selected the baseline by Chen because, according to the results in Section 5.5.2,
this baseline offers better performance compared to the other two baselines. For each
ANOVA test, we fix the number of sources and we select a metric. Finally, we fix
∆θ and we create two vectors (one for the given DNN and one for the baseline), each
vector containing 20 points, corresponding to the values obtained for the given metric
averaged on the number of speech sources used.
Metric
Zermini (MLP) Zermini (CNN)
pvalue Fvalue pvalue Fvalue
SDR 0.3122 9.0969 0.3291 5.7394
SAR 0.3194 3.1447 0.2991 2.9411
SIR 0.1479 18.1941 0.1188 14.3071
PESQ 0.0000 167.3495 0.0000 103.2152
WR 0.2409 11.9436 0.2165 12.1669
Table 5.2: Results of the ANOVA statistical test for the three sources case. The p-
values and F-values are averaged over nine ∆θ. Fcrit is set to 4.0982 at 5% significance
level.
By performing the ANOVA tests as shown in (5.11) and (5.12), we get a pvalue and
an Fvalue for each of the nine combinations of ∆θ. We then average the nine values of
pvalue and Fvalue. Table 5.2 and Table 5.3 contain all the averaged pvalue and an Fvalue
for all the test cases considered for each of the two DNN architectures. In our analysis,
Fcrit is set to 4.0982, which depends on the number of groups used, here set to 2 (one
DNN and one baseline), and the number of total samples for each ANOVA test, here
set to 40 (20 points multiplied by the number of groups 2).
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Metric
Zermini (MLP) Zermini (CNN)
pvalue Fvalue pvalue Fvalue
SDR 0.1668 13.4584 0.1041 10.2011
SAR 0.2635 7.3993 0.3052 7.5390
SIR 0.0746 26.2190 0.1614 25.9694
PESQ 0.0000 191.2171 0.0000 141.0514
WR 0.2562 5.5236 0.2513 5.4248
Table 5.3: Results of the ANOVA statistical test for the four sources case. The p-
values and F-values are averaged over nine ∆θ. Fcrit is set to 4.0982 at 5% significance
level.
The results in Table 5.2 and Table 5.3 show that the differences between our DNNs
and the baseline by Chen are small, but statistically significant, when the metrics used
is the PESQ, while for the other metrics the differences are not significant.
5.6 Conclusions
We presented a novel method for the estimation of T-F masks, which can be used
for speech separation from B-format mixtures. In this work, we have trained a CNN
architecture, whose structure is based on the one used in [24] for the estimation of a
single mask only. The performance of the CNN method is compared with that of a
classic fully-connected network, a MLP.
Our methods have been compared with three baselines, which represent the previ-
ous state-of-the-art on speech separation with a B-format microphone, including the
work by Chen et al. [39] Günel et al. [37] and Shujau et al. [38]. The metrics in Figures
5.9 and 5.10 show how the proposed DNNs architectures outperform the baselines for
angles in 10◦ ≤ ∆θ ≤ 40◦. The improvements are statistically significant only for the
PESQ.
The main contributions in our systems are the IRMs used in the outputs as ground-
truth, as well as the LPS features, where the angles distributions seem to have a
secondary contribution. This in fact explains the relatively constant performance of
the MLP when ∆θ increases. In comparison, each of the three baselines shows very
poor performance at low ∆θ, while the separation results improve at higher ∆θ. This
can be explained by analysing the angles distributions in Figures 5.4 (a) and (b),
where at large ∆θ a more defined structure is presented, due to the larger distance
between speech sources. For this reason, if we consider the SNR-based metrics and
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the word recognition accuracy, the baselines become comparable to our methods when
∆θ = 50◦. In particular, ∆θ ≥ 80◦, our systems are less accurate in separating the
speech sources compared to the baselines. Our explanation is that, different from the
baseline methods, DNNs are able to decompose input features. In this case, the spatial
feature, is decomposed into its spectrograms P0, Gx and Gy, as shown in equation
(5.2). Spectrograms are invariant with respect to ∆θ, which explains the relatively
constant trend of Θ. However, the perceptual metric PESQ shows that our deep
learning techniques are more effective compared to the baselines. At wide angles, there
is a discrepancy between the lower SDRs and higher PESQ of our methods compared
to the baselines. This is justified by the fact that the two metrics are computed in
a very different way thus, despite their high correlation, they can lead to different
results. Unlike SDR, the PESQ includes T-F equalisation, which can mitigate the
effect of reverberation. In general, all the five metrics presented show that the CNN
architecture is somehow more effective compared to the MLP except for the word
recognition accuracy, whose values are almost identical.
Chapter 6
Conclusions and Future Research
6.1 Conclusions
In this thesis, we addressed the problem of speech separation in reverberant environ-
ments by using DNNs. We studied the impact of a varying degree of complexity with
respect to the level of room reverberation, number of speech sources and the number
of microphones available for capturing the sources. We can summarise our findings as
follows:
• We successfully implemented a baseline DNNs system for speech source separa-
tion and found that adding some level of dropout [45,46] can help each network
to be less subject to overfitting and, thus, to better generalise the architectures
and improve the separation performance.
• We showed that combining spectral features, such as the LPS, and binaural fea-
tures, such as ILD and IPD, can improve the speech separation quality, especially
for the case of noisy-speech mixtures.
• We found that data augmentation techniques can be helpful for improving the
speech separation quality. In particular, we tested the contextual frames expan-
sion technique [17], which improves the separation of each given time frame by
providing the information about the neighbouring time frames.
• The existing literature shows that CNNs architectures can outperform their fully-
connected networks counterpart for the case of speech separation [26–28]. This
motivated us in implementing CNNs architectures and we found that CNNs
may increase the quality of separation for the case of two-speech separation in
reverberant rooms.
• To our knowledge, our study of deep learning techniques applied to the B-format
microphone has no previous reference in the literature, except for [54], where
ambisonics are used to generate both audio and visual cues for virtual reality
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with DNNs. With our methods, we managed to outperform several GMM-based
frameworks in particular for the case of closely-spaced speech sources, where the
performance of the baselines is relatively poor. The above findings have been
introduced in Chapters 3, 4 and 5 of this thesis.
6.1.1 Speech and Noise Separation from Binaural Mixtures
with Deep Neural Networks
We implemented a baseline of DNNs to study the speech separation problem in several
reverberant rooms. In particular, we aim to estimate a target speech source corrupted
by an interfering speech source.
Our first DNN architecture consisted of two AEs, a softmax classifier and a final
fine-tuning stage. Our system is trained with binaural features only, i.e. ILD and IPD,
and is used to estimate the T-F masks for the target speech sources. In particular, we
employed 128 DNNs, each estimating the target T-F for each frequency band.
We found that our architecture shows a good level of adaptation to different levels
of reverberation, even in the case where the BRIRs used for the training do not match
the BRIRs used for testing.
In a second work, we implemented a variation of the system of DNNs. In particular,
we replaced the double AE architecture with an equivalent MLP, which has the same
number of hidden layers and neurons, but is easier to train, due to the reduced number
of training stages.
We also found that adding some level of dropout can help to better generalise the
DNNs architectures, because each neuron tends to rely less on the other neurons in the
network. In particular, we tested several levels of dropout, and found that dropping
50% of the neurons within the hidden layer can achieve some small improvement for
our system of MLPs. This value is further confirmed by the existing literature [46].
In addition, we investigated the impact of different types of features on the DNNs
separation performance. While binaural features, i.e. ILD and IPD, have already
proved to be effective for the training of the DNNs [13,42,48], we showed that adding
spectral features, such as the LPS, can be particularly beneficial for the case of noisy-
speech separation. More specifically, we showed that our method can give some im-
provements compared to the baseline by Yu et al. [13] in the cases where the rever-
beration time of the room is short. Our explanation is that early room reflections are
more correlated with the direct signal, thus the LPS may be more effective for rooms
with low RT60s.
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6.1.2 Speech Separation with Convolutional Neural Networks
and Spatial Cues
Fully-connected networks have been widely used for the speech separation task, while
relatively fewer works, employing the more recently introduced CNNs [51], exist in the
literature.
Motivated by the findings in several papers [26–28], showing that CNNs can out-
perform fully-connected networks with an accurate choice of parameters, we tested a
system of CNNs and compared the separation performance with our baseline of MLPs
introduced in Chapter 3.
We found that our system of CNNs can be complementary to the system of MLPs,
depending on the amount of room reverberation used for training and testing.
We also introduced a data augmentation technique, the contextual frames expan-
sion, which has been used in other related works on noisy-speech separation [17]. We
found that adding a small amount of contextual frames can be beneficial to the sepa-
ration performance, while adding additional contextual frames can degrade the quality
of the separated speech. Our explanation is that the introduction of a larger amount
of contextual frames might include frames belonging to the interferer speech source.
This is apparently in contrast with the amount of contextual information introduced
in Chapter 5. However, in Chapter 4 the contextual information affects the DOA
estimation of the speech sources and, in the following step, improves the T-F masks
generated from the DOAs, while in Chapter 5 the T-F masks are directly estimated,
thus the role played by the contextual information in the separation performance is
slightly different for the two cases studied.
6.1.3 DNNs based Speech Separation for B-format Recordings
In the literature, very little attention has been given to source separation with B-
format microphones. In particular, the literature lacks study of deep learning applied
to B-format recordings, our work presented in Chapter 5 is novel in the area of source
separation.
We collected the B-format RIRs inside a room at the University of Surrey. The
recordings consist of four channels, one gathering the sound pressure information,
while the other three the pressure gradients along the x, y and z axes. While the
sound pressure information has been widely used in the vast majority of papers on
speech separation, the pressure gradient information has been employed in fewer cases
[37–41]. Adding the information from the pressure gradient can potentially improve the
separation performance [248]. Different from other more commonly used binaural or
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multi-microphone arrays, a B-format microphone consists of four capsules in a compact
and portable device. This allows for a faster and easier setup of the experiments for
the recordings, which can be an advantage when a variety of RIRs data set is needed,
which is important when training neural network architectures.
We tested two different systems of DNNs, trained by regression, for the study of
the speech separation problem in a reverberant room. More specifically, we compared
the performance of a MLP, which is a vanilla network and can be considered as a
baseline, and a CNN, which requires a finer tuning of its parameters in order to train
a network with a good level of generalisation. We also implemented several baselines
based on GMMs frameworks [37–39]. We tested our systems in the case of three and
four speech mixtures.
By assuming that the sound source lies on the x−y plane, with the elevation angle
fixed at zero, we can ignore the z component of the pressure gradient. We evaluated
the LPS features from the x and y channels, GLPSx and G
LPS
y . Moreover, an angular
feature Θ has been derived by the sound pressure channel and the x and y pressure
gradients channels.
We evaluated the performance of our methods by using a large variety of metrics,
such as three SNR-based metrics [261], PESQ [275] and word recognition accuracy
[264].
In our findings, the SNR-based metrics and the word recognition accuracy show
that the DNNs clearly outperform the baselines GMMs frameworks when the speech
sources are closely located, i.e. ∆θ ≤ 40◦. In general, we can conclude that the
performance of the DNNs and the baselines become more comparable at 50◦ ≤ ∆θ ≤
70◦, while the baseline are more accurate where the speech sources are widely spread,
i.e. at ∆θ ≥ 80◦. The PESQ, which is a perceptual metric, shows that the DNNs
outperform the GMMs baselines at any ∆θ, and the ANOVA test confirms that the
results are significant.
We also compared the performance of the CNN and the MLP and found that the
CNN tends to be more effective, especially according to the PESQ evaluation. We can
observe an exception at ∆θ = 10◦, where the speech sources are very closely located.
In this case, the MLP architecture performs slightly better than the CNN. It is worth
noting that tuning the parameters for CNNs is more difficult than fully-connected
networks, thus a better parameter choice could have improved the CNN performance
at small ∆θ.
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6.2 Future Research
The work presented in Chapters 3 and 4 is limited by the resolution of the estimated
T-F masks. In our case, we assumed that each group of K = 8 frequency bins is
assigned to the same bin of the probability mask, as shown in Figure 3.3, thus limiting
the quality of the separated target speech source. For this reason, we aim to further
reduce the value of K. However, narrower frequency bands might provide a limited
amount of information to the input of each DNN. In order to overcome this issue,
one could implement some type of contextual frequency band expansion, allowing to
exploit the information from the neighbouring frequency bands.
In [50], the speech separation task is studied with a DNN fed with a wrapped
IPD, where the phase is constrained in the range [−pi,+pi]. This work claims that
the wrapped IPD has yielded better performance compared to the use of raw IPD
features, with an improved robustness in the case of position mismatch between the
training and testing conditions. In fact, two sources mirroring each other and placed,
respectively, on the front and the back of a two-microphone array, have the same
wrapped IPD. This can be helpful when there is no training data available for both
sides of the microphone array.
This seems to be applicable to our study, thus we could replace the raw IPD used
in Chapters 3 and 4 with the wrapped IPD, and study the performance of the new
system of DNNs and test our system in even more challenging cases. For example,
we could study a mismatched case of room reverberation and source positions in the
front-back of the binaural microphones, with up to 5◦ of DOA resolution compared to
the one used in [50], which is only up to 20◦.
In Section 2.5.2, we mentioned several other features commonly used in speech
separation, i.e. MFCC and GFCC. These features, carry a different type of information
compared to spatial features, i.e. ILD and IPD, so we believe that our system of DNNs
could benefit from the addition of these features.
With regards to Chapter 5, we would like to further expand the testing of our
system in unmatched conditions, i.e. this requires recording the RIRs with the same
B-format microphone in rooms with different characteristics, similarly to the method-
ology we followed in Chapter 4. Moreover, other works [24] suggest that different
neural networks architectures, i.e. RNNs, can achieve better separation of the sources
in a two-speech mixture.
With this in mind, we tested a LSTM for the case of three and four speech sources
mixtures, but we found out that this architecture was overfitting on the early stages of
the training. This may be due to the high dimensionality of the input, which is worth
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further investigation.
We could also increase the size of the training data set, which would lead to a
better generalisation of the DNNs. This can be achieved by either collecting data for
the speech sources placed at additional combinations of angles, or by simply increasing
the number of speech mixtures at each given ∆θ. However, this requires additional
memory on the GPUs during the training process, while in our work in Chapter 5 we
already used the maximum possible amount of memory on the GPUs available.
A possible solution could be introducing real-time generation of the training data,
which consists in updating the cost-function right after generating each single training
sample. However, this method requires a more efficient generation of the training
samples, to avoid a slow training.
Besides the previously suggested ideas to expand our work, there are several other
options that could be explored in the future. For example, it would be interesting to
incorporate aspects of human perception into neural networks architectures, similarly
to the approach followed in CASA. These could be, for example, using novel human-
perceptual features, or developing auditory-inspired neural network layers, which have
been already developed in [276] and makes use of a gammatone filtering layer.
Another possible path to investigate would be studying an end-to-end system,
where the raw waveform is directly inserted into the neural network, without the in-
termediate feature extraction, in order to directly estimate the speech waveform at
the output. This would require a very different approach compared to those classically
used for deep learning and speech separation, thus it would be considered as a com-
pletely new direction to explore in a following PhD project. A successful intermediate
step has already been made in a recent study [276], where a CNN itself is used to
directly extract features from the waveform. This could also be a possible approach
to apply to any of the methods presented in this thesis.
Another interesting idea which has not been explored in the literature, would be
using neural networks to localise the early room reflections, and use this information
to localise and separate a target source, in a similar flavour to what we described in
Chapter 3 and Chapter 4. Considering that the direct sound is much more dominant
than any of the early reflections, this is a difficult case of study, potentially as part of
a new PhD proposal. Moreover, an accurate localisation of the early reflections could
be used to improve the performance of a system based on the localisation of the direct
sound.
As a last idea, integrating acoustic source models into neural network architectures
could be helpful for separating a target speech from other types of sounds.
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