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OPERATOR SPACE GROTHENDIECK INEQUALITIES FOR
NONCOMMUTATIVE Lp-SPACES
QUANHUA XU
Abstract. We prove the operator space Grothendieck inequality for bilinear forms on subspaces
of noncommutative Lp-spaces with 2 < p < ∞. One of our results states that given a map
u : E → F ∗, where E, F ⊂ Lp(M) (2 < p < ∞, M being a von Neumann algebra), u is
completely bounded iff u factors through a direct sum of a p-column space and a p-row space.
We also obtain several operator space versions of the classical little Grothendieck inequality for
maps defined on a subspace of a noncommutative Lp-space (2 < p < ∞) with values in a q-
column space for every q ∈ [p′, p] (p′ being the index conjugate to p). These results are the
Lp-space analogues of the recent works on the operator space Grothendieck theorems by Pisier
and Shlyakhtenko. The key ingredient of our arguments is some Khintchine type inequalities for
Shlyakhtenko’s generalized circular systems. One of our main tools is a Haagerup type tensor
norm, which turns out particularly fruitful when applied to subspaces of noncommutative Lp-
spaces (2 < p < ∞). In particular, we show that the norm dual to this tensor norm, when
restricted to subspaces of noncommutative Lp-spaces, is equal to the factorization norm through
a p-row space.
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0. Introduction
In the remarkable recent work [PS], Pisier and Shlyakhtenko obtained the operator space version
of the famous Grothendieck theorem. This can be stated as follows. Let E,F ⊂ B(H) be operator
spaces and u : E × F → C a bilinear form. Assume E and F exact. Then u is jointly completely
bounded iff there are a constant K and states fi, gi (i = 1, 2) on B(H) such that
|u(a, b)| ≤ K
[(
f1(aa
∗) g1(b
∗b)
)1/2
+
(
f2(a
∗a) g2(bb
∗)
)1/2]
, a ∈ E, b ∈ F.
Moreover, if K denotes the least constant in the inequality above, then K ≈ ‖u‖jcb, where the
relevant equivalence constants depend only on the exactness constants of E and F . We refer to
the next section for background on operator space theory and all unexplained notions. [PS] also
contains several interesting variants of the above statement, especially when both E and F are
C*-algebras (then the exactness assumption is needed for only one of them). In this latter case,
the corresponding inequality is exactly the version for operator space theory of the noncommu-
tative Grothendieck inequality obtained first by Pisier [P5] with an approximability assumption,
and then in the full generality by Haagerup [H2]. Recall that the classical Grothendieck inequal-
ity corresponds to the case where both E and F are commutative C*-algebras (in the Banach
space theory). [P4] is an excellent reference for the classical and noncommutative Grothendieck
inequalities for Banach spaces.
On the other hand, Maurey [M1] extended the classical Grothendieck inequality to bilinear
forms on commutative Lp-spaces. (In this paper, we use “commutative Lp-spaces” to distinguish
the usual Lp-spaces from the general noncommutative Lp-spaces, which are our main objects.) Let
(Ω, µ) be a measure space and 2 < p, q ≤ ∞. Let u : Lp(Ω, µ)× Lq(Ω, µ)→ C be a bilinear form.
Then u is bounded iff there are a constant K and positive unit functionals f ∈
(
Lp/2(Ω, µ)
)∗
,
g ∈
(
Lq/2(Ω, µ)
)∗
such that
|u(a, b)| ≤ K
[
f(|a|2) g(|b|2)
]1/2
, a ∈ Lp(Ω, µ), b ∈ Lq(Ω, µ).
Again the best constant K is equivalent to ‖u‖. Although this statement is not explicitly stated
in [M1], it immediately follows from Kwapien’s theorem (cf. [P4, Corollary 3.6]) and the little
Grothendieck theorem for Lp-spaces in [M1]. This latter theorem says that if u : Lp(Ω, µ) → H
is a bounded map (2 < p ≤ ∞; H being a Hilbert space), then there is a positive unit functional
f ∈
(
Lp/2(Ω, µ)
)∗
such that
|u(a)| ≤ K0‖u‖
[
f(|a|2)
]1/2
, a ∈ Lp(Ω, µ),
where K0 is a universal constant.
It is this last statement which was extended to the noncommutative setting by Lust-Piquard
[LP]. Let M be a semifinite von Neumann algebra equipped with a normal semifinite faithful trace
τ . Let Lp(M) be the associated noncommutative Lp-space. Let 2 < p ≤ ∞ and u : Lp(M) → H
be a bounded map. Then Lust-Piqard’s theorem claims that there are positive unit functionals
f1, f2 ∈
(
Lp/2(M)
)∗
such that
(0.1) |u(a)| ≤ K0‖u‖
[
f1(aa
∗) + f2(a
∗a)
]1/2
, a ∈ Lp(M).
As in the commutative case, using Kwapien’s theorem, we then deduce that for any bounded bilinear
form u : Lp(M)× Lq(M)→ C (2 < p, q ≤ ∞) there are positive unit functionals fi ∈
(
Lp/2(M)
)∗
and gi ∈
(
Lq/2(M)
)∗
such that
(0.2) |u(a, b)| ≤ K‖u‖
[
f1(aa
∗) + f2(a
∗a)
]1/2 [
g1(b
∗b) + g2(bb
∗)
]1/2
, a, b ∈ Lp(M).
Having all these in mind, one is naturally attempted to find out the operator space versions of
(0.1) and (0.2) in the spirit of [PS] for bilinear forms on noncommutative Lp-spaces. This is the
main concern of the present paper. The noncommutative Lp-spaces we use are those constructed
by Haagerup [H1]. Thus type III von Neumann algebras are also allowed. The reader is referred
to the next section for a brief introduction to noncommutative Lp-spaces and their operator space
structure. To state our main result, we need some notations (see the next section for more details).
Given a Hilbert space H and 1 ≤ p ≤ ∞ we denote by Hcp (resp. H
r
p ) the Schatten p-class Sp(C, H)
(resp. Sp(H¯,C)) equipped with its natural operator space structure. H
c
p (resp. H
r
p ) is the column
2 QUANHUA XU
(resp. row) subspace of the Schatten class Sp(H) (resp. Sp(H¯)). When H is separable and infinite
dimensional, Hcp and H
r
p are respectively denoted by Cp and Rp. Given operator spaces X,E and
F we denote by ΓX(E,F ) the family of all maps u : E → F which factors through X by c.b. maps.
We will need this notably when X is one of Rp, Cp and Rp ⊕p Cp. If u : E × F → C is a bounded
bilinear form, u˜ : E → F ∗ denotes the associated linear map, i.e. u˜(x)(y) = u(x, y) for all x ∈ E
and y ∈ F .
The following is the Grothendieck theorem for noncommutative Lp-spaces in the category of
operator spaces.
Theorem 0.1. Let M be a von Neumann algebra and 2 < p <∞. Let E,F ⊂ Lp(M) be two closed
subspaces. Let u : E × F → C be a bilinear form. Then the following assertions are equivalent
i) u is jointly completely bounded and ‖u‖jcb ≤ K1.
ii) For any finite sequences (ak) ⊂ E, (bk) ⊂ F and (µk) ⊂ R+∣∣∑
k
u(ak, bk)
∣∣ ≤ K2[∥∥(∑
k
µka
∗
kak
)1/2∥∥
p
+
∥∥(∑
k
µ−1k aka
∗
k
)1/2∥∥
p
]
•
[∥∥(∑
k
µkb
∗
kbk
)1/2∥∥
p
+
∥∥(∑
k
µ−1k bkb
∗
k
)1/2∥∥
p
]
.
(0.3)
iii) There are positive functionals f1, f2 and g1, g2 in the unit ball of
(
Lp/2(M)
)∗
such that for
any (a, b) ∈ E × F
(0.4) |u(a, b)| ≤ K3
[(
f1(aa
∗) g1(b
∗b)
)1/2
+
(
f2(a
∗a) g2(bb
∗)
)1/2]
.
iv) For any finite sequences (ak) ⊂ E, (bk) ⊂ F and (µk) ⊂ R+∣∣∑
k
u(ak, bk)
∣∣ ≤ K4[∥∥(∑
k
aka
∗
k
)1/2∥∥
p
∥∥(∑
k
b∗kbk
)1/2∥∥
p
+
∥∥(∑
k
µka
∗
kak
)1/2∥∥
p
∥∥(∑
k
µ−1k bkb
∗
k
)1/2∥∥
p
]
.
(0.5)
v) u admits a decomposition u = u1+u2, where u1 and u2 are bilinear forms on E×F such that
the associated linear maps u˜1, u˜2 : E → F ∗ satisfy
u˜1 ∈ ΓRp(E,F
∗), u˜2 ∈ ΓCp(E,F
∗) and max
{
γRp(u˜1), γCp(u˜2)
}
≤ K5.
vi) u˜ ∈ ΓRp⊕pCp(E,F
∗) and γRp⊕pCp(u˜) ≤ K6.
Here the Ki are constants; moreover, the best Ki are equivalent uniformly in p, E and F , i.e. there
is an absolute positive constant c such that c−1K−1j ≤ Ki ≤ cKj for all i, j = 1, ..., 6.
This theorem is the Lp-space version of the corresponding results in [PS] (see Theorems 0.3,
0.4, 0.5 and Corollary 0.7 there). More precisely, Pisier-Shlyakhtenko’s results correspond to
Theorem 0.1 above in the case of p = ∞. In this case, one needs the exactness assumption
on E and F , namely, either both E and F are exact, or both E and F are C*-algebras and one of
them is exact.
From Theorem 0.1 we can easily deduce the version of (0.1) for operator spaces, namely, the
noncommutative little Grothendieck theorem in the category of operator spaces (see section 7).
However, we will prove a more general result in the spirit of [P6]. This is the following theorem.
Recall that the main result of [P6] corresponds again to the case p =∞. Then E must be supposed
to be either exact or a C*-algebra.
Theorem 0.2. Let E ⊂ Lp(M) be a subspace with 2 < p <∞ and H a Hilbert space. Let 0 ≤ θ ≤ 1
and 1q =
1−θ
p +
θ
p′ . Then for any map u : E → H
c
q the following assertions are equivalent:
i) u is completely bounded.
ii) There is a constant K such that for all finite sequences (ak) ⊂ E and (µk) ⊂ R+
(0.6)
∑
k
‖u(ak)‖
2 ≤ K2
[
(1− θ)‖
∑
k
µθka
∗
kak‖p/2 + θ ‖
∑
k
µ
−(1−θ)
k aka
∗
k‖p/2
]
.
iii) There are two positive unit elements f, g ∈
(
Lp/2(M)
)∗
such that
(0.7) ‖u(a)‖ ≤ K
(
f(a∗a)
)(1−θ)/2(
g(aa∗)
)θ/2
, a ∈ E.
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Moreover, if K denotes the best constant in (0.6) and (0.7), then
c−1p, θ K ≤ ‖u‖cb ≤ K,
where cp, θ is a positive constant depending only on p and θ, which can be controlled by an absolute
constant.
As in [PS] and [P6], the key ingredient for the proofs of Theorems 0.1 and 0.2 is some noncom-
mutative Khintchine type inequalities for Shlyakhtenko’s generalized circular systems. Note that
the von Neumann algebra generated by a generalized circular system is of type III. This forces us to
work with noncommutative Lp-spaces based on general von Neumann algebras. These inequalities
are presented in section 3. The L∞ case was already obtained in [PS]. We should emphasize that
the consideration of type III von Neumann algebras is inevitable both for [PS] and the present
paper.
Besides these Khintchine type inequalities, we will still need two tools. The first one is a new
tensor product. This is defined in a way similar to the usual Haagerup tensor product, replacing
the row and column spaces R and C by their Lp-space counterparts Rp and Cp, the p-row and
p-column spaces. This new tensor product shares many properties with the usual Haagerup tensor
product. It seems notably interesting when restricted to the subspaces of noncommutative Lp-
spaces for p ≥ 2. This is developed in section 2, where the main result is a characterization of
maps factorable through Rp (see Theorem 2.6). This is the Lp-space analogue of the well known
Christensen-Sinclair’s factorization for completely bounded bilinear maps.
The second tool needed is the vector-valued noncommutative Lp-space theory developed by
Pisier [P2] for injective semifinite von Neumann algebras, and especially, the recent extension by
Junge in [J2] and [J3] to QWEP algebras. As said previously, the von Neumann algebra generated
by a generalized circular system is of type III. It is non injective. However, it is QWEP. This
explains why we really need Junge’s extension of Pisier’s theory. Junge’s work is briefly discussed
in section 4.
Sections 5 and 6 are devoted to the proofs of Theorems 0.1 and 0.2, respectively. The last
section contains some applications. We mention here two of them. The first one is that any
completely bounded map from a subspace of a noncommutative Lp(M) into a quotient of Lp′(M)
has completely bounded approximation property (1/p + 1/p′ = 1; 2 < p < ∞). The second is a
characterization of (completely) bounded Schur multipliers from Sp (or a suitable subspace) to its
dual (2 < p <∞). The latter is again the Lp-space analogue of the corresponding result in [PS].
1. Preliminaries
In this section we collect some preliminaries necessary to the whole paper. For clarity we divide
the section into several subsections.
1.1. Operator spaces :
We will use standard notions and notation from operator space theory. Our references are [ER1]
and [P1]. Mn will denote the algebra of all complex n × n matrices. Given an operator space
E ⊂ B(H) we denote by Mn(E) the space of all n× n matrices with entries in E. Mn(E) is also
an operator space equipped with the operator space structure induced by that of Mn(B(H)) ∼=
B(ℓn2 (H)). Let u : E → F be a linear map between two operator spaces. u is said to be completely
bounded (c.b. in short) if
‖u‖cb = sup
n
‖IMn ⊗ u‖Mn(E)→Mn(F ) <∞.
Let CB(E,F ) denote the operator space of all c.b. maps from E to F . u is said to be com-
pletely isomorphic if u is an isomorphism and both u, u−1 are c.b.. Similarly, we define complete
contraction, complete isometry.
Let E,F,G be operator spaces. A bilinear map u : E × F → G is said to be jointly completely
bounded (j.c.b. in short) if the associated linear map u˜ : E → CB(F,G) is c.b.. Then we set
‖u‖jcb = ‖u˜‖cb. Let JCB(E,F ;G) denote the space of all j.c.b. maps from E × F to G. In
particular, a bilinear form u : E × F → C is j.c.b. iff the associated linear map u˜ : E → F ∗ is c.b..
Given an operator space E, we denote by E the complex conjugate of E. As a vector space,
E is the same as E but with the conjugate multiplication by a complex scalar. If x ∈ E, x¯
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denotes the same vector x considered as an element of E. The norm of Mn(E) is defined by
‖(x¯ij)‖Mn(E) = ‖(xij)‖Mn(E). Thus the map x 7→ x¯ establishes a complete anti-isometry between
E and E.
1.2. Noncommutative Lp-spaces and their natural operator space structure :
It is well known by now that there are several equivalent constructions of noncommutative
Lp-spaces associated with a von Neumann algebra. In this paper we will use Haagerup’s noncom-
mutative Lp-spaces (cf. [H1]). [Te1] is our main reference for these spaces. Throughout this paper
M will denote a general von Neumann algebra.
Let M be a von Neumann algebra. For 0 < p <∞, the spaces Lp(M) are constructed as spaces
of measurable operators relative not to M but to a certain semifinite super von Neumann algebra
M, namely, the crossed product of M by one of its modular automorphism groups. Let (θs) be
the dual automorphism group onM. It is well known that M is a von Neumann subalgebra ofM
and that the position of M in M is determined by the group (θs) in the following sense:
∀x ∈M, x ∈M ⇔ (∀s ∈ R, θs(x) = x).
Moreover,M is semifinite and can be canonically equipped with a normal semifinite faithful trace
τ such that
τ ◦ θs = e
−sτ.
Let L0(M, τ) be the topological ∗-algebra of measurable operators associated with (M, τ) (in
Nelson’s sense [N]; see also [Te1]). The automorphisms θs, s ∈ R, extend to automorphisms of
L0(M, τ). For 0 < p ≤ ∞, the space Lp(M) is defined by
Lp(M) = {h ∈ L0(M, τ) | ∀ s ∈ R θs(h) = e
−s/ph}.
The space L∞(M) coincides with M (modulo the inclusions M ⊂ M ⊂ L0(M, τ)). The spaces
Lp(M) are closed self-adjoint linear subspaces of L0(M, τ). They are closed under left and right
multiplications by elements of M . If h = u|h| is the polar decomposition of h ∈ L0(M, τ), then
h ∈ Lp(M)⇔ u ∈M and |h| ∈ Lp(M).
It was shown by Haagerup that there is a linear homeomorphism ω 7→ hω from M∗ onto L1(M)
(equipped with the vector space topology inherited from L0(M, τ)), and this homeomorphism
preserves the additional structures (conjugation, positivity, polar decomposition, action of M). It
permits to transfer the norm of M∗ into a norm on L1(M), denoted by ‖ ‖1.
The space L1(M) is equipped with a distinguished bounded positive linear functional tr, the
“trace”, defined by
tr (hω) = ω(1), ω ∈M∗.
Consequently, ‖h‖1 = tr (|h|) for every h ∈ L1(M).
For every 0 < p < ∞, the Mazur map M+ → M+, x 7→ xp extends by continuity to a map
L0(M, τ)+ → L0(M, τ)+, h 7→ hp (cf. [Ra]). Then
∀ h ∈ L0(M, τ)+ , h ∈ Lp(M)⇔ h
p ∈ L1(M).
For h ∈ Lp(M) set ‖h‖p = ‖ |h|p‖
1/p
1 . Then ‖ ‖p is a norm or a p-norm according to 1 ≤ p < ∞,
or 0 < p < 1. The associated vector space topology coincides with that inherited from L0(M, τ).
Another important link between the spaces Lp(M) is the external product: in fact, the product
of L0(M, τ), (h, k) 7→ h · k, restricts to a bounded bilinear map Lp(M)×Lq(M)→ Lr(M), where
1
r =
1
p +
1
q . This bilinear map has norm one, which amounts to saying that the usual Ho¨lder
inequality extends to Haagerup Lp-spaces (called “noncommutative Ho¨lder inequality”).
Assume that 1p +
1
p′ = 1. Then the bilinear form Lp(M) × Lp′(M) → C, (h, k) 7→ tr (h · k)
defines a duality bracket between Lp(M) and Lp′(M), for which Lp′(M) is (isometrically) the dual
of Lp(M) (if p 6=∞); moreover we have the tracial property:
tr (hk) = tr (kh), h ∈ Lp(M), k ∈ Lp′(M).
In the sequel tr will denote this tracial functional associated to any von Neumann algebra. In case
of possible ambiguity, we will write trM to indicate that the von Neumann algebra in consideration
is M .
OPERATOR SPACE GROTHENDIECK INEQUALITIES 5
Now we turn to describe the natural operator space structure on Lp(M) as introduced in [P2]
and [P1] (see also [J2]). For p = ∞, L∞(M) = M has its natural operator space structure as
a von Neumann algebra. This yields an operator space structure on M∗, the standard dual of
M . Let us consider the case of p = 1. Recall that L1(M) coincides with the predual M∗ of
M at the Banach space level. Thus one would attempt to define the operator space structure
on L1(M) as the one induced by that of M
∗ via the natural embedding M∗ →֒ M∗ = (M∗)∗∗
(again as Banach spaces). However, as explained in [P1, Chapiter 7] , it is more convenient to
consider L1(M) as the predual of the opposite von Neumann algebra M
op, which is isometric
(but in general not completely isomorphic) to M , and to equip L1(M) with the operator space
structure inherited from (Mop)∗. One of the main reasons for this choice is that it insures that
the equality L1(Mn⊗M) = Sn1 ⊗̂L1(M) (operator space projective tensor product) holds true (see
[J2]). Finally, the operator space structure of Lp(M) is obtained by complex interpolation, using
the well known interpretation of Lp(M) as the interpolation space (M, L1(M))1/p (see [Te2]). If
M admits a normal faithful state ϕ, we can also use Kosaki’s interpolation [Ko]. Note that in this
case all injections Iη of M into L1(M) (0 ≤ η ≤ 1) considered in [Ko] give completely isometric
interpolation spaces, exactly as in the Banach space level.
When M is semifinite, we will always consider Lp(M) as the usual Lp-space constructed from a
normal semifinite faithful trace. We refer, for instance, to the survey [PX] for semifinite noncom-
mutative Lp-spaces and for more references.
1.3. Vector-valued Schatten classes :
One of our main tools is the theory of vector-valued noncommutative Lp-spaces. This theory was
first introduced and developed by Pisier [P2] for injective semifinite von Neumann algebras. Pisier’s
theory can be easily extended to general injective (so not necessarily semifinite) von Neumann
algebras. Very recently, Junge [J2] and [J3] has partly extended this theory to QWEP von Neumann
algebras. We will discuss Junge’s extension in some more details later in section 4. Here we content
ourselves only with a brief description of vector-valued Schatten classes. The reader is referred to
[P2] for more information.
The Schatten classes Sp are equipped with their natural operator space structure as described
previously. Now let E be an operator space. We define S1[E] as the operator space projective
tensor product S1⊗̂E. Then for any 1 < p <∞ we define Sp[E] by interpolation:
Sp[E] =
(
S∞[E], S1[E]
)
1/p
.
Note that in this interpolation formula, S∞[E] can be replaced by B(ℓ2)⊗min E, namely, we have
Sp[E] =
(
B(ℓ2)⊗min E, S1[E]
)
1/p
.
By reiteration, for any 1 ≤ p0, p1 ≤ ∞ and 0 < θ < 1(
Sp0 [E], Sp1 [E]
)
θ
= Sp[E] ,
where 1p =
1−θ
p0
+ θp1 . More generally, given a compatible couple (E0, E1) of operator spaces we
have (completely isometrically)
(1.1)
(
Sp0 [E0], Sp1 [E1]
)
θ
= Sp[(E0, E1)θ] .
The usual duality for Schatten classes extends to the vector-valued case too. Let 1 ≤ p < ∞.
Then
(1.2)
(
Sp[E]
)∗
= Sp′ [E
∗] completely isometrically.
Here and throughout this paper, p′ always denotes the conjugate index of p. The duality is given
as follows. Let x = (xij) ∈ Sp[E] and ξ = (ξij) ∈ Sp′ [E
∗]. Then
〈ξ, x〉 = Tr( tξ x) =
∑
ij
ξij(xij) ,
where Tr is the usual trace on B(ℓ2). We call the reader’s attention to that in the theory of operator
spaces the duality between Sp and Sp′ (in the scalar case) is given by
〈y, x〉 = Tr( ty x) =
∑
ij
xijyij .
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This is consistent with the natural operator space structure on S1 described previously, which is
the predual of B(ℓ2)
op.
There is a nice description of the norm of Sp[E] in terms of that of S∞[E], given by [P2, Theorem
1.5]: for any x = (xij) ∈ Sp[E] we have
(1.3) ‖x‖Sp[E] = inf
{
‖α‖2p ‖y‖S∞[E] ‖β‖2p
}
,
where the infimum runs over all factorizations x = αyβ with α, β ∈ S2p and y ∈ S∞[E]. Conversely,
the norm of S∞[E] can be recovered from that of Sp[E] as follows (see [P2, Lemma 1.7]): for any
x = (xij) ∈ S∞[E]
(1.4) ‖x‖S∞[E] = sup
{
‖αyβ‖Sp[E] : α, β ∈ S2p, ‖α‖2p ≤ 1, ‖β‖2p ≤ 1
}
.
From (1.3) and (1.4) we can easily deduce the following more general formula. Let 1 ≤ p < q ≤ ∞
and 1r =
1
p −
1
q . Then for any x = (xij) ∈ Sq[E]
(1.5) ‖x‖Sq [E] = sup
{
‖αyβ‖Sp[E] : α, β ∈ S2r, ‖α‖2r ≤ 1, ‖β‖2r ≤ 1
}
.
(1.4) also implies the following convenient characterization of c.b. maps, which will be repeatedly
used later (cf. [P2, Lemma 1.7]).
Lemma 1.1. Let E and F be two operator spaces. Then a linear map u : E → F is c.b. iff
sup
n
∥∥ISnp ⊗ u : Snp [E]→ Snp [F ]∥∥ <∞;
moreover in this case the supremum above is equal to ‖u‖cb.
More generally, if H is a Hilbert space, we can analogously define Sp[H ;E], the E-valued
Schatten classes based on H . Sp[E] (resp. S
n
p [E]) corresponds to the case of infinite dimensional
separable H (resp. dimH = n). All preceding properties still hold for general Sp[H ;E].
We now specialize the discussion above to the case when E is a subspace of a noncommutative
Lp(M). In this case, the theory becomes much simpler. Note that there is a natural algebraic
identification of Lp(Mn ⊗M) with Mn(Lp(M)). Then Snp [Lp(M)] is nothing but the linear space
Mn(Lp(M)) equipped with the norm of Lp(Mn ⊗M). More generally, if E ⊂ Lp(M) is a closed
subspace, the norm on Snp [E] is induced by that of S
n
p [Lp(M)]. In the infinite dimensional case,
Sp[Lp(M)] is completely isometrically identified with Lp(B(ℓ2)⊗M) for all 1 ≤ p < ∞. If E ⊂
Lp(M), then Sp[E] is the closure in Lp(B(ℓ2)⊗M) of the algebraic tensor product Sp ⊗ E.
1.4. Column and row spaces :
The column and row spaces, C and R, play an important role in the whole theory of operator
spaces. Note that C and R are respectively the (first) column and row subspaces of S∞. The
Lp-space counterparts of R and C will play an essential role in the present paper. Let Cp (resp.
Rp) denote the subspace of Sp consisting of matrices whose all entries but those in the first column
(resp. row) vanish. So C∞ and R∞ are just C and R respectively. It is clear that Cp and Rp are
completely 1-complemented subspaces of Sp. We have the following completely isometric identities:
for any 1 ≤ p ≤ ∞
(1.6) (Cp)
∗ ∼= Cp′ ∼= Rp and (Rp)
∗ ∼= Rp′ ∼= Cp.
Cp and Rp can be also defined via interpolation from C and R. We view (C,R) as a compatible
couple by identifying both of them with ℓ2 (in the Banach space level!), i.e. by identifying the
canonical bases (ek,1) of Cp and (e1,k) of Rp with (ek) of ℓ2. Then
Cp = (C, R)1/p = (C∞, C1)1/p and Rp = (R, C)1/p = (R∞, R1)1/p .
By reiteration, for any 1 ≤ p0, p1 ≤ ∞ and 0 < θ < 1
(1.7) Cp = (Cp0 , Cp1 )θ and Rp = (Rp0 , Rp1)θ ,
where 1p =
1−θ
p0
+ θp1 . Like C and R, Cp and Rp are also 1-homogenous 1-Hilbertian operator
spaces. We refer to [P2] for the proofs of all these elementary facts.
More generally, given a Hilbert space H and 1 ≤ p ≤ ∞ we denote by Hcp (resp. H
r
p ) the
Schatten p-class Sp(C, H) (resp. Sp(H¯,C)) equipped with its natural operator space structure.
When H is separable and infinite dimensional, Hcp and H
r
p are respectively Cp and Rp above. If
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dimH = n < ∞, we set Hcp = C
n
p and H
r
p = R
n
p . All properties for Cp and Rp mentioned above
hold for Hcp and H
r
p too. We will call H
c
p (resp. H
r
p) a p-column (resp. p-row) space.
Now let E be an operator space. We denote by Cp[E] (resp. Rp[E]) the closure of Cp⊗E (resp.
Rp ⊗ E) in Sp[E]. Again Cp[E] and Rp[E] are completely 1-complemented subspaces of Sp[E]. If
E is a subspace of a noncommutative Lp(M), the norm of Cp[E] is easy to be determined. For any
finite sequence (xk) ⊂ E
(1.8)
∥∥∑
k
xk ⊗ ek
∥∥
Cp[E]
=
∥∥(∑
k
x∗kxk
)1/2∥∥
Lp(M)
,
where (ek) denotes the canonical basis of Cp. More generally, if ak ∈ Cp, then∥∥∑
k
xk ⊗ ak
∥∥
Cp[E]
=
∥∥(∑
k
〈ak, aj〉x
∗
kxj
)1/2∥∥
Lp(M)
,
where 〈 , 〉 denotes the scalar product in Cp. (In terms of matrix product, 〈ak, aj〉 = a∗kaj .) We
also have a similar description for Rp[E].
1.5. Factorization through Cp and Rp :
The following definition goes back to [P3] (see also [P1]). Given operator spaces X,E and F ,
we denote by ΓX(E,F ) the family of all maps u : E → F which factors through X , namely, all u
which admit a factorization E
α
−→X
β
−→F with c.b. maps α and β. For u ∈ ΓX(E,F ) define
γX(u) = inf
{
‖α‖cb‖β‖cb : u = βα, α ∈ CB(E,X), β ∈ CB(X,F )
}
.
We will need this notably when X is Rp, Cp or Rp ⊕p Cp. Then X can be any one of these spaces
associated with an arbitrary Hilbert space. Let us make this more precise. A map u : E → F is
said to be factorable through Cp if u admits a factorization E
α
−→Hcp
β
−→F for some Hilbert space
H and c.b. maps α and β. Let ΓCp(E,F ) denote the space of all maps between E and F factorable
through Cp. For u ∈ ΓCp(E,F ) define
γCp(u) = inf
{
‖α‖cb‖β‖cb
}
,
where the infimum runs over all factorizations u = βα as above. Then
(
ΓCp(E,F ), γCp
)
is a Banach
space. Similarly, we define the factorization through Rp and Cp ⊕p Rp, respectively. The resulting
spaces are denoted respectively by ΓRp(E,F ) and ΓCp⊕pRp(E,F ) equipped with γRp and γCp⊕pRp .
2. A Haagerup type tensor norm and factorization through p-row spaces
In this section we introduce a Haagerup type tensor norm. We refer to [ER1] and [P1] for
the usual Haagerup tensor product. This new tensor norm enjoys many properties of the usual
Haagerup tensor norm. It turns out especially satisfactory when restricted to subspaces of noncom-
mutative Lp-spaces for p ≥ 2. In this latter case we obtain a description of the linear functionals
continuous with respect to this tensor norm. This is the Lp-space analogue of the well-known
factorization theorem due to Christensen and Sinclair.
Let us begin with some conventions. All row and column matrices below contain only finitely
many non zero coefficients, so they can be considered as finite row and column matrices. When a
and b are two row (resp. column) matrices with entries in E, (a, b) (resp. t(a, b)) is again a row
(resp. column) matrix with coefficients in E.
The definition below is a generalization of the Haagerup tensor product, just replacing R∞ and
C∞ in the usual Haagerup tensor product by Rp and Cp. Recall that if a ∈ Rp[E] is a row matrix
and b ∈ Cq[F ] a column one, a⊙ b denotes the element in E ⊗ F given by
a⊙ b =
∑
k
ak ⊗ bk.
Definition 2.1. Let E and F be operator spaces and 1 ≤ p, q ≤ ∞. Given x ∈ E ⊗ F we define
‖x‖hp,q = inf
{
‖a‖Rp[E] ‖b‖Cq[F ] : x = a⊙ b, a ∈ Rp[E], b ∈ Cq[F ]
}
.
If p = q, ‖x‖hp,q is simply denoted by ‖x‖hp .
In general, ‖ ‖hp,q is not a norm, but only a quasi-norm (see the proposition below). However,
when E and F verify a certain 2-convexity, then ‖ ‖hp,q is indeed a norm.
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Definition 2.2. Let E be an operator space and 1 ≤ p ≤ ∞. E is said to be Rp-2-convex (resp.
Cp-2-convex) if for any a, b ∈ Rp[E] (resp. Cp[E])
‖(a, b)‖Rp[E] ≤
(
‖a‖2Rp[E] + ‖b‖
2
Rp[E]
)1/2
(resp.
‖ t(a, b)‖Cp[E] ≤
(
‖a‖2Cp[E] + ‖b‖
2
Cp[E]
)1/2
) .
It is easy to see that the family of Rp-2-convex (resp. Cp-2-convex) operator spaces is closed
with respect to subspaces and quotients . It is also easy to check (using (1.8)) that subspaces
of non-commutative Lp-spaces (p ≥ 2) are Rp-2-convex and Cp-2-convex. Any operator space is
R∞-2-convex and C∞-2-convex.
Remark. Let E (resp. F ) be an Rp-2-convex (resp. Cq-2-convex) operator space. Then the
functional ‖ ‖hp,q defined by Definition 2.1 is a γ-norm in the sense of [P3]. Indeed, given a
positive element u =
∑
ak ⊗ a¯k in E ⊗ E, define
rp(u) =
∥∥(a1, a2, · · · )∥∥2Rp[E] .
Then the Rp-2-convexity of E guarantees that rp is a weight on (E⊗E)+ in Pisier’s sense. Similarly,
we have a weight cq on (F ⊗ F )+ corresponding to the norm of Cq[F ]. Then ‖ ‖hp,q is exactly the
γ-norm associated to rp and cq defined in [P3, section 6].
The following is elementary. As usual, an element x ∈ E⊗F is also regarded as a map from E∗
to F . Its adjoint tx is from F ∗ to E. Then the norm ‖ tx‖hp,q is the norm of x in F ⊗hp,q E.
Proposition 2.3. Let E and F be operator spaces and 1 ≤ p, q ≤ ∞.
i) ‖ ‖hp,q is a quasi-norm on E ⊗ F . If in addition E and F are Rp-2-convex and Cq-2-convex,
respectively, then ‖ ‖hp,q is a norm.
ii) For any x ∈ E ⊗ F there are a = (a1, ..., an) ∈ Rp[E] and b = t(b1, ..., bn) ∈ Cq[F ] such that
both (a1, ..., an) and (b1, ..., bn) are linearly independent and such that
‖x‖hp,q = ‖a‖Rp[E] ‖b‖Cq[F ] .
Moreover, a and b can be chosen to further satisfy
‖ tx‖hp,q = ‖
tb ∆−1‖Rp[F ] ‖∆
ta‖Cq[E] ,
where ∆ is a positive definite diagonal matrix.
Proof. i) We have the following quasi-triangle inequality:
‖x+ y‖hp,q ≤ 2
(
‖x‖hp,q + ‖y‖hp,q
)
.
This is proved by a standard argument that is left to the reader. The 2-convexity assumption
implies the validity of the triangle inequality. Thus it remains to check that ‖x‖hp,q = 0 implies
x = 0. To this end we show ‖x‖ε ≤ ‖x‖hp,q , where ‖ ‖ε denotes the Banach space injective tensor
norm. Let ξ ∈ E∗ and η ∈ F ∗ be unit vectors. Then for any factorization x = a⊙ b
|〈ξ ⊗ η, x〉| =
∣∣∑
k
ξ(ak) η(bk)
∣∣ ≤ (∑
k
|ξ(ak)|
2
)1/2 (∑
k
|η(bk)|
2
)1/2
.
Let (α1, α2, · · · ) ∈ ℓ2 be a unit vector such that(∑
k
|ξ(ak)|
2
)1/2
=
∑
k
αkξ(ak) ≤
∥∥∑
k
αkak
∥∥.
Writing ∑
k
αkak = (a1, a2, · · · )
t(α1, α2, · · · ),
we get ∥∥∑
k
αkak
∥∥ ≤ ‖a‖Rp[E] ∥∥ t(α1, α2, · · · )∥∥B(ℓ2) ≤ ‖a‖Rp[E] .
Thus (∑
k
|ξ(ak)|
2
)1/2
≤ ‖a‖Rp[E] .
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Similarly, (∑
k
|η(bk)|
2
)1/2
≤ ‖b‖Cq[E] .
Hence it follows that ‖x‖ε ≤ ‖x‖hp,q .
ii) Recall that the Rp- and Cq-norms satisfy the following elementary property: for any scalar
matrix α ∈ B(ℓ2)
‖aα‖Rp[E] ≤ ‖a‖Rp[E] ‖α‖ and ‖αb‖Cq[F ] ≤ ‖α‖ ‖b‖Cq[F ] .
Using this property one can easily prove the first assertion of ii) exactly as in the case of the usual
Haagerup tensor product. See [ER1, section 9.2] for more details. Similarly, the second part can
be proved as [PS, Proposition 1.7]. 
We denote by E ⊗hp,q F the completion of (E ⊗ F , ‖ ‖hp,q). Again E ⊗hp,q F is denoted by
E⊗hp F in the case of p = q. By definition, the tensor product E⊗hp,q F is projective. Proposition
2.3 ii) implies that it is also injective.
From now on we consider only the case where p = q ≥ 2, and specialize the above tensor product
to subspaces of noncommutative Lp-spaces. (Recall that all these subspaces are both Rp-2-convex
and Cp-2-convex.) For these spaces we will have a satisfactory description of the dual space of
E ⊗hp F . We first need to characterize the c.b. maps from a subspace of a noncommutative Lp to
Rp. The following is the Lp-space analogue of a well-known result on maps with values in R due to
Effros and Ruan (cf. [ER2]). The main point here is the implication iv)⇒ i). We should emphasize
that this result (without the assertion ii) below) is a special case of Theorem 0.2, corresponding to
the endpoint cases θ = 0 and θ = 1. In this special case, the arguments are elementary and much
simpler than that for the general case as in Theorem 0.2.
Proposition 2.4. Let E ⊂ Lp(M) be a closed subspace (2 < p < ∞) and H a Hilbert space. Let
u : E → Hrp be a linear map. Then the following assertions are equivalent
i) u is c.b.
ii) IRp ⊗ u extends to a bounded map from Rp[E] to Rp[H
r
p ].
iii) There is a constant c such that for any finite sequence (ak) ⊂ E
(2.1)
(∑
k
‖u(ak)‖
2
)1/2
≤ c
∥∥(∑
k
aka
∗
k
)1/2∥∥
p
.
iv) There is a positive unit element f ∈
(
Lp/2(M)
)∗
= L(p/2)′(M) such that
(2.2) ‖u(a)‖ ≤ c
(
f(aa∗)
)1/2
, a ∈ E.
Moreover, if one of these assertions holds, ‖u‖cb, ‖IRp ⊗ u‖ and the smallest constants c in (2.1)
and (2.2) are all equal, and u admits a c.b. extension to Lp(M) with the same c.b. norm.
We have a similar result for maps with values in Hcp (with necessary changes in ii)-iv) above).
Proof. i) ⇒ ii). By Lemma 1.1, u is c.b. iff ISp ⊗ u extends to a bounded map from Sp[E] to
Sp[H
r
p ]. In particular, i) implies ii).
ii) ⇒ iii). Assume ii). Then for any finite row a = (a1, a2, ...) ∈ Rp[E]
‖IRp ⊗ u(a)‖Rp[Hrp ] ≤ c ‖a‖Rp[E] .
However,
‖IRp ⊗ u(a)‖Rp[Hrp ] =
(∑
k
‖u(ak)‖
2
)1/2
and ‖a‖Rp[E] = ‖(
∑
k
aka
∗
k)
1/2‖p .
Thus (2.1) follows.
iii) ⇒ iv). This can be done by a standard application of the Hahn-Banach theorem. We
give a sketch of the proof for completeness. Let S denote the positive cone of the unit ball of(
Lp/2(M)
)∗
= L(p/2)′(M). Then S is a compact space when equipped with the w*-topology.
Given a finite sequence (ak) ⊂ E set
ϕ(ak)(s) = c
2 s(
∑
k
aka
∗
k)−
∑
k
‖u(ak)‖
2 , s ∈ S.
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Then ϕ(ak) is a continuous function on S and (2.1) implies that its maximum is positive. Let A
denote the closure of the family of all such functions ϕ(ak). Then A is a closed convex cone and
disjoint from A−, where A− is the open convex cone of all negative continuous functions on S.
Therefore, by the Hahn-Banach theorem there is a probability measure µ on S such that∫
S
(
c2s(aa∗)− ‖u(a)‖2
)
dµ(s) ≥ 0.
Define
f(a) =
∫
S
s(a) dµ(s), a ∈ Lp/2(M).
Then f is a positive unit element in L(p/2)′(M) satisfying (2.2).
iv)⇒ i). Note that 〈b, a〉 = f(ab∗) defines a semi-scalar product on E. Quotiented by its kernel,
E becomes a pre-Hilbert space whose completion is denoted by K. It is clear that the identity on E
induces a contractive inclusion of E into K, denoted by iE . On the other hand, (2.2) implies that
there is a bounded operator û : K → H such that ‖û‖ ≤ c and u = û ◦ iE. We now equip K with
the operator space structure of Krp , i.e. we consider K as K
r
p in the category of operator spaces.
Then by the homogeneity of p-row spaces, û : Krp → H
r
p is automatically c.b. and ‖û‖cb = ‖û‖.
Therefore, it remains to show that iE : E → Krp is completely contractive. By Lemma 1.1 it then
suffices to prove
‖ISnp ⊗ iE : S
n
p [E]→ S
n
p [K
r
p ] ‖ ≤ 1, ∀n ≥ 1.
To this end we first need to identify the action of an operator in Snp [K
r
p ]. Recall that K
r
p =
Sp(K,C), and so S
n
p [K
r
p ] = Sp(ℓ
n
2 (K), ℓ
n
2 ). Let y = (yij) ∈ S
n
p [K
r
p ]. Considered as an operator in
Sp(ℓ
n
2 (K), ℓ
n
2 ), y and y
∗ act as follows: for any β = (βk) ∈ ℓn2 (K) and α = (αk) ∈ ℓ
n
2
y(β) =
(∑
j
〈βj , yij〉
)
1≤i≤n
and y∗(α) =
(∑
i
αiyij
)
1≤j≤n
.
Then it is easy to deduce that the n× n complex matrix yy∗ is given by
yy∗ =
(∑
k
〈yjk, yik〉
)
1≤i j≤n
.
(Here 〈·, ·〉 stands for the scalar product in K.)
Now let x = (xij) ∈ Snp [E] and y = ISnp ⊗ iE(x). Then the discussion above yields
yy∗ =
(∑
k
f(xikx
∗
jk)
)
1≤i,j≤n
.
Let α ∈ Sn(p/2)′ of norm 1. Then
Tr(αyy∗) = Tr⊗ tr
(
(α⊗ f)(xx∗)
)
≤ ‖α⊗ f‖(p/2)′‖xx
∗‖p/2 ≤ ‖xx
∗‖p/2 .
Taking the supremum over all such α, we obtain
‖yy∗‖p/2 ≤ ‖xx
∗‖p/2 ,
and so
‖ISnp ⊗ iE(x)‖Snp [Krp ] ≤ ‖x‖Snp [E] .
Therefore, iE is completely contractive. Thus we have proved the equivalence between i)– iv).
Finally, suppose one of i)– iv) holds. Then from the previous arguments we see that all the
relevant constants are equal. Moreover, from the proof of iv) ⇒ i), u factors as E
iE−→Krp
û
−→Hrp .
From this one easily deduces that u admits a c.b. extension to the whole Lp(M). Indeed, let K˜ be
the Hilbert space constructed from Lp(M) with respect to the semi-scalar product 〈b, a〉 = f(ab∗)
as previously. Then K˜ contains K as an isometric subspace. Let iLp(M) : Lp(M) → K˜
r
p be the
natural inclusion. Then iLp(M) is completely contractive. Let PK : K˜ → K be the orthogonal
projection. By the homogeneity of K˜rp , PK is completely contractive. Then U = û PK iLp(M) is
the desired extension of u. 
Remarks. i) The equivalence in Proposition 2.4 does not hold for general Rp-2-convex spaces.
In fact, a simple interpolation argument shows that if 2 ≤ q < p, any noncommutative Lq is
Rp-2-convex. Consequently, Rq is Rp-2-convex for such p, q. However, one can prove that the
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complete boundedness of a map u : Rq → Rp is not equivalent to the boundedness of IRp ⊗ u :
Rp[Rq] → Rp[Rp]. On the other hand, Rq is a quotient of a subspace of Rp ⊕p Cp (see [X2]).
Thus this example also shows that Proposition 2.4 does not hold for quotients of subspaces of
noncommutative Lp-spaces too.
ii) Using the weight rp introduced in the remark following Definition 2.2, part iii) of Proposition
2.4 can be rephrased as π2, rp(u) ≤ c, where π2, rp is the (2, rp)-summing norm defined in [P3,
section 5]. Thus for any u as in Proposition 2.4, we have ‖u‖cb = π2, rp(u).
The proof of the implication iii) ⇒ i) of Theorem 0.2 in section 5 gives an alternative proof of
the implication iv) ⇒ i) above (corresponding to θ = 1 in Theorem 0.2). The proof given above
has an advantage that it yields the natural factorization of u by a kind of change of density as in
the commutative case. The natural inclusion iE : E → Krp constructed previously will be used
several times in the sequel. For later reference let us explicitly record this as follows.
Remark 2.5. Let E ⊂ Lp(M) be a closed subspace with p > 2 and f a positive unit functional
on Lp/2(M). Let K be the Hilbert space obtained from E relative to the semi-scalar product
〈b, a〉 = f(ab∗). Then the natural inclusion iE : E → K
r
p is completely contractive. A similar
statement holds for the semi-scalar product 〈b, a〉 = f(b∗a) (the resulting Hilbertian operator
space is then a p-column space).
Theorem 2.6. Let M be a von Neumann algebra and E,F ⊂ Lp(M) be closed subspaces (2 < p <
∞). Let u : E ⊗ F → C be a linear functional and c > 0 a constant. The following assertions are
equivalent
i) u defines a continuous functional on E ⊗hp F of norm ≤ c.
ii) For all finite sequences (ak) ⊂ E and (bk) ⊂ F
(2.3)
∣∣∑
k
u(ak ⊗ bk)
∣∣ ≤ c ∥∥(∑
k
aka
∗
k
)1/2∥∥
p
∥∥(∑
k
b∗kbk
)1/2∥∥
p
.
iii) There are positive unit functionals f, g ∈
(
Lp/2(M)
)∗
such that
(2.4) |u(a⊗ b)| ≤ c
(
f(aa∗) g(b∗b)
)1/2
, a ∈ E, b ∈ F.
iv) The associated linear map u˜ : E → F ∗ belongs to ΓRp(E,F
∗) and γRp(u˜) ≤ c.
Moreover, if one of these assertions holds, u has an extension to Lp(M)⊗hp Lp(M) with the same
norm.
We have a similar result for maps belonging to ΓCp(E,F
∗).
Proof. Going back to the definition of the norm of E ⊗hp F , we see that ii) is just a reformulation
of i). The implication ii) ⇒ iii) is shown by a standard argument using the Hahn-Banach theorem
as in the proof of iii)⇒ iv) of Proposition 2.4. Conversely, iii)⇒ ii) is a simple consequence of the
Ho¨lder inequality. It remains to show the equivalence iii) ⇔ iv).
First assume iii). Let H be the Hilbert space obtained from E relative the semi-scalar product
〈a, a′〉 = f(a′a∗) (see Remark 2.5). Similarly, let K be the Hilbert space associated with F and
the semi-scalar product 〈b, b′〉 = g(b∗b′). Let iE and iF be the natural inclusions of E into H ,
respectively, of F into K. Then (2.4) implies that there is a bounded operator û : H → K with
‖û‖ ≤ c such that
u(a, b) = 〈 û iE(a), iF (b) 〉, a ∈ E, b ∈ F.
Thus we deduce
u˜ = i∗F û iE .
We now equip H (resp. K) with the operator space structure of Hrp (resp. K
c
p). Then by Remark
2.5, iE : E → Hrp and iF : F → K
c
p are completely contractive. Thus i
∗
F : K
r
p → F
∗ is also
completely contractive. On the other hand, û : Hrp → K
r
p is c.b. and has ‖û‖ as its cb-norm. Set
α = iE and β = i
∗
F û. Then α ∈ CB(E,H
r
p ), β ∈ CB(H
r
p , F
∗), u˜ = βα and ‖α‖cb‖β‖cb ≤ c. Thus
u˜ ∈ ΓRp(E,F
∗) and γRp(u˜) ≤ c.
Conversely, assume iv). By Proposition 2.4, it is not hard to see that u satisfies ii). Therefore,
the equivalence between i) – iv) has been proved.
Moreover, if iv) is verified, then by Proposition 2.4, u extends to Lp(M) ⊗hp Lp(N) with the
same norm. 
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Theorem 2.6 has the following extension with almost the same proof.
Remark 2.7. Let 2 ≤ p, q ≤ ∞ and p 6= q. Let E ⊂ Lp(M) and F ⊂ Lq(M) be closed subspaces.
Let u : E ⊗ F → C be a linear functional and c > 0 a constant. The following assertions are
equivalent
i) u defines a continuous functional on E ⊗hp,q F of norm ≤ c.
ii) For all finite sequences (ak) ⊂ E and (bk) ⊂ F∣∣∑
k
u(ak ⊗ bk)
∣∣ ≤ c ∥∥(∑
k
aka
∗
k
)1/2∥∥
p
∥∥(∑
k
b∗kbk
)1/2∥∥
q
.
iii) There are positive unit functionals f ∈
(
Lp/2(M)
)∗
and g ∈
(
Lq/2(M)
)∗
such that
|u(a⊗ b)| ≤ c
(
f(aa∗) g(b∗b)
)1/2
, a ∈ E, b ∈ F.
iv) There are positive unit functionals f ∈
(
Lp/2(M)
)∗
and g ∈
(
Lq/2(M)
)∗
such that the associ-
ated linear map u˜ : E → F ∗ admits the following factorization
(2.5) E
iE

u˜ // F ∗
Hrp
û // K¯rq ,
i∗F
OO
where iE and iF are the natural inclusions associated to f and g, respectively, given by Remark
2.5, and where û is a bounded map.
In general, the map û in iv) above cannot be chosen to be c.b.. Indeed, let E = Rp and F = Cq
with 2 ≤ p, q ≤ ∞. Then both Rp[Rp] and Cq[Cq] are isometrically identified with S2. It follows
that u : Rp ⊗ Cq → C satisfies ii) above iff u˜ : Rp → Cq′ is bounded. However, by using the fact
that Cq′ ∼= Rq, it is not hard to prove that B(Rp, Cq′ ) 6= CB(Rp, Cq′) for p 6= q.
Remark 2.8. Let E,F be two operator spaces and u : E × F → C a bilinear form. Let p, q ≥ 2.
Imitating the notion of completely bounded bilinear forms in Christensen - Sinclair’s sense (cf.
[CS1], [CS2]), we say that u is (p, q)-multiplicatively bounded if there is a constant c such that for
all n ≥ 1 and all a = (aij) ∈ Snp [E], b = (bij) ∈ S
n
q [F ]∥∥∥(∑
k
u(aik, bkj)
)
1≤i,j≤n
∥∥∥
Snr
≤ c ‖a‖Snp [E] ‖b‖Snq [F ] ,
where 1/r = 1/p+ 1/q. Let ‖u‖(p,q)−mb denote the smallest of such constants c. If p = q, (p, q)-
multiplicatively bounded forms are simply called p-multiplicatively bounded forms. Now assume
E ⊂ Lp(M) and F ⊂ Lq(M). Then u is (p, q)-multiplicatively bounded iff one of the assertions in
Remark 2.7 holds.
Proof. If u is (p, q)-multiplicatively bounded, considering only row and column matrices in the
definition above, we see that the assertion ii) of Remark 2.7 is verified. Conversely, assume that
iv) of Remark 2.7 holds. Let u˜ have the factorization (2.5). Then for any a ∈ E and b ∈ F , u(a, b)
can be written as a product of three operators:
u(a, b) = iE(a) ◦ uˆ
∗ ◦ iF (b).
Recall that iF (b) ∈ Kcq = Sq(C,K) and iE(a) ∈ H
r
p = Sp(H,C). Therefore, for any a = (aij) ∈
Snp [E], b = (bij) ∈ S
n
p [F ](∑
k
u(aik, bkj)
)
ij
=
[
ISnp ⊗ iE(a)
]
◦
[
Iℓn2 ⊗ uˆ
∗
]
◦
[
ISnq ⊗ iF (b)
]
.
Here ISnq ⊗ iF (b) ∈ S
n
q [K
c
q ] = Sq(ℓ
n
2 , ℓ
n
2 (K)), ISnp ⊗ iE(a) ∈ S
n
p [H
r
p ] = Sp(ℓ
n
2 (H), ℓ
n
2 ) and Iℓn2 ⊗ uˆ
∗ ∈
B(ℓn2 (K), ℓ
n
2 (H)). Thus by the Ho¨lder inequality∥∥∥(∑
k
u(aik, bkj)
)
ij
∥∥∥
Snr
=
∥∥[ISnp ⊗ iE(a)] ◦ [Iℓn2 ⊗ uˆ∗] ◦ [ISnq ⊗ iF (b)]∥∥Snr
≤
∥∥ISnp ⊗ iE(a)∥∥Snp [Hrp ] ∥∥Iℓn2 ⊗ uˆ∗∥∥∥∥ISnq ⊗ iF (b)∥∥Snq [Kcq ]
≤ ‖uˆ‖ ‖a‖Snp [E]‖b‖Snq [F ] .
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Therefore, u is (p, q)-multiplicatively bounded, and so we have proved the announced result. 
In particular, in the situation of Theorem 2.6, i.e. when p = q in Remark 2.8, u : E × F → C
is p-multiplicatively bounded iff the associated linear map u˜ : E → F ∗ belongs to ΓRp(E,F
∗).
Consequently, p-multiplicatively bounded forms are j.c.b.. Conversely, Theorem 0.1 implies that
any j.c.b. form u : E×F → C (still with E,F ⊂ Lp(M) and p ≥ 2) is the sum of a p-multiplicatively
bounded form and the adjoint of a p-multiplicatively bounded form. However, if p 6= q, (p, q)-
multiplicatively bounded forms are in general not j.c.b..
3. Noncommutative Khintchine inequalities
In this section we give the main ingredient of the proofs of Theorems 0.1 and 0.2. This is the
noncommutative Khintchine type inequalities for generalized circular systems. In the sequel, H
will be a fixed infinite dimensional separable Hilbert space with an orthonormal basis {e±k}k≥1.
F(H) stands for the associated free Fock space:
F(H) =
∞⊕
n=0
H⊗n ,
where H⊗0 = CΩ with Ω a distinguished unit vector. Let ℓ(e) (resp. ℓ∗(e)) denote the left creation
(resp. annihilation) operator associated with a vector e ∈ H. Recall that ℓ∗(e) = (ℓ(e))∗.
Let 0 ≤ θ ≤ 1 and {λk}k≥1 be a sequence of positive numbers. Let
(3.1) sk = ℓ(ek) + λ
−1
k ℓ
∗(e−k) and gk = λ
θ
k sk, k ≥ 1.
The sk are generalized circular variables studied by Shlyakhtenko [S]. We will also call (gk)k≥1 a
generalized circular system (with parameters θ and (λk)). Let Γ be the von Neumann algebra on
F(H) generated by the sk (or equivalently by gk). Let ρ be the vector state on Γ determined by
the vacuum Ω. By [S], ρ is faithful on Γ. Thus the Haagerup Lp-space Lp(Γ) can be constructed
from ρ. Let D denote the density of ρ in L1(Γ). Recall that ρ can be recovered from D as follows:
ρ(x) = tr(Dx), x ∈ Γ.
Also recall that the modular group σρt is given by
σρt (x) = D
it xD−it, x ∈ Γ, t ∈ R.
The sk’s are eigenvectors of the modular group σ
ρ
t . More precisely, we have the following formulas
from [S]
(3.2) σt(sk) = λ
−i2t
k sk , σt(gk) = λ
−i2t
k gk , k ≥ 1, t ∈ R
(see [S, pp.342-343]; note that the minor difference on parameters λ between our definition of sk
above and that of y in [S]). The sequence {gk} satisfies the following orthogonality with respect to
the state ρ: For any 0 ≤ η ≤ 1
(3.3) tr
(
g∗jD
ηgkD
1−η
)
= δj,k λ
2(θ−η)
k .
Indeed, by (3.2), the left hand side of (3.3) is equal to
tr
(
g∗jσ−iη(gk)D
)
= tr
(
g∗jλ
−2η
k gkD
)
= λ−2ηk 〈gjΩ, gkΩ〉 = δj,k λ
2(θ−η)
k .
The following is the noncommutative Khintchine type inequalities for generalized circular sys-
tems. The case p =∞ was already obtained in [PS].
Theorem 3.1. Let 1 ≤ p ≤ ∞ and θ = 1/p. Let {λk}k be a positive sequence. Set
(3.4) gk,p = D
θ
p gkD
1−θ
p ,
where {gk}k is defined by (3.1). Let M be a von Neumann algebra and (xn) a finite sequence in
Lp(M).
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i) If p ≥ 2,
max
{∥∥(∑
k
λ
2θ(1− 2p )
k x
∗
kxk
) 1
2
∥∥
p
,
∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k xkx
∗
k
) 1
2
∥∥
p
}
≤
∥∥∑
k
xk ⊗ gk,p
∥∥
p
≤
Bpmax
{∥∥(∑
k
λ
2θ(1− 2p )
k x
∗
kxk
) 1
2
∥∥
p
,
∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k xkx
∗
k
) 1
2
∥∥
p
}
.
(3.5)
ii) If p < 2,
A−1p inf
{∥∥(∑
k
λ
2θ(1− 2p )
k a
∗
kak
) 1
2
∥∥
p
+
∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k bkb
∗
k
) 1
2
∥∥
p
}
≤
∥∥∑
k
xk ⊗ gk,p
∥∥
p
≤
inf
{∥∥(∑
k
λ
2θ(1− 2p )
k a
∗
kak
) 1
2
∥∥
p
+
∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k bkb
∗
k
) 1
2
∥∥
p
}
.
(3.6)
where the infimum runs over all decompositions xk = ak + bk in Lp(M). The two positive
constants Ap and Bp depend only on p and can be controlled by a universal constant.
iii) Let Gp be the closed subspace of Lp(Γ) generated by {gk,p}k≥1. Then there is a completely
bounded projection Pp : Lp(Γ)→ Gp such that
‖Pp‖cb ≤ 2
|1− 2p | .
Remarks. i) The Khintchine inequalities above also play a crucial role in [X2] on the embedding
of Pisier’s OH spaces, and more generally, the q-column spaces Cq into noncommutative Lp-spaces
(1 ≤ p < q ≤ 2).
ii) (3.5) is a particular case of a more general inequality for free random series in [JX2].
Proof of Theorem 3.1 : i) The state ρ on Γ extends to a contractive functional on Lp(Γ) for
all 1 ≤ p ≤ ∞. More generally, let us consider the normal faithful conditional expectation Φ
def
=
IM ⊗ ρ :M⊗¯Γ→M . By [JX1, Lemma 2.2], it extends to a contractive projection from Lp(M⊗¯Γ)
onto Lp(M) for all p ≥ 1, still denoted by Φ in the following.
By [S], the gk’s are free in (Γ, ρ). Thus by [JX2], given a finite sequence (xk) ⊂ Lp(M) (2 ≤
p ≤ ∞) we have
S ≤
∥∥∑
k
xk ⊗ gk,p
∥∥
p
≤ Bp S,
where
S = max
{
21−
2
p
(∑
k
‖xk ⊗ gk,p‖
p
p
) 1
p ,
∥∥(∑
k
Φ(x∗kxk ⊗ g
∗
k,p gk,p)
) 1
2
∥∥
p
,
∥∥(∑
k
Φ(xkx
∗
k ⊗ gk,p g
∗
k,p)
) 1
2
∥∥
p
}
.
By (3.2),
gk,p = σ− iθp
(gk)D
1
p = λ
− 2θp
k gkD
1
p .
Thus,
Φ(x∗kxk ⊗ g
∗
k,p gk,p) = x
∗
kxk ⊗
[
λ
− 4θp
k ρ(g
∗
k gk)D
2
p
]
= λ
2θ(1− 2p )
k x
∗
kxk ⊗D
2
p .
Therefore, ∥∥(∑
k
Φ(x∗kxk ⊗ g
∗
k,p gk,p)
) 1
2
∥∥
p
=
∥∥(∑
k
λ
2θ(1− 2p )
k x
∗
kxk
) 1
2
∥∥
p
.
Similarly, ∥∥(∑
k
Φ(xkx
∗
k ⊗ gk,p g
∗
k,p)
) 1
2
∥∥
p
=
∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k xkx
∗
k
) 1
2
∥∥
p
.
Combining the previous inequalities, we get the lower estimate in (3.5).
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To prove the upper estimate we only need to show that the term (
∑
k ‖xk⊗gk,p‖
p
p)
1/p is controlled
by the two others. To this end we first observe that
‖gk,p‖p ≤ ‖gk‖
1− 2p
∞ ‖gk,2‖
2
p
2 ≤ (λ
θ
k + λ
−1+θ
k )
1− 2p ;
whence
‖xk ⊗ gk,p‖p ≤ (λ
θ
k + λ
−1+θ
k )
1− 2p ‖xk‖p .
Thus (∑
k
‖xk ⊗ gk,p‖
p
p
) 1
p ≤
(∑
k
λ
θ(1− 2p )
k ‖xk‖p
)p) 1p + (∑
k
λ
−(1−θ)(1− 2p )
k ‖xk‖p
)p) 1p .
However, for any (yk) ⊂ Lp(M) we have(∑
k
‖yk‖
p
p
) 1
p ≤ min
{∥∥(∑
k
y∗kyk
) 1
2
∥∥
p
,
∥∥(∑
k
yky
∗
k
) 1
2
∥∥
p
}
.
Therefore,(∑
k
‖xk ⊗ gk,p‖
p
p
) 1
p ≤
∥∥(∑
k
λ
2θ(1− 2p )
k x
∗
kxk
) 1
2
∥∥
p
+
∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k xkx
∗
k
) 1
2
∥∥
p
;
whence the upper estimate in ( 3.5).
ii) The minoration here follows from the majoration in i) by a simple duality argument. Indeed,
let (yk) ⊂ Lp′(M) be a finite sequence such that
max
{∥∥(∑
k
λ
2θ(1− 2
p′
)
k y
∗
kyk
) 1
2
∥∥
p′
,
∥∥(∑
k
λ
−2(1−θ)(1− 2
p′
)
k yky
∗
k
) 1
2
∥∥
p′
}
≤ 1.
Let
x =
∑
k
xk ⊗ gk,p and y =
∑
k
yk ⊗ gk,p′ .
Then by (3.3) ∑
k
tr(y∗kxk) = tr⊗ tr(y
∗x)
and by i)
‖y‖p′ ≤ Bp′ max
{∥∥(∑
k
λ
2θ(1− 2
p′
)
k y
∗
kyk
) 1
2
∥∥
p′
,
∥∥(∑
k
λ
−2(1−θ)(1− 2
p′
)
k yky
∗
k
) 1
2
∥∥
p′
}
≤ Bp′ .
Hence ∣∣∑
k
tr(y∗kxk)
∣∣ ≤ ‖x‖p‖y‖p′ ≤ Bp′‖x‖p .
Taking the supremum over all (yk) as above yields the lower estimate in (3.6) with Ap = Bp′ . The
majoration is a consequence of the following elementary inequality (with 1 ≤ p ≤ 2)
‖x‖p ≤
∥∥[Φ(x∗x)] 12∥∥
p
, ∀ x ∈ Lp(M⊗¯Γ).
By duality, this immediately follows from
‖Φ(y∗y)‖p′/2 ≤ ‖y
∗y‖p′/2 , ∀ y ∈ Lp′(M⊗¯Γ).
iii) The following type of arguments is rather standard today (cf. [HP] in the case of free groups).
Recall that Ω is a separating vector for Γ (cf. [S]). Thus any operator a ∈ Γ is uniquely determined
by aΩ. Set Γ2 = {aΩ : a ∈ Γ}. Then Γ2 is a vector subspace of F(H), which is isometric to L2(Γ).
For any ξ ∈ Γ2 we denote byW (ξ) the unique operator in Γ such thatW (ξ)Ω = ξ. It is well known
(and easy to check) that all tensors from H⊗n belong to Γ2 (n ∈ N). Now we use multi-index
notation. Recall that {e±k}k≥1 is an orthonormal basis of H. For any i1, ..., in ∈ Z \ {0} we put
i = (i1, ..., in) and ei = ei1 ⊗ ... ⊗ ein . If i = ∅, we set ei = Ω. Then {ei}i is an orthonormal basis
of F(H). By the discussion above, every ei belongs to Γ2 and W (ei) is the unique operator in Γ
such that W (ei)Ω = ei. By the definition of gk in (3.1), we have
W (ek) = λ
−θ
k gk and W (e−k) = λ
1−θ
k g
∗
k , k ≥ 1.
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Given a ∈ Γ, developing aΩ in the orthonormal basis {ei}i we can (symbolically) write
a =
∑
i
ci(a) W (ei) ,
where ci = 〈ei, aΩ〉. Let Γ0 be the ∗-subalgebra of Γ of all operators which admit a finite
development as above. Note that Γ0 is w*-dense in Γ. Consequently, D
1/2p Γ0D
1/2p is dense in
Lp(Γ) for any 1 ≤ p <∞ (cf. [JX1, Lemma 1.1]; see also [J1]).
Now for any a ∈ Γ0 we define
P∞(a) =
∑
k≥1
ck(a) W (ek)
and for 1 ≤ p <∞
Pp : D
1
2p Γ0D
1
2p −→ D
1
2p Γ0D
1
2p by Pp
(
D
1
2p aD
1
2p
)
= D
1
2p P∞(a)D
1
2p .
We are going to show that Pp extends to a completely bounded projection from Lp(Γ) onto Gp.
In fact, what will be shown is that I ⊗ Pp extends to a bounded projection from Lp(M⊗¯Γ) onto
Lp(M)⊗¯Gp for any von Neumann algebra M , where Lp(M)⊗¯Gp is the closure of Lp(M)⊗Gp in
Lp(M⊗¯Γ) (relative to the w*-topology for p =∞). This is clear for p = 2; moreover, the extension
of I ⊗ P2 is the orthogonal projection from L2(M⊗¯Γ) onto L2(M)⊗¯G2.
Then consider the case p =∞. Let {xi}i be a finite family in M . Let
x =
∑
i
xi ⊗W (ei) ∈M ⊗ Γ.
Then
I ⊗ P∞(x) =
∑
k≥1
xk ⊗W (ek) =
∑
k
λ−θk xk ⊗ gk.
Therefore, by (3.5)
‖I ⊗ P∞(x)‖∞ ≤ 2max
{∥∥(∑
k
x∗k xk
)1/2∥∥
∞
,
∥∥(∑
k
λ−2k xk x
∗
k
)1/2∥∥
∞
}
.
Let ξ ∈ H be a unit vector (H being the Hilbert space at which M acts). Then by the orthonor-
mality of {ei}i
‖x‖2∞ ≥ 〈x(ξ ⊗ Ω), x(ξ ⊗ Ω)〉 =
∑
i
‖xi(ξ)‖
2
= 〈ξ,
∑
i
x∗i xi(ξ)〉 ≥ 〈ξ,
∑
k
x∗k xk(ξ)〉;
whence
‖
∑
k
x∗kxk‖∞ ≤ ‖x‖
2
∞.
On the other hand,
〈x∗(ξ ⊗ Ω), x∗(ξ ⊗ Ω)〉 =
∑
i, j
〈x∗i (ξ), x
∗
j (ξ)〉 〈W (ei)
∗(Ω), W (ej)
∗(Ω)〉
=
∑
i, j
〈ξ, xi x
∗
j (ξ)〉 ρ
[
W (ei)W (ej)
∗
]
=
∑
i, j
〈ξ, xi x
∗
j (ξ)〉 ρ
[
W (ej)
∗σ−i(W (ei))
]
.
However, by [S] one can easily show
σ−i
(
W (ei)
)
= βi W (ei),
where βi is a finite product involving λ
±θ
k and λ
±(1−θ)
k . Then it follows that
ρ
[
W (ej)
∗ σ−i(W (ei))
]
= 〈W (ej)Ω, σ−i
(
W (ei)
)
Ω〉 = δi, j β
2
i .
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Hence
〈x∗(ξ ⊗ Ω), x∗(ξ ⊗ Ω)〉 ≥
∑
k≥1
〈ξ, xkx
∗
k(ξ)〉 ρ
[
W (ek)
∗ σ−i(W (ek))
]
=
∑
k≥1
〈ξ, xkx
∗
k(ξ)〉 λ
−2
k = 〈ξ,
∑
k≥1
λ−2k xkx
∗
k(ξ)〉.
Therefore ∥∥∑
k≥1
λ−2k xkx
∗
k
∥∥
∞
≤ ‖x‖2∞.
Combining the preceding inequalities, we obtain
‖I ⊗ P∞(x)‖∞ ≤ 2‖x‖∞.
This is the key inequality of this part of the proof. From this we get the extension property for
p = 1 by virtue of the following easily checked duality equality: for any a, b ∈ Γ0 and 1 ≤ p ≤ ∞
〈Pp
(
D
1
2p bD
1
2p
)
, D
1
2p′ aD
1
2p′ 〉 = 〈D
1
2p bD
1
2p , Pp′
(
D
1
2p′ aD
1
2p′
)
〉.
Indeed, by this equality combined with the preceding boundedness of P∞ on Γ0, we deduce that
I ⊗ P1 is bounded on L1(M) ⊗
[
D
1
2 Γ0D
1
2
]
with respect to the L1-norm and is of norm ≤ 2.
Thus by the density of D
1
2 Γ0D
1
2 in L1(Γ), we deduce that I ⊗ P1 extends to a bounded map on
L1(M⊗¯Γ). By duality once more, we see that the adjoint of this extension of I ⊗ P1 yields the
desired (normal) extension of I ⊗P∞ on M⊗¯Γ. The remaining case for 1 < p < 2 or 2 < p <∞ is
proved by Kosaki’s interpolation theorem [Ko]. Therefore the proof of Theorem 3.1 is complete.
4. Vector-valued noncommutative Lp
This section contains the second main tool of the proofs of Theorems 0.1 and 0.2, i.e. the
vector-valued noncommutative Lp-spaces for QWEP von Neumann algebras. The theory of vector-
valued noncommutative Lp-spaces was first developed by Pisier [P2] for injective semifinite von
Neumann algebras. Very recently, Junge [J2], [J3] partly extended this theory to QWEP von
Neumann algebras. Junge’s idea is to represent QWEP von Neumann algebras as images of normal
conditional expectations on ultraproducts of injective von Neumann algebras, and then apply
Pisier’s theory. His approach relies heavily upon the theory of ultraproducts of noncommutative
Lp-spaces developed recently by Raynaud [Ra].
We first recall some known results on the ultraproducts of von Neumann algebras and noncom-
mutative Lp-spaces. Let U be a free ultrafilter on some index set I. If X is an operator space, we
use the notationXU to denote the ultrapower ofX . XU is equipped with its natural operator space
structure as introduced by Pisier (cf. [P1]). Now let M be a von Neumann algebra. Groh proved
that the ultrapower (M∗)
U of the predual M∗ is again a predual of von Neumann algebra (cf. [G];
see also [Ra]). In fact, assuming M acts standardly on some Hilbert space H , the ultrapower MU
is a C*-algebra, which can be naturally represented on the Hilbert space ultrapower HU . Then the
von Neumann algebra
(
(M∗)
U
)∗
is the w*-closure of MU in B(HU ). In the sequel we will denote(
(M∗)
U
)∗
by MU . On the other hand, Raynaud developed the theory of ultraproducts of non-
commutative Lp-spaces. In particular, he proved that the ultrapower
(
Lp(M)
)U
can be identified
with Lp(MU); moreover, this identification is natural in the sense that it preserves all algebraic
operations such as product, involution, positivity ...
Recall that a C*-algebra is called WEP (for weak expectation property) in Lance’s sense if the
natural inclusion A →֒ A∗∗ can be factorized completely contractively through some B(H). A is
called QWEP if A is a quotient of a WEP C*-algebra (cf. [Ki]).
The following characterization of QWEP due to Junge [J2] will play an important role later.
Proposition 4.1. A von Neumann algebra M is QWEP iff there are a Hilbert space H and a free
ultrafilter U on some index set I such that M is the image of a normal conditional expectation on
B(H)U .
Let M and B(H)U be as in the proposition above. Let Φ : B(H)U → M be the corresponding
normal conditional expectation (Φ is, in general, not faithful). In this case, Lp(M) can be naturally
identified as a subspace of Lp(B(H)U ). It is also know that Φ defines a contractive projection Φp
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from Lp(B(H)U ) onto Lp(M) for any 1 ≤ p ≤ ∞ (cf. [JX1, Proposition 2.3]). Let N be any von
Neumann algebra. Then ILp(N) ⊗ Φp is also a contractive projection from Lp(N⊗B(H)U ) onto
Lp(N⊗M). Indeed, it is obvious that IN ⊗Φ is a normal conditional expectation from N⊗B(H)U
onto N⊗M . Applying the previous result to IN ⊗Φ, we get the announced one. In particular, Φp
is completely contractive.
Now we introduce the vector-valued noncommutative Lp-spaces for QWEP von Neumann alge-
bras. Let M and H be as in Proposition 4.1. Given an operator space X , the X-valued Schatten
class Sp[H ;X ] is defined in section 1. Now let E be a finite dimensional operator space. Following
Junge, we define Lp[M ;E] (1 ≤ p < ∞) simply as the ultrapower
(
Sp[H ;E]
)U
. Then for any
operator space X , Lp[M ;X ] is defined as the closure in
(
Sp[H ;X ]
)U
of Lp[M ;E] when E runs
over all finite dimensional spaces of X .
We will need the following from [J3].
Proposition 4.2. Let M be QWEP and 1 ≤ p <∞.
i) Let u : E → F be a c.b. map between operator spaces. Then ILp(M) ⊗ u extends to a c.b.
map from Lp[M ;E] into Lp[M ;F ] and ‖ILp(M) ⊗ u‖cb ≤ ‖u‖cb. Moreover, if u is a complete
isometry, then so is ILp(M) ⊗ u.
ii) Let N be another von Neumann algebra. Then
Lp[M ;Lp(N)] = Lp(M⊗N) completely isometrically.
Note that part i) above easily follows from the definition and the corresponding results on the
vector-valued Schatten classes in [P2]. Part ii) is more substantial. It is a consequence of Junge’s
noncommutative Fubini theorem (cf. [J2]). We refer to [J2] and [J3] for more details.
Proposition 4.3. Let E be an operator space, 1 ≤ p < q ≤ ∞ and 1/r = 1/p− 1/q.
i) If q <∞, then for any x ∈ Lq(B(H)U )⊗ E
(4.1) ‖x‖Lq[B(H)U ;E] = sup
{
‖axb‖Lp[B(H)U ;E]
}
,
where the supremum runs over all a and b in the unit ball of L2r(B(H)U ).
ii) Assume q =∞ (so r = p). If E is exact, then for any x ∈ B(H)U ⊗ E
(4.2) ‖x‖B(H)U⊗minE ≤ sup
{
‖axb‖Lp[B(H)U ;E]
}
≤ λ ‖x‖B(H)U⊗minE ,
where the supremum runs over all a and b in the unit ball of L2p(B(H)U ), and where λ = ex(E)
is the exactness constant of E. Conversely, if (4.2) holds for some infinite dimensional Hilbert
space H and some constant λ, then E is exact and ex(E) ≤ λ.
Proof. i) Let x ∈ Lq(B(H)U ) ⊗ E. Passing to a finite dimensional subspace if necessary, we may
assume E finite dimensional. Then by definition
Lq[B(H)U ;E] =
(
Sq[H ;E]
)U
.
By (1.5), for any xi ∈ Sq[H ;E] we have
‖xi‖Sq[H;E] = sup
{
‖aixibi‖Sp[H;E] : ai, bi ∈ S2r(H), ‖ai‖2r ≤ 1, ‖bi‖2r ≤ 1
}
.
On the other hand, by [Ra] for any t <∞
Lt(B(H)U ) =
(
St(H)
)U
.
Combining these, we easily deduce (4.1).
ii) Again, we can assume E finite dimensional. By (1.4), for any xi ∈ B(H)⊗ E
‖xi‖B(H)⊗minE = sup
{
‖aixibi‖Sp[H;E] : ai, bi ∈ S2p(H), ‖ai‖2p ≤ 1, ‖bi‖2p ≤ 1
}
.
Thus as before, we get
‖x‖(
B(H)⊗minE
)
U = sup
{
‖axb‖Lp[B(H)U ;E] : a, b ∈ L2p(B(H)U ), ‖a‖2p ≤ 1, ‖b‖2p ≤ 1
}
.
Therefore (4.2) can be rewritten as
‖x‖B(H)U⊗minE ≤ ‖x‖(B(H)⊗minE)U ≤ λ ‖x‖B(H)U⊗minE .
OPERATOR SPACE GROTHENDIECK INEQUALITIES 19
It is known that the first inequality above is always true, while the validity of the second is
equivalent to the exactness of E; moreover, the least constant λ is then equal to the exactness
constant of E. We omit the details and refer to [P1, Chapiter 17]. 
Corollary 4.4. Let p, q, r be as in Proposition 4.3. Given a, b ∈ L2r(B(H)U ) we define Ma,b(x) =
axb.
i) If q < ∞, Ma,b defines a c.b. map from Lq[B(H)U ;E] into Lp[B(H)U ;E] and ‖Ma,b‖cb ≤
‖a‖2r‖b‖2r.
ii) If q = ∞ and E is exact, Ma,b defines a c.b. map from
(
B(H)
)U
⊗min E into Lp[B(H)U ;E]
and ‖Ma,b‖cb ≤ ex(E)‖a‖2p‖b‖2p.
Proof. We only prove i). The proof for ii) is similar. It is immediate from Proposition 4.3 thatMa,b
is bounded and ‖Ma,b‖ ≤ ‖a‖2r‖b‖2r. (Only this boundedness will be needed later.) To prove the
complete boundedness we use Lemma 1.1, so we have to show∥∥ISnq ⊗Ma,b : Snq [Lq[B(H)U ;E]]→ Snq [Lp[B(H)U ;E]]∥∥ ≤ ‖a‖2r‖b‖2r , ∀ n ∈ N.
However,
Snq
[
Lq[B(H)U ;E]
]
= Lq[B(ℓ
n
2 (H))U ;E].
Thus for any α, β ∈ Sn2r, Mα⊗a, β⊗b is bounded from Lq[B(ℓ
n
2 (H))U ;E] to Lp[B(ℓ
n
2 (H))U ;E] and
of norm ≤ ‖α ⊗ a‖2r‖β ⊗ b‖2r = ‖α‖2r‖a‖2r‖β‖2r‖b‖2r. Taking the supremum over all α and β
such that ‖α‖2r ≤ 1 and ‖β‖2r ≤ 1, and using (1.5), we deduce the announced result. 
5. Proof of Theorem 0.1
This section and the next are devoted to the proofs of Theorems 0.1 and 0.2, respectively. The
common key ingredient of both proofs is Theorem 3.1. The patterns of our proofs are similar to
those of the corresponding results for L∞ in [PS] and [P6].
Proof of Theorem 0.1. i) ⇒ ii). Let (µk)k be a sequence of positive numbers. Set λk = µ
p/(p−2)
k .
Let {gk}k be the generalized circular system with parameters (λk)k and θ = 1/2 defined by (3.1).
We will use the notations introduced in section 3: Γ is the von Neumann algebra generated by the
gk, ρ the normal faithful state on Γ given by the vacuum and D the density of ρ in L1(Γ). It was
proved in [PS] that Γ is QWEP. Thus by Proposition 4.1, Γ is the image of a normal conditional
expectation Φ on some B(H)U . Consequently, Lp(Γ) can be naturally identified as a subspace of
Lp(B(H)U ).
To prove ii) we can clearly assume E and F finite dimensional. Then by definition, Lp[Γ;E] is
a subspace of Lp[B(H)U ;E]. By Proposition 4.2,
v
def
= ILp(B(H)U ) ⊗ u˜ : Lp[B(H)U ;E]→ Lp[B(H)U ;F
∗] is bounded.
On the other hand, letting 1r =
1
p′ −
1
p = 1−
2
p (so r is the conjugate index of p/2) and by Corollary
4.4 (noting that ‖D1/2r‖2r = 1),
w
def
= MD1/2r,D1/2r : Lp[B(H)U ;F
∗]→ Lp′ [B(H)U ;F
∗] is contractive.
Therefore, ∥∥wv : Lp[B(H)U ;E]→ Lp′ [B(H)U ;F ∗]∥∥ ≤ ‖u‖jcb .
Now let (ak) ⊂ E be a finite sequence. Then (recalling that gk,p is defined by (3.4) with θ =
1
2 )
wv
(∑
k
ak ⊗ gk,p
)
=
∑
k
u˜(ak)⊗ gk,p′ .
Thus ∥∥∥∑
k
u˜(ak)⊗ gk,p′
∥∥∥
Lp′ [B(H)U ;F
∗]
≤ ‖u‖jcb
∥∥∥∑
k
ak ⊗ gk,p
∥∥∥
Lp[B(H)U ;E]
.
Let F⊥ ⊂ Lp′(M) be the orthogonal complement of F . Then
Lp′ [B(H)U ;F
∗] =
(
Sp′ [H ;F
∗]
)U
=
(
Sp′ [H ;Lp′(M)]
)U
(
Sp′ [H ;F⊥]
)U .
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On the other hand, by Proposition 4.2, we have the following isometric inclusions
Lt[B(H)U ;X ] ⊂ Lt[B(H)U ;Lt(M)] = Lt(B(H)U ⊗M) ⊂
(
St[H ;Lt(M)]
)U
for any 1 ≤ t <∞ and any subspace X ⊂ Lt(M). It is clear that(
Sp′ [H ;F
⊥]
)U
⊂
(
Lp[B(H)U ;F ]
)⊥
.
Given a von Neumann algebra N we use the following duality bracket between Lp(N) and
Lp′(N) in the category of operator spaces
〈y, x〉 = tr(y∗ x), x ∈ Lp(N), y ∈ Lp′(N).
This duality is consistent with the operator space structure on Lp(N) (recalling that L1(N) is
the predual of Nop and Nop ∼= N). With this duality, the dual of Lp(N) is Lp′(N) completely
isometrically.
Note that by (3.3) we have
〈gj,p′ , gk,p〉 = tr(g
∗
jD
1
2 gkD
1
2 ) = δj,k .
Then for any finite sequence (bk) ⊂ F we deduce that∣∣∑
k
u(ak, bk)
∣∣ = ∣∣∑
k
u˜(ak)(bk)
∣∣
=
∣∣∣〈∑
k
u˜(ak)⊗ gk,p′ ,
∑
k
bk ⊗ gk,p
〉∣∣∣
≤
∥∥∥∑
k
bk ⊗ gk,p
∥∥∥
Lp[B(H)U ;F ]
∥∥∥∑
k
u˜(ak)⊗ gk,p′
∥∥∥
Lp′ [B(H)U ;F
∗]
.
Therefore, combining the preceding inequalities with Theorem 3.1, we get∣∣∑
k
u(ak, bk)
∣∣ ≤ ‖u‖jcb∥∥∥∑
k
ak ⊗ gk,p
∥∥∥
Lp[B(H)U ;E]
∥∥∥∑
k
bk ⊗ gk,p
∥∥∥
Lp[B(H)U ;F ]
= ‖u‖jcb
∥∥∥∑
k
ak ⊗ gk,p
∥∥∥
Lp(Γ⊗M)
∥∥∥∑
k
bk ⊗ gk,p
∥∥∥
Lp(Γ⊗M)
≤ Bp‖u‖jcb
[∥∥∥(∑
k
λ
1− 2p
k a
∗
kak)
1
2
∥∥∥
p
+
∥∥∥(∑
k
λ
−(1− 2p )
k aka
∗
k)
1
2
∥∥∥
p
]
[∥∥∥(∑
k
λ
1− 2p
k b
∗
kbk)
1
2
∥∥∥
p
+
∥∥∥(∑
k
λ
−(1− 2p )
k bkb
∗
k)
1
2
∥∥∥
p
]
.
This is (0.3) by the relation between λk and µk.
ii) ⇒ iii). This is done by a standard Hahn-Banach separation argument as in [PS]. For
completeness, we include the main lines. Assume all the µk are equal, say, to s. Then by (0.3)∣∣∣∑
k
u(ak, bk)
∣∣∣ ≤ 2K2[∥∥∥∑
k
s a∗kak
∥∥∥
p
2
+
∥∥∥∑
k
s−1aka
∗
k
∥∥∥
p
2
] 1
2
[∥∥∥∑
k
s b∗kbk
∥∥∥
p
2
+
∥∥∥∑
k
s−1bkb
∗
k
∥∥∥
p
2
] 1
2
≤ K2
[∥∥∥∑
k
s a∗kak
∥∥∥
p
2
+
∥∥∥∑
k
s−1aka
∗
k
∥∥∥
p
2
+
∥∥∥∑
k
s b∗kbk
∥∥∥
p
2
+
∥∥∥∑
k
s−1bkb
∗
k
∥∥∥
p
2
]
.
Then by a Hahn-Banach argument as in the proof of Proposition 2.4, we get positive operators
f1, f2, g1, g2 ∈ Lr(M) (r being the conjugate index of p/2), all of them with norms ≤ 1, such that
for any a ∈ E, b ∈ F
|u(a, b)| ≤ K2
[
f1(s
−1aa∗) + f2(sa
∗a) + g1(sb
∗b) + g2(s
−1bb∗)
]
.
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Replacing a and b respectively by ta and t−1b in the above inequality and then taking the infimum
over all t > 0, we deduce that
|u(a, b)| ≤ 2K2
[
f1(s
−1aa∗) + f2(sa
∗a)
]1/2[
g1(sb
∗b) + g2(s
−1bb∗)
]1/2
= 2K2
[
f1(aa
∗)g1(b
∗b) + f2(a
∗a)g2(bb
∗)
+s2f2(a
∗a)g1(b
∗b) + s−2f1(aa
∗)g2(bb
∗)
]1/2
.
Now taking the infimum over all s > 0, we finally get (0.4) with K3 ≤ 2K2.
iii) ⇒ iv). This is a successive use of the Cauchy- Schwarz and Ho¨lder inequalities. Indeed, by
(0.4) we have∣∣∑
k
u(ak, bk)
∣∣ ≤ K3[∑
k
(
f1(aka
∗
k)g1(b
∗
kbk)
)1/2
+
∑
k
(
f2(µka
∗
kak)g2(µ
−1
k bkb
∗
k)
)1/2]
≤ K3
[(∑
k
f1(aka
∗
k)
)1/2 (∑
k
g1(b
∗
kbk)
)1/2
+
(∑
k
f2(µka
∗
kak)
)1/2 (∑
k
g2(µ
−1
k bkb
∗
k)
)1/2]
≤ K3
[∥∥∥(∑
k
aka
∗
k)
1/2
∥∥∥
p
∥∥∥(∑
k
b∗kbk)
1/2
∥∥∥
p
+
∥∥∥(∑
k
µka
∗
kak)
1/2
∥∥∥
p
∥∥∥(∑
k
µ−1k bkb
∗
k)
1/2
∥∥∥
p
]
.
This is (0.5) with K4 ≤ K3. It is easy to see that iv) ⇒ ii) with K2 ≤ K4 (although we will not
need this). Therefore, ii)⇔ iii) ⇔ iv).
iv) ⇒ v). Put
X =
(
E ⊗hp F
)
⊕1
(
F ⊗hp E
)
and Y = {(x, tx) : x ∈ E ⊗ F}.
Then by Proposition 2.3, ii), (0.5) implies that u defines a continuous linear functional on Y with
norm ≤ K4. Hence u extends to a continuous functional ϕ on X with the same norm. Then ϕ can
be decomposed as ϕ = ϕ1 + ϕ2 such that
ϕ1 ∈ (E ⊗hp F )
∗, ϕ2 ∈ (F ⊗hp E)
∗ and max{‖ϕ1‖, ‖ϕ2‖} = ‖ϕ‖ ≤ K4.
Going back to bilinear forms on E × F and using Theorem 2.6, we see that ϕ1 and ϕ2 define
respectively bilinear forms u1 and u2 such that
u˜1 ∈ ΓRp(E,F
∗), t˜u2 ∈ ΓRp(F
∗, E) and γRp(u˜1) = ‖ϕ1‖, γRp(
t˜u2) = ‖ϕ2‖.
Then clearly, u = u1 + u2 yields the desired decomposition.
v) ⇒ vi). Suppose u1 and u2 are as in v). Then there are a Hilbert space H and c.b. fac-
torizations E
α1−→Hrp
β1
−→F ∗ for u˜1 and E
α2−→Hcp
β2
−→F ∗ for u˜2. Define α : E → Hrp ⊕p H
c
p by
α(a) = (α1(a), α2(a)) and β : H
r
p ⊕p H
c
p → F
∗ by β(ξ, η) = β1(ξ) + β2(η). Then u˜ = βα and
‖α‖cb ≤ (‖α1‖cb + ‖α2‖cb)
1/2 , ‖β‖cb ≤ (‖β1‖cb + ‖β2‖cb)
1/2 .
It then follows that u˜ ∈ ΓRp⊕pCp and
γRp⊕pCp(u˜) ≤ max
{
γRp(u˜1), γCp(u˜2)
}
.
vi) ⇒ i). This is evident.
Therefore, we have proved that all assertions in Theorem 0.1 are equivalent. The last part of
the theorem is clear from the preceding proof. 
Remark. The previous proof also works for the case of p = ∞ with the additional assumption
that both E and F are exact. The place where we need this assumption is only the implication
i)⇒ii), for which we have to use Corollary 4.4, ii).
We end this section with an alternate direct proof of the implication iii)⇒v) in Theorem 0.1.
This is a special case of the following result due to Pisier, which has independent interest.
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Proposition 5.1. Let E,F be vector spaces and Hi,Ki Hilbert spaces (i = 1, 2). Let Ii : E → Hi
and Ji : F → Ki be linear maps. Assume a bilinear form u : E × F → C satisfies
(5.1) |u(a, b)| ≤ ‖I1(a)‖H1‖J1(b)‖K1 + ‖I2(a)‖H2‖J2(b)‖K2 , (a, b) ∈ E × F.
Then u can be decomposed as a sum of two bilinear forms u = u1 + u2 such that
|u1(a, b)| ≤ ‖I1(a)‖H1‖J1(b)‖K1 and |u2(a, b)| ≤ ‖I2(a)‖H2‖J2(b)‖K2 , (a, b) ∈ E × F.
Proof. On the vector space E ⊗ F we introduce the following semi-norm. For x ∈ E ⊗ F define
‖x‖1 = inf
{(∑
k
‖I1(ak)‖
2
H1
)1/2(∑
k
‖J1(bk)‖
2
K1
)1/2}
,
where the infimum runs over all decompositions of x as x =
∑
k ak ⊗ bk. Similarly, we define a
semi-norm ‖ ‖2 by using H2 and K2. Setting
a = (a1, ..., an) and b =
t(b1, ..., bn),
we can rewrite x =
∑
k ak ⊗ bk as x = a⊙ b. Then
‖x‖1 = inf
{
‖Iℓ2 ⊗ I1(a)‖ℓ2(H1)‖Iℓ2 ⊗ J1(b)‖ℓ2(K1) , x = a⊙ b
}
.
Since the semi-norm ‖Iℓ2 ⊗ I1(a)‖ℓ2(H1) is given by a quadratic form, for any operator α ∈ B(ℓ2)
‖Iℓ2 ⊗ I1(aα)‖ℓ2(H1) ≤ ‖Iℓ2 ⊗ I1(a)‖ℓ2(H1) ‖α‖,
‖Iℓ2 ⊗ J1(αb)‖ℓ2(K1) ≤ ‖α‖ ‖Iℓ2 ⊗ J1(b)‖ℓ2(K1).
From this observation and using the same argument as in the proof of [PS, Proposition 1.7], we
can deduce the following lemma.
Lemma 5.2. For any x ∈ E⊗F there is a decomposition x =
∑n
k=1 ak ⊗ bk and positive numbers
λ1, ..., λk such that a1, ..., an (resp. b1, ..., bn) are linearly independent and such that
‖x‖1 =
(∑
k
‖I1(ak)‖
2
H1
)1/2(∑
k
‖J1(bk)‖
2
K1
)1/2
,
‖x‖2 =
(∑
k
λk‖I2(ak)‖
2
H2
)1/2(∑
k
λ−1k ‖J2(bk)‖
2
K2
)1/2
.
This lemma allows us to finish the proof of the proposition. Indeed, let
X = (E ⊗ F, ‖ ‖1)⊕1 (E ⊗ F, ‖ ‖2) and Y = {(x, x) : x ∈ E ⊗ F} ⊂ X.
By (5.1) and Lemma 5.2, considered as a linear functional on E ⊗ F (and so on Y too), u is
continuous and of norm ≤ 1 with respect to the semi-norm of Y . Therefore, by the Hahn-Banach
theorem, u extends to a contractive functional û on X . Write
û(x, y) = û(x, 0) + û(0, y)
def
= u1(x) + u2(y), x, y ∈ E ⊗ F.
Considered back to bilinear forms on E × F , u1 and u2 give the required decomposition of u. 
Remark. As the reader can see, the above proof is similar to that of the implication iv) ⇒ v)
of Theorem 0.1. However, it has an advantage that the original functionals fi and gi in (0.4) can
be used for u1 and u2 respectively in Theorem 0.1, v); see Theorem 2.6 for the existence of such
functionals for u1 and u2. (Concerning this point see a remark in [PS, p.189].)
6. Proof of Theorem 0.2
Now we pass to the proof of Theorem 0.2. We will need the following result, which is a gener-
alization of [P3, Theorem 8.4].
Proposition 6.1. Let 2 < p < ∞, 0 ≤ θ ≤ 1 and 1q =
1−θ
p +
θ
p′ . Let (ek) denote the canonical
basis of Cq.
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i) For any finite sequence (xk) ⊂ Sp we have
(6.1) ‖
∑
k
xk ⊗ ek‖Sp[Cq ] = sup
{(∑
k
‖αxkβ‖
2
2
)1/2}
,
where the supremum runs over all α and β respectively in the unit balls of S2rθ−1 and S2r(1−θ)−1,
r being the conjugate index of p/2. Moreover, the supremum can be restricted to all α and β
in the positive parts of these unit balls.
ii) Let H be a Hilbert space and U a free ultrafilter. Let B(H)U be the associated ultrapower von
Neumann algebra. Then for any finite sequence (xk) ⊂ Lp(B(H)U )
(6.2) ‖
∑
k
xk ⊗ ek‖Lp[B(H)U ;Cq ] = sup
{(∑
k
‖αxkβ‖
2
2
)1/2}
,
where the supremum runs over all α and β respectively in the unit balls of L2rθ−1(B(H)U ) and
L2r(1−θ)−1(B(H)U ); again the supremum can be restricted to all α and β in the positive parts
of these unit balls.
Proof. i) Let x =
∑
k xk ⊗ ek ∈ Sp[Cq]. By (1.5),
‖x‖Sp[Cq] = sup
{
‖axb‖Sq[Cq] : a, b ∈ S2s, ‖a‖2s ≤ 1, ‖b‖2s ≤ 1
}
,
where s is determined by 1q =
1
p +
1
s . However, Sq[Cq] = Cq[Sq]. Thus by (1.8),
‖axb‖2Sq[Cq] =
∥∥∑
k
b∗x∗ka
∗axkb
∥∥
q
2
.
Assume q ≥ 2. It then follows that
‖x‖2Sp[Cq] = sup
{∑
k
Tr(c∗b∗x∗ka
∗axkbc) : a, b ∈ S2s, c ∈ S2t, ‖a‖2s ≤ 1, ‖b‖2s ≤ 1, ‖c‖2t ≤ 1
}
,
where t is the index conjugate to q/2. Set α = a and β = bc. Note that α ∈ S2rθ−1 and
β ∈ S2r(1−θ)−1. We then deduce (6.1) in the case of q ≥ 2. The case of q ≤ 2 can be done similarly
by using the identification Cq ∼= Rq′ (see (1.6)).
ii) It suffices to prove (6.2) for any Cnq instead of Cq. Then by definition, Lp[B(H)U ;C
n
q ] is
the ultrapower
(
Sp[H ;C
n
q ]
)U
. On the other hand, Lp(B(H)U ) is also the ultrapower
(
Sp(H)
)U
(Raynaud’s theorem). Recall that again by [Ra], ultraproduct preserves all algebraic structures on
noncommutative Lp-spaces, in particular, the product. With the help of all these, we can easily
deduce (6.2) from (6.1). 
Remarks. i) We are grateful to the referee for the short proof of part i) above, which is much
simpler than our original one.
ii) One can show that Proposition 6.1, ii) holds for any QWEP von Neumann algebra M in
place of B(H)U .
iii) Proposition 6.1 yields a simple description of the norm in the complex interpolation space
(Cp[Lp(M)], Rp[Lp(M)])θ when M is B(H) or an ultrapower of B(H) (p ≥ 2). More generally,
one can describe the norm of (Cp[Lp(M)], Rp[Lp(M)])θ for any von Neumann algebra M by a
formula like (6.1) in the case p ≥ 2, and by a similar dual formula in the case p < 2. This will be
pursued elsewhere.
Proof of Theorem 0.2. Without loss of generality, we can assume H separable and infinite dimen-
sional. Thus Hcq = Cq
i) ⇒ ii). Assume ‖u‖cb ≤ 1. As for the proof of Theorem 0.1, the noncommutative Khintchine
inequality in section 3 will be the key ingredient for the present proof too. Fix a positive sequence
(λk). We maintain the notations introduced at the beginning of the proof of Theorem 0.1, but
with gk being now defined by
gk = λ
θ
k ℓ(ek) + λ
−(1−θ)
k ℓ
∗(e−k).
The gk,p are defined by (3.4) with the gk above. Then by Proposition 4.2,
‖ILp(Γ) ⊗ u‖ ≤ 1.
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Thus by Theorem 3.1, for any finite sequence (ak) ⊂ E∥∥∥∑
k
u(ak)⊗ gk,p
∥∥∥
Lp[Γ;Cq]
≤
∥∥∥∑
k
ak ⊗ gk,p
∥∥∥
Lp[Γ;E]
≤ Bpmax
{∥∥∥(∑
k
λ
2θ(1− 2p )
k a
∗
kak
) 1
2
∥∥∥
p
,
∥∥∥(∑
k
λ
−2(1−θ)(1− 2p )
k aka
∗
k
) 1
2
∥∥∥
p
}
.
Therefore, to prove (0.6) we must show that for any finite sequence (zk) ⊂ Cq
(6.3)
(∑
k
‖zk‖
2
) 1
2 ≤
∥∥∑
k
zk ⊗ gk,p
∥∥
Lp[Γ;Cq]
.
To this end we can clearly assume all zk are finitely supported, and so Cq can be replaced by a
Cnq . Write zk in the canonical basis of C
n
q :
zk =
n∑
j=1
zk,j ej .
Then ∑
k
zk ⊗ gk,p =
n∑
j=1
ej ⊗ xj ,
where
xj =
∑
k
zk,j gk,p ∈ Lp(Γ).
Now since Γ is QWEP, Γ is the image of a normal conditional expectation Φ on some ultrapower
von Neumann algebra B(H)U . Then by definition, Lp[Γ;C
n
q ] is a subspace of Lp[B(H)U ;C
n
q ]. By
Proposition 6.1, ii), for any α and β in the unit balls of L2rθ−1(B(H)U ) and L2r(1−θ)−1(B(H)U ),
respectively, we have
(6.4)
(∑
j
‖αxjβ‖
2
2
)1/2
≤ ‖
∑
j
ej ⊗ xj‖Lp[Γ;Cnq ] .
In particular, this is true for α = Dθ/2r and β = D(1−θ)/2r. For this choice of α and β, we have
‖αxjβ‖
2
2 = ‖αxjβ‖
2
L2(Γ)
= tr(β∗x∗jα
∗αxjβ)
=
∑
k,k′
zk,j zk′,j tr
[
g∗kD
θgk′D
1−θ
]
=
∑
k
|zk,j |
2 by (3.3).
Summing up over all j and using (6.4), we get (6.3). Therefore, (0.6) is proved.
ii) ⇒ iii). This is a standard application of the Hahn-Banach theorem as in the proof of ii) ⇒
iii) in Theorem 0.1. Conversely, it is trivial that iii) ⇒ ii).
iii) ⇒ i). Let a = (ai j) ∈ Snp [E] be a unit element. We have to show
‖ISnp ⊗ u(a)‖Snp [Cq ] ≤ K.
To this end we use again Proposition 6.1. Let uk be the k-th component of u relative to the
canonical basis of Cq. Set xk =
(
uk(aij)
)
1≤i,j≤n
∈ Snp . Then
ISnp ⊗ u(a) =
∑
k
xk ⊗ ek.
Let α (resp. β) be a positive matrix in the unit ball of S2rθ−1 (resp. S2r(1−θ)−1). We are going to
estimate
∑
k ‖αxkβ‖
2
2. In virtue of the invariance of the norm of S
n
p [E] by multiplication from left
and right by unitary matrices, and changing the matrix a if necessary, we can assume both α and
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β are diagonal. Let αi and βi be respectively their diagonal entries. Then by (0.7) and the Ho¨lder
inequalities∑
k
‖αxkβ‖
2
2 =
∑
k
∑
i,j
α2iβ
2
j |xk(i, j)|
2 =
∑
i j
α2iβ
2
j ‖u(aij)‖
2
≤ K2
∑
i,j
α2i β
2
j [f(a
∗
ijaij)]
1−θ [g(aija
∗
ij)]
θ
≤ K2
(∑
i,j
β
2(1−θ)−1
j f(a
∗
ijaij)
)1−θ (∑
i,j
α2θ
−1
i g(aija
∗
ij)
)θ
≤ K2
(∑
j
β
2(1−θ)−1
j
∥∥∥∑
i
a∗ijaij
∥∥∥
L p
2
(M)
)1−θ(∑
i
α2θ
−1
i
∥∥∥∑
j
aija
∗
ij
∥∥∥
L p
2
(M)
)θ
≤ K2
∥∥β∥∥ 1−θr
2r(1−θ)−1
(∑
j
∥∥∥∑
i
a∗ijaij
∥∥∥ p2
L p
2
(M)
) 2(1−θ)
p
•
∥∥α∥∥ θr
2rθ−1
(∑
i
∥∥∥∑
j
aija
∗
ij
∥∥∥ p2
L p
2
(M)
) 2θ
p
≤ K2 ‖a‖2Sp[E] ,
where for the last inequality we have used the following elementary fact that for any von Neumann
algebra M and any a ∈ Sp[Lp(M)] with 2 ≤ p ≤ ∞(∑
j
∥∥(∑
i
a∗ijaij)
1/2
∥∥p
Lp(M)
)1/p
≤ ‖a‖Sp[Lp(M)],
(∑
i
∥∥(∑
j
ai ja
∗
i j)
1/2
∥∥p
Lp(M)
)1/p
≤ ‖a‖Sp[Lp(M)].
Therefore, ‖ISnp ⊗ u(a)‖Snp [Cq ] ≤ K for any n ≥ 1. Then by Lemma 1.1, ‖u‖cb ≤ K. Therefore, we
have proved Theorem 0.2. 
7. Applications
In this section we present some applications of Theorems 0.1 and 0.2. We first give a factorization
for maps satisfying one of the conditions in Theorem 0.2 through a real interpolation space of
parameters (θ, 1). To this end let f and g be two positive unit functionals on Lp/2(M). Let Kf be
the Hilbert space obtained from E relative to the semi-scalar product 〈a, b〉 = f(a∗b) (see Remark
2.5 and the proof of iv)⇒ i) of Proposition 2.4). Similarly, the semi-scalar product (a, b) 7→ g(ba∗)
yields another Hilbert space Kg. Let if : E → Kf (resp. ig : E → Kg) be the natural inclusion.
Note that both if and ig are injective and of dense range. It follows that i
∗
f : K
∗
f → E
∗ and
i∗g : K
∗
g → E
∗ are injective. This allows us to regard (K∗f , K
∗
g ), and so (Kf , Kg) as compatible
couples of Hilbert spaces. Under this compatibility, if and ig are the same map, denoted by if,g
below.
Now we equipKf (resp. Kg) with the operator space structure ofK
c
f,p (resp. K
r
g,p), and consider
real interpolation space (Kcf,p , K
r
g,p )θ,1 (see [X1] for the real interpolation theory in the category
of operator spaces). By Remark 2.5, if : E → Kcf,p and ig : E → K
r
g,p are completely contractive,
so by interpolation they induce a completely contractive map if,g : E → (Kcf,p , K
r
g,p )θ,1.
Corollary 7.1. Let E, p, q, θ be as in Theorem 0.2. Then a map u : E → Hcq is c.b. iff there
are two positive unit functionals f and g on Lp/2(M) such that u admits a factorization of the
following form
(7.1) E
u //
if,g &&LL
LL
LL
LL
LL
LL
Hcq
(Kcf,p , K
r
g,p)θ,1 ,
û
88qqqqqqqqqqq
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where û is a bounded map and ‖û‖ ≤ K. Moreover, the smallest of such constants K is universally
equivalent to ‖u‖cb.
Proof. Let u : E → Hcq be c.b.. Then by Theorem 0.2, u satisfies (0.7). By the previous discussion,
we clearly have the required factorization. Conversely, if u admits such a factorization, then we
have (0.7), and so u is c.b.. 
Remarks. i) Using [P6], we can get a factorization similar to that in Corollary 7.1 in the case of
p =∞ with the additional assumption that either E ⊂M is exact or E =M .
ii) We do not know whether û in Corollary 7.1 can be chosen to be c.b..
Let us isolate out the special case of θ = 1/2 in Theorem 0.2 and Corollary 7.1 because of the
particular importance of OH .
Corollary 7.2. Let E ⊂ Lp(M) be a subspace with 2 < p ≤ ∞. In the case of p =∞ we assume
in addition that E is either exact with ex(E) = 1 or E = M . Then for any map u : E → OH(I)
(with I an index set) the following assertions are equivalent:
i) u is c.b..
ii) There is a constant K such that for all finite sequences (ak) ⊂ E and (µk) ⊂ R+
(7.2)
∑
k
‖u(ak)‖
2 ≤
K2
2
[∥∥∑
k
µka
∗
kak
∥∥
p/2
+
∥∥∑
k
µ−1k aka
∗
k
∥∥
p/2
]
.
iii) There are two positive unit functionals f, g on Lp/2(M) such that
(7.3) ‖u(a)‖ ≤ K
(
f(a∗a)
)1/4(
g(aa∗)
)1/4
, a ∈ E.
iv) There are two positive unit functionals f, g on Lp/2(M) such that u admits a factorization of
the form (7.1) with ‖û‖ ≤ K ′.
Moreover, the best constants K and K ′ are universally equivalent to ‖u‖cb.
This is the little Grothendieck theorem for noncommutative Lp-spaces in the category of operator
spaces. The case of p = ∞ goes back to [PS]. Compare (7.3) with (0.1): the arithmetic mean in
(0.1) is replaced by the geometric mean in (7.3).
Corollary 7.3. In the situation of Theorem 0.1, if u : E × F → C is j.c.b., then u admits an
extension U : Lp(M)× Lp(M)→ C with ‖U‖jcb ≤ c‖u‖jcb, where c is a universal constant.
Proof. We use the decomposition u = u1 + u2 in Theorem 0.1, v). Regarding u1, u2 as linear
functionals on E ⊗ F , we see that u1 and
tu2 satisfy iv) of Theorem 2.6. Therefore, u1 (resp.
u2) admits an extension U1 (resp. U2) on Lp(M) ⊗hp Lp(M) (resp. Lp(M) ⊗hp Lp(M)). Then
U = U1 + U2 is the required extension of u. 
We say that a c.b. map T : E → F between two operator spaces has the completely bounded
approximation property (CBAP in short) if there are a constant λ and a net (Ti) of finite rank maps
from E to F such that Ti converges to T in the point-norm topology and supi ‖Ti‖cb ≤ λ‖T ‖cb.
In this case, we also say that T has the λ-CBAP if we want to emphasize the constant λ. Note
that E has the CBAP iff the identity of E does. We recall the open problem in [PS] whether any
c.b. map from a C*-algebra to the dual of a C*-algebra has automatically the CBAP. However,
the corresponding problem in the Lp-space case is easily solved by virtue of Theorem 0.1.
Corollary 7.4. Let E,F be as in Theorem 0.1. Then any map T ∈ CB(E,F ∗) has the λ-CBAP
with λ a universal constant.
Proof. By Theorem 0.1, T belongs to ΓRp⊕Cp(E,F
∗). It remains to note that Rp ⊕ Cp has the
1-CBAP. 
Corollary 7.5. i) Let E be an operator space. If both E and E∗ are completely isomorphic to
subspaces of a noncommutative Lp(M) with 1 < p < 2, then E is completely isomorphic to a
quotient of a subspace of Hcp ⊕p K
r
p for some Hilbert spaces H and K.
ii) If we assume in addition that the completely isomorphic copies of E and E∗ are completely
complemented in Lp(M), then E is completely isomorphic to H
c
p ⊕p K
r
p .
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Proof. Based on Theorem 0.1, the proof of this corollary is the same as that of Corollaries 3.1 and
3.3 in [PS] (which corresponds to the case p = 1 with an additional assumption on E), so we omit
it. 
Remarks. i) Let H be a Hilbert space and 1 < p < 2. It is proved in [X2] that a quotient of a
subspace of Hcp ⊕p H
r
p is completely isomorphic to a subspace of a noncommutative Lp.
ii) Moreover, for any p < q ≤ 2, Hcq is a quotient of a subspace of H
c
p ⊕pH
r
p . Consequently, any
quotient of a subspace ofHcq⊕qH
r
q is also completely isomorphic to a subspace of a noncommutative
Lp (1 ≤ p < q ≤ 2). See [X2] for more details.
We end this section with an application to Schur multipliers. Let ϕ be a function on N×N. We
recall that ϕ is a Schur multiplier from Sp to Sq if the map Mϕ : x 7→ (ϕ(i, j)x(i, j)) defined for
finite matrices x extends to a bounded map from Sp to Sq (which is still denoted by Mϕ). (Note
that we change slightly the matrix notation by regarding a matrix as a function on N×N too.) If
Mϕ is c.b., we say that ϕ is a c.b. Schur multiplier from Sp to Sq. More generally, if Λ ⊂ N × N
is a subset, we denote by SΛp ⊂ Sp the subspace of all x ∈ Sp which vanish outside Λ. A function
ϕ : Λ → C is called a (c.b.) Schur multiplier from SΛp to Sq if x 7→ (ϕ(i, j)x(i, j)) extends to a
bounded (c.b.) map from SΛp to Sq.
ℓr(ℓ∞) is the space of all complex functions ϕ on N× N such that
‖ϕ‖ℓr(ℓ∞) =
(∑
i
sup
j
|ϕ(i, j)|r
)1/r
<∞.
Set tℓr(ℓ∞) = {ϕ :
tϕ ∈ ℓr(ℓ∞)}, where
tϕ(i, j) = ϕ(j, i).
The following, except i′) and ii′), is again the Lp-space analogue of the corresponding results in
[PS], which correspond to the case where q = 1 and p =∞.
Corollary 7.6. i) Let 1 ≤ q ≤ 2 ≤ p ≤ ∞ and r = pqp−q . Then ϕ is a Schur multiplier from Sp to
Sq iff ϕ ∈ ℓr(ℓ∞) + tℓr(ℓ∞), i.e. iff ϕ admits a decomposition
ϕ = ϕ1 + ϕ2 with ϕ1,
tϕ2 ∈ ℓr(ℓ∞).
Moreover,
‖Mϕ‖ ≈ inf
{
‖ϕ1‖ℓr(ℓ∞) + ‖
tϕ2‖ℓr(ℓ∞) : ϕ = ϕ1 + ϕ2, ϕ1,
tϕ2 ∈ ℓr(ℓ∞)
}
.
i′) Assume in addition p < ∞ and Λ ⊂ N × N. Then every Schur multiplier from SΛp to Sq
extends to a Schur multiplier from Sp to Sq.
ii) Let 2 ≤ p ≤ ∞ and r be the conjugate index of p/2. Then ϕ is a c.b. Schur multiplier from
Sp to Sp′ iff there are α, β ∈ ℓ2r such that |ϕij | ≤ |αi||βj | for all i, j, or equivalently, iff ϕ admits
a factorization
|ϕ| = (|ϕ1| |ϕ2|)
1/2 with ϕ1,
tϕ2 ∈ ℓr(ℓ∞).
Moreover, in this case
‖Mϕ‖cb ≈ inf
{
‖α‖2r‖β‖2r : |ϕij | ≤ |αi||βj |, α, β ∈ ℓ2r
}
.
ii′) With the same p and r as in ii), let Λ ⊂ N× N. Then every c.b. Schur multiplier from SΛp
to Sp′ extends to a c.b. Schur multiplier from Sp to Sp′ .
Proof. The proof is similar to those of Theorems 4.1 and 4.2 in [PS]. Thus we will be very brief.
i) The case p = ∞ and q = 1 corresponds to [PS, Theorem 4.1]. Let ϕ be a Schur multiplier
from Sp to Sq with ‖Mϕ‖ ≤ 1. Let u : Sp × Sq′ → C be the bilinear form defined by Mϕ:
u(x, y) =
∑
i,j
ϕ(i, j)x(i, j)y(i, j), x ∈ Sp, y ∈ Sq′ .
Then by (0.2), u can be decomposed as u = u1 + u2 + u3 + u4 with
|u1(x, y)| ≤ K
(
f1(xx
∗)g1(y
∗y)
)1/2
, |u2(x, y)| ≤ K
(
f2(x
∗x)g2(yy
∗)
)1/2
,
|u3(x, y)| ≤ K
(
f1(xx
∗)g2(yy
∗)
)1/2
, |u4(x, y)| ≤ K
(
f2(x
∗x)g1(y
∗y)
)1/2
,
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where f1, f2 (resp. g1, g2) are positive unit functionals on Sp/2 (resp. Sq′/2). By an elementary
average argument as in [PS], we can assume that each uk is given by a Schur multiplier as u, say
ϕk, and the functionals fi, gi are diagonal matrices. Then we have ϕ = ϕ1 + ϕ2 + ϕ3 + ϕ4 with
|ϕ1(i, j)| ≤ K
(
f1(i, i)g1(j, j)
)1/2
, |ϕ2(i, j)| ≤ K
(
f2(j, j)g2(i, i)
)1/2
,
|ϕ3(i, j)| ≤ K
(
f1(i, i)g2(i, i)
)1/2
, |ϕ4(i, j)| ≤ K
(
f2(j, j)g1(j, j)
)1/2
.
Thus ϕ3 and
tϕ4 are in ℓr(ℓ∞). On the other hand, ϕ1 and ϕ2 can be decomposed into sums of
two such elements, i.e. ϕ1, ϕ2 ∈ ℓr(ℓ∞) + tℓr(ℓ∞). Hence ϕ ∈ ℓr(ℓ∞) + tℓr(ℓ∞).
Conversely, suppose ϕ ∈ ℓr(ℓ∞). Then for any x ∈ Sp and y ∈ Sq′
|
∑
i,j
ϕ(i, j)x(i, j)y(i, j)| ≤
∑
i
sup
j
|ϕ(i, j)|
∑
j
|x(i, j)y(i, j)|
≤
∑
i
sup
j
|ϕ(i, j)|
(∑
j
|x(i, j)|2
)1/2 (∑
j
|y(i, j)|2
)1/2
≤ ‖ϕ‖ℓr(ℓ∞)‖x‖Sp‖y‖Sq′ ,
where we have used the following elementary inequality(∑
i
(∑
j
|x(i, j)|2
)p/2)1/p
≤ ‖x‖Sp .
Therefore ϕ is a Schur multiplier from Sp to Sq. Similarly, every matrix in
tℓr(ℓ∞) is also a Schur
multiplier from Sp to Sq. This proves part i).
i′) Let ϕ be a Schur multiplier from SΛp to Sq. Since Sp and Sq have respectively type 2 and
cotype 2, by Kwapien’s theorem (cf. [P4, Corollary 3.6]), Mϕ : S
Λ
p → Sq factors through a Hilbert
space. Then Maurey’s extension theorem [M2] implies that Mϕ admits an extension T : Sp → Sq.
Averaging T over the group of all unitary diagonal matrices in B(ℓ2), we deduce an extension of
Mϕ which is again a Schur multiplier.
ii) This part is proved in a way similar to that of i); the only difference is that this time instead
of (0.2) we use Theorem 0.1. We omit the details.
ii′) Assume Mϕ : S
Λ
p → Sp′ is c.b.. Then Mϕ has a c.b. extension from Sp → Sp′ . This follows
from Corollary 0.6 of [PS] in the case p = ∞, and from Corollary 7.3 for p < ∞. Then as above
for i′), we get a Schur extension of ϕ. 
The second part of Corollary 7.6 gives a characterization of c.b. Schur multipliers from Sp to
Sp′ , i.e. from Sp to its dual. We do not know how to characterize the c.b. Schur multipliers from
Sp into Sq for any 1 ≤ q ≤ 2 ≤ p ≤ ∞, as in the first part at the Banach space level.
Problem 7.7. Let 1 ≤ q ≤ 2 ≤ p ≤ ∞ with p 6= q′. Characterize c.b. Schur multipliers from Sp
into Sq, in a way similar to that in Corollary 7.6.
This problem might be related to the following
Problem 7.8. Let M be a von Neumann algebra and p, q ≥ 2 with p 6= q. Let E ⊂ Lp(M) and
F ⊂ Lq(M). Find a Grothendieck type inequality for j.c.b. forms u : E × F → C.
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