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Ein neuer Compressed-Sensing-basierter Rekonstruktionsalgorithmus mit an-
gepasstem Lexikon fu¨r die 23Na-Magnetresonanztomographie
Das niedrige SNR der 23Na-MRT hat eine geringe ra¨umliche Auflo¨sung und lange Mess-
zeiten zur Folge. Um dem entgegenzuwirken wurde in dieser Arbeit ein Compressed-
Sensing-basierter Rekonstruktionsalgorithmus (3D-DLCS) fu¨r die 23Na-MRT bei B0 = 7 T
entwickelt. Als Basis fu¨r die du¨nnbesetzte (sparse) Darstellung des zu rekonstruieren-
den Bildes dient ein an die vorliegenden Daten angepasstes Lexikon. Simulierte Daten
des menschlichen Kopfes wurden zur Optimierung der Rekonstruktionsparameter und
zur quantitativen Auswertung der Rekonstruktionsergebnisse verwendet. Der Algorith-
mus wurde zur Rekonstruktion von In-vivo-Daten verwendet und mit der nicht-uniformen
schnellen Fouriertransformation (NUFFT) sowie mit nicht-adaptiven Compressed-Sensing-
Rekonstruktionen verglichen. Das Bildrauschen wurde bei gleichzeitiger Erhaltung kleiner
Strukturen im Bild am effektivsten bei zehnfach unterabgetasteten und zehnfach gemittel-
ten Daten unterdru¨ckt. Fu¨r Daten mit einer nominellen Auflo¨sung von (2 mm)3 konnte das
Spitzen-Signal-Rausch-Verha¨ltnis der 3D-DLCS-Rekonstruktion gegenu¨ber der NUFFT
um 5,1 dB und die strukturelle A¨hnlichkeit um 24% erho¨ht werden. Der Bildkontrast ist
bei der 3D-DLCS-Rekonstruktion sehr gut erhalten. Durch eine asymmetrische Anordnung
der Projektionen des 3D-radialen Datensatzes konnte die Messzeit der 23Na-MRT um 30%
reduziert werden. Hierzu wird die 3D-DLCS-Rekonstruktion mit den homodyn rekonstru-
ierten asymmetrischen Daten initialisiert, so dass eine nahezu artefaktfreie Rekonstruktion
von 23Na-MRT-Daten mit einer nominellen Auflo¨sung von (1,7 mm)3 bei einer Messzeit
von 26 min erreicht wurde. Die erho¨hte ra¨umliche Auflo¨sung bei akzeptabler Messzeit er-
leichtert den Einsatz der 23Na-MRT in der diagnostischen Bildgebung.
A new Compressed-Sensing-based reconstruction algorithm relying on a lear-
ned dictionary for 23Na magnetic resonance tomography
The low SNR of 23Na MRI results in a low spatial resolution and long measurement ti-
mes. In this work, a Compressed-Sensing-based reconstruction algorithm (3D-DLCS) for
23Na MRI at B0 = 7 T was developed in order to counteract these effects. An adaptive
dictionary was chosen as the basis for the sparse representation for the image to be re-
constructed. Simulated data of the human head were used to optimize the reconstruction
parameters and for the quantitative analysis of the reconstructions. The algorithm was
applied to the reconstruction of in vivo 23Na data and compared with the nonuniform
fast Fourier transform (NUFFT) and with non-adaptive Compressed-Sensing reconstruc-
tions. Image noise was maximally reduced for tenfold undersampled and tenfold averaged
data, while small structures were well preserved. For data with a nominal resolution of
(2 mm)3, the peak signal-to-noise ratio of the 3D-DLCS reconstruction was enhanced by
5,1 dB, the structural similarity by 24%. The image contrast was well maintained in the
3D-DLCS reconstruction. The measurement time for 23Na MRI could be reduced by 30%
by an asymmetrical ordering of the projections in the 3D-radial dataset. For this purpose,
the 3D-DLCS-reconstruction was initialized by a homodyne reconstruction of the asym-
metrical data, resulting in the nearly artifact-free reconstruction of 23Na MRI data with
resolumboxtion of (1,7 mm)3 at a measurement time of 26 min. The increased spatial reso-
lution at acceptable measurement times improves the applicability of 23Na MRI to clinical
imaging.
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3D-DAPR 3D dichteangepasste Radialsequenz (engl. 3D density adapted projection
reconstruction)
3D-DLCS Compressed-Sensing mit gelerntem 3D-Lexikon (engl. 3D-dictionary lear-
ning compressed sensing)
CS Compressed-Sensing (engl. fu¨r
”
Komprimiertes Aufnehmen“ )
CT Computertomographie
DCT diskrete Kosinustransformation (engl. discrete cosine transform)
DFT disktrete Fouriertransformation
FFT schnelle Fouriertransformation (engl. fast Fourier transform)
FT Fouriertransformation
K-SVD K-Singula¨rwertzerlegungen (engl. K-Singular-Value-Decompositions)
MRT Magnetresonanztomographie
MS Multiple Sklerose
NDFT nicht-uniforme diskrete Fouriertransformation (engl. nonuniform discrete
Fourier transform)
NMR Kernspinresonanz (engl. nuclear magnetic resonance)
NUFFT nicht-uniforme schnelle Fouriertransformation (engl. nonuniform fast Fou-
rier transform)
ODCT u¨berkomplette diskrete Cosinus-Transformation (engl. overcomplete dis-
crete cosine transform)
OMP orthogonaler Verfolgungsalgorithmus (engl. orthogonal matching pursuit)
PSF Punktantwortfunktion (engl. point spread function)
PSNR Spitzen-Signal-Rausch-Verha¨ltnis (engl. peak signal-to-noise ratio)
RF Radiofrequenz
RMSE quadratischer Mittelwert des Fehlers (engl. root mean squared error)
ROI Bildregion (engl. region of interest)
SNR Signal-Rausch-Verha¨ltnis (engl. signal-to-noise ratio)
SSIM strukturelle A¨hnlichkeit (engl. structural similarity)
SVD Singula¨rwertzerlegung (engl. singular value decomposition)
TE Echozeit
TEM transvers elektromagnetisch (engl. transverse electromagnetic)
TPSF transformierte Punktantwortfunktion (engl. transform point spread functi-
on)
TV totale Variation
USF Unterabtastungsfaktor (engl. undersampling factor)
UTE ultrakurze TE

1 Einleitung
Die Magnetresonanztomographie (MRT) hat sich seit ihrer Entdeckung im Jahre 1973
durch Paul Lauterbur zu einem immer wichtigeren Pfeiler der diagnostischen Radiologie
entwickelt [Lauterbur, 1973; Garroway et al., 1974]. Neben der anatomischen Bildgebung
mit einem erho¨hten Weichteilkontrast im Vergleich zu anderen Modalita¨ten wie der Com-
putertomographie (CT), werden im klinischen Alltag auch Methoden wie beispielsweise
die Diffusions-MRT und die spektroskopische Bildgebung angewandt und so die Diagno-
stik um eine physiologische Komponente erweitert. Ein bedeutender Vorteil der MRT ist
außerdem, dass bei der Datenaufnahme keine ionisierende Strahlung appliziert wird.
Die klinische MR-Bildgebung beschra¨nkt sich im Allgemeinen auf das von 1H-Kernen stam-
mende Signal. Die Gru¨nde dafu¨r sind die hohe natu¨rliche Ha¨ufigkeit und die Tatsache, dass
1H die ho¨chste Kernspinresonanz (engl. nuclear magnetic resonance, NMR)-Sensitivita¨t
der im menschlichen Ko¨rper auftretenden stabilen Isotope aufweist. Mit der im Laufe der
letzten Jahre ansteigenden Verfu¨gbarkeit von Hochfeld- und Ultrahochfeldtomographen
(B0 ≥ 3 T) ru¨cken andere Kerne als alternative Signalquellen zunehmend in den Vorder-
grund. Nach 1H liefert 23Na das zweitho¨chste In-vivo-Signal unter den MR-detektierbaren
Isotopen im menschlichen Ko¨rper. Die durch 23Na-Bildgebung erhaltene Information un-
terscheidet sich grundsa¨tzlich von der eines anatomischen 1H-Bildes. 23Na-Ionen spielen
unter anderem fu¨r den Erhalt des Zellmembranpotenzials eine wichtige Rolle. Membran-
kana¨le wie die Natrium-Kalium-Pumpe stellen sicher, dass die 23Na-Konzentration außer-
halb der Zelle um etwa einen Faktor 10 gro¨ßer ist als im Zellinneren. Pathologische Ver-
a¨nderungen ko¨nnen zu einer A¨nderung dieses Konzentrationsgradienten fu¨hren [Cameron
et al., 1980; Lehmann-Horn und Jurkat-Rott, 1999]. Aufgrund des niedrigen 23Na-MR-
Signals ist die Auflo¨sung u¨blicherweise in der Gro¨ßenordnung von einigen Millimetern und
somit weit entfernt von den Dimensionen einer Zelle; es wird also ein u¨ber den Intra- und
Extrazellula¨rraum gemitteltes Signal gemessen. Dennoch wurde im Rahmen von Studi-
en die klinische Relevanz der 23Na-MRT untersucht, insbesondere bei der Diagnose von
Tumoren [Thulborn et al., 1999; Ouwerkerk et al., 2003; Nagel et al., 2011b], Multipler
Sklerose (MS) [Inglese et al., 2010; Zaaraoui et al., 2012; Paling et al., 2013] und Muske-
lerkrankungen [Constantinides et al., 2000a; Nagel et al., 2011a; Weber et al., 2006].
Die geringe natu¨rliche Ha¨ufigkeit von 23Na im menschlichen Ko¨rper ist eine der gro¨ßten
Limitationen der 23Na-MRT. Zusammen mit der niedrigeren NMR-Sensitivita¨t ergibt sich
fu¨r 23Na-MR-Daten ein gegenu¨ber 1H um ca. vier Gro¨ßenordnungen niedrigeres Signal-
Rausch-Verha¨ltnis (engl. signal-to-noise ratio, SNR). Das niedrige SNR fu¨hrt zu deutlich
erho¨hten Messzeiten bei der Aufnahme von 23Na-MR-Daten, selbst bei vergleichsweise
geringen ra¨umlichen Auflo¨sungen. Hinzu kommt die durch den quadrupolaren Relaxati-
onsmechanismus des Spin-32 -Kerns sehr kurze transversale Relaxationszeit T
∗
2 . Sie betra¨gt
etwa 3 − 5 ms, so dass fu¨r die Auslese der Daten Sequenzen mit sehr kurzen Echozeiten
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(TE) verwendet werden mu¨ssen. Die Datenaufnahme erfolgt dabei entlang von Projek-
tionen mit Ursprung im k-Raum-Zentrum, die ho¨chsten Frequenzen werden am Ende der
Auslese aufgenommen [Nagel et al., 2009; Boada et al., 1997].
Ein wichtiger Schritt auf dem Weg zu ku¨rzeren Messzeiten in der MRT war die erstmalige
Anwendung der Compressed-Sensing (engl. fu¨r
”
Komprimiertes Aufnehmen“, CS)-Theorie
durch Michael Lustig [Candes et al., 2006; Donoho, 2006; Lustig et al., 2007]. Hierbei wird
die Du¨nnbesetztheit (engl. sparsity) der zu rekonstruierenden Bilder in einer geeigneten
Transformationsdoma¨ne genutzt, um die bei einer Reduktion der aufgenommenen Daten
auftretenden Unterabtastungsartefakte zu reduzieren. Bei geeigneter Wahl der Abtastung
des k-Raums, sowie der Transformation, in der das Bild als du¨nn besetzte Matrix darge-
stellt werden soll, kann das Bild, trotz einer Abtastungsfrequenz unterhalb der Nyquist-
Grenze, artefaktfrei rekonstruiert werden.
Eine erste CS-basierte Rekonstruktion von 23Na-MR-Daten wurde von [Madelin et al.,
2012] am Beispiel des Knieknorpels gezeigt. Spa¨tere Ansa¨tze zur iterativen Rekonstruktion
von 23Na-Daten verwendeten zur Regularisierung auch A-priori-Wissen aus 1H-Datensa¨t-
zen [Gnahm et al., 2014; Gnahm und Nagel, 2015; Weinga¨rtner et al., 2015].
Das Ergebnis einer CS-basierten Rekonstruktion ha¨ngt maßgeblich von der sparsity des
zu rekonstruierenden Bildes in der verwendeten Transformation ab. Diese kann durch eine
Anpassung der Transformation an das vorliegende Problem maximiert werden. In der
MRT kam ein solches adaptives Lexikon erstmals bei der parametrischen Bildgebung zur
Bestimmung der Relaxationszeiten T1 und T2 zum Einsatz [Doneva et al., 2010]. [Caballero
et al., 2014] verwendeten ein aus angepassten Bildausschnitten bestehendes Lexikon bei
der Rekonstruktion dynamischer Herzbildgebung.
Das Ziel dieser Arbeit war die Entwicklung eines iterativen, CS-basierten Rekonstrukti-
onsalgorithmus fu¨r 3D-radiale 23Na-Daten, um so eine Erho¨hung der ra¨umlichen Auflo¨-
sung und des SNR der 23Na-MRT zu erreichen. Fu¨r die Regularisierung wurde ein aus
dreidimensionalen Blo¨cken bestehendes Lexikon verwendet, das durch den K-Singula¨r-
wertzerlegungs (engl. K-Singular-Value-Decompositions, K-SVD)-Algorithmus an das zu
rekonstruierende Bild angepasst wurde [Aharon et al., 2006]. Durch die Aufnahme meh-
rerer Mittelungen bei der Datenaufnahme konnte das SNR der Daten erho¨ht werden; bei
konstanter Messzeit fu¨hrte dies allerdings zu versta¨rkten Unterabtastungsartefakten. In
dieser Arbeit wurde untersucht, wie sich das Zusammenspiel zwischen dem Grad der Un-
terabtastung und der Datenmittelung auf die Ergebnisse der Rekonstruktion auswirkt. Des
weiteren wurde untersucht, wie die Messzeit durch eine asymmetrische Unterabtastung des
k-Raums weiter reduziert werden kann.
2 Grundlagen
2.1 Kernspinresonanz
Dieser Abschnitt beinhaltet eine kurze Einfu¨hrung in die Grundlagen der NMR, fu¨r deren
Entdeckung Felix Bloch und Edward Mills Purcell im Jahre 1952 den Nobelpreis erhielten
[Bloch et al., 1946; Purcell et al., 1946]. Die Ausfu¨hrungen basieren auf den Standardwerken
[Slichter, 1990; Abragam, 2007; Levitt, 2008; Bernstein et al., 2004].
2.1.1 Kernspin und Zeeman-Effekt
Atomkerne sind aus Protonen und Neutronen zusammengesetzt. Diese sind wiederum Fer-
mionen und haben einen halbzahligen Spin. Atomkerne, die eine ungerade Anzahl von
Protonen und/oder Neutronen besitzen, haben einen von Null verschieden Gesamtspin
I. Der Spin erfu¨llt die Eigenschaften eines quantenmechanischen Drehimpulses, d.h. die
zugeho¨rigen Operatoren kommutieren wie gema¨ß:
[
Iˆi, Iˆj
]
= ijk~Iˆk (2.1)[
Iˆ2, Iˆi
]
= 0 (2.2)
Fu¨r die Eigenwerte |I,m〉 gilt bei einer Quantisierung entlang der z-Achse:
Iˆ2|I,m〉 = I (I + 1) ~2|I,m〉 (2.3)
Iˆz|I,m〉 = ~m|I,m〉 (2.4)
I ist die Kernspinquantenzahl, m die magnetische Quantenzahl mit den mo¨glichen Werten
m = [−I,−I + 1, ..., I − 1, I]. Mit dem Kernspin ist ein magnetisches Dipolmoment µˆ
verbunden, das folgendermaßen definiert ist:
µˆ = γIˆ (2.5)
γ ist das gyromagnetische Verha¨ltnis, welches eine charakteristische Konstante fu¨r jeden
Atomkern mit I 6= 0 ist. Es setzt sich aus dem Kern-Lande´-Faktor gI und dem Kernma-
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gneton µK zusammen:
γ =
gIµK
~
=
gIe
2mp
(2.6)
Fu¨r 1H und 23Na misst man gyromagnetische Verha¨ltnisse γ
(
1H
)
/2pi = 42, 6 MHz T−1
und γ
(
23Na
)
/2pi = 11, 3 MHz T−1.
Die (2I + 1)-fache Entartung kann durch Anlegen eines Magnetfeldes aufgehoben werden.
Dieser Effekt wird nach Pieter Zeeman
”
Zeeman-Effekt“ genannt. Die Wechselwirkung
eines magnetischen Moments µˆ mit einem Magnetfeld B = (0, 0, B0) wird durch den
Hamilton-Operator HˆZ beschrieben:
HˆZ = −µˆ ·B = −γIˆz ·B0 (2.7)
Die zeitunabha¨ngige Schro¨dingergleichung mit den Eigenzusta¨nden |I,m〉 und den Eigen-
werten Em lautet:
Hˆz|I,m〉 = Em|I,m〉 (2.8)
Fu¨r die Eigenwerte Em ergibt sich:
Em = −γ~mB0 (2.9)
∆E = Em+1 − Em = γ~B0 (2.10)
1
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Abbildung 2.1: Zeeman-Aufspaltung fu¨r 1H (I = 1/2), 23Na (I = 3/2) und 17O (I = 5/2). Bei
Anlegen eines a¨ußeren Magnetfeldes wird die Entartung der 2I + 1 Zusta¨nde aufgehoben. Die Ener-
giedifferenz ∆E zweier benachbarter Zusta¨nde ist proportional zur Sta¨rke des Magnetfeldes B0.
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2.1.2 Makroskopische Magnetisierung
Im NMR-Experiment wird nicht die Entwicklung einzelner Spins untersucht, sondern die
Magnetisierung M0 einer makroskopischen Anzahl von Kernen. Die Magnetisierung ist
bestimmt durch das Zusammenspiel der Spins im untersuchten Volumen und dem exter-
nen Magnetfeld B0. Im thermischen Gleichgewicht ist die Wahrscheinlichkeit pm fu¨r die
Besetzung eines Zustandes |I,m〉 durch die Boltzmann-Verteilung gegeben:
pm =
1
Z
e
− Em
kBT =
1
Z
e
− γ~B0
kBT (2.11)
mit der kanonischen Zustandssumme:
Z =
I∑
m=−I
e
− γ~B0
kBT (2.12)
Fu¨r die quantenmechanische Beschreibung eines Spinensembles kann die Dichtematrix
herangezogen werden:
ρˆ =
N∑
i=1
pi|Ψi〉〈Ψi| (2.13)
Die Dichtematrix ist eine quadratische Matrix mit Rang (2I + 1), im Falle von 23Na
(I = 3/2) also eine (4 × 4)-Matrix. Mithilfe der Dichtematrix kann der Erwartungswert
der Observablen 〈Iˆmakro〉 berechnet werden:
〈Iˆmacro〉 = Tr
{
ρˆIˆ
}
(2.14)
Hiermit ergibt sich fu¨r die makroskopische Magnetisierung innerhalb eines Volumens V:
M0 =
N
V
〈µˆ〉 = Nγ
V
〈Iˆmacro〉 = Nγ
V
Tr
{
ρˆIˆ
}
(2.15)
Die Spindichtematrix kann bei Raum- oder Ko¨rpertemperatur durch die Hochtemperatur-
na¨herung vereinfacht werden:
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ρˆ ≈ 1
2I + 1
(
I+
~γB0
kBT
Iˆz
)
(2.16)
Die x- und y-Komponenten verschwinden im thermischen Gleichgewicht, sodass eine Re-
duktion auf die z-Komponente mo¨glich ist. Mit Tr
{
Iˆ2z
}
= 13I(I + 1)(2I + 1) ergibt sich
fu¨r den Magnetisierungsvektor:
M0 =
N
V
· γ
2~2I(I + 1)
3 · kBT ·B0 (2.17)
2.1.3 Zeitliche Entwicklung der Magnetisierung
Die zeitliche Entwicklung des Dichteoperators wird durch die von der zeitabha¨ngigen
Schro¨dingergleichung abgeleiteten von-Neumann-Gleichung beschrieben:
d
dt
ρˆ =
i
~
[
Hˆ, ρˆ
]
(2.18)
U¨bertragen auf den Erwartungswert des magnetischen Moments ergibt sich also:
d
dt
〈µˆ〉 = i
~
〈[
Hˆ, µˆ
]〉
(2.19)
Zusammen mit der Kommutatorrelation 2.1 erha¨lt man die Bewegungsgleichung fu¨r die
makroskopische Magnetisierung
d
dt
M = γM×B, (2.20)
woraus sich ergibt, dass ein Magnetisierungsvektor M = (Mx,My,Mz) in einem kon-
stanten externen Magnetfeld B = (0, 0, B0) pra¨zediert falls Mx 6= 0 und My 6= 0. Die
Frequenz entspricht der Larmorfrequenz ω0 = γB0. In einem NMR-Experiment kann nur
die transversale Komponente der Magnetisierung detektiert werden. Fu¨r das Kippen ei-
nes longitudinalen Magnetisierungsvektor in die Transversalebene wird ein Radiofrequenz
(RF)-Magnetfeld B1 verwendet.
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2.1.4 Relaxation und Bloch Gleichungen
Die Bewegungsgleichung 2.20 muss fu¨r eine korrekte Beschreibung der zeitlichen Ent-
wicklung der Magnetisierung noch um Relaxationsterme erweitert werden. So strebt der
Magnetisierungsvektor zuru¨ck in die Gleichgewichtslage, welche die parallele Ausrichtung
zum statischen Magnetfeld B0 ist:
d
dt
Mz =
1
T1
(M0 −Mz) (2.21)
Die Konstante T1 wird Spin-Gitter-Relaxationszeit genannt und wird empirisch bestimmt,
M0 entspricht der longitudinalen Magnetisierung zum Zeitpunkt t = 0. Neben dem sta-
tischen Magnetfeld, erfa¨hrt jeder Atomkern mit einem von Null verschiedenen Kernspin
innerhalb eines Volumens V auch die lokalen Felder benachbarter Kerne. Die lokale Vari-
anz der Felder fu¨hrt zu einem Verlust der Phasenkoha¨renz, was mit einem exponentiellen
Abfall der transversalen Magnetisierung verbunden ist:
d
dt
M⊥ = − 1
T2
M⊥ (2.22)
Daraus folgen gemeinsam mit der ungesto¨rten Bewegungsgleichung 2.20 die im Jahre 1946
von Felix Bloch aufgestellten Bloch-Gleichungen [Bloch et al., 1946]:
d
dt
Mx = ω0My − Mx
T2
(2.23)
d
dt
My = −ω0Mx − My
T2
(2.24)
d
dt
Mz =
1
T1
(M0 −Mz) (2.25)
2.2 Prinzipien der Magnetresonanztomographie
Im Folgenden wird erla¨utert wie mittels der NMR eine ortsaufgelo¨ste Darstellung der
Magnetisierung erreicht werden kann. Fu¨r eine detaillierte Ausfu¨hrung wird auf [Haacke
et al., 1999; Bernstein et al., 2004] verwiesen.
2.2.1 Ortskodierung und Fourier-MRT
Wird zusa¨tzlich zum statischen Magnetfeld B0 ein linear von der Position abha¨ngiges
Magnetfeld angewendet, a¨ndert sich die Resonanzfrequenz ω in Abha¨ngigkeit von der
Position des jeweiligen Spinpakets. Wird das Feld in z-Richtung angelegt, so ergibt sich
fu¨r das Gesamt-Magnetfeld
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Bz(z, t) = B0 + zG(t) = B0 + z
∂Bz
∂z
, (2.26)
d.h. die Resonanzfrequenz wird um einen Betrag proportional zu G(t) verschoben:
ω(z, t) = ω0 + γzG(t) (2.27)
Mit der ortsabha¨ngigen Variation der Frequenz ω geht eine ebenfalls ortsabha¨ngige Pha-
senakkumulation proportional zur Position z einher:
ΦG(z, t) = −
t∫
0
ωG(z, t
′)dt′ = −γz
t∫
0
G(t′)dt′ (2.28)
Mit der Ortsfrequenz k(t)
k(t) =
γ
2pi
t∫
0
G(t′)dt′ (2.29)
ergibt sich in einem um die z-Achse mit der Rotationfrequenz ω0 rotierenden Koordina-
tensystem (x′, y′, z) fu¨r das gemessene Signal S(k) und die zugrundeliegende Verteilung
der Magnetisierung M⊥(z) der Zusammenhang:
S(k) =
∫
M⊥(z)e−i2pikzdz (2.30)
M⊥(z) =
∫
S(k)e+i2pikzdk (2.31)
Das gemessene Signal S(k) entspricht also der Fouriertransformierten der Spindichte I(z),
umgekehrt erha¨lt man I(z) aus der inversen Fourietransformierten von S(k). Die Gra-
dientenfelder werden außer in z-Richtung auch in x- und y-Richtung angelegt, so dass
eine dreidimensionale Ortskodierung ermo¨glicht wird. Fu¨r das gemessene Signal S(k) =
S(kx, ky, kz) und das MR-Bild M⊥(r) = M⊥(x, y, z) gilt dann:
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S(k) =
∫
M⊥(r)e−i2pik·rd3z (2.32)
M⊥(r) =
∫
S(k)e+i2pik·rd3k (2.33)
2.2.2 Diskretisierung und Nyquist-Kriterium
Bei der MRT wird der k-Raum nicht kontinuierlich, sondern diskret abgetastet, so dass
das aufgenommene Signal mit der Abtastfunktion
u(k) = ∆k
∑
p
δ(k − p∆k) (2.34)
multipliziert werden; ∆k ist die Schrittweite der Abtastung. Die Messung ist aufgrund
der endlichen Gradientensta¨rke außerdem im k-Raum beschra¨nkt, so dass zusa¨tzlich die
Multiplikation mit einer Rechteckfunktion notwendig ist:
u(k) · rect
(
k + 1/2 ·∆k
2n∆k
)
= ∆k
n−1∑
p=−n
δ(k − p∆k) (2.35)
Fu¨r das gemessene diskrete Signal und die rekonstruierte Magnetisierung ergibt sich somit:
Sm(k) = ∆k
n−1∑
p=−n
s(p∆k)δ(k − pk) (2.36)
M⊥,m(x) = ∆k
n−1∑
p=−n
s(p∆k)ei2pip∆kx (2.37)
Zur Rekonstruktion der Magnetisierungsverteilung aus diskreten gemessenen Daten im
k-Raum wird die disktrete Fouriertransformation (DFT) verwendet. Eine rechnerisch ef-
fiziente Methode zur Berechnung ist durch die schnelle Fouriertransformation (engl. fast
Fourier transform, FFT) gegeben.
Die Periodizita¨t der Abtastfunktion u(k) bleibt bei der Fouriertransformation erhalten.
Im Bildraum entspricht sie der Kammfunktion
U(x) =
∑
q
δ(x− q
∆k
). (2.38)
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Es ergibt sich also im Bildraum eine Periodizita¨t M⊥,m(x) = M⊥,m(x+L) mit L = 1/∆k.
Ist das gemessene Objekt gro¨ßer als L, so kommt es zu U¨berlappungsartefakten. Fu¨r ein
Objekt der Gro¨ße R muss somit die als Nyquist-Kriterium bekannte Relation
∆k ≤ 1
R
(2.39)
eingehalten werden [Nyquist, 1928].
2.2.3 Nyquist-Kriterium bei radialer Datenaufnahme
Aufgrund der Kugelsymmetrie muss im Falle einer 3D-radialen Auslese der Daten das
Nyquist-Kriterium sowohl fu¨r die Datenpunkte auf den einzelnen Speichen gelten, als auch
fu¨r den Abstand der einzelnen Projektionen zueinander. Dieser Abstand ist auf der Ober-
fla¨che der aufgenommenen Kugel im k-Raum am gro¨ßten. Fu¨r den Abstand ∆k und die
Zahl der aufgenommenen Projektionen Np ergibt sich aus dem Nyquist-Kriterium fu¨r ein
Objekt der Gro¨ße R:
∆k ≤ 1
R
(2.40)
Np ≥ 4pi(kmax ·R)2 (2.41)
Im Gegensatz zur kartesischen Abtastung der Daten fu¨hrt die Aufnahme von weniger
Projektionen bei 3D-radialen Daten zu rauschartigen Unterabtastungsartefakten.
2.3 Natrium-MRT
2.3.1 23Na im menschlichen Ko¨rper
Na+ ist eines der wichtigsten Kationen im menschlichen Ko¨rper. So wird beispielsweise
das Ruhemembranpotential einer Zelle durch die Variation der Konzentrationen von Na+-,
K+- und Cl--Ionen bestimmt. Die Konzentration von 23Na+-Ionen im Intrazellula¨rraum
betra¨gt 5 - 15 mmol l−1, sie ist damit um einen Faktor 10 - 30 geringer als die Konzentrati-
on im Extrazellula¨rraum (140 - 150 mmol l−1) [Deetjen et al., 2005]. Die Konzentrationen
von Kalium verhalten sich umgekehrt (intrazellula¨r: 120 - 150 mmol l−1, extrazellula¨r: 4 -
5 mmol l−1). Der Konzentrationsgradient wird durch die Natrium-Kalium-Pumpe aufrecht
erhalten. Diese ist ein Membranprotein, das unter Einsatz von ATP drei Natriumionen
vom Zellinneren in den Extrazellula¨rraum befo¨rdert. Gleichzeitig werden zwei Kaliumio-
nen in die Zelle gebracht. Naben der Natrium-Kalium-Pumpe sind in der Zellmembran
offene Kalium-Kana¨le eingebaut, die die Diffusion der Kalium-Ionen aus der Zelle her-
aus ermo¨glichen. Dem wirkt das dadurch entstehende elektrische Potential entgegen, so
dass sich letztendlich ein Gleichgewichtspotential, das Ruhemembranpotential, einstellt.
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Das Potential kann aus den intrazellula¨ren und extrazellula¨ren Konzentrationen der Na+-,
K+- und Cl--Ionen und der Permeabilita¨ten Pi der Membran fu¨r die jeweiligen Ionen an-
hand der Goldman-Hodgkin-Katz-Gleichung [Goldman, 1943; Hodgkin und Katz, 1949]
berechnet werden:
UM =
RT
F
ln
PNa · [Na+]e + PK · [K+]e + PCl · [Cl−]i
PNa · [Na+]i + PK · [K+]i + PCl · [Cl−]e
(2.42)
Die Variation des Membranpotentials ist insbesondere im zentralen Nervensystem bei der
Bildung von Aktionspotentialen entscheidend. Eine Depolarisation hat dabei zur Folge,
dass sich spannungsabha¨ngige Na-Kana¨le o¨ffnen, Na+-Ionen ko¨nnen so dem Konzentrati-
onsgradienten folgen und in das Zellinnere stro¨men.
2.3.2 Relative Signalsta¨rke
Nach 2.17 gilt fu¨r die Gleichgewichtsmagnetisierung M0:
|M0| ∝ γ2 · I(I + 1) (2.43)
Zusa¨tzlich zu den isotopenabha¨ngigen Gro¨ßen γ und I sind die natu¨rliche Ha¨ufigkeit des
Isotops a und die relative Ha¨ufigkeit im Gewebe r von Bedeutung fu¨r die Sta¨rke des
gemessenen Signals. Zusammen mit dem Zusammenhang ω0 = γB0 erha¨lt man fu¨r das
relative Signal R eines Isotops mit Kernspin I im lebenden Gewebe:
R = a · r · |γ|3 · I(I + 1) (2.44)
Fu¨r 23Na ergibt sich mit γ/2pi ≈ 11,3 MHz T−1, r ≈ 9, 1 ·10−4 (graue Substanz), a = 1 und
I = 3/2 fu¨r das relative Signal R(23Na)/R(1H) = 8, 5 · 10−5. Das Signal aus einem Voxel
mit Kantenla¨nge 1 mm bei der 1H-MRT entspricht also dem eines Voxels mit Kantenla¨nge
10,6 mm bei der 23Na-MRT.
Fu¨r die MR-Bildgebung ist insbesondere das SNR von Bedeutung. Induktive Verluste im
Gewebe fu¨hren zu einem linearen Anstiegs des Rauschens mit der Resonanzfrequenz [Hoult
und Lauterbur, 1979]. Fu¨r das SNR gilt somit:
SNR ∝ a · r · γ2 · I(I + 1) · (∆x)3 ·B0 (2.45)
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2.3.3 Quadrupolmoment
23Na-Kerne besitzen im Gegensatz zu 1H-Kernen ein elektrisches Quadrupolmoment Q,
da deren Spin I > 1/2 ist. Ursache ist die Abweichung der Kernladungsverteilung von der
Kugelsymmetrie.
Da der Atomkern im Allgemeinen von Ladungen umgeben ist, die ein elektrisches Potential
V erzeugen, besitzt der Kern in diesem eine potentielle Energie E:
E =
∫
ρ(r)V (r)d3r (2.46)
Nach einer Taylorentwicklung zweiter Ordnung um den Ursprung r = 0 ergibt sich
E = V (0)
∫
ρ(r)d3r +
∑
i
∂V
∂xi
∣∣∣∣
r=0
∫
xiρ(r)d
3r +
1
2!
∑
i,j
∂2V
∂xi∂xj
∣∣∣∣
r=0
∫
xixjρ(r)d
3r
(2.47)
mit i, j = 1, 2, 3. Der Term erster Ordnung entspricht der potentiellen Energie einer Punkt-
ladung im Potential V . Der Dipolterm verschwindet unter der Annahme, dass der Masse-
und Ladungsschwerpunkt zusammenfallen. Der dritte Term entspricht dem Quadrupol-
Beitrag. Mit dem Quadrupoltensor
Qij =
∫
(3xixj − δijr2)ρd3r, (2.48)
erha¨lt man fu¨r den Quadrupolterm in Gleichung 2.47:
E(2) =
1
6
∑
i,j
(
Vijqij + Vijδij
∫
r2ρd3r
)
(2.49)
Aus der Laplace-Gleichung fu¨r das Potential V
52V = 0 (2.50)
ergibt sich, dass das Potential spurfrei ist:
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∑
i
Vii = 0 (2.51)
Der zweite Term in 2.49 verschwindet also, sodass der Quadrupolterm auf
E(2) =
1
6
∑
i,j
VijQij (2.52)
reduziert wird. Der fu¨r eine quantenmechanische Formulierung der Quadrupolwechselwir-
kung beno¨tigte Quadrupoloperator ergibt sich aus dem Ladungsoperator
ρˆ(r) = e ·
∑
p
δ(r− rp). (2.53)
wobei u¨ber die Protonen im Kern summiert wird, da nur diese eine von Null verschiedene
elektrische Ladung haben. Durch einsetzen von ρˆ in den klassischen Ausdruck fu¨r das
Quadrupolmoment Qij ergibt sich fu¨r den quantenmechanischen Quadrupoloperator Qˆij :
Qˆij = e ·
∑
p
(
3xipxjp − δijr2p
)
(2.54)
Der Hamilton-Operator fu¨r die Quadrupolwechselwirkung lautet somit:
HˆQ =
1
6
∑
i,j
VijQˆij . (2.55)
Bei Quadrupolkernen tra¨gt die zeitliche Variation der elektrischen Feldgradienten Vij maß-
geblich zur Dephasierung der Magnetisierung bei. Dies hat zur Folge, dass die Relaxati-
onszeiten fu¨r Isotope mit I ≥ 1 im Allgemeinen deutlich ku¨rzer sind als fu¨r 1H.
2.4 Compressed-Sensing-MRT
Die von David L. Donoho und Emmanuel J. Cande`s entwickelte Compressed Sensing (CS)-
Theorie hat im Laufe der letzten Jahre die Messtechnik in einer Vielzahl von Bereichen
beeinflusst [Donoho, 2006; Candes und Romberg, 2006]. Michael Lustig wandte erstmals
CS zur Rekonstruktion unterabgetasteter MRT-Daten an [Lustig et al., 2007, 2008]. Im
Folgenden wird sowohl die Motivation der Theorie, als auch die konkrete Anwendung in
der MRT erla¨utert.
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2.4.1 Motivation der CS-MRT
In den meisten Fa¨llen ko¨nnen Daten im Anschluss an ihre Aufnahme komprimiert werden.
Fotos, die mit einer Digitalkamera aufgenommen werden, ko¨nnen beispielsweise anhand
der diskreten Kosinustransformation (engl. discrete cosine transform, DCT) im JPEG-
Format nahezu verlustfrei auf einen Bruchteil der Datenmenge im Rohformat reduziert
werden. Gerade bei zeitaufwendigen Messverfahren wa¨re es daher von Interesse bereits
wa¨hrend der Aufnahme die Daten schon
”
komprimiert“ aufzunehmen. In der MRT la¨sst
sich die Datengro¨ße der erzeugten Bilder in den meisten Fa¨llen stark reduzieren. Bei einer
klassischen Rekonstruktion durch die Fouriertransformation der Daten fu¨hrt eine Unter-
schreitung der Nyquist-Grenze zu Unterabtastungsartefakten (siehe Abschnitte 2.2.2 und
2.2.3). Mit der Anwendung der CS-Theorie auf MR-Daten ko¨nnen auch unterabgetastete
Daten artefaktfrei rekonstruiert werden.
Ein gemessenes Signal y ist im Allgemeinen durch das Produkt der Systemmatrix A und
dem urspru¨nglichen Signal x gegeben:
y = Ax (2.56)
Das Signal x wird S-sparse genannt, wenn nur S der N Koeffizienten von Null verschieden
sind. xS bezeichnet ein Signal, bei dem nur noch die von Null verschiedenen Koeffizienten
beibehalten werden. In diesem Fall kann die Messmatrix A auf eine Matrix AS von Rang
S reduziert werden. Fu¨r das gemessene Signal gilt somit:
y = ASxS (2.57)
Da im Allgemeinen vor der Messung noch nicht bekannt ist, welche der Signalkoeffizienten
von Null verschieden sind, werden fu¨r CS M Koeffizienten mit S < M < N aufgenom-
men und durch eine Maximierung der sparsity unter den unendlich vielen Lo¨sungen des
Problems die richtige ausgewa¨hlt.
Damit die korrekte Rekonstruktion unterabgetasteter Daten mittels CS gewa¨hrleistet wer-
den kann, mu¨ssen die folgenden drei Bedingungen erfu¨llt sein:
• Das zu rekonstruierende Bild muss in einer Transformationsdoma¨ne eine sparse Dar-
stellung haben. Damit ist gemeint, dass das Bild anhand einer Matrix mit wenigen
von Null verschiedenen Koeffizienten beschrieben werden kann.
• Die durch eine Unterabtastung der Daten hervorgerufenen Artefakte mu¨ssen inko-
ha¨rent, also rauschartig sein.
• Fu¨r die Rekonstruktion des Bildes muss ein nichtlinearer, iterativer Algorithmus
verwendet werden. So kann gleichzeitig mit der Reduktion zur Minimierung der
Abweichung von den Rohdaten auch die sparsity maximiert werden.
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2.4.2 Sparsity
Die sparsity des zu rekonstruierenden Signals ist eine der Grundvoraussetzungen fu¨r die
korrekte Rekonstruktion unterabgetasteter Daten. In der MRT ist das gemessene Objekt
nur in den wenigsten Fa¨llen direkt in der Bildebene sparse. Es reicht allerdings schon
aus, wenn diese Bedingung in einer beliebigen Transformationsdoma¨ne gegeben ist. Da die
gemessenen k-Raum-Daten u¨blicherweise auch nicht sparse sind, muss dazu eine weitere,
dritte Doma¨ne verwendet werden. Fu¨r anatomische Aufnahmen bieten sich etwa die auch
bei der Bildkompression eingesetzten Wavelet- oder DCT-Transformationen an, wa¨hrend
bei einer Angiographie die erste Ableitung des Bildes sparse ist. Fu¨r die dynamische Bild-
gebung von Organen, die sich nach einem periodischen Muster bewegen, kann die zeitliche
Komponente u¨blicherweise im Frequenzraum durch einige wenige Koeffizienten beschrie-
ben werden. Ist Ψ die verwendete Transformation, gilt fu¨r die sparse Darstellung z in
dieser Doma¨ne:
z = Ψx (2.58)
2.4.3 Inkoha¨renz
Die fu¨r eine korrekte Rekonstruktion mittels CS geforderte Inkoha¨renz der Unterabtas-
tungsartefakte bedeutet, dass die Artefakte u¨ber das gesamte rekonstruierte Bild verteilt
sein sollen, beispielsweise in Form von Rauschen. Ist X(i, j, k) ein dreidimensionales Bild
und FUS die Fouriertransformation mit einer Unterabtastung US, so gilt fu¨r die Punkt-
antwortfunktion (engl. point spread function, PSF) PSF(i, j, k):
PSF(i, j, k) = (F∗USFUS) X(i, j, k) (2.59)
Bei voller Abtastung des k-Raums ist PSF(i, j, k) eine Diagonalmatrix. Sobald der k-Raum
unterabgetastet wird, nehmen auch Punkte abseits der Diagonalen von Null verschiedene
Werte an. Die Koha¨renz entspricht dem Maximum der Eintra¨ge abseits der Diagonalen
der PSF:
µ = max|PSF(i, j, k)| fu¨r i 6= j, i 6= k, j 6= k (2.60)
Ist die Doma¨ne, in der eine sparse Darstellung gefunden werden soll, vom Bildraum ver-
schieden, so muss zur Abscha¨tzung der Koha¨renz die transformierte Punktantwortfunktion
(engl. transform point spread function, TPSF) mit der Transformation Ψ verwendet wer-
den:
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TPSF(i, j, k) = (Ψ∗F∗USFUSΨ) X(i, j, k) (2.61)
Je kleiner die Elemente der TPSF ist, desto besser ko¨nnen die Unterabtastungsartefakte
mittels CS reduziert werden.
In Abbildung 2.2 ist die Auswirkung des Abtastungsschemas auf die Rekonstruktion im
Bildraum dargestellt. Eine zweifache Unterabtastung durch das Weglassen jeder zweiten
Zeile im k-Raum fu¨hrt zu Einfaltungsartefakten, die auch in keiner Transformationsdoma¨-
ne inkoha¨rent sind. Eine zufa¨llige Abtastung fu¨hrt hingegen zu rauschartigen Artefakten.
Da eine vollkommen zufa¨llige Abtastung in der MRT schwer realisierbar ist, wird CS
u¨blicherweise in Kombination mit nichtkartesischen Radial- oder Spiral-Trajektorien an-
gewandt. Eine Unterabtastung fu¨hrt bei diesen Trajektorien insbesondere in geeigneten
Transformationsdoma¨nen zu inkoha¨renten Artefakten.
2.4.4 Nichtlineare Rekonstruktion
Nach der CS-Theorie ist unter den unendlich vielen mo¨glichen Lo¨sungen des unterbe-
stimmten Problems
y = Ax (2.62)
fu¨r (x ∈ Cn, y ∈ Cm, m < n) diejenige korrekt, die maximal sparse in einer gegebe-
nen Transformationsdoma¨ne ist. Die Unterbestimmtheit des Problems macht eine Lo¨sung
durch einfache Inversion der n × m-Matrix unmo¨glich. Mithilfe einer iterativen Heran-
gehensweise kann der Term ‖Ax − y‖22 minimiert werden und so zu einer Abscha¨tzung
fu¨r x fu¨hren. Damit die sparsity bei der Rekonstruktion auch beru¨cksichtigt wird, muss
gleichzeitig auch eine Regularisierung verwendet werden, die die Zahl der von Null verschie-
denen Koeffizienten in der Transformationsdoma¨ne beschra¨nkt. Eine solche Beschra¨nkung
der Zahl der Eintra¨ge in Ψx kann anhand der l0-Pseudonorm erreicht werden. Fu¨r das
Minimierungsproblem ergibt sich:
xˆ = arg min
x
‖Ax− y‖22 unter d. Bed. ‖Ψx‖0 ≤ k0 (2.63)
Die lp-Norm ist mathematisch fu¨r (p ∈ R, p ≥ 1) wie folgt definiert:
‖x‖p :=
(∑
i
|xi|p
) 1
p
(2.64)
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Die l0-Pseudonorm erha¨lt man aus dieser Definition, indem man p gegen Null laufen la¨sst.
Sie gibt die Zahl der von Null verschiedenen Eintra¨ge in x an. In Gleichung 2.63 gibt k0
somit die obere Grenze der von Null verschiedenen Eintra¨ge in Ψxi an. Da die Norm weder
konvex, noch kontinuierlich ist, kann der Term nicht anhand eines auf Gradientenbildung
basierenden Algorithmus minimiert werden. Hierzu werden u¨blicherweise Verfolgungsalgo-
rithmen wie der orthogonale Verfolgungsalgorithmus (engl. orthogonal matching pursuit,
OMP)-Algorithmus eingesetzt [Tropp und Gilbert, 2007].
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a
b
c
d
Abbildung 2.2: Bildartefakte fu¨r verschiedene, schematisch dargestellte k-Raum-Abtastungen. Die
Aufnahme nur jeder zweiten Zeile im k-Raum fu¨hrt zu Einfaltungsartefakten (a), bei einer zufa¨lligen
Datenaufnahme sind die Artefakte hingegen rauschartig (d).
2.5 Partial Fourier 19
2.5 Partial Fourier
Sofern das gemessene Objekt rein reell ist, weisen die Daten im k-Raum eine Punktsymme-
trie auf. Der Wert von am k-Raum-Zentrum gespiegelten Daten entspricht dem komplex
konjugierten des urspru¨nglichen Wertes:
S(−kx,−ky,−kz) = S∗(kx, ky, kz) (2.65)
Diese Redundanz kann zur Beschleunigung der Datenaufnahme in der MRT verwendet
werden. Theoretisch reicht es aus, nur den halben k-Raum zu erfassen und fu¨r die Rekon-
struktion der restlichen Daten die k-Raum-Symmetrie zu nutzen.
Da das statische Magnetfeld B0 allerdings nicht komplett homogen ist, hat das zu re-
konstruierende Bild im Allgemeinen eine von Null verschiedene Phase, so dass die fehlen-
den Daten nicht durch die einfache Bildung des komplex Konjugierten erhalten werden
ko¨nnen. Der Datensatz kann beispielsweise mit Nullen aufgefu¨llt und anschließend durch
Fouriertransformation in den Bildraum u¨berfu¨hrt werden. Dabei ist es wichtig, dass das
k-Raum-Zentrum gut erfasst ist, da der Bildkontrast zum gro¨ßten Teil dort kodiert ist.
U¨blicherweise werden etwa 60% der Daten erfasst. Das Auffu¨llen mit Nullen fu¨hrt zu einer
Unscha¨rfe in Richtung der Abtastungsasymmetrie, da die ho¨heren Frequenzen unterrepra¨-
sentiert sind (Siehe Abbildung 2.3).
Die Symmetrie des k-Raums wird bei einer homodynen Verarbeitung der Daten genutzt,
ohne dass das komplex konjugierte explizit berechnet werden muss [Noll et al., 1991].
Hierbei werden die Daten entsprechend der Asymmetrie der k-Raum-Abtastung vor der
Rekonstruktion gewichtet, wobei allerdings die Phaseninformation des Bildes verloren geht.
In Abschnitt 3.4.4 wird ausfu¨hrlicher auf diese Methode eingegangen.
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a
b
Abbildung 2.3: Partielle k-Raum-Abtastung. Das Auffu¨llen der fehlenden Daten einer unvollsta¨n-
digen Messung mit Nullen fu¨hrt zu einer Unscha¨rfe in Richtung der Asymmetrie der Abtastung.
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3.1 Hardware
3.1.1 Magnetresonanz-Tomograph
Die Messungen dieser Arbeit wurden an einem 7-Tesla-Ganzko¨rpertomographen durchge-
fu¨hrt (Magnetom 7T; Siemens Healthcare, Erlangen, Deutschland). Um neben 1H auch
weitere Kerne, wie z.B. 23Na, anzuregen, verfu¨gt der Tomograph u¨ber einen Breitbandver-
sta¨rker. Die Resonanzfrequenzen ω0 bei einer Magnetfeldsta¨rke von 7 T sind 297,16 MHz
fu¨r 1H und 78,60 MHz fu¨r 23Na. Das Gradientensystem ermo¨glicht eine maximale Am-
plitude von 40 mT/m in x- und y-Richtung (maximale Anstiegsrate 180 mT/(m ms)) und
45 mT/m in z-Richtung (maximale Anstiegsrate 220 mT/(m ms)).
3.1.2 RF-Spule
Fu¨r die Phantom- und In-vivo-Messungen wurde eine doppelresonante 1H- und 23Na-
Quadratur-Volumenspule verwendet. Der Protonenkanal ermo¨glicht neben der Aufnahme
anatomischer 1H-Bilder auch die Homogenisierung des statischen B0-Feldes durch die Jus-
tierung der sogenannten Shim-Stro¨me. Die Spule kombiniert eine birdcage-Spule mit einem
auf transverse elektromagnetische (engl. transverse electromagnetic, TEM) Schwingungs-
moden abgestimmten Resonator, um B1-Inhomogenita¨ten zu minimieren [Vaughan et al.,
1994].
a b
Abbildung 3.1: a: Verwendeter 7 T-Ganzko¨rpertomograph (Abbildung von www.dkfz.de), b: Fu¨r
die Messungen verwendete doppelresonante 23Na-1H-birdcage-Spule.
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3.1.3 Auflo¨sungsphantom
Die Evaluierung der in dieser Arbeit vorgestellten Rekonstruktionsergebnisse wurde unter
anderem an von einem Messphantom stammenden Daten durchgefu¨hrt. Zum Einsatz kam
hier ein Auflo¨sungsphantom, dessen Strukturen aus Plexiglas geformt sind. Die Durchmes-
ser der Plexiglassta¨be in dem Phantom reichen von 1 mm bis 10 mm (siehe Abbildung 3.2
und 4.5), der Hohlraum des Phantoms ist mit einer 80 mmol/l NaCl-Lo¨sung gefu¨llt. Die
Konzentration an Na entspricht somit dem Mittelwert zwischen den erwarteten Konzen-
trationen der Liquorflu¨ssigkeit (120 mmol/l) und der weißen Substanz (40 mmol/l).
Abbildung 3.2: Auflo¨sungsphantom fu¨r die 23Na-MRT. Das Plexiglasgefa¨ß ist mit einer 80 mmol/l
NaCl-Lo¨sung befu¨llt.
3.2 Sequenzen
3.2.1 Dichteangepasste Radialsequenz
Wegen der kurzen Relaxationszeiten von 23Na muss die Zeitspanne zwischen der Anregung
des Spinsystems durch einen RF-Puls und dem Anfang der Datenauslese mo¨glichst kurz
gehalten werden. In dieser Arbeit wurde zur Datenaufnahme eine 3D dichteangepasste
Radialsequenz (engl. 3D density adapted projection reconstruction, 3D-DAPR) Sequenz
verwendet [Nagel et al., 2009]. Hierbei wird der k-Raum ausgehend vom Zentrum entlang
radialer Projektionen abgetastet. Die nichtselektive Natur der Sequenz ermo¨glicht den
Verzicht auf Schichtselektionsgradienten und Phasenkodierung; der Signalverlust durch
Relaxation ist somit minimal. Der Sequenzablauf ist in Abbildung 3.3 gezeigt. Der par-
allel zur Auslese geschaltete Gradient kann in drei Abschnitte aufgeteilt werden: linearer
Anstieg, konstantes Plateau und dichteangepasster Bereich.
Die dichteangepasste Auslese ermo¨glicht ein langsameres Abtasten der hohen Frequenzen
im k-Raum, welche aufgrund der Kugelsymmetrie bei radialer Auslese weiter auseinander
liegen. Die zeitliche Abha¨ngigkeit des Gradienten ist gegeben durch:
G(t) = k20G0 ·
(
3 (γ/2pi) · k20G0 (t− t0) + k30
)− 2
3 (3.1)
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Abbildung 3.3: Sequenzschema der 3D-DAPR-Sequenz. Der Auslesegradient beginnt nach einer Zeit
TE Ausgehend von der Mitte des Anregungspulses (TE = 0). Der Gradient ist in drei Teile gegliedert:
ein linearer Anstieg, ein konstantes Plateau und den dichteangepassten Teil.
3.2.2 Asymmetrische Verteilung der Projektionen
Um Messzeiten zu reduzieren kann, a¨hnlich wie fu¨r kartesische Trajektorien, die Sym-
metrie des k-Raums ausgenutzt werden. Anders als bei den meisten kartesischen Trajek-
torien beginnt die Auslese der einzelnen Speichen in der 3D-DAPR-Sequenz allerdings
im k-Raum-Zentrum. So ist das Zentrum nicht vollsta¨ndig erfasst, wenn nur ein Teil der
Daten aufgenommen wird. In dieser Arbeit wurde zur Untersuchung asymmetrischer radia-
ler Unterabtastung die positive z-Hemispha¨re komplett erfasst, sowie 20% der negativen
z-Hemispha¨re. In dem in Abbildung 3.4a auf zwei Dimensionen reduzierten Schema ent-
spricht das den durchgezogenen roten Projektionen.
Das Problem des nicht vollsta¨ndig erfassten k-Raum-Zentrums kann man umgehen, in-
dem die fehlenden 30% nicht komplett ausgelassen, sondern um einen Faktor USFasym
sta¨rker unterabgetastet werden als die restlichen aufgenommenen Daten (in Schema 3.4b
gelb dargestellt). Mithilfe dieser Projektionen kann das k-Raum-Zentrum bis zur Nyquist-
Grenze durch na¨chste-Nachbarn (engl. nearest neighbors)-Interpolation aufgefu¨llt werden
(in Schema 3.4 gru¨n dargestellt) [Boada et al., 1997]. Das Fehlen der Projektionen auf
der negativen z-Hemispha¨re wird anhand der in Abschnitt 3.4.4 beschriebenen homo-
dynen Verarbeitung asymmetrisch aufgenommener Daten, durch doppelte Wichtung der
entsprechenden gespiegelten Speichen kompensiert (in Schema 3.4b blau eingefa¨rbt).
Bei allen Datensa¨tzen, die nicht rein reell sind, wird der Imagina¨rteil der doppelt gewichte-
ten Daten u¨berscha¨tzt. Dieser Effekt kann durch eine Phasenkorrektur anhand der niedrig
aufgelo¨sten, dank der Interpolation aber bis zur Nyquist-Grenze symmetrischen Daten
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behoben werden.
0
kmax
0
kmax
0
kmax
0
kmax
a
b
Abbildung 3.4: Asymmetrische radiale Datenaufnahme, reduziert auf 2D. Die durchgezogenen roten
und gelben Projektionen in a werden bei der Messung tatsa¨chlich aufgenommen, die gestrichelten ro-
ten Projektionen werden ausgelassen. Durch Interpolation ko¨nnen die fehlenden Datenpunkte bis zur
Nyquist-Grenze aufgefu¨llt werden (gru¨n gestrichelt). b: Fu¨r die homodyne Verarbeitung der Daten,
werden die Punkte ohne punktsymmetrisch gespiegeltes A¨quivalent doppelt gewichtet (blau durchge-
zogen).
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3.3 NUFFT
Kartesisch aufgenommene k-Raum-Daten ko¨nnen ohne weitere Umrechnung mithilfe der
inversen Fouriertransformation (FT), die u¨blicherweise als FFT implementiert ist, in den
Bildraum u¨berfu¨hrt werden. Sind die aufgenommenen Daten allerdings nicht auf einem
kartesischen Gitter angeordnet, wie das z.B. bei den in dieser Arbeit aufgenommenen
3D-radialen Daten der Fall ist, mu¨ssen die Daten zuna¨chst auf ein kartesisches Gitter
interpoliert werden, ehe sie mit der inversen FFT in den Bildraum u¨berfu¨hrt werden
ko¨nnen. Das kann beispielsweise durch die nicht-uniforme schnelle Fouriertransformation
(engl. nonuniform fast Fourier transform, NUFFT) erreicht werden [Fessler und Sutton,
2003].
Die direkte Lo¨sung fu¨r die U¨berfu¨hrung eines Bildes X in das Signal S im k-Raum ist
durch die nicht-uniforme diskrete Fouriertransformation (engl. nonuniform discrete Fou-
rier transform, NDFT) gegeben. Fu¨r den eindimensionalen Fall lautet sie:
S(km) =
N−1∑
n=0
X (xn) · eikm·xn , m = 1, ...,M (3.2)
km kann beliebige reelle Werte annehmen. Die Lo¨sung dieses Problems beno¨tigt O (M ·N)
Schritte und ist somit sehr rechenintensiv. Um den Aufwand zu reduzieren, wird in einem
ersten Schritt eine FFT von X mit K ≥ N berechnet.
Yk =
N−1∑
n=0
znX (xn) · eik·xn , k = 1, ...,K (3.3)
Das Signal S (km) kann nun durch Interpolation mit geeigneten Wichtungsparametern
{uj} aus {Yk} approximiert werden:
S˜ (km) =
J−1∑
j=0
uj ·Yj =
J−1∑
j=0
uj
N−1∑
n=0
znX (xn) · eikj ·xn (3.4)
Die Variablen {uj} und {zn} werden dahingehend optimiert, dass der maximale Fehler der
Na¨herung minimiert wird:
min
{zn}
max
{km}
min
{u(km)}
max
X∈CN :‖X‖≤1
|S (km)− S˜ (km)| (3.5)
Der Vorgang kann ohne Weiteres auf ho¨herdimensionale Fa¨lle ausgeweitet werden. In Ope-
ratorschreibweise ergibt sich fu¨r die NUFFT und ihre Adjungierte letztendlich:
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S = A ·X = V ·W · Z ·X (3.6)
X = A′ · S = Z′ ·W′ ·V′ · S (3.7)
Z ist die diagonale Skalierungsmatrix mit Eintra¨gen {zn}, W die als FFT implementierte
DFT und V die Interpolationsmatrix.
Die Tatsache, dass ein- und derselbe Operator sowohl fu¨r die Vorwa¨rts- als auch fu¨r die
Ru¨cktransformation genutzt werden kann, ist besonders im Hinblick auf die Verwendung
fu¨r iterative Rekonstruktionsmethoden ein großer Vorteil. Der Operator muss nur einmal
im Vorfeld der Rekonstruktion erstellt werden und kann im Folgenden fu¨r jeden Iterati-
onsschritt verwendet werden.
3.4 Iterative Rekonstruktion
Mit der NUFFT kann das inverse Problem der Rekonstruktion eines Bildes x anhand der
aufgenommenen Daten y
y = A · x (3.8)
durch die Invertierung der Systemmatrix A direkt gelo¨st werden. Ist das Problem al-
lerdings unterbestimmt (z.B. durch das Auslassen von Messungen, um die Messzeit zu
reduzieren), kann die korrekte Rekonstruktion nicht mehr sichergestellt werden. Artefakte
im rekonstruierten Bild sind die Folge.
Eine iterative Rekonstruktion hat das Ziel aus der Menge aller mo¨glichen Lo¨sungen des un-
terbestimmten Problems die richtige zu isolieren. Das Problem 3.8 wird hierzu umgeformt
und um Regularisierungsterme erweitert:
xˆ = arg min
x
{
‖Ax− y‖22 +
∑
i
Ri (x)
}
(3.9)
Eine Methodem um Gleichung 3.9 zu lo¨sen, ist das Gradientenverfahren [Cauchy, 1847].
Bei jedem Iterationsschritt wird der Gradient −∇f(xk) der Zielfunktion f = ‖Axk−y‖22+∑
iRi (xk) gebildet. In einem na¨chsten Schritt wird dieser Gradient mit einer Schrittweite
α skaliert und zum Bild xk addiert, um das aktualisierte Bild xk+1 zu erhalten. Fu¨r den
na¨chsten Iterationsschritt dient dieses wiederum als Ausgangspunkt.
Ein Nachteil des Gradientenverfahrens ist, dass sa¨mtliche Terme der Zielfunktion differen-
zierbar sein mu¨ssen. Dies ist fu¨r das Quadrat der l2-Norm gegeben, allerdings nicht fu¨r
die sparsity-fo¨rdernden l0- und l1-Normen, wie sie bei den in Abschnitt 2.4 diskutierten
CS-Verfahren verwendet werden.
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3.4.1 K-SVD-Algorithmus zur Anpassung des Lexikons
Um eine mo¨glichst sparse Darstellung x des vorliegenden Signals oder Bildes y zu ermo¨gli-
chen, kann ein Lexikon D, auf dessen Basis die Darstellung erfolgen soll, an das vorliegende
Problem angepasst werden. Dies ist z.B. mit dem K-SVD Algorithmus mo¨glich [Aharon
et al., 2006]. Das dadurch definierte Problem lautet:
min
D,{xi}Mi=1
M∑
i=1
‖yi −D · xi‖22 unter der Bedingung ‖xi‖0 ≤ k0 (3.10)
Der Algorithmus durchla¨uft im Anschluss an eine Initialisierung in jedem Durchlauf zwei
Schritte: Zuna¨chst wird anhand des vorliegenden Lexikons eine sparse Darstellung des Si-
gnals gesucht. Im zweiten Schritt werden die Eintra¨ge des Lexikons (Atome) angepasst.
Hierzu mu¨ssen fu¨r ein Lexikon mit k Atomen auch k Singula¨rwertzerlegungen durchge-
fu¨hrt werden. In unserem speziellen Fall entsprechen die Atome des Lexikons dreidimen-
sionalen Blo¨cken (in D als Spalten gespeichert), aus denen das zu repra¨sentierende Bild
zusammengesetzt wird. Der genaue Ablauf ist in Algorithmus 1 dargestellt. Eine effiziente
Implementierung des K-SVD Algorithmus wurde von [Rubinstein et al., 2008] vorgestellt.
Diese wurde auch im Rahmen dieser Arbeit fu¨r die Anpassung des Lexikons verwendet.
3.4.2 3D-DLCS Algorithmus
Der Compressed-Sensing mit gelerntem 3D-Lexikon (engl. 3D-dictionary learning com-
pressed sensing, 3D-DLCS)-Algorithmus ist ein CS-Rekonstruktionsverfahren, das zur Re-
gularisierung die sparsity des im Raum eines angepassten Lexikons dargestellten Bildes
nutzt. Das Lexikon besteht aus isotropen dreidimensionalen Blo¨cken und wird in jedem
Iterationsschritt mit dem K-SVD-Algorithmus aktualisiert. Das zugrundeliegende Mini-
mierungsproblem lautet:
{
Dˆ, αˆijk, Xˆ
}
= arg min
D,αijk,X
∑
ijk
µijk‖αijk‖0 (3.11)
+
∑
ijk
‖Dαijk −RijkX‖22 + λ‖FX−Y‖22

In diesem Zusammenhang ist X das rekonstruierte Bild, F der NUFFT-Operator, Y die
aufgenommenen Rohdaten, αijk die sparse Darstellung im Lexikon D und Rijk eine Dia-
gonalmatrix, die den Block an Position ijk extrahiert. Der Term
∑
ijk µijk‖αijk‖0 setzt
die sparsity der Koeffizienten des Lexikons durch, der Term
∑
ijk‖Dαijk − RijkX‖22 die
Konsistenz zwischen dem rekonstruierten Bild und der Darstellung im Lexikon. Die Kon-
sistenz mit den Rohdaten ist durch den Term λ‖FX−Y‖22 sichergestellt, λ ist ein variabler
Wichtungsparameter. Fu¨r die Minimierung von 3.11 werden abwechselnd die zwei folgen-
den Unterprobleme gelo¨st:
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Algorithmus 1 : K-SVD Algorithmus
Initialisierung:
Setze k = 0
Wa¨hle D(0) ∈ Rn×m (zufa¨llige Eintra¨ge oder diskrete Kosinustransformation)
Schritt 1:
Setze k = k + 1
Nutze einen Verfolgungsalgorithmus, um durch die Lo¨sung von
xˆi = argmin
xi
‖yi −D(k−i) · xi‖22 unter der Bedingung ‖xi‖0 ≤ 0
eine sparse Darstellung fu¨r alle {xˆi}Mi=1 zu finden.
Schritt2:
Nun wird das neue Lexikon D(k) spaltenweise fu¨r alle j0 = 1, ...,m zusammengesetzt:
• Wa¨hle die Gruppe von Beispielen, die den Eintrag aj0 verwenden:
Ωj0 =
{
i|1 ≤ i ≤M,X(k) [j0, i] 6= 0
}
• Berechne die Residualmatrix
Ej0 = Y −
∑
j 6=j0
ajx
T
j
xj bezeichnet hier die Zeile j von x.
• Beschra¨nke Ej0 auf Ωj0 , um ERj0 zu erhalten.
• Berechne die Singula¨rwertzerlegung (engl. singular value decomposition, SVD)
ERj0 = UΣV
T . Der neue Eintrag entspricht aj0 = u1; die zugeho¨rigen Koeffizienten
fu¨r die Darstellung von xj0 sind x
R
j0
= Σ [1, 1] · v1.
Sofern das Abbruchkriterium noch nicht erreicht ist, gehe zu Schritt 1.
Abbruchkriterium:
Beende den Algorithmus, falls die Frobeniusnorm ‖Y −A(k)X(k)‖2F einen gesetzten
Schwellwert unterschreitet. Alternativ kann auch eine maximale Zahl an
Iterationsschritten definiert werden.
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{
Dˆ, αˆijk
}
= arg min
D,αijk
∑
ijk
µijk‖αijk‖0 +
∑
ijk
‖Dαijk −RijkX‖22 (3.12)
Xˆ = arg min
X
∑
ijk
‖Dαijk −RijkX‖22 + λ‖FX−Y‖22 (3.13)
Das Problem 3.12 ist a¨quivalent zu 3.10. Das Lexikon D und die zugeho¨rigen Koeffizienten
α ko¨nnen also durch die Anwendung des K-SVD-Algorithmus erhalten werden. Die sparse
Darstellung des komplexen Bildes X im reellwertigen Lexikon D wird durch eine getrennte
Betrachtung des Real- und Imagina¨rteils bewerkstelligt. Beide werden anschließend wie-
der zu einer komplexen Darstellung zusammengefu¨gt. Das aktualisierte Bild X erha¨lt man
durch die Lo¨sung von 3.13 mithilfe des Gradientenverfahrens. Die genaue Vorgehenswei-
se ist in Algorithmus 2 beschrieben. Der Algorithmus wurde in MATLAB R2014a (The
MathWorks, Inc., Natick, USA) implementiert.
Wird in Algorithmus 2 die Aktualisierung des Lexikons durch den K-SVD-Algorithmus
ausgelassen, so bleibt das Lexikon, auf dessen Basis die sparse Darstellung des Bildes ge-
bildet wird, fu¨r die folgenden Iterationsschritte so, wie es initialisiert wurde. Im Falle einer
Initialisierung mit der u¨berkompletten diskreten Cosinus-Transformation (engl. overcom-
plete discrete cosine transform, ODCT) sprechen wir im Folgenden von einem ODCT-CS
Algorithmus.
3.4.3 Regularisierung durch Totale Variation
Die Regularisierung von CS-Algorithmen mittels der totalen Variation (TV) wird oft ge-
nutzt, um rauscha¨hnliche Artefakte zu reduzieren [Rudin et al., 1992; Block et al., 2007].
Fu¨r ein dreidimensionales Bild ist die TV wie folgt definiert:
TV(X) =
∑
i
[|dx (Xi)|+ |dy (Xi)|+ |dz (Xi)|] (3.14)
wobei dx, dy und dz die Ableitungen des Bildes bezu¨glich der entsprechenden Dimensio-
nen sind. Die Summe aus Gleichung 3.14 kann durch Umformung auch mit der l1-Norm
beschrieben werden, die TV-Regularisierung ist also auch geeignet fu¨r die Maximierung
der sparsity in CS-Rekonstruktionen.
TV(X) = ‖dx (X)‖1 + ‖dy (X)‖1 + ‖dz (X)‖1 (3.15)
Fu¨r das Minimierungsproblem ergibt sich letztlich:
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Algorithmus 2 : 3D-DLCS Algorithmus
Initialisierung:
Setze l = 0
Wa¨hle Xˆ(0) ∈ Cm×n×o (Nullen oder NUFFT-Rekonstruktion)
Schritt 1:
Setze l = l + 1
Verwende den K-SVD-Algorithmus, um durch die Lo¨sung von
{
Dˆ(l), αˆijk,(l)
}
= arg min
D,αijk
∑
ijk
µijk‖αijk‖0 +
∑
ijk
‖Dαijk −RijkX(l−1)‖22
das Lexikon Dˆ(l) zu erhalten. Die sparse Darstellung des gesamten Bildes X(l−1) wird
fu¨r den Real- und Imagina¨rteil von X(l−1) getrennt durch einen
Verfolgungsalgorithmus ermittelt. Sie werden anschließend wieder zu einem
komplexen Bild zusammengefu¨gt.
Schritt 2:
Verwende das Gradientenverfahren, um durch die Lo¨sung von
{
Xˆ(l)
}
= arg min
X
∑
ijk
‖Dαijk −RijkX‖22 + λ‖FX−Y‖22
das aktualisierte Bild Xˆ(l) zu erhalten. Sofern das Abbruchkriterium noch nicht
erreicht ist, gehe zu Schritt 1.
Abbruchkriterium:
Beende den Algorithmus, falls die Frobeniusnorm ‖Xˆ(l) − Xˆ(l−1)‖2F einen gesetzten
Schwellwert unterschreitet oder der Iterationsindex l eine vorab definierte maximale
Iterationszahl u¨berschreitet.
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Xˆ = arg min
X
{‖FX−Y‖22 + TV(X)} (3.16)
TV-regularisierte CS-Rekonstruktionen dienen in dieser Arbeit als Referenz fu¨r die Max-
mierung der sparsity durch analytische Transformationen.
3.4.4 Homodyne Verarbeitung von asymmetrisch unterabgetasteten Daten
Sind die zu rekonstruierenden Daten im k-Raum asymmetrisch angeordnet, so mu¨ssen
sie im Vorfeld verarbeitet werden, um die durch Asymmetrie bedingten Artefakte bei der
Rekonstruktion zu verhindern. Im Falle rein reeller k-Raum-Daten ko¨nnen die fehlenden
Daten durch Bildung des komplex-konjugierten der jeweils punktsymmetrisch gespiegel-
ten Daten rekonstruiert werden. Sobald die Daten allerdings eine imagina¨re Komponente
besitzen ist, fu¨hrt diese Methode zu Artefakten (siehe Abbildung 3.5). Dies kann z.B.
durch die homodyne Rekonstruktion der Daten erreicht werden [Noll et al., 1991]. Das
Wort homodyn stammt aus dem Griechischen und kann mit
”
selbsterma¨chtigt“ u¨bersetzt
werden. Der Name hat seinen Ursprung darin, dass nur die aufgenommenen Daten fu¨r die
Rekonstruktion verwendet werden und somit ein Auffu¨llen mit dem komplex Konjugierten
der im k-Raum gespiegelten Daten nicht notwendig ist. Im Folgenden wird das Verfahren,
auf den eindimensionalen Fall reduziert, beschrieben.
In Abbildung 3.6 ist eine solche k-Raum Zeile dargestellt. Die durchgezogene blaue Linie
symbolisiert den Teil der Daten, der tatsa¨chlich aufgenommen wurde. Die gestrichelte Linie
symbolisiert Daten, die fu¨r eine vollsta¨ndige Rekonstruktion gema¨ß
X (x) =
kmax∫
−kmax
S (k) ei2pikxdk (3.17)
notwendig sind. Sofern das Objekt X(x) rein reell ist ko¨nnen die Daten innerhalb des
nicht erfassten Bereichs [−kmax,−k0] durch die Bildung der komplex konjugierten Daten
aus [k0, kmax] aufgefu¨llt werden. Es ergibt sich also:
X (x) =
−k0∫
−kmax
S∗ (−k) ei2pikxdk +
kmax∫
−k0
S (k) ei2pikxdk (3.18)
Eine einfache Variablentransformation k′ = −k innerhalb des ersten Terms von 3.18 wie-
derum fu¨hrt zu:
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φ = 0 φ = pi/4a b
Abbildung 3.5: Rekonstruktion asymmetrischer simulierter Daten durch Bildung des komplex Kon-
jugierten der im k-Raum gespiegelten Daten. Die Daten sind zehnfach unterabgetastet, es wurde kein
gaußsches Rauschen hinzugefu¨gt. In der oberen Zeile ist der volle Datensatz dargestellt, in der unte-
ren Zeile ist die Ha¨lfte der Daten durch die Bildung des komplex Konjugierten der punktsymmetrisch
gespiegelten Projektionen erhalten. Die Rekonstruktion ist artefaktfrei, sofern das Bild rein reell ist
(a). Ist die Phase φ 6= 0, so ist die Symmetrie nicht mehr gegeben (b).
X (x) =
 kmax∫
k0
S
(
k′
)
ei2pik
′xdk′
∗ + kmax∫
−k0
S (k) ei2pikxdk (3.19)
Der zweite Term in 3.19 kann wiederum in zwei Bereiche aufgeteilt werden, [−k0, k0] und
[k0, kmax]. Zusammen mit der Tatsache, dass fu¨r die Summe einer komplexen Zahl mit
ihrem komplex konjugierten z + z∗ = 2 · RE (z) gilt, ergibt sich die Form:
X (x) =
k0∫
−k0
S (k) ei2pikxdk + 2 · RE
 kmax∫
k0
S (k) ei2pikxdk
 (3.20)
Unter der Annahme, dass das vorliegende Objekt X(x) reell ist, kann die Bildung des
Realteils in 3.20 verlustfrei u¨ber den ganzen Term erfolgen:
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Abbildung 3.6: Eindimensionale, partiell aufgenommene k-Raum Zeile. Die Punkte auf der gestri-
chelten Linie werden bei der Aufnahme ausgelassen.
X (x) = RE
 k0∫
−k0
S (k) ei2pikxdk + 2 ·
kmax∫
k0
S (k) ei2pikxdk
 (3.21)
Das entspricht einer Wichtung der vorliegenden Daten S(k) mit einer Funktion H(k), es
gilt also
XH (x) =
kmax∫
−kmax
H (k) S (k) ei2pikxdk (3.22)
mit:
H(k) =

0 k < −k0
1 −k0 ≤ k < k0
2 k ≥ k0
(3.23)
Da im Allgemeinen die von einem Magnetresonanztomographen erhaltenen Messdaten
aufgrund von Inhomogenita¨ten des statischen Magnetfeldes B0 auch einen Imagina¨rteil
besitzen, muss XH(x) phasenkorrigiert werden, ehe man den Realteil extrahieren kann.
In den meisten Fa¨llen genu¨gt es, wenn die Phasenkarte Φ(x) eine niedrige Auflo¨sung
aufweist. Sie kann also aus dem symmetrisch erfassten Datenbereich [−k0, k0] gewonnen
werden. Letztendlich ergibt sich demnach fu¨r das rekonstruierte Signal:
X(x) ≈ RE
[
XH(x) · e−iΦ(x)
]
(3.24)
Hierbei ist zu beachten, dass die Phaseninformation des Bildes verloren geht. Durch die
Multiplikation mit der zur Korrektur verwendeten niedrigaufgelo¨sten Phase Φ(x) kann sie
aber zumindest teilweise wiederhergestellt werden.
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Abbildung 3.7: Niedrig aufgelo¨stes 23Na-Bild und Absolutbetra¨ge der Phasenkarten fu¨r die Korrek-
tur der homodynen Verarbeitung asymmetrischer Daten. a: NUFFT-Rekonstruktion der Daten eines
gesunden Probanden bis zur Nyquist-Grenze, nominelle Auflo¨sung: ∆x3 = (11 mm)3, b: Phase des
Bildes, c: maskierte Phase.
3.4.5 Erweiterung der homodynen Verarbeitung auf 3D-radiale Daten
Die homodyne Verarbeitung kann auch auf partiell aufgenommene dreidimensionale radiale
Datensa¨tze angewandt werden. Dabei erfahren diejenigen Projektionen des Datensatzes die
Wichtung 2 aus Gleichung 3.23, die kein punktsymmetrisch gespiegeltes A¨quivalent haben
(in Abbildung 3.4b blau dargestellt). Die Daten auf diesen Projektionen, deren gespiegelte
A¨quivalente durch Interpolation gewonnen werden ko¨nnen, werden einfach gewichtet. Die
fu¨r eine korrekte Rekonstruktion notwendige niedrigaufgelo¨ste Phasenkarte wird aus den
Datenpunkten bis zur Nyquist-Grenze, inklusive der interpolierten Daten, gewonnen.
Die niedrige Auflo¨sung fu¨hrt insbesondere außerhalb des gemessenen Objektes zu Phasen-
u¨berschla¨gen, die bei der iterativen Rekonstruktion zu Artefakten fu¨hren ko¨nnen. Um dies
zu verhindern, wird die Phase mithilfe einer aus dem niedrigaufgelo¨sten Bild erstellten
Maske auf das gewu¨nschte Objekt begrenzt. Die Maske wird durch Schwellwertbildung
der Absolutbetra¨ge im Bild gewonnen. Eine beispielhafte Anwendung ist in Abbildung 3.7
dargestellt.
Die 3D-DLCS-Rekonstruktion asymmetrisch unterabgetasteter Daten wird mit der homo-
dynen Rekonstruktion dieser Daten initialisiert. Die in jedem Iterationsschritt durchge-
fu¨hrte Datenkonsistenz erfolgt allerdings mit den unverarbeiteten Daten. Neben dem zu
rekonstruierenden Bild X werden auch die Datenpunkte auf den Projektionen aktualisiert,
die nicht durch Interpolation gewonnen werden ko¨nnen.
3.5 Simulationen
Eine fundierte Aussage u¨ber die Qualita¨t einer Rekonstruktion ist nur dann mo¨glich, wenn
eine Referenz vorliegt. Diese entspricht im Idealfall einem perfekten Abbild der transver-
salen Magnetisierungsverteilung. Solch eine Referenz in vivo fu¨r 23Na-Daten aufzunehmen
ist aufgrund der geringen Konzentration und NMR-Sensitivita¨t nur bei sehr langen Mess-
zeiten mo¨glich. Neben der Aufnahme einer Vielzahl von Mittellungen zur Minimierung
des Datenrauschens muss darauf geachtet werden, dass das Nyquist-Kriterium erfu¨llt ist.
Die Aufnahme einer 23Na-Referenz mit einer isotropen Auflo¨sung von 2 mm wu¨rde bei
zehnfacher Mittellung fast fu¨nf Stunden dauern.
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Da eine solche Messzeit fu¨r keinen Probanden oder Patienten zumutbar ist, mu¨ssen die Re-
konstruktionsalgorithmen anhand von simulierten Radialdaten verifiziert werden. Fu¨r die
zu simulierende Trajektorie im k-Raum wird zuna¨chst ein NUFFT-Operator erstellt. Der
gewu¨nschte radiale Datensatz wird durch Anwendung des Operators auf ein T2-gewichtetes
1H-Bild der Brainweb-Datenbank erzeugt [Cocosco et al., 1997]. Der T2-Kontrast wurde
gewa¨hlt, weil er dem eines 23Na-Bildes a¨hnlich ist. Diesem Datensatz wird komplexes
Gaußsches Rauschen hinzugefu¨gt, dessen Amplitude, abha¨ngig von der Zahl Nav der si-
mulierten Messungen, um den Faktor
√
Nav reduziert wird. Die Auflo¨sung kann im Vorfeld
durch Interpolation des zugrundeliegenden Bildes angepasst werden. Das interpolierte Bild
dient als Referenz bei der Auswertung der Rekonstruktionen.
3.6 Quantitative Auswertung der Rekonstruktionen
Die quantitative Auswertung der Rekonstruktionsergebnisse erfolgt aufgrund der Verfu¨g-
barkeit eines Referenzbildes anhand von simulierten radialen Daten. Fu¨r die Auswertung
werden drei Maße verwendet [Wang et al., 2004; Huynh-Thu und Ghanbari, 2008]:
• Die strukturelle A¨hnlichkeit (engl. structural similarity, SSIM)
• Das Spitzen-Signal-Rausch-Verha¨ltnis (engl. peak signal-to-noise ratio, PSNR)
• Der Kontrast zwischen einer La¨sion und weißer Substanz CL
3.6.1 Strukturelle A¨hnlichkeit
Zur Bestimmung der strukturellen A¨hnlichkeit werden das Bild und die Referenz mit einem
gleitenden Fenster durchlaufen. Fu¨r jeden Punkt x im Bild und y in der Referenz wird der
Wert
SSIM(x, y) =
(2µxµy + C1) (2σxy + C2)(
µ2x + µ
2
y + C2
) (
σ2x + σ
2
y + C2
) (3.25)
anhand des die Bildpunkte umgebenden Fensters bestimmt. Hierbei sind µx und σ
2
x der
Mittelwert und die Varianz des Fensters um x, µy und σ
2
x dasselbe fu¨r das Fenster um y.
σxy ist die Kovarianz von x und y. C1 und C2 sind zwei Konstanten, die der Stabilisierung
dienen fu¨r den Fall, dass
(
µ2x + µ
2
y
) ≈ 0 oder (σ2x + σ2y) ≈ 0.
Die strukturelle A¨hnlichkeit fu¨r das gesamte Bild ergibt sich aus:
MSSIM (X,Y) =
1
M
M∑
i=1
SSIM(xi, yi) (3.26)
Das gleitende Fenster, das zur Bildanalyse verwendet wird, ist mit einer dreidimensiona-
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len Gaußfunktion gewichtet. Die Standardabweichung betra¨gt wie in [Wang et al., 2004]
vorgeschlagen 1,5 Pixel fu¨r die drei Dimensionen.
3.6.2 Spitzen-Signal-Rausch-Verha¨ltnis
Das in [dB] angegebene PSNR ist folgendermaßen definiert:
PSNR = 10 · log10
(
X2max
E
)
(3.27)
Xmax ist die maximale Intensita¨t in dem zu bewertenden Bild, E bezeichnet die mittlere
quadratische Abweichung zur Referenz. Ein hoher PSNR-Wert ist in den meisten Fa¨llen
mit geringem Bildrauschen verbunden, wobei der Verlust von kleineren Strukturen nicht
sehr stark ins Gewicht fa¨llt.
3.6.3 Kontrast zwischen La¨sion und weißer Substanz
Das fu¨r die Simulation radialer Daten verwendete Bild aus der BrainWeb-Datenbank bein-
haltet MS-La¨sionen. Durch die Definition zweier Bildregionen (engl. region of interest,
ROI) in einer La¨sion und in der weißen Substanz kann der Kontrast
CL = (SL − SWM ) /SL (3.28)
berechnet werden. SL bezeichnet die mittlere Intensita¨t der ROI in der La¨sion, SWM
in der weißen Substanz. Die Erhaltung des Kontrasts ist insbesondere fu¨r eine mo¨gliche
Quantifizierung der Natriumkonzentration unabdingbar.
4 Ergebnisse
4.1 Rekonstruktionen mit dem 3D-DLCS Algorithmus
Im Folgenden wird das Leistungsvermo¨gen des in Abschnitt 3.4.2 beschriebenen 3D-DLCS-
Rekonstruktionsalgorithmus untersucht. Die Ergebnisse werden mit NUFFT-, TV-CS- und
ODCT-CS-Rekonstruktionen verglichen. Die Optimierung und die quantitative Evaluie-
rung des 3D-DLCS-Algorithus konnten aufgrund der Verfu¨gbarkeit eines Referenzbildes
an simulierten 3D-radialen Daten durchgefu¨hrt werden. Im Anschluss wurde das Ergebnis
der Rekonstruktionen von Phantom und In-Vivo-Daten untersucht.
4.1.1 Optimierung der Rekonstruktionsparameter
Die Optimierung der Rekonstruktionsparameter wurde an einem simulierten, zehnfach
unterabgetasteten und gemittelten Datensatz durchgefu¨hrt. Den Daten wurde eine Pha-
se Φ = pi/10, sowie komplexes Gaußsches Rauschen mit einer Amplitude von 0, 65% des
Maximums im k-Raum hinzugefu¨gt. Die Blockgro¨ße, Probenzahl, Lexikongro¨ße und der
Wichtungsfaktor λ wurden zur Parameteroptimierung variiert. Die Resultate fu¨r PSNR
und SSIM sind in Abbildung 4.1 dargestellt. Den gro¨ßten Einfluss auf das Ergebnis der
Rekonstruktion hat die Variation der Blockgro¨ße. Eine Blockgro¨ße von B = 4 × 4 × 4
ergibt Bilder mit maximaler SSIM, Blo¨cke der Gro¨ße B = 3 × 3 × 3 maximieren das
PSNR. Die resultierenden Bilder sind in Abbildung 4.2a zu sehen. Desweiteren fa¨llt auf,
dass sehr kleine Lexika (ND < 100) zu kleinen Werten fu¨r SSIM und PSNR fu¨hren. Der
Grund hierfu¨r ist, dass bei kleinen Lexika Linearkombinationen einer großen Anzahl von
Eintra¨gen notwendig sind, um eine gute Darstellung des Zielvolumens zu erreichen; eine
sparse Darstellung, wie sie fu¨r korrekte und effiziente CS-Rekonstruktionen erforderlich
ist, ist somit nicht mo¨glich. Eine geringe Anzahl an Proben fu¨r den Lernprozess des Lexi-
kons (NS < 10000) fu¨hrt zu einem vergleichbaren Effekt. Das Lexikon wird nur anhand der
ausgewa¨hlten Proben und nicht auf Basis des gesamten Bildes angepasst, um den Rechen-
aufwand zu minimieren. Eine zu kleine Anzahl an Proben fu¨hrt dazu, dass das Lexikon
nicht fu¨r eine sparse Darstellung des gesamten Bildes geeignet ist. SSIM und PSNR sind
fu¨r den Wichtungsparameter λ = 0, 3 maximal; in Abbildung 4.2b ist allerdings erkennbar,
dass diese geringe Wichtung der Rohdaten zu U¨berregularisierungsartefakten fu¨hrt. Diese
sind vor allem an verwaschenen U¨berga¨ngen (engl.: blurring) zwischen grauer und weißer
Substanz zu erkennen. Der beste Kompromiss zwischen visueller Wahrnehmung und der
quantitativen Auswertung wird fu¨r λ = 0, 5 erreicht.
Die fu¨r die folgenden Rekonstruktionen verwendeten optimierten Parameter lauten:
• Blockgro¨ße: B = 3× 3× 3
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• Lexikongro¨ße: ND = 300
• Probenzahl: NS = 500000
• Wichtungsfaktor: λ = 0, 5
4.1.2 Verhalten bei variierender Unterabtastung und Mittelung
Die Auswirkung von Unterabtastung und Mittelung auf die Ergebnisse der Rekonstruktio-
nen wurde anhand von fu¨nf simulierten Datensa¨tzen mit variierendem Unterabtastungsfak-
tor (engl. undersampling factor, USF) untersucht. Die Anzahl der simulierten Mittelungen
entspricht in jedem dieser Datensa¨tze der Unterabtastung (Nav = USF ). Die Ergebnisse
der Rekonstruktionen fu¨r verschiedene Unterabtastungfaktoren und Zahl der Mittelun-
gen sind in Abbildung 4.3 dargestellt. Die 3D-DLCS-Rekonstruktion profitiert, verglichen
mit den anderen Rekonstruktionsverfahren, am deutlichsten von moderater Unterabtas-
tung (USF = 5 − 10). Das Ergebnis ist nahezu rauschfrei, kleine Strukturen sind nicht
verwaschen. Zu starke Unterabtastung (USF = 35) fu¨hrt zu einem erkennbar verwasche-
nen Bild, sowie dem Verlust von kleineren Strukturen. Die fehlende Mittelung der Daten
bei USF ≤ 2 und daraus folgende Rauschbehaftung der Rohdaten fu¨hrt zu markan-
tem Rauschen in den rekonstruierten Bildern. Der Qualita¨tsgewinn gegenu¨ber NUFFT-
Rekonstruktionen ist in diesem Fall minimal. Die resultierenden SSIM- und PSNR-Werte
besta¨tigen diesen Eindruck, siehe Tabelle 4.1. Die ungemittelten Daten mit erfu¨lltem
Nyquist-Kriterium nach der 3D-DLCS-Rekonstruktion weisen die niedrigsten Werte fu¨r
das PSNR und die SSIM auf (SSIM = 0,46, PSNR = 15,4). Der Gewinn an Bildquali-
ta¨t gegenu¨ber der NUFFT-Rekonstruktion ist in diesem Fall minimal. Sie ist hingegen
maximal fu¨r die 3D-DLCS-Rekonstruktionen zehnfach unterabgetasteter und gemittelter
Daten (SSIM = 0,67, PSNR = 19,9). Einige MS-La¨sionen sind in den NUFFT- und TV-
CS-Rekonstruktionen nicht vom Bildrauschen zu unterscheiden, in den ODCT-CS- und
3D-DLCS-Rekonstruktionen hingegen deutlich erkennbar (siehe gelbe Pfeile in Abbildung
4.3).
Diese Ergebnisse wurden anhand von Phantommessungen mit USF = Nav = 1/10/35
verifiziert, die resultierenden Bilder sind in Abbildung 4.5 dargestellt. Die stark unter-
abgetasteten und gemittelten Daten (USF = 35) ergeben zwar quasi rauschfreie Bilder,
sie sind aber deutlich verwaschen, sodass die kleinsten Zylinder (1− 2 mm) nicht mehr
zu erkennen sind. Dies wird durch den Intensita¨tsverlauf der in Abbildung 4.5 dargestell-
ten Profile entlang einer Linie durch die 3-mm-Sta¨be deutlich. Die Rekonstruktionen der
Daten, die das Nyquist-Kriterium erfu¨llen, fu¨hren hingegen zu verrauschten Ergebnissen.
Auch in diesem Fall sind die kleinsten Zylinder nicht zu erkennen. Die besten Ergebnisse
liefern die ODCT-CS- und 3D-DLCS Rekonstruktionen des zehnfach unterabgetasteten
und gemittelten Datensatzes: Das Rauschen ist sichtbar minimiert und die rekonstrukti-
onsbedingte Unscha¨rfe minimal.
Die Rekonstruktionen von zehnfach gemittelten und unterabgetasteten In-vivo-Daten des
ganzen Kopfes gesunder Probanden sind in den Abbildungen 4.7, A.1, A.2 und A.3 dar-
gestellt. Die Auswirkung variierender Unterabtastung und Mittelung wurde auch anhand
eines weiteren In-vivo-Datensatzes untersucht. Hierzu wurden nacheinander eine Messung
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mit USF = Nav = 10, sowie eine mit USF = Nav = 1 durchgefu¨hrt (Abbildung 4.6).
Die Messzeit war in beiden Fa¨llen gleich. Wa¨hrend die NUFFT-Rekonstruktionen beider
Datensa¨tze a¨hnlich verrauscht sind, liefern die CS-Rekonstruktionen deutlich bessere Er-
gebnisse, wenn die Daten unterabgetastet und gemittelt sind. In der TV-regularisierten
Rekonstruktion ist noch residuales Rauschen vorhanden, die ODCT-CS- und 3D-DLCS-
Rekonstruktionen sind hingegen fast rauschfrei.
Tabelle 4.1: Werte fu¨r die Strukturelle A¨hnlichkeit (SSIM) und das Spitzen-Signal-Rausch-Verha¨ltnis
(PSNR) der NUFFT-, TV-CS-, ODCT-CS- und 3D-DLCS- Rekonstruktionen. Die besten Werte wer-
den bei der 3D-DLCS-Rekonstruktion von zehnfach unterabgetasteten und zehnfach gemittelten Daten
erreicht.
Unterabtastung 35 10 5 2 1
S
S
IM
NUFFT 0,30 0,43 0,44 0,45 0,45
TV-CS 0,46 0,54 0,53 0,49 0,46
ODCT-CS 0,52 0,66 0,65 0,47 0,46
3D-DLCS 0,55 0,67 0,66 0,47 0,46
P
S
N
R
NUFFT [dB] 12,1 14,8 15,2 15,3 15,2
TV-CS [dB] 17,9 18,9 18,4 16,8 15,7
ODCT [dB] 18,8 19,8 17,2 15,7 15,4
3D-DLCS [dB] 19,1 19,9 17,4 15,6 15,4
4.1.3 Vergleich der unterschiedlichen Regularisierungen
In Abbildung 4.7 sind Transversal-, Sagittal- und Coronarschnitte der verschiedenen Re-
konstruktionen der Daten eines gesunden Probanden dargestellt. Die aufgenommenen Da-
ten sind zehnfach unterabgetastet und gemittelt. Die aus den CS-Rekonstruktionen resul-
tierenden Bilder weisen gegenu¨ber der NUFFT-Rekonstruktion deutlich reduziertes Rau-
schen auf. Die Ergebnisse der ODCT-CS- und 3D-DLCS-Rekonstruktionen sind allerdings
kaum voneinander zu unterscheiden. Der Vorteil der 3D-DLCS-Rekonstruktion wird insbe-
sondere dann deutlich, wenn die Zahl der genutzten Mittelungen (und somit die Messzeit)
reduziert wird. In Abbildung 4.8 sind die Rekonstruktionsergebnisse des Datensatzes aus
Abbildung 4.7 mit Nav = 5, 7 und 10 dargestellt. Wa¨hrend fu¨r Nav = 10 die ODCT-CS-
Rekonstruktionen a¨quivalent sind, werden kleine Strukturen vom 3D-DLCS-Algorithmus
fu¨r Nav = 5 und 7 besser konserviert (siehe Pfeile in Abbildung 4.8).
4.1.4 Kontrastanalyse
Zusa¨tzlich zu den PSNR- und SSIM-Werten wurde fu¨r die Rekonstruktionen der simulier-
ten Datensa¨tze aus Abbildung 4.3 auch der fu¨r Aussagen u¨ber absolute 23Na-Konzentra-
tionen essentielle Kontrast CL einer MS-La¨sion gegenu¨ber weißer Substanz fu¨r sa¨mtliche
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verwendeten Rekonstruktionsalgorithmen und verschiedene Unterabtastungsfaktoren so-
wie Anzahl von Mittelungen berechnet. Die zur Bestimmung des Kontrastes genutzten
ROIs sind in Abbildung 4.3e eingezeichnet. Die Ergebnisse sind in Tabelle 4.2 aufgelistet.
Die Werte fu¨r die NUFFT-Rekonstruktionen sind aufgrund der großen rauschbedingten
Fehler wenig aussagekra¨ftig. Dies gilt ebenso fu¨r alle Rekonstruktionen der Datensa¨tze mit
USF = 1 und 2. Dem Referenzwert (CL,ref = 0.48) kommt die 3D-DLCS-Rekonstruktion
des zehnfach unterabgetasteten und gemittelten Datensatzes (CL = 0.48±0, 07) am na¨chs-
ten.
Tabelle 4.2: Werte fu¨r den Kontrast CL zwischen einer MS-La¨sion und weißer Substanz. Der ent-
sprechende Wert fu¨r den Kontrast CL im Referenzbild ist 0,48.
USF 35 10 5 2 1
CL NUFFT 0, 41± 0, 27 0, 47± 0, 19 0, 43± 0, 22 0, 46± 0, 24 0, 39± 0, 22
CL TV-CS 0, 34± 0, 06 0, 47± 0, 10 0, 44± 0, 13 0, 46± 0, 19 0, 41± 0, 20
CL ODCT-CS 0, 35± 0, 06 0, 47± 0, 07 0, 43± 0, 09 0, 47± 0, 23 0, 40± 0, 20
CL 3D-DLCS 0, 36± 0, 06 0, 48± 0, 07 0, 43± 0, 09 0, 47± 0, 23 0, 40± 0, 20
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Abbildung 4.1: Variation der 3D-DLCS-Rekonstruktionsparameter. Die A¨nderung der Blockgro¨ße
hat den sta¨rksten Effekt auf die Strukturelle A¨hnlichkeit (SSIM) und das Spitzen-Signal-Rausch-
Verha¨ltnis (PSNR). Die besten Werte werden fu¨r die Blockgro¨ßen 3 und 4 erreicht. Außerdem ist
ein genu¨gend großes Lexikon (N > 100) notwendig, sowie eine ausreichende Anzahl an Proben zur
Anpassung des Lexikons (N > 100000).
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Abbildung 4.2: 3D-DLCS-Rekonstruktionen simulierter Daten mit USF = 10 und Nav = 10 bei
Variation der Blockgro¨ße (a) und des Wichtungsparameters λ (b). Die Gro¨ße des Lexikons und die
Zahl der Proben sind konstant ND = 300 und NS = 500000. Das Referenzbild ist in (c) zu sehen.
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Abbildung 4.3: Rekonstruktion simulierter Daten mit einer nominellen Auflo¨sung von
(2 mm)3 bei variierender Unterabtastung und Mittelung. a: NUFFT-Rekonstruktionen. b: CS-
Rekonstruktion mit TV-Regularisierung. c: CS-Rekonstruktionen mit ODCT-Regularisierung. d:
3D-DLCS-Rekonstruktionen. Das Referenzbild ist in e: abgebildet. Die ODCT-CS- und 3D-
DLCS-Rekonstruktionen erzielen die besten Ergebnisse, insbesondere fu¨r moderate Unterabtastung
(USF = 5− 10).
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Abbildung 4.4: Konvergenzanalyse der 3D-DLCS-Rekonstruktionen von simulierten Daten mit vari-
ierender Unterabtastung und Mittelung. Fu¨r jeden Iterationsschritt wurden die SSIM und das PSNR
berechnet. Die Werte der NUFFT-Rekonstruktion sind durch die blaue Linie angegeben. Bei sta¨rkerer
Unterabtastung sind mehr Iterationsschritte notwendig, um Konvergenz zu erreichen. Die ho¨chsten
PSNR- und SSIM-Werte werden bei zehnfacher Unterabtastung und Mittelung erreicht.
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Abbildung 4.5: Rekonstruktion von 23Na-Phantomdaten (nominelle Auflo¨sung (2 mm)3). a:
NUFFT-Rekonstruktionen). b: TV-CS-Reconstruktionen. c: ODCT-CS-Rekonstruktionen. d: 3D-
DLCS-Rekonstruktionen. Es wurden drei Datensa¨tze rekonstruiert: USF = 35 / Nav = 35, USF = 10
/ Nav = 10, USF = 1 / Nav = 1. Die Messzeit war fu¨r alle Messungen TA = 30 min. Die CS-Methoden
profitieren von moderater Unterabtastung und Mittelung. Fu¨r die 3D-DLCS-Rekonstruktionen sind
zusa¨tzlich die Profile entlang der blau eingezeichneten Linie durch die 3-mm-Sta¨be eingezeichnet.
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Abbildung 4.6: Rekonstruktion von in-vivo 23Na-Daten eines gesunden Probanden (nominelle Auf-
lo¨sung (2 mm)3). a: NUFFT-Rekonstruktionen mit erfu¨lltem Nyquist-Kriterium, sowie mit USF = 10
und Nav = 10. b: ODCT-CS-Rekonstruktionen. c: ODCT-CS-Rekonstruktionen. d: 3D-DLCS-
Rekonstruktionen. Die Messzeit fu¨r beide Messungen war TA = 30 min. Die CS-basierten Rekon-
struktionen profitieren von gemittelten und unterabgetasteten Daten, die besten Ergebnisse liefern
die ODCT-CS- und 3D-DLCS-Rekonstruktionen.
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Abbildung 4.7: Transversal-, Sagittal-, und Coronarschnitte der Rekonstruktion von in-vivo 23Na-
Daten eines gesunden Probanden (nominelle Auflo¨sung (2 mm)3). a: NUFFT-Rekonstruktionen. b:
ODCT-CS-Rekonstruktionen. c: ODCT-CS-Rekonstruktionen. d: 3D-DLCS-Rekonstruktionen. Die
Daten sind mit USF = 10 und Nav = 10 aufgenommen. Die Messzeit betrug TA = 30 min. Im
Vergleich zu den NUFFT- und TV-CS-Rekonstruktionen kann bei der ODCT-CS und 3D-DLCS-
Rekonstruktion eine erhebliche Reduktion des Bildrauschens beobachtet werden. Kleine Strukturen
sind gut erhalten.
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Abbildung 4.8: Rekonstruktion von In-vivo-23Na-Daten eines gesunden Probanden (nominelle
Auflo¨sung (2 mm)3). Die Anzahl der verwendeten Messungen zur Mittelung wurde bei konstan-
ter Unterabtastung (USF = 10) variiert (Nav = 5− 10). Wa¨hrend die ODCT-CS- und 3D-DLCS-
Rekonstruktionen fu¨r USF = 10 (TA = 30 min) vergleichbare Ergebnisse liefern, sind kleine Struktu-
ren im Fall von Nav = 5 (TA = 15 min) bei der 3D-DLCS-Rekonstruktion besser erhalten.
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4.2 Asymmetrische k-Raum-Abtastung
4.2.1 Quantitative Analyse anhand von simulierten Daten
Das Potential asymmetrischer Unterabtastung radialer Datensa¨tze in Kombination mit
einer 3D-DLCS-Rekonstruktion wurde anhand zweier simulierter Datensa¨tze mit einer
nominellen isotropen Auflo¨sung von (1,7 mm)3 untersucht. Der erste Datensatz besteht
aus 6300 gleichma¨ßig verteilten Projektionen, was einer Unterabtastung USF = 14, 4
entspricht. Der zweite besteht ebenfalls aus 6300 Projektionen, allerdings sind diese so
aufgeteilt, dass entsprechend Abbildung 3.4 fu¨r 5400 Projektionen USF = 10 gilt, fu¨r die
restlichen 900 hingegen USF = 40. Beide Datensa¨tze sind zehnfach gemittelt, was zu einer
virtuellen Aufnahmezeit TA = 26,2 min fu¨hrt.
Die gleichma¨ßig unterabgetasteten Daten wurden sowohl mit der NUFFT, als auch mit
dem 3D-DLCS-Algorithmus rekonstruiert. Fu¨r die 3D-DLCS-Rekonstruktion wurde das
NUFFT-Bild zur Initialisierung verwendet. Die 3D-DLCS-Rekonstruktion der asymme-
trisch unterabgetasteten Daten wurde fu¨r zwei verschiedene Initialisierungen durchgefu¨hrt.
Einerseits wurden die im sta¨rker abgetasteten Bereich fehlenden Projektionen jenseits der
Nyquist-Grenze mit Nullen aufgefu¨llt (zerofilling). Die Punkte bis zur Nyquist-Grenze ko¨n-
nen durch Interpolation aus den aufgenommenen Speichen gewonnen werden. Die zweite
untersuchte Methode, die 3D-DLCS-Rekonstruktion zu initialisieren, ist die in Abschnitt
3.2.2 beschriebene homodyne Initialisierung.
Die Ergebnisse der entsprechenden Rekonstruktionen sind in Abbildung 4.9 gezeigt, die
sich ergebenden Werte fu¨r SSIM, PSNR und CL listet Tabelle 4.3. Die ROIs zur Be-
stimmung von CL sind in Abbildung 4.9e markiert. Es fa¨llt auf, dass kleine Strukturen,
wie die durch den gelben Pfeil hervorgehobene La¨sion, bei der homodyn initialisierten
3D-DLCS-Rekonstruktion am besten erhalten sind. Dies wird durch den ho¨chsten SSIM-
Wert fu¨r diese Rekonstruktion besta¨tigt. Das PSNR ist fu¨r die 3D-DLCS-Rekonstruktionen
des gleichma¨ßig unterabgetasteten Datensatz und die zerofilling-Initialisierung der asym-
metrisch unterabgetasteten Daten maximal. Es fa¨llt auch auf, dass von den iterativen
Rekonstruktionen die homodyn initialisierte den Kontrast der Referenz am besten wie-
dergibt. Der Wert fu¨r CL liegt dementsprechend auch am na¨chsten an dem der Referenz.
Der Kontrast der NUFFT ist aufgrund des sehr großen, rauschbedingten Fehlers nicht
aussagekra¨ftig.
4.2.2 Rekonstruktion von asymmetrischen In-vivo-23Na-Daten
Das Verhalten asymmetrisch unterabgetasteter Daten bei der Rekonstruktion mit dem
3D-DLCS-Algorithmus wurde an zwei In-vivo-Datensa¨tzen desselben gesunden Proban-
den untersucht. Wie die weiter oben beschriebenen simulierten Daten, bestehen sie aus
6300 Projektionen, zum einen gleichma¨ßig mit USF = 14, 4, zum anderen asymmetrisch
mit USF = 10 und USF = 40 unterabgetastet. Die gleichma¨ßig abgetasteten Daten wur-
den mit der NUFFT und mit dem 3D-DLCS-Algorithmus rekonstruiert, die 3D-DLCS-
Rekonstruktion der asymmetrischen Daten wurde sowohl durch zerofilling, als auch homo-
dyn initialisiert.
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Abbildung 4.9: Vergleich der Rekonstruktionen von uniform und asymmetrisch unterabgetasteten
simulierten Daten. a und b: NUFFT- und 3D-DLCS-Rekonstruktionen eines Datensatzes bestehend
aus 6300 gleichma¨ßig verteilten Projektionen (nominelle Auflo¨sung: 1,7 mm, USF = 14,4). c und d:
3D-DLCS-Rekonstruktionen von asymmetrisch unterabgetasteten simulierten Daten mit derselben
Auflo¨sung (USF1 = 10, USF2 = 40). In c dient die NUFFT-Rekonstruktion des mit Nullen aufge-
fu¨llten Datensatzes als Initialisierung, in d die homodyne Rekonstruktion. Das Referenzbild ist in
e dargestellt. Sowohl der Kontrast, als auch kleinere La¨sionen sind in der homodyn initialisierten
3D-DLCS-Rekonstruktion am besten erhalten.
Tabelle 4.3: SSIM- und PSNR-Werte der Rekonstruktionen aus Abbildung 4.9. in der unteren Zeile
sind die Werte fu¨r den La¨sion-zu-weißer-Substanz-Kontrast CL angegeben. Die SSIM ist maximal fu¨r
die homodyn initialisierte 3D-DLCS-Rekonstruktion, das PSNR fu¨r die Initialisierung durch Auffu¨llen
mit Nullen. Der Kontrast CL der homodynen Initialisierung kommt der Referenz am na¨chsten. Der
Fehler ist fu¨r die NUFFT-Rekonstruktion zu groß, um einen aussagekra¨ftige Wert zu ermo¨glichen.
NUFFT
3D-DLCS
Referenz
Uniform ZF-PF Hom-PF
SSIM 0,35 0,55 0,56 0,60 1
PSNR 13,7 18,7 20,1 17,9 /
CL 0, 51± 0, 18 0, 40± 0, 04 0, 38± 0, 04 0, 45± 0, 03 0, 50± 0, 03
Transversal-, Sagittal- und Koronarschnitte der Rekonstruktionen sind in Abbildung 4.10
gezeigt. Die gleichma¨ßige ho¨here Unterabtastung fu¨hrt zu sta¨rkerem blurring als bei den
homodyn initialisierten asymmetrischen Daten, wo kleine Strukturen deutlicher zu erken-
nen sind. Bei der zerofilling-initialisierten Rekonstruktion fallen neben der reduzierten
Auflo¨sung in z-Richtung auch Streifenartefakte entlang der z-Achse, also der Richtung
der Daten-Asymmetrie, auf. Bei Betrachtung der in Abbildung 4.10 dargestellten Profile
entlang einer in der Transversalschicht eingezeichneten Linie, zeigt sich bei der homodyn in-
itialisierten 3D-DLCS-Rekonstruktion, speziell an den Grenzen zur Gehirn-Ru¨ckenmarks-
Flu¨ssigkeit, eine verbesserte Kantenerhaltung gegenu¨ber der 3D-DLCS-Rekonstruktion des
Datensatzes mit gleichma¨ßiger Unterabtastung.
50 4 Ergebnisse
NUFFT Uniform ZF-Asym Hom-Asym
 a  b  c  d
0
0.2
0.4
0.6
0.8
In
te
ns
itä
t
Abbildung 4.10: Vergleich der Rekonstruktionen von uniform und asymmetrisch unterabgetaste-
ten In-vivo-Daten. a und b: NUFFT- und 3D-DLCS-Rekonstruktionen eines Datensatzes bestehend
aus 6300 gleichma¨ßig verteilten Projektionen (nominelle Auflo¨sung: 1,7 mm, USF = 14,4). c und d:
3D-DLCS-Rekonstruktionen von asymmetrisch unterabgetasteten simulierten Daten mit derselben
Auflo¨sung (USF1 = 10, USF2 = 40). In c dient die NUFFT-Rekonstruktion des mit Nullen aufgefu¨ll-
ten Datensatzes als Initialisierung, in d die homodyne Rekonstruktion. In der homodyn initialisierten
3D-DLCS-Rekonstruktion sind kleine Strukturen am besten erhalten, außerdem ist hier der Kontrast
zwischen der Liquorflu¨ssigkeit und weißer Substanz am sta¨rksten ausgepra¨gt.
5 Diskussion
Die Einfu¨hrung von CS-Rekonstruktionsalgorithmen in die MRT durch [Lustig et al., 2007]
zielte auf einen der gro¨ßten Nachteile der MR-Bildgebung: Die langen Messzeiten im Ver-
gleich zu anderen medizinischen Bildgebungsverfahren, wie z.B. die CT oder Ultraschall.
Neben einem besseren Patientenkomfort, ero¨ffnet die um ein Vielfaches reduzierte Auf-
nahmezeit eine Vielzahl an neuen Methoden. Eine naheliegende und daher oft untersuchte
Anwendung von CS ist die dynamische Bildgebung, insbesondere im Bereich der Kardio-
MRT, wo Bewegungsartefakte eine klassische, voll abgetastete Aufnahme deutlich erschwe-
ren [Gamper et al., 2008; Jung et al., 2009; Uecker et al., 2010]. Insbesondere bei den fru¨he-
ren Ansa¨tzen wurde nach einer sparsen Darstellung in einer analytischen Transformation
gesucht. Zur Erstellung von Parameterkarten verwenden [Doneva et al., 2010] hingegen ein
Lexikon, in dem die Signale sparse dargestellt werden. Ein angepasstes Lexikon kommt
auch bei [Caballero et al., 2014] fu¨r die Rekonstruktion dynamischer Herzbildgebung zum
Einsatz, sowie bei [Ravishankar und Bresler, 2011] zur Rekonstruktion zweidimensionaler
1H-Kopfdaten.
Da bei dynamischer 1H-Bildgebung neben der o¨rtlichen auch die zeitliche Auflo¨sung im
Vordergrund steht, ist die ra¨umliche Darstellung auf zwei Dimensionen beschra¨nkt, so-
dass sich zusammen mit der Zeit insgesamt ein dreidimensionaler Datensatz ergibt. Fu¨r
eine sparse Darstellung des gesamten Datensatzes sind demnach zwei unterschiedliche
Transformationen notwendig, beispielsweise eine Wavelet-Transformation fu¨r die ra¨umli-
chen Dimensionen und eine Fourier-Transformation bei periodischen Variationen entlang
der Zeitachse.
Das In-vivo-MR-Signal von 23Na ist um einen Faktor 5 · 10−5 kleiner als das von 1H. Das
ist zum Einen auf die geringe Konzentration von 23Na im Gewebe zuru¨ckzufu¨hren, zum
Anderen auf die niedrigere MR-Sensitivita¨t. Um trotz des geringen Signals ein akzeptables
SNR zu erreichen, wird die ra¨umliche Auflo¨sung der 23Na-MRT gegenu¨ber der 1H-MRT
deutlich reduziert und die Messzeiten verla¨ngert. CS-basierte iterative Rekonstruktionen
von 23Na-Daten ko¨nnen zu ku¨rzeren Messzeiten oder einer besseren Auflo¨sung fu¨hren, im
Idealfall sogar zu beidem.
Die 3D-radiale Auslese der 23Na-Daten bietet den Vorteil, dass die Unterabtastungsarte-
fakte inkoha¨rent, also rauschartig sind. Diese inkoha¨renten Artefakte ko¨nnen mittels CS-
Rekonstruktionen sehr gut unterdru¨ckt werden. Andererseits ist ein Teil des Bildrauschens
auf das niedrige SNR der Rohdaten zuru¨ckzufu¨hren. Strenggenommen mu¨sste dieses Rau-
schen in einem korrekt rekonstruierten Bild auch vorhanden sein, es la¨sst sich aber durch
die Toleranz einer Diskrepanz  im Datenkonsistenzterm der Zielfunktion minimieren:
‖Ax− y‖22 ≤  (5.1)
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In dem hier vorgestellten 3D-DLCS-Algorithmus wird  indirekt durch die Wahl eines
Wichtungskoeffizienten λ des Datenkonsistenzterms angepasst.
5.1 Gleichgewicht von Unterabtastung und Mittelungen
Damit  mo¨glichst klein gehalten werden kann, sind rauscharme Daten notwendig. Nach
Gleichung 2.45 steigt das SNR in der MRT linear mit der Sta¨rke des statischen Magnet-
feldes B0. Die Messungen in dieser Arbeit wurden an einem 7 T-Ganzko¨rpertomographen
durchgefu¨hrt. Das SNR ist somit um einen Faktor ≈ 4, 7 gegenu¨ber Messungen an einem
konventionellen 1,5 T-Tomographen erho¨ht. Aufgrund der niedrigen MR-Sensitivita¨t von
23Na und der geringen Konzentration im menschlichen Ko¨rper, mu¨ssen 23Na-MRT-Daten
zur Reduktion des Datenrauschens zusa¨tzlich gemittelt werden. Da die Aufnahme von Nav
Mittelungen das Rauschen nur um einen Faktor
√
Nav reduziert, wird die Messzeit bei kon-
ventionellen NUFFT-Rekonstruktionen meist in die Aufnahme zusa¨tzlicher Projektionen
investiert, um Unterabtastungsartefakte zu minimieren. Werden die Daten hingegen mit
einem CS-basierten Algorithmus rekonstruiert, so fu¨hrt das Mitteln der Daten zu deutlich
reduziertem Restrauschen im Bild. Um eine angemessene Messzeit zu ermo¨glichen, muss
die Aufnahme von mehreren Mittelungen durch eine erho¨hte Unterabtastung der Daten
kompensiert werden. CS-Rekonstruktionen sind gut dazu geeignet, durch moderate Un-
terabtastung bedingte inkoha¨rente Artefakte zu reduzieren. Eine zu hohe Unterabtastung
fu¨hrt allerdings zu blurring (siehe Abbildung 4.3 und 4.5).
Ein gutes Gleichgewicht der Zahl an Mittelungen und Unterabtastung fu¨hrt zum besten
Ergebnis: Die 3D-DLCS-Rekonstruktion von zehnfach unterabgetasteten und gemittelten
Daten ist nahezu rauschfrei, kleine Strukturen wie MS-La¨sionen sind dabei gut erhalten.
Zu wenige Mittelungen bei niedriger Unterabtastung fu¨hren zu starkem, durch die Roh-
daten bedingtem Restrauschen. Eine starke Unterabtastung fu¨hrt jedoch zu blurring. Die
Kanteninformation des Bildes ist in den hohen Frequenzen des k-Raums dargestellt. Diese
sind aufgrund der radialen Datenauslese noch sta¨rker unterabgetastet als das k-Raum-
Zentrum.
5.2 Angepasste Lexika und ihre Anwendung in der
Rekonstruktion von radialen 23Na-Daten
Physiologische X-Kern-MR-Aufnahmen werden aufgrund der niedrigen natu¨rlichen Ha¨ufig-
keit oft nichtselektiv angeregt und dreidimensional ausgelesen. Dies fu¨hrt zu einem ho¨heren
SNR der aufgenommenen Daten. In der Folge kann fu¨r die CS-Rekonstruktion dieser Da-
ten auch eine dreidimensionale o¨rtliche Regularisierung angewandt werden. Insbesondere
fu¨r die Reduktion von Bildrauschen bietet deren Einsatz einige Vorteile. Bei der in dieser
Arbeit verwendeten blockweisen Zusammensetzung des Bildes wird fu¨r eine vergleichbare
Anzahl an Bildpunkten im 3D-Fall eine Kantenla¨nge LB = 3
(
NB = 3
3 = 27
)
beno¨tigt, im
2D-Fall hingegen LB = 5
(
NB = 5
2 = 25
)
. Die Effizienz bezu¨glich der Reduktion des Rau-
schens ist in beiden Fa¨llen vergleichbar, ebenso wie der durch Na¨herung induzierte Fehler.
Im Fall der 3D-Blo¨cke verteilt sich dieser Fehler allerdings auf drei Dimensionen, sodass
der Auflo¨sungsverlust innerhalb einer Schicht gegenu¨ber der Verwendung von 2D-Blo¨cken
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reduziert wird. Der zusa¨tzliche rechnerische Aufwand, der sich durch den dreidimensiona-
len Ansatz ergibt, ist angesichts der vergleichsweise niedrigen Auflo¨sung der 23Na-MRT
im Vergleich zur 1H-MRT in jeder Hinsicht akzeptabel. [Caballero et al., 2014] verwenden
fu¨r die dynamische 1H-Herzbildgebung eine Kantenla¨nge LB = 4, wobei die zeitliche Ent-
wicklung in der dritten Dimension kodiert ist. [Ravishankar und Bresler, 2011] verwenden
fu¨r die rekonstruktion zweidimensionaler 1H-Kopfdaten eine Kantenla¨nge LB = 7.
Fu¨r die Maximierung der sparsity kann das verwendete Lexikon an das vorliegende Pro-
blem angepasst werden. In dieser Arbeit wird dazu nach der Initialisierung des Lexikons
mit einer ODCT der K-SVD-Algorithmus verwendet, um die Atome, also die Blo¨cke aus
denen die sparse Darstellung des Bildes erstellt wird, zu aktualisieren. Strukturen, die mit
der ODCT nur durch die Kombination einer großen Anzahl an Blo¨cken ausreichend genau
beschrieben werden ko¨nnen, beno¨tigen im angepassten Lexikon deutlich weniger Atome.
Unkorreliertes Bildrauschen setzt sich hingegen nicht durch wiederkehrende Strukturen
zusammen, sodass hierfu¨r weiterhin die Kombination einer Vielzahl von Lexikoneintra¨-
gen notwendig ist. Die im 3D-DLCS-Rekonstruktionsalgorithmus erreichte Reduktion der
l0-Norm der Lexikon-Darstellung, also die blockweise Minimierung der verwendeten Ato-
me, fu¨hrt somit zu einer raschen Reduktion des Bildrauschens. Die erfolgreiche Trennung
zwischen Bildstruktur und Rauschen mit dem 3D-DLCS-Algorithmus hat zur Folge, dass
selbst bei rauschbehafteten Rohdaten akkurate Rekonstruktionen mo¨glich sind. Ein sol-
ches Beispiel ist in Abbildung 4.8 dargestellt, wo die 3D-DLCS-Rekonstruktion auch bei
reduzierten Mittelungen - im Gegensatz zu den u¨brigen verwendeten Methoden - kleine
Strukturen gut aus dem Bildrauschen hervorhebt. Der Einfluss des Lernprozesses auf die
Rekonstruktionszeit spielt keine Rolle. Der rechnerische Aufwand durch das Anpassen mit
dem K-SVD-Algorithmus wird durch die sparsere Darstellung kompensiert.
5.3 Asymmetrische Unterabtastung
Wa¨hrend die asymmetrische Unterabtastung fu¨r kartesische Trajektorien heutzutage in
der klinischen Bildgebung weit verbreitet ist, werden nicht-kartesische Trajektorien in der
Regel gleichma¨ßig im k-Raum gefahren, was auf einen ho¨heren Rekonstruktionsaufwand
zuru¨ckzufu¨hren ist. Insbesondere bei ultrakurze TE (UTE)-Sequenzen, die die Datenauf-
nahme im Zentrum des k-Raums beginnen, fehlt bei asymmetrischer Abtastung ein Teil
des fu¨r den Bildkontrast wichtigen k-Raum-Zentrums.
Um dem Kontrastverlust entgegenzuwirken, wird in dieser Arbeit eine asymmetrische ra-
diale Unterabtastung vorgeschlagen. Anhand der aufgenommenen Projektionen im sta¨rker
unterabgetasteten Teil kann das k-Raum-Zentrum bis zur Nyquist-Grenze durch Inter-
polation wiederhergestellt und so der Kontrast erhalten werden. Zur Kompensation der
Asymmetrie in den Rohdaten ko¨nnen die restlichen Datenpunkte jenseits der Nyquist-
Grenze auf verschiedene Arten behandelt werden. Ein Auffu¨llen der fehlenden Daten mit
dem komplex konjugierten der Werte auf den punktsymmetrisch gespiegelten Projektionen
ist nicht ohne weiteres mo¨glich, da die im Tomographen aufgenommenen Daten aufgrund
von B0-Inhomogenita¨ten eine nicht-konstante Phase aufweisen. Die Alternativen sind ein
Auffu¨llen der Daten mit Nullen (zerofilling) oder die homodyne Verarbeitung der Daten
im Vorfeld der Rekonstruktion.
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5.3.1 Vergleich zwischen homodyner Initialisierung und Zerofilling
Das Auffu¨llen der Projektionen mit Nullen fu¨hrt allerdings zu unerwu¨nschten Streifen-
artefakten in Richtung der Asymmetrie. Dies zeigen die in Abbildung 4.10 dargestellten
Rekonstruktionen mit einer nominellen Auflo¨sung von (1, 7× 1, 7× 1, 7mm)3. Hingegen
liefert die homodyne Wichtung der Daten nahezu artefaktfreie Ergebnisse. Außerdem sind
die U¨berga¨nge zwischen unterschiedlichen Strukturen im menschlichen Gehirn durch die
sta¨rkere Wichtung hoher Frequenzen scha¨rfer. Dasselbe gilt fu¨r feine Strukturen, wie sie
z.B. im Kleinhirn vorkommen. Auch sie werden u¨berwiegend durch ho¨here Frequenzen
im k-Raum beschrieben, welche beim Auffu¨llen des Datensatzes durch zerofilling nur un-
zureichend repra¨sentiert sind. Die homodyn initialisierte 3D-DLCS-Rekonstruktion von
asymmetrischen Daten ermo¨glicht es somit, das durch zu starke Unterabtastung verur-
sachte blurring merklich zu reduzieren (Abbildung 4.3).
Ein Nachteil der homodynen Verarbeitung der Daten im Vorfeld einer klassischen Rekon-
struktion (FFT fu¨r kartesische Daten, NUFFT fu¨r nichtkartesische) ist, dass die Phasen-
information des Bildes verloren geht. In Kombination mit einer iterativen Rekonstruktion
fu¨hrt der Datenkonsistenzterm allerdings dazu, dass die Phase im Verlauf der Rekonstruk-
tion wiederhergestellt werden kann. Die Phase des Bildes wird unter Anderem verwendet,
um die Sta¨rke des Radiofrequenzfeldes B1 zu quantifizieren [Morrell, 2008; Allen et al.,
2011; Lommen et al., 2015] und somit verla¨sslichere Aussagen zur 23Na-Konzentration im
Gewebe zu ermo¨glichen.
5.4 Quantitative Auswertung der Bildqualita¨t
Das Fehlen eines einheitlichen, objektiven Maßes erschwert die Bewertung der Bildrekon-
struktionen. Dies gilt insbesondere fu¨r iterative, nichtlineare Rekonstruktionen wie sie fu¨r
CS-Verfahren beno¨tigt werden. Sofern eine Referenz vorhanden ist - im Falle der MR-
Bildgebung also die genaue Kenntnis der ortsaufgelo¨sten Magnetisierungsverteilung - liegt
es nahe, die Abweichung eines rekonstruierten Bildes von der Referenz als Maß zu ver-
wenden. Der quadratische Mittelwert des Fehlers (engl. root mean squared error, RMSE)
und das PSNR ko¨nnen beispielsweise hierfu¨r verwendet werden. Bei einer exakten U¨ber-
einstimmung von Referenz und Rekonstruktion gilt RMSE = 0. Weicht der Wert von 0
ab, so ist keine Aussage daru¨ber mo¨glich, welcher Natur die Abweichung von der Referenz
ist (Abbildung 5.1). Ursachen fu¨r Abweichungen vom Referenzbild ko¨nnen beispielsweise
Rauschen, blurring oder sonstige Artefakte sein. Trotz der objektiv gleichen
”
Qualita¨t“
der Bilder, kann der Nutzen der Bilddaten fu¨r einen Radiologen stark variieren [Wang und
Bovik, 2009].
Das SNR kann bei linearen Rekonstruktionen zur Abscha¨tzung des Bildrauschens ver-
wendet werden. Dazu werden zwei ROIs im Gewebe und im Bildhintergrund platziert
[Constantinides et al., 1997]. Diese Methode zur SNR-Bestimmung kann allerdings nur fu¨r
lineare Rekonstruktionen angewandt werden, da das Rauschen im Gewebe und im Bildhin-
tergrund bei nichtlinearen Rekonstruktionen aufgrund der Regularisierung im Verlauf der
Rekonstruktion unterschiedlich behandelt wird. Das Rauschen im Hintergrund ist leichter
zu minimieren, was den erhaltenen Wert fu¨r das SNR nach oben verfa¨lscht.
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a b c d
Abbildung 5.1: RMSE fu¨r unterschiedliche Bildartefakte. Im Bezug zur auf 1 normierten Referenz
(a) weisen die modifizierten Bilder (b - d) alle den gleichen mittleren Fehler auf (RMSE = 0,1),
obwohl die Abweichungen verschiedener Natur sind (b: Rauschen, c: Gaußfilter, d: Fehlen eines Teils
des Bildes).
Um eine mo¨glichst aussagekra¨ftige Evaluation zu ermo¨glichen, wurde in dieser Arbeit ne-
ben dem globalen Maß PSNR zusa¨tzlich die SSIM verwendet, um die lokalen Eigenschaften
der Bilder zu beru¨cksichtigen. Zur Evaluation des Kontrastes wurde in den Rekonstruk-
tionen der Kontrast zwischen einer La¨sion und weißer Materie CL verwendet.
5.4.1 PSNR und SSIM
Die Maße PSNR und SSIM wurden aufgrund ihrer unterschiedlichen Sensitivita¨t insbe-
sondere gegenu¨ber Bildrauschen gewa¨hlt [Hore und Ziou, 2010]. Die in Abbildung 5.1
dargestellten Artefakte fu¨hren zu a¨hnlichen Werten fu¨r das PSNR, was nicht verwunder-
lich ist, da es sich hierbei um eine logarithmische Darstellung des Kehrwerts des RMSE
handelt (Abschnitt 3.6.2). Die Werte fu¨r das SSIM sind allerdings durchaus unterschied-
lich. Der niedrigste Wert wird beim verrauschten Bild erreicht, der ho¨chste bei einem
fehlenden Bildteil (Tabelle 5.1). Die SSIM ist also ein guter Indikator fu¨r das Rauschni-
veau in den Rekonstruktionsergebnissen. Ein Artefakt wie in Abbildung 5.1d kommt in
der MR-Bildgebung u¨blicherweise nicht vor. Die Insensitivita¨t der SSIM diesbezu¨glich ist
daher akzeptabel.
Tabelle 5.1: SSIM- und PSNR-Werte fu¨r die in Abbildung 5.1 dargestellten Bildartefakte.
Rauschen Blurring Fehlender Bildteil
PSNR 20,0 19,9 19,9
SSIM 0,48 0,73 0,96
Das PSNR und die SSIM wurden auch verwendet, um die Rekonstruktionsparameter des
3D-DLCS-Algorithmus zu optimieren. Der starke Einfluss der Blockgro¨ße auf die Rekon-
struktionsergebnisse hat zwei Ursachen: Zum Einen sind zu kleine Blo¨cke nicht gut geeig-
net, um Bildstrukturen vom Rauschhintergrund hervorzuheben, da die Dimensionen der
Blo¨cke in der Gro¨ßenordnung des Rauschens sind. Rauschbedingte Intensita¨tsverteilungen
ko¨nnen bereits durch die Kombination weniger Blo¨cke der Gro¨ße B = 2 × 2 × 2 akkurat
beschrieben werden. Eine Maximierung der sparsity fu¨hrt also nicht zu einer Redukti-
on des Rauschens. Im Gegenzug ist fu¨r die korrekte Darstellung der Bildstrukturen durch
große Blo¨cke die Kombination vieler Blo¨cke notwendig. Die resultierende Abweichung fu¨hrt
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letztendlich zu blurring. Eine Mo¨glichkeit, dem entgegenzuwirken, wa¨re die Nutzung eines
deutlich gro¨ßeren Lexikons, was allerdings zu erheblich la¨ngeren Rekonstruktionszeiten
fu¨hrt.
Wa¨hrend bei der Rekonstruktion von simulierten Daten das PSNR maximal bei einer
Blockgro¨ße von B = 3 × 3 × 3 ist, ist die SSIM maximal fu¨r B = 4 × 4 × 4. Die SSIM is
weniger sensitiv gegenu¨ber dem versta¨rkten Blurring, wie in Abbildung 4.2 zu sehen ist.
5.4.2 Erhaltung des Bildkontrastes
Fu¨r die Quantifizierung von 23Na in MS-La¨sionen oder Tumoren ist die korrekte Wie-
dergabe der Bildintensita¨ten notwendig. Im Hinblick auf die klinische Anwendung von
23Na-MRT ist der Erhalt des Bildkontrastes also von zentraler Bedeutung. Repra¨sentativ
wurde in dieser Arbeit dazu der La¨sion-zu-weißer-Substanz-Kontrast CL ausgewertet. Die
in Tabelle 4.2 wiedergegebenen Ergebnisse fu¨r simulierte Daten besta¨tigen, dass die 3D-
DLCS-Rekonstruktion moderat unterabgetasteter und gemittelter Daten diesbezu¨glich die
besten Ergebnisse liefert, wa¨hrend die Werte fu¨r CL bei zu hoher Unterabtastung (USF
= 35) insbesondere bei CS-Rekonstruktionen durch blurring merklich reduziert sind. Die
NUFFT-Rekonstruktionen sind genauso wie die Rekonstruktionen fu¨r USF = 1-2 stark
rauschbehaftet, was wiederum zu einem großen Fehler bei der Bestimmung von CL fu¨hrt.
Diese Bilder sind fu¨r eine quantitative Auswertung nur eingeschra¨nkt nutzbar.
Der negative Einfluss starker Unterabtastung auf die Kontrastbestimmung macht sich auch
in den Rekonstruktionen aus Abbildung 4.9 bemerkbar: Die 3D-DLCS-Rekonstruktion der
mit einer Unterabtastung USF = 14.4 gleichma¨ßig erfassten k-Raum-Daten weist einen
gegenu¨ber der Referenz merklich reduzierten Kontrast auf. Die homodyn initialisierte 3D-
DLCS-Rekonstruktion asymmetrisch unterabgetaster Daten reduziert die Abweichung vom
Referenzwert. Insbesondere bei hohen Auflo¨sungen ist eine asymmetrische Aufnahme der
Daten in Kombination mit einer homodynen Initialisierung von Vorteil fu¨r eine quantita-
tive Auswertung. Zuverla¨ssigere Ergebnisse sind dennoch bei niedrigeren Auflo¨sungen zu
erwarten.
5.5 Anatomisches Vorwissen und die Unabha¨ngigkeit davon
Fru¨here iterative Verfahren zur Rekonstruktion von 23Na-Daten verwenden anatomisches
Vorwissen aus ho¨her aufgelo¨sten 1H-Bildern [Gnahm und Nagel, 2015; Constantinides
et al., 2000b; Haldar et al., 2008]. Bei der Nutzung von Vorwissen aus anderen Daten-
sa¨tzen muss allerdings immer gewa¨hrleistet sein, dass das resultierende 23Na-Bild auch
vollkommen mit den aufgenommenen Daten u¨bereinstimmt und nicht beispielsweise eine
nur in den 1H-Daten vorhandene La¨sion letztendlich im 23Na-Bild sichtbar wird. Sofern die
Verwendung von 1H-Daten sich auf die Erhaltung von Kanteninformation zur Reduktion
von Partialvolumeneffekten beschra¨nkt wird, ist dies sicherlich gegeben. Dennoch ist der
Nachweis der Unabha¨ngigkeit meist nicht ohne weiteres mo¨glich.
Ein Vorteil des 3D-DLCS-Algorithmus ist, dass er ohne anatomisches Vorwissen auskommt
und allein die aufgenommenen 23Na-Daten sowie ein auf das zu rekonstruierende 23Na-Bild
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angepasstes Lexikon fu¨r die Regularisierung der Rekonstruktion verwendet. Eine Verfa¨l-
schung durch A-priori-Information ist damit ausgeschlossen. Dennoch ko¨nnte die zu mini-
mierende Zielfunktion auch um einen entsprechenden Term erga¨nzt werden und Vorwissen
in geeigneter Form genutzt werden, zusa¨tzlich zur Regularisierung durch das angepasste
Lexikon.
6 Zusammenfassung
Das im Vergleich zur 1H-MRT etwa um einen Faktor 2 · 105 niedrigere SNR der 23Na-
MRT hat zur Folge, dass die aufgenommenen Daten auch bei einer geringen ra¨umlichen
Auflo¨sung stark rauschbehaftet sind. Um die Messzeiten in einem akzeptablen Rahmen zu
halten, werden die Daten in der Regel zudem unterabgetastet aufgenommen. Bei der klassi-
schen, linearen nicht-uniformen schnellen Fouriertransformation (NUFFT)-Rekonstruktion
von 3D-radialen Daten fu¨hrt eine moderate Unterabtastung zu rauschartigen Artefakten.
Der in dieser Arbeit vorgestellte Compressed Sensing mit gelerntem 3D-Lexikon (3D-
DLCS)-Rekonstruktionsalgorithmus ermo¨glicht eine merkliche Reduktion des auf Unter-
abtastungsartefakte zuru¨ckzufu¨hrenden Rauschens. Die fu¨r eine korrekte Rekonstruktion
notwendige sparse Darstellung wird hierbei durch ein an das vorliegende Bild angepasstes
Lexikon erreicht. Das Spitzen-Signal-Rausch-Verha¨ltnis (PSNR) ist bei der 3D-DLCS-Re-
konstruktion von zehnfach unterabgetasteten und gemittelten Daten um 5,1 dB gegenu¨ber
der NUFFT-Rekonstruktion erho¨ht, die strukturelle A¨hnlichkeit (SSIM) um 24%.
Die Eintra¨ge (Atome) des angepassten Lexikons bestehen aus dreidimensionalen Blo¨cken,
aus denen jeweils die Scha¨tzung des Bildes im aktuellen Iterationsschritt zusammengesetzt
wird. Weil das Rauschen nicht aus wiederkehrenden Strukturen besteht, kann es nicht
”
gelernt“ werden und somit nicht sparse in der Basis des Lexikons repra¨sentiert werden.
Um eine sparse Darstellung des gemessenen Objekts zu ermo¨glichen, muss das angewandte
Lexikon aus einer genu¨gend großen Zahl an Atomen bestehen und anhand von genu¨gend
vielen Proben aus dem Bild aktualisiert werden.
Wa¨hrend rauschartige Unterabtastungsartefakte gut mithilfe von CS-Rekonstruktionsal-
gorithmen reduziert werden ko¨nnen, trifft dies nicht fu¨r Rauschen zu, das aufgrund des
niedrigen 23Na-Signals in den Rohdaten vorhanden ist. Durch die Aufnahme mehrerer
Mittelungen kann das Datenrauschen reduziert werden (SNR ∝ √Nav). Die durch die
Aufnahme mehrerer Mittelungen erho¨hte Messzeit kann durch eine Unterabtastung der
Daten kompensiert werden. Es gilt bei dem Zusammenspiel zwischen Mittelungen und
Unterabtastung das richtige Gleichgewicht zu finden: Eine zu starke Unterabtastung bei
der Aufnahme vieler Mittelungen fu¨hrt zu verwaschenen Bildern (blurring), wa¨hrend zu
wenige Mittelungen bei geringer Unterabtastung starkes Restrauschen zur Folge haben.
Das beste Ergebnis wird bei moderater Unterabtastung und Mittelung erreicht (USF =
Nav = 10). Bei dieser Kombination sind das PSNR und die SSIM maximal (SSIM = 0,67
und PSNR = 19,9 dB).
Die korrekte Wiedergabe des Bildkontrastes ist wesentlich fu¨r die klinische Anwendbarkeit
eines Rekonstruktionsalgorithmus fu¨r 23Na-MRT. Die Quantifizierung der 23Na-Konzen-
tration setzt einen korrekten Kontrast voraus. Der Wert fu¨r den Kontrast zwischen einer
La¨sion und weißer Substanz CL ist fu¨r die 3D-DLCS-Rekonstruktion von zehnfach unter-
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abgetasteten und gemittelten Daten (CL = 0, 48± 0, 07) identisch mit dem der Referenz,
so dass die 3D-DLCS-Rekonstruktion fu¨r die Auswertung quantitativer Daten verwendet
werden kann.
Der 3D-DLCS-Algorithmus wurde nach der Optimierung der Rekonstruktionsparameter
anhand simulierter Daten auf Phantom- sowie auf In-vivo-Daten des ganzen Kopfes von
fu¨nf gesunden Probanden mit einer nominellen Auflo¨sung von jeweils (2× 2× 2) mm3 an-
gewandt. Die Daten wurden bei B0 = 7 T mit einer Messzeit TA = 20 min aufgenommen.
Das Bildrauschen in der 3D-DLCS-Rekonstruktion von Phantomdaten war deutlich re-
duziert, sofern die Daten ausreichend gemittelt wurden. Wa¨hrend die Sta¨be mit 2 mm
Durchmesser in der NUFFT-Rekonstruktion nicht eindeutig vom Rauschen unterscheid-
bar sind, werden sie im Laufe der 3D-DLCS-Rekonstruktion vom Rauschen hervorgehoben.
Wie auch bei der Rekonstruktion simulierter Daten fu¨hrt eine u¨berma¨ßige Unterabtastung
zu blurring, wa¨hrend das durch eine unzureichende Zahl an Mittelungen bedingte Daten-
rauschen nicht durch die Rekonstruktion reduziert werden kann. Bei der Rekonstruktion
von In-vivo-Daten ist zudem erkennbar, dass die Verwendung eines angepassten Lexikons
bei ho¨herem Datenrauschen einen besseren Erhalt kleiner Strukturen ermo¨glicht als die
Rekonstruktion mit einem konstanten ODCT-Lexikon.
Es konnte im Rahmen dieser Arbeit außerdem gezeigt werden, dass die 23Na-MRT ins-
besondere bei Aufnahmen mit hoher nomineller Auflo¨sung von einer asymmetrischen Ab-
tastung des k-Raums profitiert. Bei einer homogenen Verteilung der aufgenommenen Pro-
jektionen fu¨hrt die notwendige Unterabtastung zu blurring im Rekonstruktionsergebnis.
Die starke Unterabtastung ist notwendig, um trotz der notwendigen Datenmittelung ak-
zeptable Messzeiten zu ermo¨glichen. Durch die Umverteilung der Projektionen kann der
Unterabtastungsfaktor fu¨r einen Teil der aufgenommenen Daten und das damit einher-
gehende blurring im resultierenden Bild reduziert werden. Das Fehlen der Projektionen
im sta¨rker unterabgetasteten Teil kann mithilfe der Symmetrieeigenschaften des k-Raums
kompensiert werden. Dazu wurde die homodyne Verarbeitung der Daten auf den 3D-
radialen Fall ausgeweitet. Das fu¨r den Erhalt der Phaseninformation notwendige k-Raum-
Zentrum wurde bis zur Nyquist-Grenze durch Interpolation anhand der aufgenommenen
Daten rekonstruiert.
Die 3D-DLCS-Rekonstruktion homodyn initialisierter, asymmetrischer, simulierter Daten
mit einer nominellen Auflo¨sung von (1, 7× 1, 7× 1, 7) mm3 weist gegenu¨ber der Rekon-
struktion gleichma¨ßig aufgenommener Daten zwar ein niedrigeres PSNR auf, dafu¨r aber
ein ho¨heres SSIM; kleine La¨sionen sind zudem besser erhalten. Insbesondere ist fu¨r ho-
modyn initialisierte, asymmetrische Daten die Abweichung des Kontrastes CL von der
Referenz deutlich reduziert.
Zusammenfassend kann gesagt werden, dass die hier vorgestellte 3D-DLCS-Rekonstruktion
von 23Na-Daten gegenu¨ber der klassischen NUFFT-Rekonstruktion eine deutlich verbes-
serte Qualita¨t ermo¨glicht. Das Bildrauschen im Rekonstruktionsergebnis ist merklich redu-
ziert, kleine Strukturen werden dabei dennoch gut erhalten. Um eine akkurate Rekonstruk-
tion zu erhalten, ist darauf zu achten, dass die verwendeten Daten nicht zu rauschbehaftet
sind, so dass hauptsa¨chlich Unterabtastungsartefakte das Bildrauschen bestimmen. Die
ho¨chsten Werte fu¨r PSNR und SSIM sowie die geringste Abweichung vom Kontrast der
Referenz wurden bei zehnfacher Unterabtastung und Mittelung erzielt. Die Messzeit kann
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durch eine asymmetrische Aufnahme der Daten um 30% reduziert werden. Bei der Daten-
rekonstruktion wird die Punktsymmetrie des k-Raums fu¨r die Initialisierung durch eine
homodyne Rekonstruktion der Daten genutzt. Die homodyne Initialisierung asymmetrisch
aufgenommener Daten fu¨hrt zu einer besseren Darstellung kleiner Strukturen und einem
besseren Erhalt des Bildkontrastes.
Anhang
A Rekonstruktionen von In-vivo-23Na-MR-Daten
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Abbildung A.1: Transversal- Sagittal- und Coronarschnitte der Rekonstruktion von in-vivo 23Na-
Daten eines gesunden Probanden (nominelle Auflo¨sung: 2 mm. a: NUFFT-Rekonstruktionen. b:
ODCT-CS-Rekonstruktionen. c: ODCT-CS-Rekonstruktionen. d: 3D-DLCS-Rekonstruktionen. Die
Daten sind mit USF = 10 und Nav = 10 aufgenommen. Die Messzeit betrug TA = 30 min.
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Abbildung A.2: Transversal- Sagittal- und Coronarschnitte der Rekonstruktion von in-vivo 23Na-
Daten eines gesunden Probanden (nominelle Auflo¨sung: 2 mm. a: NUFFT-Rekonstruktionen. b:
ODCT-CS-Rekonstruktionen. c: ODCT-CS-Rekonstruktionen. d: 3D-DLCS-Rekonstruktionen. Die
Daten sind mit USF = 10 und Nav = 10 aufgenommen. Die Messzeit betrug TA = 30 min.
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Abbildung A.3: Transversal- Sagittal- und Coronarschnitte der Rekonstruktion von in-vivo 23Na-
Daten eines gesunden Probanden (nominelle Auflo¨sung: 2 mm. a: NUFFT-Rekonstruktionen. b:
ODCT-CS-Rekonstruktionen. c: ODCT-CS-Rekonstruktionen. d: 3D-DLCS-Rekonstruktionen. Die
Daten sind mit USF = 10 und Nav = 10 aufgenommen. Die Messzeit betrug TA = 30 min.
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