Heuristic techniques for recognizing PL spheres using the topological software polymake are presented. These methods have been successful very often despite sphere recognition being known to be hard (for dimensions d ≥ 3) or even undecidable (for d ≥ 5). A deeper look into the simplicial complexes for which the heuristics failed uncovered a trove of examples having interesting topological and combinatorial properties.
Introduction
The sphere recognition problem often arises in the guise of manifold recognition; that is, deciding whether a given (finite abstract) simplicial complex triangulates some manifold then determining its type. In the piecewise linear (PL) category, recognizing whether a given complex triangulates a PL manifold can be reduced to PL sphere recognition since the links of all vertices of the given complex need to be PL spheres. The following is a (very incomplete) list of scenarios where manifold recognition can be used:
Enumeration. When enumerating triangulations of manifolds of a given dimension with a fixed number of vertices or facets, we want to ensure that the objects produced are indeed manifolds and discard all others [13, 15, 53] .
Topological Constructions. Various topological manifold constructions can be discretized so that the objects of interest can be studied with the help of a computer. To ensure the discretization has been carried out correctly, we want to confirm the manifold property. In practice, this test effectively detects the majority of construction errors [2, 52, 55] .
Meshing. The goal here is to obtain a triangulation of a hypersurface in some (higher-dimensional) Euclidean space by sampling; see, e.g., [47] . As in the case of the topological constructions, we want to verify that the triangulation is non-degenerate.
Here we will only consider closed manifolds encoded as finite abstract simplicial complexes. However, our methods can be easily modified to deal with manifolds with boundary or more general cell complexes. For instance, the second barycentric subdivision of a pseudo-simplicial complex (having simplices as faces and allowing identifications on the boundaries) is a simplicial complex.
Before we describe our approach, we briefly look at the history of the sphere recognition problem. While sphere recognition is trivial in dimensions d ≤ 2, Sergey P. Novikov showed that the problem is undecidable when d ≥ 5; his proof can be found in the paper [56] , see also [19] . Since then most of the research focused on d = 3. Rubinstein [46] and Thompson [54] proved that 3-sphere recognition is decidable. More recently, Schleimer [48] showed that 3-sphere recognition lies in the complexity class NP. Hass and Kuperberg [33] announced that this problem also lies in co-NP, provided that the Generalized Riemann Hypothesis holds. The problem of 4-sphere recognition is still open. It is even unclear whether there may or may not be exotic 4-spheres which are homeomorphic, but not PL homeomorphic to the standard 4-sphere S 4 .
Our main application is to certify whether a given simplicial complex is a combinatorial manifold. We do this by showing that all face links are PL-spheres. To this end our guiding principle will be the following key result.
Theorem 1 (Whitehead [57] , Forman [26, 27] ) A combinatorial dmanifold is PL-homeomorphic to the standard PL d-sphere S d if and only if it has some subdivision which admits a spherical discrete Morse function, i.e., a discrete Morse function with exactly one critical 0-cell and exactly one critical d-cell.
A discrete Morse function may be encoded as an acyclic partial matching in the Hasse diagram [18] . The critical faces are those which are unmatched. Our strategy for sphere recognition is to combine the search for a spherical discrete Morse function with the computation of homology and fundamental groups and bistellar flips. This is explained in detail in Section 2. Section 3 will report on the relevant data structures and their implementation in polymake [5, 31] .
Our procedure must overcome a number of major difficulties which include the following.
Deciding whether a discrete Morse function with at most a fixed number of critical cells exists is NP-hard [37, 41] .
There are combinatorial d-spheres that do not admit any spherical discrete Morse function [9, 11] .
Adiprasito recently showed that a sufficiently large iterated barycentric subdivision of any PL sphere is polytopal [1] (and thus admits a spherical discrete Morse function). However, as pointed out above, for d ≥ 5, recognizing the PL d-sphere is undecidable. This implies that a priori there is no bound on the number of barycentric subdivisions required to admit a spherical discrete Morse function.
In iterated barycentric subdivisions, finding a spherical discrete Morse function quickly becomes cumbersome [2] .
In Section 4, we will demonstrate that despite these drawbacks, finding optimal discrete Morse functions (within some 'horizon') is often surprisingly easy, even for large input; see also [2, 10] . Not surprising, however, is that there are also other kinds of input for which our methods fail. A thorough analysis of the reasons for failure reveals several interesting families of simplicial complexes. In this sense our sphere recognition procedure can be used in two ways: either as an effective method or as a device to systematically produce instructive examples. For instance, we obtain many non-collapsible simplicial complexes which are contractible.
We will work in the PL category. But for completeness, we collect here some known results about the recognition of non-PL spheres. A proper homology sphere is a topological manifold with the same homology as the sphere of the same dimension, but which is not homeomorphic to the sphere. By the double suspension theorem of Edwards [25] and Cannon [16] , the double suspension of every proper homology d-sphere Σ d is a true (d+2)-dimensional sphere. For any triangulation of Σ d the double suspension susp(susp(Σ d )) is a non-PL triangulation of S d+2 (since we have Σ d sitting in its double suspension as the link of an edge). One way to recognize such non-PL triangulations would be to first reduce a given complex in size by using bistellar flips and then comparing the resulting triangulation with, say, reference triangulations of double suspensions for particular homology spheres -but this will have a limited chance of success. Surprisingly, there are non-PL balls and non-PL spheres with perfect discrete Morse vectors, see [2, 7] . This does not contradict Theorem 1 as some face links will fail to have perfect discrete Morse vectors.
This text is the full version of the extended abstract [36] .
An Inductive Sphere Recognition Procedure
Throughout this text, let K be a d-dimensional (finite abstract simplicial) complex with n vertices and m facets. A facet is a face that is maximal with respect to inclusion. A d-dimensional complex is pure if each facet has exactly d + 1 vertices. A codimension-1-face in a pure complex is called a ridge.
To verify whether K is a PL d-sphere, there are three elementary combinatorial checks that are useful to perform first. These checks are fast; their running time is bounded by a low-degree polynomial in the parameters d, m and n. If one of the checks fails, this will serve as the certificate that K is not a sphere.
(1) Check if K is pure.
(2) Check if each ridge is contained in exactly two facets.
Success in these two tests will ascertain that K is a pseudo-manifold (without boundary). A pseudo-manifold K of dimension d = 0 is the 0-dimensional sphere S 0 ; it consists of two isolated vertices. A connected pseudo-manifold K of dimension d = 1 is a polygon, and thus triangulates the 1-dimensional sphere S 1 .
The pseudo-manifold property of a simplicial complex is inherited by all face links. In particular, a connected pseudo-manifold of dimension 2 is a triangulation of a closed surface or of a closed surface with pinch points. A pinch point has multiple disjoint cycles as its vertex link.
A d-dimensional pseudo-manifold is a combinatorial d-manifold if all vertex links are PL homeomorphic to the boundary of the d-simplex. In particular, a combinatorial d-manifold is a triangulation of a PL d-manifold. This recursive nesting of PL structures suggests an inductive check of the face links of K by dimension starting with 0-dimensional links and proceeding up. In this way the Steps (1), (2) and (3) serve as the base case for our inductive procedure.
A (connected) 2-dimensional pseudo-manifold K whose vertex links are single cycles is a combinatorial 2-manifold and triangulates a closed surface. If, in addition, the Euler characteristic of K is 2, then K is S 2 .
The sphere recognition problem becomes more interesting for d ≥ 3. Despite the fact that exact methods for d = 3 exist [46, 54] , employing a heuristic approach even in the 3-dimensional case often turns out to be efficient.
We begin by computing the Hasse diagram of the complex K; this is the directed graph having one node per face and a directed edge for each pair of incident faces whose dimensions differ by one. The orientation of the edges is merely a matter of convention; here we direct the edges towards the higher-dimensional faces. A proper implementation of this step along with a careful design of the relevant data structures is crucial for our heuristic approach; see Section 3.1 below for details.
(4) Compute random discrete Morse functions and check if any are spherical [10] .
After the initial tests (1), (2) , and (3) we need to verify that K is, indeed, a combinatorial manifold. A pure d-dimensional simplicial complex K is a combinatorial d-manifold if and only if for any proper i-face F of K, where 0
Notice that if all links of i-faces are PL spheres, then all links of (i−1)-faces are combinatorial (d−i)-manifolds, which is a necessary condition to verify that the links of (i−1)-faces are PL spheres. In this way, this property is recursive. In practice, however, a recursive method is likely to encounter repetitions so it is preferred to work inductively in a level-by-level approach. According to Theorem 1, any combinatorial d-manifold that becomes collapsible after the removal of one facet is a PL d-sphere. This statement is equivalent to the existence of an acyclic matching in the Hasse diagram with exactly two critical cells. That is, a matching given by the pairings induced by the performed elementary collapses such that if the edges of the matching are reversed, the resulting directed graph is acyclic and has precisely two unmatched nodes: one representing a facet and one representing a vertex. Chari [18] showed that this translates into the language of discrete Morse theory, as developed by Forman [26, 27] 
is a sphere or is contractible, then this definition is independent of the field and we simply say their respective discrete Morse vectors are perfect. See Figure 1 for the Hasse diagram of a triangulation of the real projective plane RP 2 on six vertices; an acyclic matching with three critical cells is marked. The corresponding discrete Morse vector (1, 1, 1) is Z 2 -perfect.
A randomized search for small discrete Morse vectors was introduced in [10] . This approach traverses the Hasse diagram level-wise from top to bottom. The free faces for elementary collapses are chosen at random; if there are no free faces, a face of the current maximal dimension is chosen at random, marked critical, and removed. For a discussion on how we randomize, see Section 3.3 below.
Brehm and Kühnel [13] already used a basic version of (4) to show that some 8-dimensional simplicial complex with 15 vertices is a combinatorial 8-manifold. Computing the simplicial homology modules is a fairly standard procedure. For field coefficients this reduces to Gauss elimination being applied to the (simplicial) boundary matrices. Over the integers the computation of the Smith normal forms of the boundary matrices serves as a replacement; see [42, §11] . Usually, we compute with integer coefficients. A necessary condition for K to be a sphere (PL or not) is H d (K) ∼ = Z and all other (reduced) homology groups vanish. In this case we say that K has spherical homology. For more details, see Section 3.2 below. If K is a sphere (PL or otherwise) then the fundamental group is trivial. From the affirmation of the PL Poincaré Conjecture by Smale [50] for dimensions d ≥ 5 and by Perelman [44] for d = 3, we obtain the following converse.
Theorem 2 (PL Poincaré Conjecture) Let K be a simply connected combinatorial d-manifold, d = 4, with the homology of the d-dimensional sphere. Then K is a PL sphere.
Dimension d = 4 is a special case. Let M be a closed oriented combinatorial 4-manifold. This implies that M carries a unique smooth structure. We fix a generator [M ] ∈ H 4 (M ), which is called an orientation class. The restriction of the cohomology multiplication gives rise to the symmetric bilinear form
which is called the intersection form of M . Here f ∪ g denotes the cup product, and ·, · is the evaluation of a cocycle on a cycle. Freedman proved that a simply connected 4-manifold with trivial intersection form is homeomorphic to the 4-sphere [28] . But his result does not say whether this also holds in the PL category. In fact, it is a major open problem whether or not exotic 4-spheres exist. Therefore, if Q M is non-trivial this rules out the possibility that M is homeomorphic to S 4 , but the triviality of Q M gives us nothing in the PL category since M could be an exotic sphere. In all other dimensions d = 4, proving that π 1 (K) = 1 is enough to recognize K to be a PL d-sphere (provided that K is a combinatorial dmanifold with spherical homology). In [49, Chapter 7] Seifert and Threlfall describe how one can obtain a finite presentation of π 1 (K) from any spanning tree in the 1-skeleton (with the remaining edges as generators) and all the 2-faces (as relators). However, checking if a finitely presented group is trivial is known to be undecidable. Discussing heuristic approaches to simplifying group presentations is beyond the scope of this paper. In practice we rely on GAP [30] which employs Tietze transformations. for N rounds do compute random acyclic matching if this acyclic matching is spherical then return YES compute homology if homology not spherical then return NO compute and simplify presentation of fundamental group π 1 if this presentation is found to be trivial and d = 4 then return YES if this presentation is found to be non-trivial then return NO for N rounds do perform random bistellar flip if boundary of simplex reached then return YES return UNDECIDED Notice that the ordering of the steps (4) through (7) is arbitrary. The specific ordering we chose here was useful for us to obtain the results from Section 4 below.
Data Structures and Implementation Details
The Algorithm 1 has been implemented in the mathematical software system polymake [31] . While the main focus is on convex polytopes, polyhedra and fans, polymake is also capable of dealing with simplicial complexes, matroids, graphs, tropical hypersurfaces and other objects. In the polymake project, Perl and C++ are used as programming languages; our heuristics are implemented in C++. A description of some of the underlying data structures for Algorithm 1 can be found in the unpublished manuscript [35] and in [10, 12] . Here, we give a brief outline and some implementation details.
Hasse diagrams and face trees
The most obvious way to encode a finite abstract simplicial complex is to list its facets, each of which is written as a subset of the set of vertices. Depending on the kind of operations we intend to use, each facet can simply be encoded as an ordered list of vertices (e.g., implemented as std::list) or in a more involved fashion. Options for the latter include balanced search trees, where the vertices of a given facet form the keys (e.g., implemented as std::set or polymake::Set), or as a bitstring, which writes a facet as a characteristic function on the set of vertices (e.g., implemented as std::bitset or polymake::Bitset). However, such a facet list encoding is not suitable for our heuristics.
A more sophisticated concept is provided by the face trees introduced by Kaibel and Pfetsch [38] ; see also Ganter [29] . While this works in much greater generality, here we use it to construct the Hasse diagram of the face lattice of a simplicial complex K from the list of its facets. It is common to encode the entire Hasse diagram of K as a directed graph H(K), where each node represents a face, and a directed arc from σ to τ means that the face σ is a maximal proper subface of τ . The unique source of this directed graph is the empty face. In what follows it is essential that each face is stored as an ordered sequence of vertices. This induces a lexicographic ordering of the faces of K of fixed dimension. Face trees are special in that for each face σ the data structure also explicitly stores the unique directed path from the empty face to σ which is lexicographically minimal. Constructing H(K) using a breadth-first search yields an algorithm which is linear in the total number of faces of K.
Theorem 4 ([38, Theorem 5])
The Hasse diagram of the face lattice of a simplicial complex K can be computed from the facet list of K in O(d·m 2 ·φ) time, where m is the number of facets and φ is the total number of faces ofK.
Example 5 Figure 1 shows the Hasse diagram of the standard triangulation of the real projective plane RP 2 on six vertices. The face tree data structure encodes each face as a node together with a unique path from the bottom node to that face. For instance, associated with the face 012 is the path ∅ → 0 → 01 → 012.
Face trees are implemented in polymake as the container type polymake:: FaceMap. The term "map" is computer science lingo for "associative container". Here it is used as the type that comes with an interface to locate an arbitrary face of K in the graph
Remark 6 The result in [38] is stated for face lattices of convex polytopes, but it also holds for arbitrary lattices which are both atomic and co-atomic. For simplicial complexes, the vertices are the atoms and the co-atoms are the facets. In [38] the authors use the parameter α to denote the number of vertex-facet incidences which, in the general poset picture, translates to the number of pairs (x, y) where x is an atom, y is a co-atom, and x is below y.
The main advantage of using face trees over facet lists for our approach is that all face links are automatically represented as subtrees. This is immediately useful for our inductive approach as it avoids repeatedly checking the same face links (which may occur as the links of more than one face). More importantly, in
Step (4) we construct the random acyclic matching in a destructive way. That is, we explicitly manipulate the arcs in the Hasse diagram. This enables the computation of data so large that they essentially take all the available main memory for just representing one Hasse diagram. The same holds for the bistellar flips in Step (7) . These are also performed by explicitly changing the Hasse diagram locally. The face tree data structure is well-suited for deciding quickly if an intended bistellar flip is actually possible.
Homology computation
The Hasse diagram of a simplicial complex K describes all of its simplicial boundary matrices, and these matrices can be used for the homology computation. It is fairly easy to actually compute the homology of K if the coefficient domain is a field. In this case the boundary operator is a linear map. Its kernel and image are vector spaces. Hence the homology modules are vector spaces whose dimensions can be obtained as the differences between the co-rank and rank, respectively, of the two subsequent boundary matrices. Algorithmically, the rank (or co-rank) of a matrix can be obtained by a sequence of Gauss elimination steps.
Each integral homology module of K is a finitely generated abelian group. That is, they are a direct product of a finitely generated free abelian group and a product of finitely many cyclic groups of prime power order. On a conceptual level, the computation of integral homology differs only by a little from the computation of rational homology. There are two reasons for this: Firstly, Q is the quotient field of Z. Secondly, Z is a Euclidean domain. The latter property comes in handy when one tries to perform a Gauss elimination over Z. If the pivoting element is a unit, i.e., a 1 or −1, then the corresponding rational basis transformations are integral and the situation is then exactly the same as computing over Q. Otherwise the pivoting element is not a unit, then Euclid's algorithm can be used to determine an integral transformation that will simplify the matrix. In this way, after finitely many steps, each boundary matrix ∂ k can be transformed into a diagonal shape, the Smith normal form of ∂ k . It is then straightforward to determine the structure of H k (K) from the Smith normal forms of ∂ k+1 and ∂ k . The existence and also the construction of the Smith normal form of an integral matrix is a classical result due to H. J. S. Smith [51] ; for a modern account see Munkres [42, §11] .
In terms of complexity there is a fundamental difference between Gauss elimination over Q and the sketched type of Euclidean-Gaussian elimination over Z. In the rational case the computation time is bounded by a polynomial (in the size of the input matrix) since the growth of the coefficients can be controlled. This has been observed by Edmonds [24] . However, for the analogous operation over Z neither the size of the coefficients nor the number of arithmetic operations in Z is polynomially bounded. Kannan and Bachem [39] gave the first polynomial time Smith normal form algorithm, which was later improved by Iliopoulos [34] and others.
While the modular approach is valid for matrices with arbitrary integer coefficients, simplicial boundary matrices have entries 1, −1, and 0 only. That is to say, in an arbitrary simplicial boundary matrix it is always possible to perform at least a few Gauss elimination steps. Moreover, a typical boundary matrix is very sparse. If the matrix stays sparse during the elimination and if, additionally, one does not run out of unit coefficients too soon (such that it is possible to continue with elimination steps) an elimination based Smith normal form algorithm can be superior to the more sophisticated methods. This is why in practical applications elimination algorithms are often preferred. For a comprehensive survey, see Dumas et al [23] .
Each edge in a matching in the Hasse diagram corresponds to a nonzero coefficient in some boundary matrix and vice versa. If the matching is acyclic a sequence of Gauss elimination steps can be performed so that the Gauss steps performed first do not destroy the (unit) pivots required for the subsequent steps. Figure 2 shows the boundary matrices of RP 2 6 . The pivots corresponding to the acyclic matching from Figure 1 are marked. Using these pivots in an arbitrary order yields an elimination strategy for the computation of the homology modules.
Example 7
In Algorithm 1 the search for the acyclic matchings is listed before the homology computation. Clearly, this ordering can be reversed. More importantly, these steps can also be intertwined as finding an acyclic matching results in a strategy to compute the homology. To this end it is most natural to process the Hasse diagram from top to bottom level by level. Figure 2 : Boundary matrices of RP This kind of homology computation is implemented, for instance, in polymake [31, 5] , CHomP [20] and RedHom [17] .
Random acyclic matchings
The Random Discrete Morse client implemented in polymake has three random strategies which we call random-random, random-lex-first, and randomlex-last. In this section, we will give a short outline of our implementation and describe the differences between the three strategies. The method has been described in [10] .
Let K be a d-dimensional simplicial complex, which is not necessarily a manifold. A free face of K is a (d−1)-dimensional face that is contained in exactly one d-face. To save memory, our three strategies are destructive in the sense that they keep changing the complex K. In each step we try to pick one of the free faces and delete both it and the unique facet containing it from K. This is an elementary collapse, and the two removed faces form a regular pair, which is a matching edge in the Hasse diagram. The three strategies differ in how they pick the free face. If we run out of free faces we pick some facet, declare it critical and remove it. In both cases, after removing a regular pair or after removing a critical face the dimension of the resulting complex, K , may drop to d − 1. This process continues until K is zero-dimensional. In this case K only consists of vertices, all of which are declared critical.
For the random-random strategy, we first find all the free faces of K and collect them in a set or array data type. If this list is not empty, choose a free face uniformly at random. Taking the uniform distribution means that each free face has a fair chance of being taken, but this comes at a price since the sampling itself takes time if there are many free faces to choose from; see Knuth [40, §3.4.2] . If we run out of free faces the choice of the critical d-face is again uniformly at random.
Random-random is somehow the obvious strategy but there is a much cheaper way which maintains a certain amount of randomness. Here the price is that it seems to be next to impossible to say something about the resulting probability distribution. The idea is to randomly relabel the vertices of K once, at the beginning, and then to pick the free and critical faces in a deterministic way (which depends on the resulting labeling). Whenever a free or critical face is chosen, rather than selecting one at random, we pick the first (in the case of random-lex-first) or the last (in the case of random-lex-last) one.
The cost of being fair is quite significant when dealing with large complexes; for example, running the random-lex-first and random-lex-last strategies on sd 4 bd delta 4 took less than 3 minutes per run whereas the random-random strategy took approximately 2 hours per run.
The random-lex-last strategy was called "random-revlex" in [10] . We changed this here to random-lex-last to avoid confusion with (the term) reverse lexicographic ordering, which is different.
Random bistellar flips
In this section we discuss how randomness is applied in the algorithm of the bistellar simplification client which was implemented in polymake by Nikolaus Witte and follows the simulated annealing strategy in [12] . The goal of the algorithm is to make local changes, called bistellar moves, to the input SimplicialComplex to lower its f -vector (lexicographically) as much as possible. Naturally, the algorithm prefers moves that lower the f -vector ("cooling"). Unfortunately, we may fall into a local minimum, i.e., when there are no moves to further improve the f -vector. At that point, we deliberately make moves that increase the f -vector for some number of rounds ("heating") then cool again, hoping that this will help jiggle us out of that local minimum. The threshold for the number of rounds we tolerate before heating and the amount we heat is changed dynamically throughout the computation (greater when the complex is large and fewer when the complex is small).
Since each move only makes local changes, the algorithm only updates the list of possible moves instead of manipulating and carrying the entire Hasse diagram, which would be computationally very costly. More specifically, there is a subset raw options of all the i-dimensional faces of the complex that are contained in exactly d − i + 1 facets, 0 ≤ i ≤ d. The raw options are updated after each move. But only some of the raw options are 'proper' options, i.e., potential moves, which must satisfy the additional condition that performing the move does not introduce a face that is already present in the complex; see [12] . (The reason we do not update the list of proper options is because updating the raw options then checking is faster in the long run.)
The list of raw options is grouped by dimension. The options that introduce new faces of lower dimension are heating moves and moves that introduce faces of higher dimension are cooling moves. During a cooling period we begin by checking for d-moves (where d is the dimension of the input complex) that remove a vertex from the complex. For this, start with a list of raw options of dimension d. Create a random permutation of that list. Then we check each option in the permuted order until we find one that is proper. If none were proper, we move on to look for (d − 1)-moves, and continue to dimension d/2 (or (d + 1)/2 if d is odd) until we come across a proper option.
During a heating period, the story is slightly different. All raw options of dimension 0 are proper, i.e., all facets can be stellarly subdivided. For the heating strategy, the dimension of the heating move is chosen at random respecting a chosen distribution. For example, say we input a 4-dimensional complex. The default heat distribution for dimension 4 is [10,10,1]. So if the amount we heat heating=210, then the algorithm will heat for 210 rounds of which on average 10 are 0-moves, 100 are 1-moves and another 100 are 2-moves, but the order is chosen uniformly at random.
Examples and Experiments
The task of recognizing higher dimensional spheres or manifolds seems to be doomed given S. P. Novikov's non-recognizability result. Still, in many situations sphere recognition can be solved (easily) even for huge instances with few exceptions. Recently, explicit triangulations of the Akbulut-Kirby 4-dimensional spheres [4] were constructed [55] , for which the above recognition heuristics (4), (6), and (7) fail, but this outcome has thus far been unusual and isolated. In this section, we delve into this discrepancy between the theoretical non-recognizability and the success we observed in practice in recognizing explicit examples. We will discuss limitations for the different recognition tests and experimentally determine a 'horizon' within which we can hope for effective recognition results.
Tests (1)- (3) of our integrated recognition approach always work and run in polynomial time; they were merely included to discard simplicial complexes that for obvious reasons are not manifolds.
First type of limitations for random discrete Morse test (4): Dimension of the input
Test (4) can be inconclusive. The main difficulty is that once we start collapsing a triangulated sphere (after the removal of an initial critical facet), we might encounter subcomplexes that are contractible, but non-collapsible.
The most prominent example of a non-collapsible, contractible complex is the 2-dimensional dunce hat [58] which can be obtained from a single triangle by identifying, in a non-coherent way, its three boundary edges. The dunce hat can be triangulated as a simplicial complex with 8 vertices (see [8] ), while every contractible complex with fewer vertices is collapsible [6] . For Test (4), once an initial critical facet is removed from a manifold candidate, our goal is to show that the remaining simplicial complex collapses to a vertex and thus is a PL ball (see Theorem 1). The most basic example of a d-dimensional PL ball is a single d-dimensional simplex. Crowley et al showed that the 7-simplex with 8 vertices contains in its 2-skeleton an 8-vertex triangulation of the dunce hat onto which it collapses [21] . Our examples below are similar in spirit.
When we collapse the faces of a d-simplex using strategies random-lexfirst or random-lex-last (see Section 3.3), we will always reach a single vertex (since a d-simplex is a cone and the respective collapses are towards an apex). However, if free faces are chosen randomly for a d-simplex, d ≥ 7, we might run into the dunce hat or other contractible, but non-collapsible subcomplexes. For practical purposes, we immediately are interested in the rate of how often this is going to happen for the 7-simplex or higher-dimensional simplices. Table 1 displays the results of our random experiments. In dimension 7, all 10 9 rounds of sequences of random collapses were perfect. From dimension 8 on, we see a clear increase in the number of non-perfect discrete Morse vectors encountered, which means that randomly finding perfect discrete Morse vectors for the d-simplex beyond dimension 20 becomes increasingly more difficult. Although we have deterministic strategies to determine optimal discrete Morse vectors for various complexes, such as shellable complexes (which include single simplices), we cannot expect that running random collapses on a general 'random' input can perform better than on a single simplex. Tables 2 and 3 give the actual discrete Morse vectors we found for the 8-simplex and the 20-simplex, respectively. We observe that we can get stuck (i.e., run out of free faces at a dimension d > 0) in different dimensions, as we already see for the 8-simplex in Table 2 . While in the case of the 8-simplex we at most picked up two extra critical cells, the discrete Morse vector (1, 0, 6, 48, 182, 377, 657, 876, 801, 493, 170, 22, 0, 0, 0, 0, 0, 0, 0, 0, 0) for 1, 0, 3, 30, 111, 158, 132, 82, 24, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)  1  (1, 0, 1, 8, 34, 80, 126, 155, 126, 61, 27, 10, 0, 0, 0, 0, 0, 0, 0, 0, 0)  1  (1, 0, 1, 14, 27, 24, 13, 3 Table 3 contains 3632 extra critical cells. Thus, in higher dimensions, not only do we get stuck with non-collapsible, contractible subcomplexes more often, but when we do get stuck, the resulting discrete Morse vectors will be huge. The first time we get stuck, the remaining complex is still homotopy equivalent to the d-simplex we started with. In particular, this reduced complex is contractible, but non-collapsible. This mean our heuristic procedure can also be used to search for such complexes. In high dimensions, randomly finding spherical discrete Morse vectors for even the boundary d-sphere of a (d + 1)-simplex is difficult, so testing combinatorial d-spheres that have more vertices and more facets will be even harder. Thus, a random search for spherical discrete Morse vectors will fail with high probability for all high-dimensional simplicial complexes, which renders Test (4) useless in high dimensions. Note that Tests (4) and (7) are most important in dimension 4; in all other dimensions they can, by the PL Poincaré conjecture, be replaced by the combination of Tests (5) and (6) .
Let us return to the four examples of 2-dimensional contractible complexes we got stuck with when collapsing the 8-simplex; we call these four complexes D, S a , S b , and SQ. The first of these complexes D is a dunce hat as displayed in Figure 3 . The other three complexes S a , S b , and SQ are not dunce hats, and they have inspired us to define a nice family of contractible, but non-collapsible 2-dimensional complexes that generalize the dunce hat. the disk such that the identification of the boundary vertices may not induce identifications of interior edges, the identification of the boundary vertices is 3-to-1, and the identification of the boundary edges is 3-to-1. And after identification every boundary edge appears exactly twice with the same orientation and once with opposite orientation, and all identified boundary edges form a cycle.
The two complexes S a and S b of Figure 4 are saw blade complexes; also every triangulation of the dunce hat is a saw blade complex.
In every saw blade complex the interior edges of the starting triangu- lated disk are contained in exactly two triangles, while the identified boundary edges lie in three triangles. We thus can uniquely (up to orientation) reconstruct from any saw blade triangulation the initial disk along with the boundary identifications. In S a , the identified boundary edges form a 4-gon 4-3-6-5-4, and we have a three-fold folding of the 12-gon 4-3-4-3-6-5-6-3-6-5-4-5-4 onto the 4-gon 4-3-6-5-4. Let us assume that the resulting cycle after identification is labeled 1-2-3-. . . -(n − 1)-n-1. Along the identified boundary of the disk then every of the three copies of the vertex k is connected either to k − 1 or k + 1 (mod n), and the only way to arrange the vertices so that the conditions of Definition 8 are respected is in a saw blade labeling as indicated in Figure 6 . We call the sequence of vertices starting at a turning point and then going forward, backward, and forward again till the next turning point is reached a blade of the saw blade labeling. A saw blade complex with k blades we call a k-bladed saw blade complex.
Theorem 9 Let K be a saw blade complex. Then K is contractible, but non-collapsible.
Proof. Any saw blade complex is non-collapsible. All edges either are of degree 2 or 3 so there are no free edges.
If K has one blade, K is a dunce hat and is contractible. Thus, let K have at least two blades. Let us choose two consecutive turning points and cut the identified disk into two parts P 1 and P 2 by inserting an interior arc from the one turning point to the next. As observed first in a special case by Hachimori [32] , both P 1 and P 2 are contractible complexes (where the one retracts to the path of vertices of the blade between the consecutive turning points and the other retracts to the path formed by the remaining boundary vertices) that intersect in a contractible complex (the interior arc joining the two consecutive turning points). Thus, the union K of P 1 and P 2 is contractible.
The fourth contractible, non-collapsible complex SQ ( Figure 5 ) we found is not a saw blade complex, but can be obtained as a quotient from the saw blade complex S (Figure 7 ) by identifying the vertices 6 and 9. This way, the edge 5-6 becomes the same as the edge 5-9.
Proposition 10 A k-bladed saw blade complex with k ≥ 3 can be constructed with 3k vertices. A 2-bladed complex can be constructed with 9 vertices.
Proof. For k ≥ 3 we first give a construction with 4k vertices. Let the identified boundary of the saw blade disk be 1-2-1-2-3-2-3-4-. . . -(n − 1)-n-1-n-1, i.e., we have k blades of length 1 each. In the interior of the disk we place a cycle with 3k vertices and connect the cycle vertices with the boundary cycle vertices in a zig-zag. Finally, the interior 3k-gon can be triangulated without using additional vertices. At the turning points we can save an interior vertex each, yielding a construction with 3k vertices.
In the case of two blades, let the identified boundary be 1-2-1-2-3-1-3-2-3-1, where we need an extra vertex to avoid unwanted identifications. In the interior we then place a 6-gon and connect vertices similar to before.
In the case of the dunce hat with one blade, we need 8 vertices for a triangulation.
Saw blade complexes with a different number of blades are combinatorially non-isomorphic complexes. Thus, as we see by the saw blade complexes and their quotients, there is an abundance of 2-dimensional contractible, non-collapsible simplicial complexes on which we can get stuck when randomly searching for simplicial collapses -and there will be similar constructions in higher dimensions.
Second type of limitations for random discrete Morse test (4): Complicated triangulations
As pointed out in [2, 10] , a random-lex-first or random-lex-last search for spherical discrete Morse vectors is often more promising than a general random search. However, there are triangulated spheres that do not have spherical discrete Morse vectors at all. The smallest known such example is an 18-vertex triangulation of the 3-dimensional sphere S 3 , constructed via a triple trefoil knot on three edges [9] . However, a knotted sphere is not what we usually have for the input. So what can we expect for some generic input? Standard sources for triangulated manifolds are examples from enumeration (where all enumeration schemes in the literature do not reach very far [15, 53] ), combinatorial topology constructions such as suspensions, direct product triangulations, or connected sums (which are mostly harmless and do not give complicated triangulations), combinatorial constructions such as Hom complex constructions (which locally have a product like structure) [22] or moment-angle complexes [14] . Thus, most of the time we know the PL type of a triangulated manifold already by its construction and standard constructions usually result in easyto-analyze triangulations as is also the case with applied data.
For one experiment, we started out with the boundary of the 4-simplex with 5 vertices, first added 525 vertices (via 0-moves in our bistellar flip implementation), then we performed 50,000 1-moves at random, before we run further 10 6 rounds of bistellar flips where we allowed both random 1-and 2-moves. For the resulting 'random' triangulation of the 3-sphere with face vector f = (530, 50474, 99888, 49944), we computed discrete Morse vectors. The smallest vector found was (1, 2192, 2192, 1) -far away from the perfect vector (1, 0, 0, 1). But, using bistellar flips again, we were easily able to reduce the complex back to the boundary of the simplex. We also used GAP to find a trivial presentation for the fundamental group of the example, which took 16 hours for the simplification.
In an effort to obtain small, but highly non-trivial triangulations of the 4-dimensional sphere, explicit triangulations of the Akbulut-Kirby 4-spheres [4] were constructed in [55] . This series of spheres is based on nontrivial presentations of the trivial group (as the fundamental group of the examples) that cannot be easily transformed into trivial presentations. The resulting spheres AK(r), r ≥ 3, are standard PL spheres [3] and have the non-trivial presentations built into their 2-skeletons and thus forcing the fundamental group to become hard to recognize. Test (4) fails on all examples of this series, Test (7) worked for r = 3, but failed for r ≥ 4. For r = 4, Test (6) was successful in some runs, however, in dimension 4 this only determines (in combination with Test (5) ) that the input is a topological 4-sphere, but yielding no information on the PL type. For r ≥ 5, none of the tests (4), (6) , (7) produced positive results.
Third type of limitations for random discrete Morse test (4): Number of vertices or facets
As already pointed out, it is often rather easy to find optimal discrete Morse vectors even for huge (nicely structured) complexes; see [10] . However, for higher-dimensional simplices or for higher barycentric subdivisions in fixed dimension d ≥ 4 of boundaries of (d + 1)-simplices [2] we might get stuck in substructures like the dunce hat. The probability to indeed encounter a dunce hat or a similar contractible, but non-collapsible subcomplex is extremely small in low dimension, as we have seen in our experiments above. As mentioned earlier, Adiprasito showed that a sufficiently large iterated barycentric subdivision of any PL sphere admits a spherical discrete Morse function. Yet, the average number of critical cells for random discrete Morse vectors grows exponentially with the number of barycentric subdivisions [2] . We ran our implementation on higher barycentric subdivisions of boundaries of simplices. For the 3rd barycentric subdivision sd 3 bd delta 4 of the boundary of the 4-simplex with f = (12600, 81720, 138240, 69120) the optimal discrete Morse vector (1, 0, 0, 1) was found in 994 out of 1000 runs of the random-lex-last version [2] of the random discrete Morse search; see Table 4. For the 4-th barycentric subdivision sd 4 bd delta 4 of the boundary of the 4-simplex with face vector f = (301680, 1960560, 3317760, 1658880) the optimal discrete Morse vector (1, 0, 0, 1) was found in only 844 out of 1000 runs, which may indicate that the horizon for computations lies near the 5-th barycentric subdivision. 
Limitations for homology test (5)
In this work we have not evaluated the performance of homology computations. But since standard homology packages such as polymake [31, 5] , CHomP [20] , RedHom [17] , and Perseus [45] rely on a discrete Morse type reduction (where it is NP-hard to find an optimal topological simplification) as a preprocessing step for (polynomial time) Smith normal form computations, we should expect to see similar effects as we have experienced for Test (4) . To be precise, we might encounter a 'horizon' for the dimension and complex size (in terms of vertices and facets), after which 'standard' input can no longer be processed effectively. That is, our experimentation suggests that the advantage gained from the discrete Morse preprocessing will probably diminish for very large complexes.
Limitations for fundamental group test (6)
It seems to be particularly difficult to construct a triangulation of a simply connected manifold for which Test (6) fails. One interesting class of examples are provided by the explicit triangulations of the Akbulut-Kirby 4-spheres in [55] . The triangulations AK(r) of the Akbulut-Kirby 4-spheres are defined via the (non-trivial) presentations G(r) = x, y | xyx = yxy; x r = y r−1 of the trivial group and have face vector f = (176 + 64r, 2390 + 1120r, 7820 + 3840r, 9340 + 4640r, 3736 + 1856r) for r ≥ 3. For r = 3 only, we were able to use bistellar flips to reduce AK (3) to the boundary of the 5-simplex. For r = 4, 5, running bistellar flips eventually resulted in small triangulations with about 30 vertices. Test (4) failed on all of these triangulations. For r = 4, we started bistellar flips on AK(4) for different random seeds and then ran Test (6) on the small triangulations we obtained. In 100 out of 450 runs a trivial presentation was found for the fundamental group, giving a certificate that AK(4) is a topological 4-sphere (by Freedman's classification), but failing to give a certificate for whether AK(4) is a PL 4-sphere (which a priori is known by Akbulut's proof [3] that all the examples AK(r) are standard). For r = 5, all three Tests (4), (6) , and (7) failed, but for one of the runs for r = 5 and every run for r = 3 we actually obtained, again, the initial presentations G(r) after simplification of the presentations with GAP-which renders the series AK(r) as an interesting testing ground for sphere recognition heuristics.
In dimension 3, the known recognition algorithms for the 3-sphere make use of normal surface theory. As a byproduct of Perelman's proof of the 3-dimensional Poincaré conjecture, 3-sphere recognition algorithms can in fact be used to recognize whether the fundamental group of a triangulated 3-manifold is trivial -the only such 3-manifold is the 3-sphere.
Limitations for bistellar simplification test (7)
The Akbulut-Kirby 4-spheres AK(r) are the only explicit examples of combinatorial spheres we know of for which we have not been able to find a simplification using bistellar flips. In higher dimensions choosing appropriate schemes for the flip options is non-trivial, which may result in a failure of Test (7).
A contractible non-5-ball.
Finding interesting and challenging test examples for our recognition procedure is non-trivial. Most examples from the literature are tiny, can easily fit into memory, and can be recognized instantaneously. A recent example of larger size is contractible non 5 ball [2] , a non-PL triangulation of a contractible and collapsible 5-manifold, different from the 5-ball, with f = (5013, 72300, 290944, 495912, 383136, 110880). The example was shown to be collapsible [2] ; the vector (1, 0, 0, 0, 0, 0) was obtained after only a single random discrete Morse vector search in a running time of 82 hours with a GAP implementation. Our new implementation in the polymake system [31] of the search for random discrete Morse vectors produced the same result in about 9 seconds with the random-lex-first and random-lex-last strategies and in about 10 minutes with the random-random strategy; the computations ran on a standard desktop computer with AMD Phenom II X6 1090T CPU (3.2 GHz, 6422 bogomips) and 8 GB RAM; see Table 5 for a distribution of discrete Morse vectors we found for the example for the different strategies random-random, random-lex-first, and random-lex-last. The boundary of contractible non 5 ball is a combinatorial 4-manifold contractible non 5 ball boundary with face vector f = (5010, 65520, 212000, 252480, 100992). We used Test (4) to confirm that this example is indeed a combinatorial manifold. In fact, for every face link a spherical discrete Morse vector was found in a single try. In total, the recognition of all face links took about 7.5 hours. The example contractible non 5 ball boundary is a homology 4-sphere that has the binary icosahedral group as its fundamental group, as was confirmed computationally in [2] .
Conclusion
Sphere recognition -despite its theoretical constraints -has proven to be often feasible in practice, even in high dimensions. Our interest in this work is mainly of a topological nature. But with the recent surge in development of topological methods to analyze large data sets, the complicated examples for which our heuristics fail may become useful for testing and improving those methods.
