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Emiliano Rodŕıguez Arango
Tesis o trabajo de grado presentada(o) como requisito parcial para optar al t́ıtulo de:
Magister en Ciencias - Estad́ıstica
Director(a):





Universidad Nacional de Colombia




Este trabajo es dedicado a mis padres, Beato
y Wincho, que los quiero mucho, gracias por
hacer tanto, por sus hijos.
Lucho y Rey, recuerden que:
Todo aquel que pide, recibe; y el que busca,




Agradezco primeramente a Dios, porque creo que siempre me guarda, a mis hermanos Rey
y Lucho por su apoyo. Agradezco a la Universidad Nacional de Colombia sede Bogotá, a
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En este trabajo se presenta un estudio de un diseño de respuesta adaptada descrito en térmi-
nos de un modelo de urna de dos colores. A través de simulaciones se exploraron posibles
ventajas de este diseño modificando los valores de los parámetros de inicialización. Pos-
teriormente se llevó a cabo un análisis exploratorio del número de pacientes asignados al
tratamiento inferior por parte del diseño y se exploró la potencia de la prueba de hipótesis
realizada para comparar los dos tratamientos considerados. Se encontró que, dentro de los
parámetros de inicialización considerados, los que presentaron los valores más bajos de los
estad́ısticos calculados fueron δ = 0.9 y η = 0.9. En cuanto a la potencia de la prueba de
hipótesis se encontró que eran prácticamente iguales (valores muy cercanos entre ellas) para
cada una de las escogencias de δ y η consideradas, bajo una misma diferencia de medias y
un mismo tamaño de muestra.
Palabras clave: Modelos de urna, Diseño de respuesta adaptada, Modelo RRU, modelo
MRRU.
Abstract
In this paper we present a study of an response-adaptive design study described in terms
of a two-color ball urn model. Through simulations, possible advantages of this design were
explored by modifying the values of the initialization parameters. An exploratory analysis
of the number of patients assigned to the lower treatment by the design was made and the
power of the hypothesis test carried out to compare the two treatments considered was explo-
red. It was found that within the initialization parameters considered those that presented
the lowest values of the calculated statistics were δ = 0.9 and η = 0.9. As for the power
of the hypothesis test, it was found that they were practically the same (values very close
together) for each one of the choices of δ and η considered, under the same difference of the
means and the same sample size.
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RRU Randomly Reinforced Urn
MRRU Modified Randomly Reinforced Urn
δ∈(0, 1) y η∈(0, 1) Parámetros del modelo MRRU.
Ω Espacio Muestral
= Sigma-álgebra
P Espacio de Probabilidad
a.s almos surely
µB Distribución de la respuesta media de los sujetos asignados al tratamiento
asociado con bolas de color B
νW Distribución de la respuesta media de los sujetos asignados al tratamiento
asociado con bolas de color W
mµB Respuesta media de los sujetos asignados al tratamiento asociado con
bolas de color B
mνW Respuesta media de los sujetos asignados al tratamiento asociados con
bolas de color W
εjBi Respuesta del paciente i, en la simulación número j, asignado al
tratamiento B
εjWi Respuesta del paciente i, en la simulación número j, asignado al
tratamiento W
µ≥stν Distribución “estocásticamente más grande” que otra.
NB(n) =
∑n
i=1Xi el número de sujetos asignados al tratamiento superior B
1. Introducción
En muchos de los cursos básicos de probabilidad se acostumbra a usar modelos de urna para
introducir algunos conceptos básicos. La utilidad de los modelos de urna se ve reflejada en
sus numerosas aplicaciones en epidemioloǵıa, medicina, genética, ciencias sociales, bioloǵıa,
teoŕıa de la computación, teoŕıa de la decisión, procesos de aprendizaje, finanzas, estad́ıstica
(muestreo, respuestas sensibles) y dentro de la misma probabilidad (procesos estocásticos).
Este tipo de ejemplos que ya hemos mencionado, se enmarcan en los llamados Modelos de
Urna. El desarrollo de estos modelos proviene en gran medida de un art́ıculo de Eggenberger
y Pólya en (1923)(Johnson y Kotz, 1977).
Los estudios de problemas referidos a urnas llamaron la atención de importantes y muy des-
tacados matemáticos de los siglos XVI, XVII, XVIII y XIX. En el trabajo Ars Conjectandi
del matemático J. Bernoulli (1654 - 1705) se mencionan los modelos de urna en el contexto
de problemas probabilisticos, y D.Bernoulli fue el primero en proponer el modelo de urna
que ahora conocemos como modelo de Ehrenfest (Johnson y Kotz, 1977), en este trabajo
Johnson y Kotz, muestran algunas aplicaciones de los modelos de urnas en Bioloǵıa, en
Genética, teoŕıa de la computación, entre otras y en (Mahmoud, 2008) muestran los tipos de
urnas más conocidas, entre los que se encuentran el modelo de urna de Pólya-Eggenberger,
la urna de Bernard Friedman’s, la urna de Bagchi-Pal y la urna de Ehrenfest.
Muchas de las aplicaciones de modelos de urnas que se pueden encontrar son las realizadas
en estudios cĺınicos (ensayos cĺınicos). Los cuales son experimentos controlados utilizados
para evaluar la seguridad y la eficacia de los procedimientos médicos (Garegnani et al.,
2020). Aśı por ejemplo, para hacer comparación entre dos tratamientos (ciruǵıas, pruebas
de laboratorio, procedimientos o la administración de medicamentos), se configura una urna
donde se relaciona el color de una bola con un tratamiento (Mahmoud, 2008), esto tienen sus
ráıces en el famoso art́ıculo Esquemas de Play-the-Winner (Zelen, 1969). Para seleccionar
un tratamiento para un paciente, el mismo elige al azar una bola de la urna, si la bola es
blanca, esta es regresada a la urna y se administra el tratamiento A al paciente y se observa
el resultado. Si el tratamiento tiene éxito, agregamos una bola blanca para que la balanza
se incline a favor del tratamiento A en el futuro.
Muchas veces se somete gran cantidad de pacientes (individuos enfermos) a fármacos (me-
dicamentos) que no tienen ningún efecto en contra de la enfermedad que presentan los
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pacientes, poniendo en riesgo la salud de estos. Surge entonces la preocupación de buscar
procedimientos donde al realizar pruebas de los tratamientos o medicamentos en seres hu-
manos, se garantice no poner en alto riesgo la salud de los pacientes sometidos al estudio.
Dentro del marco de los ensayos cĺınicos han surgido metodoloǵıas dedicadas a la búsque-
da y mejoramiento de medicamentos, una de ellas corresponde a los diseños secuenciales,
experimentos que consisten en aprovechar la información a medida que se genera (Pontes
et al., 2013); el aprovechamiento de la información consiste en revisar o valorar constante-
mente la respuesta de los pacientes que han sido sometidos a los tratamientos, para obtener
conclusiones confiables sobre estos tratamientos. En este tipo de ensayos se busca minimi-
zar el tiempo requerido para obtener conclusiones acerca de los tratamientos (Pontes et al.,
2013). Se resalta entonces, que existe la necesidad de tener diseños secuenciales que optimi-
cen el tiempo para sacar conclusiones fiables sobre los tratamientos. Dentro de los diseños
secuenciales, se encuentran los llamados diseños adaptativos (Rosenberger, 2002) los cuales
permiten modificar aspectos del ensayo cĺınico a medida que se realiza, pero sin socavar su
validez e integridad (Gallo et al., 2006), una de las modificaciones que se pueden realizar
dentro de este tipo de estudio, está basada en las respuestas de los pacientes a los trata-
mientos a los que han sido sometidos (Viada et al., 2009). En los diseños adaptativos, los
pacientes son asignados aleatoriamente a los tratamientos con algún mecanismo regido por
el azar, pero cuando se asignan individuos a dos tratamientos, se deseaŕıa conocer la pro-
porción óptima de individuos que debeŕıan asignarse a cada uno de los tratamientos, en los
diseños adaptativos, la asignación del paciente a un tratamiento, se basa en una estimación
de la proporción óptima basada en los datos ya obtenidos(Melfi et al., 2000), en este tipo
de diseño, las probabilidades de asignación a cada tratamiento se van modificando a medida
que se van conociendo las respuestas de pacientes que fueron sometidos a los tratamientos
dentro del estudio. Estos diseños tienen dos objetivos espećıficos: recolectar información pa-
ra establecer cuál es el mejor tratamiento y aumentar (disminuir) la cantidad de pacientes
asignados al mejor (peor) tratamiento (Ghiglietti y Paganoni, 2014).
Dentro del marco de esquemas de urna encontramos dos importantes diseños adaptativos,
para la comparación de dos tratamientos, los cuales son muy atractivos porque garantizan
la aleatorización de asignaciones (Ghiglietti y Paganoni, 2014), se destacan aqúı:
El modelo de urna reforzada al azar, en inglés (Randomly Reinforced Urn (RRU)) en el que se
muestrea una urna y refuerza secuencialmente agregando una cantidad aleatoria de bolas que
depende de la respuesta de los pacientes a los tratamientos, asociados al color muestreado,
este modelo fue introducido por (Zhang et al., 2006), para respuesta binaria (tratamiento
tuvo efecto o no en el paciente) y fue introducido por (Beggs, 2005) y por (Muliere et al.,
2006) para respuesta continua. En este último se estudian resultados asintóticos importantes
sobre el proceso de colores generado por la urna y el proceso de su composición y en (May
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y Flournoy, 2009) se estudian las propiedades estad́ısticas más importantes para el diseño
RRU. En este modelo la probabilidad de asignar pacientes al mejor tratamiento converge
a 1, cuando el tamaño de muestra crece (Ghiglietti y Paganoni, 2014). Dicha propiedad es
muy importante debido a que no solo lleva a determinar cuál es el mejor tratamiento, sino
que permite asignar menor cantidad de individuos al tratamiento inferior, lo cual es muy
deseable desde un punto de vista ético.
Se presenta también, el modelo a considerar en este trabajo, modelo de urna reforzada al azar
modificado, en inglés (Modified Randomly Reinforced Urn (MRRU)) (Aletti et al., 2011), el
modelo MRRU es una modificación del RRU, ya que se cambia el esquema de reforzamiento
de la urna. Se consideran unos parámetros, δ∈(0, 1) y η∈(0, 1), los cuales en (Ghiglietti y
Paganoni, 2014), llaman asignación asintótica preespecificada, y que son escogidos por el
investigador de acuerdo a su experiencia. Ahora, para asignar un paciente a un tratamiento,
no sólo se tiene en cuenta el color de la bola muestreada asociada al tratamiento, sino que,
se mira tamb́ıen la proporción de bolas de uno de los colores en la urna, con respecto a δ y
η.
Resultados asintóticos importantes sobre el proceso de colores generado por la urna y el pro-
ceso de su composición son estudiados en (Aletti et al., 2011) y en (Ghiglietti y Paganoni,
2014) se estudian las propiedades estad́ısticas más importantes para el diseño MRRU.
Por otro lado dentro de la metodoloǵıa de ensayos cĺınicos cuando se desea comparar dos
tratamientos la cuestión de decidir cuál es mejor o si ambos son igualmente buenos se lleva a
cabo mediante una prueba de hipótesis (Zhang et al., 2006). A pesar de que el modelo RRU
presenta la importante propiedad de asignar menor cantidad de individuos al tratamiento
inferior, este presenta fallas en cuanto a la potencia de la prueba de h́ıpotesis que se realiza
para la comparación de los tratamientos, cuando la diferencia entre las medias es pequeña
(May y Flournoy, 2009), esto representa una desventaja para el diseño si se mira, teniendo
en cuenta los dos aspectos relevantes propuestos por (Muliere y Secchi, 2006) para evaluar
un diseño de respuesta adapta. En (Ghiglietti y Paganoni, 2014), muestran que el modelo
MRRU, supera las dificultades que enfrenta el diseño RRU, en cuanto a su perdida de po-
tencia. El modelo MRRU minimiza el número de sujetos asignados al tratamiento inferior,
aunque el modelo RRU sigue asignando menor cantidad de pacientes al tratamiento inferior.
Hay muchos problemas abiertos cuya solución podŕıa ayudar en la búsqueda de diseños alea-
torios adpatativos óptimos; en part́ıcular estudios basados en el cambio de la asignación
asintótica preespecificada pueden contribuir a explorar las posibilidades ofrecidas por el di-
seño MRRU (Ghiglietti y Paganoni, 2014).
En este trabajo, se realiza un estudio del diseño de respuesta adaptada MRRU, mediante
simulaciones, cambiando sus parámetros de inicialización, para explorar posibles ventajas de
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este diseño. Con el fin de llevar a cabo este objetivo, primero se implementará un algoritmo en
el paquete estad́ıstico R project, se realizarán simulaciones del modelo MRRU para diferentes
tamaños de muestra y diferentes valores de los parámetros δ ∈ (0, 1) y η ∈ (0, 1). Se simularán
N ensayos independientes para cada tamaño de muestra y la respuesta para cada tratamiento.
Se tendrán en cuenta los N ensayos simulados para el modelo MRRU, y se calcularán los
cuartiles de la distribución de NW (n), donde NW (n) es el número de sujetos asignados al
tratamiento inferior.
Por último se realizará una prueba de hipótesis para comparar la respuesta media de los dos
tratamientos B y W , se busca mirar la potencia de esta prueba, para los diferentes tamaños
de muestra y diferentes valores de los parámetros δ ∈ (0, 1) y η ∈ (0, 1).
El algoritmo desarrollado en este trabajo se basa en el presentado en (Ghiglietti y Paganoni,
2014) y tiene en cuenta la gúıa metodológica dada en (Muliere y Secchi, 2006), para evaluar
los diseños de respuesta adaptada. En particular, los relacionados con número de sujetos
asignados al tratamiento superior y a la potencia de la prueba de hipótesis.
El documento se organiza del siguiente modo: Primero, se presentan algunos aspectos teóricos
sobre procesos estocásticos, modelo de urnas, modelo RRU y MRRU aśı como la compara-
ción de dos tratamientos. Segundo, se muestra la metodoloǵıa seguida para llevar a cabo la
implementación del algoritmo de simulación y las respectivas pruebas de hipótesis. Terce-
ro, se presentan los resultados obtenidos a partir de las simulaciones aśı como su análisis
descriptivo. Finalmente se presentan algunas conclusiones y los anexos.
2. Marco teórico
Se presentan aqúı ciertas definiciones y resultados importantes para poder llevar a cabo este
trabajo. En lo referente a algunos conceptos de teoŕıa de probabilidad y teoŕıa de procesos
estocásticos, se tomaron de (Blanco et al., 2012) y (Rincón, 2012)
2.1. Distribuciones de probabilidad
Definición 2.1. (Distribuciones de probabilidad) : Una distribución de probabilidad es una
función que describe todos los posibles valores y probabilidades que una variable aleatoria
real puede tomar dentro de un rango dado.
Definición 2.2. (Distribución “estocásticamente más grande” que otra) : Sean M y N va-
riables aletorias, con distribuciones de probabilidad, µ y ν respectivamente. Se dice que la
distribución µ es estocásticamente más grande que la distribución ν, si se cumple que:
E[φ(M)]≥E[φ(N)], para todas las funciones no decrecientes φ : R→ R, para los cuales
la esperanza existe.
Para indicar que µ es estocásticamente más grande que la distribución ν, se escribe:
µ ≥st ν. (2-1)
2.2. Convergencia de sucesiones de variables aleatorias
Definición 2.3. (Convergencia en Probabilidad): Sean X,X1, X2, ... variables aleatorias
reales definidas sobre el mismo espacio de probabilidad (Ω,=, P ) se dice que (Xn)n converge
en probabilidad a X y se escribe Xn
P−−−−→ X si, para cualquier ε > 0, se cumple la siguiente
condición: ĺımn→∞ P (|Xn −X| > ε) = 0
Definición 2.4. (Convergencia en Lr): Sean X,X1, X2, ... variables aleatorias reales de-
finidas sobre el mismo espacio de probabilidad (Ω,=, P ). Sea r un entero positivo tal que
E(|Xn|r) < ∞ y E(|X|r) < ∞ para todo n. Entonces Xn
Lr−−−→
n→∞
X si y sólo si la siguiente
expresión se mantiene: ĺımn→∞E(|Xn −X|r) = 0.
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Teorema 2.1. Sean r > 0, X,X1, X2, ... una sucesión de variables aleatorias tal que Xn
L−−−→
n→∞
X. Esto implica que Xn
P−−−−→ X.
Definición 2.5. (Convergencia casi segura): Sean X,X1, X2, ... variables aleatorias reales
definidas sobre el mismo espacio de probabilidad (Ω,=, P ). Se dice que (Xn)n converge al
menos seguramente (o con probabilidad uno ) a X y se escribe Xn
a.s−−−−−→ X, si la siguiente
condición se mantiene: P (ĺımn→∞Xn = X) = 1.
Definición 2.6. (Convergencia en distribución): Sean X,X1, X2, ... variables aleatorias
reales con funciones de distribución F, F1, F2, ... respectivamente. Se dice que (Xn)n conver-
ge en distribución a X y se escribe Xn
d−−−−→ X, si la siguiente condición se mantiene:
ĺımn→∞ Fn(x) = F (x) para cualquier punto x donde F es continua.
Teorema 2.2. (Teorema de continuidad de Lévy y Cramer) Sean X,X1, X2, ... una
sucesión de variables aleatorias definidas sobre el mismo espacio de probabilidad (Ω,=, P ),
con funciones caracteŕısticas φ, φ1, φ2, ... respectivamente. Entonces: Xn
d−−−−→ X si y sólo
si ĺımn→∞ φn(t) = φ(t) para todo t ∈ R.
Teorema 2.3. Sean X,X1, X2, ... variables aleatorias reales definidas sobre el mismo espacio
de probabilidad (Ω,=, P ). Entonces Xn
a.s−−−−−→ X=⇒Xn
P−−−−→ X.
Teorema 2.4. Sean X,X1, X2, ... variables aleatorias reales definidas sobre el mismo espa-





Definición 2.7. (Proceso estocástico) Un proceso estocástico es una familia de variables
aleatorias {Xt : t ∈ T}, definidas sobre un espacio de probabilidad común (Ω,=, P ) y con
valores en un espacio medible (S,S), llamado espacio de estados. El conjunto de parámetros
T se llama dominio del proceso.
Definición 2.8. Sea X = {Xt : t ∈ T} un proceso estocástico.
Decimos que X es real si las variables aleatorias Xt, son de valor real para todo t ∈ T .
Si T = N entonces el proceso se llama proceso estocástico con parámetro de tiempo
discreto.
Si T es un intervalo de la recta real, el proceso se denomina proceso con parámetro de
tiempo continuo.
2.3 Procesos estocásticos 7
Se definen ahora algunos tipos de procesos estocásticos importante.
Definición 2.9. (Proceso de incrementos independientes): Si para todo t1, ..., tn∈ T ,
con t1 < t2 < ... < tn, las variables aleatorias Xt2 −Xt1 , Xt3 −Xt2 , ..., Xtn −Xtn−1 son inde-
pendientes, entonces se dice que el proceso {Xt : t ∈ T} tiene incrementos independientes.
Definición 2.10. (Proceso de incrementos estacionarios): Un proceso estocástico
{Xt : t ∈ T} se dice que tiene incrementos estacionarios, si la distribución, fijado t, de Xt+s−
Xs es la misma para todo s, tal que s+ t pertenezca a T .
Definición 2.11. (Proceso estacionario): Si para todo t1, ..., tn∈T con t1 < t2 < ... < tn,
las distribuciones conjuntas de (Xt1 , Xt2 , ..., Xtn) y (Xt1+h, Xt2+h, ..., Xtn+h) son las mismas
para todo h > 0, entonces se dice que el proceso {Xt : t ∈ T} es estacionario de orden
n. Si el proceso es estacionario de orden n para todo n, entonces se dice que el proceso es
estrictamente estacionario.
El siguiente concepto es importante para el desarrollo de la teoŕıa de los modelos RRU y
MRRU, que se presenta en las siguientes secciones.
Definición 2.12. Proceso de Bernoulli reforzado(Muliere et al., 2006).
La distribución de una sucesión {Xn : n ≥ 1} de variables aleatorias Bernoulli, es de refor-
zamiento si :
∗ P (X2 = 1|X1 = 1) ≥ P (X1 = 1)
∗ P (X2 = 1|X1 = 0) ≥ P (X1 = 0)
∗ P (Xn+2 = 1|X1 = x1, ..., Xn = xn, Xn+1 = 1) ≥ P (Xn+1 = 1|X1 = x1, ..., Xn = xn)
∗ P (Xn+2 = 0|X1 = x1, ..., Xn = xn, Xn+1 = 0) ≥ P (Xn+1 = 0|X1 = x1, ..., Xn = xn)
Para cada n ≥ 1 y x1, x2, ..., xn ∈ {0, 1}.
Definición 2.13. Sea(Ω,=, P ) un espacio de probabilidad. Una familia (=t)t≥0 de sub-σ-
álgebras de =, se llama una filtración, si y sólo, =s⊂=t⊂= para todo 0≤s≤t<∞. La cuadrupla
(Ω,=, (=t)t≥0, P ) se llama espacio de probabilidad filtrado o base estocástica.
Definición 2.14. Una variable aleatoria τ con valores en {1, 2, ...}∪{∞} es un tiempo de paro
con respecto a la filtración (=n)n≥1, si y sólo si, {τ≤n}∈=n para cada n≥1
Observación: La condición dada en la definición anterior, es equivalente a la condición
{τ = n}∈=n para cada n≥1.
Definición 2.15. (Cadenas de Markov): Sea (Xn)n∈N una sucesión de variables aleatorias
definidas sobre el mismo espacio de probabilidad (Ω,=, P ) y con valores en un espacio medible
(S,S), donde S 6=φ es finito o numerable, se llama cadena de Markov con parámetro de tiempo
discreto si satisface la siguiente condición:
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P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = P (Xn+1 = j|Xn = i),
para todo n ∈ N y para todo i0, i1, ..., in−1, i, j ∈ S
con P (X0 = i0, ..., Xn = in) > 0.
Definición 2.16. Si (Xn)n∈N es una cadena de Markov entonces para todo n y para todo
i0, i1, ..., in ∈ S se satisface que:
P (Xk = ik, 1≤k≤n|X0 = i0) =
∏n−1
k=0P (Xk+1 = ik+1|Xn = ik).
Si P (X0 = i0) > 0,
Definición 2.17. Si (Xn)n∈N es una cadena de Markov. Las probabilidades :∏
ij := P (Xn+1 = j|Xn = i).
(si están definidas) se llaman probabilidades de transición.
Martingalas
Definición 2.18. Sean (Ω,=, P ) un espacio de probabilidad y (=n)n≥1 una filtración en =. Se
dice que la sucesión (Xn)n≥1 es adaptada a la filtración (=n)n≥1 si para cada n, la variable
aleatoria Xn es =n-medible.
Definición 2.19. Sean (Xn)n≥1 una sucesión de variables aleatorias definidas sobre un espacio
de probabilidad común (Ω,=, P ) y (=n)n≥1 una filtración en =. Supóngase que (Xn)n≥1 es
adaptada a la filtración (=n)n≥1 y que los valores esperados de las variables aleatorias Xn
existen. Se dice que:
a. (Xn)n≥1 es una (=n)n≥1 martingala, si y sólo si, E(Xn|=m) = XmP− casi siempre,
para todo m≤n.
b. (Xn)n≥1 es una (=n)n≥1 submartingala, si y sólo si, E(Xn|=m)≥XmP− casi siempre,
para todo m≤n.
c. (Xn)n≥1 es una (=n)n≥1 supermartingala, si y sólo si, E(Xn|=m)≤XmP− casi siempre,
para todo m≤n.
Observación: La sucesión (Xn)n≥1 es obviamente adaptada a la filtración canónica, esto es,
a la filtración (=n)n≥1) dada por =n = σ(X1, X2, . . . , Xn). Cuando se hable de martingalas,
respectivamente submartingalas y supermartingalas, con respecto a la filtración canónica,
no se hará mención expĺıcita de esta. En otras palabras, si se dice “(Xn)n≥1 es una (sub-,
super-) martingala” y no se menciona la filtración, se asumirá que esta es la canónica.
Observación: (Xn)n≥1 es una (=n)n≥1 martingala, si y sólo si,
E(Xn+1|=n) = Xn para todo n ≥ 1. (2-2)
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para algún r > 1, entonces existe una variable aleatoria X tal que:
Xn → X (2-4)
casi siempre y en r− media.
Teorema 2.6. (Teorema de descomposición de Doob (Jacod y Protter, 2004)):. Sea
(Ω,=,=n, P ) un espacio de probabilidad filtrado y sea {Xn : n ≥ 0} una sub-martingala con
respecto a la filtración (=n)n≥0. Entonces existe una martingala {Mn : n ≥ 0} y un proceso
{An : n ≥ 0}, con An+1 ≥ An, a.s y An+1 =n -Medible, para cada n ≥ 0, tal que:
Xn = X0 +Mn + An con M0 = A0 = 0 y tal descomposición es única, a.s.
Corolario 2.1. (Jacod y Protter, 2004) Sea (Xn)n≥0 una supermartingala. Entonces existe
una martingala {Mn : n ≥ 0} y un proceso {An : n ≥ 0}, con An+1 ≥ An, a.s y An+1 =n
-Medible, para cada n ≥ 0, tal que:
Xn = X0 +Mn − An con M0 = A0 = 0 y tal descomposición es única, a.s.
Teorema 2.7. (Convergencia de supermartingala, (Resnick, 2001)): Sea (Ω,=,=n, P )




n ]) < ∞ entonces Xn converge a una a.s a una variable aleatoria integrable
X∞∈L1(Ω,=, P ).
2.4. Modelo de urnas y urna de Pólya
Urnas de Pólya
Supóngase que se tiene una urna que contiene bolas de k colores diferentes que se distinguen
solamente por su color. Se extrae una bola de la urna. Si la bola es de color i entonces se
añaden a la urna aij, j = 1, 2, . . . , k bolas de color j. Se repite este procedimiento infinidad
de veces. Los valores de aij pueden ser aleatorios, determińısticos, negativos o positivos. Se
suele representar el esquema de la urna como una matriz de la forma (Mahmoud, 2008):
A =

a11 a12 · · · a1k





ak1 ak2 · · · akk
 (2-5)
10 2 Marco teórico
Esta urna se llama urna de Pólya y la matriz A se llama matriz asociada a la urna. Un pri-
mera pregunta que se plantea qué tipo de matrices A son sostenibles, esto es, para qué tipo
de matrices se garantiza que el proceso de extracción de bolas de la urna se pueda repetir
indefinidamente.
Por ejemplo, supongamos que la urna contiene bolas de sólo dos colores: blanco y negro, y







y que W0 = 3 y B0 = 2: Se tiene que A no es sostenible pues sólo es posible extraer bolas
de color blanco hasta que no quede ninguna de color negro, a partir de ese momento no es
posible continuar con el procedimiento pues no es posible extraer ninguna bola negra. En
tanto que si W0 = 2 y B0 = 3 entonces la urna es sostenible. Como se ve en este ejemplo,
la sostenibilidad de una urna de Pólya depende de las condiciones iniciales, en (Mahmoud,
2008), se encuentran las condiciones inciales para que una urna de Pólya, con matriz asociada
de orden 2 sea sostenible
En el modelo de Pólya- Eggenberg, el cual fue propuesto con el fin de describir la propagación
de una enfermedad contagiosa, asume que la urna contiene solamente dos colores, digamos





con s > 0
Vamos a considerar inicialmente una urna de Pólya Eggenberg con W0 = 1 = B0 y con
s = 1. Supóngase que
Xi :=
{
1 si la i-ésima bola extráıda es negra









Xi, n = 1, 2, . . .
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y que luego de n extracciones, habrá en la urna (n + 2) bolas pues las dos bolas originales
siempre permanecen en la urna. Se tiene entonces que(Blanco et al., 2012):





E(Yn+1|Yn = k) = (k + 1)
k + 1
n+ 2













si n = 0
Yn
n+2
si n ≥ 1 (2-12)
Por lo tanto,
E(Mn+1|Yn = k) = E(
Yn + 1
n+ 3
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Por lo tanto, (Mn)n≥0 es una martingala. Por el teorema de convergencia de martingalas se





En general, si se considera una urna de Pólya Eggenberg, que tiene inicialmente W0 bolas





con s ≥ 1 y si Mn denota la proporción de bolas negras en la urna luego de n extraccio-
nes, entonces (Mn)n≥1 resulta ser una martingala con respecto a la filtración canónica y en






Definición 2.20. Diseño Secuencial (Paganoni y Secchi, 2007).
Un diseño secuencial ρ es una secuencia (ρ0, ρ1, . . . , ρi, . . .) con ρ0 ∈ [0, 1] y donde para cada
i ≥ 1, ρi es una función medible, del espacio ({0, 1} ×R)i al espacio [0, 1]. El diseño ρ des-
cribe la estrategia seguida por el experimentador para asignar pacientes a los tratamientos.
Sean Xi, para i = 1, 2, ... la variable aleatoria que toma los valores 1 y 0 si el paciente i
es asignado al tratamiento A o al tratamiento Brespectivamente. Considere por Mi y Ni
la respuesta para el paciente i = 1, 2, . . . dependiendo de si el paciente ha sido asignado
al tratamiento A o tratamiento B respectivamente. Suponga que las variables aleatorias
M1,M2, . . . ,Mi, . . . son i.i.d. con función de distribución de probabilidad µ y que las variables
aleatorias N1, N2, . . . Ni, . . . son i.i.d. con función de distribución ν, donde las dos secuencias




xµ(dx) y mν =
∫
xν(dx) (2-22)
respectivamente, existen y son finitos.
Supóngase ahora, que Fi es la σ-álgebra generado por:
X1, X1M1 + (1−X1)N1 . . . , Xi, XiMi + (1−Xi)Ni
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es decir, la σ-álgebra representando la información disponible para el experimentador, des-
pués de asignar i pacientes a los tratamientos, esto es, la información antes de la asignación
del paciente (i + 1)-ésimo a un tratamiento, X1 tiene distribución de Bernoulli(ρ0) y para
cada i ≥ 1, la distribución condicional de Xi+1; dado Fi, es:
Bernoulli(ρi(X1, X1M1 + (1−Xi)N1, . . . , Xi, XiMi + (1−Xi)Ni)),
es decir, la variable aleatoria Xi+1, tiene distribución Bernoulli de parámetro ρi(X1, X1M1 +
(1−Xi)N1, . . . , Xi, XiMi + (1−Xi)Ni).
2.5. Modelo RRU
Se presenta aqúı el modelo RRU y algunos resultados importantes sobre este modelo (Muliere
et al., 2006).
Definición 2.21. Modelo RRU
Se define una urna con dos colores, la cual se muestrea secuencialmente. Cada cada vez que
se extrae una bola de la urna, se vuelve a introducir junto con un número aleatorio de bolas
del mismo color, es decir, el color es reforzado aleatoriamente. La urna tiene una composición
inicial (b0, w0), números reales no negativos, con suma estrictamente positiva; dirigida, por
las dos distribuciones µ y ν, cuyas densidades, tienen soporte contenido en [α, β], donde
0 ≤ α ≤ β <∞.
Se considera una urna que contiene inicialmente b0 bolas de color negro y w0 bolas de color
blanco, establecemos lo siguiente:
Se denota por B0 = b0 y W0 = w0, D0 = B0 + W0 y Z0 =
B0
D0
, la composición inicial de la
urna, D0 representa la cantidad inicial de bolas en la urna y Z0 representa la proporción de
bolas negras en la urna incialmente.
Si al tiempo n = 1, una bola es extráıda de la urna, su color es observado y se indica con la
variable X1, que tomará el valor 1 si la bola extráıda es de color negro o el valor 0 si es de
color blanco, vemos que la variable aleatoria X1, tiene distribución Bernoulli(Z0). Sea M1
o N1, dos variables aleatorias con distribución µ y ν, respectivamente, supongase además
que X1,M1 y N1 son variables aleatorias independientes. Según haya sido el color de la bola
extráıda, la urna es reforzada con la cantidad, X1M1 +(1−X1)N1, que es el número de bolas
adicionadas a la urna, todas del mismo color de la bola muestreada.
De lo anterior se tendrá que la urna se actualiza, y su configuración actual será:
∗ B1 = B0 +X1M1.
∗ W1 = W0 + (1−X1)N1.
∗ D1 = B1 +W1.
∗ Z1 = B1W1 .
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Iterando hasta el tiempo n+ 1, se considera la información obtenida hasta el tiempo n, que
está contenida en la σ-álgebra =n generada porX1, X2, ..., Xn,M1,M2, ...,Mn, yN1, N2, ..., Nn,
se supone que Mn+1 y Nn+1 son dos variables aleatorias independientes con distribución µ y
ν, respectivamente. Entonces al tiempo n+ 1, la configuración de la urna será:
∗ Bn+1 = Bn +Xn+1Mn+1, cantidad de bolas negras.
∗ Wn+1 = Wn + (1−Xn+1)Nn+1, cantidad de bolas blancas.
∗ Dn+1 = Bn+1 +Wn+1, total de bolas en la urna.
∗ Zn+1 = Bn+1Dn+1 , proporción de bolas negras.
donde Xn+1 una variable aleatoria Bernoulli(Zn).
Teniendo en cuenta lo anterior, se genera entonces una sucesión X = (Xn : n = 1, 2, 3, ...) de
variables aleatorias con distribuciones Bernoulli y un proceso (Z,D) = {(Zn, Dn) : n = 0, 1, 2, ...},
con valores en [0, 1]× (0,∞), donde Xn representa el color de la bola muestreada en la urna
al tiempo n, Dn representa el número total de bolas en la urna al tiempo n y Zn representa
la proporción de bolas de color negro en la urna al tiempo n, esto es antes de la n + 1
extracción. X es llamado el proceso de colores generado por la urna, mientras que (Z,D) es
el proceso de su composición.
Teorema 2.8. La sucesión de proporciones Z = (Zn, n = 1, 2, ...) es una sub-martingala,
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E [Zn+1 − Zn|Fn] =



































es no negativa a.s, para n = 1, 2, 3, ...
Por lo tanto, por el teorema de convergencia de supermartingalas de Doob existe una variable
aleatoria Z∞ tal que Zn tiende c.s a Z∞.
Los siguientes dos teoremas nos indica cómo, en ese caso, es la variable aleatoria Z∞ y del
teorema 2.8 cuál es el comportamiento asintótico de la proporción de individuos asignados
al tratamiento superior (Ghiglietti y Paganoni, 2014).
Teorema 2.9. Si :
(i) α > 0
y
(ii) Si mµB =
∫ β
α




entonces, con probabilidad 1, ĺımn→∞ Zn = Z∞ ∈ {0, 1}.
Teorema 2.10. Sea NB(n) =
∑n






1 si mµB =
∫ β
α




0 si mµB =
∫ β
α






Este resultados establece que, bajo el diseño RRU, si el tamaño de la muestra crece entonces
el diseño asigna menor cantidad de individuos al tratamiento inferior.(Ghiglietti et al., 2018).
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2.6. Modelo MRRU
Se presentan ahora el modelo MRRU y algunos resultados importantes sobre el mismo (Aletti
et al., 2011).
Definición 2.22. Modelo MRRU
En este modelo basado en el RRU, se modifica el esquema de reforzamiento de la urna. Se
define una urna con dos colores, la cual es reforzada aleatoriamente y tiene una composición
inicial (b0, w0), números reales no negativos, dirigida, por las dos distribuciones µ y ν cuyas
densidades, tienen soporte contenido en [α, β], donde 0 ≤ α ≤ β <∞.
Se considera en este caso una sucesión (Un)n de variables aleatorias uniformes(0, 1) inde-







esperanza (media) bajo cada distribución µ y ν, se asumen que las medias son estrictamente
positivas. Considere una urna que contiene inicialmente b0 bolas de color negro y w0 bolas
de color blanco, se establece entonces lo siguiente:
Se denota por B0 = b0 y W0 = w0, D0 = B0 + W0 y Z0 =
B0
D0
, la composición inicial de al
urna, D0 representa la cantidad inicial total de bolas en la urna y Z0 representa la proporción
de bolas negras, en la urna incialmente.
Si al tiempo n = 1 una bola es extráıda de la urna, se observa su color y se indica con la va-
riable X1 = 1[0,Z0](U1), la cual es una variable aleatoria que tiene distribución Bernoulli(Z0).
Sean M1 y N1, dos variables aleatorias con distribución µ y ν respectivamente, se asume
que X1, M1 y N1 son variables aleatorias independientes. Entonces la dinámica de asignar
pacientes a los tratamientos, a partir de la extracción de bolas en la urna, es de la siguiente
manera:
1. Si el color de la bola muestreada es B y Z0 < η ∈ (0, 1), ésta se retorna a la urna junto
con X1M1 bolas del mismo color. El valor η es un parámetro adecuado, seleccionado
por el experimentador según su experiencia.
2. Si la bola extráıda es de color W y si Z0 > δ ∈ (0, 1), con δ < η, ésta se regresa a
la urna junto con (1 − X1)N1 bolas del mismo color. El parámetro δ es también un
parámetro escogido adecuadamente, por el experimentador.
3. En caso contrario la urna no cambia.
Entonces la composición de la urna se actualizará del siguiente modo:
∗ B1 = B0 +X1M11[Z0<η].
∗ W1 = W0 + (1−X1)N11[Z0>δ].
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∗ D1 = B1 +W1 y Z1 = B1W1 .
Iterando hasta el tiempo n+ 1, se considera la información obtenida hasta el tiempo n, que
está contenida en la σ-álgebra =n generada porX1, X2, ..., Xn,M1,M2, ...,Mn, yN1, N2, ..., Nn,
se supone que Mn+1 y Nn+1 son dos variables aleatorias independientes con distribución µ y
ν, respectivamente. Entonces al tiempo n+ 1, la configuración de la urna será:
∗ Bn+1 = Bn +Xn+1Mn+11[Zn<η].
∗ Wn+1 = Wn + (1−Xn+1)Nn+11[Zn>δ].
∗ Dn+1 = Bn+1 +Wn+1.
∗ Zn+1 = Bn+1Dn+1 .
donde Xn+1 = 1[0,Zn](Un+1) una variable aleatoria Bernoulli(Zn).
Al igual que en el modelo RRU, se generan una sucesión de variables aleatorias Bernoulli,
X = (Xn : n = 1, 2, 3, ...) donde Xn representa el color de la bola muestreada en la urna
al tiempo n y un proceso estocástico (Z,D) = {(Zn, Dn) : n = 0, 1, 2, ...}, con valores en
[0, 1] × (0,∞), este proceso es una secuencia de Markov, donde Dn representa el número
total de bolas en la urna al tiempo n y Zn representa la proporción de bolas de color negro
en la urna al tiempo n, esto es antes de la (n + 1) extracción. X es llamado el proceso de
colores generado por la urna, mientras que (Z,D) es el proceso de su composición.
Al igual que en el caso RRU interesa conocer el comportamiento asintótico del proceso
(Zn)n para ello, (Aletti et al., 2011) demuestran, asumiendo que la composición de la urna
es suficientemente grande, las siguientes desigualdades para los procesos previsible (An)n y
martingala (Mn)n, de la descomposición de Doob del proceso (Zn)n. Donde 〈Mn〉n denota
la caracteŕıstica cuadrática de la martingala (Mn)n, es decir, el proceso predecible que se
obtiene de la descomposición de Doob del proceso(M2n)n.
Lema 2.1. Asumiendo que mR = mW = m. Si D0 ≥ 2β, con β> 0 el ĺımite superior del







E(〈M〉∞ − 〈M〉n|Fn) ≤
β
D0
para cualquier n ≥ 0.
Como consecuencia, se obtiene:
Lema 2.2. Asumiendo mR = mW = m. Si D0 ≥ 2β, con β> 0 el ĺımite superior del soporte
de la distribuciones µ y ν, entonces:
P (sup
n










para cada h ≥ 0
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La demostración del siguiente resultado se basa en el teorema de descomposición de Doob y
en los lemas 2.1 y 2.2
Teorema 2.11. La sucesión de proporción Z = (Zn, n = 1, 2, ...) del proceso de urna descrito





η si mµB =
∫ β
α




δ si mµB =
∫ β
α











i=1Xi, indica el número de individuos asignados al tratamiento superior. Este re-
sultado nos indica, que la proporción de sujetos asignados al tratamiento superior, esto es,
el que tiene respuesta media mayor, converge a η.
2.7. Comparación de dos Tratamientos
Cuando se habla de respuesta de los pacientes, se hace referencia al resultado que se obtiene
al suministrar un tipo de medicamento a un paciente o al someter al paciente algún tipo de
procedimiento o tratamiento. Estas respuestas pueden ser cualitativas (dicotómicas) (May y
Flournoy, 2009) en el sentido de que si lo que se desea es ver si el medicamento tuvo efecto
o no, o pueden ser cuantitativas(continuas) (Ghiglietti et al., 2018), cuando por ejemplo, si
el medicamento que se está suministrando es para la ganancia de peso, y se desea ver no
solo si hay ganancia de peso, sino también, de cuánto es la ganancia de peso, ese aumento
en el peso del paciente es lo que se toma como respuesta al tratamiento, en este estudio se
asume que la respuesta de los pacientes a los tratamientos es continua, y en ese sentido se
puede hablar de la respuesta media de los pacientes asignados a un tratamiento,donde se
considerará como tratamiento superior aquel cuya respuesta media es mayor y como inferior,
aquel cuya respuesta media es menor.
Dentro de la metodoloǵıa de ensayos cĺınicos cuando se desea comparar dos tratamientos
(fármacos,e.t.c), la cuestión de decidir cuál tratamiento es mejor o si ambos son igualmente
buenos, se plantea como un problema de decisión con respecto a un parámetro de un modelo
estad́ıstico (Zhang, 2009) y esto se lleva a cabo mediante una prueba de hipótesis.
Si se desea comparar dos tratamientos, un tratamiento B y uno W, se considera la respuesta
media de los pacientes asignados al tratamiento B y al tratamiento W, denotadas por mµB
y mνW , donde µB y νW son las respectivas distribuciones de probabilidad de la variable
respuesta a cada tratamiento y se plantean las siguientes hipótesis: H0 : mµB = mνW vs
H1 : mµB > mνW . Para la verificación de este test, bajo el modelo MRRU en (Ghiglietti y
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, bajo la hipótesis nula , la estad́ıstica ζ0(n) converge a una variable
normal estándar; aqúı se tiene que:
* MnB es la media muestral y s
2
B es varianza muestral de las respuestas de los sujetos
asignados al tratamiento B.
* NnW es la media muestral y s
2
W es varianza muestral de las respuestas de los sujetos
asignados al tratamiento W .
* NB(n) y NW (n) son los tamaños de muestra, después de las n extracciones en la
urna, bajo el diseño MRRU, es decir, si el número de sujetos que se va asignar a los
tratamientos es n, NB(n) y NW (n) son los sujetos que fueron asignados respectivamente
al tratamiento B y W , en el tiempo n .
Por último y no menos importante en (Muliere y Secchi, 2006) se proponen dos aspectos
relevantes, para evaluar un diseño de respuesta adaptada.
1. El número de pacientes asignados al tratamiento inferior(aquel con respuesta media
menor)por el diseño de respuesta adaptada, debe ser menor o igual a n
2
, donde n, el
número de sujetos asignados a los tratamientos.
2. El diseño de respuesta adaptada debe permitir un buen poder estad́ıstico o dicho de
otra forma, un buen valor de la potencia de la prueba.
El poder de una prueba estad́ıstica puede definirse de la siguiente manera (Weiss, 2012): El
poder de una prueba de hipótesis es la probabilidad de no cometer un error de Tipo II, es
decir, la probabilidad de rechazar una hipótesis nula falsa. Para un nivel de significación fijo,
aumentar el tamaño de la muestra aumenta la potencia. Es decir, con el tamaño de la muestra
se puede obtener una prueba de hipótesis con tanta potencia como se desee (Weiss, 2012).
Convencionalmente, cuando se evalúa la potencia de una prueba estad́ıstica, la mayoŕıa de
los investigadores usan como referente el valor 0.8, indicando que una potencia mayor o
igual 0.8, es poderosa (Park, 2010). Entonces, en este trabajo, cuando se dice que el diseño
de respuesta adaptada debe permitir un buen poder estad́ıstico, eso se tomará como que la
potencia deber ser mayor o igual a 0.8.
3. Implementación del modelo MRRU
En esta sección se presenta la simulación del modelo MRRU para diferentes tamaños de
muestra y diferentes escogencias de los parámetros iniciales. Se tendrán en cuenta los si-
guientes aspectos:
Tamaños de Muestras: Se tienen 5 tamaños de muestra distintos n1 = 30, n2 = 60,
n3 = 100, n4 = 200 y n5 = 300.
Parámetros (δ y η) : Dado la infinidad de valores que hay entre cero y uno, se
restringue el estudio a los 7 pares de valores (δ, η) con 0 < δ, η < 1 que se muestran
en la tabla 3-1, junto con la diferencia entre los mismos.
δ η δ η
0.1 0.9 0.4 0.9
0.2 0.8 0.1 0.8
0.3 0.7 0.3 0.6
0.4 0.6
Tabla 3-1.: Configuración de diferentes parámetros usados en la simulación
Se seleccionaron estos valores teniendo en cuenta la definición de modelo MRRU, dada
en (Aletti et al., 2011), donde δ < η, y se tuvo en cuenta además, que los valores para
δ sean menores a 0.5 y los que se consideran para η sean mayores a 0.5. Esto último
por las siguientes razones:
* Se supondrá que el tratamiento superior es el asociado con el color B, el cual
estará asociado con el parámetro η.
** La proporción de sujetos asignados al tratamiento superior converge a η, propo-
sición 2.1
*** Dado que la urna iniciará con una bola negra y una bola blanca, es decir,
(b0 = 1, w0 = 1), se busca evitar que de entrada o al iniciar la dinámica de la
urna, exista inclinación hacia uno de los tratamientos.
**** El número de pacientes asignados al tratamiento inferior(aquel con respuesta me-
dia menor)por el diseño de respuesta adaptada, debe ser menor o igual a n
2
, donde
n, el número de sujetos asignados a los tratamientos(Muliere y Secchi, 2006).
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Valores para la respuesta media del tratamiento superior: Para realizar la
simulaciones se asume que las respuestas tienen distribución normal, adicionalmente
las respuestas medias de los pacientes asignados al tratamiento superior e inferior se
tomaron de modo que la diferencia entre las mismas sea menor que 1. Se considerarán
tres valores distintos para la respuesta media de los pacientes asignados al tratamiento
superior:
mµB1 = 1, 1 (3-1)
mµB2 = 1, 5 (3-2)
mµB3 = 1, 7
Para la respuesta media de los pacientes asignados al tratamiento inferior, se considera
fija, mνW = 1. Se asumirá además, que el tratamiento superior es aquel representado
por las bolas de color negro B y el inferior por las bolas de color blanco W . Para
tomar los valores de mµBi con i = 1, 2, 3 y de mνW = 1, se tuvo en cuenta el estudio
de simulación realizado en (Muliere y Secchi, 2006).
Se tomaron esos valores para mµB1 ,mµB2 y para mµB3 , primero que todo para restringir
el estudio y segundo, considerando el hecho de que, una de las formas de evaluar el
modelo MRRU es analizar cómo es la potencia de la prueba de hipótesis utilizada para
comparar los dos tratamientos (Muliere et al., 2006), y seŕıa interesante ver esto, cuando
la diferencia entre las respuestas medias de los pacientes asignados a los tratamientos,
es menor que 1.
Esquema de las combinaciones (δ,η,n,mµB): Se presenta un esquema de las combi-
naciones a tener en cuenta para realizar las simulaciones. Para cada par de parámetros
δ y η, seleccionado, se tiene el esquema mostrado en la figura 3-1 :
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Figura 3-1.: Esquema general simulaciones
3.1. Implementación del algoritmo de simulación
Se ejecutará un código en el paquete estad́ıstico R project (R studio)1. Para la elaboración
del código y su implementación, se toma como base la definición del modelo MRRU, el código
y la metodoloǵıa empleada en (Ghiglietti et al., 2018).
La ejecución del código será del siguiente modo:
Se realizarán N = 5000 simulaciones, cada simulación se denotará como j, donde
j ∈ {1, 2, 3, ..., N}. Para la realización de las simulaciones se tienen en cuenta lo siguiente:
1El código utilizado se puede encontrar en el Ánexo A
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1. Un tamaño de muestra n que representa el número total de pacientes que serán asig-
nados a los tratamientos.
2. Parámetros de inicialización δ y η para el modelo MRRU.
3. Configuración inicial de la urna: La configuración inicial de la urna será la misma para
cada una de las simulaciones, se considerará que la urna inicia con una bola negra y
una bola blanca, es decir, (b0 = 1, w0 = 1), en la dinámica (extracción y adición de
bolas) de la urna que se basa en la definición del modelo MRRU, si se extrae una bola
de un color, se refuerza ese color con una cierta cantidad, y la cantidad de bolas del
otro color, se mantiene igual, con esto se garantiza la sostenibilidad de la urna , es
decir, que ningún color se extinga.
4. Se considera que no existen retrasos en las respuestas de los pacientes, es decir, que las
respuestas individuales se tienen antes de que el siguiente paciente ingrese al ensayo
(Ghiglietti et al., 2018).
De otro lado, en cada simulación j, se obtienen los siguientes resultados:
1. Número de sujetos asignados al tratamiento inferior y superior, por parte del modelo
MRRU.
2. Si uno de los n pacientes que se tienen para el estudio, es asignado a uno de los dos
tratamientos entonces:
a) Si el paciente es asignado al tratamiento “B”(saca una bola de color negro de
la urna), se obtiene la respuesta de ese paciente al tratamiento “B”, la cual se
denota como εjBi y con j ∈ {1, 2, 3, ..., N} e i ∈ {1, 2, 3, ..., n}; además se asume
que esa respuesta se distribuye normal con media igual a mµB y varianza σ
2 = 1.
La respuesta de cada paciente asignado al tratamiento “B ” es generada, dentro
del mismo código.
b) Si el paciente es asignado al tratamiento “ W”(saca una bola de color blanco de
la urna), se obtiene la respuesta de ese paciente al tratamiento “ W”, la cual se
denota como εjWi con j ∈ {1, 2, 3, ..., N} e i ∈ {1, 2, 3, ..., n}; además se asume
que esa respuesta se distribuye normal con media igual a mµW y varianza σ
2 = 1.
La respuesta de cada paciente asignado al tratamiento “W” se genera dentro del
mismo código.
De los dos pasos anteriores, a y b, se obtienen dos vectores, llamados aśı dentro del
contexto de la programación; los cuales contienen:
* Un primer vector, que contiene las respuestas generadas de aquellos pacientes
asignados al tratamiento “B ”. La longitud de este vector es igual al número
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de sujetos asignados al tratamiento “B ”, la cual es una cantidad aleatoria; esta
cantidad se toma dentro del total de n pacientes.
** Un segundo vector, que contiene las respuestas generadas de aquellos pacientes
asignados al tratamiento “W”. La longitud de este vector es igual al número
de sujetos asignados al tratamiento “W”, la cual es una cantidad aleatoria; esta
cantidad se toma dentro del total de n pacientes.
3. Se destaca que de las N = 5000 simulaciones realizadas, se obtiene la siguiente infor-
mación que es importante para la realización de los objetivos espećıficos 2 y 3; esta
información es:
1. Un vector de longitud N = 5000, con el número de sujetos asignados al tratamiento
inferior en cada simulación.
2. Un vector de longitud N = 5000, de unos y ceros, indicando el resultado de la prueba
de hipótesis, realizada en cada simulación, por medio del comando T.test en R Project.
Observación:
1. Considerando que las variables aleatorias εB (respuesta de un paciente asignado al
tratamiento B) y εW (respuesta de un paciente asignado al tratamiento W ) pueden
tomar valores negativos, lo que podŕıa causar la extinción de uno de los colores en la
urna, se usará una función de utilidad u(x) en el algoritmo (ver Ánexo A). La función
u(x) será evaluada en εB o εW , según se haya asignado el paciente al tratamiento “
B” o“ W”, respectivamente. En otras palabras, si al tiempo i un paciente es asignado
al tratamiento “ W” (saca una bola blanca de la urna), se obtiene la respuesta de ese
paciente al tratamiento “ W”, denotada como εWi , luego la función u(x) es evaluada
en εWi , obteniéndose u(εWi), que será el reforzamiento de las bolas de color blanco al
tiempo i, es decir, u(εWi) es la cantidad de bolas de color blanco, que junto con la bola
extráıda (blanca), se introducirán en la urna.
2. La función u(x) que será utlizada en este trabajo, es la usada en el estudio de simulación
de (Muliere y Secchi, 2006).
3. En este trabajo se considerará que la respuesta media de los pacientes asignados al
tratamiento B, (mµB ), es mayor que la respuesta media de los pacientes asignados al
tratamiento W , (mµW ). Este hecho no se ve afectado por utilizar la función u(x) (ver
Ánexo A) y las cantidades u(εB) o u(εW) como reforzamiento de las bolas de color
B o W en la urna, según se haya asignado el paciente al tratamiento “ B” o“ W”,
respectivamente (Muliere y Secchi, 2006).
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3.2. Comportamiento asintótico del número de individuos
asignados al tratamiento inferior.
En esta sección se va a analizar el número de sujetos asignados al tratamiento inferior por
el modelo MRRU.
Inicialmente se hará un resumen estad́ıstico (Cuartiles 1 y 3, mediana y media) del número
de sujetos asignados al tratamiento inferior NW (n) para los tamaños de muestra considerados
y para las distintas configuraciones de parámetros que se tuvieron en cuenta.
En las siguientes tablas se muestra el tipo de información que se desea analizar con relación
al comportamiento del número de sujetos asignados al tratamiento inferior.
1. Tamaño de muestra fijo y respuesta media del tratamiento superior fija:
Se analizará el comportamiento de las cantidades, cuartil 1 y 3, mediana y media del
número de sujetos asignados al tratamiento inferior para cada configuración (selección)
de los parámetros, buscando cuál de los valores seleccionados para δ y η es el más favo-
rable para el diseño MRRU, es decir, para cual de los valores de δ y η, las cantidades,
cuartil 1 y 3, mediana y media, presentan los valores más bajos, tal y como se observa
en la tabla 3-2.
Parámetros seleccionados Q1 Mediana Q3 Media
δ = 0, 4 y η = 0, 6 . . . . . . . . . . . .
δ = 0, 3 y η = 0, 6 . . . . . . . . . . . .
δ = 0, 3 y η = 0, 7 . . . . . . . . . . . .
δ = 0, 4 y η = 0, 9 . . . . . . . . . . . .
δ = 0, 2 y η = 0, 8 . . . . . . . . . . . .
δ = 0, 1 y η = 0, 8 . . . . . . . . . . . .
δ = 0, 1 y η = 0, 9 . . . . . . . . . . . .
Tabla 3-2.: Estructura parámetros seleccionados y estad́ısticos descriptivos
3.3. Prueba de hipótesis
En esta sección trabajaremos las pruebas de hipótesis clásicas con el fin de comparar las
respuestas medias de los dos tratamientos para el modelo MRRU. Con la información (data)
contenida en los dos vectores (respuestas de pacientes asignados a los tratamientos), siguien-
do a (Ghiglietti et al., 2018) se realiza un t.test, dentro del mismo código, con el cual se
busca verificar (comprobar) la prueba de hipótesis: H0 : mµB = mνW vs H1 : mµB > mνW ,
donde mµB representa la respuesta media de los pacientes asignados al tratamiento B y
mνW representa la respuesta media de los pacientes asignados al tratamiento W , es decir,
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se busca establecer cual tratamiento es superior; como para cada una de las elecciones de
δ y de η, se realizarán 5000 simulaciones, se mirará el número de rechazos de la prueba de
hipótesis dentro del total de simulaciones. En la realización de esta prueba se asume una
significancia de α = 0.05, una vez realizada la prueba anterior con el comando t.test en R
project, se obtiene un p-valor, el cual se guarda, en un vector de longitud N con la siguiente
configuración:
1. Si la hipótesis nula no se rechaza, lo cual sucede si el p-valor es mayor que α, entonces
esta información es almacenada en el vector de longitud N como 0 (cero).
2. Si la hipótesis nula se rechaza, lo cual sucede si el p-valor es menor que α, entonces
esta información es almacenada en el vector de longitud N como 1 (uno).
Una vez obtenida la cantidad de rechazos de la prueba de hipótesis dentro del total de si-
mulaciones, esa cantidad se divide entre el número total de simulaciones (5000), y el valor
obtenido se toma como una estimación de la potencia de la prueba hipótesis y se le llamará
potencia emṕırica (Ghiglietti et al., 2018).
La tabla 3-3 muestra el tipo de información que se desea analizar con relación a la potencia
de la prueba. Considerando un valor fijo de n, dentro de los propuestos, y fijando la diferencia
entre las medias (0.1, 0.5, 0.7), se desea ver si al variar las distintas configuraciones o valores
propuestos de los parámetros δ y η, esto tiene alguna influencia sobre la potencia emṕırica,






δ = 0, 1
η = 0, 9
δ = 0, 1
η = 0, 8
δ = 0, 2
η = 0, 8
δ = 0, 4
η = 0, 9
δ = 0, 3
η = 0, 7
δ = 0, 3
η = 0, 6
δ = 0, 4
η = 0, 6
n1 = 30 . . . . . . . . . . . . . . . . . . . . .
n2 = 60 . . . . . . . . . . . . . . . . . .
n3 = 100 . . . . . . . . . . . . . . . . . .
n4 = 200 . . . . . . . . . . . . . . . . . .
n5 = 300 . . . . . . . . . . . . . . . . . .
Tabla 3-3.: Valores de la potencia emṕırica ante cambios de parámetros escogidos
4. Resultados
Se presentan los resultados obtenidos de las simulaciones. En primer lugar los resultados sobre
el número de sujetos asignados al tratamiento inferior para cada una de las escogencias de los
parámetros δ y η, manteniendo fijo el tamaño de muestra y la diferencia entre las respuestas
medias de los pacientes asignados a los tratamientos y en último lugar se presentan resultados
relacionados con la potencia emṕırica.
Estos resultados se analizan teniendo en cuenta dos aspectos relevantes propuestos por (Mu-
liere y Secchi, 2006) para evaluar un diseño de respuesta adaptada, los cuales se encuentran
al final de la sección 2.7. En este trabajo, el aspecto 1, se mencionará como condición uno
de Muliere, y el aspecto 2, como condición dos de Muliere.
En la tabla 4-1 se muestran las cantidades cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3,
del número de sujetos asignados al tratamiento inferior; para los valores seleccionados de δ
y η, con n = 30 y diferencia entre medias de 0, 1. Los valores de la tabla 4-1, se muestran en
la gráfica 4-1, donde se puede apreciar, que el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3,
presentan los valores más bajos, para δ = 0, 4 y η = 0, 9 y además, la media y la media se
encuentran por debajo del 40 % del tamaño de muestra considerado, con lo cual en promedio,
se cumpliŕıa con la condición de que el número de sujetos asignados al tratamiento inferior
debe estar por debajo del 50 %.
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 6 14 14,32 23
δ = 0, 1 y η = 0, 8 8 14 15,4 23
δ = 0, 2 y η = 0, 8 8 14 14,65 21
δ = 0, 4 y η = 0, 9 5 11 11,25 17
δ = 0, 3 y η = 0, 7 10 14 14,56 19
δ = 0, 3 y η = 0, 6 12 16 15,79 20
δ = 0, 4 y η = 0, 6 12 15 14,67 18
Tabla 4-1.: Sujetos asignados -Tratamiento Inferior, n = 30- Diferencia de medias, 0,1.
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Figura 4-1.: Sujetos asignados -Tratamiento Inferior, n = 30- Diferencia de medias, 0,1.
En la tabla 4-2, se presentan el cuartil 1 (Q1), Mediana, Media y Cuartil 3 (Q3), del número
de sujetos asignados al tratamiento inferior; para los valores seleccionados de δ y η, con
n = 60 y diferencia entre medias de 0, 1. En la gráfica 4-2, se puede apreciar que el cuartil
1 (Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más pequeños para δ = 0, 4 y
η = 0, 9. Se resalta que para estos valores de δ y η, el cuartil 3, toma un valor igual a 30 y la
media y la mediana, se encuentran por debajo del 35 % del tamaño de muestra considerado,
con lo cual para los valores de δ = 0, 4 y η = 0, 9, se estaŕıa cumpliendo muy con el criterio
1 de evaluación de un diseño de respuesta adaptada.
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 12 26 28,36 45
δ = 0, 1 y η = 0, 8 17 29 30,93 45
δ = 0, 2 y η = 0, 8 17 28 28,61 40
δ = 0, 4 y η = 0, 9 11 20 20,74 30
δ = 0, 3 y η = 0, 7 22 29 29,02 37
δ = 0, 3 y η = 0, 6 26 31 31,66 38
δ = 0, 4 y η = 0, 6 25 29 29,39 34
Tabla 4-2.: Sujetos asignados -Tratamiento Inferior, n = 60- Diferencia de medias, 0,1.
29
Figura 4-2.: Sujetos asignados -Tratamiento Inferior, n = 60- Diferencia de medias, 0,1.
En la tabla 4-3 se muestra el cuartil 1 (Q1), Mediana, Media y Cuartil 3 Q3, del número de
sujetos asignados al tratamiento inferior; para los respectivos valores de δ y η, con n = 100
y diferencia de medias igual a 0, 1. En la gráfica 4-3, se puede ver, que el cuartil 1(Q1),
Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos, para los valores de δ = 0, 4
y η = 0, 9, además para estos mismo valores, todas las estad́ısticas descriptivas se encunetran
por debajo del 50 % del tamaño de muestra considerado, y en particular la media y mediana
estan muy cercanas al 30 % del tamaño de muestra, esto nos permite decir que para los
valores δ = 0, 4 y η = 0, 9, se está cumpliendo con el primer criterio de evaluación un diseño
de respuesta adaptada.
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 20 46 47,99 76
δ = 0, 1 y η = 0, 8 29 49 51,59 74
δ = 0, 2 y η = 0, 8 29 46 47,46 65
δ = 0, 4 y η = 0, 9 18 32 33,36 48
δ = 0, 3 y η = 0, 7 36 47 47,68 59
δ = 0, 3 y η = 0, 6 44 52 52,76 62
δ = 0, 4 y η = 0, 6 42 48 48,5 55
Tabla 4-3.: Sujetos asignados -Tratamiento Inferior, n = 100- Diferencia de medias, 0,1.
30 4 Resultados
Figura 4-3.: Sujetos asignados -Tratamiento Inferior, n = 100- Diferencia de medias, 0,1.
La tabla 4-4 y el gráfico 4-4, muestran que para n = 200 y una diferencia de medias igual a
0, 1, el cuartil 1 (Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos, para
δ = 0, 4 y η = 0, 9 y además para estos mismo valores, todas las estad́ısticas descriptivas se
encunetran por debajo del 50 % del tamaño de muestra considerado, y la media y mediana
estan muy cercanas al 30 % pero por encima, de este tamaño de muestra, esto nos permite
decir que para los valores δ = 0, 4 y η = 0, 9, se cumple condición 1 de (Muliere et al., 2006).
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 39 86 92,33 146
δ = 0, 1 y η = 0, 8 58 94 101,2 144
δ = 0, 2 y η = 0, 8 57 87 92,15 126
δ = 0, 4 y η = 0, 9 35 60 63,56 90
δ = 0, 3 y η = 0, 7 72 92 94,7 116
δ = 0, 3 y η = 0, 6 89 104 105,6 121
δ = 0, 4 y η = 0, 6 86 96 97,32 108,25
Tabla 4-4.: Sujetos asignados-Tratamiento inferior, n = 200- Diferencia de medias 0, 1
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Figura 4-4.: Sujetos asignados-Tratamiento inferior, n = 200- Diferencia de medias 0, 1
En la tabla 4-5 y el gráfico 4-5 se observa que para n = 300 y una diferencia de medias igual
a 0, 1, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos, para
δ = 0, 4 y η = 0, 9 y además para estos mismo valores, todas las estad́ısticas descriptivas se
encuentran por debajo del 50 % del tamaño de muestra considerado, y la media y mediana
estan muy cercanas al 30 % pero esta vez por debajo, de este tamaño de muestra, esto nos
permite decir que para los valores δ = 0, 4 y η = 0, 9, se cumple condición 1 de Muliere.
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 59 130 137,7 214,2
δ = 0, 1 y η = 0, 8 90 145 153,9 284
δ = 0, 2 y η = 0, 8 85 131 137,8 188
δ = 0, 4 y η = 0, 9 52 90 94,57 134
δ = 0, 3 y η = 0, 7 107 136 140,4 171,2
δ = 0, 3 y η = 0, 6 133 154 157,4 180
δ = 0, 4 y η = 0, 6 129 143 145,1 160
Tabla 4-5.: Sujetos asignados-Tratamiento inferior, n = 300- Diferencia de medias 0, 1
32 4 Resultados
Figura 4-5.: Sujetos asignados-Tratamiento inferior, n = 300- Diferencia de medias 0, 1
Se resalta también en estos resultados, que la media y la mediana del número de sujetos
asignados al tratamiento inferior toman valores muy cercanos entre śı, sin importar los
valores para δ y η que se tomen dentro de los escogidos en el presente trabajo. Además
se pudo notar que apartir del tamaño de muestra igual a n = 60, y a medida que este se
aumentaba, bajo los valores de δ = 0, 4 y η = 0, 9, todas las estad́ısticas descriptivas tomaron
valores menores al 50 % del tamaño de muestra considerado, resaltando que la media y la
mediana se encontraban cerca al 30 % del tamaño de muestra.
Figura 4-6.: Sujetos asignados-Tratamiento inferior, n = 30- Diferencia de medias 0, 5
La tabla ?? y el gráfico 4-6 muestran que para n = 30 y una diferencia de medias igual a 0, 5,
el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos, para los
valores de δ = 0, 4 y η = 0, 9 y para estos mismo valores de los parámetros, las estad́ısticas
33
descriptivas se encunetran todas por debajo del 50 % del tamaño de muestra considerado en
este caso y en particular,la media y mediana se encuentran por debajo del 35 % del tamaño
de muestra considerado, con lo cual para estos valores de δ y η, se cumple la condición 1 de
Muliere.
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 8 17 23,11 37
δ = 0, 1 y η = 0, 8 14 21 26,07 38
δ = 0, 2 y η = 0, 8 14 21 24,14 33
δ = 0, 4 y η = 0, 9 8 14 16,56 24
δ = 0, 3 y η = 0, 7 19 24 25,5 31
δ = 0, 3 y η = 0, 6 24 28 29,36 34
δ = 0, 4 y η = 0, 6 23 27 27,54 32
Tabla 4-6.: Sujetos asignados-Tratamiento inferior, n = 60- Diferencia de medias 0, 5
Figura 4-7.: Sujetos asignados-Tratamiento inferior, n = 60- Diferencia de medias 0, 5
La tabla 4-6 y el gráfico 4-7, se observa que para n = 60 y una diferencia de medias igual
a 0, 5, el cuartil 1 (Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos,
para los valores de δ = 0, 4 y η = 0, 9 y para estos mismo valores de los parámetros, las
estad́ısticas descriptivas se encuentran todas por debajo del 41 % del tamaño de muestra
considerado en este caso y en particular, la media y mediana se encuentran por debajo del
30 % del tamaño de muestra considerado, con lo cual para estos valores de δ y η, se cumple
la condición 1 de Muliere.
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Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 14 27 36,38 57
δ = 0, 1 y η = 0, 8 23 34 42,13 59
δ = 0, 2 y η = 0, 8 23 32 37,86 50
δ = 0, 4 y η = 0, 9 13 21 25,36 35
δ = 0, 3 y η = 0, 7 31 38 41,09 49
δ = 0, 3 y η = 0, 6 40 46 47,65 54
δ = 0, 4 y η = 0, 6 40 45 45,3 51
Tabla 4-7.: Sujetos asignados -Tratamiento Inferior n = 100- Diferencia de medias, 0,5
Figura 4-8.: Sujetos asignados -Tratamiento Inferior, n = 100- Diferencia de medias, 0,5.
La tabla 4-7 y el gráfico 4-8 muestran que para n = 100 y una diferencia de medias igual
a 0, 5, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos,
para los valores de δ = 0, 4 y η = 0, 9 y para estos mismos valores de los parámetros, las
estad́ısticas descriptivas se encuentran todas por debajo del 36 % del tamaño de muestra
considerado en este caso y en particular, la media y mediana se encuentran por debajo del
27 % del tamaño de muestra considerado, con lo cual para estos valores de δ y η, se cumple
la condición 1 de Muliere.
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Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 26 47 66,15 100
δ = 0, 1 y η = 0, 8 45 61 78,08 106
δ = 0, 2 y η = 0, 8 45 58 70,51 90
δ = 0, 4 y η = 0, 9 25 37 45,38 60
δ = 0, 3 y η = 0, 7 63 72 77,54 88
δ = 0, 3 y η = 0, 6 81 89 92,25 100
δ = 0, 4 y η = 0, 6 80 87 88,62 95,25
Tabla 4-8.: Sujetos asignados -Tratamiento Inferior, n = 200- Diferencia de medias 0, 5
Figura 4-9.: Sujetos asignados -Tratamiento Inferior, n = 200- Diferencia de medias 0, 5
En la tabla 4-8 y el gráfico 4-9 se muestra que para n = 200 y una diferencia de medias igual
a 0, 5, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos aśı
como para los valores de δ = 0, 4 y η = 0, 9 y para estos mismos valores de los parámetros,
las estad́ısticas descriptivas se encuentran todas por debajo del 30 % del tamaño de muestra
considerado en este caso y en particular, la media y mediana se encuentran por debajo del
25 % del tamaño de muestra considerado, con lo cual para estos valores de δ y η, se cumple
la condición 1 de Muliere.
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Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0; 9 38 69 98,08 150
δ = 0, 1 y η = 0, 8 66 86 113,5 152
δ = 0, 2 y η = 0, 8 66 81 100,3 125,2
δ = 0, 4 y η = 0, 9 36,75 51 64,2 84
δ = 0, 3 y η = 0, 7 93 103 112,4 124
δ = 0, 3 y η = 0, 6 121 130 135,5 144
δ = 0, 4 y η = 0, 6 120 128 130,5 138
Tabla 4-9.: Sujetos asignados -Tratamiento Inferior, n = 300- Diferencia de medias 0, 5
Figura 4-10.: Sujetos asignados -Tratamiento Inferior, n = 300- Diferencia de medias 0, 5
La tabla 4-9 y el gráfico 4-10, se observa que para n = 300 y una diferencia de medias igual
a 0, 5, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos,
para los valores de δ = 0, 4 y η = 0, 9 y para estos mismos valores de los parámetros, las
estad́ısticas descriptivas se encuentran todas por debajo del 30 % del tamaño de muestra
considerado en este caso y en particular, la media y mediana se encuentran por debajo del
22 % del tamaño de muestra considerado, con lo cual para estos valores de δ y η, se cumple
la condición 1 de Muliere.
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Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 4 9 11,62 19
δ = 0, 1 y η = 0, 8 6 10 12,93 19
δ = 0, 2 y η = 0, 8 6 10 11,88 17
δ = 0, 4 y η = 0, 9 4 7 8,716 13
δ = 0, 3 y η = 0, 7 9 12 12,74 16
δ = 0, 3 y η = 0, 6 11 14 14,21 17
δ = 0, 4 y η = 0, 6 11 13 13,54 16
Tabla 4-10.: Sujetos asignados -Tratamiento Inferior, n = 30- Diferencia de medias 0, 7
Figura 4-11.: Sujetos asignados -Tratamiento Inferior, n = 30- Diferencia de medias 0, 7
La tabla 4-10 y el gráfico 4-11 indican que para n = 30 y una diferencia de medias igual a
0, 7, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos para
los valores de δ = 0, 4 y η = 0, 9 y adicionalmente, todas estas medidas son menores al 50 %
del tamaño de muestra considerado y se cumple la condición 1 de Muliere.
38 4 Resultados
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 8 15 21,05 33
δ = 0, 1 y η = 0, 8 13 19 24,18 34
δ = 0, 2 y η = 0, 8 13 19 22,22 30
δ = 0, 4 y η = 0, 9 8 13 15,06 21
δ = 0, 3 y η = 0, 7 18 23 24,36 29
δ = 0, 3 y η = 0, 6 23 27 27,98 32
δ = 0, 4 y η = 0, 6 23 27 26,91 31
Tabla 4-11.: Sujetos asignados -Tratamiento Inferior, n = 60- Diferencia de medias 0, 7
Figura 4-12.: Sujetos asignados -Tratamiento Inferior, n = 60- Diferencia de medias 0, 7
La tabla 4-11 y el gráfico 4-12 muestran que para n = 60 y una diferencia de medias igual a
0, 7, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos, para
los parámetros δ = 0, 4 y η = 0, 9 y además para estos mismos valores, todas las estad́ısticas
descriptivas consideradas, son menores al 40 % del tamaño de muestra considerado, y se
cumple la condición 1 de Muliere.
39
Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 13 23 33,29 51
δ = 0, 1 y η = 0, 8 22 30 38,53 52
δ = 0, 2 y η = 0, 8 22 29 34,96 45
δ = 0, 4 y η = 0, 9 12 19 22,87 31
δ = 0, 3 y η = 0, 7 31 36 38,74 45
δ = 0, 3 y η = 0, 6 39 44 45,81 51
δ = 0, 4 y η = 0, 6 39 44 44,15 49
Tabla 4-12.: Sujetos asignados -Tratamiento Inferior, n = 100- Diferencia de medias 0, 7
Figura 4-13.: Sujetos asignados -Tratamiento Inferior, n = 100- Diferencia de medias 0, 7
En la tabla 4-12 y el gráfico 4-13 se observa que para n = 100 y una diferencia de medias
igual a 0, 7, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos,
para los valores de δ = 0, 4 y η = 0, 9 y además para estos mismos parámetros, todas las
estad́ısticas son menores al 32 % del tamaño de muestra considerado. Adicionalmente, para
todos los valores de los parámetros δ y η, las estad́ısticas descriptivas consideradas todas se
encuentran por debajo del 50 % del tamaño de muestra considerado y se puede decir que el
modelo, bajo cualquier selección del δ y η cumple condición 1 de Muliere.
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Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 24 37 57,73 84
δ = 0, 1 y η = 0, 8 43 52 69,93 90
δ = 0, 2 y η = 0, 8 43 52 62,72 75
δ = 0, 4 y η = 0, 9 23 31 38,56 49
δ = 0, 3 y η = 0, 7 61 68 72,37 79
δ = 0, 3 y η = 0, 6 79 86 88,5 95
δ = 0, 4 y η = 0, 6 78 85 85,72 92
Tabla 4-13.: Sujetos asignados -Tratamiento Inferior, n = 200- Diferencia de medias 0, 7
Figura 4-14.: Sujetos asignados -Tratamiento Inferior, n = 200- Diferencia de medias 0, 7
En la tabla 4-13 y el gráfico 4-14 se observa que para n = 200 y una diferencia de medias
igual a 0, 7, el cuartil 1(Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más
bajos aśı como para los valores de δ = 0, 4 y η = 0, 9 y además para estos mismos valores,
estas medidas son menores al 25 % del tamaño de muestra considerado. Adicionalmente para
todos los valores de los parámetros δ y η, las estad́ısticas descriptivas consideradas todas se
encuentran por debajo del 50 % del tamaño de muestra considerado y se puede decir que el
modelo, bajo cualquier selección del δ y η cumple condición 1 de Muliere.
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Parámetros seleccionados Q1 Mediana Media Q3
δ = 0, 1 y η = 0, 9 35 51 83,12 121
δ = 0, 1 y η = 0, 8 63 75 98,5 120
δ = 0, 2 y η = 0, 8 63 73 89,16 104
δ = 0, 4 y η = 0, 9 34 43 53,45 65
δ = 0, 3 y η = 0, 7 91 99 105 111
δ = 0, 3 y η = 0, 6 119 127 130,5 137
δ = 0, 4 y η = 0, 6 118 125 126,7 134
Tabla 4-14.: Sujetos asignados -Tratamiento Inferior, n = 300- Diferencia de medias 0, 7
Figura 4-15.: Sujetos asignados -Tratamiento Inferior, n = 300- Diferencia de medias 0, 7
En la tabla 4-14 y el gráfico 4-15 se observa que para n = 300 y una diferencia de medias
igual a 0, 7, el cuartil 1 (Q1), Mediana, Media y Cuartil 3 Q3, presentan los valores más bajos
aśı como para los valores de δ = 0, 4 y η = 0, 9 y además todas estas medidas son menores
al 22 % del tamaño de muestra considerado. Todas las estad́ısticas descriptivas tomadas se
encuentran por debajo del 50 % del tamaño de muestra consideraro, con lo anterior se mues-
tra que, para este tamaño de muestra y bajo esta diferencia de medias el modelo estaŕıa
cumpliendo, la condición 1 de Muliere, para todos los valores de δ y η considerados.
Se puede observar que, en todos los casos, sin importar la diferencia de medias, los valores
de los parámetros mostrados anteriormente y el tamaño de muestra considerado, la media y
la mediana, siempre se encontraban por debajo del 50 % del tamaño de muestra considerado,
por lo que se podŕıa decir que, en promedio para todos los valores de δ y η considerados
hasta aqúı, el modelo cumple con la condición 1 de Muliere.
Se resalta que para los valores (δ = 0, 4 y η = 0, 9), todas las estad́ısticas descriptivas consi-
deradas siempre estaban por debajo del 50 % del tamaño de muestra considerado, y no solo
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eso, sino que a medida que se aumenta el tamaño de muestra, el porcentaje de sujetos asig-
nados al tratamiento inferior es cada vez menor (proposición 2.1), con respecto al tamaño
de muestra considerado, con lo que se puede ver, que existe un efecto del tamaño de muestra.
De otra parte, fijando una de las escogencias (δ, η) y el tamaño de muestra dentro de los
considerados, y haciendo variar la diferencia de medias entre las consideradas, 0, 1, 0, 5 y
0, 7 se tiene que cuando la diferencia entre las medias va aumentando,los valores que toman
las estad́ısticas descriptivas del número de sujetos asignados al tratamiento inferior, van
disminuyendo, por lo cual se puede decir, que también existe un efecto de las diferencias
entre las respuestas medias de los sujetos asignados a los tratamientos, sobre el modelo,
al momento de asignar sujetos al tratamiento inferior, con lo que se verifica una de las
conclusiones (May y Flournoy, 2009)
En particular, para los valores de (δ = 0, 4, η = 0, 9) y para n = 300, y haciendo variar la
diferencia de medias entre las consideradas, se tiene que, cuando la diferencia de medias es
0, 1, todas las estad́ısticas descriptivas se encuentran por debajo del 50 % de este tamaño
de muestra, cuando la diferencia de medias es de 0, 5, todas las estad́ısticas descriptivas se
encuentran por debajo del 30 % de este tamaño de muestra y cuando la diferencia de medias
es de 0, 7 todas las estad́ısticas descriptivas se encuentran por debajo del 22 % de este tamaño
de muestra. Se resaltan (δ = 0, 4, η = 0, 9) por el hecho de que presentaron los valores más
bajos de las estad́ısticas descriptivas.
Por último, se resalta que a medida que disminuye la distancia entre δ y η, las cantidades
cuartil 1(Q1), Mediana, Media y Cuartil 3 (Q3), van tomando valores cercanos entre ellas, y
no sólo eso, sino, que toman valores muy cercanos al 50 % del tamaño de muestra considerado,
parece como si tendieran todas hacia el 50 % del tamaño de muestra a medida que disminuye
la diferencia entre los valores de δ y η seleccionados, lo cual quiere decir, que aplicar el mode-
lo MRRU con δ < 0, 5 < η y con diferencias entre estas cercanas a 0.2, seŕıa prácticamente,
como asignar un 50 % de los individuos a uno de los tratamientos y la otra mitad al otro
tratamiento, en otras palabras no habŕıa ventaja en aplicar un diseño de respuesta adaptada.





muestra δ = 0, 1
η = 0, 9
δ = 0, 1
η = 0, 8
δ = 0, 2
η = 0, 8
δ = 0, 4
η = 0, 9
δ = 0, 3
η = 0, 7
δ = 0, 3
η = 0, 6
δ = 0, 4
η = 0, 6
n1 = 30 0,1034 0,1044 0,096 0,1108 0,1034 0,0986 0,1034
n2 = 60 0,13 0,1328 0,1368 0,123 0,13 0,1348 0,1322
n3 = 100 0,168 0,1694 0,1626 0,1746 0,1648 0,1708 0,162
n4 = 200 0,256 0,249 0,2448 0,261 0,2436 0,2536 0,2496
n5 = 300 0,3114 0,3206 0,3206 0,3198 0,316 0,3102 0,3206
Tabla 4-15.: Potencia emṕırica de la prueba de hipótesis con diferencia de medias igual a
0,1.
Figura 4-16.: Potencia emṕırica de la prueba de hipótesis-diferencia de medias igual a 0,1.
Se observa que cuando la diferencia entre medias es de 0, 1 y con un mismo tamaño de
muestra, las potencias emṕıricas son similares (cercanas) al variar las escogencia de los
parámetros. Se puede notar que para el valor más grande de n considerado, n = 300 y
sin importar la pareja de valores (δ, η) que se elijan dentro de las consideradas, la potencia
emṕırica se encuentra por debajo de 0, 35, con lo que tiene que para esta diferencia de medias,
la capacidad de la prueba para establecer cuál es el tratamiento superior, es baja (sección
1.0.10,), y no se estaŕıa cumpliendo con el segundo criterio para la evaluación de un diseño
de respuesta adaptada. Para que se pueda cumplir con tal condición de Muliere, se requieren






δ = 0, 1
η = 0, 9
δ = 0, 1
η = 0, 8
δ = 0, 2
η = 0, 8
δ = 0, 4
η = 0, 9
δ = 0, 3
η = 0, 7
δ = 0, 3
η = 0, 6
δ = 0, 4
η = 0, 6
n1=30 0,5908 0,5914 0,5952 0,582 0,5824 0,5798 0,5854
n2=60 0,8506 0,8446 0,8414 0,8396 0,8428 0,8464 0,8442
n3=100 0,9622 0,963 0,9652 0,9656 0,9622 0,9632 0,9652
n4= 200 0,9992 0,9986 0,9998 0,9992 1 0,9994 1
n5 = 300 1 1 1 1 1 1 1
Tabla 4-16.: Potencia emṕırica- prueba de Hipótesis con diferencia de medias igual a 0,5.
Figura 4-17.: Potencia emṕırica de la prueba de hipótesis con diferencia de medias igual a
0,5.
Se observa que cuando la diferencia entre medias es de 0, 5 y bajo un mismo tamaño de
muestra, las potencias son similares (cercanas) al variar las configuraciones de parámetros.
A partir del tamaño de muestra n = 60, la potencia emṕırica se encuentra por encima del
0, 8 con lo que para estos tamaños de muestra (n≥60) y para cada una de las parejas de






δ = 0, 1
η = 0, 9
δ = 0, 1
η = 0, 8
δ = 0, 2
η = 0, 8
δ = 0, 4
η = 0, 9
δ = 0, 3
η = 0, 7
δ = 0, 3
η = 0, 6
δ = 0, 4
η = 0, 6
n1 = 30 0,8386 0,8366 0,836 0,845 0,8516 0,845 0,8412
n2 = 60 0,9824 0,9848 0,9808 0,9816 0,9834 0,9824 0,981
n3=100 0,9992 0,9998 0,9994 0,9994 0,9996 0,9994 0,9994
n4 = 200 1 1 1 1 1 1 1
n5 = 300 1 1 1 1 1 1 1
Tabla 4-17.: Potencia emṕırica-prueba de hipótesis con diferencia de medias igual a 0,7.
Figura 4-18.: Potencia emṕırica -prueba de hipótesis con diferencia de medias igual a 0,7.
Se observa que cuando la diferencia entre medias es de 0, 7 y con un mismo tamaño de mues-
tra, las potencias son similares (cercanas) al variar las distintas escogencias de los parámetros,
y además para cada uno de los tamaños de muestra considerados la potencia emṕırica se
encuentra por encima del 0, 8 para cada una de las parejas de valores (δ, η), con lo que en
estos casos el modelo estaŕıa cumpliendo la segunda condición de Muliere.
Por último, con relación a la capacidad de la prueba para detectar cuál es el tratamiento
superior, es decir, para rechazar la hipótesis nula, dado de que existen diferencias entre
las respuestas medias de los tratamientos, se puede notar que bajo un mismo valor de la
diferencia entre las respuestas medias (dentro de las consideradas) y bajo un mismo tamaño
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de muestra, al hacer variar las distintas escogencias de δ y η, las potencias emṕıricas son
parecidas.
5. Conclusiones
En el presente trabajo se llevó a cabo un estudio, mediante simulacione de un diseño de res-
puesta adaptada descrito en términos de un modelo de urna de dos colores, diseño MRRU,
con el fin de explorar posibles ventajas que el modelo MRRU pueda ofrecer, modificando los
valores de los parámetros de inicialización. Adicionalmente, asumiendo que las respuestas
de los pacientes asignados a los tratamientos tienen distribución normal con igualdad de va-
rianzas, que el tratamiento superior es aquel asociado con las bolas de color negro, es decir,
aquel donde la respuesta media de los pacientes era mayor.
Se encontró que sin importar la diferencia entre las medias (dentro de las que se utilizaron
en el estudio) y sin importar el tamaño de muestra considerado en la simulación, los valores
de los parámetros δ y η que permitieron asignar menor cantidad de sujetos al tratamiento
inferior, fueron δ = 0, 4 y η = 0, 9. Lo anterior se debe a que presentaron los valores más
bajos de las estad́ısticas descriptivas consideradas. Se resalta que para estos valores, todas
las estad́ısticas descriptivas estaban por debajo del 50 % del tamaño de muestra considerado
en cada caso, sin importar la diferencia de medias, y no solo eso, sino que a medida que se
aumentaba el tamaño de muestra, el porcentaje de sujetos asignados al tratamiento inferior
era cada vez menor. Llegando a estar, estas medidas estad́ısticas por debajo del 22 % del
tamaño de muestra considerado, cuando se tomó n = 300 y la diferencia entre las respuestas
medias igual a 0, 7.
Lo anterior deja ver que el modelo MRRU con δ = 0, 4 y η = 0, 9, cumple con la condición
1 de (Muliere y Secchi, 2006), para evaluar un diseño de respuesta adaptada, y no sólo eso,
sino que cumple tal condición muy por debajo del 50 % del tamaño de muestra considera-
do (total de invididuos en el estudio) cuando este aumenta, esto, considerando la condición
1 de Muliere, desde el punto de vista del número de sujetos asignados al tratamiento inferior.
Por otro lado, se encontró que bajo una misma diferencia entre las respuestas medias de
los pacientes (las medias aqúı consideradas) y para un mismo tamaño de muestra, para
cada escogencia de δ y η (usadas en este trabajo), la potencia emṕırica de la prueba fue
muy similar, prácticamente no hubo diferencia entre éstas. El modelo MRRU, presentó una
potencia emṕırica mayor que 0, 8, a partir del tamaño de muestra n = 60 y a partir de la
diferencias de medias 0, 5, acercándose a 1, cuando el tamaño de muestra y la diferencia
entre las medias
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aumenta, con lo que el modelo estaŕıa cumpliendo con la segunda condición de Muliere y
Secchi (2006), para evaluar un diseño de respuesta adaptada. Para la diferencia entre medias
igual a 0, 1, sin importar los valores de δ y η que se tomaran, dentro de los considerados en
el estudio y sin importar el tamaño de muestra, la potencia de la prueba estuvo por debajo
de 0, 35.
A partir de todo lo anterior, se puede decir que el modelo MRRU ofrece ventajas, en cuanto
al número de sujetos asignados al tratamiento inferior, cuando δ = 0, 4 y η = 0, 9, y en
cuanto a la potencia de la prueba estad́ıstica realizada, brinda una potencia mayor 0, 8 para
a partir de n = 60 y una diferencia de medias de 0, 5.
Como trabajo futuro se podŕıa realizar este mismo estudio considerando como tratamiento
superior aquel cuya respuesta media mayor es la asociada con los pacientes que fueron
asignados al tratamiento representado con la bola de color blanco. También se puede incluir
una comparación entre el modelo MRRU con δ = 0, 4 y η = 0, 9 y el modelo RRU ya que
algunas simulaciones adicionales que no se incluyeron en este trabajo sugieren que el modelo
MRRU con δ = 0, 4 y η = 0, 9, asigna menor cantidad de pacientes al tratamiento inferior.
Entre otros trabajos futuros se pueden incluir una aplicación via simulación del modelo
MRRU con δ = 0, 4 y η = 0, 9 con datos del COVID-19.
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A. Anexo: Código utilizado en Rstudio
Para simular un modelo MRRU, por ejemplo, con parámetros δ = 0.4, η = 0, 9, diferencia
de medias igual a 0,1 y una muestra de M = 30 se usó el siguiente código:
#################################
#N=5000 (Cinco Mil simulaciones)
#delta=0.1 y eta=0.9
#mu=1.1
# Tama~no de muestra (M=30)












if (U <= Z) {T<- "R"}











52 A Anexo: Código utilizado en Rstudio
#respuesta.nuev_resp para MRRU
nuev_resp<-function(T){
a=u(rnorm(1,mean=1.1,sd=1))# ESTA MEDIA SIMPRE DEBE SER MAYOR
b=u(rnorm(1,mean=1,sd=1)) # ESTA MEDIA SIEMPRE DEBE SER MENOR
###--QUEDARÁ CONSTANTE IGUIAL A 1
if((T=="R")&((ar/(ar+bw))< eta)){















N<-5000 # número de simulaciones
M<-30 # tama~no de muestra de un ensayo
NW<-0 # #numero de individuos asignados al tratamiento inferior
##al final de la simulacion j.
CUI2<-matrix(NA,ncol=2,N)#
NW2<-matrix(NA,ncol=N,1)# Vector que contiene el numero de individuos









##La respuesta de cada sujeto asignado un tratamineto
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###Dentro de cada simulación es distinta.

































plot(pvalores)# gráfico de los valores p
54 A Anexo: Código utilizado en Rstudio
rechazo=matrix(nrow=N)
alfa=0.05
for( i in 1:N)
{












Ind_tra_inf<-t(NW2)# número de individuos asignados al tratamiento inferior.
Ind_tra_inf




#el vector de 1s y 0s, para calcular la potencia empirica de la prueba.
#el vector(cuyo tama~no debe ser igual al número de simulaciones)
#de individuos asignados al tratamiento inferior.
####################################################################
CUI2 # vector con números de bolas de cada color al final de cada simulación.
pvalores### Valores p
plot(pvalores)# gráfico de los valores p
hist(pvalores)






Ind_tra_inf<-t(NW2)# número de individuos asignados al tratamiento inferior.
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Ind_tra_inf
Ind_tra_inf/M# proporción de pacientes asginados al
#tratamiento inferior.
hist(Ind_tra_inf/M)
hist(Ind_tra_inf)
summary(Ind_tra_inf/M)
summary(Ind_tra_inf)
sd(Ind_tra_inf)
var(Ind_tra_inf)
valor1 = (mean(Ind_tra_inf)*100)/M
valor1
############################################
pvalores=as.data.frame(pvalores)
CUI2=as.data.frame(CUI2)
library(writexl)
write_xlsx(CUI2,"CUI2.xlsx")
write_xlsx(pvalores,"pvalores.xlsx")
write_xlsx(as.data.frame(rechazo),"rechazo.xlsx")
table(rechazo)
mean(rechazo)
write_xlsx(as.data.frame(Ind_tra_inf),"Ind_tra_inf.xlsx")
hist(Ind_tra_inf)
boxplot(Ind_tra_inf)
summary(Ind_tra_inf)
sd(Ind_tra_inf)
