forward and backward coefficients have been shown to be equal (or complex conjugates for complex implementations) for the specific cases of stationary data [12] and a nonstationary signal of constant input power [13] . The forward and backward coefficients are not equal, however, for a general nonstationary time series [13] . Since image data is typically nonstationary, there is no justification for assuming that any of the reflection coefficients of an adaptive lattice algorithm are equal a priori. The algorithm developed here has the simplicity of the structure of [1] , but it offers improved performance due to the elimination of unrealistic constraints on the reflection parameters.
The original 2-D adaptive lattice algorithm developed by Parker and Kayran [1] computed only three distinct reflection coefficients out of a possible twelve. Watanabe et al. [7] used six different coefficients in the same lattice structure and shown this to be sufficient for stationary images only. Other lattice structures are possible, such as proposed by Ertuzun et al. [10] , that introduce more coefficients at each stage to add more independent parameters to increase the modeling capabilities of the 2-D lattice structures. All these structures, including the one used in this paper, still do not allow enough independent variables to represent all classes of quarter-plane prediction error filters (PEF's). This is documented by Bose in [9] , which states that the Parker and Kayran approach [1] does not lead to an optimum quarter plane filter since the cascading of stages is not orthogonal. Empirical results in this paper show, for the case of two lattice stages, that the optimum Wiener-Hopf filter cannot be realized by this lattice filter structure.
The 2-D AL algorithm developed here uses the calculated correlation values directly to determine the lattice reflection coefficients. This was also done by Nam and O'Neill [4] for adaptive predictive coding of sequences of images. This is different than the gradient approach proposed by Youlal et al. [11] , who used the same basic structure of [1] for joint process estimation. In this paper, the correlations used to calculate the reflection coefficients are updated in a 2-D method similar to the approach that was used in [14] for a 2-D adaptive LMS filter. This update scheme removes the dependence of the algorithm on the scanning method or direction, since the updates for the correlation values use both past horizontal and past vertical components at each new pixel.
The first section of the paper will describe the new 2-D AL algorithm in detail. This algorithm is then verified through sim- [15] and demonstrated by Soni et al. [16] to enhance the detectability of small objects in correlated clutter in image data. The 2-D AL algorithm is shown to be better than 2-D LMS at reducing background clutter for cases of nonstationary sinusoidal image and simulated cloud data. Finally, some results for the processing of mammogram data by 2-D AL and 2-D LMS are presented. More detailed discussions of the ideas presented in this paper can be found in [17] .
II. DESIGN OF A 2-D ADAPTIVE LATTICE FILTER
The development of the 2-D AL algorithm begins with the definition of a one stage 2-D lattice filter that maps to a 2 2 quarter-plane PEF. The 2-D lattice structure is illustrated followed by the derivation of the calculations of the reflection coefficients to minimize mean-squared error. The single stage lattice provides the exact least squares solution for the 2 2 quarter-plane PEF. The single stage filter calculated in the 2-D AL algorithm converges to the Wiener-Hopf solution when the estimates of the autocorrelation and cross-correlation values converge to their expected values; i.e., the image is stationary and the weighting factor used to calculate the correlations is one. The 2-D lattice is extended to by with previously proposed methods [1] , which does not allow for an quarter-plane PEF that minimizes total mean squared error. Problems in this area have already been noted due to lack of independent lattice parameters for 2 in [10] and for lack of orthogonality in [9] .
A. Development of a Single 2-D AL Lattice Stage
The goal of any lattice filter implementation is to break the large filter down into a smaller one of many similar stages. The combination of the smaller stages produces the final result. The most basic processing unit for a quarter-plane prediction filter is a 2 2 PEF, as described by the following filter in the -transform domain:
The three coefficients, , and are adjusted so that the output of the filter (prediction error) is minimized in the mean-square sense. This basic filter of (1) can be combined as shown in Fig. 1 to produce a single stage of the 2-D AL algorithm. Delay elements are placed appropriately in the structure to produce four different basic quarter-plane filters at each stage as shown in Fig. 2 . This structure is the same as the one proposed in [1] with the exception that none of the reflection coefficients, , are assumed to be the same. The equations for each stage of the lattice are (2) 1 The variables s and k are used to denote the vertical direction, and r and j are used for the horizontal. Increasing s and k is down and increasing r and j is to the right. (5) can be rewritten as a single equation (6) where (the pixel index, , is left out of the matrix and vector for clarity) ( 
7)
For a single lattice stage filter the subscript is equal to 1, and the input values to this first lattice stage are set equal to the image value itself (8) The goal of the algorithm is to minimize the sum of the square of the four prediction output values , and , described by the following equation:
This equation also includes a "forgetting" or "weighting" term, , so that the more recent errors are weighted more heavily in the computation. This allows the algorithm to converge to new image statistics or new image features in the least squares sense for nonstationary image data. The error term includes a summation in both the horizontal and vertical directions to take into account the two dimensions of the problem. This allows the algorithm to converge quickly to changes in both the vertical and horizontal directions regardless of scan direction. Thus, (9) can be rewritten as (10) where (11) Each output, , depends on three reflection coefficients and the input data to that stage. The minimization process leads to finding the set of three reflection coefficients such that when applied in (11) , the output, , is a minimum. (11) can be reformulated into a weighted least squares set of equations as described by (12) where (13) diag (14) and (15) Equation (12) is repeated for each output:
, and . It can be rewritten as (16) The reflection coefficients are thus calculated by (17) and contain autocorrelations and crosscorrelations values of the inputs of each stage. They are described by the following equations:
The individual components of the and matrices (the pixel indices are left out of all the values for clarity) are as follows: (20) and (21) The autocorrelations and cross-correlation values, , are calculated by It is very desirable to update the correlation values recursively; i.e., the correlation at each pixel is based on some previous values at pixels and . If the processing is done by scanning in the direction (i.e., horizontally), this can be accomplished by defining a sum of the vertical correlation components and a recursive horizontal sum of these summed vertical correlation values. The vertical sum, , is
which can be updated recursively by When the scan method is horizontal line by line, (25) requires that the be saved for the previous line only. This requirement also includes the and inputs to each stage.
For stationary images, the autocorrelations and some of the cross-correlation values for the first stage are equal. The effect is that the resulting number of different reflection coefficients is reduced by a factor of 2 from 12 to 6, which was shown by Watanabe et al. [7] . The cross-correlation values that are the same for a stationary image are (28) If these values are placed into (17), (20) , and (21), the resulting equal reflection coefficients for the stationary case are (29) The calculation of the reflection coefficients produce the exact weighted least-squares solution for a single lattice stage, since (9) is solved for exactly. The inverse is calculated directly in (17) , which is in contrast to the iterative method used to solve for the inverse in the weighted recursive least squares (WRLS) algorithm [18] . The inverse can be quickly calculated, since the size of the matrix is small. This is not true for the general weighted least squares problem and illustrates the computational advantage of the 2-D lattice approach.
B. Extension to Multiple Lattice Stages
In order to produce an PEF, the lattice stages are combined as in Fig. 3 producing four prediction error outputs. The lattice stages combine in a linear manner but the filter extends in both vertical and horizontal directions due to the , and factors at each stage. Each stage combines values from lattice stages of other pixels. These other pixels are the one directly above, the one directly to the left, and the diagonal one to the upper left. If the image is processed in a raster scan method, the outputs from the previous row must be saved for processing by the next row. The extent of the output filters for 4 is shown in Fig. 4 . The shaded pixels indicate the ones being predicted for each case. The size of the output filter is by when there are lattice stages. As the number of lattice stages grows linearly, the size of the prediction error filter grows quadratically, a desirable feature of the lattice structure. Since the lattice structure depicted in Figs. 1 and 3 is not fully interconnected in the 2-D domain, it does not provide an optimization criterion based on minimizing total mean-squared error. The implications of this are evidenced by the fact that the Wiener-Hopf solution for 1 is not achieved. The -transform of a quarter-plane PEF is described by These correspond to the case of a 3 3 quarter-plane PEF and are obtained by starting with (32) and recursively calculating the transfer functions of each lattice stage with (31).
The calculations of the reflection coefficients remain the same as the lattice is extended to multiple stages. The reflection coefficients are calculated independently at each stage using only the inputs to that stage and, thus, the 2-D AL algorithm does not calculate a global minimum for the PEF of greater than 2 2 in size. The number of independent parameters at each lattice stage is 12 and for lattice stages it is . The number of filter parameters to match for each of the four PEF's is resulting in a total of . Only for equal to 1 is there enough reflection coefficients to properly match the desired PEF, since
The 2-D AL algorithm is thus unable to match arbitrary PEF's larger than 2 2. This is in contrast to the 1-D case, where there are enough parameters in the lattice to adequately match the PEF of size greater than 2.
C. 2-D AL Algorithm Processing
The 2-D AL algorithm processes an image one pixel at a time. The order of pixel processing is horizontal row by horizontal row (a standard raster scan method). The processing at each individual pixel includes the calculation and application of the lattice parameters for each of the stages. Due to the recursive nature of the equations, initial values need to be set. Some of the equations affected are (6), (25), and (34). The autocorrelation values are initialized to a nonzero value so that the matrices described in (21) are invertible for the pixels processed near the initial image boundaries ( 0). This is similar to the 1-D LSL algorithm initialization, which guarantees nonzero division [18] .
III. 2-D AL ALGORITHM SIMULATIONS
The 2-D AL algorithm described in the previous section was implemented in software in order to evaluate its performance. Table I . The 2-D AL algorithm, with 2 and 1, processed the sinusoidal image, and the reflection coefficients from the last pixel processed were saved. The resulting filter is shown in Table II , and these values were calculated using the methods described in (30)-(32). The resulting filter does not compare favorably with the coefficients calculated by the Wiener-Hopf equation. This is not an unexpected result, since the 2-D AL only minimizes the error at each stage. The subset of filter coefficients [(0,1), (1,0), and (1,1)] from this example that correspond to a first order 2-D filter do not match the Wiener-Hopf solution, since these coefficients are calculated using all stages of the lattice and not just the first stage.
B. Error Residuals from the 2-D AL Algorithm
For the 2-D AL, there are four different prediction error outputs, , and , corresponding to the four different directions. For a stationary image, the statistics of the and outputs are the same, and the statistics for and are the same. The desired output of a PEF is white noise with the power of the underlying white noise of the image. One way to measure the effectiveness of the 2-D AL algorithm is to measure the power and correlation of each of the two different error images, and , using the stationary input of a 2-D sinusoid. The sinusoidal image with 10, and 0.1 was processed by the 2-D AL 2 The images in this paper have grey intensity levels of 0 to 255, which are autonormalized so that the largest value corresponds to 255 and the smallest to 0. algorithm ( 2, 1) , and the resulting error images for and are shown in Fig. 6 . The image is scaled to provide the most contrast in 256 different levels of grey. The error signals seem too strong, but if they were displayed on the same scale as Fig. 5 , they would barely be visible. is chosen to be one for this example, since the image correlations are constant and nonvarying throughout the whole image.
It is immediately obvious from the error image, , that the output error is not white and, in fact, remains highly correlated. Error image , however, appears to be essentially white. In order to better determine the characteristics of the two error images, the correlation was estimated using 43) where is the image width and height minus one (assuming a square image) and is the number of correlation values that can be estimated.
is the estimate of the power of the image. Fig. 7 depicts the graph of for and . It is assumed that once the 2-D AL filter has converged, the output errors are stationary since the input is stationary and the graph thus only includes two quadrants. As can be seen from Fig. 7 , retains a strong correlated component while is significantly less correlated.
The 2-D AL algorithm has predicted a large portion of the correlated signal for , and almost all of the correlated signal for . The difference between the two output signals is caused by the alignment/misalignment of the prediction filters with the sinusoid being predicted. When the image was flipped from top to bottom, the characteristics of the error signals were observed to be reversed: was equal for the previous case, and vice versa. Both plots in Fig. 7 show that the output error power of the 2-D AL algorithm is approximately the power of the white noise at the input. In order to explore empirically the relationship between the input white noise power, input SNR, and output noise power, many runs were made for varying input parameters with a 2-D sinusoid. Table III has the estimates of the output  error, . With strong enough SNR, the output is 5.8 dB too large for and 1.6 dB too large for . Even though the 2-D AL algorithm was unable to match the ideal Wiener-Hopf filter, it is still very able to predict the correlated portions of the image as can be seen from the results in Table  III .
IV. 2-D AL ALGORITHM AS A PREWHITENER
AND COMPARED WITH 2-D LMS In order to better detect small objects in images, a 2-D adaptive filtering algorithm can be used to remove the unknown but correlated portions of the image, as was suggested by Soni et al. [16] . The signal image is also assumed to be unknown but small. With known image signals, other more optimum structures can be used to enhance the detection, as shown in [8] . The 2-D AL algorithm will now be compared with the previously published results for the 2-D LMS algorithm in [16] . The lattice error signal chosen for these comparisons is . As can be seen from the previous results, the error signal chosen can have a serious effect on the results. Only one error signal is used here to simplify the comparisons. Also, for the cloud data, the differences between the four different error signals are less due to fewer symmetries in that data set as compared to the 2-D sinusoids. All the comparative error images in this section have been scaled based on the 2-D AL output so that the error residuals of the two algorithms can also be fairly compared by visual inspection of the images. Fig. 8 depicts the processing for the enhancement of the detection of small objects in images. This paper does not present any approaches on the matched filtering portion of the processing shown in Fig. 8 . The model for the small objects used here is the one proposed by Chan et al. [19] and is also the one used in [16] . This model is a 2-D Gaussian intensity function (44) where is the center of the object and is the maximum amplitude. For the simulations here, it is assumed that and are equal and small, providing a tiny circularly symmetric object.
A. 2-D LMS Algorithm Description
The 2-D LMS algorithm for linear prediction is a straightforward extension of the 1-D LMS algorithm to two dimensions. What needs to be defined is the data vector or data set for each iteration, the pixel being predicted, and the image scanning method. Fig. 9 depicts the data vector and prediction pixel as used by Soni et al. [16] . The image scanning is the standard raster scanning method: The image is scanned from left to right, one line at a time. The filter weights are initialized to zero at the initial pixel and they are updated at each pixel from the previous pixel at . The weights on the left hand side of the image, pixels , are set to where is the width of the image. Other scanning methods could be more preferable than this, especially when the left-hand side of the image is not similar to the right hand side. The goal here, however, is to compare 2-D AL with the algorithm used in [16] , which used the raster scan method. There are also other 2-D methods to update the weights as proposed by Okhi et al. [14] .
B. Number of Calculations Comparison
An important criteria for selecting one adaptive algorithm over another is the comparative execution time of the two . Table IV 
C. Detection of Small Objects in 2-D Sinusoids
The first simulation involves inserting a small object into a 2-D sinusoid plus white Gaussian noise. The sinusoid represents correlated clutter that needs to be removed, leaving the background white noise and, hopefully, the object. The equation describing the image is (45) where and are the same as the values described in (39). Fig. 10 shows an image for , and . It has been stated thus far that the 2-D AL algorithm can converge quickly, and this should be advantageous over the 2-D LMS algorithm. In order to demonstrate this, a nonstationary image is needed as shown in Fig. 12 , where the bottom right quarter has a different 2-D frequency and the small object of interest is placed inside the transition region. The 2-D LMS and 2-D AL processed images are in Fig. 13 , where it is clearly evident that the 2-D AL algorithm converges quickly to the new clutter while the 2-D LMS algorithm takes a significant amount of time to converge. The small object is more difficult to detect in the 2-D LMS error residual than in the 2-D AL output.
D. Detection of Small Objects in Simulated Cloud Data
The 2-D AL algorithm is compared against the 2-D LMS algorithm of Fig. 9 for the enhancement of the detection of small objects in simulated cloud data. Soni et al. [16] showed the 2-D LMS algorithm could be used to "whiten" cloud data and allow for the easier detection of the small objects. The cloud data is the same one used in [16] and was generated using the random midpoint displacement generation technique for fractals. 3 Twenty small objects were inserted into the cloud data, where the amplitude of each is chosen from a uniform distribution between 5 and 25. Fig. 14 shows the cloud data and a separate image of the objects. The clouds were processed by both algorithms and the resulting error residual channels are shown in Fig. 15 . The point objects which were barely evident in the original image are now clearly visible in the output of the 2-D AL algorithm. The output from the 2-D LMS algorithm contains the objects but also includes a large amount of background clutter that it was not able to predict. The 2-D AL algorithm did a better job of predicting and removing the clutter. Since the background varies by several orders of magnitude over the entire cloud image, the ability to detect an object is dependent both on the signal strength and the background level. An important number for these images is the local signalto-background ratio (LSBR) and can be defined, as in [16] , as LSBR (46) where is the variance and is the mean of the background in the window described by the width and height around the pixel of interest . The points in the cloud image have varying LSBR's due to the variability in the image as well as the varying amplitudes of the signals. Table V shows the location, input, and output LSBR's, and the LSBR gain for the 2-D LMS and 2-D AL algorithms. The gains for the 2-D AL algorithm are slightly higher for most of the 20 objects. This is due to its better ability to predict the background clutter.
Another measure of the algorithm provided by [16] is the number of false alarms per pixel versus the input LSBR for perfect detection. Again this is very dependent on the choice of location in the image as to what the results will be. An object is inserted into the image with LSBR's from 30 to 6 dB at a location of (120, 120) which, after processing many different locations, represented typical results. The graph for this location is shown in Fig. 16 . For very low LSBR's, the unprocessed image has fewer false alarms, since the spot chosen was higher than most other parts of the image. The 2-D AL algorithm has fewer false alarms per pixel than the 2-D LMS algorithm, since it is better able to predict the background. Fig. 16 is quite different than the graph presented in [16] , since the spot used in [16] produced less typical results than location (120, 120). Two different adaptation parameters were used for 2-D LMS, 1.0e-6, and 1.0e-7. The 2-D AL algorithm clearly outperforms the 2-D LMS for this case. Also, the 2-D LMS false alarm counts do not include the top ten rows and ten left-most columns. This is done to remove the effects of the initial convergence and image wraparound from the right to left side in the 2-D LMS algorithm used here.
E. Processing of Mammogram Images
The detection of breast cancer through mammography is often a difficult task, since some of the cancer warning signs, e.g., small microcalcifications and stellate lesions, are hard to detect at the onset of the disease while these abnormal cells are still small in size. In addition, radiologists may have to read over 75 images per day [20] , so tools that enhance the images provide a higher probability that the early warning signs will not be missed. The 2-D AL and 2-D LMS algorithms are utilized here to enhance the detection of abnormal cells in the mammography data by predicting the tissue and leaving the small microcalcifications and lesions in the error. Regions of interest were extracted from a set of digital mammography data 4 to reduce the image size to 400 300. The dataset included truth images that marked many different abnormalities. Many of the mammogram images were processed; a single result is shown in this paper. The original mammogram image with single microcalcifications, clusters of microcalcifications, and stellate lesions and corresponding truth image are shown in Fig. 17 . The 2-D AL and 2-D LMS outputs shown in Fig. 18 enhance the images so that the objects in the marked areas are more clearly visible. Both methods show promise, but further research needs to be done to quantify relative performance.
V. CONCLUSION
This paper develops a modified 2-D lattice algorithm that does not place constraints on the reflection coefficients due to symmetry or stationarity. It also updates the autocorrelations and cross-correlations in both the vertical and horizontal directions. The 2-D AL algorithm was then applied to the problem of detecting small objects in unknown but correlated background clutter. The results obtained are compared to those with a 2-D LMS algorithm, which had previously been evaluated for the same application. The 2-D AL structure was chosen for this comparison due to the significant reduction in computational complexity relative to the WRLS algorithm. This reduction in complexity is realized by the reduction of the filter to a combination of 2 2 quarter-plane PEF's. This structure has previously been used by others [1] , [2] , [4] , [6] , [7] .
The 2-D AL algorithm is able to predict the correlated portions of an image with only a small residual error. The 2-D AL algorithm does not converge to the least squares or Wiener-Hopf solutions for a quarter-plane PEF except for the case of a single stage lattice filter. It is shown that the 2-D AL algorithm developed here, as well as those previously developed by others, are not expected to converge to the optimum filter for 1, since the number of independent parameters for the 2-D AL algorithm is less than the number of parameters for the quarter-plane PEF of size 1 by 1. Nonetheless, the 2-D AL algorithm is able to enhance the detection of small objects in images, and its performance is often superior to that of the 2-D LMS algorithm due to the improved convergence of the 2-D AL algorithm. It is shown 4 Images used in this research were provided courtesy of the H. Lee Moffitt Cancer Center and Research Institute and the Department of Radiology, College of Medicine, University of South Florida.
that the 2-D AL algorithm provides better enhancement and less image blurring in the case of the nonstationary sinusoid. The object near the nonstationarity was much more detectable when the image was processed with 2-D AL. The 2-D AL algorithm is seen to produce fewer false alarms per pixel for the simulated cloud data, since it was better able to predict the background cloud clutter. 2-D AL provides better results than 2-D LMS for clutter removal in the nonstationary images presented here, but the cost is increased computations and algorithm complexity.
