Abstract. We describe nil-clean companion matrices over fields.
Introduction
Nicholson proved in [13] that in the study of some important properties of rings it is important to know when we can decompose some (or all) elements of a ring as a sum of an idempotent and an element with some special properties. For instance, an element r of a ring R is
• clean if r = u + e, where e is idempotent and u is a unit of R, [13] ;
• weakly-clean if r = u ± e, where e is idempotent and u is a unit of R, [1] ;
• nil-clean if r = n + e, where e is idempotent and n is nilpotent, [10] ;
• weakly nil-clean if r = n ± e, where e is idempotent and n is nilpotent, [9] . The classes of clean and nil-clean rings are closed with respect standard constructions as direct products and (triangular) matrix rings, cf. [12] resp. [4] , while the classes of weakly (nil-)clean rings are not closed under these constructions. Moreover, while all matrix rings over fields are clean, [12] when we consider nil-clean rings there are strongly restrictions: if a matrix ring over a division ring F is nil-clean then F has to be isomorphic to F 2 , [11] .
It can be useful to know the (nil-)clean elements in some rings which are not (nil-)clean. For instance, strongly clean matrices (i.e. they have a decomposition r = u + e such that eu = ue) over commutative local rings are studied in [7] . In particular, it would be nice to characterize nil-clean elements in matrix rings over division rings. For the case of strongly nil-clean elements (i.e. they have a decomposition r = e + n such that en = ne) we refer to [10, Theorem 4.4] . From this result we conclude that an n × n matrix over a division ring D is strongly nil-clean if and only if its characteristic polynomial has the form X (n−m) (X − 1) m . For other studies of (nil-)clean elements in various rings we refer to [2] and [6] .
Since in the proofs of the fact that the matrix ring M n (F ) over the field F (resp. F = F 2 ) is (nil-)clean the Frobenius (rational) normal form is used, it is useful to know when a companion matrix is nil-clean. In the main result of the present paper (Theorem 6) we characterize companion matrices over fields which are nil-clean. Moreover, it is proved that all these matrices have nil-clean like decompositions: for every polynomial χ of degree n such that the coefficient of X n−1 is 0, all nil-clean matrices can be decomposed as A = E + B where E is an idempotent and B is a matrix whose characteristic polynomial is χ. In fact the problem of decomposition of a companion matrix in this way can be reduced to a matrix completion problem (Lemma 1 and Proposition 4). We refer to [8] for a nice survey on this subject.
In this paper, F will denote a field, M n (F) is the ring of all n × n matrices over F, and F p is the prime field of characteristic p (p is a prime). If A ∈ M n (F) we will denote by χ A = det(XI − A) the characteristic polynomial of A.
Matrix completion results which involve idempotents
Let F be a field and n a positive integer. For every family (c 0 , c 1 , . . . , c n−1 ) ∈ F n , we denote by
the n × n companion matrix determined by (c 0 , c 1 , . . . , c n−1 ). The characteristic polynomial associated to C is denoted by
be a monic polynomial. For every family (c 1 , . . . , c n−1 ) ∈ F n−1 there exists a unique family (α 0 , α 1 , . . . , α n−1 ) ∈ F n such that the characteristic polynomial of the matrix
Proof. The characteristic polynomial of M is
Expanding it after the first line we obtain after some immediate computations:
By observing that the determinants in the sum above have descending dimension started with (n − 1) × (n − 1) and all of them have as entries monomials on the main diagonal and constants in the rest, we obtain
Therefore,
where λ i are linear maps for all i ∈ {0, . . . , n − 1}. By identifying the coefficients of X i in this χ M above and f for 0 ≤ i ≤ n − 2 we may compute uniquely α n−1 , α n−2 , . . . , α 0 (in this order).
Remark 2. In the above lemma f n−1 = α n−1 + c n1 , so if we want α n−1 to be fixed, we still can uniquely determine α 0 , α 1 , . . . , α n−2 , such that the characteristic polynomial of M is f = X n + (α n−1 + c n−1 )X n + f n−2 X n−2 + . . . + f 1 X + f 0 , where f 0 , f 1 , . . . , f n−2 are arbitrary in F p .
Remark 3. In the Lemma above we may want α n−1 , . . . , α n−i to be fixed, 1 ≤ i ≤ n and we can determine f n−1 , . . . , f n−i and α n−i−1 , . . . , α 0 in order to have 
. Consider the matrix
where E 11 = I k ∈ M k×k (F), E 21 and E 22 are both 0 (in M m×k (F), respectively M m×m (F)) and
where α 0 , α 1 , . . . , α n−2 ∈ F. Then it may be immediately verified that E = E 2 is an idempotent. We will prove by induction on k ≥ 1 that there are uniquely determined α 0 , α 1 , . . . , α n−2 such that M = C − E has the characteristic polynomial equal to f = X n + (k1 + c n−1 )X n−1 + g. The step k = 1 is just Lemma 1 (α n−1 = 1 and f n−1 = 1 + c n−1 ). Now suppose the claim is true for k − 1 ≥ 1, and let M = C − E as before. Expanding after the first column we compute:
Clearly the coefficient of X n−1 in χ M is k1 + c n−1 . By divison with remainder theorem we obtain f = (X + 1)q + r with deg r ≤ 0, and p M = f if and only if
and r = α 0 . Then the determinant giving q is the same form as det(XI n − M ) but of dimension (n − 1) × (n − 1) where n − 1 = (k − 1) + m and the coefficient of X n−2 is (k − 1)1 + c n−1 . We apply induction hypothesis in order to determine (uniquely) α 1 , · · · α n−2 .
Nil-clean companion matrices
We will use the results proved in the previous section to give a complete of nilclean companion matrices. We start with a result which is valid for all matrices. Recall that an element of a ring is unipotent if it is a sum 1 + b such that b is nilpotent. Proof. It is known that if E is an idempotent matrix then trace (E) = rank(E)1 (see [3, Lemma 19] ), so the conclusion is obvious.
(1) Write A = E + M where E = E 2 is an idempotent and M is nilpotent in M n×n (F). Since k > 0 we obtain rank E = k. Because rank E ≤ n ≤ k we deduce n = k = rank E, so E is nonsingular, therefore invertible. But E is also idempotent, and it follows that E = I n .
(2) Write A = E + M where E = E 2 is an idempotent and M is nilpotent. By the same reasons as in (2) we obtain rank E = 0, so E = 0.
(3) If A = E + M where E = E 2 is an idempotent and M is nilpotent then rank E1 = 0, and this implies E ∈ {0 n , I n }.
We are ready to enunciate the promised characterization for nil-clean companion matrices. (1) F ∼ = F p for a prime p < n; (2) every companion matrix C ∈ M n (F) is nil-clean; (3) every companion matrix C ∈ M n (F) and for every polynomial g ∈ F[X] of degree n − 2 there exist two matrices E, M ∈ M n×n (F) such that C = E + M , E is idempotent, and χ M = X n + g.
Proof.
(1)⇒(3) For every companion matrix C we can write trace (C) = k1 with k ∈ {1, . . . , p}, and we can apply Proposition 4. (3)⇒(2) This is obvious.
(2)⇒(1) Since every element of the field F can be the trace of a companion matrix, it follows from Lemma 5 that every element from F has the form k1, k ∈ N. This implies that there exists a prime p such that F ∼ = F p . Remark 8. If n = 2 and p = 2 then the companion matrix C 0,2 is not unipotent, so it is not nil-clean by Theorem 6. For reader's convenience, in the next result we describe unipotent companion matrices.
Proposition 9.
A companion matrix C = C c0,c1,...,cn−1 is unipotent if and only if for every i ∈ {0, . . . , n − 1} we have c i = (−1) i n n−i . Proof. Computing the characterisic polynomial of M = C − I n by expanding the following determinant after the last column we get: and this implies the conclusion.
Remark 10. It is not hard to see that if all companion matrices which appears in the Frobenius normal form of a matrix A are nil-clean then A is also nil-clean. It would be nice to know if the converse of this remark is also true. For a proof of a very particular case we refer to [3, Theorem 25 ].
In the end we mention another open problem, which is connected to the main result of [5] . Let f and g be polynomials over a field F. Characterize the matrices A over F which can be decomposed A = B + C such that χ B = f and g(C) = 0.
