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povzetek
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Reverzibilni pretvornik QCA med binarno in Grayevo kodo
V pricˇujocˇem magistrskem delu predstavimo dve, sˇe relativno nezreli veji racˇunalniˇstva, ki
bi v prihodnosti lahko vodili nadaljnji razvoj te stroke. Prva izmed teh dveh vej so kvantni
celicˇni avtomati (QCA), ki predstavljajo nov mozˇen nacˇin gradnje elektronskih logicˇnih
vezij. Predstavljajo eno izmed alternativ, ki bi v prihodnosti lahko zamenjala trenutno sˇe
vedno aktualne tranzistorje v digitalnih vezjih. V magistrskem delu predstavimo kvantno
celico, strukture, ki jih s kvantnimi celicami gradimo, uporabo ure v QCA vezjih in
programsko orodje QCADesigner. Druga veja, ki se ji posvetimo, je reverzibilnost v
smislu mozˇnega reverzibilnega procesiranja podatkov. Razlozˇimo pojem reverzibilnosti
in predstavimo razlicˇne reverzibilne logicˇne funkcije.
V nadaljevanju predstavimo Grayevo kodo, postopek pretvorbe binarne kode v Gra-
yevo kodo in razlicˇne postopke za generiranje Grayeve kode. Prikazˇemo tudi pristope k
realizaciji pretvorbe iz binarne v Grayevo kodo in sicer na modelu klasicˇnega elektron-
skega vezja, na modelu QCA in na primeru elektronsko opticˇne realizacije.
Problem, ki ga resˇujemo v magistrski nalogi, je gradnja pretvornika iz binarne v Gra-
yevo kodo. Tega se lotimo s pomocˇjo QCA struktur in reverzibilnosti. Za zacˇetek v
literaturi poiˇscˇemo vecˇ razlicˇnih zˇe obstojecˇih pretvornikov, ki jih ocenimo z ustreznimi
metrikami. Zatem zgradimo nasˇ lastni QCA pretvornik iz binarne v Grayevo kodo, ki
ga postopoma nadgrajujemo in sproti primerjamo z zˇe obstojecˇimi resˇitvami na podlagi
predhodno omenjenih metrik. Model QCA pretvornika zgradimo s pomocˇjo referencˇnega
orodja QCADesigner. Na koncu podamo koncˇni komentar in oceno nasˇega QCA pre-
tvornika glede na obstojecˇe resˇitve iz literature.
Kljucˇne besede: kvantni celicˇni avtomati, reverzibilnost, QCADesigner, Grayeva koda
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abstract
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Reversible binary to Gray code QCA converter
In this master thesis we introduce two rather unknown branches of computer science
which could potentially in the near future lead this field of expertise forward. Firstly,
we introduce quantum dot cellular automata (QCA) which represents new approach to
implementation of digital circuits. QCA is one of the alternatives to still relevant transis-
tor in digital circuits. Quantum cell, QCA structures, QCA clock and QCADesigner —
software for design and simulation of QCA structures, are introduced. Secondly, we in-
troduce reversibility in the sense of reversible data processing. Reversibility and different
reversible logic functions are explained.
Next, we shift focus to Gray code, binary to Gray code conversion and different
approaches for generating Gray code. In addition, different approaches to binary to
Gray code converter implementation are introduced e.g. classic electronic wiring, QCA
model and electro-optical implementation.
The main goal of this master thesis is implementing binary to Gray code converter.
To achieve this we make use of QCA and reversibility. For starters, we take a look at
different existing binary to Gray code converters that are based on QCA techonology. We
define different metrics for these converters. With the help of QCADesigner we create
our own QCA binary to Gray code converter and gradually improve upon it based on
previously defined metrics. At the end we compare our converter with existing converters
and give our final comments.
Key words: quantum dot cellular automata, reversibility, QCADesigner, Gray code
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1 Uvod
Trenutno prevladujocˇ trend v mikroelektronski industriji je sˇe vedno tranzistor na poljski
pojav (angl. field effect transistor - FET) [1]. Predvideva se, da se bo v blizˇnji priho-
dnosti pojavila tezˇava pri nadaljnji miniaturizaciji FET tranzistorja. Gordon Moore je
v sˇestdestih letih prejˇsnjega stoletja izjavil, da se bo gostota tranzistorjev na mikrocˇipih
podvojila na priblizˇno vsaki dve leti. V zadnjih nekaj letih se je podvojevanje sˇtevila
tranzistorjev zacˇelo mocˇno upocˇasnjevati. Do leta 2020 naj bi zˇe lahko dosegli kriticˇno
spodnjo mejo velikosti tranzistorja, po cˇemer bo nadaljni razvoj tranzistorjev na osnovi
obstojecˇih tehnologij in metod nemogocˇ [2].
1.1 Motivacija
Ena izmed mozˇnih alternativ tranzistorja za potrebe racˇunalniˇskega procesiranja je kvan-
tni celicˇni avtomat (angl. quantum dot cellular automata - QCA). QCA je sestavljen iz
mnozˇice kvadratnih celic, v katerih so v vogalih sˇtiri pozitivno nabite kvantne pike med
seboj povezane s tuneli, v sami celici pa sta ujeta dva elektrona, ki lahko prehajata med
pikami v celici po predhodno omenjenih tunelih. Zaradi Coulombovega zakona o silah
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med dvema elektronoma se bosta slednja venomer pozicionirala v dve nesosednji kvantni
piki. Ti stanji predstavljata dve mozˇni stabilni stanji elektronov v celici, ki ju lahko
interpretiramo kot dvostanjski sistem ali kot logicˇno nicˇlo ali enico.
Na tem mestu vpeljemo sˇe pojem logicˇne reverzibilnosti (angl. logical reversibility).
Reverzibilnost v splosˇnem omogocˇa obrnljivost procesov, kar pomeni, da lahko prejˇsnje
stanje procesa vedno rekonstruiramo iz trenutnega stanja procesa [3]. Reverzibilen proces
vedno izvaja reverzibilna logicˇna funkcija. Da je logicˇna funkcija reverzibilna, morata biti
izpolnjena dva pogoja. Taksˇna funkcija mora imeti enako sˇtevilo vhodov in izhodov [4]
ter mora biti bijektivna. Poznamo vecˇ razlicˇnih reverzibilnih funkcij. Ena izmed njih je
Feynmanova funkcija, ki jo v tem delu uporabimo kot osnovo za izgradnjo reverzibilnega
QCA pretvornika iz binarne v Grayevo kodo.
Grayeva koda se je v racˇunalniˇstvu zacˇela uporabljati zaradi nekaterih pomankljivosti
binarne kode. Podrocˇja uporabe Grayeve kode obsegajo popravljanje napak pri digitalnih
televizijskih sistemih, pretvornike med analognim in digitalnim signalom in rotacijske ter
opticˇne kodirnike v robotski industriji. Glavna razlika glede na binarno kodo je v tem,
da se zapisi sosednjih sˇtevil v Grayevi kodi razlikujejo le v enem znaku.
1.2 Pregled dela
Namen magistrskega dela je predstavitev QCA platforme, reverzibilnosti in Grayeve kode,
v nadaljevanju pa izgradnja reverzibilnega QCA pretvornika iz binarne v Grayevo kodo.
V poglavju 2 najprej predstavimo QCA strukture in referencˇno programsko orodje QCA-
Designer, ki ga uporabimo za izgradnjo modela nasˇega QCA pretvornika. V poglavju 3
predstavimo pojem reverzibilnosti in sicer na podlagi fizicˇne in logicˇne reverzibilnosti. To
razsˇirimo z reverzibilnimi logicˇnimi funkcijami, na koncu pa podamo tudi prednosti rever-
zibilnega procesiranja pred klasicˇnim procesiranjem. V poglavju 4 predstavimo Grayevo
kodo, postopke za pridobivanje Grayeve kode iz binarne kode in nekaj razlicˇnih pristopov
k realizaciji pretvornikov. Sledi pregled zˇe obstojecˇih QCA pretvornikov v poglavju 5,
ki nam v nadaljevanju sluzˇijo kot referenca za primerjavo nasˇe resˇitve z zˇe obstojecˇimi
resˇitvami. V poglavju 6 predstavimo postopek izgradnje nasˇe resˇitve reverzibilnega QCA
pretvornika iz binarne v Grayevo kodo v programskem orodju QCADesigner. Pri gra-
dnji se osredotocˇimo na doseg logicˇne reverzibilnosti nasˇe resˇitve. Logicˇno reverzibilnost
smatramo na nivoju posameznih gradnikov (uporaba Feynmanovih vrat). V sklopu gra-
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dnje nasˇega pretvornika zgradimo nova XOR logicˇna vrata in nova Feynmanova vrata, s
pomocˇjo katerih koncˇno resˇitev mocˇno izboljˇsamo v primerjavi z zˇe obstojecˇimi resˇitvami.
Na koncu opravimo simulacijo nasˇega modela in na podlagi pridobljenih rezultatov pri-
merjamo nasˇo resˇitev z resˇitvami iz literature.

2 QCA strukture
Kvantni celicˇni avtomat (angl. quantum dot cellular automata) ali krajˇse QCA je kot
prvi leta 1993 predstavil C. S. Lent s sodelavci na univerzi Notre Dame v Indiani, ZDA
[5]. Osnova za kvantne celicˇne avtomate je kvantna celica, v kateri pride do pojava
Coulumbove interakcije med dvema ujetima elektronoma. Kvantna celica v tem primeru
predstavlja bistabilni sistem — osnovo za logicˇno nicˇlo in enico. S pomocˇjo energetske
odbojne interakcije med elektroni vecˇih sosednjih celic so raziskovalci uspeli realizirati
v skupkih celic razlicˇne logicˇne funkcije. V pricˇujocˇem poglavju predstavimo osnove
kvantnih celicˇnih avtomatov, ki so potrebne za nadaljnje razumevanje tega magistrskega
dela.
QCA je sestavljen iz mnozˇice kvadratnih celic, v katerih so v vogalih sˇtiri pozitivno
nabite kvantne pike med seboj povezane s tuneli, v sami celici pa sta ujeta dva elek-
trona, ki lahko prehajata med pikami v celici po predhodno omenjenih tunelih. Zaradi
Coulombovega zakona o silah med dvema elektronoma se bosta slednja venomer pozici-
onirala v dve nesosednji kvantni piki. Ti stanji predstavljata dve mozˇni stabilni stanji
elektronov v celici, ki ju lahko interpretiramo kot dvostanjski sistem ali kot logicˇno nicˇlo
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ali enico. S pomocˇjo elektronov, ujetih v kvantni celici, lahko implementiramo razlicˇne
logicˇne Boolove funkcije [6].
QCA prinasˇa sˇtevilne prednosti pred tradicionalnimi tranzistorji — velike hitrosti
preklapljanja (prehajanja med stanji), veliko gostoto kvantnih celic na povrsˇinsko enoto
in majhne toplotne izgube [7]. Na tem mestu omenimo sˇe to, da QCA prakticˇno nima
nobene povezave s kvantnim racˇunalniˇstvom (angl. quantum computing).
2.1 QCA celica
Osnovo pri gradnji QCA struktur predstavlja posamezna QCA celica. Sestavljena je iz
sˇtirih pozitivno nabitih kvantnih pik in sˇtirih navideznih tunelov, ki omenjene kvantne
pike povezujejo med seboj. V kvantnih pikah sta ujeta dva elektrona, ki lahko med kvan-
tnimi pikami v celici prosto prehajata s pomocˇjo tuneliranja, ne moreta pa prehajati iz
svoje celice v sosednje celice [7]. Zaradi Coulombovega zakona o silah med dvema elektro-
noma se bosta slednja vedno pozicionirala v stanje medsebojne maksimalne oddaljenosti
— v eno izmed dveh mozˇnih polariziranih stanj na diagonalah celice. Ti dve stanji pred-
stavljata najstabilnejˇsi energetski stanji v QCA celici. QCA celica je prikazana na sliki
2.1, na sliki 2.2 pa obe dovoljeni, polarizirani stanji in vsa nedovoljena, nepolarizirana
stanja razporeditve elektronov v QCA celici.
Slika 2.1: Celica kvantnega celicˇnega avtomata. Sestavljajo jo sˇtiri pozitivno nabite
kvantne pike, ki so med seboj povezane z navideznimi tuneli. V kvantnih pikah sta ujeta
dva elektrona, ki se zaradi Coulombovega zakona vedno postavita v eno izmed dveh
mozˇnih polariziranih stanj na diagonalah celice.
Obe mozˇni stanji v QCA celici predstavljata dve razlicˇni polarizaciji QCA celice.
Polarizacija P = −1 predstavlja logicˇno nicˇlo, polarizacija P = +1 pa logicˇno enico,
kar lahko enacˇimo z logicˇnim stanjem celice. Tako lahko dve mozˇni stanji QCA celice
interpretiramo kot dvostanjski sistem [8] (glej sliko 2.3).
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Slika 2.2: Polarizirani stanji in nepolarizirana stanja elektronov v QCA celici.
Slika 2.3: Obe mozˇni polarizirani stanji v QCA celici. Leva celica predstavlja logicˇno
enico, desna celica pa logicˇno nicˇlo.
2.2 QCA strukture
Polarizacija ene QCA celice vedno povzrocˇi polarizacijo tudi v sosednjih celicah na pod-
lagi Coulombove interakcije med elektroni [8]. Na ta nacˇin lahko gradimo strukture s
postavitvijo celic v razlicˇne konfiguracije. V nadaljevanju predstavimo QCA strukture,
ki predstavljajo osnovo za gradnjo vecˇjih, bolj kompleksnih struktur.
2.2.1 Linija
QCA linija (angl. QCA wire) je najosnovnejˇsa struktura QCA. Dobimo jo z zaporedno
vezavo vecˇ celic [9]. Na zacˇetku linije imamo t.i. gonilno celico (angl. driver cell), katere
polarizacija je fiksne narave (logicˇno stanje celice skozi cˇas je logicˇna nicˇla ali enica in se
ne spreminja). Preko Coulombove interakcije se polarizacija ali stanje te celice propagira
v sosednje celice. Na ta nacˇin dosezˇemo sˇirjenje signala preko QCA linije. Primer QCA
linije je prikazan na sliki 2.4.
2.2.2 Negator
Negator predstavlja negacijo logicˇnega stanja vhodne celice. Cˇe dve celici na povrsˇini po-
zicioniramo diagonalno bosta imeli nasprotujocˇi si polarizaciji (razlicˇni logicˇni vrednosti)
[10]. Osnovna struktura negatorja je predstavlja na sliki 2.5.
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Slika 2.4: QCA linija, kjer se signal propagira od leve vhodne gonilne celice X, proti desni
izhodni celici Y.
Slika 2.5: Osnovna struktura QCA negatorja. X predstavlja vhodno celico, Y pa izhodno
celico.
Negator lahko zgradimo tudi drugacˇe. Alternativna struktura negatorja je prikazana
na sliki 2.6. Tak negator je bolj robusten in odporen na vplive sosednjih celic. Opazimo,
da alternativni negator predstavlja relativno veliko strukturo za zelo preprosto logicˇno
operacijo negacije. Negator v CMOS tehnologiji predstavlja najbolj preprost gradnik.
Pri QCA tehnologiji opazimo, da negator predstavlja vecˇji gradnik in zato tudi porabi
relativno veliko prostora v primerjavi z ostalimi QCA gradniki [11].
2.2.3 Majoritetna vrata
V pricˇujocˇem razdelku predstavimo najpomembnejˇsi logicˇni gradnik, ki se uporablja pri
gradnji QCA struktur. Omenjeni gradnik predstavljajo majoritetna vrata (angl. ma-
jority gate ali majority voter), prikazana na sliki 2.7. Majoritetna vrata so trovhodna
logicˇna vrata, ki jih sestavlja pet kvantnih celic [12]. Eden izmed vhodov A, B ali C
je vedno fiksno polariziran na logicˇno nicˇlo ali enico, ostala dva vhoda pa sta poljubna.
Katerega izmed vhodov izberemo za fiksno polariziranega ni pomembno. Celica v sre-
dini majoritetnih vrat opravi procesiranje vhodnih vrednosti. Celica OUT predstavlja
izhodno vrednost majoritetnih vrat.
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Slika 2.6: Alternativna arhitektura QCA negatorja, ki je bolj robustna in odporna na
zunanje vplive.
Slika 2.7: QCA majoritetna vrata kot osnovni gradnik za gradnjo kompleksnih QCA
struktur.
Funkcijo majoritetnih vrat zapiˇsemo z izrazom
MV = AB +AC +BC, (2.1)
pri cˇemer MV predstavlja izhodno vrednost majoritenih vrat, vrednosti A, B in C pa
vhodne vrednosti majoritetnih vrat.
Majoritetna vrata lahko opravljajo eno izmed dveh osnovnih Boolovih logicˇnih funkcij
— AND ali OR funkcijo. Kot smo zˇe omenili, predstavlja eden izmed vhodov fiksno
polarizirano celico. V primeru, da sta vhodni celici A in B glede na logicˇno vrednost
poljubni, C pa fiksno polarizirana celica na logicˇno nicˇlo ali enico, dobimo naslednji dve
mozˇnosti:
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C = 0→ AND : MV = AB +A0 +B0 = AB, (2.2)
C = 1→ OR : MV = AB +A1 +B1 = A+B. (2.3)
Majoritetni vrati, ki izvajata AND in OR funkcijo, sta prikazani na sliki 2.8.
(a) QCA majoritetna vrata, ki opravljajo
logicˇno funkcijo AND. Celica C je polarizi-
rana na logicˇno nicˇlo.
(b) QCA majoritetna vrata, ki opravljajo
logicˇno funkcijo OR. Celica C je polarizirana
na logicˇno enico.
Slika 2.8: Majoritetni vrati, ki izvajata logicˇni funkciji AND in OR.
2.3 Ura v QCA
Urin signal v QCA strukture vpeljemo z namenom kontroliranja toka podatkov (angl.
data flow) skozi strukturo [13] in za regeneriranje mocˇi signala [14]. V primeru dolge
linije lahko pride do izgube mocˇi signala, zato je potreben mehanizem, ki lahko signal v
QCA strukturi obnavlja oz. ojacˇa. Urin signal v QCA strukturah se od urinega signala v
CMOS tehnologiji mocˇno razlikuje. QCA ura je realizirana s pomocˇjo elektricˇnega polja.
Ena urina perioda v QCA je sestavljena iz sˇtirih razlicˇnih urinih faz, ki jim zaporedno
recˇemo faza preklopa, faza zadrzˇevanja, faza sprosˇcˇanja in faza sprosˇcˇenosti. Vse sˇtiri
urine faze so prikazane na sliki 2.9. QCA strukturo tako lahko razdelimo v sˇtiri razlicˇne
skupine celic, vsaka izmed skupin pa je naenkrat lahko v samo eni izmed omenjenih sˇtirih
urinih faz.
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Slika 2.9: Graf, ki ponazarja potek urinih faz znotraj ene urine periode v QCA.
Kaj je pravzaprav namen ure v QCA strukturah? Ura kontrolira pregrade med kvan-
tnimi pikami v QCA celicah. Ucˇinek pregrad v QCA celici dosezˇemo z uporabo elek-
tricˇnega polja. Na ta nacˇin se v QCA celicah simulirajo pregrade med kvantnimi pikami,
ki omogocˇijo ali neomogocˇijo tuneliranje elektronov med kvantnimi pikami. Pregrade se
dvigajo ali spusˇcˇajo glede na urino fazo, v kateri je v nekem trenutku dolocˇeno podrocˇje
celic strukture. Ko so pregrade spusˇcˇene, lahko elektroni prosto prehajajo med kvantnimi
pikami v celici, ko so pregrade dvignjene, pa pridemo v eno izmed dveh mozˇnih pola-
riziranih stanj. V tem trenutku je elektronom v celicah gibanje med kvantnimi pikami
onemogocˇeno [7]. Urine faze imajo v QCA naslednji pomen [15]:
faza preklopa — pregrade se v tunelih QCA celice zacˇnejo dvigati; celice prehajajo
v polarizirana stanja;
faza zadrzˇevanja — pregrade v tunelih so dvignjene; celice so v fiksnih polariziranih
stanjih; na ta nacˇin delujejo kot gonilniki za sosednje celice;
faza sprosˇcˇanja — pregrade v tunelih se zacˇnejo spusˇcˇati; celice prehajajo v nepo-
larizirana stanja;
faza sprosˇcˇenosti — pregrade v tunelih so spusˇcˇene; celice so v nepolariziranih
stanjih, elektroni pa lahko prosto prehajajo med kvantnimi pikami v celicah;
Za uspesˇno propagiranje signala skozi QCA strukturo morajo biti fizicˇno sosednje
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skupine celic v sosednjih urinih fazah. Primer linije, ki je razdeljena v sˇtiri razlicˇne urine
faze, je prikazan na sliki 2.10.
Slika 2.10: QCA linija, pri kateri sta po dve sosednji celici v isti urini fazi, kar je pona-
zorjeno z razlicˇnimi barvami celic. Fizicˇno sosednje skupine celic morajo biti v sosednjih
urinih fazah.
Velikosti podrocˇij celic z isto urino fazo so glede na QCA strukturo lahko zelo razlicˇne.
V kolikor imamo redko strukturo (npr. dolga linija brez okoliˇskih celic), lahko faze zaje-
majo vecˇje sˇtevilo celic, saj ne prihaja do motenj iz okolja, ki bi lahko podrle polarizirana
stanja celic. V primeru, ko imamo gosto strukturo z veliko linijami, majoritetnimi vrati
ali negatorji, mora biti sˇtevilo celic v posamezni urini fazi manjˇse, saj je struktura zaradi
gostote postavitve bolj podvrzˇena k motnjam iz okolice. Napisanega pravila za sˇtevilo
celic v posamezni urini fazi ni. Za sˇtevilo celic v posamezni urini fazi se odlocˇimo glede na
kompleksnost posameznega dela strukture. Kjer je struktura gosto posejana s celicami
in zelo kompleksna, bo sˇtevilo celic v posamezni urini fazi majhno, kjer pa je struktura
redka in preprosta, pa je lahko sˇtevilo celic v posamezni fazi vecˇje (npr. tudi deset celic
in vecˇ) [13].
2.4 Programsko orodje QCADesigner
QCADesigner je referencˇno javno dostopno programsko orodje za gradnjo in simulacijo
modelov QCA struktur, razvito na univerzi v Calgaryu [16]. Spisano je v programskem
jeziku C/C++, licencirano pa s strani GNU javne licence (angl. GNU public license) za
odprtokodno programsko opremo [17]. Za gradnjo struktur je na voljo graficˇni vmesnik,
ki je bil razvit s pomocˇjo GTK graficˇnih knjizˇnic.
Simuliranje QCA struktur z orodjem QCADesigner temelji na dveh razlicˇnih meto-
dah. Prva je metoda bistabilne aproksimacije, druga pa metoda, ki temelji na uporabi
koherencˇnega vektorja.
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2.4.1 Bistabilna aproksimacija
Pri metodi bistabilne aproksimacije je vsaka QCA celica predstavljena kot preprost
dvostanjski sistem. Metoda temelji na medsebojni interakciji celic, ki se nahajajo v
dolocˇenem radiju opazovane celice. Vpliv na polarizacijo opazovane celice i imajo vse
sosednje celice j, ki se nahajajo v t.i. radiju efekta (angl. radius of effect) R opazovane
celice. Za vsako opazovano celico i lahko njen dvostanjski model matematicˇno opiˇsemo
s Hamiltonovo matriko [11], ki je prikazana v enacˇbi (2.4).
Hi =
∑
j
− 12PjEki,j −γ
−γ 12PjEki,j
 (2.4)
V enacˇbi (2.4) imajo simboli naslednji pomen. Eki,j predstavlja energijo (angl. kink
energy) med dvema celicama i in j. Ponazarja ceno v energiji med nasprotnima polari-
zacijama dveh sosednjih celic. Pj predstavlja polarizirano stanje celice j (logicˇna nicˇla
ali enica), γ pa predstavlja energijo tuneliranja. Za opazovano celico i je vrednost Ha-
miltonove matrike enaka vsoti matrik sosednjih celic j, ki se nahajajo v radiju efekta
R. Z izracˇunano Hamiltonovo matriko za opazovano celico i lahko nato izracˇunamo
polarizacijo opazovane celice i po cˇasovno neodvisni Schro¨dingerjevi enacˇbi (2.5) [17].
Hiψi = Eiψi (2.5)
S pomocˇjo Jacobijevega algoritma se iz enacˇbe (2.5) izracˇunajo lastne vrednosti Ei in
lastni vektorji ψi Hamiltonove matrike, pri cˇemer je Hi Hamiltonova matrika opazovane
celice i, ψi predstavlja polarizirano stanje celice i, Ei pa je energija, ki se povezuje s
stanjem ψi. Algoritem uredi stanja ψi glede na pripadajocˇo energijo v narasˇcˇajocˇem
zaporedju. Stanje na prvem mestu je tako stanje z najmanjˇso energijo. To stanje se zato
izbere kot stanje, ki pravilno ponazori polarizacijo celice i.
Na ta nacˇin metoda bistabilne aproksimacije izracˇuna stanje vsake celice v struk-
turi, dokler celotna struktura ne konvergira v izbrano polarizirano stanje. Ko struktura
pride do tega stanja, se zabelezˇi izhodna vrednost, izberejo se nove vhodne vrednosti in
simulacija se ponovi [17].
2.4.2 Koherencˇni vektor
Metoda s koherencˇnim vektorjem prav tako predstavlja celico kot preprost dvostanjski
sistem, ki je predstavljen s Hamiltonovo matriko iz enacˇbe (2.4). Radij efekta R ponovno
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pove obseg vpliva na trenutno opazovano celico. Metoda temelji na matriki gostote (angl.
density matrix ) ρ, ki modelira izgubo mocˇi v QCA strukturah. Pri metodi koherencˇnega
vektorja je vsaka QCA celica predstavljena z dvema razlicˇnima stanjema. Prvo stanje
predstavlja dejansko stanje celice, ki temelji na matriki gostote, drugo stanje pa pred-
stavlja idealno stabilno stanje (t.j. stanje z najmanjˇso energijo), ki naj bi ga QCA celica
dosegla. Idealno stabilno stanje je odvisno od polarizacije sosednjih celic in tuneliranja
elektronov v opazovani QCA celici [18].
Koherencˇni vektor ~λ je vektorska predstavitev matrike gostote ρ oz. dejansko stanje
posamezne celice. Definiran je kot ~λ = (λx, λy, λz), pri cˇemer je vsaka izmed komponent
koherencˇnega vektorja definirana kot λi = Tr{ρσi}. σi predstavlja vsako izmed Pauli-
jevih matrik (σx, σy, σz), operacija Tr pa sled matrike. Polarizacija trenutno opazovane
celice i je z komponenta koherencˇnega vektorja [11]. Dobimo jo preko enacˇbe (2.6).
Pi = −Tr{ρσz} = −λz (2.6)
Faktorji, ki vplivajo na idealno stabilno stanje celice i so opisani s Hamiltonovo ma-
triko, ki je bila definirana zˇe v enacˇbi (2.4). Koherencˇni vektor idealnega stabilnega
stanja je oznacˇen z ~λss. Izracˇunamo ga s pomocˇjo energijskega vektorja Γ. Vektor Γ
predstavlja energijsko okolje celice i, vkljucˇujocˇ vse vplive celic iz efektivnega radija R, ~
pa ponazarja reducirano Planckovo konstanto. Vektor ~Γ je izracˇunan na podlagi enacˇbe
(2.7).
~Γ =
1
~
[
−2γ, 0, ∑PjEki,j] (2.7)
Koherencˇni vektor idealnega stabilnega stanja je nato podan z enacˇbo (2.8)
~λss = −
~Γ
|~Γ| tanh ηth, (2.8)
pri cˇemer je cˇlen ηth definiran po enacˇbi (2.9). kB predstavlja Boltzmanovo konstanto,
T pa temperaturo.
ηth =
~|~Γ|
2kBT
(2.9)
Zatem lahko izracˇunamo dejansko stanje opazovane QCA celice po enacˇbi (2.10).
∂
∂t
~λ = ~Γ× ~λ− 1
τ
(~λ− ~λss) (2.10)
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Prvi del enacˇbe (~Γ×~λ) predstavlja idealne razmere za prehod v novo stanje (brez di-
sipacije toplote in energije). V praksi takih razmer ni in zato vedno prihaja do disipacije,
kar ponazori drugi del enacˇbe (− 1τ (~λ− ~λss)). Drugi del enacˇbe modelira dejanski prehod,
pri cˇemer uposˇteva tudi disipacijo toplote in energije. τ predstavlja relaksacijski cˇas, ki je
odvisen od izbrane tehnologije in materialov. Nizˇja kot je vrednost τ , vecˇja je disipacija
toplote QCA celice in obratno [18]. Za vsak cˇasovni korak se Γ in λss izracˇunata posebej.
Na ta nacˇin dobimo vrednost koherencˇnega vektorja λ in posledicˇno vrednost polarizacije
trenutno opazovane celice i v vsakem cˇasovnem koraku.
Metoda s koherencˇnim vektorjem za svoje izvajanje uporablja natancˇnejˇsi model kot
metoda bistabilne aproksimacije. Zaradi vecˇje natancˇnosti modela je cˇas izvajanja si-
mulacije na podlagi koherencˇnega vektorja daljˇsi od izvajanja bistabilne simulacije, do-
bimo pa zato natancˇnejˇse rezultate [17]. Dodatna razlika je tudi v tem, da metoda s
koherencˇnim vektorjem uporablja cˇasovno odvisno simulacijo, medtem ko je bistabilna
simulacije ne uporablja [11].

3 Reverzibilnost
Reverzibilnost oz. reverzibilno racˇunanje (angl. reversible computing) je v primerjavi s
standardnim racˇunanjem (angl. forward computing) relativno ozka veja v racˇunalniˇstvu.
Poraja se vprasˇanje, zakaj bi sploh racˇunali “nazaj”, medtem ko vecˇina racˇunalniˇstva
temelji na standardnem racˇunanju, ki ga vsi dobro poznamo. Veliko znanstvenikov je
sprva izrazˇalo dvome o reverzibilnem racˇunanju, saj so racˇunske operacije fizikalno gle-
dano nereverzibilne, ker se entropija vedno povecˇuje [19]. To je eden izmed kljucˇnih
razlogov, zakaj je reverzibilnost v domeni racˇunalniˇstva delezˇna pocˇasnejˇsega razvoja.
3.1 Osnove reverzibilnosti
Na tem mestu se omejimo na pojem reverzibilnega procesa. Reverzibilen proces je proces,
ki je cˇasovno obrnljiv. Drugacˇe povedano, reverzibilen proces je proces, cˇigar predho-
dno stanje lahko vedno rekonstruiramo iz trenutnega stanja [3]. Za diskretni cˇas lahko
matematicˇno to zapiˇsemo kot
S(t− 1) = f−1(E(t), S(t)), (3.1)
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pri cˇemer je S(t) trenutno stanje sistema na cˇasovnem koraku t, E(t) dogodek v tem
koraku t, f−1 pa reverzibilna funkcija, ki nam vrne prejˇsnje stanje sistema S(t − 1) v
cˇasovnem koraku t− 1. Za zvezen reverzibilen proces bi to funkcijo zapisali z izrazom
S(ti−1) = f−1(E(ti), S(ti)). (3.2)
Lahko bi rekli, da imamo pri reverzibilnem racˇunanju mozˇnost hranjenja zgodovine,
saj lahko prejˇsnje stanje sistema vedno dobimo s pomocˇjo reverzibilne funkcije f−1. To
velja izkljucˇno za reverzibilne procese.
3.2 Fizicˇna reverzibilnost
Da bomo lahko dobro razumeli pojem logicˇne reverzibilnosti, si najprej poglejmo pojem
fizicˇne reverzibilnosti. Fizicˇna reverzibilnost je eden izmed osnovnih zakonov narave [20].
Fizicˇna reverzibilnost ali bolje recˇeno fizicˇna ireverzibilnost se v klasicˇnih elektronskih
vezjih izrazˇa v povecˇanju entropije, kar se manifestira v obliki izgube energije in oddajanja
toplote.
Po Landauerjevem principu se mora vsaka logicˇna sprememba informacije kompenzi-
rati v obliki povecˇanja fizicˇne entropije v okolju. Primer je dovod energije v racˇunalnik,
ki ob racˇunanju spreminja vrednosti bitov, del te energije pa se nato v okolje sprosti kot
toplota [21]. Preprost primer je izvajanje dvovhodne logicˇne funkcije, katere izhod je
enobiten. Tukaj gre prakticˇno za izbris enega bita (dva bita na vhodu in samo en bit na
izhodu). Odvecˇna energija izbrisanega bita se tako manifestira v obliki sprosˇcˇene toplote
v okolje [22].
Fizicˇna reverzibilnost v racˇunalniˇstvu predvideva prenos oz. manipulacijo informacij
na bitnem nivoju brez sprosˇcˇanja toplote v okolje. Takemu procesu recˇemo adiabatni
proces. V kolikor bi reverzibilne racˇunske operacije izvajali na primerni strojni opremi in
bi vse korake ireverzibilnega procesa nadomestili z reverzibilnimi koraki, bi lahko dosegli
nezvecˇanje fizicˇne entropije in na ta nacˇin reverzibilnost racˇunanja [21].
3.3 Logicˇna reverzibilnost
Pojem logicˇna reverzibilnost se v racˇunalniˇstvu nanasˇa na funkcijo, ki se uporablja za
izvajanje reverzibilne racˇunske operacije. Da je funkcija logicˇno reverzibilna, morata biti
izpolnjena dva pogoja [23]:
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x NEG(x)
0 1
1 0
x1 x2 AND(x1, x2)
0 0 0
0 1 0
1 0 0
1 1 1
x1 x2 OR(x1, x2)
0 0 0
0 1 1
1 0 1
1 1 1
Tabela 3.1: Pravilnostne tabele za logicˇne funkcije negacije (NEG), konjunkcije (AND)
in disjunkcije (OR).
funkcija mora biti bijektivna,
funkcija mora imeti enako sˇtevilo vhodov in izhodov.
Iz bijektivnosti funkcije izpeljemo, da lahko za vsak izhod enolicˇno dolocˇimo vhod,
ki je bil uporabljen za pridobitev izhoda. Funkciji vedno dolocˇimo tip v obliki (n, k), pri
cˇemer se n glasi na sˇtevilo vhodov, k pa na sˇtevilo izhodov. Za izpolnitev drugega pogoja
logicˇne reverzibilnosti mora tako veljati relacija n = k.
Za osnovo vzemimo preproste Boolove logicˇne funkcije kot so npr. negacija, konjunk-
cija in disjunkcija. Pravilnostne tabele vseh treh operacij so prikazane v tabelah 3.1.
Opazimo, da negacija zadosti obema pogojema za logicˇno reverzibilnost. Ima en vhod in
en izhod, prav tako pa opazimo, da je bijektivna. Pri funkcijah konjunkcije in disjunkcije
opazimo, da noben izmed pogojev za logicˇno reverzibilnost ni izpolnjen. Iz izhodov ne
moremo enolicˇno dolocˇiti vhodov, prav tako pa sta obe funkciji tipa (2, 1). Za izpolnitev
drugega pogoja logicˇne reverzibilnosti (n = k) funkcijam dodamo t.i. konstante vhode
(angl. constant inputs) in odvecˇne izhode (angl. garbage outputs) [24]. Ob dodajanju
dodatnih vhodov in izhodov moramo paziti, da poleg izpolnitve drugega pogoja logicˇne
reverzibilnosti (n = k) sˇe vedno zadosˇcˇamo izpolnitvi pogoja bijektivnosti funkcije.
3.4 Reverzibilne logicˇne funkcije
V prejˇsnjem razdelku smo ugotovili, da negacija predstavlja reverzibilno logicˇno funkcijo
tipa (1, 1). Poznamo tudi reverzibilne logicˇne funkcije, kjer je sˇtevilo vhodov in izhodov
vecˇje. V nadaljevanju bosta predstavljeni Feynmanova in Fredkinova reverzibilna logicˇna
funkcija.
Reverzibilne logicˇne funkcije implementiramo s pomocˇjo reverzibilnih logicˇnih vrat
(angl. reversible logic gates). Reverzibilna logicˇna vrata sestavljajo linije, ki se delijo na
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dve skupini in sicer na procesne linije in pomnilne linije. Pomnilne linije (angl. temporary
storage) samo ohranjajo vrednost enega izmed vhodov in ga nespremenjenega prenesejo
na izhod, na procesnih linijah (angl. process lines) pa se izvaja racˇunanje z vrednostmi iz
vhoda [25]. Na izhod tako pride nova vrednost, ki je rezultat procesiranja na procesnih
linijah. Primer je viden na sliki 3.1, povzeti po viru [25]. Zgornjih n−k linij samo prenasˇa
informacijo o vhodu na izhod, oznacˇene pa so z Y . Tem izhodom pravimo odvecˇni izhodi.
Spodnjih k linij, oznacˇenih z f(X) predstavlja linije, ki izvajajo logicˇne operacije nad
vhodi v reverzibilnih vratih. Na tem mestu omenimo sˇe, da linije v reverzibilnih logicˇnih
funkcijah nimajo nobene zveze s QCA linijami. Gre le za enako poimenovanje dveh
razlicˇnih pojmov.
Slika 3.1: Shema reverzibilnih logicˇnih vrat, na kateri so prikazane procesne (f(X)) in
odvecˇne (Y ) linije.
3.4.1 Feynmanova funkcija
Feynmanova funkcija predstavlja funkcijo tipa (2, 2) [26]. Feynmanovo logicˇno funkcijo
implementirajo Feynmanova vrata. Vhoda v Feynmanova vrata predstavljata liniji A in
B, izhodni liniji pa sta poimenovani P in Q. Na sliki 3.2 opazimo, da je izhod P odvecˇen
izhod, saj vsebuje le kopijo vhodne vrednosti linije A. Izhodna linija Q predstavlja
dejanski procesni del, v katerega vstopata vhoda A in B. Izhod Q predstavlja rezultat
logicˇne funkcije XOR nad vhodoma A in B. Iz pravilnostne tabele 3.2 Feynmanove
funkcije vidimo, da zadosti obema pogojema za logicˇno reverzibilnost. Sˇtevilo vhodov je
enako sˇtevilu izhodov, prav tako pa lahko vsak vhod enolicˇno preslikamo v izhod.
Drugo ime za Feynmanova vrata je controlled NOT. Razlog za to je negacija vhoda
B pod pogojem, da je vhodna vrednost A = 1. V primeru, da je A = 0, se vrednost B
ne spreminja. Feynmanova vrata so natancˇneje razlozˇena v poglavju 6. V nadaljevanju
3.4 Reverzibilne logicˇne funkcije 21
A B P Q
0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0
Tabela 3.2: Pravilnostna tabela Feynmanove logicˇne funkcije.
jih uporabimo kot osnovo za nasˇ reverzibilni pretvornik iz binarne v Grayevo kodo.
Slika 3.2: Shema Feynmanovih vrat. Izhodna linija P predstavlja odvecˇni izhod, proce-
siranje pa se izvede na izhodni liniji Q.
3.4.2 Fredkinova funkcija
Fredkinova funkcija je primer reverzibilne logicˇne funkcije tipa (3, 3). Funkcijo imple-
mentirajo Fredkinova vrata, pri cˇemer so vhodi A, B in C, izhodi pa so P , Q in R
[26]. Fredkinova vrata predstavljajo poln funkcijski nabor, kar pomeni, da lahko s Fred-
kinovimi vrati realiziramo katerokoli drugo logicˇno funkcijo. Shema Fredkinovih vrat
je prikazana na sliki 3.3. Opazimo, da imajo le eno pomnilno linijo P = A, ostali dve
izhodni liniji Q in R pa sta procesni. Drugo ime za Fredkinova vrata je controlled SWAP
[24]. Ko je vrednost vhoda A = 1 se vrednosti B in C zamenjata, kar je vidno na izhodih
Q in R. Pravilnostna tabela Fredkinove funkcije je vidna v tabeli 3.3. Iz tabele je raz-
vidno, da Fredkinova funkcija zadosti obema pogojema za logicˇno reverzibilnost. Sˇtevilo
vhodov je enako sˇtevilu izhodov, prav tako pa se vsak vhod enolicˇno preslika v izhod.
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Slika 3.3: Shema Fredkinovih vrat. Izhodna linija P predstavlja odvecˇen izhod, procesi-
ranje pa se izvede na izhodnih linijah Q in R.
A B C P Q R
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 0 0
0 1 1 0 0 1
1 0 0 1 0 0
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 1 1
Tabela 3.3: Pravilnostna tabela Fredkinove logicˇne funkcije.
3.5 Uporabnost reverzibilnosti
Na tem mestu se vprasˇajmo, zakaj je reverzibilnost sploh koristna? Zakaj bi se posvecˇali
reverzibilnosti, cˇe lahko iste racˇunske operacije zˇe izvajamo z obstojecˇo, nereverzibilno
tehnologijo?
Kot smo zˇe omenili, je Landauer dokazal, da racˇunanje z obstojecˇimi logicˇnimi vrati
neizogibno vodi v izgubo energije v elektronskih vezjih [4], cˇemur bi se lahko izognili z
uporabo racˇunalnikov, ki jih sestavljajo logicˇno in fizicˇno reverzibilna vezja.
Moorov zakon pravi, da se je racˇunska mocˇ v zadnjih petdestih letih priblizˇno pod-
vojila na vsakih 18 mesecev [27], kar je temeljilo predvsem na miniaturizaciji tranzi-
storjev, ki sestavljajo elektronska vezja. To pomeni povecˇanje sˇtevila tranzistorjev na
enoto povrsˇine v racˇunalnikih, hitrejˇsa cˇasovna preklapljanja in obenem zvecˇanje disipa-
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cije energije in toplote za vsak tranzistor. Ker so tranzistorji vedno manjˇsi in disipacija
energije raste, bo prej ali slej dosezˇena zgornja meja kolicˇine sprosˇcˇene energije v oko-
lje. Obenem to tudi pomeni, da bo nadaljnja miniaturizacija tranzistorjev prakticˇno
onemogocˇena.
Na tem mestu nastopi reverzibilnost, ki predstavlja nacˇin za nadaljnjo izboljˇsavo ele-
ktronskih naprav in nadaljnjo povecˇanje racˇunske mocˇi. Vir [28] govori o reverzibilnem
racˇunanju, ki bo omogocˇilo povecˇanje racˇunske mocˇi veliko preko omejitev trenutne teh-
nologije. V viru je razlozˇeno, da je zmogljivost elektronske naprave omejena s sˇtevilom
operacij, ki se izvedejo na enoto sprosˇcˇene energije v okolje. Pri procesiranju informacij
od nas nicˇ ne zahteva, da bi se energija morala sprosˇcˇati v okolje. Po Landauerju je
v trenutni tehnologiji razlog za to uporaba nereverzibilnih vezij, ki posledicˇno vodijo v
fizicˇno nereverzibilnost, ta pa se manifestira v obliki sprosˇcˇene toplote v okolje [29]. S
primerno tehnologijo bi ob procesiranju informacij v elektronskih vezjih lahko omejili
sprosˇcˇanje energije v okolje oz. bi sprosˇcˇanje energije v okolje ob racˇunanju poljubno mi-
nimizirali. Na eni strani tako zmanjˇsujemo sprosˇcˇanje energije v okolje, na drugi strani
pa to odvecˇno energijo porabimo za izboljˇsanje signala v elektronskih vezjih. Na ta nacˇin
bi lahko izboljˇsali robustnost signala in povecˇali odpornost na sˇume iz okolja in toplotni
sˇum. Teoreticˇno se lahko ob konstantni kolicˇini sprosˇcˇene energije (cˇe kolicˇino sprosˇcˇene
energije minimiziramo) sˇtevilo racˇunskih operacij na enoto sprosˇcˇene toplote priblizˇuje
k neskoncˇnosti. To dobro ponazori enacˇba (3.3) povzeta po viru [28]
R = Fe × Pdiss = Nops
Ediss
× Ediss
t
, (3.3)
pri cˇemer R predstavlja ucˇinkovitost, Nops sˇtevilo opravljenih operacij v sklopu dela, t
cˇas za opravljanje dela, Ediss sprosˇcˇena energija med delom, Fe energijsko ucˇinkovitost,
Pdiss pa povprecˇno mocˇ, ki se sprosti ob delu. Cˇe se opremo na prejˇsnje dejstvo, da
sprosˇcˇeno energijo minimiziramo, iz enacˇbe (3.3) vidimo, da sˇtevilo opravljenih operacij
teoreticˇno lahko narasˇcˇa proti neskoncˇnosti.
S pomocˇjo navedenih dejstev tako sklepamo, da bo ucˇinkovitost in zmogljivost ele-
ktronskih vezij z uporabo reverzibilnosti krepko narasla preko meja zmogljivosti, ki jo
predstavlja trenutna nereverzibilna tehnologija.

4 Grayeva koda
Najbolj razsˇirjen sˇtevilski sistem, ki se uporablja v racˇunalniˇstvu, je dvovrednostni bi-
narni zapis. V njem lahko tako poljubno sˇtevilo, kot tudi poljuben podatek predstavimo
z nizom znakov iz mnozˇice {0, 1}. Tako lahko z enim znakom predstavimo desetiˇski sˇtevili
0(10) ali 1(10), z uporabo dveh znakov pa se nam dolzˇina zapisa podvoji, predstavimo pa
lahko sˇtevila od 0(10) do 3(10) itd. Na tem mestu omenimo, da se bomo v pricˇujocˇem delu
omejili le na zapis sˇtevil in ne na zapis poljubnih podatkov. Prav tako v delu enacˇimo
pojma binarnega zapisa in binarne kode.
Binarni zapis desetiˇskega sˇtevila je definiran z izrazom (4.1)
z(10) =
n−1∑
i=0
zi2
i, (4.1)
pri cˇemer z(10) predstavlja sˇtevilo v desetiˇskem zapisu, n sˇtevilo vseh znakov v njegovem
binarnem zapisu, i indeks posameznega znaka v binarnem zapisu, zaporedje zn−1. . . z0
pa binarni zapis sˇtevila z(10) [30].
Binarni zapis ne ustreza vsem pogojem in zahtevam, ki se pojavljajo v racˇunalniˇski
industriji. Obstajajo izpeljanke binarnega zapisa, ki so na specificˇnih podrocˇjih uporabe
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veliko bolj uspesˇne. Eden izmed takih zapisov je Grayeva koda ali reflektirana binarna
koda, ki jo predstavimo v pricˇujocˇem poglavju. Tudi tu enacˇimo pojma Grayeve kode in
Grayevega zapisa.
4.1 Osnove Grayeve kode
Grayeva koda je poimenovana po Franku Grayu, raziskovalcu pri Bell Telephone Labo-
ratories (sedaj Nokia Bell Labs) [31]. Patentirana je bila leta 1953 [32], uporabljala pa
naj bi se zˇe veliko prej — v 19. stoletju jo je uporabljal zˇe Emile Baudot na podrocˇju
telegrafije [33].
Grayeva koda je izpeljanka binarne kode. Zaloga vrednosti znakov, ki sestavljajo
zapise sˇtevil, je enaka binarni zalogi vrednosti znakov {0, 1}. Pomembna razlika v pri-
merjavi z binarno kodo je v tem, da so si zapisi po vrednosti sosednjih sˇtevil razlicˇni v
samo enem znaku. Ta lastnost je s pridom uporabljena na razlicˇnih podrocˇjih, kot so npr.
rotacijski in opticˇni kodirniki v robotski industriji [34]. V nadaljevanju je za locˇevanje
obeh kod za binarni zapis uporabljen indeks sˇtevilskega sistema 2 (npr. 10(2) = 2(10)),
pri Grayevevem zapisu pa je indeks sˇtevilskega sistema enak G (npr. 11(G) = 2(10)).
Indeks sˇtevilskega sistema (10) oznacˇuje desetiˇski zapis, katerega vsi dobro poznamo.
Tezˇava binarnega zapisa sˇtevil, sˇe posebej, ko se ta uporablja v mehanskih napravah,
je v tem, da se mora pri prehodih med sosednjimi vrednostmi sˇtevil v zapisu spremeniti
vecˇ kot en znak [35]. Tak primer je npr. prehod iz vrednosti 3(10) (011(2)) v 4(10) (100(2)),
kjer se spremeni vrednost vseh treh znakov. Problem se pojavi pri branju nove vrednosti,
saj lahko pride do branja le-te, sˇe preden so vsi potrebni znaki spremenili svojo vrednost.
V omenjenem primeru tako lahko pride do branja katerekoli vrednosti od 000(2) do 111(2).
Z Grayevo kodo, kjer se za vsako spremembo zaporedne vrednosti spremeni le en znak,
je mozˇno sˇtevilo napak pri branju podatkov minimizirati. Pri prehodu iz vrednosti 3(10)
(010(G)) v 4(10) (110(G)) v Grayevi kodi je potrebna sprememba le prvega znaka na levi.
Tako je lahko tudi vrednost prebrane vrednosti kvecˇjemu le 3(10) ali 4(10). V najslabsˇem
primeru se vrednost prebranega podatka od pravilne vrednosti razlikuje le za 1. V tem
pravzaprav ticˇi najbolj pomembna lastnost Grayeve kode in razlika v primerjavi z binarno
kodo — kodni zapisi sosednjih sˇtevil so si podobni in se razlikujejo le v enem znaku [31].
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4.2 Postopek za pretvorbo iz binarne v Grayevo kodo
Pretvorba iz binarne kode v Grayevo kodo je preprosta, saj z logicˇnega vidika vkljucˇuje
ponavljanje le ene operacije — XOR. Postopek pretvorbe poteka v smeri od najbolj
pomembnega bita (angl. most significant bit — MSB) proti najmanj pomembnemu bitu
(angl. least significant bit — LSB).
Matematicˇna pretvorba, pri cˇemer je gn−1 MSB v Grayevi kodi, bn−1 pa MSB v
binarni kodi, je prikazana v izrazih od (4.2) do (4.5). V izrazu (4.2) je prikazan binarni
zapis, ki predstavlja izhodiˇscˇe za pretvorbo. V prvem koraku prepiˇsemo MSB iz binarne
kode v MSB Grayeve kode, kar je prikazano v izrazu (4.3). V nadaljevanju pretvorimo
preostale znake binarne kode v Grayevo kodo po izrazu (4.4). Na koncu vse izracˇunane
znake gi zlozˇimo v ciljno Grayevo kodo na nacˇin, ki je prikazan v izrazu (4.5).
B = bn−1bn−2 . . . b1b0, (4.2)
gn−1 = bn−1, (4.3)
gi = bi+1 ⊕ bi, i = n− 2, n− 3 . . . , 0, (4.4)
G = gn−1gn−2 . . . g1g0. (4.5)
Z besedami pretvorbo opiˇsemo na sledecˇi nacˇin [36]:
prvi znak oziroma MSB je pri binarni in Grayevi kodi vedno enak, zato se ga
preprosto prepiˇse;
preostale znake Grayeve kode (razen prvega znaka) dobimo z XOR operacijo is-
tolezˇnega znaka v binarni kodi in njegovega levega predhodnika (znaka z vecˇjim
indeksom);
Primer pretvorbe je prikazan v tabeli 4.1, kjer pretvorimo sˇtevilo 9(10) iz binarne kode
v Grayevo. Prvi znak Grayeve kode je enak prvemu znaku binarne kode, drugi znak
Grayeve kode je enak rezultatu XOR operacije med prvim in drugim znakom binarne
kode, tretji znak Grayeve kode je enak rezultatu XOR operacije med drugim in tretjim
znakom binarne kode itd.
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bn−1 . . . . . . b0
1 0 0 1 Binarna koda
↓ ↘ ↓ ↘ ↓ ↘ ↓
1 1⊕ 0 0⊕ 0 0⊕ 1
↓ ↓ ↓ ↓
1 1 0 1 Grayeva koda
gn−1 . . . . . . g0
Tabela 4.1: Primer pretvorbe iz binarne v Grayevo kodo. Prvi znak se prepiˇse, preostale
znake Grayeve kode pa dobimo kot rezultat XOR operacije sosednjih znakov binarne
kode.
4.3 Postopki za generiranje Grayeve kode
V pricˇujocˇem razdelku predstavimo dva postopka za generiranje Grayeve kode — posto-
pek z reflektiranjem in postopek z razsˇirjanjem. Postopek z reflektiranjem je definiral
Frank Gray zˇe v svojem patentu [32], postopek z razsˇirjanjem pa je povzet po viru [37].
4.3.1 Generiranje z reflektiranjem
Najkrajˇsi zapis binarne kode je sestavljen le iz enega znaka — 0 ali 1. Zaradi tega
lahko z enoznakovnim zapisom predstavimo le sˇtevili 0(10) ali 1(10). Enoznakovni zapis
je zato v Grayevi kodi enak binarni kodi. V kolikor zˇelimo preiti na predstavitve vecˇjih
vrednosti sˇtevil, moramo zapis razsˇiriti na vecˇ znakov. S povecˇanjem dolzˇine zapisa na
dva znaka pridobimo mozˇnost predstavitve sˇtevil od 0(10) do 3(10) (binarno: 00(2), 01(2),
10(2), 11(2)). Cilj Grayeve kode je razlikovanje zapisa sosednjih sˇtevil v le enem znaku,
cˇemur se binarna koda ne podreja. Z razsˇiritvijo na dva znaka se tako zˇe pojavi problem
binarne kode — razlikovanje nekaterih sosednjih sˇtevil v vecˇ kot enem znaku. To se vidi
v zaporednih sˇtevilih 1(10) in 2(10), ki se v binarni kodi 01(2) in 10(2) razlikujeta v obeh
znakih.
Postopek generiranja z reflektiranjem je po viru [31] sledecˇ. Nicˇlo in enico zapiˇsemo
v skrajno levem stolpcu na sliki 4.1. V naslednjem koraku, ki je viden v drugem stolpcu
na sliki 4.1, nicˇlo in enico najprej prepiˇsemo v zgornji del drugega stolpca, nato pa ju
je potrebno zrcaliti navpicˇno navzdol — ju reflektirati. Da zapis razsˇirimo sˇe na sˇtevili
2(10) in 3(10) v smislu Grayeve kode, pred zgornjo polovico znakov zapiˇsemo nicˇlo, pred
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spodnjo polovico znakov pa enico (vidno v tretjem stolpcu na sliki 4.1 v rdecˇi barvi).
0
1
0
1
1
0
00
01
11
10
(0(10))
(1(10))
(2(10))
(3(10))
Slika 4.1: Postopek generiranja Grayeve kode za sˇtevila od 0(10) do 3(10). V prvem koraku
zapiˇsemo sˇtevili 0 in 1 v Grayevi kodi (v tem primeru sta sˇe enaka binarni kodi) ter ju
zrcalimo (reflektiramo). Nato pred zgornjo polovico znakov zapiˇsemo nicˇlo, pred spodnjo
polovico znakov pa enico (v rdecˇi barvi). Tako dobimo Grayevo kodo za sˇtevila 0(10) —
00(G), 1(10) — 01(G), 2(10) — 11(G) in 3(10) — 10(G), razsˇirjeno na dva znaka.
Na ta nacˇin smo dobili zaporeden zapis sˇtevilk od 0(10) do 3(10) v Grayevi kodi.
Opazimo, da se sosednja sˇtevila razlikujejo le v enem znaku. Zapis je prav tako razlicˇen
od binarnega, saj vrednost 11(G) sedaj predstavlja sˇtevilo 2(10) (v binarnem zapisu 10(2)),
vrednost 10(G) pa sˇtevilo 3(10)(v binarnem zapisu 11(2)).
Enak postopek bi sledil za pridobitev sˇtevil od 0(10) do 7(10). Sˇtevila od 0(10) do
3(10) v Grayevi kodi ponovno zapiˇsemo v skrajno levi stolpec na sliki 4.2, ga prenesemo
v zgornji del drugega stolpca in slednjega reflektiramo (zrcalimo v spodnji del stolpca).
Nato ponovimo postopek dodajanja nicˇel in enic. Pred zgornjo polovico sˇtevil zapiˇsemo
nicˇlo, pred spodnjo polovico pa enico (prikazano v tretjem stolpcu na sliki 4.2 v rdecˇi
barvi). Tako pridobimo zapis sˇtevil od 0(10) do 7(10) v Grayevi kodi, kjer so si zaporedna
sˇtevila ponovno razlicˇna le v enem znaku.
Na ta nacˇin je Gray zadostil pogoju, da so si sosednja sˇtevila razlicˇna le v enem
znaku. Sˇe vecˇ, opazimo lahko, da sta si zgornja in zrcaljena spodnja polovica zapisa
razlicˇni samo v MSB. Pri zgornji polovici je MSB enak 0, pri spodnji polovici pa je MSB
enak 1.
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00
01
11
10
00
01
11
10
10
11
01
00
000
001
011
010
110
111
101
100
(0(10))
(1(10))
(2(10))
(3(10))
(4(10))
(5(10))
(6(10))
(7(10))
Slika 4.2: Postopek generiranja Grayeve kode za sˇtevila od 4(10) do 7(10). V prvem koraku
zapiˇsemo sˇtevila od 0 do 3 v Grayevi kodi, ter jih zrcalimo (reflektiramo). Nato pred
zgornjo polovico znakov zapiˇsemo nicˇlo, pred spodnjo polovico znakov pa enico (v rdecˇi
barvi). Tako dobimo Grayevo kodo za sˇtevila od 4(10) do 7(10), razsˇirjeno na 3 znake.
4.3.2 Generiranje z razsˇirjanjem
Bistvo generiranja Grayeve kode z razsˇirjanjem je podvojitev vseh zapisov vhodne Gra-
yeve kode, nato pa razsˇiritev podvojenih zapisov z zaporednimi vrednostmi iz neskoncˇnega
vektorja A, kjer se prve sˇtiri vrednosti vektorja ponavljajo. Vektor A ponazorimo z iz-
razom
A =
[
0 1 1 0 0 1 1 0 . . . 0 1 1 0
]
. (4.6)
Postopek z razsˇirjanjem Grayeve kode iz m−1 mest na m mest, pri cˇemer m predstavlja
sˇtevilo znakov zapisa sˇtevila v izhodni Grayevi kodi, M pa mocˇ mnozˇice zaloge vrednosti
izhodne Grayeve kode (M = 2m) oz. obseg sˇtevil izhodne Grayeve kode, je po viru
[37] podan z naslednjimi koraki. Na zacˇetku imamo vhodno mnozˇico sˇtevil v Grayevi
kodi, sˇtevila pa so oznacˇena od G0 do GM
2
−1, pri cˇemer je vsako sˇtevilo vhodne mnozˇice
sestavljeno iz m− 1 znakov. Prvi korak razsˇirjanja je zapis sˇtevil vhodne Grayeve kode
po izrazu
Graym−1 =
[
G0 G1 . . . GM
2
−1
]
. (4.7)
Naslednji korak je podvojitev vseh zapisov vhodnih sˇtevil, kar je predstavljeno z izrazom
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Gray
′
m =
[
G0 G0 G1 G1 . . . GM
2
−1 GM
2
−1
]
. (4.8)
Na koncu vse podvojene zapise sˇtevil razsˇirimo z zaporednimi vrednostmi iz vektorja A,
kar zapiˇsemo z izrazom
Graym =
[
G0A[0] G0A[1] . . . GM
2
−1A[M − 2] GM
2
−1A[M − 1]
]
. (4.9)
Primer generiranja z razsˇirjanjem je prikazan na sliki 4.3. Gre za razsˇiritev Grayeve
kode dolzˇine m = 2 na dolzˇino m = 3, pri cˇemer m predstavlja sˇtevilo znakov v kodnem
zapisu. Kodni zapis dolzˇine m = 2 vsebuje kode 00(G), 01(G), 11(G) in 10(G), desetiˇsko
gledano pa so to sˇtevila od 0(10) do 3(10). Prikazan je v levem stolpcu na sliki 4.3. Cilj
razsˇiritve je podvojitev obsega sˇtevil kodnega zapisa oz. pridobitev sˇtevil od 0(10) do
7(10). Kot smo zˇe omenili, je potrebno vse kode podvojiti (glej izraz (4.8)), kar nas
privede do osmih kodov (00(G), 00(G), 01(G), 01(G), 11(G), 11(G), 10(G), 10(G)). Postopek
je viden v levem delu desnega stolpca na sliki 4.3. Podvojene kode nato z desne strani
razsˇirimo zaporedno z vrednostmi iz vektorja A. Postopek je prikazan v desnem delu
desnega stolpca na sliki 4.3. Na ta nacˇin smo zapis razsˇirili na dolzˇino m = 3, s cˇimer
smo predstavitev sˇtevil razsˇirili od 0(10) do 7(10) oz. na Grayeve kode 000(G), 001(G),
011(G), 010(G), 110(G), 111(G), 101(G), 100(G).
4.4 Pristopi k realizaciji pretvorbe iz binarne v Grayevo kodo
V pricˇujocˇem razdelku se posvetimo logicˇnim pristopom k realizaciji pretvornika iz bi-
narne v Grayevo kodo. Logicˇni pristopi so zelo preprosti. Na podlagi logicˇnih vrat (npr.
AND vrat) sestavljamo logicˇne funkcije, te pa nato uporabimo za gradnjo kakrsˇnegakoli
elektronskega vezja. Posebej se ozrimo na pojem polnega funkcijskega nabora. Poln
funkcijski nabor predstavlja nabor logicˇnih funkcij, s katerim lahko zgradimo vse ostale
logicˇne funkcije. Primer polnega funkcijskega nabora je mnozˇica logicˇnih funkcij
{
AND,
OR, NOT
}
. Polni nabor predstavljata tudi mnozˇici
{
NAND
}
(Shefferjev operator) in{
NOR
}
(Pierceov operator), kar pomeni, da lahko elektronska vezja gradimo s pomocˇjo
samo enega tipa logicˇnih vrat.
V nadaljevanju pricˇujocˇega razdelka predstavimo tri razlicˇne realizacije pretvornika v
Grayevo kodo in sicer model klasicˇnega elektronskega vezja, model realizacije s kvantnim
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Slika 4.3: Primer generiranja Grayeve kode s pomocˇjo razsˇiritve kodnega zapisa velikosti
dveh mest na kodni zapis velikosti treh mest. Zacˇetne kode najprej podvojimo, nato pa
z desne strani dodajamo po vrsti vrednosti iz vektorja A. Slika je povzeta po viru [37].
celicˇnim avtomatom in elektronsko opticˇno realizacijo. Vse tri realizacije temeljijo na
uporabi XOR logicˇne funkcije, ki je v binarni logiki inherentno sestavljena iz funkcij
polnega funkcijskega nabora
{
AND, OR, NOT
}
.
4.4.1 Model klasicˇnega elektronskega vezja
Model pretvornika binarne kode v Grayevo kodo na osnovi klasicˇnega elektronskega vezja
je zgrajen s pomocˇjo logicˇnih vrat XOR. Postavljen je s pomocˇjo programskega orodja
za gradnjo in simulacijo logicˇnih vezij Logisim [38] in prikazan na sliki 4.4. Na levi strani
kot vhodi nastopajo znaki binarne kode, na desni strani pa kot izhode dobimo znake
Grayeve kode. Prvi znak binarne kode (MSB) Bn−1 se prenese v prvi znak Grayeve kode
Gn−1, preostale znake Grayeve kode pa dobimo kot rezultat XOR funkcije istolezˇnega
znaka v binarni kodi in njegovega predhodnika (znaka z vecˇjim indeksom).
Logicˇna vrata v klasicˇnih elektronskih vezjih so fizicˇno realizirana s pomocˇjo tranzi-
storjev, ki so v uporabi zˇe dolgo let. Tekom uporabe so raziskovalci na tem podrocˇju sˇirili
meje mogocˇega — hitrosti preklapljanja so postopoma narasˇcˇale, sama velikost tranzi-
storjev pa je postopoma padala. To je tudi razlog za tezˇavo, ki danes predstavlja najvecˇji
4.4 Pristopi k realizaciji pretvorbe iz binarne v Grayevo kodo 33
izziv za napredek tranzistorske tehnologije. Trenutno so velikosti tranzistorjev dosegle
tako majhne velikostne razrede, da je nadaljnja miniaturizacija le-teh mocˇno otezˇena [1].
...
...
...
Slika 4.4: Logicˇno vezje pretvornika iz binarne kode v Grayevo kodo. Leva stran pred-
stavlja vhodni binarni zapis, desna stran pa izhodni Grayev zapis kot rezultat. MSB
binarne kode Bn−1 se preprosto prepiˇse v MSB Grayeve kode Gn−1. Preostali znaki
Grayeve kode se nato izracˇunajo kot XOR operacija istolezˇnega znaka v binarni kodi in
njegovega predhodnika z vecˇjo utezˇjo.
4.4.2 Model realizacije s kvantnim celicˇnim avtomatom
V pricˇujocˇem razdelku predstavimo model pretvornika tri znakovne binarne kode v tri
znakovno Grayevo kodo, realiziran s pomocˇjo kvantnega celicˇnega avtomata [39]. Vezje,
predstavljeno na sliki 4.5, je sestavljeno s pomocˇjo majoritetnih vrat in negatorjev.
Osnove delovanja kvantnih celicˇnih avtomatov so natancˇneje predstavljene v poglavju
2.
Iz slike 4.5 je razvidno, da se MSB B2 iz vhodne celice prenese po vodilu v izhodno ce-
lico G2. Za pridobitev drugega znaka Grayeve kode (G1) sta potrebni vrednosti vhodnih
celic B1 in B2, ki nastopata kot vhod v majoritetna vrata, ki izvajajo logicˇno funkcijo
XOR (cˇrni pravokotnik na sliki 4.5). Predstavljena XOR funkcija je pravzaprav kombi-
nacija treh preprostejˇsih funkcij — AND, OR in NOT. Na zacˇetku se pred vstopom v
majoritetna vrata ena izmed dveh vhodnih vrednosti negira. Prvi dve majoritetni vrati
(v vijolicˇni barvi) izvrsˇita AND funkcijo, rezultat teh dveh funkcij pa vstopa v tretja
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majoritetna vrata (v modri barvi), ki izvrsˇijo funkcijo OR. Kombinacija tega zaporedja
opravljanja funkcij nad znaki nam da koncˇni rezultat v izhodni celici G1. Enak postopek
sledi sˇe za vhodni celici B0 in B1, rezultat pa je v celici G0. Rezultat pretvorbe nato
preberemo iz izhodnih celic G2, G1 in G0.
Slika 4.5: Primer pretvornika, ki temelji na kvantnem celicˇnem avtomatu. Pretvornik
vsebuje tri vhodne celice B2, B1, B0 in tri izhodne celice G2, G1, G0 iz katerih preberemo
koncˇni rezultat pretvorbe. Slika je povzeta po viru [39].
Prednost uporabe kvantnih celicˇnih avtomatov pred klasicˇnimi elektronskimi vezji
je predvsem v majhni porabi prostora za fizicˇno realizacijo strukture, manjˇsi energetski
potratnosti in viˇsjem taktu ure. Tezˇava, s katero se soocˇajo kvantni celicˇni avtomati,
je izpostavljenost vplivom iz okolja. To se izkazˇe pri otezˇenem razlikovanju med pola-
riziranimi in nepolariziranimi stanji elektronov v celicah kvantnega celicˇnega avtomata
[15].
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4.4.3 Elektronsko opticˇna realizacija
Elektro opticˇni pretvornik iz vira [40] sta avtorja zgradila na podlagi Mach-Zehnderjevega
interferometra (MZI). Ta na podlagi elektro opticˇnega efekta deluje kot opticˇni pre-
klopnik. Kot je prikazano pri realizaciji s klasicˇnim elektronskim vezjem in kvantnim
celicˇnim avtomatom, je za pretvorbo iz binarne v Grayevo kodo uporabljena logicˇna funk-
cija XOR. Pri elektro opticˇnem pristopu XOR funkcijo pridobimo z zaporedno vezavo
dveh MZI struktur, pretvornik pa nato zgradimo s paralelno vezavo poljubnega sˇtevila
dveh zaporednih MZI struktur. Na sliki 4.6 je prikazan 4-bitni elektro opticˇni pretvornik
iz binarne v Grayevo kodo. Vhodni znaki binarne kode se aplicirajo na kontrolne ele-
ktrode MZI struktur (Electrode2 ), pri cˇemer se vrednosti znakov vhodne binarne kode
bi = 1 tolmacˇijo kot visoka vhodna napetost, bi = 0 pa kot nizka vhodna napetost. Na
podlagi podanih napetosti na kontrolnih elektrodah nato dobimo rezultat XOR funkcije
na spodnjem izhodu zaporedne vezave dveh MZI struktur. Rezultat XOR funkcije je
prisotnost izhodnega signala (logicˇna enica) oziroma odsotnost le-tega (logicˇna nicˇla).
Izjema pretvorbe je le MSB binarne kode, ki se pri pretvorbi le prepiˇse v MSB Grayeve
kode. Zaradi tega tukaj ni potrebna vezava dveh zaporednih MZI struktur, temvecˇ po-
trebujemo le eno. Vrednost na kontrolni elektrodi se tako le prenese na viˇsji izhod MZI
strukture, kjer odcˇitamo vrednost g3, ki predstavlja MSB Grayeve kode. Na ta nacˇin
smo pridobili pretvorjene znake binarne kode b3, b2, b1, b0 v Grayevo kodo iz izhodov g3,
g2, g1, g0 oznacˇenih na sliki 4.6.
S pomocˇjo elektro opticˇnega pretvornika lahko dosezˇemo visoke hitrosti preklapljanja.
Na podlagi raziskave sta avtorja ugotovila, da lahko predlagana resˇitev pripomore pri
enkripcijskih tehnikah, ki temeljijo na opticˇnih mehanizmih.
36 4 Grayeva koda
Slika 4.6: Shema elektro opticˇnega pretvornika iz 4-bitne binarne kode v Grayevo kodo.
Za realizacijo je uporabljenih 7 MZI struktur. S cˇrnimi krogi so oznacˇene kontrolne
elektrode, na katere se aplicirajo vhodne vrednosti binarne kode, s cˇrnimi pravokotniki
pa so oznacˇeni izhodi, na katerih se pojavijo izhodne vrednosti, iz katerih sestavimo
Grayevo kodo. Slika je povzeta po viru [40].
5 Pregled QCA pretvornikov iz
binarne v Grayevo kodo
V pricˇujocˇem poglavju opravimo pregled razlicˇnih resˇitev implementacije QCA pretvor-
nika iz binarne v Grayevo kodo. Predstavimo nereverzibilne resˇitve, ki uporabljajo
razlicˇne pristope pri izgradnji pretvornika (predvsem razlicˇne pristope pri gradnji XOR
logicˇnih vrat, potrebnih za pretvorbo) in pa reverzibilne resˇitve, ki temeljijo na uporabi
Feynmanovih logicˇnih vrat. V tabeli 5.1 je predstavljenih sedem razlicˇnih resˇitev QCA
pretvornikov, ki nam v nadaljevanju sluzˇijo kot izhodiˇscˇe za primerjavo nasˇe resˇitve z
obstojecˇimi implementacijami. Pri vsaki izmed obstojecˇih resˇitev se osredotocˇimo na
sˇtevilo znakov, ki jih pretvornik pretvori iz binarne v Grayevo kodo, sˇtevilo uporabljenih
celic v strukturi, povrsˇino, ki jo zasede struktura, sˇtevilo uporabljenih urinih faz, sˇtevilo
logicˇnih operacij in na to, ali je struktura reverzibilna. Povrsˇina strukture je definirana
kot sˇtevilo vseh celic sˇtirikotnika, ki omejuje strukturo. Za vsako izmed resˇitev podamo
tudi kratek komentar v zadnjem stolpcu tabele.
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Avtor n sˇt. celic S UF LO REV komentar
1 S. Islam, et al. [39] 4 131 390 3 15 NE le tri urine faze
2 F. Ahmad, et al. [41] 4 137 306 3 15 NE kompaktna struktura
3 D. Bhowmik, et al. [42] 4 124 324 4 14 NE majhna struktura, sˇtiri urine faze
4 P. Vijayalakshmi, et al. [43] 4 34 121 1 6 NE izredno majhna velikost
5 A. H. Majeed, et al. [44] 4 56 138 2 9 NE izredno majhna velikost
6 E. T. Karkaj, et al. [45] 4 108 232 4 11 DA majhna velikost reverzibilne strukture
7 J. I. Reshi, et al. [46] 4 111 252 4 15 DA kompaktna reverzibilna struktura
Tabela 5.1: Primerjava sedmih razlicˇnih resˇitev 4-bitnega pretvornika iz binarne v Gra-
yevo kodo. n predstavlja sˇtevilo znakov pretvorbe, stolpec z oznako sˇt. celic pove, koliko
kvantnih celic je uporabljenih za resˇitev, S oznacˇuje povrsˇino, ki jo zasede struktura,
UF pa ponazarja sˇtevilo urinih faz, uporabljenih v strukturi. Sˇtevilo logicˇnih operacij je
prikazano v stolpcu z oznako LO. Oznaka REV nam pove, ali je struktura reverzibilna
ali ne.
5.1 Nereverzibilne QCA resˇitve
Pricˇujocˇi razdelek je namenjen nereverzibilnim resˇitvam QCA pretvornika, v katerih so
prikazani predvsem razlicˇni pristopi gradnje XOR logicˇnih vrat, ki so potrebna za pravilno
delovanje pretvornika.
5.1.1 Pretvornik po Islamu
Pri prvi referencˇni strukturi [39] opazimo, da za svoje delovanje uporablja samo tri urine
faze. V primerjavi z ostalimi strukturami iz tabele zavzema najvecˇjo povrsˇino. Predsta-
vlja najbolj preprost nacˇin izgradnje pretvornika iz binarne v Grayevo kodo. Pretvornik
je sestavljen iz treh XOR logicˇnih vrat. XOR vrata so zgrajena s pomocˇjo treh majori-
tetnih vrat (dvoje majoritetnih vrat opravlja logicˇno funkcijo AND, tretja majoritetna
vrata pa logicˇno funkcijo OR) in dveh negatorjev. Struktura je predstavljena na sliki 5.1.
5.1.2 Pretvornik po Ahmadu
Druga referencˇna struktura iz vira [41] je sestavljena na podoben nacˇin kot struktura iz
vira [39]. Iz primerjave obeh struktur je razvidno, da je struktura [41] rotirana za 90◦.
Pri primerjavi s strukturo iz [39] opazimo, da pri izgradnji uporabi vecˇje sˇtevilo celic,
kljub temu pa je bolj kompaktna, saj zasede manjˇso povrsˇino. Prikazana je na sliki 5.2.
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Slika 5.1: Struktura 4-bitnega pretvornika iz vira [39]. Za pretvorbo se uporabljajo tri
XOR logicˇna vrata, pri cˇemer so vsaka od njih sestavljena iz treh majoritetnih vrat in
dveh negatorjev.
Slika 5.2: Struktura 4-bitnega pretvornika iz vira [41]. Struktura se glede na strukturo
iz [39] razlikuje v rotaciji za 90◦ in v kompaktnosti.
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5.1.3 Pretvornik po Bhowmiku
Tretja referencˇna struktura [42] predstavlja sˇe enega izmed bolj klasicˇnih pristopov gra-
dnje. Struktura je zelo podobna predhodno opisanima strukturama. Predstavljena je na
sliki 5.3. Za svoje delovanje uporablja en negator manj, prav tako pa za svoje delovanje
porabi manj celic. Slabsˇe se odrezˇe pri urinih fazah, saj uporablja sˇtiri.
Slika 5.3: Struktura 4-bitnega pretvornika iz vira [42]. Za svoje delovanje uporablja sˇtiri
urine faze.
5.1.4 Pretvornik po Vijayalakshmi
Cˇetrta referencˇna struktura [43] predstavlja po kriteriju povrsˇine najmanjˇso izmed vseh
analiziranih. Uporablja nov pristop pri gradnji XOR logicˇnih vrat. XOR vrata, predsta-
vljena v tem cˇlanku, za svoje delovanje uporabljajo samo ena majoritetna vrata. Zaradi
manjˇsega sˇtevila uporabljenih majoritetnih vrat pridobijo tako na prostoru, kot tudi
sˇtevilu uporabljenih celic. Sˇe vecˇ, za svoje delovanje struktura uporablja samo eno urino
fazo. Shema strukture je prikazana na sliki 5.4.
5.1.5 Pretvornik po Majeedu
Peta referencˇna struktura prav tako uporablja nov pristop pri gradnji XOR logicˇnih vrat
[44]. Avtor za izgradnjo XOR vrat uporabi le dvoje majoritetnih vrat in en negator.
Sˇtevilo uporabljenih celic je mocˇno zmanjˇsano glede na strukture, ki uporabljajo XOR
logicˇna vrata, ki temeljijo na treh majoritetnih vratih in dveh negatorjih. Struktura za
delovanje prav tako uporablja le dve urini fazi. Struktura je predstavljena na sliki 5.5.
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Slika 5.4: Struktura 4-bitnega pretvornika iz vira [43] uporablja drugacˇen pristop pri
gradnji XOR logicˇnih vrat. XOR vrata uporabljajo samo ena majoritetna vrata in en
negator.
Slika 5.5: Struktura 4-bitnega pretvornika iz vira [44] prav tako uporablja drugacˇen
pristop pri gradnji XOR logicˇnih vrat. XOR vrata so sestavljena iz dvojih majoritetnih
vrat in enega negatorja.
5.2 Reverzibilne QCA resˇitve
V nadaljevanju predstavimo sˇe dve strukturi QCA pretvornika, ki se od predhodno opi-
sanih struktur razlikujeta v tem, da sta logicˇno reverzibilni.
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5.2.1 Pretvornik po Karkaju
Prva referencˇna reverzibilna struktura [45] uporablja Feynmanova logicˇna vrata, ki pred-
stavljajo reverzibilna vrata tipa (2,2). Eden izmed izhodov sluzˇi kot odvecˇni izhod, na
drugem izhodu pa dobimo resˇitev XOR logicˇne funkcije. Vhod v to funkcijo predsta-
vljata oba vhoda Feynmanovih vrat. Navkljub reverzibilnosti ta struktura sˇe vedno
ohranja majhno velikost, uporablja pa vse sˇtiri urine faze. Predstavljena je na sliki 5.6.
Slika 5.6: Struktura reverzibilnega 4-bitnega pretvornika iz vira [45], ki temelji na Fe-
ynmanovih logicˇnih vratih.
5.2.2 Pretvornik po Reshiju
Druga referencˇna reverzibilna struktura prav tako temelji na uporabi Feynmanovih vrat
[46]. Ta struktura je pravzaprav zelo podobna strukturi iz vira [39]. Avtorji so v cˇlanku
odvecˇne izhode sicer odstranili, kar daje obcˇutek, da struktura ni reverzibilna. Sliko smo
na podlagi cˇlanka prerisali tako, da smo dodali tudi odvecˇne izhode, kar nakazuje na to,
da je struktura reverzibilna. V primerjavi s prejˇsnjo reverzibilno strukturo je ta nekoliko
vecˇja, prav tako uporablja nekaj vecˇ celic, sˇe vedno pa je resˇitev zelo kompaktna. Za
svoje delovanje prav tako uporablja sˇtiri urine faze. Struktura je prikazana na sliki 5.7.
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Slika 5.7: Struktura reverzibilnega 4-bitnega pretvornika iz vira [46], ki temelji na Fe-
ynmanovih logicˇnih vratih.

6 Predlagana resˇitev
reverzibilnega QCA
pretvornika
S pregledom obstojecˇih resˇitev QCA pretvornika iz binarne v Grayevo kodo v poglavju
5 pridobimo dovolj znanja, da identificiramo slabosti obstojecˇih resˇitev, ki jih bomo
z nasˇo resˇitvijo skusˇali odpraviti. Nasˇa resˇitev je izdelana postopno po korakih. V
prvem koraku postavimo osnoven model nereverzibilnega QCA pretvornika s pomocˇjo
Feynmanovih vrat, ki jih sestavljajo tri majoritetna vrata in dva negatorja. Zatem nasˇo
osnovno resˇitev postopno minimiziramo na lokalnem nivoju (na nivoju enih Feynmanovih
vrat) in globalnem nivoju (na nivoju celotne strukture QCA pretvornika), prav tako pa
dodamo sˇe dodatek za reverzibilnost. Na koncu podamo koncˇno oceno in komentar nasˇe
resˇitve.
6.1 Osnovna resˇitev
V pricˇujocˇem poglavju se posvetimo Feynmanovim vratom, ki predstavljajo osnovo pri
gradnji pretvornika iz binarne v Grayevo kodo. Prav tako predstavimo tudi osnovno
resˇitev, jo ocenimo in navedemo nadaljnje mozˇnosti za izboljˇsavo.
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6.1.1 Feynmanova vrata kot QCA realizacija
Feynmanova vrata so primer reverzibilnih vrat tipa (2, 2), kar pomeni, da imajo dva
vhoda in dva izhoda. Vhoda v Feynmanova vrata sta poimenovana A in B, izhoda pa
P in Q. Izhod P je definiran kot P = A. Izhod Q je definiran kot Q = A ⊕ B, torej
je rezultat XOR operacija nad vhodoma A in B. Logicˇna shema Feynmanovih vrat je
prikazana na sliki 6.1.
Slika 6.1: Logicˇna shema Feynmanovih vrat.
Za izhodiˇscˇe QCA realizacije smo uporabili Feynmanova vrata iz vira [47]. Njihova
QCA implementacija je vidna na sliki 6.2. QCA realizacija Feynmanovih vrat sestoji iz
petih logicˇnih primitivov in sicer iz dveh negatorjev in treh majoritetnih vrat. Majori-
tetna vrata dvakrat vrsˇijo logicˇno funkcijo AND, enkrat pa logicˇno funkcijo OR. Modro
obarvani celici na sliki 6.2 predstavljajta vhoda v Feynmanova vrata. Vhod A se, kot
smo zˇe omenili, samo prenese v izhodno celico P , izhodna celica Q pa potrebuje nekaj
vecˇ predhodnega procesiranja, da lahko iz nje preberemo koncˇni rezultat. Izhodna celica
Q je definirana kot XOR operacija nad vhodoma A in B (Q = A⊕B). Za lazˇjo predstavo
lahko XOR operacijo zapiˇsemo kot kombinacijo negacije, konjunkcije in disjunkcije —
Q = A¯B ∨ AB¯. V zgornjem delu vrat na sliki 6.2 vidimo, da se vhod A najprej negira,
nato pa vstopa v majoritetna vrata, ki vrsˇijo funkcijo AND. Na drugi strani vhod B
nespremenjen vstopa v ista majoritetna vrata. Na ta nacˇin se izvrsˇi logicˇna funkcija
AND, definirana kot MV (A¯, B, 0), pri cˇemer fiksno polarizirana oranzˇna celica −1.00
predstavlja logicˇno vrednost 0, ki nastopa kot tretji parameter majoritetnih vrat. Na ta
nacˇin tudi nakazuje, da majoritetna vrata vrsˇijo funkcijo AND.
V spodnjem delu strukture na sliki 6.2 je postopek podoben. Razlika je v tem, da
se negira vhod B, vhod A pa ostane nespremenjen. Oba nato potujeta do spodnjih
majoritetnih vrat, v katera vstopata skupaj s fiksno polarizirano oranzˇno celico −1.00.
Funkcija, ki se izvrsˇi je MV (A, B¯, 0), torej ponovno AND funkcija.
Rezultata obeh majoritetnih vrat se nato preneseta kot vhodna parametra v tretja
majoritetna vrata, kot tretji vhod pa nastopa fiksno polarizirana oranzˇna celica 1.00, kar
6.1 Osnovna resˇitev 47
predstavlja logicˇno vrednost 1. To nam pove, da ta majoritetna vrata vrsˇijo logicˇno
funkcijo OR, saj je tretji parameter enak 1. Majoritetna vrata tako vrsˇijo funkcijo
MV (MV (A¯, B, 0),MV (A, B¯, 0), 1). Rezultat se prenese v izhodno celico Q, ki tako
hrani rezultat XOR operacije nad vhodoma A in B.
Slika 6.2: QCA realizacija Feynmanovih vrat, ki smo jo uporabili za izhodiˇscˇe pri gradnji
4-bitnega pretvornika iz binarne v Grayevo kodo, povzeta po viru [47]. Oznacˇene so tudi
vse logicˇne operacije, ki se izvedejo ob procesiranju obeh vhodov.
6.1.2 Logicˇna in QCA shema pretvornika
V pricˇujocˇem razdelku je prikazana logicˇna in QCA shema 4-bitnega pretvornika iz bi-
narne v Grayevo kodo. Za izhodiˇscˇe gradnje smo vzeli Feynmanova vrata, ki so bila
opisana v prejˇsnjem razdelku. Logicˇna shema pretvornika je predstavljena na sliki 6.3,
QCA struktura pa na sliki 6.4. Iz logicˇne sheme je razvidno katere funkcije se v vezju
vrsˇijo, zato sluzˇi kot referenca ob analizi QCA sheme. Na QCA shemi opazimo, da struk-
tura pretvornika deluje v dveh urinih fazah. Zelena barva predstavlja prvo urino fazo,
vijolicˇna barva pa drugo urino fazo. Urine faze so definirane na sliki 6.5.
6.1.3 Analiza delovanja QCA strukture
Delovanje 4-bitnega pretvornika s slike 6.4 smo preverili s pomocˇjo simulacije delovanja
v programskem orodju QCADesigner. Za simulacijo vezja sta na voljo dva pristopa —
bistabilna aproksimacija in simulacija s koherencˇnim vektorjem. Za nasˇo simulacijo smo
izbrali pristop s koherencˇnim vektorjem, saj je ta bolj robusten. Pred samim izvajanjem
simulacije v orodju QCADesigner je mozˇno nastavljati razlicˇne parametre, ki vplivajo
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Slika 6.3: Logicˇna shema 4-bitnega pretvornika iz binarne v Grayevo kodo.
Slika 6.4: QCA shema 4-bitnega pretvornika iz binarne v Grayevo kodo, ki za osnovo
uporablja Feynmanova vrata iz vira [47].
na simulacijo. Le-te smo pustili na privzetih vrednostih. Za lazˇje preverjanje rezultatov
delovanja strukture smo vkljucˇili tabelo, ki prikazuje vse 4-bitne binarne vrednosti in
njihove pripadajocˇe vrednosti v Grayevem zapisu (glej tabelo 6.1). Rezultati simulacije
so predstavljeni na sliki 6.6. Modri grafi predstavljajo vhode B3, B2, B1 in B0, rumeni
grafi pa pripadajocˇe pretvorjene izhode G3, G2, G1 in G0 v Grayevem zapisu. Rdecˇi grafi
ponazarjajo potek urinega signala v QCA vezju. Ker vezje deluje le v dveh urinih fazah,
sta za nas relevantna le urina signala CLOCK0 in CLOCK1. Na tem mestu bi opomnili
na to, da se izhod G3 bere, ko je signal CLOCK0 nizek, izhodi G2, G1 in G0 pa ko je
signal CLOCK1 nizek. Razlog za to je viden zˇe iz same sheme QCA pretvornika (slika
6.4), saj je izhod G3 vezan na celico v prvi urini fazi (signal CLOCK0), preostali izhodi
pa na drugo urino fazo (signal CLOCK1). Iz grafov lahko razberemo, da vezje deluje
pravilno, saj rezultati sovpadajo z vrednostmi iz tabele 6.1.
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Slika 6.5: Barvno kodirane faze ure, kakor jih za svoje delovanje uporablja programsko
orodje QCADesigner.
6.1.4 Ocena osnovne resˇitve
Sledi primerjava osnovne resˇitve s predhodno analiziranimi resˇitvami drugih avtorjev.
V ta namen smo v to podpoglavje ponovno vkljucˇili tabelo resˇitev (glej tabelo 6.2), v
katero je dodana tudi nasˇa osnovna resˇitev. Na ta nacˇin imamo lazˇji in hitrejˇsi vpogled
v primerjavo.
Primerjava sledi po stolpcih tabele. Kot vse obstojecˇe resˇitve, smo tudi mi naredili
4-bitni pretvornik iz binarne v Grayevo kodo. Naslednja metrika je sˇtevilo uporabljenih
celic v vezju. Nasˇa shema uporablja 103 celice. V tej metriki smo slabsˇi le od resˇitev
[43] in [44], ki pa obe uporabljata bolj inovativen pristop pri gradnji XOR vrat z manj
celicami.
Naslednja metrika je povrsˇina (S), pri cˇemer nasˇa povrsˇina vsebuje 261 celic. V tej
metriki nas prekasˇata prej omenjeni resˇitvi z inovativnim pristopom gradnje XOR vrat,
kot tudi obe reverzibilni resˇitvi [45] in [46].
Naslednja metrika je sˇtevilo uporabljenih urinih faz. Nasˇa osnovna resˇitev uporablja
le dve urini fazi. S tem rezultatom smo slabsˇi le od resˇitve [43], izenacˇimo se z resˇitvijo
[44], ostale pa prekasˇamo.
Sledi sˇe sˇtevilo logicˇnih operacij. Pri gradnji nasˇe osnovne resˇitve uporabljamo
klasicˇen pristop gradnje s pomocˇjo majoritetnih vrat in negatorjev. Tako uporabljamo
50 6 Predlagana resˇitev reverzibilnega QCA pretvornika
b3 b2 b1 b0 g3 g2 g1 g0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 1 1 0 0 1 0
0 1 0 0 0 1 1 0
0 1 0 1 0 1 1 1
0 1 1 0 0 1 0 1
0 1 1 1 0 1 0 0
1 0 0 0 1 1 0 0
1 0 0 1 1 1 0 1
1 0 1 0 1 1 1 1
1 0 1 1 1 1 1 0
1 1 0 0 1 0 1 0
1 1 0 1 1 0 1 1
1 1 1 0 1 0 0 1
1 1 1 1 1 0 0 0
Tabela 6.1: Vse 4-bitne vrednosti za binarno kodo (levi del tabele) in za Grayevo kodo
(desni del tabele).
15 razlicˇnih logicˇnih operacij (sˇest negatorjev, sˇest AND operacij in tri OR operacije).
V tej metriki smo najslabsˇi. Izenacˇimo se z resˇitvama [39] in [41], ostale resˇitve pa so v
tej metriki boljˇse.
Zadnja metrika pove ali je resˇitev reverzibilna ali ne. Nasˇa osnovna resˇitev pravzaprav
sˇe ni reverzibilna. Da bo resˇitev reverzibilna, morajo vsaka izmed Feynmanovih vrat v
strukturi vsebovati dva vhoda in dva izhoda, pri cˇemer je eden izmed izhodov odvecˇ in
sluzˇi kot pogoj za reverzibilnost. Izjema je le odvecˇni izhod pri prvih Feynmanovih vratih,
ki predstavlja MSB Grayeve kode in je na ta nacˇin del koncˇne resˇitve. Cˇe se sklicujemo
na sliko 6.3, vhoda v prva Feynmanova vrata predstavljata vrednosti B3 in B2, na izhodu
pa dobimo vrednosti G3 (kot odvecˇni izhod) in G2. Vhoda v druga Feynmanova vrata
predstavljata vrednosti B2 in B1, kot izhod dobimo G1, manjka pa sˇe drugi, odvecˇni
izhod, ki za nas sicer ne nosi nobenega pomena. Enako sledi sˇe pri tretjih Feynmanovih
vratih. Vhoda predstavljata vrednosti B1 in B0, izhod je G0, prav tako pa manjka sˇe
odvecˇni izhod. Iz tega lahko ugotovimo, da nam za reverzibilnost nasˇe osnovne resˇitve
manjkata sˇe dva odvecˇna izhoda. Cˇe se vrnemo k primerjavi osnovne resˇitve pretvornika
z resˇitvami iz literature ugotovimo, da sta zato obe obstojecˇi reverzibilni resˇitvi [45] in
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Simulation Results
Slika 6.6: Rezultat 4-bitnega pretvornika iz binarne v Grayevo kodo. Pretvorjene vre-
dnosti Grayeve kode so predstavljene z rumenimi grafi.
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Avtor n sˇt. celic S UF LO REV komentar
1 S. Islam, et al. [39] 4 131 390 3 15 NE le tri urine faze
2 F. Ahmad, et al. [41] 4 137 306 3 15 NE kompaktna struktura
3 D. Bhowmik, et al. [42] 4 124 324 4 14 NE majhna struktura, sˇtiri urine faze
4 P. Vijayalakshmi, et al. [43] 4 34 121 1 6 NE izredno majhna velikost
5 A. H. Majeed, et al. [44] 4 56 138 2 9 NE izredno majhna velikost
6 E. T. Karkaj, et al. [45] 4 108 232 4 11 DA majhna velikost reverzibilne strukture
7 J. I. Reshi, et al. [46] 4 111 252 4 15 DA kompaktna reverzibilna struktura
8 Osnovna resˇitev 4 103 261 2 15 NE samo dve urini fazi, relativno majhna struktura
Tabela 6.2: Primerjava nasˇe osnovne resˇitve z ostalimi resˇitvami. n predstavlja sˇtevilo
znakov pretvorbe, stolpec z oznako sˇt. celic pove, koliko kvantnih celic je uporabljenih
za resˇitev, S oznacˇuje povrsˇino, ki jo zasede struktura, UF pa ponazarja sˇtevilo urinih
faz, uporabljenih v strukturi. Sˇtevilo logicˇnih operacij je prikazano v stolpcu z oznako
LO. Oznaka REV nam pove, ali je struktura reverzibilna ali ne.
[46] v tem smislu boljˇsi.
Na tem mestu bi lahko rekli, da je nasˇa osnovna resˇitev v dolocˇenih pogledih zˇe kar
dobra, lahko pa jo izboljˇsamo sˇe na nekaj mestih. V nadaljevanju dela bomo stremeli k
zmanjˇsanju vrednosti predstavljenih metrik. Prav tako bomo nasˇ pretvornik spremenili
v reverzibilno obliko.
6.2 Izboljˇsave osnovne resˇitve
V nadaljevanju definiramo nacˇrtovalske cilje, h katerim bomo stremeli z namenom iz-
boljˇsanja nasˇe osnovne resˇitve v smislu predhodno definiranih metrik. Ker so QCA
majoritetna vrata prostorsko zelo potratna, bomo strukturo najprej minimizirali na lo-
kalnem nivoju (na nivoju XOR oz. Feynmanovih vrat) s pomocˇjo medsebojne interakcije
kvantnih celic. Na ta nacˇin bomo drasticˇno zmanjˇsali sˇtevilo uporabljenih celic v struk-
turi. Nato se bomo posvetili minimizaciji strukture na globalnem nivoju (na nivoju
strukture). S tem bomo zmanjˇsali sˇtevilo celic in posledicˇno tudi povrsˇino, ki jo za-
seda pravokotnik, v katerega je vpeta struktura pretvornika. Za konec bomo dodali tudi
potrebne manjkajocˇe odvecˇne izhode, da bomo zadostili reverzibilnosti strukture. Obe-
nem bomo tekom preizkusˇanja omenjenih izboljˇsav stremeli k ohranjanju ali zmanjˇsanju
sˇtevila uporabljenih urinih faz. Nacˇrtovalske cilje, namenjene izboljˇsavi nasˇe strukture,
lahko tako strnemo v tri tocˇke:
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minimizacija na lokalnem nivoju (nov pristop h gradnji XOR logicˇnih vrat),
minimizacija na globalnem nivoju (na nivoju celotne strukture pretvornika) in
dodatek za reverzibilnost.
6.3 Lokalna minimizacija
Prva izboljˇsava, ki jo preizkusimo, je minimizacija na lokalnem nivoju. Cilj te izboljˇsave
je predelava logicˇnih vrat XOR na ta nacˇin, da uporabljajo cˇim manj majoritetnih vrat
in negatorjev. Za doseg tega cilja se opremo na lastnost interakcije kvantnih celic med
seboj. Vsaka celica ima v svojem okolju dolocˇen vpliv na ostale celice in to s pridom
izkoristimo. Pravzaprav iˇscˇemo tako postavitev celic, kjer bodo celice kot struktura
izvedle XOR logicˇno funkcijo. V literaturi obstaja vecˇ razlicˇnih pristopov za dosego
tega cilja [43, 44, 48–50]. Za izdelavo novih XOR logicˇnih vrat uporabimo celice fiksne
polarizacije, s katerimi vplivamo na vhodne in prenosne celice tako, da dosezˇemo zˇeljeno
funkcionalnost — v nasˇem primeru je to pravilno izvajanje XOR logicˇne funkcije. Za
osnovo vzamemo majoritetna vrata, ki vrsˇijo logicˇno funkcijo OR, nato pa v okolici
iˇscˇemo tako razporeditev celic, ki bi na izhod majoritetnih vrat vplivale tako, da bi v
primeru, ko sta oba vhoda v majoritetna vrata enaka logicˇni enici, na izhodu dobili
logicˇno nicˇlo, namesto enice.
Taksˇna postavitev celic je predstavljena na sliki 6.7a. S poizkusˇanjem razlicˇnih kon-
figuracij postavitve celic nam je uspelo zgraditi nova XOR logicˇna vrata. Na levem delu
slike 6.7 so predstavljena nasˇa nova logicˇna vrata XOR, na desni pa logicˇna vrata XOR,
ki so uporabljena v osnovni resˇitvi pretvornika. Logicˇna vrata XOR iz slike 6.7a bi lahko
razdelili na tri dele. Levi del predstavlja majoritetna vrata, desni del pa predstavlja le
izhodno celico v rumeni barvi. Ostane nam sˇe sredinski del s fiksno polarizirano celico
na −1.00 (logicˇna nicˇla), ki predstavlja razporeditev celic, ki na izhod majoritetnih vrat
vplivajo na tak nacˇin, da struktura kot celota opravlja XOR logicˇno funkcijo.
Iz te strukture sedaj preprosto naredimo Feynmanova vrata, ki jih bomo kasneje
uporabili za postavitev 4-bitnega pretvornika iz binarne v Grayevo kodo. Nad modro
vhodno celico z oznako A dodamo sˇe t.i. odvecˇni izhod, s cˇimer zadostimo pogoju za
Feynmanova vrata (dva vhoda in dva izhoda). Na sliki 6.8 so predstavljena nasˇa nova
Feynmanova vrata, poleg njih pa je sˇe shema Feynmanovih vrat, ki smo jih uporabili v
osnovni resˇitvi pretvornika.
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(a) Nova logicˇna vrata XOR. (b) Predhodna logicˇna vrata XOR.
Slika 6.7: Nov pristop h gradnji logicˇnih vrat XOR (slika 6.7a), pri katerem so uporabljena
samo ena majoritetna vrata. Sˇtevilo celic se glede na prejˇsnja logicˇna vrata XOR (slika
6.7b) drasticˇno zmanjˇsa.
(a) Nova Feynmanova vrata. (b) Predhodna Feynmanova vrata.
Slika 6.8: Primerjava novih in predhodnih Feynmanovih vrat. Na sliki 6.8a so prikazana
izboljˇsana Feynmanova vrata (v smislu sˇtevila celic, povrsˇine, sˇtevila majoritetnih vrat in
negatorjev), na sliki 6.8b pa Feynmanova vrata, ki smo jih vzeli kot izhodiˇscˇe za osnovno
resˇitev.
Opazimo, da smo strukturo Feynmanovih vrat obcˇutno izboljˇsali. Predhodno smo v
strukturi Feynmanovih vrat uporabili tri majoritetna vrata in dva negatorja. Trenutna
postavitev za svoje izvajanje uporablja samo ena majoritetna vrata. Prav tako trenutna
struktura za svoje izvajanje uporablja le eno urino fazo. Pravilno delovanje novih Fe-
ynmanovih vrat smo preverili s pomocˇjo orodja QCADesigner, kjer se rezultati simulacije
delovanja izkazˇejo za pravilne. Rezultati so vidni na sliki 6.9.
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Slika 6.9: Rezultat simulacije novih Feynmanovih vrat. Izhod P je enak vhodu A, izhod
Q pa predstavlja rezultat logicˇne funkcije XOR nad vhodoma A in B.
6.4 Globalna minimizacija
Po uspesˇno koncˇani lokalni minimizaciji se posvetimo minimizaciji na globalnem nivoju
oz. minimizaciji na nivoju strukture celotnega pretvornika. Minimizacija na global-
nem nivoju se osredotocˇa na zmanjˇsanje sˇtevila celic in zmanjˇsanju povrsˇine pravoko-
tnika, v katerega je vpeta struktura. S pomocˇjo novih Feynmanovih vrat lahko obcˇutno
zmanjˇsamo strukturo pretvornika iz prejˇsnjega poglavja (glej sliko 6.4). Za postavitev
nove strukture pretvornika iz binarne v Grayevo kodo paralelno vezˇemo tri Feynmanova
vrata. Tu se nam pojavita dve mozˇnosti izboljˇsave na globalnem nivoju in sicer
minimizacija z ohranitvijo ene urine faze in
minimizacija s povecˇanjem sˇtevila uporabljenih urinih faz.
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6.4.1 Minimizacija z ohranitvijo ene urine faze
Struktura, ki jo minimiziramo z ohranitvijo ene urine faze je vidna na sliki 6.10. Pri
minimizaciji smo priˇsli do dveh ugotovitev. Ti sta sledecˇi:
Med Feynmanovimi vrati smo morali vpeljati razdaljo vsaj dveh celic, sicer sta se
izhoda G2 in G1 pokvarila. To smo dosegli z vpeljavo praznega prostora velikosti
dveh QCA celic nad fiksno polarizirinimi celicami −1.00.
Izhod G1 je najbolj obcˇutljiv, ker se nahaja na sredinskih Feynmanovih vratih
(vpliv prihaja tako od zgornjih kot tudi spodnjih Feynmanovih vrat). Zaradi tega
sta vhoda B2 in B1 od srednjih Feynmanovih vrat oddaljena za eno celico vecˇ, sicer
se je vhod G1 pokvaril.
Slika 6.10: 4-bitni pretvornik iz binarne v Grayevo kodo, zgrajen s pomocˇjo nadgrajenih
Feynmanovih vrat. Struktura je globalno minimizirana, pri cˇemer ohranjamo eno urino
fazo.
Z uposˇtevanjem omenjenih ugotovitev smo obdrzˇali pravilno delovanje pretvornika.
6.4.2 Minimizacija z uporabo vecˇ urinih faz
Strukturo pretvornika lahko sˇe dodatno minimiziramo, mu pa moramo zato pripisati
drugo slabost in sicer je to uporaba vecˇ urinih faz, kar se manifestira v zakasnitvi. S pre-
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stavitvijo nekaterih celic v drugo urino fazo iznicˇimo vpliv, ki ga imajo celice v razlicˇnih
urinih fazah med seboj. Pri tem izkljucˇimo fiksno polarizirane celice, saj te svoje stanje
ohranjajo in posledicˇno tudi vplivajo na ostale celice ves cˇas. Na ta nacˇin smo sˇe dodatno
minimizirali strukturo pretvornika, ki je predstavljena na sliki 6.11. V drugo urino fazo
smo prestavili vse izhodne celice v rumeni barvi (od G3 do G0) in vse celice, ki so na
sliki obarvane vijolicˇno. Priˇsli smo do sledecˇih ugotovitev:
Cˇe uporabljamo dve urini fazi in izhode G3, G2, G1 in G0 postavimo v drugo
urino fazo, potem fiksno polarizirane celice −1.00 (logicˇna nicˇla), ki ostanejo v prvi
urini fazi, nimajo na izhode vecˇ nikakrsˇnega vpliva. Tako smo lahko razdaljo med
Feynmanovimi vrati iz predhodnih dveh celic zmanjˇsali na zgolj eno celico. Nad
fiksno polariziranimi celicami −1.00 imamo tako prazen prostor velikosti le ene
QCA celice.
Vhoda B2 in B1 prav tako vecˇ ne motita izhoda G1 in sta tako od sredinskih
Feynmanovih vrat lahko oddaljena le sˇe za eno celico.
Izhodne celice G3 ne moremo vezati direktno na vhodno celico B3, saj ima fiksno
polarizirana celica −1.00 negativen vpliv na izhodno vrednost celice G3.
Z uposˇtevanjem omenjenih ugotovitev sˇe dodatno zmanjˇsamo strukturo, obenem pa tudi
ohranimo pravilno delovanje pretvornika.
6.5 Dodatek za reverzibilnost
Zadnja izboljˇsava, ki se je lotimo, je sprememba obstojecˇe strukture v reverzibilno. Re-
verzibilni QCA pretvornik iz binarne v Grayevo kodo je sestavljen iz treh Feynmanovih
vrat. Logicˇna struktura pretvornika je prikazana na sliki 6.12. Cˇe logicˇno shemo pri-
merjamo z nasˇo QCA shemo pretvornika (sliki 6.10 in 6.11) opazimo, da prva (zgornja)
Feynmanova vrata v pretvorniku uposˇtevajo pravilo dveh vhodov in dveh izhodov, pri
cˇemer je odvecˇni izhod pravzaprav izhod G3, drugi izhod pa rezultat XOR logicˇne funk-
cije nad vhodoma B3 in B2, ki nam da rezultat G2. Pri naslednjih dveh Feynmanovih
vratih, kjer dobimo rezultata G1 in G0 opazimo, da nam za uposˇtevanje pogoja dveh
vhodov in dveh izhodov manjkata sˇe dva odvecˇna izhoda, ki sta pri Feynmanovih vratih
nujno potrebna. Obe strukturi pretvornika tako razsˇirimo sˇe z odvecˇnima izhodoma P2
in P1. S tem, ko obe strukturi razsˇirimo z odvecˇnima izhodoma P2 in P1, prekrsˇimo
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Slika 6.11: 4-bitni pretvornik iz binarne v Grayevo kodo, zgrajen s pomocˇjo nadgrajenih
Feynmanovih vrat. Struktura je globalno minimizirana, pri cˇemer smo sˇtevilo celic glede
na strukturo na sliki 6.10 sˇe zmanjˇsali s pomocˇjo vpeljave dodatne urine faze.
pravilo, ki pravi, da mora biti sˇtevilo vhodov in izhodov enako. Zato moramo v spodnji
dve Feynmanovi vrati vpeljati sˇe dva nova vhoda, ki pa sta pravzaprav kopiji vhodov B2
in B1, saj ta dva vhoda v prejˇsnji strukturi pretvornika vstopata v dvoje Feynmanovih
vrat. S pomocˇjo orodja QCADesigner lahko definiramo vhodni vektor, ki sestoji iz dveh
vhodnih celic, ki bosta vedno imeli enako vrednost. Na ta nacˇin vpeljemo vhodni vektor
B2, ki vsebuje vhodni celici B2 in B
′
2 ter vhodni vektor B1, ki vsebuje vhodni celici B1
in B′1. Na sliki 6.12 je sedaj razvidno, da vsaka izmed treh Feynmanovih vrat uposˇtevajo
pravilo dveh vhodov in dveh izhodov. Zgornja Feynmanova vrata vsebujejo vhoda B3 in
B2 ter izhoda G3 in G2. Srednja Feynmanova vrata vsebujejo vhoda B
′
2 (kopija vhoda
B2) in B1 ter izhoda P2 in G1. Spodnja Feynmanova vrata vsebujejo vhoda B
′
1 (kopija
vhoda B1) in B0 ter izhoda P1 in G0. Spremembi v strukturah sta sledecˇi:
Pri obeh strukturah uvedemo dva dodatna vhoda B′2 in B
′
1, ki predstavljata kopiji
obstojecˇih vhodov B2 in B1 in dva dodatna izhoda P2 in P1.
Pri strukturi z dvema urinima fazama je pomembno, da je med vhodom in izhodom
vsaj ena celica. Odvecˇna izhoda sta prav tako postavljena v drugo urino fazo, da
sovpadata z ostalimi izhodi v strukturi pretvornika.
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Slika 6.12: Logicˇna shema reverzibilnega 4-bitnega pretvornika iz binarne v Grayevo
kodo.
Na ta nacˇin smo obe strukturi napravili sˇe reverzibilni v smislu uporabe reverzibilnih
gradnikov. To je sicer prineslo nekaj dodatnih celic in povecˇanje povrsˇine v primeru pre-
tvornika z dvema urinima fazama. Kljub temu nam reverzibilnost obeh resˇitev omenjeni
slabosti odtehtata. Reverzibilna QCA pretvornika iz binarne v Grayevo kodo sta vidna
na sliki 6.13.
(a) Reverzibilni pretvornik z eno urino fazo. (b) Reverzibilni pretvornik z dvema urinima fa-
zama.
Slika 6.13: Dve razlicˇni strukturi reverzibilnega 4-bitnega pretvornika iz binarne v Gra-
yevo kodo. Na sliki 6.13a je prikazan reverzibilni pretvornik, ki za svoje delovanje upo-
rablja le eno urino fazo, na sliki 6.13b pa reverzibilni pretvornik, ki je sˇe malo manjˇsi,
uporablja pa dve urini fazi.
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V nadaljevanju dela se posvetimo sˇe analizi delovanja, kjer pokazˇemo, da struktura
resnicˇno deluje pravilno. Nato sledi sˇe zadnja primerjava z obstojecˇimi resˇitvami iz
literature in koncˇna ocena pretvornika.
6.6 Simulacija strukture
Za zacˇetek si poglejmo delovanje 4-bitnega reverzibilnega pretvornika (glej sliko 6.13a), ki
za svoje delovanje uporablja samo eno urino fazo. Signal se skozi strukturo pretvornika
razsˇirja iz modro obarvanih vhodnih celic B3, B2, B
′
2, B1, B
′
1 in B0 in napreduje do
rumeno obarvanih izhodnih celic G3, G2, G1 in G0, iz katerih razberemo koncˇni rezultat,
ter dveh odvecˇnih izhodov P2 in P1. Na poti signal spreminja svojo vrednost glede
na majoritetna vrata in postavitev fiksno polariziranih celic v oranzˇni barvi. Ker smo
predhodno zˇe definirali delujocˇa Feynmanova vrata predvidevamo, da nasˇ pretvornik, ki
sestoji iz treh paralelno vezanih Feynmanovih vrat, deluje pravilno.
Simulacijo pretvornika izvedemo s pomocˇjo programskega orodja QCADesigner. Za
simulacijo izberemo pristop s koherencˇnim vektorjem — enak pristop, kot je uporabljen
pri simulaciji osnovne resˇitve. Parametre, ki vplivajo na potek simulacije, prav tako
ponovno pustimo na privzetih vrednostih. Rezultati simulacije so predstavljeni na sliki
6.14. Modri grafi predstavljajo vhode B3, B2, B1 in B0 (vhoda B
′
2 in B
′
1 sta enaka
vhodoma B2 in B1, zato ju izpustimo), rumeni grafi pa izhode G3, G2, G1 in G0 in
oba odvecˇna izhoda P2 in P1, ki za koncˇni rezultat sicer nista potrebna. Rdecˇ graf
prikazuje potek urinega signala v strukturi pretvornika. Ker pretvornik za svoje delovanje
uporablja samo eno urino fazo, smo v rezultate vkljucˇili le prvi urin signal CLOCK0.
V kolikor primerjamo grafe G3, G2, G1 in G0 s tabelo 6.1 vidimo, da so rezultati enaki
in tako tudi pravilni. Potrdimo lahko, da nasˇ 4-bitni reverzibilni pretvornik iz binarne v
Grayevo kodo deluje pravilno.
6.7 Ocena resˇitve
Za lazˇjo predstavitev nasˇe resˇitve ponovno vpeljemo tabelo z ovrednotenimi resˇitvami iz
literature in nasˇo osnovno resˇitvijo. V tabelo dodamo tudi nasˇi koncˇni resˇitvi z izpolnje-
nimi metrikami (glej tabelo 6.3).
Na tem mestu nadaljujemo s primerjavo nasˇega 4-bitnega reverzibilnega pretvornika,
ki za svoje delovanje uporablja le eno urino fazo, z resˇitvami iz literature. Rezultati
6.7 Ocena resˇitve 61
Slika 6.14: Rezultati delovanja 4-bitnega reverzibilnega pretvornika iz binarne v Grayevo
kodo, ki uporablja le eno urino fazo. Rezultati Grayeve kode so predstavljeni z rumenimi
grafi G3, G2, G1 in G0.
pretvornika so prikazani v tabeli 6.3 v 9. vrstici z oznako Nasˇa resˇitev (1). Pri izboljˇsanju
nasˇe resˇitve smo ohranili 4-bitno pretvorbo, tako kot vse ostale resˇitve. Prva metrika,
ki jo primerjamo je sˇtevilo uporabljenih celic za izgradnjo pretvornika. Nasˇ pretvornik
je sestavljen iz 37 celic, s cˇimer smo boljˇsi od vseh resˇitev razen od [43], kateri pa se
priblizˇamo na le tri celice. S trenutno postavitvijo nasˇega pretvornika sˇtevila celic ne
moremo vecˇ zmanjˇsati, smo pa s to postavitvijo veliko pridobili na naslednji metriki,
ki predstavlja plosˇcˇino pravokotnika, v katerega je vpeta struktura pretvornika. V tej
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Avtor n sˇt. celic S UF LO REV komentar
1 S. Islam, et al. [39] 4 131 390 3 15 NE le tri urine faze
2 F. Ahmad, et al. [41] 4 137 306 3 15 NE kompaktna struktura
3 D. Bhowmik, et al. [42] 4 124 324 4 14 NE majhna struktura, sˇtiri urine faze
4 P. Vijayalakshmi, et al. [43] 4 34 121 1 6 NE izredno majhna velikost
5 A. H. Majeed, et al. [44] 4 56 138 2 9 NE izredno majhna velikost
6 E. T. Karkaj, et al. [45] 4 108 232 4 11 DA majhna velikost reverzibilne strukture
7 J. I. Reshi, et al. [46] 4 111 252 4 15 DA kompaktna reverzibilna struktura
8 Osnovna resˇitev 4 103 261 2 15 NE samo dve urini fazi, relativno majhna struktura
9 Nasˇa resˇitev (1) 4 37 80 1 3 DA majhna struktura, ena urina faza, rev., malo LO
10 Nasˇa resˇitev (2) 4 35 72 2 3 DA sˇe manjˇsa struktura, dve urini fazi, rev., malo LO
Tabela 6.3: Primerjava nasˇih koncˇnih resˇitev z ostalimi resˇitvami. n predstavlja sˇtevilo
znakov pretvorbe, stolpec z oznako sˇt. celic pove, koliko kvantnih celic je uporabljenih
za resˇitev, S oznacˇuje povrsˇino, ki jo zasede struktura, UF pa ponazarja sˇtevilo urinih
faz, uporabljenih v strukturi. Sˇtevilo logicˇnih operacij je prikazano v stolpcu z oznako
LO. Oznaka REV nam pove, ali je struktura reverzibilna ali ne.
metriki smo obcˇutno boljˇsi od vseh analiziranih resˇitev iz literature. Od drugouvrsˇcˇene
resˇitve [43] smo boljˇsi za kar tretjino velikosti plosˇcˇine. Opazimo tudi, da smo nasˇo
osnovno resˇitev vecˇkratno izboljˇsali glede na sˇtevilo celic in povrsˇino strukture.
Naslednja metrika je sˇtevilo uporabljenih urinih faz. Nasˇa resˇitev sˇtevilo uporabljenih
urinih faz minimizira na le eno uporabljeno, s cˇimer smo boljˇsi od vseh resˇitev razen od
[43], s katero se izenacˇimo.
Sledi metrika, ki pove sˇtevilo logicˇnih operacij v strukturi pretvornika. V nasˇi struk-
turi uporabimo le tri logicˇne operacije (troje majoritetnih vrat). V tej metriki smo
boljˇsi od vseh analiziranih resˇitev. Naslednja najboljˇsa resˇitev je ponovno [43], ki v svoji
strukturi uporablja sˇest logicˇnih operacij.
Zadnja metrika pove ali je resˇitev reverzibilna, ali ne. Cilj tega magistrskega dela
je izgradnja reverzibilnega pretvornika iz binarne v Grayevo kodo, kar smo tudi dosegli
s pomocˇjo uporabe reverzibilnih Feynmanovih vrat, ki predstavljajo osnovo nasˇega pre-
tvornika. Na tem mestu tako potrdimo, da je nasˇa resˇitev boljˇsa od vseh analiziranih
nereverzibilnih resˇitev.
Na podlagi pridobljenih rezultatov ocenimo kvaliteto nasˇe resˇitve. Vse metrike razen
sˇtevila celic izenacˇimo ali izboljˇsamo v primerjavi z rezultati iz literature. V sˇtevilu
uporabljenih celic smo slabsˇi le od resˇitve [43], ampak sˇe to le za tri celice. Prav tako kljub
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vecˇjemu sˇtevilu uporabljenih celic obcˇutno pridobimo na povrsˇini, ki jo nasˇ pretvornik
zasede v primerjavi z ostalimi resˇitvami. Uspelo nam je postaviti robusten pretvornik, ki
potrebuje majhno sˇtevilo celic, zasede majhno povrsˇino, hitro procesira zaradi uporabe
le ene urine faze (ni daljˇsih zakasnitev) in majhne kolicˇine logicˇnih operacij, prav tako
pa je reverzibilen in na ta nacˇin zmanjˇsa izgubo energije in disipacijo toplote v okolje.
Omenimo sˇe, da smo izvedli simulacijo tudi s pretvornikom, ki za delovanje uporablja
dve urini fazi (glej sliko 6.13b). Rezultati pretvornika so prikazani v tabeli 6.3 v 10. vrstici
z oznako Nasˇa resˇitev (2). Pri tem pretvorniku sˇtevilo uporabljenih celic in povrsˇino
sˇe zmanjˇsamo, vpeljemo pa eno urino fazo vecˇ. Rezultate simulacije in strnjen opis
primerjave z ostalimi resˇitvami iz literature je dostopen v prilogi magistrskega dela.

7 Zakljucˇek
Tekom magistrskega dela smo predstavili kvantne celicˇne avtomate, reverzibilnost in
Grayevo kodo. Na podlagi kvantnih celicˇnih avtomatov smo nato zgradili pretvornik
iz binarne v Grayevo kodo s pomocˇjo programskega orodja QCADesigner. Zatem je
sledila simulacija modela, da smo se prepricˇali o pravilnem delovanju pretvornika. Prvo
instanco pretvornika smo nato primerjali z nekaj zˇe obstojecˇimi resˇitvami iz literature
na podlagi predhodno definiranih metrik (povrsˇina strukture, sˇtevilo uporabljenih celic
v strukturi, sˇtevilo uporabljenih urinih faz, reverzibilnost strukture in sˇtevilo logicˇnih
operacij v strukturi). Sledile so postopne nadgradnje strukture nasˇega pretvornika, dokler
nismo vseh ocen metrik izboljˇsali ali vsaj priblizˇno izenacˇili (v primeru, da se metrike
ni dalo izboljˇsati) z ocenami obstojecˇih pretvornikov. V sklopu teh nadgradenj smo
definirali novo strukturo XOR logicˇnih vrat (slika 6.7a) in Feynmanovih vrat (slika 6.8a).
Koncˇna resˇitev sta dva razlicˇna QCA pretvornika iz binarne v Grayevo kodo, ki
zavzameta zelo majhno povrsˇino, sta zgrajena iz majhnega sˇtevila celic, za svoje delovanje
uporabljata eno ali dve urini fazi (v tem je razlika med obema pretvornikoma), sta
logicˇno reverzibilna na nivoju gradnikov in v svoji strukturi uporabljata le tri logicˇne
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operacije. Za oba pretvornika smo opravili tudi simulacije in z rezultati simulacij dokazali,
da delujeta pravilno. Na podlagi koncˇnih rezultatov lahko recˇemo, da smo boljˇsi od
obstojecˇih QCA pretvornikov iz binarne v Grayevo kodo, in da smo na ta nacˇin tudi
uspesˇno resˇili zadani problem magistrskega dela.
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A Priloge
V prilogi se nahaja simulacija in analiza druge koncˇne resˇitve — reverzibilnega QCA
pretvornika iz binarne v Grayevo kodo, ki za svoje delovanje uporablja dve urini fazi. Prav
tako smo v priloge uvrstili vse poizkuse kreiranja XOR logicˇnih vrat in QCA pretvornika
iz binarne v Grayevo kodo, ki smo jih testirali tekom izdelave magistrskega dela.
A.1 Simulacija reverzibilnega QCA pretvornika, ki za svoje de-
lovanje uporablja dve urini fazi
Rezultati 4-bitnega reverzibilnega pretvornika iz binarne v Grayevo kodo, ki uporablja
dve urini fazi so vidni na sliki A.1. Shema pretvornika je prikazana na sliki 6.13b. Vhode
B3, B2, B1 in B0 ponovno predstavljajo modro obarvani grafi (vhoda B
′
2 in B
′
1 sta enaka
vhodoma B2 in B1, zato ju izpustimo), rezultate G3, G2, G1 in G0 pa rumeno obarvani
grafi. Prav tako sta z rumenim grafom predstavljena odvecˇna izhoda P2 in P1. Poleg
urinega signala CLOCK0 je dodan tudi urin signal CLOCK1, saj se v tem primeru
resˇitve vsi izhodi berejo v urinem signalu CLOCK1 (izhodi so v tej resˇitvi postavljeni v
drugo urino fazo).
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Slika A.1: Rezultati 4-bitnega reverzibilnega pretvornika iz binarne v Grayevo kodo. Za
svoje delovanje uporablja dve urini fazi. Sˇtevilo celic in povrsˇina je sˇe dodatno zmanjˇsana
glede na 6.14. Rezultati Grayeve kode so predstavljeni z rumenimi grafi G3, G2, G1 in
G0.
Cˇe primerjamo dobljene rezultate iz slike A.1 s tistimi iz tabele 6.1 vidimo, da so
si enaki. Iz tega lahko izpeljemo, da tudi pretvornik deluje pravilno. Nekatere metrike
glede na prvotno resˇitev (pretvornik z eno urino fazo) sˇe izboljˇsamo. Sˇtevilo uporabljenih
celic iz 37 pade na 35, prav tako dodatno zmanjˇsamo povrsˇino, ki iz 80 celic pade na 72
celic. Tu sˇe vedno ne izenacˇimo ali izboljˇsamo sˇtevilo uporabljenih celic z resˇitvijo [43], ki
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uporablja le 34 celic, smo pa zato dodatno zmanjˇsali povrsˇino (skoraj dvakratno). Prav
tako poslabsˇamo metriko urinih faz, saj sedaj namesto ene uporabljamo dve urini fazi
— cena, ki jo placˇamo z nadaljno minimizacijo strukture pretvornika. Sˇtevilo logicˇnih
operacij obdrzˇimo enako, kot tudi samo reverzibilnost resˇitve.
Pojavi se nam vprasˇanje — katera izmed obeh nasˇih resˇitev je boljˇsa? Menimo, da
je to stvar debate. Odlocˇiti se je potrebno ali zˇelimo prihraniti na prostoru (uporabimo
resˇitev z dvema urinima fazama), ali zˇelimo strukturo, ki bo hitreje procesirala (upora-
bimo resˇitev, ki uporablja le eno urino fazo).
A.2 Poizkusi gradnje QCA struktur
V pricˇujocˇem razdelku je prikazanih vecˇ razlicˇnih struktur, ki smo jih zgradili tekom
izdelave magistrskega dela. Predstavljajo neuspele teste, poizkuse gradnje, zavrnjene
hipoteze ali pa preprosto ne dovolj dobre resˇitve s katerimi smo se srecˇali ob delu.
A.2.1 2-bitni QCA pretvornik iz binarne v Grayevo kodo
Na sliki A.2 je prikazan neuspel poizkus kreiranja 2-bitnega pretvornika iz binarne v
Grayevo kodo. Rezultati simulacije so prikazani na sliki A.3. Nadaljnji komentarji za to
strukturo so:
Simulacija je izvedena s koherencˇnim vektorjem.
Rezultat G3 je pravilen, saj se samo prepiˇse iz vhoda B3 (MSB). Rezultat G2 pa
je ravno invertiran (glej rezultate na sliki A.3). Kjer je signal enak 1, bi moral biti
enak 0 in obratno. Vmesna izhoda g21 in g22 nakazujeta, da je signal do zadnjih
majoritetnih vrat pravilen, nato pa se izkazˇe, da zadnja majoritetna vrata izvedejo
namesto OR funkcije kar NOR funkcijo. Kjer sta vhoda enaka 0 bo rezultat enak
1, v kolikor sta razlicˇna pa je rezultat enak 0.
Tezˇava se izkazˇe v zadnjih majoritetnih vratih, ki bi morala izvajati OR funkcijo
nad g21 in g22.
Prednosti: uporablja samo dve urini fazi.
Slabosti: deluje samo na nivoju dveh bitov, napaka pri zadnjih majoritetnih vratih.
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Slika A.2: 2-bitni QCA pretvornik iz binarne v Grayevo kodo. Uporablja dve urini fazi.
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Slika A.3: Rezultati 2-bitnega QCA pretvornika iz binarne v Grayevo kodo.
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A.2.2 3-bitni QCA pretvornik iz binarne v Grayevo kodo
Testirali smo tudi gradnjo 3-bitnega QCA pretvornika, ki je viden na sliki A.4. Rezultati
so prikazani na sliki A.5. Nadaljnji komentarji za to strukturo so:
Simulacija je izvedena s koherencˇnim vektorjem.
Struktura deluje v treh urinih fazah. V tretji urini fazi se nahajata izhoda G1 in
G2.
Pri testiranju smo opazili tezˇavo. Vhod B3 se je pred vstopom v prva majoritetna
vrata negiral pri dolocˇenih stanjih vhoda (vhod 110 se je spremenil v 010 oz. vhod
111 se je spremenil v 011).
Pojavil se je podoben problem kot pri 2-bitnem QCA pretvorniku. Izhoda G2 in
G1 sta bila invertirana, G3 pa je bil pravilen.
Prednosti: Namesto vseh sˇtirih urinih faz uporablja samo tri.
Slabosti: Deluje le na nivoju treh bitov, pojavila se je tezˇava z invertiranjem izhoda.
Slika A.4: 3-bitni QCA pretvornik iz binarne v Grayevo kodo. Uporablja tri urine faze.
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Simulation Results
Slika A.5: Rezultati 3-bitnega QCA pretvornika iz binarne v Grayevo kodo.
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A.2.3 4-bitni QCA pretvornik iz binarne v Grayevo kodo
To je primer prvega 4-bitnega pretvornika iz binarne v Grayevo kodo, ki je deloval pra-
vilno. Temelji na uporabi Feynmanovih vrat. Prikazan je na sliki A.6, rezultati so vidni
na sliki A.7. Nadaljnji komentarji za to strukturo so:
Simulacija je izvedena s koherencˇnim vektorjem.
Pristop gradnje Feynmanovih vrat je klasicˇen — dva negatorja, dve AND vrati in
ena OR vrata.
Vhodi B2, B1, B0 se uporabljajo kot vez med preostalimi Feynmanovimi vrati (glej
sliko A.6).
Prednosti: uporablja samo dve urini fazi, sestavljen je iz samo 119 celic.
Slabosti: zavzame precej veliko povrsˇino (429 celic).
Izboljˇsave: zmanjˇsaj povrsˇino in sˇtevilo celic, kjer je to mozˇno.
Slika A.6: 4-bitni pretvornik iz binarne v Grayevo kodo na podlagi Feynmanovih vrat.
Uporablja dve urini fazi.
A.2.4 Poizkusi gradnje alternativnih XOR logicˇnih vrat
V pricˇujocˇem razdelku je prikazanih nekaj poizkusov gradnje XOR logicˇnih vrat, ki za
svoje delovanje ne predvidevajo uporabe dveh negatorjev, dveh AND vrat in enih OR
vrat. Na ta nacˇin smo skusˇali priti do novih XOR logicˇnih vrat, ki bi zavzemale manjˇso
povrsˇino in bi bila sestavljena iz manjˇsega sˇtevila celic. Nadaljnji komentarji pri teh
poizkusih so:
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Simulation Results
Slika A.7: Rezultati 4-bitnega pretvornika iz binarne v Grayevo kodo na podlagi Feynma-
novih vrat.
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Na slikah A.8 in A.9 smo poizkusili zgraditi delujocˇa XOR logicˇna vrata s pomocˇjo
fizicˇne polarizacije 0 in 1, vendar smo vedno dobili koncˇne rezultate enake AND ali
OR funkciji. Poizkusili smo vecˇ razlicˇnih razporeditev celic.
Na sliki A.10 smo poizkusili zgraditi vrata XOR s pomocˇjo vecˇ fiksno polariziranih
celic. Dobili smo zanimive rezultate (npr. izhod je bil 1 samo v primeru ko sta bila
A = 1 in B = 0), ni pa nam s to konfiguracijo celic uspelo zagotoviti pravilnega
izvajanja logicˇne funkcije XOR.
Na sliki A.11 nam je uspelo zgraditi delujocˇa logicˇna vrata XOR. Pomankljivost,
ki jih imajo ta vrata, je uporaba dveh urinih faz. Zˇeleli smo zgraditi logicˇna vrata
XOR, ki za svoje delovanje uporabljajo le eno urino fazo.
Slika A.8: Poizkus 1 — nedelujocˇa alternativna logicˇna vrata XOR.
Slika A.9: Poizkus 2 — nedelujocˇa alternativna logicˇna vrata XOR.
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Slika A.10: Poizkus 3 — nedelujocˇa alternativna logicˇna vrata XOR.
Slika A.11: Poizkus 4 — delujocˇa alternativna logicˇna vrata XOR. Za svoje delovanje
uporablja dve urini periodi.
