Active learning for outlier detection involves users in the process, by asking them for annotations of observations, in the form of class labels. The usual assumption is that users can provide such feedback, regardless of the nature and the presentation of the results. This is a simplification, which may not hold in practice. To overcome it, we propose SubSVDD, a semi-supervised classifier, that learns decision boundaries in low-dimensional projections of the data. SubSVDD de-constructs the outlier classification so that users can comprehend and interpret results more easily. For active learning, SubSVDD features a new update mechanism that adjusts decision boundaries based on user feedback. In particular, it considers that outliers may only occur in some of the low-dimensional projections.
to provide a class label for them. This feedback is used to update the classifier. We refer to these approaches as one-class active learning. Clearly, their usefulness depends on the quality of the feedback.
To provide good feedback, users must interpret and understand algorithmic results. Facilitating this is not straightforward, and the issue is gaining increasing attention in the literature on outlier detection. There are several recent proposals to explain and visualize outlier detection results [18, 35, 36] . A common approach is that unsupervised outlier detection methods search for outliers in lowdimensional subspaces of the data and output this so-called context together with the outlying observations [11, 19, 24, 29, 31, 36, 44] .
Most literature on one-class active learning however does not deal with interpretability. Approaches just assume that users can provide feedback ś regardless of how algorithmic results are presented to them. On the one hand, this assumption simply is convenient: It allows to simulate feedback based on a given ground truth. This in turn facilitates evaluation and benchmarking of methods. On the other hand, it is a far-reaching simplification that is unlikely to hold in many settings. Think of the following query: Is the real vector ⟨x 1 , ..., x 20 ⟩ with an outlier score of 0.74 unusual? An educated answer to it requires the user to have an intuition of the outlier scoring function and of the multi-dimensional data distribution. From collaborations with scientists from other domains, we know that this often is unrealistic. In a way, literature also is in line with this: There is a plethora of active learning strategies for one-class classifiers [2, 8, 17, 45] , but only few references report on real applications [4, 22, 46] . All this suggests that comprehensiveness and interpretability are important prerequisites for educated feedback.
This article targets at one-class active learning under more realistic assumptions. We focus on semi-supervised one-class classification in low-dimensional subspaces, to facilitate interpretability and consequently high-quality feedback. We replace the assumption that users can give feedback on any classification result with a more differentiated and realistic one: We assume that users can give feedback on observations whose contexts are low-dimensional, but this ability decreases with increasing dimensionality of the contexts.
Challenges
In this current article, we focus on feedback in form of class-label annotations (łoutlyingž or łinlyingž). Another distinction is between global and subspace-specific feedback. Collecting subspace-specific feedback is difficult because the annotation effort grows linearly with the number of subspaces. Existing benchmark data also does not feature a subspace-specific ground truth ś this would require to label each observation in all subspaces. This is infeasible, because the number of subspaces increases exponentially by 2 d − 1 with data-set dimensionality d. Thus, class-label feedback must be global.
Session: Long -Machine Learning Themes II CIKM '19, November 3-7, 2019, Beijing, China So a first requirement on a one-class classifier for active learning is that it must feature an update mechanism based on this kind of feedback. A second requirement is that users must be able to interpret the algorithmic result. ś Current methods fulfill only one of these requirements. In line with this, one can now approach the development of a new method in two ways: Update Mechanisms for Unsupervised Methods: The first alternative is to start with a subspace outlier detection method and extend it with an update mechanism. However, subspace outlier detection methods are unsupervised and thus cannot use class-label feedback, by definition. So adjusting the model is only possible by modifying hyper-parameter values, e.g., the neighborhood size with methods that rely on local densities. This is notoriously difficult, since hyper-parameters are interdependent, and estimating the effect of changes of their values is hard. We conclude that striving towards such an update mechanism is intricate and not promising.
Interpretable Semi-supervised Methods: The alternative is to borrow the notion of interpretability from unsupervised methods and to apply semi-supervised one-class classifiers to subspaces. But a characteristic we call outlier asymmetry is in the way of this. Outlier asymmetry means that an observation is unusual if it is classified as such in any subspace, and it is inlying if it is classified as such in all subspaces. On the one hand, this is plausible, because outliers may occur only in certain subspaces [1] . On the other hand, this complicates the design of the approach envisioned, in two ways.
1) Outlier Ratio: One-class classifiers have parameters, e.g., cost parameters in the underlying optimization problems [17, 42] , that are related to the expected ratio of outliers in the data. However, that ratio in a subspace generally differs from the overall ratio and varies between subspaces; some subspaces may not contain outliers at all. So parameterization is hard, since there is no reasonable way to determine outlier ratios per subspace a priori. Thus, simply training one-class classifiers in multiple subspaces is not feasible.
2) Interpretation of Global Feedback: Recall that class-label feedback is global, i.e., not subspace-specific. Intuitively, the global feedback łoutlierž should only affect subspaces where this observation is indeed outlying. This mismatch between global feedback and local outlier detection is challenging. Section 2 illustrates this.
Contributions
We make two contributions in this article. (1) We propose SubSVDD, a novel semi-supervised classifier for one-class active learning. In a nutshell, SubSVDD takes a set of subspaces as an external parameter and learns the decision boundaries in these subspaces. It builds upon support vector data description (SVDD), but features modifications of it to overcome the issues caused by outlier asymmetry.
(2) We propose an active learning framework for query selection with multiple subspaces. The idea is to build upon existing query strategies, apply them to individual subspaces, and to combine their results. This facilitates active learning with SubSVDD.
Active learning with SubSVDD has three advantages over existing one-class active learning methods: The first one is interpretability: Together with a binary classification, SubSVDD yields projections explaining each outlier. In other words, this is a concise result description, it maps observations to their contexts. The second one is that SubSVDD allows to trade the effort users spend (a) S1 ś before feedback. on interpreting results for classification quality: When subspaces are two-dimensional, subspace-specific decision boundaries can be visualized easily. In this case however, one would not detect any outliers which occur only in subspaces with, say, three or more dimensions. Allowing for higher-dimensional subspaces can improve the overall detection, but this also makes the algorithmic result more difficult to comprehend. The third advantage is an increased classification quality with active learning. In a competitive benchmark, SubSVDD achieves good classification accuracy and outperforms SVDDneg [42] and SSAD [17] on real data sets.
ILLUSTRATIONS
We first illustrate the mismatch between global feedback and classification in subspaces.
Example 1 (Outlier Asymmetry). Figure 1 depicts two subspaces, S1 and S2, of a multi-dimensional data set. In S1, several observations are outliers. In S2, these observations are in a dense area, i.e., are inliers. We now have trained a semi-supervised classifier in each subspace, both before and after a user has provided feedback on individual observations. The feedback is global, i.e., the user has labeled an observation as outlying if it is unusual in any one subspace. The classifier in S1 responds to the feedback as desired, by shrinking the decision boundary to exclude the outliers, cf. Figure 1 (b) . In S2, the classifier excludes these observations as well, although they are local inliers, i.e., inliers within S2. This leads to an odd subspace-specific decision boundary and ultimately to false predictions.
The effect just illustrated is common, since an outlier likely is a local inlier in some projection. The effect size varies with the data distribution and with the location and ratio of inlying outliers in the subspace. Using subspace-specific feedback to avoid the issue is not an option, cf. Section 1. ś We now apply SubSVDD to the setting from Example 1.
Example 2 (SubSVDD). In the setting from Example 1, SubSVDD yields the expected decision boundaries in both projections, see Figure 2 . In S 1 , all outliers are excluded from the hypersphere; in S 2 , only two observations are classified as outlying, and they are close to the decision boundary and separable from the inliers. In particular, local inliers in S 2 fall inside the decision boundary. Section 3.3 explains how SubSVDD can achieve this result by using a weighting scheme to interpret global feedback in subspaces. Regarding result representation, SubSVDD extends the algorithmic result with a compact description, the mapping of outliers to their contexts. The following example illustrates its usefulness. Example 3. Figure 3a is an example result description of SubSVDD, for real-world data. From this output, one can infer that id 402 has been classified as outlier, but only in subspace [1, 8] . The visualization of this subspace, in Figure 3b , shows that observation id 402 lies at the border of a dense area, and, based on this visual inspection, should rather be classified as inlier in this subspace. A comparison with the ground truth reveals that this observation is indeed a false positive.
METHOD
We now introduce SubSVDD, a semi-supervised active learning method to detect outliers in multiple subspaces. We first introduce some notation and explain preliminaries of active learning with oneclass classifiers. Then we introduce the core concepts of SubSVDD and the underlying optimization problem. Finally, we propose a framework for active learning with multiple subspaces.
Notation
A data set DS consists of D attributes and N observations. A subspace is a projection of the data space of type S : R N ×D → R N ×p with p ≤ D. K is the size of a set of subspace projections S = {S 1 , S 2 , . . . S K }. x i,k stands for the observation x i projected into subspace S k . Unless stated differently, we use indices k = {1, . . . K } for subspaces and indices i, j ∈ {1, . . . N } for observations. The ground truth, i.e., the true label of an observation, can either be inlying our outlying. Observations fall into three pools: the pool of labeled inliers L in , the pool of labeled outliers L out , and the pool of unlabeled observations U. We use the shorthand L = L in ∪L out . Feedback moves observations from U to either L in or L out .
Preliminaries
SubSVDD builds upon the well-established SVDD [42] , a one-class classifier others have used for outlier detection. We first explain SVDD and its semi-supervised extension. We also specify the active learning scenario that is the basis of our article.
3.2.1
One-Class Classifiers. The core of SVDD is a minimum enclosing ball optimization problem, which fits a hypersphere around the data distribution. In its most basic form, SVDD has a hard margin, i.e., all observations fall inside the hypersphere. By introducing a trade-off to the optimization problem, some observations can be outside of the decision boundary if this reduces the radius of the hypersphere significantly. A formal description of the soft-margin optimization problem is SVDD : minimize R,a,ξ
with radius R, center of the hypersphere a, and slack variables ξ . SVDD has two hyperparameters C and Φ. C controls the tradeoff, i.e., a large C value makes excluding observations from the hypersphere more expensive. Φ : X → F is a kernel function that maps the data space X into a feature space F and allows to create arbitrarily shaped decision boundaries, see [42] . In its basic version, SVDD is unsupervised. To use class label information, one can assign different costs to U and L in and to L out and force outliers to fall outside the hypersphere.
(2) where C 1 are the cost of excluding inliers and unlabeled observations from the hypersphere, and C 2 the cost of including outliers in the hypersphere.
Another extension to SVDD is Semi-Supervised Anomaly Detection (SSAD) [17] . SSAD assigns different costs to U, L in and L out . 
Under mild assumptions, SSAD can be reformulated as a convex problem [17] .
Active Learning
Scenario. Active learning with one-class classifiers relies on several assumptions. Stating them is important, because they restrict the set of competing classifiers and active learning strategies. They are as follows:
Learning Objective: The learning objective is the primary reason to apply active learning. Our objective is higher classification accuracy. An alternative objective could be, say, to have more outliers presented to the user during feedback iterations [16, 20] .
Feedback Type: Active learning with one-class classifiers has been limited to class-label feedback that is provided sequentially, i.e., for one observation at a time. An extension to label a batch of queries at a time may yield benefits, such as a more efficient labeling process. However, batch queries have not been studied for one-class active learning. An extension from sequential querying to batches is not trivial and may require additional criteria such as diversity [28] . Studying batch queries goes beyond the scope of our article.
Class Distribution: We assume that the class distribution is imbalanced, and that outliers do not come from a joint distribution. Put differently, each outlier may be from a separate class. But estimating the class distribution based on a single observation is meaningless. This has two implications. First, binary and multi-class classification are no alternatives in this case, because they assume observations to come from one of two underlying distributions. Second, active learning strategies that rely on density estimations for both classes, like [9] , are not applicable either.
Initial Setup: We assume that no class-label information is available for classifier training initially. This requires the classifier to first work in an unsupervised mode and to switch to a semi-supervised mode when feedback becomes available.
SubSVDD
We now introduce SubSVDD. We begin by introducing the primal optimization problem, then derive its dual, and finally say how to classify observations.
Primal
Problem. The core idea of SubSVDD is to learn several hyperspheres in a set of low-dimensional projections of the data. Formally, this is the following optimization problem.
with the vector of radii R, the vector of hypersphere centers a, slack variables ξ , and subspaces S 1 , . . . S K . The objective is to minimize the sum of the radii and the costs of placing observations outside of the hypersphere. Like SVDDneg and SSAD, SubSVDD requires a kernel function Φ, evaluated in each subspace, and a global trade-off parameter C. SubSVDD also has weight parameters v, which will be the core of our active learning update mechanism. To address the issues of outlier asymmetry, SubSVDD features two important differences compared to SVDD and SVDD neg .
Global Slack: First, while SubSVDD learns the decision boundary simultaneously in multiple subspaces, it uses a slack variable ξ which is global per observation. Intuitively, the slack variable is strictly positive when the observation is outlying and gets larger the farther away it is from one of the decision boundaries. The rationale behind a global slack is that an observation x j should be excluded from the hypersphere if it is a strong outlier in a subspace S k , i.e., ξ j is large because of subspace S k , or when x j is a weak outlier in multiple subspaces, i.e., ξ j is small but allows to decrease the radii in multiple subspaces. We achieve this by binding the slack to observations and not to individual subspaces. This allows to set a single, global cost parameter C. This addresses issue Outlier Ratio.
Weight parameter v: Second, we introduce weight parameter v to address the challenge of outlier asymmetry with global feedback. Weighting schemes have been used before with SVDD, their intent has been to improve the robustness of SVDD, e.g., with local densities [5] or fuzzy clustering [25] . We for our part use weights to update SVDD based on class-label feedback, as follows.
We initialize v = ⟨1, 1, . . . , 1⟩ N . v in and v out are the hyperparameters of the weight update strategy. When feedback is available, we
Intuitively, v out ≪ 1 since this means that excluding observation x i from the hypersphere is cheap. Thus, x i is unlikely to increase the hypersphere radius in some subspaces S k where x i is a local outlier. At the same time, x i is not forced outside the hypersphere in a subspace S k ′ ̸ =k where x i is a local inlier. This is because the cost of excluding the surrounding inliers and unlabeled observations is much higher than the benefit of excluding x i . So x i is classified as inlying in S k ′ . On the other hand, v in ≫ 1 implies that excluding x i from a hypersphere is expensive in all subspaces. Thus, a large v i is likely to force the decision boundary to include x i , in all subspaces. In conclusion, this weighting scheme addresses issue Interpretation of Global Feedback. We discuss how to set v in and v out in Section 4.3.
Since v depends only on the pool of the observation, i.e., U, L in or L out , one could reformulate the SubSVDD objective function by using three different C values, similarly to Equation 2. However, our current formulation with weights is more flexible, since it allows observation-specific updates. For instance, it gives way to update the weights differently based on how certain users are on the feedback they provide.
Dual Problem.
To solve the SubSVDD optimization problem, we derive its Lagrangian dual. For better readability, we first derive the dual without the kernel mapping.
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Substitution back into L gives the dual problem.
where subspaces are indexed by k ∈ {1, . . 
where K k is the kernel matrix in Subspace S k . Since the dual is a quadratic program, one can use standard QP solvers in principle to obtain a solution β * . However, the number of decision variables as well as the size of the kernel matrix increase with the number of subspaces and observations. This is in the way of scaling SubSVDD to very large problem instances. However, we see several ways to mitigate this issue in practice. For instance, one may reduce the problem instance with sampling methods that are tailored to support vector data descriptions [10, 23, 34] and use decomposition methods like sequential minimal optimization [12] . Despite this scalability challenge, QP solvers have turned out to be sufficient in our experiments.
Classification.
Classifying observations with SubSVDD requires two steps. The first one is calculating the distance of observations to the decision boundary. A positive distance classifies an observation as outlier in a subspace, i.e., the distance between center of the hypersphere and the observation is larger than the radius of the hypersphere. The second step is combining classifications from subspaces to a final prediction.
To calculate the distance from the hypersphere in S k , one has to compute R k , by calculating the distance of any observation on the hypershpere to the center a k . Objects on the hypersphere satisfy the primal constraint with equality without slack, i.e., R 2 k = x i,k − a k 2 . We use the necessary condition of complementary slackness to derive R k for the dual problem. It states that, for any feasible dual variable λ i , inequality constraint д i and optimal point z * it holds that:
There are three different cases under which complementary slackness holds for an observation x i . Case 1: Observation x i is inlier in subspace k ′ , i.e., lies inside the hypersphere. In this case, it holds that
To fulfill complementary slackness, it follows that β i,k ′ = 0. Case 2: Observation x i is outlier in Subspace S k ′ , i.e., lies outside of the hypersphere. ξ i > 0 follows to satisfy the inequality constraint. With complementary slackness, it further follows that
Case 3: Observation x i lies on the hypersphere. This is the remaining case where
It follows that γ i > 0, ξ i = 0, and consequently
The center of the hypersphere a k is a linear combination of all observations with β i,k > 0, see Equation 5b. The distance of any observation u k to the center a k is:
const .
⟩
The third term depends only on the training data. One can cache it to speed up distance calculations, similarly to SVDD [6] . The set of objects that lie on the hypersphere in S k is HS k Then the radius R k can be derived from the distance of any observation u ′ k ∈ HS k .
R k = u ′ k − a k Thus, the distance to the decision boundary in S k is
From the distance to the decision boundary, one can derive the classification function for a subspace, as follows 
We call an observation x k a subspace outlier in S k if f k (x k ) = 1 and a subspace inlier otherwise.
Definition 2 (Global Classification). Let a set of subspace classifiers { f 1 , . . . , f k } be given. A global classifier for these subspace classifiers is a function
x is outlier in one subspace, and global inlier if x is inlier in all subspaces.
Active Learning with Subspaces
We now present the update mechanism of SubSVDD. Recall that SubSVDD incorporates feedback on observation x i by adjusting the weight parameter v i . Intuitively, when the feedback on x i is outlier (inlier), v i is decreased (increased). v influences the trade-off between cost and radius in SubSVDD. Choosing a good update value depends on the value of C, which in turn depends on the data. We discuss how to update v values in Section 4.3. In this section, we focus on how SubSVDD chooses observations for feedback. We first explain why active learning with subspaces is different from conventional łnon-subspacež active learning.
With conventional active learning, one calculates an informativeness score τ (x; p) for each observation based on a prediction function p, and selects observations for feedback based on the score values. Further, a query strategy is a function QS : U × R → Q, Q ⊆ U that selects observations from U based on their informativeness score. In this article, we only consider singleton query strategies, i.e., strategies that return one observation Q = arg max x ∈U τ (x, p). The informativeness score is a heuristic quantifying the expected impact of the feedback for an observation on the classifier.
Active learning with one-class classifiers requires heuristics different from standard binary classification tasks. This is because established concepts like margin between classes or density estimation of the minority class are not applicable in this case. So there are many strategies tailored to one-class classifiers [45] . Many of them depend on the distance of observations to the decision boundary, on local neighborhoods, or on a combination of both.
For subspace active learning however, one cannot use these strategies directly, for two reasons. First, existing strategies rely on a single decision boundary and on one neighborhood. With Sub-SVDD, there are several data distributions, neighborhoods, and decision boundaries ś one in each subspace. Second, feedback on an observation may only impact classifiers in some subspaces. For instance, the feedback that an observation is inlying is unlikely to affect the decision boundary in subspaces where this observation is already classified as inlier by a large margin. So, to quantify the expected impact on SubSVDD, i.e., the overall informativeness of an observation, one has to consider all subspaces.
To this end, we propose an apply-and-combine query strategy to select observations across subspaces. An informativeness score is first calculated per subspace. The overall informativeness results from combining these scores from individual subspaces. Scaling is necessary to make scores comparable across subspaces. The scores are scaled per subspace by a function д
i.e., scaling of τ (x i , p k ) depends on the distribution of scores in S k . Examples for scaling functions are min-max normalization or softmax. As combination functions, one can use aggregates like the sum of scores or the maximum. A query strategy then selects observations, as follows.
Definition 3 (Subspace Query Strategy). Let informativeness score function τ , prediction functions p k , R → R, k ∈ {1, . . . , K }, scaling function д, and combination function h : R N ×K → R N ×1 be given. A subspace query strategy returns the singleton Q with the maximum combined informativeness.
For the informativeness per subspace, one can use any function from the literature. In this article, we use three common ones:
Distance to decision boundary: An observation has high informativeness in S k if the distance to the decision boundary is small:
High Confidence: An observation has high informativeness in Subspace S k if the observation matches the inlier class the least [2] . Figure 4 graphs the active learning cycle for outlier detection in subspaces, and Algorithm 1 is an overview in pseudo code. At all stages, the user has access to subspace-level information. This includes predictions and informativeness for the query object in Q in each subspace. When subspaces are 2-dimensional, this information can be visualized to assist users in providing feedback, see Section 2.
Design alternatives. We conclude the section with comments on two modifications of query selection in subspaces.
Committee-based methods: Query selection with Query-by-committee is popular with binary classifiers [41] . The idea is to compare the classifications of a set of classifiers, to select observations for feedback. The assumption is that, in a perfect case, all classifiers agree and predict the correct class. Observations where they do not agree are promising candidates for feedback. But this assumption does not hold with outlier detection, because of outlier asymmetry. In contrast to binary classification, classifications from different subspaces are expected to differ. Thus, query-by-committee methods are not applicable to select queries for outlier detection in subspaces. Extensions for subspace queries: One can also think of extensions to bias the final score towards some of the subspaces, for instance with weighted aggregates. Further, one may also generalize subspace query strategies to return multiple observations, like the top-k informativeness scores, or with different weights per subspace. These generalizations could give way to ask for more complex feedback, e.g., the importance of a subspace, or to ask for feedback on batches of observations. Although these modifications are conceivable, studying them goes beyond the scope of this article.
Implementation Hints
There are some pitfalls when implementing one-class active learning methods.
Kernel Matrix: The one-class classifiers used in this article rely on solving a quadratic program that requires a symmetric positive semidefinite matrix as input. In practice, some parameter configurations can lead to very small negative eigenvalues in the kernel matrix. To solve this issue, we use an eigendecomposition of the kernel matrix and set these eigenvalues to zero.
Numerical Comparisons: Further, an implementation requires several comparisons of real vectors, e.g., to find observations that lie on the hypersphere. Thus, one has to choose a threshold for these numerical comparisons, which we have set to 10 −7 .
Selection of Observations on the Hypersphere: The optimal radius of support vector data description is not necessarily unique [6] . Further, the numerical comparison may result in several observations that lie on the hypersphere within a threshold. In our implementation, we calculate the distance to the center for each of these observations and select the maximum as the radius.
EXPERIMENTS
We have designed and conducted experiments to demonstrate the working of SubSVDD and to compare it with other approaches on benchmark data. We first describe the experiment setup and our evaluation method. We then report on experiments and discuss the benefits of subspace classifications. Finally, we turn to model parametrization, an important issue with one-class active learning.
Algorithm 1: Active Learning with SubSVDD
Data
We make our implementations as well as our benchmark setups publicly available. 1 Further, we provide pre-processing and experiment scripts, notebooks, as well as raw result files to reproduce the figures and tables of this article.
Setup
In our experiments, we use publicly available benchmark data that has been used in previous outlier detection [26] and one-class active learning benchmarks [45] . Since our experiments cover a very broad range of parameter configurations, we downsample large data sets randomly to keep experimental runtimes reasonable. In practice, one can also use more advanced sampling methods to scale support vector data description to large data sets [10, 23, 34] .
Datasets: Our experiments rely on publicly available benchmark data sets [26] . We use three normalized versions of each data set with an outlier ratio of 5 %. We downsample to N = 1000 observations for large data sets. To avoid duplicates in subspace projections, we further add random noise to each attribute sampled from N (0, 0.01). Although this is not required technically, we found that it reduces variance in classifier learning rates, and it eases comparisons in benchmark experiments. For SubSVDD, we further run experiments on three random subspace selections. In total, for each query strategy and data set there are three experimental runs for SVDDneg and SSAD, and nine experimental runs for SubSVDD.
SSAD SubSVDD (10) 
Evaluation Method
Evaluation of active learning is more involved than evaluating standard classification. The reason is that active learning produces a sequence of classification results over an increasing number of feedback iterations and not just a single number. These sequences are called progress curves or learning curves. Comparing progress curves across a large body of benchmark configurations is tedious.
To ease this, one can use statistics to summarize progress curves.
In our article, we use the following two summary statistics: Average End Quality (AEQ): The average classification quality over the last 5 iterations. We use Matthews Correlation Coefficient (MCC), a measure based on the confusion matrix suitable for imbalanced data, to evaluate the result of a single iteration. MCC values close to 1 indicate good and -1 poor classification quality.
Ratio of Outlier Queries (ROQ): The ratio of outliers in the feedback requests. A high ratio is good when users are interested in examining outliers, i.e., when presenting outliers during active learning has an intrinsic value.
We run experiments for 50 iterations, i.e., a fixed number of feedback queries. An alternative would be a relative percentage on the number of observations. We find an absolute number more straightforward to interpret, since it relates more closely to the effort required to provide feedback, and to budget restrictions.
Next, one has to think carefully about data splitting. Measuring classification quality on an independent holdout sample assumes that the train sample is representative of the underlying data distribution to some extent. However, outliers may not follow a common distribution. So a split into disjunct train and test sets can be misleading. We suggest to use a variant of the resubstitution error, i.e., the classification quality on the training data with unlabeled and labeled instances. We deem this a good compromise as long as a user has labeled only some of the training data.
Parametrization
Choosing good hyper-parameter values for one-class classifiers is difficult. The reason is that common parameter tuning strategies like cross-validation require a ground truth. So in a completely unsupervised setting, i.e., the initial configuration for active learning, one has to rely on heuristics. We now discuss ways to select good values for hyper-parameters C, the kernel mapping, and v, as well as on the input set of subspaces.
The kernel mapping influences the smoothness of the decision boundary. Here, we use the radial basis function kernel K(x, x ′ ) = exp(−γ ∥x − x ′ ∥ 2 ). We use self-adaptive data shifting [21] , a method based on artificial data generation, to select the kernel bandwidth γ . Specifically, we choose a γ k for each Subspace S k individually to account for different dimensionalities and data distributions in subspaces. For experiments based on subspaces with more than four dimensions, we use a search range of [10 −2 , 10 2 ]. For experiments based on subspaces with four or less dimensions, and for the v comparison, we use a search range of [0. 1, 20] .
The trade-off parameter C bounds the share of observations that are classified as outliers. A good choice of C depends on several factors, such as an assumption on the expected share of outliers in the data. In preliminary experiments of ours, we have observed that the choice of C may also depend on the active learning strategy.
All this makes selecting a good value for C difficult, not only for SubSVDD, but also for its competitors. In our experiments, we select C = 0.45 as a default. This choice has worked well with τ DB and τ HC in our preliminary experiments. However, we have found SubSVDD to also work well with suboptimal choices of C in many cases. We hypothesize that this is because the learning weights v compensate an initially bad choice of C over time.
SubSVDD further introduces a weight parameter v, and we must decide how to update its value based on user feedback. Recall that decreasing v reduces the cost of excluding an observation from the hypersphere, and vice-versa. Large changes to v have a stronger effect on the model, but may also lead to overfitting.
We initialize our model with v = 1 and use two update strategies depending on the feedback: We set v to v out when the feedback is outlier and to v in when it is inlier. We have experimented with different settings of v in and v out to evaluate the robustness of SubSVDD. Figure 6 shows the median average end quality on Heart and Stamps for different choices of v in and v out . Only values of v out larger than 0.1 make classification much worse. Based on this, we have set v in = 10 and v out = 0.01.
SubSVDD further requires a set of subspaces as an input. The achievable outlier detection quality depends on it. This is intuitive: Any outlier detection method that relies on subspaces cannot detect outliers that only occur in attribute combinations that are not part of any subspace. This issue has motivated significant research to select sets of subspaces [1] . In general, one can use any such selection method as a preprocessing step to SubSVDD. However, its output depends on several aspects, such as data set characteristics and further hyper-parameter settings. Controlling for these factors is difficult and leads to an unreasonable complexity of any evaluation. We have decided to use random sampling of subspaces, a common lower baseline to subspace selection, see Section 4.4.
We have found our parameter choices to work well with a variety of data sets. Nevertheless, one could reconsider these choices based on the feedback obtained during active learning. This would even give way to use supervised parameter tuning, e.g., through cross-validation. However, we expect these optimizations to be application specific, and we do not consider them in our evaluation.
Competitors: SVDDneg [42] and SSAD [17] require to set the kernel function and the cost parameter C. We use the radial basis function kernel and use self-adaptive data shifting to select the kernel bandwidth [21] within [10 −2 , 10 2 ]. To select C, we use the upper bound estimation from [42] with the true proportion of outliers in the data set. SSAD further requires to set an additional trade-off parameter κ, but there is no rule how to choose a good value. We set κ = 0.1 based on previous experiments of ours.
Benchmark Results
In a competitive benchmark, we compare SubSVDD to SVDDneg and SSAD. For SubSVDD, we differentiate based on the number of subspaces used (10 and 20) , and the maximum dimensionality of the subspaces in the set (2-dim, 4-dim and 8-dim). For query strategies, we use τ DB , τ H C , and τ r and−out , and use sum and min-max-normalization with the subspace query strategies. Table 1a shows the median AEQ over τ DB and τ H C for different data sets, and Table 1b shows the ROQ. In both summaries, SubSVDD outperforms its competitors on several data sets. Changing the query strategy to τ r and−out improves the results on Heart and Pima significantly for SubSVDD and SVDDneg, but bogs them down on most of the remaining data sets.
Comparing different subspace sizes yields a more differentiated view on SubSVDD, see Figure 5 . On most data sets, restricting the maximum subspace dimensionality reduces classification quality. This is expected, since selecting all relevant attribute combinations is more difficult if subspaces are small. However, this also indicates a trade-off between interpretability and classification quality. On the one hand, SubSVDD yields high classification accuracy in large subspaces. On the other hand, it is more difficult for the user to provide feedback in such subspaces. This in turn makes it difficult in practice to achieve the quality observed with large subspaces in our current experiments. By restricting subspaces to two dimensions, a system can visualize classification results, to help users to give feedback. But the classification quality with this restriction tends to be lower than without it. In line with our initial assumption, we deem the lower classification quality a realistic figure.
RELATED WORK
This article has already established connections to some related work. Several less directly related publications remain, as follows.
Interpretability and Explanations: There are generic approaches to explain queries in interactive learning tasks [39, 43] with a focus on model-agnostic explanations. Their applicability to one-class active learning has not been studied yet. Other approaches refer users to external resources, e.g., additional data bases [3, 13] . Such explanations are very application-specific. They require availability of external data and assume that this additional information is indeed useful to interpret classification results. Others have proposed to provide additional diagnostic information on one-class classification results [37] . However, their focus is not on explanation, but on finding a good threshold to transform a continuous scoring function into binary classifications.
There is one approach for outlier detection with active learning to detect micro clusters in subspaces [40] . It uses active learning to find out which anomalies a user is interested in, and not to update an underlying detection model ś an objective similar to [16, 20] .
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Next, there are concepts to increase interpretability of unsupervised outlier detection beyond subspaces. For instance, significant work has attempted to make outlier scores comparable and interpretable [15] and to quantify the influence of attributes on score values [38] . These methods are tailored towards outlier scores and hence not applicable in our case.
SVDD Modifications: SVDD has been applied to single low-dimensional projections [14, 27] . This is similar to using dimensionality reduction as a preprocessing step. As explained earlier, outliers may only occur in specific attribute combinations, i.e., they are likely to be hidden in a single projection. Conventional dimensionality reduction is not an alternative to subspace outlier detection.
There also are proposals to combine several SVDD classifiers as an unsupervised ensemble [7] , or ones that target at multi-class classification [30] . Both are not applicable to one-class active learning, since they do not address outlier asymmetry.
Another modification is multi-sphere SVDD. The idea is to partition observations into groups and to train several hyperspheres in the full space [32, 33] . Although they also learn several decision boundaries, these boundaries all are the in the same, highdimensional space. So this is orthogonal to subspace methods.
CONCLUSIONS
This article studies one-class active learning for outlier detection. In this context, comprehensiveness and interpretability are important to facilitate feedback from human annotators. Current approaches do not address this issue. Instead, they assume that users can provide feedback, regardless of how results are presented to them.
In this article, we rely on a more realistic assumption: Users can give educated feedback on observations whose contexts, i.e., subspaces where they are outlying, are low-dimensional. But this ability decreases with increasing dimensionality of the contexts. To facilitate feedback with low-dimensional contexts, we introduce SubSVDD, a novel semi-supervised active learning method to detect outliers in multiple subspaces. SubSVDD yields concise result descriptions, i.e., a set of projections that explain each outlier. Further, SubSVDD allows to trade between the effort users spend on interpreting results and classification quality. Comprehensive experiments demonstrate the effectiveness of our approach.
