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Uvod
Prilikom oblikovanja algoritama za rjesˇavanje raznih problema koristimo se jednom od
klasicˇnih metoda dizajniranja algoritama. Najpoznatije metode su: ”podijeli pa vladaj”,
dinamicˇko programiranje, pohlepni pristup i strategija odustajanja.
U ovom diplomskom radu c´e biti detaljnije opisana metoda ”podijeli pa vladaj” te neko-
liko primjera algoritama koji su oblikovani ovom metodom. Vidjet c´emo da je ova metoda
vrlo djelotvorna u mnogim situacijama.
1
Poglavlje 1
Metoda ”podijeli pa vladaj”
Metoda ”podijeli pa vladaj” je jedna od najprimjenjivijih tehnika za oblikovanje algori-
tama. Koristi se za rjesˇavanje raznih problema kao sˇto su pretrazˇivanje te sortiranje nizova,
trazˇenje najblizˇeg para tocˇaka u ravnini, mnozˇenje velikih cijelih brojeva, mnozˇenje ma-
trica, trazˇenje k-tog najmanjeg elementa u nizu brojeva itd. U iduc´em poglavlju c´u opisati
algoritme za rjesˇavanje upravo nekih od ovih problema.
1.1 Koraci algoritama
Algoritmi oblikovani spomenutom metodom sastoje se od sljedec´ih koraka:
1. korak podjele
2. korak vladanja
3. korak spajanja
Slika 1.1 ilustrira korake algoritama oblikovanih metodom ”podijeli pa vladaj”. Sada
opisˇimo detaljnije sˇto se dogada u svakom od navedenih koraka algoritma.
Korak podjele
Na pocˇetku svakog algortima pocˇetni problem velicˇine n ∈ N dijelimo na p ≥ 2 podpro-
blema podjednake velicˇine. Podproblemi su isti problemi kao pocˇetni problem, ali manje
velicˇine. Vrijednost cijelog broja p je najcˇesˇc´e 2, no i ostale vrijednosti vec´e od 2 su cˇeste.
Uocˇimo da slika 1.1 prikazuje podjelu pocˇetnog problema upravo na 2 podproblema.
2
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Slika 1.1: Koraci algoritama
Korak vladanja
Nakon sˇto smo u prosˇlom koraku podijelili pocˇetni problem na p podproblema, u ovom
koraku rekurzivno rjesˇavamo neke ili svaki od tih podproblema. Ukoliko je zadovoljen
odredeni uvjet u promatranom algoritmu, tada podprobleme rjesˇavamo direktno. Inacˇe,
ako taj uvjet nije zadovoljen, tada podproblem rjesˇavamo rekurzivno, pozivanjem pocˇetnog
algoritma na tom podproblemu. Na primjer, u iduc´em poglavlju c´emo vidjeti da je uvjet
kod mergesort algoritma zadovoljen ukoliko je duljina promatranog niza jednaka 1, a nije
zadovoljen ukoliko je duljina niza vec´a od 1.
Korak spajanja
Nakon sˇto smo u prethodnom koraku rijesˇili svih p podproblema, ovaj korak ta rjesˇenja
spaja na odredeni nacˇin, tako da dobijemo zˇeljeni izlaz koji je rjesˇenje pocˇetnog problema
velicˇine n. Na primjer, u algoritmu mergesort, kao sˇto c´emo vidjeti u iduc´em poglavlju, na
pocˇetku ovog koraka imamo dvije sortirane liste te ih funkcijom merge spajamo u jednu
sortiranu listu.
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Korak spajanja se u ”podijeli pa vladaj” algorimima mozˇe sastojati od spajanja, sortira-
nja, trazˇenja, itd. Efikasnost algoritama ovisi o tome koliko promisˇljeno se provodi upravo
ovaj korak algoritma.
Dakle, svi ”podijeli pa vladaj” algoritmi se sastoje od sljedec´ih koraka, tocˇno tim re-
doslijedom:
1. Ako je velicˇina pocˇetnog problema I dovoljno mala, odnosno, ukoliko je zadovoljen
odredeni uvjet, tada rijesˇi problem direktno i vrati odgovor.
2. Inacˇe, podijeli problem I na p podproblema I1, I2, . . . , Ip priblizˇno iste velicˇine.
3. Rekurzivno pozovi algoritam na svakom podproblemu I j, 1 ≤ j ≤ p, tako da dobijesˇ
p djelomicˇnih rjesˇenja.
4. Spoji p djelomicˇnih rjesˇenja tako da dobijesˇ rjesˇenje originalnog problema I.
1.2 Tipovi algoritama ”podijeli pa vladaj”
Postoje dva podtipa algoritama oblikovanih metodom ”podijeli pa vladaj”, ovisno o tome
na koliko se podproblema rekurzivno zove algoritam.
1. Prvi podtip dijeli pocˇetni problem na p podproblema podjednake velicˇine i p − 1
podproblema u potpunosti zaboravlja, jer se u njima ne nalazi trazˇeno rjesˇenje, te re-
kurzivno poziva algoritam samo na jednom podproblemu. Primjer ovog podtipa su:
binarno pretrazˇivanje, hanojski tornjevi, pronalazˇenje minimalnog odnosno maksi-
malnog elementa u listi itd.
2. Drugi podtip dijeli pocˇetni problem na p podproblema podjednake velicˇine te na
svakom podproblemu poziva rekurzivno pocˇetni algoritam. Primjer ovog podtipa su:
mergsort algoritam, quicksort algoritam, itd.
1.3 Slozˇenost algoritama
Prilikom oblikovanja algoritama cilj je oblikovati sˇto ucˇinkovitiji algoritam. Jedan od
nacˇina mjerenja ucˇinkovitosti algoritama je racˇunanje vremenske slozˇenosti i upravo taj
kriterij c´u koristiti za racˇunanje slozˇenosti algoritama u ovom diplomskom radu.
Vremenska slozˇenost algoritma je vrijeme potrebno za izvodenje algoritama i izrazˇava-
mo je matematicˇkom funkcijom.
Jedan od nacˇina procjene slozˇenosti algoritama je O-notacija, stoga je definirajmo for-
malno (vidi [6], str. 18), jer c´emo je cˇesto koristiti u sljedec´em poglavlju.
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Definicija 1.3.1. Neka su f , g : N→ R+ dvije funkcije. Kazˇemo da je funkcija g asimptot-
ska gornja meda za funkciju f ako postoje c > 0 i n0 ∈ N takvi da za svaki n ≥ n0 vrijedi
f (n) ≤ c · g(n). Oznaka: f (n) = O(g(n)).
1.4 Rekurzivne relacije
Prilikom analize slozˇenosti algoritama cˇesto se susrec´emo s homogenim i nehomogenim
rekurzivnim relacijama koje detaljnije opisujem prema [8].
Homogene rekurzivne relacije
Linearne homogene rekurzivne relacije s konstantnim koeficijentima imaju oblik:
a0tn + a1tn−1 + · · · + aktn−k = 0, 1 ≤ k ≤ n, (1.1)
gdje su koeficijenti ai konstante i a0 , 0.
Relacije ovog oblika rjesˇavamo na sljedec´i nacˇin:
1. Uvodimo supstituciju tn := xn te dobivamo jednadzˇbu:
a0xn + a1xn−1 + · · · + akxn−k = 0. (1.2)
2. Jednadzˇbu (1.2) podijelimo s xn−k i dobijemo jednadzˇbu:
a0xk + a1xk−1 + · · · + ak = 0. (1.3)
koju zovemo karakteristicˇna jednadzˇba rekurzivne relacije (1.1) i ona ima tocˇno k
rjesˇenja.
Ovisno o rjesˇenjima karakteristicˇne jednadzˇbe razlikujemo dva opc´a rjesˇenja relacije (1.1):
1. Ako su x1, x2, . . . , xk razlicˇita rjesˇenja karakteristicˇne jednadzˇbe tada je
an = c1xn1 + c2x
n
2 + · · · + ckxnk (1.4)
opc´e rjesˇenje relacije (1.1), gdje su ci konstante.
2. Ako rjesˇenja x1, x2, . . . , xk nisu medusobno razlicˇita, neka su x1, x2, . . . , xr, (1 ≤ r ≤
k) razlicˇita rjesˇenja karakteristicˇne jednadzˇbe, takva da je kratnost od xi jednaka mi,
za i = 1, . . . , r. U tom slucˇaju je opc´e rjesˇenje relacije (1.1):
an = (c11 + c12n + c13n2 + · · · + c1m1nm1−1)xn1 + · · ·
+ (cr1 + cr2n + cr3n2 + · · · + crmr nmr−1)xnr ,
gdje su ci j konstante.
Konstante ci, odnosno, ci j odredujemo iz pocˇetnih uvjeta.
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Nehomogene rekurzivne relacije
Linearne nehomogene rekurzivne relacije s konstantnim koeficijentima imaju oblik:
a0tn + a1tn−1 + · · · + aktn−k = g(n), 1 ≤ k ≤ n, (1.5)
gdje su koeficijenti ai konstante i a0 , 0.
Nacˇin rjesˇavanja nehomogenih rekurzivnih relacija ovisi o funkciji g(n):
1. Ako je g(n) = bn pd(n), n ≥ k, b ∈ C, b , 0 konstanta i pd polinom stupnja d
u varijabli n, tada se relacija (1.5) mozˇe pretvoriti u linearnu homogenu rekurziju reda
k + d + 1 s karakteristicˇnom jednadzˇbom:
(a0xk + a1xk−1 + · · · + ak)(x − b)d+1 = 0. (1.6)
Napomena 1.4.1. Prethodna tvrdnja vrijedi samo ako konstanta b nije rjesˇenje homogenog
dijela jednadzˇbe (1.6).
2. Neka je funkcija g(n) suma cˇlanova koji imaju oblik funkcije g iz prethodnog pri-
mjera, odnosno, funkcija g(n) je:
g(n) = bn1 pd1(n) + b
n
2 pd2(n) + · · · + bnl pdl(n), (1.7)
pri cˇemu su konstante bi medusobno razlicˇite, a pdi su polinomi u n stupnja tocˇno di,
i = 1, . . . , l. Ovakva rekurzija se, takoder, mozˇe homogenizirati na isti nacˇin kao u pr-
vom primjeru. Dobivena homogenizirana rekurzija je reda k + (d1 + 1) + · · · + (dl + 1), s
karakteristicˇnom jednadzˇbom:
(a0xk + a1xk−1 + · · · + ak)(x − b1)d1+1 . . . (x − bl)dl+1 = 0. (1.8)
1.5 Rjesˇavanje bezuvjetnih rekurzivnih relacija
Prilikom rjesˇavanja rekurzivnih relacija u iduc´em poglavlju, ponekad c´u, radi jednostav-
nosti, uvesti uvjet da je varijabla n potencija nekog cijelog broja b ≥ 2. Za rjesˇavanje istih
rekurzivnih rekurzija bezuvjetno, koristiti c´u definicije i propoziciju koje su navedene u
nastavku poglavlja (vidi [8], str. 57-58).
Definicija 1.5.1. Neka je f : D → R+0 nenegativna funkcija na odozgo neogranicˇenom
podskupu D ⊆ R+0 . Funkcija f je asimptotski rastuc´a ako je f rastuc´a za dovoljno velike
argumente, tj.
∃M ∈ D takav da za svaki x, y ∈ D vrijedi:
x, y ≥ M i x < y⇒ f (x) ≤ f (y).
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Definicija 1.5.2. Neka je f : D → R+0 asimptotski rastuc´a funkcija i neka je b > 1.
Funkcija f je b-glatka ako vrijedi:
f (bx) = O( f (x)).
Propozicija 1.5.3. Neka je f : D → R+0 glatka funkcija. Neka je b ∈ N, b ≥ 2 i T : N0 →
R+0 asimptotski rastuc´a funkcija, takva da vrijedi uvjetna asimptotska relacija: T (n) =
O( f (n)), n je potencija od b. Tada vrijedi i bezuvjetna asimptotska relacija:
T (n) = O( f (n)).
Poglavlje 2
Primjeri metode ”podijeli pa vladaj”
U ovom poglavlju c´u opisati nekoliko primjera algoritama koji su oblikovani metodom
”podijeli pa vladaj”.
2.1 Binarno pretrazˇivanje
Jedan od poznatijih primjera metode ”podijeli pa vladaj” je binarno pretrazˇivanje, tj. pre-
trazˇivanje ”raspolavljanjem”. Binarno pretrazˇivanje koristimo za trazˇenje zadanog ele-
menta x u uzlazno (silazno) sortiranom nizu A, proizvoljne duljine n.
Pretpostavimo da je niz A sortiran uzlazno. Na pocˇetku rada algoritma, odredimo
srednji element ulaznog niza. Zatim, vrijednost tog srednjeg elementa usporedujemo s
vrijednosˇc´u trazˇenog elementa x. Ako je trazˇeni element jednak srednjem elementu, pre-
trazˇivanje je zavrsˇeno. Inacˇe, ako je trazˇeni element manji od vrijednosti srednjeg elementa,
tada se trazˇeni element x mozˇe nalaziti samo u lijevoj polovici niza, stoga desnu polovicu
ulaznog niza visˇe ne pretrazˇujemo. Analogno, ako je trazˇeni element vec´i od vrijednosti
srednjeg elementa niza, onda se trazˇeni element x mozˇe nalaziti samo u desnoj polovici
niza.
Ovaj postupak ponavljamo rekurzivno na polovici niza u kojoj se element x mozˇe nala-
ziti. Nastavljamo trazˇenje dok se trazˇeni element x ne pronade ili dok se niz za pretrazˇivanje
ne isprazni, sˇto znacˇi da se vrijednost x ne nalazi u zadanom nizu.
U nastavku je prikazan pseudokod binarnog pretrazˇivanja:
B i n a r y S e a r c h (A, s t a r t , end , x )
i f ( s t a r t >end )
t h e n r e t u r n −1
e l s e
8
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mid =( s t a r t +end ) / 2
i f ( x==A[ mid ] )
t h e n r e t u r n mid
e l s e ( i f x<A[ mid ] )
t h e n r e t u r n B i n a r y S e a r c h (A, s t a r t , mid−1 , x )
e l s e
r e t u r n B i n a r y S e a r c h (A, mid +1 , end , x )
Algoritam kao parametre prima niz A, indekse start i end te element x. Indeksi start i
end oznacˇavaju dio niza A koji trenutno pretrazˇujemo. Kada indeks start postane vec´i od
indeksa end, tada u nizu A ne postoji vrijednost x. Ukoliko se element x nalazi u nizu A
algoritam vrac´a njegov indeks u nizu A.
Sljedec´e dvije slike (vidi [5]) ilustriraju postupak rada algoritma binarnog pretrazˇivanja
na uzlazno sortiranom nizu od 12 elemenata. Slika 2.1 prikazuje trazˇenje elementa x = 19
kada se x nalazi u zadanom nizu, a slika 2.2 prikazuje trazˇenje elementa x = 6 koji se ne
nalazi u zadanom nizu.
Indexing and search — ICS­A1120 Programming 2, Spring
2015
1. If , we have found the key kk so we can stop immediately.
2. If , then the key can appear only in the first half of the sequence.
3. If , then the key can appear only in the second half of the sequence.
In the latter two cases, we recursively continue in the selected half of the sequence until either
we find the key , or
the subsequence under consideration is empty, in which case we conclude that the key kk does not
appear in .
For example, below we display the steps of binary search for the key 19 in the ordered sequence
[1,4,4,7,7,8,11,19,21,23,24,30]. In each step, we highlight with blue the current subsequence defined by the
indices start and end:
start mid end
start mid end
start end
mid
start
end
1 4 74 7 8 11 19 21 23 24 30
1 4 74 7 8 11 19 21 23 24 30
1 4 74 7 8 11 19 21 23 24 30
1 4 74 7 8 11 19 21 23 24 30
That is, in the first step we start with the entire sequence and consider its middle element 8 (let us agree that
when the sequence has even length, the middle element is the leftmost of the two available choices for the
middle element). As the sequence is sorted and 8 is less than the key 19, we conclude that 19 can occur
only in the second half of the sequence, not including the middle element 8. We then repeat the same with
the subsequence consisting of the second half. Its middle element is 21, which is greater than the key 19.
We thus next consider the first half of this subsequence, whose middle element is 11. In the last step the
subsequence consists of one element, and this element is both the middle element and is equal to the key
19. Thus we have discovered 19 in the sequence. Observe that only the 4 elements (8, 21, 11 and 19)
indexed by the middle point index mid in the figure are compared against the key 19.
As a second example, let us search for the key 6 in the same sorted sequence:
Slika 2.1: Prvi primjer rada algoritma binarnog pretrazˇivanja
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start mid end
start mid
start
end
mid
end
startend
1 4 74 7 8 11 19 21 23 24 30
1 4 74 7 8 11 19 21 23 24 30
1 4 74 7 8 11 19 21 23 24 30
1 4 74 7 8 11 19 21 23 24 30
In the last step, there are no more elements to consider in the subsequence and we conclude that 6 does
not appear in the sequence.
Implementing binary search in Scala
Now that we understand how binary search operates, let us implement it in Scala.
First, we must make sure that our sequence is sorted and supports constant­time indexed access to its
elements. If this is not the case, we prepare a sorted copy of the sequence with the sorted method and
then (if necessary) transform the sorted collection into a type that supports constant­time indexed access,
for example, by calling its toIndexedSeq (or toArray or toVector) method.
As we are not modifying the sequence during search, we need not create new sequence objects for the
considered subsequences but can simply track the start and end of the current subsequence with two
indices (start and end).
We can now implement binary search as a recursive function:
def binarySearch[T <% Ordered[T]](s: IndexedSeq[T], k: T): Boolean = {
  //require(s.sliding(2).forall(p => p(0) <= p(1)), "s should be sorted")
  def inner(start: Int, end: Int): Int = {
    if(!(start < end)) start
    else {
      val mid = (start + end) / 2
      val cmp = k compare s(mid)
      if(cmp == 0) mid                     // k == s(mid)
      else if(cmp < 0) inner(start, mid‐1) // k < s(mid)
      else inner(mid+1, end)               // k > s(mid)
    }
  }
  if(s.length == 0) false
  else s(inner(0, s.length‐1)) == k
}
Slika 2.2: Drugi primjer rada algoritma binarnog pretrazˇivanja
Vremenska slozˇenost binarnog pretrazˇivanja
Da bismo izracˇunali vrijeme izvrsˇavanja algoritma binarnog pretrazˇivanja potrebno je izra-
cˇunati broj izvrsˇenih usporedbi elemenata.
Ako je niz prazan algoritam ne izvodi niti jednu usporedbu. Ako niz sadrzˇi samo jedan
element tada je izvrsˇena samo j dna usporedba trazˇen g elemen x s tim je nim elemen-
tom. Ako je broj elemenata ulaznog niza barem 2 tada imamo 2 moguc´nosti. U slucˇaju da
vrijedi x = A[mid], izvrsˇena je samo jedna usporedba. Inacˇe je broj usporedbi potreban za
izvrsˇavanje algoritma jednak broju usporedbi ucˇinjenih rekurzivnim pozivom na prvoj ili
drugoj polovici niza, uvec´anom za jedan.
Oznacˇimo s TBINARY(n) broj usporedbi izvrsˇenih na nizu duljine n. Tada vrijedi:
TBINARY(n) ≤
1, ako je n = 11 + TBINARY(bn/2c), ako je n ≥ 2.
Raspisivanjem ove rekurzije, za dovoljno velik k ≥ 0 takav da vrijedi bn/2kc = 1,
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dobivamo:
TBINARY(n) ≤ 1 + TBINARY(bn/2c) ≤ 2 + TBINARY(bn/4c) ≤
≤ 3 + TBINARY(bn/8c) ≤ · · · ≤ (k − 1) + TBINARY(bn/2k−1c) = (k − 1) + 1 = k.
Uocˇimo da za trazˇeni k ≥ 0, takav da je
⌊
n
2k
⌋
= 1, vrijedi:
2k−1 ≤ n < 2k.
Primjenjujuc´i funkciju log2() na gornju nejednadzˇbu dobivamo:
k − 1 ≤ log2 n < k.
Odnosno, uvec´avanjem za jedan, vrijedi:
k ≤ log2 n + 1 < k + 1.
Time dobivamo k = blog2 nc + 1. Konacˇno, vrijedi nejednakost:
TBINARY(n) ≤ blog2(n)c + 1,
iz koje slijedi da je vremenska slozˇenost algoritma binarnog pretrazˇivanja O(log2(n)).
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2.2 Mergesort
Mergesort je rekurzivan algoritam koji koristimo za sortiranje nizova. Ovaj algoritam kao
ulaz uzima niz brojeva, zatim ga podijeli na dva podniza podjednake duljine. Rekurzivno
sortira svaki od tih podnizova i spoji ih u jedan niz pocˇetne duljine. Algoritam vrac´a kao
izlaz niz ulaznih brojeva sortiranih silazno ili uzlazno. U nastavku ovog poglavlja opisujem
postupak uzlaznog sortiranja niza.
Za pocˇetak, opisujem funkciju merge koja dva uzlazno sortirana podniza spaja u jedan
niz. Promatramo dio niza A od indeksa i do indeksa j, pri cˇemu vrijedi i < j. Neka
je indeks m takav da je i ≤ m ≤ j i neka je prvi podniz dio niza A od indeksa i do m,
a drugi podniz od indeksa m + 1 do j. Redom usporedujemo elemente prvog podniza s
elementima drugog podniza. Ako je trenutni element prvog podniza manji od trenutno
promatranog elementa drugog podniza, tada element prvog podniza kopiramo u pomoc´no
polje te povec´amo indeks u prvom podnizu. Analogno, ako je element drugog podniza
manji od elementa prvog podniza, tada kopiramo element drugog podniza u pomoc´no polje
te povec´amo indeks u drugom podnizu. Kada dodemo do kraja jednog od podnizova,
tada preostale elemente iz drugog niza do kraja kopiramo u pomoc´no polje. Na kraju ove
funkcije sve elemente iz pomoc´nog polja kopiramo u originalni niz A. Time smo dobili
sortirani dio polja A od indeksa i do j.
Dakle, ova funkcija prima kao ulazne parametre indekse i, m i j, te niz A, gdje su
A[i], . . . , A[m] i A[m + 1], . . . , A[ j] uzlazno sortirani podnizovi. Algoritmom se podnizovi
spajaju u jedan uzlazno sortiran niz duljine j − i + 1.
U nastavku je prikazan pseudokod funkcije merge:
merge (A, i ,m, j ) {
p= i
q=m+1
r= i
w h i l e ( p<=m && q<= j ) {
i f (A[ p]<=A[ q ] ) {
c [ r ]=A[ p ]
p=p+1
}
e l s e {
c [ r ]=A[ q ]
q=q+1
}
r= r +1
}
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w h i l e ( p<=m) {
c [ r ]=A[ p ]
p=p+1
r= r +1
}
w h i l e ( q<= j ) {
c [ r ]=A[ q ]
q=q+1
r= r +1
}
f o r r= i t o j
a [ r ]= c [ r ]
}
Sada opisujem cijeli algoritam mergesort. Algoritam mergesort prima kao ulaz niz A te
indekse i i j, koji oznacˇavaju koji dio niza A zˇelimo sortirati trenutnim pozivom algoritma.
Na pocˇetku algoritma provjeravamo nalazi li se u ulaznom nizu samo jedan element te u
tom slucˇaju ne radimo nisˇta. Ako ulazni niz sadrzˇi visˇe od jednog elementa, tada odredimo
indeks srednjeg elementa u promatranom dijelu niza i time niz podijelimo na dva podniza
podjednake duljine te na svakoj polovici pozovemo mergesort algoritam. Na kraju spajamo
ta dva sortirana podniza u niz pocˇetne duljine, koristec´i opisanu funkciju merge.
Pseudokod mergesort algoritma je prikazan u nastavku:
m e r g e s o r t ( a , i , j ) {
i f ( i == j ) r e t u r n
m=( i + j ) / 2
m e r g e s o r t ( a , i ,m)
m e r g e s o r t ( a ,m+1 , j )
merge ( a , i ,m, j )
}
Slika 2.3 (vidi [3]) prikazuje primjer rada mergesort algoritma na ulaznom nizu od 7 ele-
menata.
Vremenska slozˇenost mergesort algoritma
Za racˇunanje vremenske slozˇenosti algortima, potrebno je izracˇunati broj izvrsˇenih uspo-
redbi i kopiranja elemenata. Ako vrijedi n = 1, gdje je n broj elemenata niza, tada je niz
vec´ sortiran. Stoga pretpostavimo da je n > 1.
Izracˇunajmo prvo vremensku slozˇenost funkcije merge. U svakom prolazu kroz while
petlju, element niza A je kopiran u element niza c. Dakle, svakom elementu se pristupa
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Slika 2.3: Primjer rada mergesort algoritma
tocˇno jednom, stoga zakljucˇujemo kako je vrijeme izvrsˇavanja while petlji jednako O(n).
Istim zakljucˇivanjem dolazimo do iste vremenske slozˇenosti f or petlje. Stoga je vremenska
slozˇenost funkcije merge jednaka O(n) + O(n) = O(n), gdje je n broj elemenata niza.
Oznacˇimo s TMERGES ORT (n) broj usporedbi i kopiranja elemenata potrebnih za sorti-
ranje niza duljine n korisˇtenjem mergesort algoritma. Odredimo vremensku slozˇenost
mergesort algoritma u najgorem slucˇaju. Nakon podjele ulaznog niza na dva podjednaka
podniza, njihove duljine su jednake dn/2e i bn/2c. Stoga broj usporedbi elemenata u tim
podnizovima oznacˇavamo s TMERGES ORT (dn/2e) i TMERGES ORT (bn/2c). Buduc´i da smo po-
kazali kako je vremenska slozˇenost spajanja dva podniza jednaka O(n), dobivamo sljedec´u
rekurzivnu relaciju za vremensku slozˇenost mergesort algoritma:
TMERGES ORT (n) =
0, ako je n = 1TMERGES ORT (dn/2e) + TMERGES ORT (bn/2c) + bn, ako je n ≥ 2,
gdje je b ≥ 0 konstanta.
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Rijesˇimo sada ovu rekurzivnu relaciju. Pretpostavljam prvo da je n potencija broja 2.
Tada postoji cijeli broj k ≥ 0 takav da je n = 2k, odnosno, k = log2(n). Rekurzija tada ima
oblik:
TMERGES ORT (n) = 2TMERGES ORT
(n
2
)
+ bn.
Uvrsˇtavanjem supstitucije n = 2k dobivamo:
TMERGES ORT (2k) = 2TMERGES ORT (2k−1) + b2k,
odnosno,
tk = 2tk−1 + b2k. (2.1)
Koristec´i objasˇnjenja iz prethodnog poglavlja dobivamo da je karakteristicˇna jednadzˇba
jednaka:
(x − 2)2 = 0.
Stoga je opc´e rjesˇenje rekurzije:
tk = c12k + c2k2k,
odnosno,
TMERGES ORT (n) = c1n + c2n log2 n.
Izracˇunajmo sada konstante c1 i c2. Uvrstimo opc´e rjesˇenje u jednadzˇbu (2.1):
c12k + c2k2k = 2(c12k−1 + c2(k − 1)2k−1) + b2k.
Sredivanjem prethodne jednadzˇbe dobivamo: c2 = b.
Iz pocˇetnog uvjeta TMERGES ORT (1) = 0 odredimo konstantu c1:
0 = TMERGES ORT (1) = c1 + b log2(1)
c1 = 0.
Tako dobivamo da je rjesˇenje uvjetne rekurzije:
TMERGES ORT (n) = bn log2(n), za neku konstantu b > 0.
Ocˇito vrijedi TMERGES ORT (n) ∈ O(n log2 n), gdje je n potencija broja 2.
Rijesˇimo sada pocˇetnu rekurziju bezuvjetno, koristec´i definicije i propoziciju iz pret-
hodnog poglavlja. Potrebno je dokazati sljedec´a dva uvjeta:
1. funkcija TMERGES ORT (n) je asimptotski rastuc´a
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2. funkcija f (n) = n log2 n je glatka funkcija.
Dokaz. Prvi uvjet dokazujem matematicˇkom indukcijom.
1. Baza indukcije:
TMERGES ORT (1) = 0 ≤ 2T (1) + T (1) + 2b = T (2).
Time je zadovoljena baza indukcije.
2. Neka je n > 1. Pretpostavimo da za svaki m ∈ N, takav da je m < n, vrijedi
T (m) ≤ T (m + 1). Dokazˇimo da tada vrijedi T (n) ≤ T (n + 1).
3. Korak indukcije:
Prvo uocˇimo sljedec´e nejednakosti:⌊
n + 1
2
⌋
=

⌊
n
2
⌋
, ako je n paran bro j
⌊
n
2
⌋
+ 1, ako je n neparan bro j.
(2.2)
Analogno, ⌈
n + 1
2
⌉
=

⌈
n
2
⌉
+ 1, ako je n paran bro j
⌈
n
2
⌉
, ako je n neparan bro j.
(2.3)
Iz prethodnih jednakosti vrijede sljedec´e nejednakosti:
TMERGES ORT
(⌊n
2
⌋)
≤ TMERGES ORT
(⌊
n + 1
2
⌋)
(2.4)
TMERGES ORT
(⌈n
2
⌉)
≤ TMERGES ORT
(⌈
n + 1
2
⌉)
. (2.5)
Tada za zadani n > 1, koristec´i (2.4) i (2.5), vrijedi:
TMERGES ORT (n) = TMERGES ORT (dn/2e) + TMERGES ORT (bn/2c) + bn
≤ TMERGES ORT (d(n + 1)/2e) + TMERGES ORT (b(n + 1)/2c) + b(n + 1) = T (n + 1).
Ovime je dokazano da je TMERGES ORT (n) asimptotski rastuc´a funkcija.
Sada dokazujem da je funkcija f (n) = n log2 n 2-glatka funkcija. Vrijedi za n ≥ 2:
f (2n) = 2n log2(2n) = 2n(log2 2 + log2 n) ≤
[
log2 2 ≤ log2 n,∀n ≥ 2
]
≤ 2n log2 n + 2n log2 n = 4n log2 n = 4 f (n).
Time smo dobili f (2n) ∈ O( f (n)), odnosno, funkcija f (n) je 2-glatka. 
Primjenjujuc´i propoziciju 1.5.3 slijedi TMERGES ORT (n) ∈ O(n log2 n).
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2.3 Quicksort
Quicksort je vrlo popularna rekurzivna metoda sortiranja nizova. Prosjecˇna vremenska
slozˇenost ovog algoritma, kao sˇto c´emo kasnije pokazati, je O(n log n) te se zbog tog u
praksi cˇesto koristi. Prednost quicksort algoritma nad mergesort algoritmom je sortiranje
u mjestu, odnosno, nije potreban pomoc´ni niz za spremanje sortiranih elemenata.
Ideja quicksort algoritma je sortirati niz A[1], . . . , A[n] uzlazno tako da odaberemo je-
dan cˇlan niza A[ j], j ∈ 1, . . . , n, kojeg zovemo pivot, te raspodijelimo niz tako da sve
cˇlanove niza koji imaju vrijednost manju od vrijednosti pivota stavimo lijevo od njega, a
sve cˇlanove niza koji imaju vec´u vrijednost od vrijednosti pivota stavimo desno od pivota.
Zatim rekurzivno primijenimo quicksort algoritam na lijevu i desnu polovicu niza. Tako
c´emo sortirati cijeli pocˇetni niz.
Za pocˇetak, proucˇimo problem izbora pivotnog elementa. Taj problem c´e rjesˇavati
funkcija f indpivot, koja kao ulazne parametre uzima indekse i i j niza A te vrac´a indeks k
odabranog pivota u nizu A, tako da vrijedi i ≤ k ≤ j.
Uocˇimo, indeks pivotnog elementa u sortiranom nizu, dakle nakon raspodjele eleme-
nata, c´e biti drugacˇiji od vrijednosti koju je vratila funkcija f indpivot. Detaljnije c´u to
opisati pri opisu funkcije partition.
Funkcija f indpivot prvo provjerava nalaze li se u promatranom dijelu niza dvije razli-
cˇite vrijednosti te vec´u odabire za pivot. Ukoliko su sve vrijednosti jednake, funkcija ne
radi nisˇta, odnosno, vrac´a 0.
Pseudokod funkcije f indpivot je:
f i n d p i v o t ( i , j ) {
f i r s t = A[ i ]
f o r k= i +1 t o j do
i f (A[ k]> f i r s t ) t h e n
r e t u r n k
e l s e i f (A[ k]< f i r s t ) t h e n
r e t u r n i
r e t u r n 0
}
Objasnimo sada zasˇto je bitno da vrijednost pivotnog elementa nije najmanja vrijed-
nost u promatranom dijelu niza, odnosno, zasˇto od dvije razlicˇite vrijednosti biramo vec´u.
Promotrimo sljedec´i niz A koji sadrzˇi 6 elemenata:
A[6] = {1, 7, 3, 16, 28, 2}.
Ukoliko broj 1 odaberemo za pivotni element, tada c´e se svi ostali elementi nakon poziva
funkcije partition ponovno nalaziti desno od pivota, a lijevo od pivota se nec´e nalaziti
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niti jedan element. Algoritam quicksort c´e pozvati samog sebe na istom dijelu niza i tako
ponovno odabrati broj 1 za pivot. Time nastaje beskonacˇna rekurzija jer se isti posao
ponavlja svakim pozivom. U nasˇem rjesˇenju c´e se, dakle, lijevo od pivota nalaziti barem
jedan element, buduc´i da je pivot barem druga najmanja vrijednost.
Opisˇimo sada detaljnije problem raspodjele elemenata oko pivotnog elementa. Ovaj
problem rjesˇava funkcija partition. Funkcija partition prima indekse i, j i pivotindex.
Indeksi i i j odreduju koji dio niza A trenutno promatramo, a indeks pivotindex je indeks
pivota koji je vratila funkcija f indpivot. Uvodimo nove indekse l i r, koji c´e oznacˇavati
lijevu i desnu stranu promatranog niza. Sve elemente niza A usporedujemo s pivotnim
elementom. Promatrajuc´i elemente slijeva nadesno, ukoliko je promatrani element manji
ili jednak pivotnom elementu, tada povec´avamo indeks l. Ako dodemo do elementa koji
je vec´i od pivota, stajemo s povec´avanjem indeksa l. Zatim promatramo elemente zdesna
nalijevo. Ako je promatrani element vec´i od pivotnog elementa, tada smanjujemo indeks
r, a ako je manji od pivota, tada stajemo sa smanjivanjem indeksa r. S obje strane smo
pronasˇli elemente koji nisu u ispravnom poretku (lijevo manji od pivota, desno vec´i) te ih
zamjenjujemo da bi dosˇli na pravu stranu.
Ponavljajuc´i ovaj postupak, sve c´emo elemente staviti na ispravnu stranu, tako da se
konacˇno svi elementi manji ili jednaki od pivota nalaze lijevo od njega, a svi elementi vec´i
od pivota se nalaze desno od njega. Uocˇimo da pivot tako dolazi na konacˇno mjesto u
sortiranom nizu te funkcija partition vrac´a njegov indeks.
Pseudokod funkcije partition je:
p a r t i t i o n ( i , j , p i v o t i n d e x ) {
p i v o t =A[ p i v o t i n d e x ]
l = i
r= j
w h i l e ( l < r ) {
w h i l e (A[ l ]<= p i v o t ) l ++
w h i l e (A[ r ]> p i v o t ) r−−
i f ( l < r ) t h e n
swap (A[ l ] , A[ r ] )
}
swap (A[ p i v o t i n d e x ] , A[ r ] )
r e t u r n r
}
Slika 2.4 pokazuje korake rada upravo opisane funkcije partition. Pivotni element je
obojan crvenom bojom, a elementi koje zamjenjujemo plavom bojom. Uocˇimo da se pivot
na pocˇetku rada nalazi na indeksu 0, a na kraju rada na indeksu 4.
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12 7 27 3 35 7 10
⇑ l ⇑ r
12 7 27 3 35 7 10
⇑ l ⇑ r
12 7 27 3 35 7 10
⇑ l ⇑ r
12 7 10 3 35 7 27
⇑ l ⇑ r
12 7 10 3 35 7 27
⇑ l ⇑ r
12 7 10 3 35 7 27
⇑ l ⇑ r
12 7 10 3 35 7 27
⇑ l ⇑ r
12 7 10 3 7 35 27
⇑ l ⇑ r
12 7 10 3 7 35 27
⇑ r ⇑ l
7 7 10 3 12 35 27
⇑ r ⇑ l
1
Slika 2.4: Primjer rada funkcije partition
Algoritam quicksort prima kao ulazne parametre indekse i i j, koji oznacˇavaju koji dio
niza A ovim pozivom zˇelimo sortirati. Na pocˇetku algoritma zovemo funkciju f indpivot
te, ukoliko je pivot odreden, pozivamo funkciju partition, koja c´e rasporediti elemente oko
pivota. Zatim pozivamo algoritam quicksort na podnizu lijevo od pivota i na podnizu desno
od pivota. Rezultat je uzlazno sortiran niz A.
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Prikazˇimo u nastavku pseudokod quicksort algoritma:
q u i c k s o r t ( i , j ) {
p i v o t i n d e x = f i n d p i v o t ( i , j )
i f p i v o t i n d e x != 0 t h e n
k = p a r t i t i o n ( i , j , p i v o t i n d e x )
q u i c k s o r t ( i , k−1)
q u i c k s o r t ( k , j )
}
Vremenska slozˇenost quicksort algoritma
Neka je s TQ(n) oznacˇeno prosjecˇno vrijeme izvrsˇavanja quicksort algoritma za sortiranje
n elemenata. Ako je n = 1 tada je TQ(1) = c, za neku konstantu c > 0. Pretpostavimo
da je n > 1 i da su vrijednosti svih elemenata razlicˇite. Tada c´e za funkcije f indpivot i
partition trebati dn vremena, gdje je d > 0 konstanta. Nakon funkcija f indpivot i partition
algoritam quicksort poziva samog sebe na 2 manja podniza. Dakle, dobivamo sljedec´u
gornju granicu za TQ(n):
TQ(n) ≤ TR(n) + dn,
gdje je TR(n) prosjecˇno vrijeme trajanja rekurzivnih poziva.
Odredimo sada TR(n). Neka lijevi podniz ima i od n elemenata, a desni n− i elemenata.
Vrijedi:
TR(n) =
n−1∑
i=1
pi
[
TQ(i) + TQ(n − i)] ,
gdje je pi vjerojatnost da lijevi podniz ima tocˇno i elemenata. S obzirom na pretpostavku da
su vrijednosti svih elemenata razlicˇite, pivot se u lijevom podnizu mora nalaziti na indeksu
0 ili 1. Stoga je vjerojatnost pi jednaka 2in(n−1) . Time dobivamo:
TQ(n) ≤
n−1∑
i=1
2i
n(n − 1)
[
TQ(i) + TQ(n − i)] + dn.
Iz jednakosti
∑n−1
i=1 f (i) =
∑n−1
i=1 f (n − i) dobivamo relaciju:
n−1∑
i=1
f (i) =
1
2
n−1∑
i=1
[
f (i) + f (n − i)] . (2.6)
Neka je f (i) = 2in(n−1) [T (i) + T (n − i)]. Tada, koristec´i relaciju (2.6), dobivamo sljedec´u
nejednakost za TQ(n):
TQ(n) ≤ 12
n−1∑
i=1
[
2i
n(n − 1)
[
TQ(i) + TQ(n − i)] + 2(n − i)n(n − 1) [TQ(n − i) + TQ(i)]
]
+ dn
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≤ 1
n − 1
n−1∑
i=1
[
TQ(i) + TQ(n − i)] + dn ≤ 2n − 1
n−1∑
i=1
TQ(i) + dn.
Sada dokazujem matematicˇkom indukcijom da postoji konstanta a > 0, takva da vri-
jedi:
TQ(n) ≤ an log n, ∀n ≥ 2.
1. Baza indukcije: Neka je n = 2. Tada imamo:
TQ(2) ≤ 2TQ(1) + 2d ≤ 2c + 2d.
Iz TQ(2) ≤ a2 log 2 slijedi:
c + d ≤ a log 2,
odnosno,
a ≥ c + d
log 2
.
2. Neka je n ∈ N, n > 2. Pretpostavimo da za svaki i ∈ N, takav da je i < n, vrijedi
T (i) ≤ ai log i. Dokazˇimo da tada vrijedi T (n) ≤ an log n.
3. Korak indukcije:
TQ(n) ≤ 2n − 1
n−1∑
i=1
TQ(i) + dn ≤ 2an − 1
n−1∑
i=1
i log i + dn. (2.7)
Sumu
∑n−1
i=1 i log i ocjenjujemo odozgo:
n−1∑
i=1
i log i ≤
n/2∑
i=1
i log i +
n−1∑
i=n/2+1
i log i ≤
n/2∑
i=1
i(log n − 1) +
n−1∑
i=n/2+1
i log n
≤ n
4
(n
2
+ 1
)
log n − n
4
(n
2
+ 1
)
+
3
4
n
(n
2
− 1
)
log n ≤
(
n2
2
− n
2
)
log n −
(
n2
8
+
n
4
)
.
Ovu gornju ogradu uvrstimo u (2.7) i dobivamo:
TQ(n) ≤ an log n − an4 −
an
2(n − 1) + dn.
Ako je a ≥ 4c tada je −an4 − an2(n−1) + dn ≤ 0, pa vrijedi:
TQ(n) ≤ an log n.
Dakle, konacˇno dobivamo TQ(n) ∈ O(n log n).
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2.4 Mnozˇenje velikih cijelih brojeva
Promotrimo sada malo drugacˇiju primjenu metode ”podijeli pa vladaj” za mnozˇenje ve-
likih cijelih brojeva. Opc´enito, vremenska slozˇenost racˇunanja produkta dva cijela broja
prikaziva u racˇunalu je O(1). Medutim, prilikom mnozˇenja cijelih brojeva proizvoljne du-
ljine to visˇe ne vrijedi, vec´ se vremenska slozˇenost povec´ava. Klasicˇan algoritam mnozˇenja
dva velika cijela broja ima vremensku slozˇenost O(n2), gdje je n broj znamenaka cijelog
broja, no koristec´i metodu podijeli pa vladaj, kao sˇto c´e biti opisano u ovom poglavlju, ta
slozˇenost mozˇe biti znacˇajno smanjena.
Slika 2.5 prikazuje jedan primjer mnozˇenja dva binarna broja koristec´i klasicˇan algori-
tam. Neka su x = 1001 i y = 1011 dva binarna broja. Njihov produkt racˇunamo tako da
svaku znamenku iz y pomnozˇimo s brojem x te smo tako izracˇunali parcijalne produkte.
Zbrojimo sve parcijalne produkte i dobijemo produkt xy.
Slika 2.5: Primjer mnozˇenja klasicˇnim algoritmom
Pokusˇajmo sada poboljsˇati algoritam tako da n-bitne brojeve razdvojimo na dva dijela
duljine n2 bitova. Radi jednostavnosti, pretpostavimo da je n potencija broja 2. Neka su X i
Y dva n-bitna cijela broja. Cijele brojeve X i Y mozˇemo raspisati na sljedec´i nacˇin:
X = A B = A2
n
2 + B
Y = C D = C2
n
2 + D.
Na primjer, cijeli broj Z = 10110001 mozˇemo podijeliti na dva 4-bitna broja A i B,
gdje je A = 1011 i B = 0001.
Produkt brojeva X i Y jednak je:
XY = AC2n + (AD + BC) 2
n
2 + BD. (2.8)
Dakle, koristec´i jednadzˇbu (2.8), za racˇunanje produkta potrebno je izracˇunati 4 pro-
dukata n2 -bitnih brojeva (to su: AC, AD, BC i BD), 3 zbrajanja s najvisˇe 2n bitova i 2
POGLAVLJE 2. PRIMJERI METODE ”PODIJELI PA VLADAJ” 23
mnozˇenja s 2n i 2
n
2 . Pritom, mnozˇenje brojeva s 2n je, zapravo, jednostavno pomicanje n
bitova ulijevo.
Vremenska slozˇenost
Uocˇimo da zbrajanja i pomicanja bitova zahtijevaju O(n) koraka, a mnozˇenja n2 -bitnih bro-
jeva se racˇunaju prema gore opisanom postupku. Time dobivamo sljedec´u rekurzivnu re-
laciju za racˇunanje vremenske slozˇenosti:
T (n) =
 d, ako je n = 14T (n2 ) + bn, ako je n > 1,
za neku konstantu b i za d > 0.
Rjesˇavanjem ove rekurzivne relacije dobivamo da je slozˇenost opisanog algoritma jed-
naka O(n2). Buduc´i da je slozˇenost ista kao kod klasicˇnog algoritma, mogli bismo rec´i
da smo bespotrebno zakomplicirali racˇun, a dobili istu slozˇenost. Odnosno, mogli bismo
rec´i kako nismo nisˇta postigli. Medutim, pokusˇajmo poboljsˇati algoritam tako da trebamo
samo 3 rekurzivna poziva.
Poboljsˇanje algoritma
Razmotrimo racˇunanje broja AD + BC koristec´i sljedec´i identitet:
AD + BC = (A + B)(C + D) − AC − BD.
Time imamo samo 3 mnozˇenja. Tako, produkt brojeva X i Y , smanjimo na 3 mnozˇenja
cijelih brojeva velicˇine n2 i 6 zbrajanja i oduzimanja, te dobivamo sljedec´u rekurziju:
T (n) =
 d, ako je n = 13T (n2 ) + bn, ako je n > 1,
za neku konstantu b i za d > 0.
Rijesˇimo sada ovu rekurziju kao sˇto je opisano u prethodnom poglavlju. Prvo uvodimo
supstituciju n = 2k, odnosno, k = log2(n). Time rekurzija ima oblik:
T (2k) = 3T (2k−1) + b2k,
odnosno, uz oznaku T (n) = T (2k) = tk:
tk = 3tk−1 + b2k. (2.9)
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Tada je karakteristicˇna jednadzˇba:
(x − 3)(x − 2) = 0,
te je opc´e rjesˇenje rekurzije jednako:
tk = c12k + c23k, (2.10)
ili
T (n) = c1n + c23log2 n.
Odredimo konstante c1 i c2. Konstantu c1 odredimo tako da rjesˇenje rekurzije (2.10) uvr-
stimo u (2.9). Dobivamo:
c12k + c23k = 3(c12k−1 + c23k−1) + b2k,
odnosno,
c12k = 3c12k−1 + b2k.
Sredivanjem ove jednadzˇbe konacˇno dobivamo c1 = −2b. Iz pocˇetnog uvjeta T (1) = d
dobijemo:
c2 = d + 2b.
Uz uvjete b, d ≥ 0 ocˇito vrijedi c2 ≥ 0, te buduc´i da vrijedi 3log2 n = nlog2 3, dobivamo:
T (n) ∈ O(nlog2 3).
Dakle, slozˇenost je O(nlog2 3) = O(n1.59), sˇto nam daje izuzetan napredak u odnosu na
klasicˇnu metodu.
Na kraju pogledajmo pseudokod navedenog algoritma:
M u l t i p l i c a t i o n (X, Y, n ) {
s := s i g n (X) ∗ s i g n (Y ) ;
X:= abs (X ) ;
Y:= abs (Y ) ;
i f n=1 t h e n
i f X=1 and Y=1 t h e n
r e t u r n s
e l s e
r e t u r n 0
e l s e {
A:= l i j e v i h n / 2 b i t o v a od X;
B:= d e s n i h n / 2 b i t o v a od X;
C:= l i j e v i h n / 2 b i t o v a od Y;
POGLAVLJE 2. PRIMJERI METODE ”PODIJELI PA VLADAJ” 25
D:= d e s n i h n / 2 b i t o v a od Y;
m1:= M u l t i p l i c a t i o n (A, C , n / 2 ) ;
m2:= M u l t i p l i c a t i o n (A−B , D−C , n / 2 ) ;
m3:= M u l t i p l i c a t i o n (B , D, n / 2 ) ;
r e t u r n ( s ∗ (m1∗2n + (m1+m2+m3) ∗ 2n/2 + m3 ) )
}
}
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2.5 Mnozˇenje matrica
Kao zadnji primjer opisujem problem mnozˇenja matrica. Opisat c´u dvije verzije algoritma
oblikovanog metodom ”podijeli pa vladaj” koji rjesˇava problem mnozˇenja kvadratnih ma-
trica. Prva verzija c´e imati istu slozˇenost kao klasicˇan algoritam mnozˇenja matrica, no
druga verzija, poznata kao Strassenov algoritam, c´e prikazivati efikasniji algoritam.
Neka su A i B dvije kvadratne matrice reda n ∈ N. Cilj nam je izracˇunati njihov produkt
C = AB.
Klasicˇni algoritam
Koristec´i klasicˇnu metodu, produkt matrica C racˇunamo koristec´i forumulu:
C(i, j) =
n∑
k=1
A(i, k)B(k, j).
Ova formula zahtijeva n3 mnozˇenja i n3 − n2 zbrajanja. Stoga je vremenska slozˇenost ovog
algoritma O(n3).
Prva verzija ”podijeli pa vladaj” algoritma
Radi jednostavnosti, pretpostavimo da je n potencija broja 2. Tada svaku od matrica A, B i
C mozˇemo podijeliti na 4 matrice reda n2 , ovako:
A =
[
A11 A12
A21 A22
]
, B =
[
B11 B12
B21 B22
]
, C =
[
C11 C12
C21 C22
]
.
Tada produkt C racˇunamo na ovaj nacˇin:
C =
[
C11 C12
C21 C22
]
=
[
A11B11 + A12B21 A11B12 + A12B22
A21B11 + A22B21 A21B12 + A22B22
]
.
Ovakvo racˇunanje produkta C = AB zahtijeva 8 mnozˇenja i 4 zbrajanja matrica reda n2 .
Oznacˇimo li s T (n) broj mnozˇenja i zbrajanja potrebnih za racˇunanje produkta matrica reda
n, dobivamo da je vremenska slozˇenost ovog algoritma opisana rekurzivnom relacijom:
T (n) = 8T
(n
2
)
+ 4
(n
2
)2
.
Rjesˇavanjem ove relacije dobivamo vremensku slozˇenost O(n3). Zakljucˇujemo da ovakvim
nacˇinom oblikovanja algoritma ne dobivamo efikasniji algoritam u usporedbi s klasicˇnom
metodom.
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Strassenov algoritam
Konstruirajmo sada drugu verziju algoritma oblikovanog metodom ”podijeli pa vladaj”.
Neka su matrice A, B i C reda n podijeljene kao sˇto je vec´ opisano. Cilj je oblikovati
algoritam koji koristi manje mnozˇenja matrica reda n2 , u odnosu na prvu verziju i tako
dobiti efikasniji algoritam.
Prije racˇunanja samog produkta C, potrebno je izracˇunati sljedec´e produkte:
P1 = (A11 + A22)(B11 + B22)
P2 = (A21 + A22)B11
P3 = A11(B12 − B22)
P4 = A22(B21 − B11)
P5 = (A11 + A12)B22
P6 = (A21 − A11)(B11 + B12)
P7 = (A12 − A22)(B21 + B22).
Produkt C racˇunamo ovako:
C =
[
P1 + P4 − P5 + P7 P3 + P5
P2 + P4 P1 + P3 − P2 + P6
]
.
U nastavku je prikazan pseudokod Strassenovog algoritma:
S t r a s s e n (A, B)
i f n=1 t h e n r e t u r n ( A · B )
e l s e
compute A11, B11, . . . , A22, B22
P1 = S t r a s s e n ( A11 + A22, B11 + B22 )
P2 = S t r a s s e n ( A21 + A22, B11 )
P3 = S t r a s s e n ( A11, B12 − B22 )
P4 = S t r a s s e n ( A22, B21 − B11 )
P5 = S t r a s s e n ( A11 + A12, B22 )
P6 = S t r a s s e n ( A21 − A11, B11 + B12 )
P7 = S t r a s s e n ( A12 − A22, B21 + B22 )
C11 = P1 + P4 − P5 + P7
C12 = P3 + P5
C21 = P2 + P4
C22 = P1 + P3 − P2 + P6
r e t u r n C
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Vremenska slozˇenost Strassenovog algoritma
Kako bismo smanjili vremensku slozˇenost ovog algoritma, cilj nam je bio smanjiti broj
mnozˇenja matrica i time povec´ati broj zbrajanja i oduzimanja. Ovaj algoritam koristi 7
mnozˇenja i 18 zbrajanja matrica reda n2 . Dakle, rekurzivna relacija koja opisuje vremensku
slozˇenost ovog algoritma je:
T (n) =
 m, ako n = 17T ( n2 ) + 18( n2 )2a, ako n > 1.
Time dobivamo vremensku slozˇenost jednaku O(nlog 7) = O(n2.81).
Slika 2.6 prikazuje efikasnost Strassenovog algoritma u odnosu na klasicˇan algoritam
i prethodno opisan algoritam oblikovan metodom ”podijeli pa vladaj”, cˇije su vremenske
slozˇenosti O(n3).
Slika 2.6: Usporedba Strassenovog i klasicˇnog algoritma
Poglavlje 3
Testiranje
Testiranje je pokusno izvodenje programa, pisanog u odredenom programskom jeziku, sa
svrhom verifikacije i validacije. Verifikacija je provjera radi li program prema odredenim
specifikacijama, a validacija je provjera odgovara li program potrebama korisnika. Dakle,
testiranjem se provjerava radi li program ispravno te se tako mogu otkriti i otkloniti moguc´e
gresˇke.
U ovom diplomskom radu c´u testirati programe tako sˇto c´u mjeriti vrijeme izvrsˇavanja
programa, ovisno o velicˇini ulaznih podataka. Programi za testiranje su pisani u program-
skom jeziku C++. Testiranje je izvrsˇeno na racˇunalu s 4 GB radne memorije i dvojezgre-
nim procesorom cˇija je brzina 1.9 GHz.
3.1 Testiranje algoritma binarnog pretrazˇivanja
Za pocˇetak, testirajmo algoritam binarnog pretrazˇivanja opisan u poglavlju 2.1. Prisjetimo
se, binarno pretrazˇivanje provjerava nalazi li se cijeli broj x u nizu uzlazno sortiranih cijelih
brojeva A.
Ulazni podaci, odnosno, niz cijelih brojeva A i cijeli broj x su slucˇajno generirani cijeli
brojevi iz intervala [0, 100000]. Algoritam sam testirala na nizovima duljine 5 000, 10 000,
50 000, 100 000, 200 000, 300 000, 400 000, 500 000, 600 000, 700 000, 800 000, 900 000,
1 000 000, 1 500 000, 2 000 000, 2 500 000 i 3 000 000. Za svaku od navedenih duljina
niza mjerila sam vrijeme izvrsˇavanja 100 puta, te odredila prosjecˇno vrijeme izvrsˇavanja.
Rezultati testiranja su prikazani u tablici 3.1 i tocˇkastom grafu, koji se nalazi na slici 3.1.
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Duljina ulaznog niza cijelih brojeva (n) Prosjecˇno vrijeme izvrsˇavanja (ms)
5 000 0.10743
10 000 0.24635
50 000 1.66885
100 000 3.57241
200 000 7.4624
300 000 11.4729
400 000 15.339
500 000 19.4324
600 000 20.9522
700 000 24.2412
800 000 27.3512
900 000 30.5474
1 000 000 32.4619
1 500 000 41.444
0 500000 1000000 1500000
Duljina niza (n)
10
0
10
20
30
40
50
60
70
80
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je
m
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Slika 3.1: Graf testiranja algoritma binarnog pretrazˇivanja
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3.2 Testiranje mergesort algoritma
Prilikom testiranja mergesort algoritma za sortiranje nizova cijelih brojeva koristila sam,
takoder, program algoritma pisan u programskom jeziku C++. Testiranje sam izvrsˇavala
na nizovima duljine 5 000, 10 000, 50 000, 100 000, 200 000, 300 000, 400 000, 500 000,
600 000, 700 000, 800 000, 900 000, 1 000 000 i 1 500 000, cˇije su vrijednosti slucˇajno
generirani cijeli brojevi iz intervala [0, 100000].
Postupak mjerenja vremena izvrsˇavanja mergesort algoritma sam ponavljala 100 puta
za svaku duljinu ulaznog niza, te izracˇunala prosjecˇno vrijeme izvrsˇavanja algoritma. Ta-
blica 3.2 prikazuje prosjecˇno vrijeme izvrsˇavanja programa u milisekundama.
Duljina ulaznog niza cijelih brojeva (n) Prosjecˇno vrijeme izvrsˇavanja (ms)
5 000 10.2275
10 000 20.9238
50 000 106.916
100 000 217.668
200 000 451.86
300 000 700.432
400 000 917.22
500 000 1 105.49
600 000 1 210.45
700 000 1 655.61
800 000 1 975.18
900 000 2 121.71
1 000 000 2 339.02
1 500 000 3 661.33
Slika 3.2 prikazuje tocˇkasti graf testiranja mergesort algoritma na kojem je vidljiv od-
nos duljine niza i vremena izvrsˇavanja algoritma.
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Slika 3.2: Graf testiranja mergesort algoritma
3.3 Testiranje Strassenovog algoritma
Kao sˇto je navedeno u prethodnom poglavlju, Strassenov algoritam koristimo za mnozˇenje
kvadratnih matrica reda n ∈ N, pri cˇemu je n potencija broja 2. Testiranje sam izvrsˇavala
na matricama reda 2, 4, 8, 16, 32, 64, 128 i 256. Analogno kao kod mergesort algoritma
i algoritma binarnog pretrazˇivanja, postupak mjerenja vremena izvrsˇavanja ponavljala sam
100 puta za svaku vrijednost reda matrice, te izracˇunala prosjecˇno vrijeme izvrsˇavanja.
Rezultati mjerenja navedeni su u tablici 3.3 i prikazani na tocˇkastom grafu. Vrijednosti
kvadratnih matrica su slucˇajno generirani brojevi iz intervala [1, 10].
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Red kvadratnih matrica (n) Prosjecˇno vrijeme izvrsˇavanja (ms)
2 0.04854
4 0.39966
8 1.97884
16 11.6425
32 82.4216
64 570.436
128 3 992.88
256 28 469.8
50 0 50 100 150 200 250 300
Dimenzije kvadratnih matrica (n)
5000
0
5000
10000
15000
20000
25000
30000
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s)
Slika 3.3: Graf testiranja Strassenovog algoritma
Poglavlje 4
Prilozi
4.1 BinarySearch.cpp
# i f n d e f BINARYSEARCH C INCLUDED
# d e f i n e BINARYSEARCH C INCLUDED
# i n c l u d e < i o s t r e a m > / / s t d : : c o u t
# i n c l u d e <a l g o r i t h m > / / s t d : : b i n a r y s e a r c h , s t d : : s o r t
# i n c l u d e <v e c t o r > / / s t d : : v e c t o r
# i n c l u d e <c t ime >
boo l m y f u n c t i o n ( i n t i , i n t j ) { r e t u r n ( i < j ) ; }
i n t B i n a r y S e a r c h ( s t d : : v e c t o r < i n t > A, i n t s t a r t ,
i n t end , i n t x ) {
i f ( s t a r t >end ) r e t u r n −1;
e l s e {
i n t mid =( s t a r t +end ) / 2 ;
i f ( x==A[ mid ] ) r e t u r n mid ;
e l s e {
i f ( x<A[ mid ] )
r e t u r n B i n a r y S e a r c h (A, s t a r t , mid−1 , x ) ;
e l s e
r e t u r n B i n a r y S e a r c h (A, mid +1 , end , x ) ;
}
}
}
34
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i n t main ( ) {
i n t b r o j , b r o j E l e m e n a t a , x , i =0;
s t d : : v e c t o r < i n t > A;
s t d : : v e c t o r <double > v r i j e m e ;
s t d : : c o u t << ” Unes i b r o j e l e m e n a t a : ” ;
s t d : : c i n >> b r o j E l e m e n a t a ;
w h i l e ( i <100) {
c l o c k t p ;
/ / s l u c a j n o odaberemo b r o j k o j i cemo t r a z i t i
x = ( i n t ) r and ( ) % 100000;
/ / s l u c a j n o g e n e r i r a m o n i z c i j e l i h b r o j e v a
f o r ( i n t j =0; j <b r o j E l e m e n a t a ; j ++) {
b r o j = ( i n t ) r and ( ) % 100000;
A. p u s h b a c k ( b r o j ) ;
}
/ / s o r t i r a m o n i z c i j e l i h b r o j e v a
s t d : : s o r t (A. b e g i n ( ) , A. end ( ) ) ;
p = c l o c k ( ) ;
B i n a r y S e a r c h (A, 0 , b r o j E l e m e n a t a −1 , x ) ;
p = c l o c k ( ) − p ;
/ / i z r acunamo v r i j e m e i z v r s a v a n j a u sekundama
do ub le sekunde = ( ( d ou b l e ) p ) / CLOCKS PER SEC ;
v r i j e m e . p u s h b a c k ( sekunde ∗1 0 0 0 ) ;
A. c l e a r ( ) ;
i ++;
}
do ub l e s u m a M i l i s e k u n d i =0;
f o r ( i n t i =0; i <100; i ++) s u m a M i l i s e k u n d i +=v r i j e m e [ i ] ;
s t d : : c o u t << ” P r o s j e c n o v r i j e m e i z v r s a v a n j a = ”
<< ( s u m a M i l i s e k u n d i / 1 0 0 ) << ” ms”<< s t d : : e n d l ;
r e t u r n 0 ;
}
# e n d i f / / BINARYSEARCH C INCLUDED
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4.2 Mergesort.cpp
# i n c l u d e < i o s t r e a m >
# i n c l u d e <a l g o r i t h m >
# i n c l u d e <v e c t o r >
# i n c l u d e <c t ime >
# i n c l u d e < c s t d l i b >
s t d : : v e c t o r < i n t > A; / / u l a z n i n i z c i j e l i h b r o j e v a
vo id merge ( i n t i , i n t m, i n t j ) {
s t d : : v e c t o r < i n t > C ;
i n t p= i , q=m+1 , r= i ;
w h i l e ( p<=m && q<= j ) {
i f (A[ p]<=A[ q ] ) {
C . p u s h b a c k (A[ p ] ) ;
p++;
}
e l s e {
C . p u s h b a c k (A[ q ] ) ;
q++;
}
}
w h i l e ( p<=m) {
C . p u s h b a c k (A[ p ] ) ;
p++;
}
w h i l e ( q<= j ) {
C . p u s h b a c k (A[ q ] ) ;
q++;
}
f o r ( i n t k =0; k<C . s i z e ( ) ; k++) {
A[ r+k ] = C[ k ] ;
}
}
vo id m e r g e s o r t ( i n t i , i n t j ) {
i f ( i == j ) r e t u r n ;
i n t m = ( i + j ) / 2 ;
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m e r g e s o r t ( i , m) ;
m e r g e s o r t (m+1 , j ) ;
merge ( i , m, j ) ;
}
i n t main ( ) {
i n t b r o j , b r o j E l e m e n a t a , x , i =0;
c l o c k t poce tak , k r a j ;
s t d : : v e c t o r <double > v r i j e m e ;
s t d : : c o u t << ” Unes i b r o j e l e m e n a t a n i z a : ” ;
s t d : : c i n >> b r o j E l e m e n a t a ;
w h i l e ( i <100) {
/ / s l u c a j n o g e n e r i r a j n i z b r o j e v a
f o r ( i n t j =0; j <b r o j E l e m e n a t a ; j ++) {
b r o j = ( i n t ) r and ( ) % 100000;
A. p u s h b a c k ( b r o j ) ;
}
p o c e t a k = c l o c k ( ) ;
m e r g e s o r t ( 0 , b r o j E l e m e n a t a −1 ) ;
k r a j = c l o c k ( ) − p o c e t a k ;
do ub l e sekunde = ( ( d ou b l e ) ( k r a j ) ) / CLOCKS PER SEC ;
v r i j e m e . p u s h b a c k ( sekunde ∗1 0 0 0 ) ;
A. c l e a r ( ) ;
i ++;
}
do ub l e s u m a M i l i s e k u n d i =0;
f o r ( i n t i =0; i <100; i ++)
s u m a M i l i s e k u n d i +=v r i j e m e [ i ] ;
s t d : : c o u t << ” P r o s j e c n o v r i j e m e i z v r s a v a n j a = ”
<< ( s u m a M i l i s e k u n d i / 1 0 0 ) << ” ms . ” << s t d : : e n d l ;
r e t u r n 0 ;
}
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4.3 Strassen.cpp
# i n c l u d e < i o s t r e a m >
# i n c l u d e <v e c t o r >
# i n c l u d e <c t ime >
# i n c l u d e <a r r a y >
c l a s s M a t r i x {
p u b l i c :
i n t n ; / / r e d m a t r i c e
s t d : : v e c t o r < i n t > Data ; / / v r i j e d n o s t i m a t r i c e
Ma t r i x ( ) = d e f a u l t ;
Ma t r i x ( i n t N) {
n = N;
}
i n t o p e r a t o r ( ) ( i n t i , i n t j ) {
r e t u r n Data [ i ∗n+ j ] ;
}
} ;
vo id i s p i s M a t r i c e ( M a t r i x A) {
i n t i , j ;
f o r ( i n t i =0; i <A. n ; i ++) {
f o r ( i n t j =0; j <A. n ; j ++) {
s t d : : c o u t << A( i , j ) << ” ” ;
}
s t d : : c o u t << s t d : : e n d l ;
}
s t d : : c o u t << s t d : : e n d l ;
}
Ma t r ix o p e r a t o r +( M a t r i x& A, M at r i x& B) {
Ma t r ix C ;
C . n = A. n ;
f o r ( i n t i =0; i <A. n ; i ++) {
f o r ( i n t j =0; j <A. n ; j ++) {
C . Data . p u s h b a c k (A( i , j )+B( i , j ) ) ;
}
}
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r e t u r n C ;
}
Ma t r ix o p e r a t o r −( M a t r i x& A, M at r i x& B) {
Ma t r ix C ;
C . n = A. n ;
f o r ( i n t i =0; i <A. n ; i ++) {
f o r ( i n t j =0; j <A. n ; j ++) {
C . Data . p u s h b a c k (A( i , j )−B( i , j ) ) ;
}
}
r e t u r n C ;
}
/ / A i B su k v a d r a t n e m a t r i c e i s t o g r e d a
Ma t r i x S t r a s s e n ( M a t r i x A, M a t r i x B) {
Ma t r ix C ;
C = A. n ;
i f (A. n==1) {
i n t x = A( 0 , 0 ) ∗B ( 0 , 0 ) ;
C . Data . p u s h b a c k ( x ) ;
r e t u r n C ;
}
e l s e {
Ma t r ix A11 , A12 , A21 , A22 ;
A11 . n = A12 . n = A21 . n = A22 . n = A. n / 2 ;
f o r ( i n t i =0; i <A. n / 2 ; i ++) {
f o r ( i n t j =0; j <A. n / 2 ; j ++) {
A11 . Data . p u s h b a c k (A( i , j ) ) ;
}
}
f o r ( i n t i =0; i <A. n / 2 ; i ++) {
f o r ( i n t j =A. n / 2 ; j <A. n ; j ++) {
A12 . Data . p u s h b a c k (A( i , j ) ) ;
}
}
f o r ( i n t i =A. n / 2 ; i <A. n ; i ++) {
f o r ( i n t j =0; j <A. n / 2 ; j ++) {
A21 . Data . p u s h b a c k (A( i , j ) ) ;
}
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}
f o r ( i n t i =A. n / 2 ; i <A. n ; i ++) {
f o r ( i n t j =A. n / 2 ; j <A. n ; j ++) {
A22 . Data . p u s h b a c k (A( i , j ) ) ;
}
}
Ma t r ix B11 , B12 , B21 , B22 ;
B11 . n = B12 . n = B21 . n = B22 . n = B . n / 2 ;
f o r ( i n t i =0; i <B . n / 2 ; i ++) {
f o r ( i n t j =0; j <B . n / 2 ; j ++) {
B11 . Data . p u s h b a c k (B( i , j ) ) ;
}
}
f o r ( i n t i =0; i <B . n / 2 ; i ++) {
f o r ( i n t j =B . n / 2 ; j <B . n ; j ++) {
B12 . Data . p u s h b a c k (B( i , j ) ) ;
}
}
f o r ( i n t i =B . n / 2 ; i <B . n ; i ++) {
f o r ( i n t j =0; j <B . n / 2 ; j ++) {
B21 . Data . p u s h b a c k (B( i , j ) ) ;
}
}
f o r ( i n t i =B . n / 2 ; i <B . n ; i ++) {
f o r ( i n t j =B . n / 2 ; j <B . n ; j ++) {
B22 . Data . p u s h b a c k (B( i , j ) ) ;
}
}
Ma t r ix P1 , P2 , P3 , P4 , P5 , P6 , P7 ;
P1 . n = P2 . n = P3 . n = P4 . n =
P5 . n = P6 . n = P7 . n = A. n / 2 ;
Ma t r i x a = A11 + A22 , b= B11+B22 ;
P1 = S t r a s s e n ( a , b ) ;
P2 = S t r a s s e n ( A21+A22 , B11 ) ;
P3 = S t r a s s e n ( A11 , B12−B22 ) ;
P4 = S t r a s s e n ( A22 , B21−B11 ) ;
P5 = S t r a s s e n ( A11+A12 , B22 ) ;
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P6 = S t r a s s e n ( A21−A11 , B11+B12 ) ;
P7 = S t r a s s e n ( A12−A22 , B21+B22 ) ;
Ma t r i x C11 , C12 , C21 , C22 ;
C11 . n = C12 . n = C21 . n = C22 . n = B . n / 2 ;
C . n = A. n ;
C11 = P1 + P4 ; / / C11 = P1 + P4 − P5 + P7 ;
C11 = C11 − P5 ;
C11 = C11 + P7 ;
C12 = P3 + P5 ;
C21 = P2 + P4 ;
C22 = P1 + P3 ; / / C22 = P1 + P3 − P2 + P6 ;
C22 = C22 − P2 ;
C22 = C22 + P6 ;
f o r ( i n t i =0; i <C11 . n ; i ++) {
f o r ( i n t j =0; j <C11 . n ; j ++) {
C . Data . p u s h b a c k ( C11 ( i , j ) ) ;
}
f o r ( i n t j =0; j <C11 . n ; j ++) {
C . Data . p u s h b a c k ( C12 ( i , j ) ) ;
}
}
f o r ( i n t i =0; i <C21 . n ; i ++) {
f o r ( i n t j =0; j <C21 . n ; j ++) {
C . Data . p u s h b a c k ( C21 ( i , j ) ) ;
}
f o r ( i n t j =0; j <C22 . n ; j ++) {
C . Data . p u s h b a c k ( C22 ( i , j ) ) ;
}
}
r e t u r n C ;
}
}
i n t main ( vo id ) {
i n t a , b , n , i =0;
c l o c k t c ;
s t d : : v e c t o r <double > v r i j e m e ;
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s t d : : c o u t << ” Unes i d i m e n z i j e k v a d r a t n i h m a t r i c a : ” ;
s t d : : c i n >> n ;
w h i l e ( i <100) {
Ma t r ix A( n ) , B( n ) ;
/ / s l u c a j n o g e n e r i r a n j e m a t r i c a A i B
f o r ( i n t i =0; i <n ; i ++) {
f o r ( i n t j =0; j <n ; j ++) {
a = ( i n t ) r and ( ) % 1 0 ;
A. Data . p u s h b a c k ( a ) ;
b = ( i n t ) r and ( ) % 1 0 ;
B . Data . p u s h b a c k ( b ) ;
}
}
c = c l o c k ( ) ;
S t r a s s e n (A, B ) ;
c = c l o c k ( ) − c ;
/ / i z r acunamo v r i j e m e i z v r s a v a n j a u sekundama
do ub le sekunde = ( ( d ou b l e ) ( c ) ) / CLOCKS PER SEC ;
v r i j e m e . p u s h b a c k ( sekunde ) ;
i ++;
}
do ub l e sumaSekundi =0;
f o r ( i n t i =0; i <100; i ++) sumaSekundi +=v r i j e m e [ i ] ;
s t d : : c o u t << ” P r o s j e k i z v r s a v a n j a ( u mi l i s ekundama ) = ”
<< ( sumaSekundi ∗10) << s t d : : e n d l ;
r e t u r n 0 ;
}
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Sazˇetak
Ovaj diplomski rad opisuje metodu ”podijeli pa vladaj” koja se koristi za oblikovanje al-
goritama.
Rad je podijeljen u tri poglavlja. Prvo poglavlje detaljnije opisuje spomenutu metodu,
a navedeni su i koraci algoritama oblikovani ovom metodom. Takoder, u ovom poglav-
lju opisane su rekurzivne relacije, koje koristimo prilikom analize vremenske slozˇenosti
algoritama opisanih u drugom poglavlju.
Drugo poglavlje opisuje algoritam binarnog pretrazˇivanja, mergesort algoritam, quick-
sort algoritam, algoritam mnozˇenja velikih cijelih brojeva te algoritam mnozˇenja matrica
koji su oblikovani navedenom metodom. Za navedene algoritme je analizirana njihova
vremenska slozˇenost te je naveden njihov pseudokod.
U trec´em poglavlju rada implementirani su neki od navedenih algoritama u program-
skom jeziku C++. Algoritmi su testirani mjerenjem vremena izvrsˇavanja u odnosu na
velicˇinu ulaznih podataka, a rezultati testiranja su prikazani tablicom i grafom.
Dakle, ovim diplomskom radom dolazimo do zakljucˇka da je proucˇavana metoda ”po-
dijeli pa vladaj” vrlo vazˇna metoda dizajniranja algoritama koja se u praksi cˇesto koristi.
Ovom metodom se mogu dobiti efikasni algoritmi za rjesˇavanje nekih problema te je vrlo
jednostavna i zanimljiva za korisˇtenje.
Summary
This master thesis describes the ”divide and conquer” method which is used in the design
of algorithms.
The thesis is divided into three chapters. The first chapter describes the basic prinicples
of ”divide and conquer”, and general steps of the algorithms designed by this method.
Also, in this chapter, there is a brief review of main results from the theory of recursive
relations, that are used in the analysis of time complexity of the algorithms mentioned in
the second chapter.
The second chapter contains several algorithms which are designed by the ”divide and
conquer” method: the binary search algorithm, mergesort, quicksort, multiplication of
large integers, and multiplication of matrices. For these algorithms, there is an analysis
of their time complexity and their pseudocode.
In the third chapter of this thesis, we give implementations of some of the before men-
tioned algorithms in the C++ programming language. The algorithms are tested by me-
asuring the execution time for various sizes of the input data. The results of each test are
presented in table and graphic forms.
This master thesis on the ”divide and conquer” method concludes that this is a very
important method for the design of algorithms. This method is widely used in practice
because it can produce efficient algorithms for solving some of the problems. The method
is also very simple and interesting.
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