Abstract-A study of the fundamental obstacles to accelerate the preconditioned conjugate gradient method on modern graphic processing units (GPUs) is presented and several techniques are proposed to enhance its performance over previous work. The performance increase observed when implementing one of our proposed enhancements over traditional approaches is reported.
I. INTRODUCTION Modern electromagnetic simulations based on the finite element method (FEM) continue to grow more complex and demanding with the need for more precise simulations. These simulations rely on technology advancement to satisfy such demands, and thus it is essential to make efficient use of all computer resources available in current computer systems. In particular, general purpose computing enabled graphic processing units (GPUs) are now a pervasive resource in modern computing systems. They are utilized as massive dataparallel co-processors where the CPU executes the main application and offloads compute intensive sections of the code to the GPU (via kernel calls) for parallel execution.
The solution of very large sparse linear systems of equations is often the dominating performance factor in the FEM, and thus a natural candidate to be accelerated. In particular the Preconditioned Conjugate Gradient (PCG) algorithm is one of the most popular iterative solvers used with FEMs. This paper identifies the main limitations imposed by both the PCG algorithm and the programming constraints presented by modern GPUs, and proposes efficient solutions that overcome some of the constraints identified.
II. PCG IMPLEMENTATION ON GPUS
The PCG method is a well-known iterative solver for very large sparse systems. Due to the sequential nature of the algorithm, accelerating it on massively parallel hardware platforms, especially GPUs, is very challenging. Buatois et al. [1] accelerated the CG solver via reducing the SMVM kernel execution time on the GPU using the blocked CSR storage format. Their algorithm is optimized for a limited data set of matrices. In [2] a mixed precision iterative refinement algorithm is proposed for the CG solver to compensate for the loss of accuracy due to single precision calculations on the GPU. The single precision inner solver in their method is the most time consuming kernel in the overall solution and accelerating its execution is the major focus of this work.
Although the CG algorithm is completely implemented on the GPU in previous work, gathering result vector values and performing vector dot products require multiple kernel calls from the CPU. In each kernel call data is loaded to fast access GPU shared memory in partitions. Upon termination of a kernel, all data is stored back to the GPU global memory (large access latency), requiring proceeding kernels to reload data to shared memory before their execution. Thus, besides the launching time of each kernel, increased communication is another major drawback of multiple kernel calls.
In this work we propose new techniques to overcome some of the major bottlenecks in accelerating PCG on GPUs:
• The paper implements more efficient variations of the PCG algorithm [3] to minimize the number of kernel calls and communication overhead. Such variants enable the computation of subsequent steps of the algorithm without explicitly storing results to global memory. Also efficient partitioning of vector and matrix values enables coalesced loading of data and maximum GPU resource utilization during PCG kernel calculations.
• The efficiency of various SMVM algorithms designed for the GPU in previous work for accelerating the PCG method is investigated. Depending on the amount of data loaded into shared memory, the number of rows processed by each block and the order of processing elements the algorithm that the CG method will benefit the most from is determined.
• Suitable preconditioners for the GPU to accelerate convergence and reduce the impact of the single precision floating point calculations are also studied. Table I shows the speedup achieved by computing both the SMVM [4] and vector dot product of the CG algorithm in one kernel for several FEM matrices [4] . Saving kernel execution time and hiding global memory access latencies with computations give speedups of up to 1.6. Further results of the optimized CG algorithm on the GPU are proposed in the long version paper. 
