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1. Introduction
Consider the following control system governed by the linear evolution equation in the reﬂexive Banach spaces X , U
x˙ = Ax+ Bu, t  0, x(t) ∈ X, u(t) ∈ U (1.1)
where the control function u belongs to the spaces Lp(0, T ;U ), p > 1, A : D(A) ⊂ X → X is the inﬁnitesimal generator of
the strongly continuous semigroup {S(t)}t0 on X and B ∈ L(U , X).
In order to study the controllability of this system usually we consider the so-called controllability operator given by
G : Lp(0, T ;U ) → X, Gu =
T∫
0
S(T − r)Bu(r)dr. (1.2)
It turns out that the exact controllability and the approximate controllability of the system (1.1) are equivalent, respectively,
to the following conditions:
(1) Range(G) = X if and only if ‖Gx‖ γ ‖x‖, x ∈ X , for some γ > 0.
(2) Range(G) = X if and only if Ker(G) = {0}.
But, in order to express the above conditions in terms of A, S(t) and B we need to compute the adjoint operator G of G ,
which can be possible only if the spaces X , U are reﬂexive Banach spaces since under this condition Theorem 2.19 from
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In fact, we have that G : X → Lq(0, T ;U∗), is given by
Gx = BS(T − ·)x ∈ Lq
(
0, T ;U ), 1
p
+ 1
q
= 1.
Therefore, the above two conditions, for the exact and the approximate controllability of system (1.1), can be expressed as
follows
γ
∥∥BS(T − ·)x∥∥Lp  ∥∥x∥∥, x ∈ X, (1.3)
BS(T − s)x = 0, 0 s T ⇒ x = 0. (1.4)
Now, for linear control systems governed by a non-autonomous evolution equation of the form
x˙ = A(t)x+ B(t)u, t  0, x(t) ∈ X, (1.5)
the problem is much more complicate since the adjoint U (t, s) of an evolution operator U (t, s), generated by the family
A(t), is not necessarily strongly continues, even in a reﬂexive Banach space, which unable us to compute the adjoint of the
corresponding controllability operator
Gu =
T∫
0
U (T − r, r)B(r)u(r)dr.
However, for the class of non-autonomous systems that can be set in term of skew product semi-ﬂows, we can prove
that the adjoint of the evolutions operator is strongly continuous (see Theorem 3.7 and Corollary 3.8), which allows us to
compute the adjoint of the controllability operator for such systems. Speciﬁcally, in this paper we study the controllability
of the following broad class of non-autonomous evolutionary equation
x˙ = A(θ · t)x+ B(θ · t)u, t  0, θ ∈ Θ, x(t) ∈ X, (1.6)
where the control function u(t) ∈ U , and X , U are Banach spaces. Here Θ is a compact topological Hausdorff space which is
invariant under the ﬂow σ(θ, t) = θ · t , for all θ ∈ Θ , t ∈R, A(θ) is the inﬁnitesimal generator of a c0-semigroup in X , with
common domain D(A(θ)) = D , B(θ) ∈ L(U , X) and the mapping θ → B(θ)x is continuous in θ for all x ﬁxed. L(U , X) is the
Banach space of bounded linear operators from U to X , in particular L(X) = L(X, X). Also, we assume that the equation
x˙ = A(θ · t)x, x ∈ X, θ ∈ Θ, t  0, (1.7)
generates a linear skew-product semi-ﬂow π = (Φ,σ ) on E = X × Θ according to Deﬁnition 2.1, given by
π(x, θ, t) = (Φ(x, θ, t), θ · t), t  0, (1.8)
where Φ(θ, t) is the evolution operator associated with (1.7), such that Φ(θ,0) = I , the identity operator in X . For all control
u ∈ Lp(0, T ;U ), p > 1 Eq. (1.6) has a unique mild solution given by
x(t, x0, θ,u) = Φ(θ, t)x0 +
t∫
0
Φ(θ · s, t − s)B(θ · s)u(s)ds, 0 t  T . (1.9)
Many time dependent systems can be written in the form of (1.6). In order to see that, we shall motivate our work with
some examples; see also M. Megan, A.L. Sasu and B. Sasu [19], Examples 2.3 and 2.4, where the authors introduce the
deﬁnition of approximate controllability for a system associated to skew-product semi-ﬂow. Also, one can see the works
done by A.L. Sasu in [20,21], where author studies the stabilizability and exact controllability of variational discrete systems.
Example 1.1. Consider the following time-dependent control system in Rn .
x˙ = A(t)x+ B(t)u, t  0, (1.10)
where x ∈ Rn , u ∈ Rm , A(t) and B(t) are continuous matrices of dimensions n × n and n × m respectively. This ﬁnite-
dimensional case has been studied by R. Johnson and M. Nerurkar in [15], where they give necessary and suﬃcient condition
for the local null controllability of this system. For the ﬁnite-dimensional case, Eq. (1.10) can be written in the form of
Eq. (1.6) by using the skew-product semi-ﬂows technique in the following way:
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Lploc(n,m) =
{
f :R→ M(n,m) ∣∣ f is locally Lp-integrable}
with p  1.
This space is given the distribution topology. That is to say, a sequence { f j} converges to f in Lploc(n,m) if and only if∫
R
f jϕ(t)dt →
∫
R
f ϕ(t)dt
where ϕ belongs to the set of real-valued C∞ functions on R with compact support. If f ∈ Lploc(n,m), we deﬁne the
translation of f as follows
σ( f , t) = f · t = ft where ft(s) = (t + s), t, s ∈R.
Then, σ( f , t) is a ﬂow in Lploc(n,m).
Now, suppose that
t+1∫
t
∥∥A(s)∥∥p ds, and t+1∫
t
∥∥B(s)∥∥p ds
are bounded independently of t ∈R. If p = 1, we shall suppose in addition, that
lim

→0
t+
∫
t
∥∥A(s)∥∥p ds = lim

→0
t+
∫
t
∥∥B(s)∥∥p ds = 0,
uniformly in t . Under these conditions the sets
H(A) = Hull(A) = cl{σ(A, t): t ∈R}⊆ Lploc(n,n)
and
H(B) = Hull(B) = cl{σ(B, t): t ∈R}⊆ Lploc(n,n),
are compact and translation invariant (see [15]).
The mapping σ : R × H(A) × H(B) → H(A) × H(B) given by σ( f , g, t) = ( ft, gt) deﬁnes a ﬂow on the product space
H(A) × H(B). Now, consider the set
Θ = cl{σ(A, B, t): t ∈R}⊆ H(A) × H(B).
Θ is a compact invariant set under this ﬂow, and we shall use following notation
σ(θ, t) = θ · t ∈ Θ.
Then Eq. (1.10) in this case can be understood as
x˙ = A(θ · t)x+ B(θ · t)u, t  0, θ ∈ Θ. (1.11)
Here we have abused notation and written A(θ · t); the function A˜ which is the projection onto H(A) of the point σ(θ, t) ∈
Θ ⊆ H(A) × H(B), B(θ · t) has similar interpretation.
Example 1.2. Consider the controlled diffusion equation{
zt = zxx + d(t)z + b(t)u, x ∈ (0,1),
z(t,0) = z(t,1) = 0 (1.12)
where d(·),b(·) :R→R are uniformly continuous and bounded functions.
In order to write the system (1.12) in the form of the system (1.6), we will consider the following notation: Let C =
C(R,R) with the compact open topology, that is, the topology of uniform convergence on compact subsets. Then, it follows
from the classical topological dynamical systems theory [22] that the following sets
H(d) = Hull(d) = cl{dτ : τ ∈R}, and H(b) = Hull(b) = cl{bτ : τ ∈R}
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dr(t) = d(t + τ ) and bτ = b(t + τ ).
Moreover, the mappings
σ1 :R× H(d) → H(d), σ2 :R× H(b) → H(b),
given by σ1(D, t) = Dt , σ2(B, t) = Bt deﬁne ﬂows on H(d) and H(b) respectively, and the mapping σ : R× H(d) × H(b) →
H(d) × H(b) given by σ(D, B, t) = (Dt , Bt) deﬁnes a ﬂow on the product space H(d) × H(b). Now, consider the set
Θ = cl{σ(d,b, t): t ∈R}⊆ H(d) × H(b).
Θ is a compact invariant set under this ﬂow, and we shall use the following notation
σ(θ, t) = θ · t ∈ Θ.
Then we can write Eq. (1.12) as{
zt = zxx + d(θ · t)z + b(θ · t)u, x ∈ (0,1), θ ∈ Θ,
z(t,0) = z(t,1) = 0. (1.13)
Here we have abused notation and written d(θ · t) the function D which is the projection onto H(d) of the point σ(θ · t) ∈
Θ ⊆ H(d) × H(b); b(θ · t) has similar interpretation.
Therefore, Eq. (1.12) can be written as an abstract equation in the Hilbert space Z = U = L2[0,1] as follows
z˙ = A(θ · t)z + b(θ · t)u, t > 0, θ ∈ Θ, (1.14)
where A(θ)ϕ = ϕ¨ + d(θ)ϕ , θ ∈ Θ is a linear unbounded operator with common domain D(A(θ)) = D = H10[0,1]. The linear
equation
z˙ = A(θ · t)z, t > 0, θ ∈ Θ, (1.15)
generates a linear skew-product semi-ﬂow π : Θ × Z ×R+ → Θ × Z given by
π(θ, z, t) = (Φ(θ, t)z, θ · t), t  0, (1.16)
and
Φ(θ, t)z = exp
(
−
t∫
0
b(θ · s)ds
)
eλt S(t)z, (1.17)
where {S(t)}t0 in the c0-semigroup associated the boundary problem{
zt = zxx, x ∈ (0,1),
z(t,0) = z(t,1) = 0 (1.18)
which is given by
S(t)z(x) =
∞∑
n=1
z˜ne
−λntϕn(x), z ∈ Z ,
where ϕn(x) =
√
2sin(nπx), λn = n2π2, z˜n(z,ϕn) =
∫ 1
0 ϕn(y)z(y)dy, and {ϕn}n0 yield an orthonormal base of the Hilbert
space Z .
Example 1.3. Consider the control wave equation{
ztt = zxx + d(t)z + b(t)u, x ∈ (0,1),
z(t,0) = z(t,1) = 0 (1.19)
where d(·),b(·) : R→ R are uniformly continuous and bounded functions. In the same way this system can be written the
form of system (1.6). Moreover, we can write this system in the following abstract way
w˙ = Aw + D(t)w + B(t)u, t  0, (1.20)
on the Hilbert space H = D(A1/2) × H , where
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[
0
b(t)
]
, D(t) =
[
0 0
d(t) 0
]
and
Aw =
[
0 I
−A 0
][
w1
w2
]
, D(A) = D(A) × D(A1/2),
with
Az = −zxx, z ∈ D(A) = H2(0,1) ∩ H10(0,1).
The operator A generates a strongly continuous semigroup {S(t)}t0 given by
S(t)w =
[ ∑∞
n=1 2[〈w1, φn〉H cosnπt + 1nπ 〈w2, φn〉H sinnπt]φn∑∞
n=1 2[−nπ〈w1, φn〉H sinnπt + 〈w2, φn〉H cosnπt]φn
]
. (1.21)
The inner product in H is given by
〈w, w¯〉H =
1∫
0
w1x(x)w¯1x(x)dx+
1∫
0
w2(x)w¯2(x)dx, and φn = sinnπx.
In the same way as before, we can write the system (1.20) in the form of system (1.6). More examples of inﬁnite
non-autonomous systems can be found in [7–10]. There is a rich literature on the controllability of inﬁnite-dimensional
autonomous control systems of the form
x˙ = Ax+ Bu, (1.22)
where A is the inﬁnitesimal generator of a c0-semigroup in Banach space X and B ∈ L(U , X). If X and U are ﬁnite-
dimensional, then the concepts of exact and approximate controllability coincide. In this case a necessary and suﬃcient
condition for the controllability of this system is called the Kalman’s criterion [18], which can be written as follows
sp
{
BU , ABU , A2BU , . . . , An−1BU
}= X,
where n is the dimension of the space X , Ai BU is the range of operator Ai B , i = 1,2, . . . ,n − 1, and sp{· · ·} is the vector
space generated by for these ranges.
For the case when X is inﬁnite-dimensional and A ∈ L(X), an analogous criterion can be found in [11,17], which can be
written as follows
sp
{
BU , ABU , A2BU , . . .
}= X . (1.23)
A necessary and suﬃcient condition for the controllability in free time of the system (1.22) when A ∈ L(X) can be found
in [17], which says the following
sp
{
BU , ABU , A2BU , . . . , AkBU
}= X, for some k 0, (1.24)
when X and U are reﬂexive Banach spaces and u ∈ Lp(0, T ;U ), with 1< p < ∞.
In [11] we can ﬁnd conditions for exact and approximate controllability of the system (1.22), which can be formulated
respectively as follows: there exists γ > 0 such that
γ
∥∥BT (·)x∥∥Lq(0,T ;U )  ∥∥x∥∥X
(
1
p
+ 1
q
= 1
)
, (1.25)
if BT (t)x = 0 for 0 t  T , then x = 0. (1.26)
There is little work, as far as we know, on non-autonomous inﬁnite-dimensional control systems, some works in this direc-
tion can be found in [13] and [17]. On the other hand, for autonomous (time-independent) control systems there exists a
broad literature; perhaps, one can see, for evolution equations [1,12,23–26], etc., and for integral equations [16,14].
In this work, the notion of skew-product semi-ﬂows will allow us to give necessary and suﬃcient conditions for the
exact and approximate controllability of the non-autonomous system (1.6).
2. Preliminaries
In this section we shall present some deﬁnitions and results about skew-product semi-ﬂow on Banach spaces that we
will use in the next sections.
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Now we present some notations and preliminaries to be used in this work.
Deﬁnition 2.1. Let E = X × Θ be given where X is a ﬁxed a Banach space (the state space) and Θ is a compact Hausdorff
space. Suppose that σ(θ, t) = θ · t is the ﬂow on Θ , i.e., the mapping (θ, t) → θ · t is continuous, θ · 0 = θ and θ · (s + t) =
(θ ·)s · t , for all s, t ∈R. A Linear Skew-Product Semi-Flow π = (Φ,σ ) on E = X ×Θ is a mapping π(x, θ, t) = (Φ(θ, t)x, θ · t)
for t  0, with the following properties:
(1) Φ(θ,0) = I , the identity operator on X , for all θ ∈ Θ .
(2) limt→0+ Φ(θ, t)x = x uniformly in θ . This means that for every x ∈ X and every 
 > 0 there is a δ = δ(x, 
) > 0 such
that ‖Φ(θ, t)x− x‖ 
 , for all θ ∈ Θ and 0 t  δ.
(3) Φ(θ, t) is a bounded linear operator from X into X that satisﬁes the cocycle identity:
Φ(θ, t + s) = Φ(θ · t, s)Φ(θ, t), θ ∈ Θ, s, t  0. (2.1)
(4) For all t  0 the mapping from E into X given by
(x, θ) → Φ(θ, t)x
is continuous.
The properties (2) and (3) imply that for each (x, θ) ∈ E the solution operator t → Φ(θ, t)x is right continuous for t  0.
In fact:∥∥Φ(θ, t + h)x− Φ(θ, t)x∥∥= ∥∥[Φ(θ · t,h) − I]Φ(θ, t)x∥∥,
which goes to 0 as h goes to 0+ .
The proof of the following proposition can be found in [8].
Proposition 2.2. Let π = (Φ,σ ) be linear skew-product semi-ﬂow on E . Then there exist constants M  1, a > 0 such that∥∥Φ(θ, t)∥∥ Meat, θ ∈ Θ, t ∈R+.
Let X and Θ be as before. Consider the following linear time dependent system
x˙(t) = A(θ · t)x(t), t > 0, (2.2)
where A(θ · t) = A + D(θ · t), A is the inﬁnitesimal generator of the strongly continuous semigroup {S(t)}t0; σ(θ, t) = θ · t
is a ﬂow on Θ and D(θ) ∈ L(X), t ∈R.
Lemma 2.3. If D(·) : Θ → L(X) is strongly continuous, then the set {‖D(θ)‖: θ ∈ Θ} is bounded.
Proof. Consider the following sets
H = {∥∥D(θ)∥∥: θ ∈ Θ}, H(x) = {∥∥D(θ)x∥∥: θ ∈ Θ}.
Since θ → D(θ)x is continuous and Θ is compact, then for each x ∈ X we get that H(x) is bounded. Hence, by the uniform
boundedness theorem we obtain that H is bounded. 
Lemma 2.4. If D(·) : Θ → L(X) is strongly continuous and x(·) : R→ X is a continuous function, then for each θ ∈ Θ the mapping
t → D(θ ·)x(t) is continuous.
Proof. Fix t ∈R. Then∥∥D(θ · (t + h))x(t + h) − D(θ · t)x(t)∥∥= ∥∥D(θ · (t + h))[x(t + h) − x(t)]− [D(θ · (t + h))− D(θ · t)]x(t)∥∥
 L
∥∥x(t + h) − x(t)∥∥+ ∥∥D(θ · (t + h))− D(θ · t)x(t)∥∥
where L = sup{‖D(θ)‖: θ ∈ Θ} and θ · t ∈ Θ for t ∈R.
Therefore∥∥D(θ · (t + h))x(t + h) − D(θ · t)x(t)∥∥→ 0 as h → 0. 
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integral differential equation:
x(t) = S(t)x0 +
t∫
0
S(t − s)D(θ · s)x(s)ds, t  0, θ ∈ Θ. (2.3)
Deﬁnition 2.5 (Mild Solution). A solution x(t) = x(t, θ) of Eq. (2.3) is called a mild solution of (2.2).
The proof of the following theorem can be found in [7].
Theorem 2.6. Let A be the inﬁnitesimal generator of a strongly continuous semigroup {S(t)}t0 on X and let D(·) : Θ → L(X) be also
strongly continuous. Then for each θ ∈ Θ and x0 ∈ X the problem{
x˙(t) = A(θ · t)x = (A + D(θ · t))x(t),
x(0) = x0
(2.4)
has the unique mild solution ΦD(θ, t)x0 given by
ΦD(θ, t)x0 = S(t)x0 +
t∫
0
T (t − s)D(θ · s)ΦD(θ, s)x0 ds. (2.5)
If ∥∥S(t)∥∥ MeWt, t  0,
then ∥∥ΦD(θ, t)∥∥ Me(W+LM)t, t  0 (2.6)
where
L = sup{∥∥D(θ)∥∥: θ ∈ Θ}.
Moreover, the mapping πD : E ×R+ → E given by
πD(x, θ, t) =
(
ΦD(θ, t)x, θ · t
)
(2.7)
is a linear skew-product semi-ﬂow on E = X × Θ .
The following facts will be used in the next section.
Theorem 2.7. Let V and W be Banach spaces and consider S ∈ L(V ,W ) with Range(S) = W . Then there exists α > 0 such that for
all Q ∈ L(V ,W ) with ‖S − Q ‖ < α we have that Range(Q ) = W .
Theorem 2.8. (See [11].) Let W and X be reﬂexive Banach spaces and G ∈ L(W , X). Then
(1) Range(G) = X if and only if ‖Gx‖ γ ‖x‖, x ∈ X , for some γ > 0.
(2) Range(G) = X if and only if Ker(G) = {0}.
3. Controllability
Now, we are ready to study the controllability of the non-autonomous system (1.6)
x˙ = A(θ · t)x+ B(θ · t)u, t  0, θ ∈ Θ, (3.1)
where the state x(t) ∈ X , the control function u(t) ∈ Lp(0, T ;U ), p > 1, and X and U are reﬂexive Banach spaces. Also, we
assume that the equation
x˙ = A(θ · t)x, x ∈ X, θ ∈ Θ, t  0, (3.2)
generates a linear skew-product semi-ﬂow π = (Φ,σ ) on E = X × Θ , given by
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where Φ(θ, t) is the evolution operator associated with (3.2), such that Φ(θ,0) = I the identity operator in X . For all control
u ∈ Lp(0, T ;U ), p > 1, we assume that Eq. (3.1) has a unique mild solution given by
x(t, x0, θ,u) = Φ(θ, t)x0 +
t∫
0
Φ(θ · s, t − s)B(θ · s)u(s)ds, 0 x T . (3.4)
Deﬁnition 3.1 (Exact Controllability). We shall say that the system (3.1) is exactly controllable on [0, T ], T > 0, if for all θ ∈ Θ
and x0, x1 ∈ X , there exists a control u ∈ Lp(0, T ,U ) such that the solution x(t) of (3.4) corresponding to θ and u, veriﬁes
x(0) = x0 and x(T ) = x1.
One can say also that x1 is reachable from x0 on time T > 0.
Now, we shall consider for all θ ∈ Θ the following bounded linear operator
GT (θ) : Lp(0, T ;U ) → X,
GT (θ)u =
T∫
0
Φ(θ · s, T − s)B(θ · s)u(s)ds. (3.5)
Proposition 3.2. The system (3.1) is exactly controllable on [0, T ] if and only if the operator GT (θ) is onto, that is to say
GT (θ)Lp(0, T ;U ) = GT (θ)Lp = Range GT (θ)Lp = X .
Deﬁnition 3.3 (Approximate Controllability). We shall say that the system (3.1) is approximate controllable on [0, T ], T > 0,
if for all θ ∈ Θ , 
 > 0 and x0, x1 ∈ X , there exists a control u ∈ Lp(0, T ;U ) such that the solution x(t) of (3.4) corresponding
to θ and u, veriﬁes
x(0) = x0 and
∥∥x(T ) − x1∥∥< 
.
Proposition 3.4. The system (3.1) is approximately controllable on [0, T ] if and only if
GT (θ)Lp(0, T ;U ) = X .
Deﬁnition 3.5. Consider the following set
G∞(θ) =
⋃
T>0
GT (θ)Lp(0, T ;U ).
Then we shall say that the system (3.1) is exactly controllable in free time for all θ ∈ Θ , if G∞(θ) = X (approximately
controllable in free time, if G∞(θ) = X ).
Theorem 3.6. The system (3.1) is exactly controllable for some ﬁxed time T > 0 if, and only if, it is exactly controllable in free time.
Proof. The proof is analogous as the proof of Lemma 1 in [17]. 
The following theorem is an extension of Theorem 2.19 from [11] and it will play an important role in the proof of
Theorem 3.9.
Theorem 3.7. If Φ(θ, t)x0 is weakly continuous in t, uniformly in θ , then for each θ ∈ Θ the function Φ(θ, ·) is strongly continuous in
[0,+∞).
Proof. Let us deﬁne the following function
x(t) = Φ(θ, t)x0, t  0.
For each t > 0, the function x(t) is weakly continuous on [α,β] ⊂ [0,+∞), then by Proposition 4 of [2], x(t) is Bochner
integrable.
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 < ξ , for 
 > 0. Then
x(ξ) = Φ(θ, ξ)x0 = Φ
(
θ, ξ − (ξ − η) + ξ − η)x0
= Φ(θ · (ξ − (ξ − η)), ξ − η)Φ(θ, ξ − (ξ − η))x0
= Φ(θ · η, ξ − η)Φ(θ,η)x0 = Φ(θ · η, ξ − η)x(η).
Since the left side is independent of η, it is integrable on [α,β], therefore,
β∫
α
x(ξ)dη =
β∫
α
Φ(θ · η, ξ − η)x(η)dη.
Then
(β − α)x(ξ) =
β∫
α
Φ(θ · η, ξ − η)x(η)dη,
also
(β − α)x(ξ ± 
) =
β∫
α
Φ(θ · η, ξ ± 
 − η)x(η)dη.
Now,
(β − α)[x(ξ ± 
) − x(ξ)]= β∫
α
[
Φ(θ · η, ξ ± 
 − η) − Φ(θ · η, ξ − η)]x(η)dη
=
β∫
α
[
Φ(θ · η, ξ ± 
 − η) − Φ(θ · η, ξ − η)]Φ(θ,η)x0 dη.
If we set s = ξ − η, we have
(β − α)[x(ξ ± 
) − x(ξ)]= − ξ−β∫
ξ−α
[
Φ
(
θ · (ξ − s), s ± 
)− Φ(θ · (ξ − s), s)]Φ(θ, (ξ − s))x0 ds
=
ξ−α∫
ξ−β
[
Φ
(
θ · (ξ − s), s ± 
)− Φ(θ · (ξ − s), s)]Φ(θ, (ξ − s))x0 ds.
Therefore
(β − α)∥∥x(ξ ± 
) − x(ξ)∥∥ ξ−α∫
ξ−β
∥∥Φ(θ · (ξ − s), s ± 
)− Φ(θ · (ξ − s), s)∥∥∥∥Φ(θ, (ξ − s))x0∥∥ds.
From Proposition 2.2, there exist constants M  1, a > 0 such that∥∥Φ(θ, t)∥∥ Meat, θ ∈ Θ, t ∈R+.
Consequently,∥∥Φ(θ · (ξ − s), s ± 
)− Φ(θ · (ξ − s), s)∥∥∥∥Φ(θ, (ξ − s))x0∥∥
is uniformly bounded on Θ × [α,β].
Hence, applying the Lebesgue dominate convergence theorem, the above inequality goes to zero when ε → 0+ . Thus, the
function x(t) is strongly continuous for all t  0. 
Corollary 3.8. Let X be a reﬂexive Banach space, then for each θ ∈ Θ ﬁxed, the function Φ(θ, ·) is strongly continuous in [0,+∞).
256 D. Barcenas et al. / J. Math. Anal. Appl. 381 (2011) 247–262Proof. For all θ ∈ Θ and x ∈ X the mapping t → Φ(θ, t)x is weak continuous. In fact, for all x ∈ X we have that
lim
h→0
〈
Φ(θ, t + h)x − Φ(θ, t)x, x〉= lim
h→0
〈
x,Φ(θ, t + h)x− Φ(θ, t)x〉
=
〈
x, lim
h→0
[
Φ(θ, t + h)x− Φ(θ, t)x]〉
= 〈x,0〉= 0.
On the other hand, since X is reﬂexive, the weak and the weak coincide. Hence, the mapping t → Φ(θ, t)x is also weakly
continuous, and from the foregoing theorem it is strongly continuous. 
Theorem 3.9. The system (3.1) is exactly controllable in ﬁxed time T > 0 for all θ ∈ Θ , if and only if, there exists γ = γ (θ) > 0, such
that
γ
∥∥B(θ · (·))Φ(θ · (·), T − ·)x∥∥Lp  ∥∥x∥∥, 1p + 1q = 1, x ∈ X. (3.6)
Proof. From Proposition 3.2 and part (1) of Theorem 2.8 we get that
Range
(
GT (θ)
)= X ⇔ ∃γ > 0, γ ∥∥G(θ)x∥∥ ∥∥x∥∥, x ∈ X.
Let us compute GT (θ). First of all, from Corollary 3.8 we get that B
(θ · s)Φ(θ · s, T − s)x is a continuous function on [0, T ].
Hence, B(θ · (·))Φ(θ · (·), T − ·)x ∈ Lq(0, T ;U ). This allows us to compute GT (θ).
In fact,
〈
x,GT (θ)u
〉
X,X =
〈
x,
T∫
0
Φ(θ · s, T − s)B(θ · s)u(s)ds
〉
X,X
=
T∫
0
〈
B(θ · s)Φ(θ · s, T − s)x,u(s)〉ds
= 〈B(θ · (·))Φ(θ · (·), T − ·)x,u(·)〉W ,W ,
where W = Lp(0, T ;U ) and W  = Lq(0, T ;U ) and 〈,〉W ,W denote the duality between W  and W . Therefore
GT (θ)x
 = B(θ · (·))Φ(θ · (·), T − ·)x ∈ Lq(0, T ;U ).
Hence,
γ
∥∥GT (θ)x∥∥Lq = ∥∥B(θ · (·))Φ(θ · (·), T − ·)x∥∥Lq  ∥∥x∥∥, x ∈ X.
This completes the proof. 
Theorem 3.10. The system (1.6) is approximately controllable in ﬁxed time T > 0 if and only if, for all θ ∈ Θ ,
B(θ · s)Φ(θ · s, T − s)x = 0, 0 s T ⇒ x = 0.
Proof. From Proposition 3.2 and part (2) of Theorem 2.8, as well as the fact that
GT (θ)x
 = B(θ · (·))Φ(θ · (·), T − ·)x, x ∈ X,
we get that
Range
(
GT (θ)
)= X ⇔ Ker(GT (θ))= {0}
⇔ [GT (θ · (·))x = B(θ · (·))Φ(θ · (·), T − (·))x ⇒ x = 0]
⇔ [GT (θ)x = B(θ · s)Φ(θ · s, T − s)x, 0 s T ⇒ x = 0]. 
Theorem 3.11. The system (1.6) is approximately controllable in free time if and only if, for all θ ∈ Θ ,
B(θ · t)Φ(θ · s, T − s)x = 0, 0 s T , ∀T > 0 ⇒ x = 0.
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T>0
GT (θ)Lp(0, T ;U ) = X,
B(θ · t)Φ(θ · s, T − s)x = 0, 0 s T , ∀T > 0.
Then
〈
x,GT (θ)u
〉
X,X =
T∫
0
〈
B(θ · s)Φ(θ · s, T − s)x,u(s)〉ds
= 〈GT (θ)x,u〉Lq,Lp = 0, ∀T > 0, u ∈ Lp(0, T ;U ).
Therefore
x ∈
[ ⋃
T>0
GT (θ)Lp(0, T ;U )
]⊥
= X⊥ = {0}
where ⊥ denotes the annihilator of ⋃T>0 GT (θ)Lp(0, T ;U ), so x = 0.
The other part of the proof can be done by the purpose of contradiction. 
Theorem 3.12. The system (1.6) is approximately controllable in time T > 0 if and only if, for all θ ∈ Θ ,
sp
{
Φ(θ · s, T − s)B(θ · s)u: u ∈ U , s ∈ [0, T ]}= X .
Proof. It follows from Hahn–Banach theorem and Theorem 3.10. 
Corollary 3.13. The system (1.6) is approximately controllable in free time for all θ ∈ Θ , if and only if
sp
{
Φ(θ · s, T − s)B(θ · s)u: u ∈ U , s ∈ [0, T ], T > 0}= X .
Theorem 3.14. If the system (1.6) is exactly controllable in time T > 0, then the following condition holds for all θ ∈ Θ
lim
n→∞ B
(θ · s)Φ(θ · s, T − s) fn = 0, s ∈ [0, T ] ⇒ lim
n→∞ fn = 0. (3.7)
Proof. Suppose the system (1.6) is exactly controllable in time T > 0, then the operator GT (θ) : Lp(0, T ;U ) → X satisﬁes
Range(GT (θ)) = X . Thus, from Theorem 3.9 there exists γ > 0, such that
γ
∥∥B(θ · (·))Φ(θ · (·), T − ·)x∥∥Lq  ∥∥x∥∥, 1p + 1q = 1, x ∈ X.
Therefore
lim
n→∞‖ fn‖ γ limn→∞
∥∥B(θ · (·))Φ(θ · (·), T − ·) fn∥∥Lq
= γ lim
n→∞
( T∫
0
∥∥B(θ · s)Φ(θ · s, T − s) fn∥∥q
) 1
q
.
Now, using Lebesgue dominated convergence theorem, we get condition (3.7). 
4. Perturbation result
In this section we shall study the controllability of system (2.2) as a perturbation of the following system
x˙ = Ax+ B(θ · t)u, t  0, θ ∈ Θ, (4.1)
where A is the inﬁnitesimal generator of strongly continuous semigroup {S(t)}t0 in a reﬂexive Banach space X ; the
mappings D(·)B(·) : Θ → L(X) are strongly continuous. That is to say, we shall prove that, under some condition, the
controllability of system (4.1) is preserved by the system
x˙ = (A + D(θ · t))x+ B(θ · t)u, t  0, θ ∈ Θ. (4.2)
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x˙ = (A + D(θ · t))x, t  0, θ ∈ Θ (4.3)
generates a skew-product semi-ﬂow πD : E ×R+ → E given by
πD(x, θ, t) =
(
ΦD(θ, t)x, θ · t
)
, (4.4)
where,
ΦD(θ, t)x0 = S(t)x0 +
t∫
0
S(t − s)D(θ · s)Φ(θ, s)x0 ds, (4.5)
is the mild solution of (4.3). Therefore, for all u ∈ Lp(0, T ; X) T > 0, the solutions of Eqs. (4.1) and (4.2) are given respectively
by
x(t) = S(t)x0 +
t∫
0
S(t − s)B(θ · s)u(s)ds, (4.6)
and
x(t) = ΦD(θ, t)x0 +
t∫
0
ΦD(θ · s, t − s)B(θ · s)u(s)ds. (4.7)
Lemma 4.1. If the system (4.1) is exactly controllable in time T > 0 and supθ∈Θ ‖D(θ)‖ is small enough, then the system (4.2) is
controllable in time T .
Proof. Consider the following linear and bounded operator:
GT (θ, D),GT (θ) : Lp(0, T ;U ) → X
given by
GT (θ, D)u =
T∫
0
ΦD(θ · s, T − s)B(θ · s)u(s)ds, (4.8)
and
GT (θ)u =
T∫
0
S(T − s)B(θ · s)u(s)ds. (4.9)
Then, from Proposition 3.2, the exact controllability of the systems (4.2) and (4.1) is equivalent respectively to:
Range
(
GT (θ, D)
)= X and Range(GT (θ))= X .
From Theorem 2.7 there exists α > 0 such that, for all Q ∈ L(Lp(0, T ;U ), X) with ‖GT (θ)− Q ‖ α we have Range(Q ) = X .
Now, we can write GT (θ, D) as follows
GT (θ, D)u =
T∫
0
S(T − s)B(θ · s)u(s)ds +
T∫
0
T∫
s
S(T − β)D(θ · β)ΦD(θ · s, β − s)B(θ · s)u(s)dβ ds
= GT (θ)u + H(θ, D, B)u.
On the other hand, using Theorem 2.6 we get
∥∥H(θ, D, B)u∥∥ M T∫
0
T∫
s
∥∥D(θ · β)∥∥∥∥u(s)∥∥dβ ds
 M
T∫ T∫ ∥∥D(θ · β)∥∥∥∥u(s)∥∥dβ ds.
0 0
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So, Range(GT (θ, D)) = X . 
5. Applications
In this section we use our results to prove the interior approximate controllability of the following broad class of non-
autonomous reaction diffusion equation in the Hilbert space Z = L2(Ω) given by{
z′ = A(θ · t)z + Bωu(t), t ∈ [0, τ ], θ ∈ Θ,
z(0) = z0
(5.1)
where Θ is a compact Hausdorff space, A(θ ·t) = −a(θ ·t)A with a : Θ →R+ a continuous function, the operator Bω : Z → Z
is deﬁne by Bω f = 1ω f , Ω is a domain in Rn , ω is an open non-empty subset of Ω , 1ω denotes the characteristic function
of the set ω and the distributed control u ∈ L2(0, t1; L2(Ω)) and A : D(A) ⊂ Z → Z is an unbounded linear operator with
the following spectral decomposition:
Az =
∞∑
j=1
λ j
γ j∑
k=1
〈z, φ j,k〉φ j,k =
∞∑
j=1
λ j E j z, (5.2)
with 〈·,·〉 denoting an inner product in Z , and
E j z =
γ j∑
k=1
〈z, φ j,k〉φ j,k.
The eigenvalues 0 < λ1 < λ2 < · · · < λ j < · · · < λn → ∞ of A have ﬁnite multiplicity γ j equal to the dimension of the
corresponding eigenspace, and {φ j,k} is a complete orthonormal set of eigenvectors of A. So, {E j} is a complete family of
orthogonal projections in Z and z =∑∞j=1 E j z, z ∈ Z . The operator −A generates a strongly continuous semigroup {S(t)}
given by
S(t)z =
∞∑
j=1
e−λ jt E j z. (5.3)
As particular cases, we can prove the interior controllability of the non-autonomous nD heat equation, the Ornstein–
Uhlenbeck equation, the Laguerre equation and the Jacobi equation (see [4] and [5]):⎧⎨⎩
zt = a(θ · t)z + 1ωu(t, x), in (0, τ ) × Ω, θ ∈ Θ,
z = 0, on (0, τ ) × ∂Ω,
z(0, x) = z0(x), in Ω,
(5.4)
where Ω is a bounded domain in Rn of class C2, ω is an open non-empty subset of Ω , 1ω denotes the characteristic
function of the set ω, z0 ∈ L2(Ω) and the distributed control u ∈ L2(0, τ ; L2(Ω)).
zt = a(θ · t)
d∑
i=1
[
xi
∂2z
∂x2i
− xi ∂z
∂xi
]
+ 1ωu(t, x), t > 0, x ∈Rd, θ ∈ Θ, (5.5)
where u ∈ L2(0, τ ; L2(Rd,μ)), μ(x) = 1
πd/2
∏d
i=1 e−|xi |
2
dx is the Gaussian measure in Rd and ω is an open non-empty subset
of Rd .
zt = a(θ · t)
d∑
i=1
[
xi
∂2z
∂x2i
+ (αi + 1− xi) ∂z
∂xi
]
+ 1ωu(t, x), t > 0, x ∈Rd+, θ ∈ Θ, (5.6)
where u ∈ L2(0, τ ; L2(Rd+,μα)), μα(x) =
∏d
i=1
x
αi
i e
−xi
Γ (αi+1) dx is the Gamma measure in R
d+ and ω is an open non-empty subset
of Rd+ .
zt = a(θ · t)
d∑[(
1− x2i
)∂2z
∂x2
+ (βi − αi − (αi + βi + 2)xi) ∂z
∂xi
]
+ 1ωu(t, x), θ ∈ Θ, (5.7)i=1 i
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x ∈ [−1,1]d and ω is an open non-empty subset of [−1,1]d .
The interior approximate controllability is very well-known fascinate and important subject for autonomous sys-
tems [24–26]. Particularly in [26], the author proves the interior approximate controllability of the system (5.4) when
a(θ · t) = −1 (autonomous case) in two different ways. In the ﬁrst one, he uses the Hahn–Banach theorem, integrating by
parts the corresponding adjoint equation and Carleman estimates, which depend on the Laplacian operator . The second
method is constructive and uses a variational technique.
The approach given here to prove the interior controllability of the non-autonomous system (5.1) is very short and may
be applied to equations that do not involve the Laplacian operator, like Ornstein–Uhlenbeck equation, Laguerre equation and
Jacobi equation [4,5]. It is based on Theorem 3.11 and the following results:
Theorem5.1. (See Theorem 1.23 from [3, p. 20].) SupposeΩ ⊂Rn is open, non-empty and connected set, and f is real analytic function
in Ω with f = 0 on a non-empty open subset ω of Ω . Then, f = 0 in Ω .
Lemma 5.2. (See Lemma 3.14 from [11, p. 62].) Let {α j} j1 and {βi, j: i = 1,2, . . . ,m} j1 be two sequences of real numbers such that
α1 > α2 > α3 > · · · . Then
∞∑
j=1
eα jtβi, j = 0, ∀t ∈ [0, t1], i = 1,2, . . . ,m
iff
βi, j = 0, i = 1,2, . . . ,m; j = 1,2, . . . ,∞.
Now, we are ready prove the interior controllability of the non-autonomous system (1.3).
Theorem 5.3. If for an open non-empty set ω ⊂ Ω the restrictions φωj,k = φ j,k|ω to ω are linearly independent functions on ω, then
for all τ > 0 the system (1.3) is approximately controllable on [0, τ ].
Proof. We shall apply Theorem 3.11 to prove the approximate controllability of system (1.3). To this end, we observe that
Bω = B∗ω and the linear equation associate with system (1.3)
z′ = A(θ · t)z, t ∈ [0, τ ], θ ∈ Θ (5.8)
generates a linear skew-product semi-ﬂow π : Θ × Z ×R+ → Θ × Z given by
π(θ, z, t) = (Φ(θ, t)z, θ · t), t  0, (5.9)
and
Φ(θ, t)z = S(Γθ (t))z, (5.10)
where {S(t)}t0 is given by (5.3) and
Γθ (t) =
t∫
0
a(θ · s)ds.
Suppose that B∗ωΦ(θ, t)∗(t)z = 0, ∀t ∈ [0, τ ]. Then,
B∗ωΦ(θ, t)∗(t)z =
∞∑
j=1
e−λ jΓθ (t)B∗ωE j z =
∞∑
j=1
e−λ jΓθ (t)
γ j∑
k=1
〈z, φ j,k〉1ωφ j,k = 0.
Since Γθ (t) is continuous, positive and Γθ (0) = 0, we get that RangeΓθ = [0, Tθ ] with Tθ > 0. Then, making the change of
variable r = Γθ (t), t ∈ [0, τ ], we obtain that
B∗ωΦ(θ, t)∗(t)z =
∞∑
e−λ jr
γ j∑
〈z, φ j,k〉1ωφ j,k = 0, r ∈ [0, Tθ ].
j=1 k=1
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γ j∑
k=1
〈z, φ j,k〉φ j,k(x) = 0, ∀x ∈ ω, j = 1,2,3, . . . .
Since φ j,k are linearly independent on ω, we obtain that
〈z, φ j,k〉 = 0, j = 1,2,3, . . . .
Therefore, E j z = 0, j = 1,2,3, . . . , which implies that z = 0. So, the system (1.3) is approximately controllable on [0, τ ]. 
Corollary 5.4. If φ j,k are analytic functions on Ω , then for all open non-empty set ω ⊂ Ω and τ > 0 the system (1.3) is approximately
controllable on [0, τ ].
Proof. It is enough to prove that, for all open non-empty set ω ⊂ Ω the restrictions φωj,k = φ j,k|ω to ω are linearly indepen-
dent functions on ω, which follows directly from Theorem 5.1. 
5.1. Controllability of the non-autonomous heat equation (5.4)
In this subsection we shall prove the interior controllability of the non-autonomous system (5.4). To this end, we shall
use the following result.
Theorem 5.5. (See [6].) The eigenfunctions of the operator − with Dirichlet boundary conditions on Ω are real analytic functions
in Ω .
Now, we shall make the abstract formulation of the problem, and to this end, let us consider Z = L2(Ω) and the linear
unbounded operator A = −, with D(A) = H10(Ω) ∩ H2(Ω). Then, the operator A has the representation
Az =
∞∑
j=1
λ j
γ j∑
k=1
〈z, φ j,k〉φ j,k =
∞∑
j=1
λ j E j z, (5.11)
where φ j,k are the eigenfunctions of the operator −.
The system (5.4) can be written as an abstract equation in the space Z = L2(Ω){
z′ = −a(θ · t)Az + Bωu(t), z ∈ Z ,
z(0) = z0
(5.12)
where the control function u belongs to L2(0, τ ; Z) and the operator Bω : Z → Z is deﬁned by Bω f = 1ω f .
Theorem 5.6. For all open non-empty sets ω ⊂ Ω and τ > 0 the system (5.12) is approximately controllable on [0, τ ].
5.2. The interior controllability of Eqs. (5.5), (5.6) and (5.7)
Theorem 5.7. The systems (5.5), (5.6) and (5.7) are approximately controllable.
Proof. It is enough to prove that the operators:
(i) Ornstein–Uhlenbeck operator: −A = 12∇ − 〈x,x〉, deﬁned on Ω = Rd , with x = ( ∂∂x1 , . . . , ∂∂xd ) in the space Z =
L2(Rd,μ),
(ii) Laguerre operator: A = −∑di=1[xi ∂2z∂x2i + (αi +1− xi) ∂z∂xi ], deﬁned on Ω = (0,∞)d , with αi > −1, i = 1, . . . ,d in the space
Z = L2(Rd+,μα),
(iii) Jacobi operator: A = −∑di=1[(1− x2i ) ∂2z∂x2i + (βi −αi − (αi + βi + 2)xi) ∂z∂xi ], Ω = (−1,1)d , with αi, βi > −1, i = 1, . . . ,d in
the space Z = L2([−1,1]d,μα,β),
can be represented in the form of (5.2). This was done in [4,5], where they prove that the eigenfunctions in these cases are
polynomial functions in multiple variables, which are trivially analytic functions. 
Finally, this new approach to study the interior controllability can be applied to a broad class of reaction diffusion
equations like the thermoelastic plate equation, the equation modelling the damped ﬂexible beam and the strongly damped
wave equation with Dirichlet boundary conditions.
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