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ABSTRACT
The H I-to-H2 transition in photodissociation regions has been investigated over the last several decades
through analytic and numerical modeling. Nevertheless, little model includes realistic turbulent fluctuations and
the contribution from the magnetic field. In this work, we consider the effect of turbulence on the H I and H2
transition and explore the possibility of tracing the magnetic field direction in photodissociation regions using
the Gradient Technique. We utilize both subsonic and supersonic magnetohydrodynamic numerical simulations
for the chemical H I/H2 balance calculations. We show that the density fluctuation induced by turbulence can
disperse the distribution of H2 and H I fraction. We find the energy spectrum of moment maps gets shallower
when sonic Mach number Ms is increasing. We explore the ability in magnetic field tracing of gradients of
higher-order velocity centroids and compare their performance with that of traditional velocity centroid gradi-
ents (VCGs) and with intensity gradients (IGs). We find that the velocity gradients of the second-order centroids
(VC2Gs) are more accurate than VCGs and IGs in terms of probing the magnetic field orientation.
Keywords: Interstellar medium (847); Interstellar magnetic fields (845); Interstellar dynamics (839)
1. INTRODUCTION
Photodissociation regions (PDRs) are regions in the inter-
stellar space, typically at the boundaries of molecular clouds,
where the far ultraviolet (FUV) radiation plays a dominant
role in photodissociating molecules and heating the gas (Hol-
lenbach & Tielens 1999). Owing to dust absorption and H2
self-shielding the FUV is attenuated with increasing depth
into a PDR and the gas undergoes a transition from atomic
to molecular (H I-to-H2) form (e.g., Goldsmith et al. 2007;
Krumholz et al. 2008; Sternberg et al. 2014; Bialy et al. 2015,
2017; Balashev & Kosenko 2020; Hollenbach et al. 2009).
The conversion to molecular form is critical for the for-
mation of other molecules that are used as important ob-
servational tracers of the ISM (Herbst & Klemperer 1973;
Sternberg & Dalgarno 1995; Bialy & Sternberg 2015; Tie-
lens 2013; van Dishoeck et al. 2013). The PDRs in the
interstellar medium (ISM) are threaded by both magnetic
field and turbulence (Larson 1981; Elmegreen & Scalo 2004;
Ballesteros-Paredes et al. 2007; McKee & Ostriker 2007;
Chepurnov & Lazarian 2010). There, magnetic field and tur-
bulence play crucial roles in regulating molecules’ formation,
controlling the heat transfer, and constraining star formation
(Parker 1965; Jokipii 1966; Parker 1979; Li & Henning 2011;
Hull et al. 2013; Caprioli & Spitkovsky 2014). For instance,
yue.hu@wisc.edu; alazarian@facstaff.wisc.edu; sbialy@cfa.harvard.edu
the high-density contrast and filaments created by supersonic
turbulence serve as the nurseries for new stars (Mac Low
& Klessen 2004; McKee & Ostriker 2007; Federrath et al.
2010).
In addition to turbulence, observational measurement of
the magnetic field presents a big challenge. The primary
ways to probe the magnetic fields in ISM include the mea-
surements of polarized dust emission (Andersson et al. 2015;
Fissel et al. 2016), stellar light polarization (Heiles 2000;
Panopoulou et al. 2015), and molecular-line splitting Zeeman
effect (Crutcher et al. 2010; Crutcher 2012). There are, how-
ever, difficulties when studying the magnetic field through
dust polarimetry. For one, the stellar light polarization can
only sample the magnetic fields in the direction toward stars
with known distances producing discrete magnetic field mor-
phology (Mathewson & Ford 1970; Goodman et al. 1990;
Panopoulou et al. 2019). Also, the measurement of dust po-
larimetry is generally difficult, since the grain alignment ef-
ficiency drops significantly in the case of high optical depth,
limiting the reliability of tracing the magnetic field in opti-
cally thick regions (Lazarian & Hoang 2007; Andersson et al.
2015). The Zeeman measurement only gives the signed mag-
netic field strength along the line of sight (LOS) and requires
exceptionally high sensitivity and long integration times.
Nevertheless, the Gradients Technique (GT) has been de-
veloped as a promising way for studying the magnetic fields
across multiple scales in ISM (Gonza´lez-Casanova & Lazar-
ian 2017; Yuen & Lazarian 2017a; Lazarian & Yuen 2018a;
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Hu et al. 2018). GT utilizes the advancements of MHD turbu-
lence theory and turbulent reconnection (Goldreich & Srid-
har 1995; Lazarian & Vishniac 1999), in particular, the pre-
diction that turbulent eddies are elongated in the direction of
the magnetic field surrounding the eddy, i.e., the local mag-
netic field. This theoretical prediction that is reliably sup-
ported by numerical simulations (Maron & Goldreich 2001;
Cho & Vishniac 2000). Cho et al. (2002) entails the conclu-
sion that both gradients of density and velocity amplitude are
perpendicular to the local direction of the magnetic field 1.
The magnetic fields, therefore, can be probed by rotating the
gradients with 90◦ using spectroscopic information.
GT has been widely tested in both numerical simulation
and observation, spanning from diffuse transparent atomic
gas (Yuen & Lazarian 2017a; Hu et al. 2018; Gonza´lez-
Casanova & Lazarian 2019; Hu et al. 2020a) to molec-
ular self-absorbing dense gas (Hsieh et al. 2019; Hu et
al. 2019a,b). Several studies also boost the GT to esti-
mate the magnetization level (Lazarian et al. 2018a) and the
sonic Mach number (Yuen & Lazarian 2018), distinguishing
shocks (Hu et al. 2019c), and identifying the self-gravitating
regions in molecular clouds (Hu et al. 2020b). GT can em-
ploy either the density gradient or velocity gradient. How-
ever, the statistics of density in super-sonic turbulence can
significantly differ from that of velocities (Beresnyak et al.
2005; Kowal et al. 2007). Nevertheless, the study in Beres-
nyak et al. (2005) revealed that for most of the super-sonic
turbulent volume, the density passively follows the velocity
fluctuations, the notable exceptions being shocks. Thus, we
expect that for subsonic as well as for a significant portion
of the super-sonic turbulent volume, the density gradients to
behave similarly to the gradients of velocity. This constitutes
the theoretical justification of intensity gradients (IGs) (Yuen
& Lazarian 2017b; Lazarian & Yuen 2018a; Hu et al. 2019c)
that we also employ in this paper.2
The challenge that we address here is related to the applica-
tion of the GT to PDR. For instance, for the PDRs at the cloud
boundaries, the anisotropic properties of turbulence might be
distorted by the transition from atomic gas to molecular gas.
It is, therefore, essential to study the effect of turbulence on
the chemical structure of interstellar clouds and the perfor-
mance of GT in PDRs. In this work, we focus on the turbu-
lence’s properties of H I-to-H2 transition produced by pho-
1 The symmetry of Alfve´nic perturbations in terms of velocity and magnetic
field entails that the magnetic fluctuations also share the same property.
This gave rise to the development of the magnetic field tracing based on
synchrotron intensity gradients (SIGs) (Lazarian et al. 2018b) and syn-
chrotron polarization gradients (SPGs) (Lazarian & Yuen 2018b). We do
not discuss these promising techniques in this paper.
2 The IGs should not be confused by the Histograms of Relative Orienta-
tion (HRO) proposed by Soler et al. (2013). While both techniques employ
intensity gradients, the IGs use the set of procedures from the VGT to ob-
tain the direction of the magnetic field. On the contrary, the HRO gets the
magnetic field via polarization measurements and compares those with the
magnetic field in order to determine a critical density at which the change
of the gradients and polarization occurs in molecular clouds. A detailed
comparison of IGs and HRO is presented in Hu et al. (2019c).
todissociation at the cloud boundaries (Bialy et al. 2017b,
2019). We generate synthetic H I and H2 cubes in chemical
balance by post-processing numerical MHD simulations.
For extracting the density information, we employ the in-
tensity map (i.e., moment-0 map, Yuen & Lazarian (2017b);
Hu et al. (2019c)), the velocity centroid map (i.e., moment-1
map, Gonza´lez-Casanova & Lazarian (2017); Yuen & Lazar-
ian (2017a)) and the velocity channel map (Lazarian & Yuen
2018a) to obtain the velocity information in spectroscopic
data. In this work, we explore the ability of gradients of
higher-order centroids to trace the magnetic field. In particu-
lar, we use the gradients of second-order velocity centroids,
which we term VC2Gs, to distinguish from the traditional ve-
locity centroid gradients (VCGs). We use this modification
to trace the magnetic field and make a comparison with the
one obtained from moment-0 and moment-1 maps.
In what follows, we illustrate the theoretical foundation of
the GT in terms of MHD turbulence in § 2. We give details
about the analytical model of the H I-to-H2 transition and
the numerical simulations used in this work in § 3. In § 4,
we describe the full algorithm in probing the magnetic fields
through GT. In § 5, we analyze the properties of turbulence
in PDRs through the energy spectrum and structure-function.
We compare the ability of GT in tracing magnetic filed using
different moment maps. In § 6 and § 7, we give our discussion
and conclusions.
2. THEORETICAL CONSIDERATION
2.1. MHD turbulence theory
MHD turbulence theory is at the GT’s foundations, and it
capitalizes on the advancements of this theory. The under-
standing that MHD turbulence is anisotropic came through
theoretical and numerical work several decades ago (Mont-
gomery & Turner 1981; Matthaeus et al. 1983; Shebalin et
al. 1983; Higdon 1984). In this section, we briefly explain
the basic elements of the theory that are essential for under-
standing the GT. An in-depth discussion of the properties of
MHD turbulence can be found in the monograph by Beres-
nyak & Lazarian (2019).
A crucial boost to the theory of MHD turbulence was given
by Goldreich & Sridhar (1995), denoted as GS95 later. GS95
explicitly derived that the turbulence eddies are elongating
along the magnetic field showing the scaling relation:
k‖ ∝ (k⊥)2/3 (1)
where k⊥ and k‖ are wavenumbers perpendicular and par-
allel to the magnetic field, respectively. The cornerstone of
the GS95 theory is the concept of a critical balance between
parallel and perpendicular timescales k‖VA ∼ k⊥vl, here
vl is the RMS speed of turbulence at the scale l and VA
is the Alfve´nic speed. However, the GS95 anisotropy scal-
ing is derived in the global magnetic field reference frame,
in which the predicted scaling is not observable. Later,
the study of turbulent reconnection in Lazarian & Vishniac
(1999) (henceforth LV99) demonstrated that the reconnec-
tion process is fast and the time scale for the reconnection
STUDY TURBULENCE AND PROBE MAGNETIC FIELD USING GRADIENT TECHNIQUE 3
Figure 1. For trans-Alfve´nic turbulence, large eddy 1 is almost isotropic since they have similar semi-major axes (l‖) and semi-minor axes
(l⊥). Smaller eddy 2 has a relatively larger semi-major axis to the semi-minor axis ratio. Therefore, they are relatively more elongated. The
solid curve defines the directions of the local mean magnetic field line B for eddy 1, while the dashed curves define the directions of the local
mean magnetic field line for eddy 2 and other small scale eddies. While large eddies induce the global change of the magnetic field, the small
eddies still follow the local magnetic field. Extracted from Hu et al. (2020c).
.
of the corresponding eddies equal to the eddy turnover time.
This result meant that turbulent motions were not constrained
by fluid motion perpendicular to the local magnetic field.
Therefore hydrodynamic-type eddy motion is not affected by
magnetic field back-reaction if the eddy rotation is aligned
with the direction of the magnetic field surrounding the eddy.
This means that if we detect eddy’s preferential rotation di-
rection, we can determine the magnetic field direction. The
velocity gradients play exactly the role of determining this
direction.
Continuing with our picture of MHD turbulence as a col-
lection of eddies aligned with the magnetic field, we can state
that turbulent cascade, which gets minimal resistance for the
mixing perpendicular to the magnetic field, directs most of
the cascading energy. In this case, the critical balance is the
natural consequence of equality of the time of eddy turnover:
l⊥/vl and the period of the Alfve´n wave l‖/VA. Note, that
we use notations l‖ and l⊥ and not wavenumber notation.
This is to stress that the measurements are done in the local
system of reference and not the reference system related to
the mean-field.
Incidentally, for the calculations in LV99 provided for
Alfve´n Mach number MA < 1, where MA is the ratio of the
injection velocity Vinj to the Alfve´n speed VA, the following
relation between the parallel and perpendicular scales of the
eddies:
l‖ ' Linj( l⊥
Linj
)
2
3M
−4/3
A (2)
where Linj is the injection scale of turbulence, l⊥ denotes
the scale of the eddies perpendicular to the magnetic field.
Note that this scaling relation is measured in the local refer-
ence frame of the eddies, rather than the mean magnetic field
used in GS95. This universal scale-dependent anisotropy
of Alfve´nic turbulence in the local magnetic field reference
frame has been demonstrated in Cho & Vishniac (2000); Cho
et al. (2002); Maron & Goldreich (2001). Indeed, the lo-
cal system of reference is critical for understanding the GT.
For tracing the magnetic field using either density or veloc-
ity field, it is essential that the density fluctuation or velocity
fluctuation is oriented in respect to the direction of the local
magnetic field, instead of the global mean magnetic field, see
Fig. 1.
Combining Eq. 2 and the ”critical balance” expressed in
the local reference frame, i.e., l⊥VA ∼ l‖vl, one can get the
scaling relation for velocity fluctuations (see LV99):
vl ' vL( l⊥
Linj
)
1
3M
1
3
A (3)
where vL is the injection velocity of turbulence. By taking
square on both sides, the Kolmogorov’s scaling relation v2l ∝
(l⊥)2/3 is recovered.
The fluctuation induced by turbulence is more complicated
in terms of the stochastic density field. Cho & Lazarian
(2003) derived that the density ρk of the eddy at scale k in
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Figure 2. Top: An example of three moment maps. The PPV cube is produced from the MHD simulation A3 using a uniform density field
ρ(~r) = 1 while keeping the original velocity field unchanged MS = 10.54. Bottom: the projection of ρ(~r), µ(~r), and µ2(~r) along the LOS
z-axis. µ(~r) is the LOS component of turbulent velocity.
Fourier space can be expressed as:
|ρk| = ρ0vk
c
|kˆ · ζˆ| (4)
where ρ0 is the mean density, ζˆ is the unit vector for the
Alfve´nic mode, fast mode, or slow mode, c is the propaga-
tion speed of corresponding mode, and vk is the turbulence’s
velocity at scale k in Fourier space. The density fluctuation
ρl in real space is therefore obtained from the inverse Fourier
transform:
ρl = F
−1(|ρk|) = ρ0vl
c
F−1(|kˆ · ζˆ|) (5)
Explicitly, since the anisotropic relation indicates l⊥  l‖,
the velocity gradient and density gradient scale as (Yuen &
Lazarian 2018; Hu et al. 2020c):
∇ρl ∝ ρl
l⊥
' ρ0
c
F−1(|kˆ · ζˆ|)∇vl
∇vl ∝ vl
l⊥
' vL
Linj
(
l⊥
Linj
)−
2
3M
1
3
A
∇v2l ∝
v2l
l⊥
' v
2
L
Linj
(
l⊥
Linj
)−
1
3M
2
3
A
(6)
The gradients induced by both velocity and density fluctu-
ations increase respectively as vl/l⊥ ∼ l−2/3 and ρl/l⊥ ∼
l−2/3. The direction of gradients is perpendicular to the local
directions of magnetic field (Maron & Goldreich 2001; Cho
& Vishniac 2000). Also, this means that the smallest eddies
resolved in observations provide the most important contri-
bution for the gradients. This consideration is at the core of
GT.
2.2. Gradient of moment maps
In observation, the gas distribution in a given spectral line
is defined in Position-Position-Velocity (PPV) cubes toward
some direction on the sky and at a given line-of-sight velocity
v, rather than in the real-space ~r = (x, y, z). The relation
between the gas distribution ρ(x, y, v) in PPV cubes and ρ(~r)
in real-space is given by (Lazarian & Pogosyan 2004):
ρ(x, y, v) =
∫
ρ(~r)Φ(v − µ(~r))dz (7)
where Φ(v−µ(~r)) is the Maxwells distribution of the thermal
component of LOS velocity, and µ(~r) is the LOS turbulent
velocity. For the gas distribution ρ(x, y, v), we can define
the moment-0 map f0(x, y) (i.e., the intensity map) and the
moment-n map fn(x, y) as:
f0(x, y) =
∫
ρ(x, y, v)dv =
∫
ρ(~r)dz
fn(x, y) =
∫
vnρ(x, y, v)dv∫
ρ(x, y, v)dv
, n ≥ 1
(8)
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The moment corresponding to n = 1 is called ” velocity
centroid,” and it represents the averaged line-of-sight veloc-
ity when density is constant. The constructions with n > 1
we will call ”higher moment centroids.”
Applying the gradient operator ∇2D = ( ∂∂x , ∂∂y , 0)T to
f0(x, y), the gradient amplitude can be expressed as (Yuen
& Lazarian 2018):
|∇2Df0(x, y)| ∝ |
∫
∇2Dρ(~r)dz|
= 〈|∇3Dρ(~r)| cos γ〉
√
NL2inj
(9)
in which we assume there are N = L/Linj eddies along
LOS with distance L and the density gradient follows a ran-
dom walk summation. 〈...〉 denotes the average value, 3D
gradient operator is∇3D = ( ∂∂x , ∂∂y , ∂∂z )T , and γ is the rela-
tive angle between the gradient and the POS with cos γ =
|∇2Dρ(~r)|/|∇3Dρ(~r)|. Note this summation of gradient
amplitude as random walk is only valid when tan(γ/4) >
MA/
√
3 (Lazarian et al. 2020). The direction of the gradient
is then:
∇2Df0(x, y) = U ·
N∑
i=1
∇3Dρi(~r) (10)
where U is the projection operator:
U =
+1 0 00 +1 0
0 0 0

The direction of ∇2Df0(x, y) is therefore the vector sum-
mary of the density gradient along LOS. As for the moment-
n map fn(x, y), in the limit of constant density distribution,
fn(x, y) provides the value of µ(~r)n averaged along the line-
of-sight. In particular, for moment-1 and moment-2 maps,
we have:
f1(x, y) =
∫
ρ(~r)dz
∫
vΦ(v − µ(~r))dv∫
ρ(z)dz
∝
∫
ρ(~r)µ(~r)dz∫
ρ(~r)dz
f2(x, y) =
∫
ρ(~r)dz
∫
v2Φ(v − µ(~r))dv∫
ρ(~r)dz
∝
∫
ρ(~r)µ2(~r)dz∫
ρ(~r)dz
(11)
As shown in Fig. 2, we produce a synthetic PPV cube from
the MHD simulation A3 (see § 3 for details), using a unity
density field while keeping the original velocity field MS =
10.54 unchanged. We calculate three moment maps from the
PPV cube and project the density field ρ(~r) and velocity field
µ(~r) along the z-axis. We find that moment maps exhibit
very similar structures with the projected density and veloc-
ity maps. In particular, these structures are elongating along
the magnetic field. This agrees with our theoretical consid-
eration. In the rest of the paper, when we study the various
moment projections in H I-to-H2 gas, we take into account
both fluctuations in the density as well as in the velocity.
The gradients of corresponding f1(x, y) and f2(x, y) can
be written as:
∇2Df1(x, y) ∝
∫ ∇2D[ρ(~r)µ(~r)]dz − f1(x, y) ∫ ∇2Dρ(~r)dz
f0
=
U
f0
·
N∑
i=1
[(µi − f1)∇3Dρi + ρi∇3Dµi]
∇2Df2(x, y) ∝
∫ ∇2D[ρ(~r)µ2(~r)]dz − f2(x, y) ∫ ∇2Dρ(~r)dz
f0
=
U
f0
·
N∑
i=1
[(µ2i − f2)∇3Dρi + ρi∇3Dµ2i ]
(12)
The subscript i indicates the variable of the i-th eddy. The di-
rection of ∇2Df1(x, y) and ∇2Df2(x, y) consist of the con-
tribution from both density and velocity field. In the limit
of constant density distribution, the density gradient can be
erased but only velocity gradient gives contribution. Simi-
larly, the gradient amplitude is summed in a random walk
manner:
|∇2Df1(x, y)| ∝
√
NL2inj
f0
〈|(µ− f1)∇3Dρ+ ρ∇3Dµ| cos γ〉
|∇2Df2(x, y)| ∝
√
NL2inj
f0
〈|(µ2 − f2)∇3Dρ+ ρ∇3Dµ2| cos γ〉
(13)
Note here we assume the density gradient and velocity gradi-
ent exhibits the same relative angle γ with respect to POS, as
both gradients are perpendicular to the magnetic field. Fol-
lowing similar steps, we can extend the calculation to the
un-normalized moment maps Fn(x, y):
F1(x, y) =
∫
vρ(x, y, v)dv ∝
∫
ρ(~r)µ(~r)dz
F2(x, y) =
∫
v2ρ(x, y, v)dv ∝
∫
ρ(~r)µ2(~r)dz
∇2DF1(x, y) ∝ U ·
N∑
i=1
(µi∇3Dρi + ρi∇3Dµi)
∇2DF2(x, y) ∝ U ·
N∑
i=1
(µ2i∇3Dρi + ρi∇3Dµ2i )
|∇2DF1(x, y)| ∝
√
NL2inj〈|µ∇3Dρ+ ρ∇3Dµ|cosγ〉
|∇2DF2(x, y)| ∝
√
NL2inj〈|µ2∇3Dρ+ ρ∇3Dµ2|cosγ〉
(14)
Comparing with Eq. 12, we can see the magnitude of den-
sity gradient is suppressed in the normalized moment maps.
Nevertheless, as we discussed in § 2.1, for incompressible
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Model MS MA Resolution β
A0 0.66 0.12 7923 0.066
A1 1.27 0.50 7923 0.310
A2 5.64 0.31 7923 0.006
A3 10.54 0.46 7923 0.004
Table 1. Description of our MHD simulations. MS and MA are the
instantaneous values at each the snapshots are taken. The compress-
ibility of turbulence is characterized by β = 2(MA
MS
)2.
turbulence, the scaling of density gradient is similar to that
of the velocity gradient (see Eq. 6). Therefore we can expect
that the gradient of moment maps exhibits exactly the prop-
erties of velocity gradient in the incompressible limit, i.e.,
the direction of moment maps’ gradients is expected to be
perpendicular to the projected magnetic field.
A special case for GT is the presence of strong shocks. The
density gradient is preferentially perpendicular to the shock
front due to the rapid jump of density and velocity. Coin-
cidentally, the magnetic field tends to be perpendicular to
the shock front as well in ISM (Xu et al. 2019). As a con-
sequence, the density gradient become parallel to the mag-
netic field, instead of being perpendicular (Yuen & Lazarian
2017b; Hu et al. 2019c). As for velocity gradient the situation
gets different. As shown in Fig. 2,the projected super-sonic
velocity field is still parallel to the magnetic field, rather than
being perpendicular. The corresponding velocity gradient is
always perpendicular to the magnetic field in both sub-sonic
and super-sonic environment.
We know that ∇2Df0(x, y) consists of only density gra-
dient, see Eq. 10. The gradient of moment-0 is therefore
sensitive to shocks. However, from Eq. 12, we know that
∇2Df1(x, y) and ∇2Df2(x, y) are projected from the sum-
mation of 3D velocity and density gradients along LOS. To
see this change of gradient’s direction, it requires the shock is
strong enough so that density’s contribution gets dominated.
3. NUMERICAL DATA
3.1. MHD simulations
We perform 3D MHD simulations through ZEUS-MP/3D
code (Hayes et al. 2006), which solves the ideal MHD equa-
tions in a periodic box. We use single fluid, operator-split,
solenoidal turbulence injections, and staggered grid MHD
Eulerian assumption. To emulate a part of an interstellar
cloud, we use the barotropic equation of state, i.e., these
clouds are isothermal with temperature T = 50.0 K, sound
speed cs = 0.42 km/s and cloud size L = 10 pc. The sound
crossing time tv = L/cs is ∼ 23.2 Myr, which is fixed ow-
ing to the isothermal equation of state. This allows a nat-
ural extension of the isothermal H I-to-H2 transition model
proposed in Sternberg et al. (2014) and Bialy & Sternberg
(2016), into the turbulent regime, similarly to the Bialy et al.
(2017b, 2019) turbo-chemical model.
MHD turbulence is characterized by sonic Mach number
Ms = vl/cs and Alfve´nic Mach numbers MA = vl/vA,
where vl is the injection velocity and vA is the Alfve´nic ve-
locity. The turbulence is highly magnetized when the mag-
netic pressure of plasma is larger than the thermal pressure,
i.e., MA < 1. The compressibility of turbulence is character-
ized by β = 2(MAMS )
2. We refer to the simulations in Tab. 1
by their model name. For instance, our figures or captions
will have the model name indicating which data cube is used
to plot the figure. As indicated in Tab. 1, all the simulations
are highly compressible, so that the supersonic simulations
(Ms >1) develop strong density fluctuations. As we discuss
below, these density fluctuations result in turn in fluctuations
in the abundances of H I and H2 in the turbulent boxes.
3.2. H I and H2 chemical balance
At any cloud depth and for unidirectional radiation normal
to the cloud surface, the H2 formation-destruction stead-state
balance is given by:
RnxHI = (
D0
2
fshield(NH2)e
−σgN + ζ)xH2 (15)
The left hand side represent H2 formation out of atomic
H, where R (cm3 s−1) is the H2 formation rate coefficient,
n = nH + 2nH2 is the hydrogen nuclei volume density, and
xHI ≡ nHI/n and xH2 ≡ nH2/n are the H and H2 relative
abundances. The right hand side represents H2 destruction.
The first term accounts for destruction by photodissociation
where D0 (s−1) is the free-space H2 photodissociation rate,
fshield is the H2 self-shielding function that depends on the
accumulated H2 column density NH2 from cloud edge to the
point of interest, and e−σN is the dust absorption attenuation
term, where σg (cm2) is the dust absorption cross section per
hydrogen nucleus integrated over the LymanWerner dissoci-
ation band (11.213.6 eV) and N = NHI + 2NH2 is the total
(atomic plus molecular) column density. The factor of 1/2
accounts for absorption of half the radiation by the optically
thick slab. The second term in the right-hand side of Eq. (15)
accounts for H2 destruction by cosmic-rays (through ioniza-
tion that is followed up by a series of abstraction reactions
and by recombination that lead to the formation of H; Bialy
& Sternberg 2015), where ζ is the H2 cosmic-ray ionization
rate. Eq. (15) is augmented by the mass conservation equa-
tion, xHI + 2xH2 = 1.
We calculate the H I and H2 abundances in all the simu-
lations boxes in post-process, as follows. We use the den-
sity field from each simulation and calculate xHI and xH2 via
Eq. (15) assuming unidirectional UV field, and the standard
parameter values: D0 = 5.8 × 10−11 s−1, ζ = 2 × 10−16
s−1, R = 3× 10−17 cm3 s−1, and σg = 1.9× 10−21 cm−2.
These values correspond to the local mean UV radiation field
(Draine 1978), a standard dust to gas ratio, and H2 formation
rate in the cold neutral medium (Sternberg et al. 2014). For
f(NH2) we use Eq. (37) from Draine & Bertoldi (1996). The
H2 abundances at different cloud depth are coupled through
the H2 self-shielding process.
To derive the H and H2 abundances in each location we
follow a similar procedure as in Bialy et al. (2017b, 2019).
For each line-of-sight (i.e., a pair of coordinates, (x, y)), we
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solve Eq. (15) starting from cloud edge (z = 0), and progres-
sively move inwards. At cloud edge, there is no attenuation,
fshield(NH2)e
−σgN = 1, and the H I and H2 abundances
are readily given by Eq. (15) (and the xHI + 2xH2 = 1 con-
straint). We then make a (small logarithmic) step, ∆z, into
the cloud and calculate xHI and xH2 where now the shielding
is calculated with N2 = n∆zxH2 , N = n∆z. We continue
this process until we reach the end of the simulation box, and
repeat it for all the lines-of-sights. In each step, we interpo-
late the density as obtained from the MHD simulation onto
the grid that is used for the calculation of the H I-H2 bal-
ance (which is much finer and is logarithmic). Finally we
interpolate back the resulting H I-H2 abundances back onto
the native simulation grid. In the conclusion of this process,
we have xHI and xH2 in each cell of each of the simulation
boxes.
With increasing distance from cloud edge, the UV radia-
tion is attenuated via dust absorption and absorption in the
H2 lines (i.e., H2 self-shielding), and the gas undergoes a
transition from atomic to molecular state. Following Bialy
& Sternberg (2016), for a uniform density gas, the H I-to-H2
transition occurs at a column density
Ntran = 3.7×1020 ln
[
1 +
( n
59 cm−3
)−0.7]
cm−2 , (16)
where we evaluated Eqs. 22 and 39 of Bialy & Sternberg
(2016) assuming the standard parameter values. Because the
H I-H2 balance depends on the gas density, in a supersonic
turbulent medium, the transition point varies between sight-
lines, due to the strong density fluctuations (e.g., see Fig. 5
in Bialy et al. 2017b). Thus, Eq. (16) does not hold for su-
personic turbulence, however, it is still useful as an analytic
estimate for the typical depth into the simulation where the
H I-to-H2 transition occurs (with n replaced with the mean
density in the simulation, 〈n〉).
In this work, we set 〈n〉 = 50cm−3 for all simulations.
The mean column density 〈N〉 and Ntran are therefore ≈
1.40 × 1021cm−2 and ≈ 2.80 × 1020cm−2, respectively.
Thus, on the one hand the simulations have a sufficiently
large column density to allow an H I-to-H2 transition for
most of the sightlines, and thus allow us to study the statistics
of both phases. On the other hand, the typical width of the
transition zone is sufficiently large (with the simulation res-
olution of 7803, the transition zone is of order ∼ 100 cells)
allowing us to resolve substructure in the H I layers.
4. METHODOLOGY
4.1. Implementation of the Gradients Technique
The theory of intensity fluctuations in PPV space was pio-
neered in Lazarian & Pogosyan (2000) and later Lazarian &
Pogosyan (2008) explored the possibility of using the statis-
tics of intensity fluctuations in PPV cubes to study veloc-
ity turbulence. To detect the anisotropy of intensity and ve-
locity fluctuations that are induced by the magnetic field in
PPV cubes, GT usually employs a statistical description of
either moment-0 map or moment-1 map (Gonza´lez-Casanova
& Lazarian 2017; Yuen & Lazarian 2017a; Hu et al. 2019c).
Figure 3. The spectral lines of moment-0 map (red), moment-1 map
(blue), and moment-2 map (green) as functions of LOS velocity.
The spectral line is produced from simulation A3.
The moment-0 map f0(x, y) presents intensity map I(x,y)
as it contains the information of intensity fluctuations. The
normalized moment-1 map f1(x, y) reflects the velocity fluc-
tuations and is denoted as, what we mentioned earlier, the
velocity centroid map C(x,y). The intensity map and nor-
malized velocity centroid map are calculated as follow:
I(x, y) = f0(x, y) =
∫
ρ(x, y, v)dv
C(x, y) = f1(x, y) =
∫
vρ(x, y, v)dv∫
ρ(x, y, v)dv
(17)
where ρ is the gas density, v is the radial velocity along
LOS. The applicability of I(x,y) and C(x,y) in tracing mag-
netic field has been widely tested in both numerical simula-
tion (Gonza´lez-Casanova & Lazarian 2017; Yuen & Lazar-
ian 2017a; Hu et al. 2019c) and observation (Hu et al. 2019b,
2020c). In this work, we further explore how to trace the
magnetic field using the normalized moment-2 map, or sec-
ond order centroids S(x,y):
S(x, y) = f2(x, y) =
∫
v2ρ(x, y, v)dv∫
ρ(x, y, v)dv
(18)
In Fig. 3, we present the spectral line of each map along
LOS using simulation A3. For moment-0, the spectral line as
a function of the LOS velocity is simply the mean intensity in
each corresponding channel. The spectral lines of moment-1
and moment-2 are the mean intensity weighted by the corre-
sponding LOS velocity and squared velocity, respectively. In
view of the spectral line, I(x,y) is effectively the integration
over the entire line width carried out to find intensity. C(x,y)
constructs the velocity-weighted moment of intensity over
entire line width. Part of intensity information is removed,
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as the weighting can give opposite sign. As for S(x,y), the
intensity of central line becomes zeros through the weight-
ing of squared velocity. It emphasis only the intensity in the
surrounding of central lines.
The pixelized gradient map ψg(x, y), which denotes the
angle of the gradients on the POS, of each moment map is
calculated from the convolution of individual 2D map with 3
× 3 Sobel kernels Gx and Gy3:
5xf(x, y) = Gx ∗ f(x, y)
5yf(x, y) = Gy ∗ f(x, y)
ψg(x, y) = tan
−1[
5yf(x, y)
5xf(x, y) ]
(19)
where f(x, y) represents I(x,y), C(x,y), or S(x,y). 5xf(x, y)
and 5yf(x, y) are the x and y components of gradient re-
spectively. ∗ denotes the convolution.
Note that the perpendicular relative orientation of gradients
and magnetic field only appears when the gradient sampling
is enough, as the anisotropy of turbulent eddies concerning
the local magnetic field is a statistical concept. Therefore, the
raw gradient map ψg(x, y) is not necessarily required to have
any relation to the local magnetic field direction. The critical
step after getting ψg(x, y) is taking the average of gradients’
orientation within a sub-block of interest, i.e., the sub-block
averaging method, which is proposed by Yuen & Lazarian
(2017a). Owing to the fact the gradients’ orientation within
a sub-block forms a Gaussian distribution, the expectation
value of the Gaussian distribution reflects the statistical most
probable anisotropic gradient. Therefore, to probe the local
magnetic field, we first draw the histogram of gradients’ ori-
entation and take the expectation value of the Gaussian fit-
ting. By rotating the resulting gradient ψ(x, y) with 90◦, we
output the predicted the local mean magnetic field. Without
specification, we automatically rotate the gradient by 90◦ to
align with the magnetic field in the following.
4.2. Velocity fluctuation in thin velocity channel
In § 2, we derived that the moment-0 map consists of pure
density contribution, while moment-1 and moment-2 maps
can be used to obtain both density and velocity informa-
tion. Nevertheless, Lazarian & Pogosyan (2000) presented
an alternative way to extract the velocity fluctuations in PPV
cubes through the effect of velocity caustics. There it was
shown the velocity fluctuations are most prominent when the
channel is sufficiently thin, i.e., the channel width ∆v satis-
fies:
∆v <
√
δv2, thin channel
∆v ≥
√
δv2, thick channel
(20)
3 The Sobel kernels are defined as:
Gx =
−1 0 +1−2 0 +2
−1 0 +1
 , Gy =
−1 −2 −10 0 0
+1 +2 +1

where δv is the velocity dispersion calculated from velocity
centroid (Lazarian & Pogosyan 2000). Based on this theory,
the thin velocity channel map has been employed to obtain
velocity gradient for magnetic field tracing, which is named
as Velocity Channel Gradients (VChGs, Lazarian & Yuen
(2018a)). For VChGs, only the thin central channel Ch(x,y)
is selected for calculation:
Ch(x, y) =
∫ v0+∆v/2
v0−∆v/2
ρ(x, y, v)dv (21)
where v0 is the velocity corresponding to the peak posi-
tion in PPV’s velocity profile. The validity of VChGs has
been widely tested in both numerical and observational stud-
ies (Lazarian & Yuen 2018a; Hu et al. 2019a,b). Hu et al.
(2019c) also gives a detailed comparison of IGs and VChGs.
Later, instead of using only the thin central channel, Hu et
al. (2020a) extend the calculation of velocity gradient to all
thin channels in the PPV cube. This calculation introduces
the pseudo-Stokes parameters and the Principal Component
Analysis (PCA). The detailed recipe is presented in Hu et al.
(2018) and Hu et al. (2020a). Here we give only a brief re-
view. The PCA uses an orthogonal linear transformation
to convert a set of possibly correlated variables to a set of
linearly independent variables called principal components.
For the implementation of PCA, the PPV cube ρ(x, y, v) is
assumed as a probability density function of three random
variables (x, y, v). We firstly calculate the covariance matrix
and its corresponding eigenvalue equation (Brunt & Heyer
2002a,b; Hu et al. 2018):
M(vi, vj) ∝
∫
dxdyρ(x, y, vi)ρ(x, y, vj)
−
∫
dxdyρ(x, y, vi)
∫
dxdyρ(x, y, vj)
(22)
M · u = λu (23)
where M is the co-variance matrix with matrix element
S(vi, vj), with i, j = 1, 2, ..., nv . nv is the number of chan-
nel in PPV cubes and λ is the eigenvalues associated with the
eigenvector u. The eigenvalues correspond to the weight of
each principal component. If the eigenvalue is small, then the
contribution from its corresponding principal component are
also small. We can therefore enhance the contribution from
crucial components by projecting the original data set into the
new orthogonal basis formed by the eigenvectors (Hu et al.
2018, 2020a). The projection of the PPV cube into the new
orthogonal basis is operated by weighting channel ρ(x, y, vj)
with the corresponding eigenvector element uij, in which the
corresponding eigen-channel Ii(x, y) is:
Ii(x, y) =
nv∑
j
uij · ρ(x, y, vj) (24)
Through this projection, we have totally nv eigen-channels
in the PCA space. The recipe of gradient’s calculation and
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Figure 4. The 2D histograms of xHI = nHI/n (top) or 2xH2 = 2nH2/n (bottom) versus n, where nHI and nH2 are the volume density of H I
and H2 respectively. n is the total (atomic plus molecular) hydrogen volume density. P gives the volume fraction of each data point and the
bin-size is 200.
the sub-block averaging method (see § 4) are applied to
each eigen-channel, so that we have the eigen-gradient fields
ψsgi(x, y) with i = 1, 2, ..., nv . In analogy to the Stokes pa-
rameters of polarization, the pseudo Qg and Ug of gradient-
inferred magnetic fields are defined as:
Qg(x, y) =
n∑
i=1
Ii(x, y) cos(2ψ
s
gi(x, y))
Ug(x, y) =
n∑
i=1
Ii(x, y) sin(2ψ
s
gi(x, y))
ψg =
1
2
tan−1(
Ug
Qg
)
(25)
The pseudo polarization angle ψg is then defined corre-
spondingly, which gives a probe of plane-of-the-sky mag-
netic field orientation after rotating 90◦. Note in constructing
theQg(x, y) and Ug(x, y), the number of used eigen-channel
n can be less than nv . In Hu et al. (2018), it was shown only
the first twenty eigen-channels are most important and oth-
ers eigen-channels are negligible and more sensitive to noise.
We use the abbreviation VGT+PCA to represent this method
(see Hu et al. 2020a for the full recipe).
4.3. Alignment measure
To quantify the relative alignment between the magnetic
fields and rotated gradient angle, we utilize the Alignment
Measure (AM):
AM = 2(〈cos2 θr〉 − 1
2
) (26)
where θr is the angular difference of two vectors, while 〈...〉
denotes the average within a region of interests. In the case
of a perfect alignment of the magnetic field and gradient, we
get AM = 1, i.e., we have a perfect global alignment be-
tween gradients and the POS magnetic fields. AM = -1 in-
dicates global gradients are perpendicular to the POS mag-
netic field and AM = 0 means globally random correlation.
The standard error of the mean gives the uncertainty σAM ;
that is, the standard deviation divided by the square root of
the sample size. The AM given by Eq. (26) was introduced
in Gonza´lez-Casanova & Lazarian (2017) and later was bor-
rowed by other researchers doing their studies, e.g. the stud-
ies of the Histogram of Oriented Gradients (Soler et al. 2019)
and the Rolling Hough Transform (Clark & Hensley 2019).
5. RESULT
5.1. The distributions of the H I and H2 abundances
In this section, we discuss the distributions of the atomic
and molecular fractions, xHI and xxH2, for nonhomoge-
neous turbulent gas. These distributions are shown in a set
of three figures, Figs. 4, 5, and 6. In these figures we show
the 2D PDFs of n versus xHI and xH2, standard 1D PDFs of
xHI and xH2, and a bar plot showing a statistical summary of
the atomic and molecular fractions.
Examining the four panels in Fig. 4 , from left to right,
we see that at small Ms, the distribution is narrow in the
y direction, i.e., the dynamic range in the density is small,
as expected for subsonic gas. With increasing Ms, density
fluctuations develop in the gas and the density dispersion in-
creases. At a given density, the dispersion of the H I and
H2 PDFs along the x-axis results from the transition from
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Figure 5. The normalized PDFs of xHI = nHI/n (blue) and 2xH2 = 2nH2/n (green). nHI and nH2 are the volume density of H I and H2
respectively. n is the total (atomic plus molecular) hydrogen volume density. The bin-size of the PDFs is 50.
Figure 6. The statistical properties of xHI and xH2 distribution.
The line along y-axis give the range of xHI and xH2 . The box indi-
cates the interquartile range and the red/blue segment represents the
mean/median value.
atomic (xHI = 1) to molecular state (2xH2 = 1), with in-
creasing cloud depth. In particular, the low values of 2xH2
(and high values of xHI) correspond to regions near cloud
boundary where H2 destruction is very efficient. With in-
creasing column density (i.e., distance from cloud edge), the
UV radiation is absorbed by dust and in the H2 lines (H2
self-shielding), the H2 photodissociation rate decreases and
xH2 increases. Finally at sufficient cloud depth, the gas be-
comes molecular. The H I fraction never falls to zero as even
in cloud interiors cosmic rays maintain a small H population
(Li & Goldsmith 2003).
The balance between HI formation via cosmic-rays in
cloud interiors, and its destruction (to form H2) gives rise
to the diagonal shape seen at the lower end of the HI PDFs in
Fig. 4. Following Eq. 15 at large cloud depth the photodisso-
ciation term is negligible, 2xH2 ' 1 and we get xHI ∝ 1/n.
Similarly, in all the panels, the diagonal shape of the H2 PDFs
at their low end results from the balance of un-shielded H2
photodissociation and H2 formation at cloud edge. This re-
sults in xH2 ∝ n (i.e., Eq. 15 with ζ  D0 and with the
shielding terms ≈ 1). For a complementary discussion of 2D
PDFs of density and molecular abundances see Bialy et al.
(2019).
Throughout the box, the H2 formation rate (= the H I de-
struction rates) increase with n. Thus, positive fluctuations
in the density promote higher H2 fractions and lower HI, re-
sulting in the observed correlation between xH2 and n. In
cloud interiors, the dependence is not linear as besides the
H2 formation rate (which is linear in n), the destruction of
H2 is strongly affected by H2 self-shielding, which in turn
depends on the accumulated H2 column (NH2 =
∫
nxH2dz),
from cloud edge to the point of interest (Bialy et al. 2017b).
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Fig. 4 shows 1D PDFs of the H and H2 abundances. Here,
again we see how the H I and H2 PDFs broaden with in-
creasing sonic Mach number. The two peaks correspond to
the cloud-edge, and inner cloud regions. The region in be-
tween the two peaks results mainly from intermediate cloud
depth, where the transition from H to H2 takes place. At large
sonic Mach numbers, the lower end of the H2 PDF broadens
due to the effect of density fluctuations. Without them, the
H2 abundance at cloud edge is single-valued. With density
fluctuations xH2 ∝ n at cloud edge, and the low-end of the
PDF then reflects the density PDF, which is nearly lognor-
mal. The effect of density fluctuations is also seen in the H I
PDF, which broadens to smaller values with increasing Ms.
This tail results from regions at deep cloud interiors where
H I forms via the action of cosmic-rays, and is destroyed by
the H2 formation process. At large cloud interiors this re-
sults in xHI ∝ 1/n and thus high density regions push the HI
fraction to lower values.
In Fig. 6, we show the interquartile range, mean value,
and median value of the xHI and xH2 distributions. As in
the previous figures, again we see the trend of an increas-
ing dispersion with increasing Ms as strong density fluctu-
ations develop in the gas. In addition we see that with in-
creasing Ms the median and mean values of xH2 decrease,
while that of HI increase. The trend of the medians may be
understood in terms of the properties of the density (n) PDF
in turbulent gas. Let x ≡ n/〈n〉. For non-self-gravitating,
magnetized, and isothermal turbulence x follows a lognor-
mal distribution (Vazquez-Semadeni et al. 1995; Robertson
& Kravtsov 2008; Collins et al. 2012; Burkhart 2018), for
which xmedian < 1 and xmedian decreases with increasing
Ms. Physically, with increasing sonic Mach number larger
regions of the volume are filled with moderately low density
material, x < 1, compensated by small volumes filled with
very high x; i.e., shocks. The abundant low-density regions
result in lowered H2 abundances and increased H, resulting in
the trend seen in Fig. 6. The behavior of the means is more
involved as the H and H2 abundances depend non-linearly
(and non locally) on the gas density.
5.2. Moment maps of H I and H2 gas
The moment maps can carry the density information and
velocity information of the turbulent medium. For exam-
ple, the moment-0 map contains a pure density field, while
moment-1 and moment-2 maps mix both density and veloc-
ity field (see § 2). The moment-maps shall exhibit similar
anisotropic properties as the density and velocity field, i.e.,
elongating along with their local magnetic fields. In PDRs,
however, the density field is likely changed due to the forma-
tion of other molecules. This transition process also intro-
duces velocity fluctuations. Nevertheless, the velocities in-
duced by H2 formation is not turbulent, as they do not form
any eddies. These velocities are differences of thermal ve-
locities that disappear over just one mean free path length.
Therefore, the velocity field is expected to be anisotropic
still. In this section, we study how the transition process af-
fect the anisotropy in moment-maps.
In Fig. 7, we present the moment-0, moment-1, and
moment-2 maps for each simulation. For sub-sonic moment-
0 maps, we can see the intensity structures are elongating
along the vertical direction, i.e., the direction of the mean
magnetic field. However, for the super-sonic turbulence
Ms >1, the anisotropic pattern becomes less significant due
to shocks. As explained in Xu et al. (2019), these dense
shock structures are preferentially perpendicular to the mag-
netic field. Therefore, in super-sonic turbulence, we can ob-
serve the dense structures being perpendicular to the mag-
netic field. However, in the process of H I-to-H2 transition,
the dense gas usually is sampled into H2 so that H2 map con-
tains more shocks then H I map. We therefore can expect the
H2 map is less anisotropic.
The anisotropic pattern that the structures elongates along
the direction of the mean magnetic field can also be observed
in moment-1 and moment-2 maps. The difference here is that
moment-1 and moment-2 maps contains the velocity contri-
bution, which is insensitive to shocks (see § 2). The effect of
shocks is hence diluted and the moment-1/moment-2 maps
can keep anisotropic even in super-sonic cases.
5.2.1. Characterise the anisotropy by structure function
The structure function is widely used to characterise the
anisotropic properties of MHD turbulence. Here, we ap-
ply the second-order structure function to the moment maps,
which is defined as:
SF (~R) = 〈[f(~r)− f(~r + ~R)]2〉 (27)
here ~r = (x, y), ~R is a lag vector, and f(~r) can be replaced
by I(~r), C(~r), or S(~r). In terms of the structure-function, the
anisotropy appears on a small scale. We therefore typically
constrain ~r in the range of fewer than 60 pixels. Fig. 8 shows
how the structure-function should behave in terms of the con-
tour plot. We use r⊥ and r‖ to denote the real space scales
perpendicular and parallel to the mean magnetic field respec-
tively.
For the structure-function of moment-0 maps, we can ob-
serve that in the case of sub-sonic turbulence, the contours
of both H I and H2 are elongated along the r‖ direction,
i.e., the mean magnetic field direction. The contours on
a large scale are slightly misaligned from the r‖ direction
because of the limited inertial range in numerical simula-
tions (Yuen et al. 2018). For the trans-sonic turbulence
MS = 1.27, as the compression of turbulence starts its dom-
inance, the large scale contours start evolving to approx-
imately isotropic, while the small scale contours are still
anisotropic. This phenomenon is more significant for the
structure-function of H I super-sonic moment-0 maps. For
H2, we can still see the change of the structure functions.
The contour is getting isotropic when Ms = 5.64, while it
elongates in the direction perpendicular to the magnetic field
(vertical direction) at large scales when MS = 10.54. Beattie
& Federrath (2020) also reports a similar finding, which is in
agreement with theoretical expectations in Xu et al. (2019).
The authors numerically demonstrated that for sub-Alfve´n
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Figure 7. The moment-0 maps (panel a), moment-1 maps (panel b), and moment-2 maps (panel c) for each simulation listed in Tab. 1. For
each panel, the H I maps are in the top row, which H2 maps are in the bottom row.
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Figure 8. The structure function of moment-0 maps (panel a), moment-1 maps (panel b), and moment-2 maps (panel c) for each simulation
listed in Tab. 1. For each panel, the H I maps are in the top row, which H2 maps are in the bottom row. r⊥ and r‖ are the real space scales
perpendicular and parallel to the magnetic field respectively. For all plots, r⊥ and r‖ are in scales less than 60 pixels.
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Figure 9. The energy spectrum of the moment-0 maps (the 1st column), moment-1 maps (the 2nd column), and moment-2 maps (the 3rd
column) for each simulation listed in Tab. 1. α is the fitted slope of the spectrum.
turbulence with Ms < 4, the anisotropy in the column density
is dominated by striations aligned with the magnetic field.
However, Bialy & Burkhart (2020) find 3D density structures
to squeeze along the magnetic fields in moderately super-
sonic gas. The anisotropy is significantly changed by high-
density structures that form perpendicular to the magnetic
field for sub-Alfve´n and highly super-sonic turbulence. We
observe that the moment-1 and moment-2 maps have differ-
ent behavior. For moment-1 maps, the anisotropy is always
parallel to the magnetic field. Different from the structure-
function of H I’s super-sonic moment-0 maps, the structure
functions of moment-1 and moment-2 maps are striated in
the direction parallel to the magnetic field (vertical direc-
tion). In addition, the structure-function of super-sonic H I
is more striated (i.e., a larger semi-major-axis to semi-minor-
axis ratio) than the one of H2. The shock effect in H2 is likely
significant, although moment-1 and moment-2 map partially
dilute shock contribution. In any case, the anisotropic pat-
terns of moment-1 and moment-2 maps are always aligned
with the magnetic field. This supports one of the arguments
that are at the core of the GT, namely, that the velocity fluc-
tuations are more reliable tracers of the magnetic field than
density fluctuations, i.e., compared to the studies of Soler et
al. (2013); Clark et al. (2014); Clark & Hensley (2019).
5.2.2. Energy spectrum for each moment map
Furthermore, we calculate the energy spectrum for each
moment maps. The results are presented in Fig. 9. For
moment-0 maps, dense H2 contains more energy than H I.
This difference is more significant in super-sonic cases, as the
majority of high-density contrasts induced by density fluc-
tuation has been sampled into H2. As for moment-1 and
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Figure 10. Plot of the magnetic field orientation probed by GT (red) and synthetic dust polarization (blue). The plot is overlaid on the moment-0
maps (left), moment-1 maps (middle), and moment-2 maps (right). We use the H I (top) and H2 (bottom) cubes produced by simulation A0 and
denote the gradient of moment-0 map as IGs, moment-1 map as VCGs, and moment-2 map as VC2Gs.
moment-2 maps, H I and H2 occupy approximately equiv-
alent fraction of energy in sub/trans-sonic turbulence. Also
similarly, H2 gets more energy in super-sonic moment-1 and
moment-2 maps, which means dense and small-scale struc-
tures are sampled into H2.
We fit the slope α of the spectrum in the range of 8 ≤
k ≤ 60. We find the slope gets shallower with the incre-
ment of Ms. In sub-sonic cases, both H I and H2 fits similar
spectrum slopes for corresponding moment maps (moment-
0 map: ∼ −2.9, moment-1 map: ∼ −3.1, and moment-2
map: ∼ −2.9). With the increment of Ms, the spectrum
of H2 moment-1 and moment-2 maps becomes shallower
the one of H I moment-1 and moment-2 maps. However,
the spectral of H I and H2 moment-0 maps always exhibit
similar slope value. The shallower spectrum can be caused
by shocks, which was numerically demonstrated by Beres-
nyak et al. (2005). For instance, moment-0 maps are pro-
duced through the integration of spectral line in full range
(see Fig. 3). The contribution from density, as well all shocks
in super-sonic turbulence, is more significant in moment-0
maps. We, therefore, see a shallower slope in the energy
spectrum. Also, the density fluctuation induced by super-
sonic turbulence produces a number of small-scale structures
as shown in Fig. 2. These small-scale structures also shal-
lower the spectrum.
5.3. Tracing the magnetic field using GT
In the above, we discussed the anisotropy of atomic H I and
molecular H2 species, which is the theoretical foundation of
GT. We can see both H I and H2 maintain the anisotropic
property after the transition. In this section, we apply GT to
trace the magnetic field and compare its performance with
the utilization of different moment maps. Note we denote
the gradient of moment-0 map, or intensity map, as IGs,
moment-1 map, or first-order centroids map, as VCGs, and
moment-2 map, or second-order centroids map, as VC2Gs.
In Fig. 10, we give a comparison of the magnetic field ori-
entation probed by synthetic dust polarization and by GT
with a block size of 33 pixels. The plot is overlaid on the
moment maps of H I and H2 cubes produced by sub-sonic
simulation A0. Comparing the AM, we find the VC2Gs have
a better agreement with the magnetic field than VCGs and
IGs. Also, owing to the fact that the compression of turbu-
lence is insignificant in the absence of shocks, H I and H2
give similar anisotropic properties. Therefore, we can see
H I and H2 maps produce similar values of AM, although H2
samples denser gas.
We further study the alignment of gradients and the mag-
netic field in terms of tracing scale. In Fig. 11, we vary the
sub-block size from 11 to 66 pixels and calculate the AM cor-
respondingly. In general, the AM is positively proportional to
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Figure 11. The correlation between AM and the sub-block size, which is selected for the implementation of the sub-block averaging method.
We denote the gradient of moment-0 map as IGs, moment-1 map as VCGs, and moment-2 map as VC2Gs.
the sub-block size since a larger sub-block guarantees more
sample vectors so that the mean magnetic field inferred from
the gradients is statistically better determined (Yuen & Lazar-
ian 2017a; Lazarian & Yuen 2018a). Empirically, the min-
imum sub-block size for the analysis of synthetic simula-
tions was found to be 20 pixels (Lazarian & Yuen 2018a).
For the H I gradients, the sub-sonic and trans-sonic cubes
give similar results as the turbulence is dominating. As for
super-sonic cubes, theoretically, high-density shocks flip the
density gradient by 90◦ being parallel to the magnetic field
(Yuen & Lazarian 2017b; Hu et al. 2019c). Therefore, the
alignment AM is anti-correlated with Ms. The shocks’ effect
is more apparent for H2 gradients, in particular for VCGs
and VC2Gs. It is likely that H2 samples more shocks than
H I so that velocity contribution in VCGs and VC2Gs can
only dilute limited the shock effect. Nevertheless, we find
the VC2Gs of H I is the most stable tracers of the magnetic
field in the presence of shocks.
Additionally, we examine our hypothesis about shocks.
Firstly, we calculate the AM in each individual sub-block
instead of taking global averaging. We then sort out the
AM values based on the ratio between their correspond-
ing column density and global mean column density, i.e.,
NHI/〈NHI〉 and NH2/〈NH2〉. The moment-0 map is seg-
mented into seven groups based on the ratio. Note that as the
range of NH2/〈NH2〉 and NHI/〈NHI〉 is not a fixed value but
depends on the sonic Mach number, we do not keep a con-
stant interval when doing segmentation for different maps.
In each segmentation, we output the averaged AM value.
In Fig. 12, we plot the AM value versus NH2/〈NH2〉 and
NHI/〈NHI〉. The sub-block size is selected as 20 pixels,
which is empirically the minimum value (Lazarian & Yuen
2018a), and the moment-0 map is also reduced to the same
resolution before doing the segmentation.
For the sub-sonic H I case, we see that the AM is slightly
increasing when the ratio of NHI/〈NHI〉 is large. When MS
is larger than 1, the AM starts decreasing but is still pos-
itively correlated with the NHI/〈NHI〉 ratio. Similarly for
H2 gradients, the AM is decreasing in super-sonic cases, but
is negatively correlated with the NH2/〈NH2〉 ratio. When
NH2/〈NH2〉 is close to its maximum value, the AM of IGs
gets a minimum value around 0.6, 0, and -0.2 for MS = 1.27,
5.64, and 10.54 respectively. The rapid decrease of AM in
super-sonic H2 high-density regions confirms our theoreti-
cal consideration about shocks, i.e., shocks can flip the gra-
dients’ direction. This agrees with the results in (Hu et al.
2019c). Also, in § 2, we derived that the IGs consists of
the contribution from the density gradient, while VCGs and
VC2Gs employ both density gradient and velocity gradient.
We can see VCGs, in general, gets more resistance for shocks
than IGs due to the velocity contribution. As VC2Gs contains
one additional velocity term than VCGs, VC2Gs usually have
better performance than VCGs in both sub-sonic and super-
sonic cases.
Furthermore, in Fig. 12, we introduce the comparison of
VChGs and VGT+PCA. We can see in the super-sonic case
that the AM of VChGs decreases with the increment of
NH2/〈NH2〉. This is expected as the thin channel criteria
Eq. 20 only indicates the velocity fluctuation is dominating
over the density fluctuation, instead of pure velocity fluctua-
STUDY TURBULENCE AND PROBE MAGNETIC FIELD USING GRADIENT TECHNIQUE 17
Figure 12. The correlation between AM and the ratio of NHI/〈NHI〉 (top, red background) and NH2/〈NH2〉 (bottom, blue background).
NHI/NH2 is the column density of H I/H2 and 〈...〉 denotes the mean value.
tion. As we discussed above, IGs contains only density con-
tribution and is most sensitive to shocks. The additional ve-
locity contribution in VCGs and VC2Gs (see § 2) guarantees
them a better performance (higher AM). Most importantly,
in any case, VChGs is superior to IGs, VCGs, and VC2Gs.
It means that VChGs definitely is dominating by the velocity
contribution. The velocity contribution in the thin velocity
channel is even more than the one in the moment-2 map.
Nevertheless, we also see the VGT+PCA gives the best
performance in tracing the magnetic field. We expect three
possible reasons. First of all, VChGs utilizes only the central
channel. It is likely the central channel only contains part
of the magnetic field’s information. Differently, the gradient
from VGT+PCA is summed along the LOS for all velocity
channels, so that all information in the PPV cube is taken
into account. Also, the vector summation used in IGs, VCGs,
VC2Gs, and VChGs is different from the polarimetry, which
employs the summation of Stoke parameters. However, the
pseudo-Stoke parameters used in VGT+PCA is more similar
to the polarimetry measurement. Additionally, the PCA tech-
nique enhances the most crucial components for constructing
the gradient field. Noise is suppressed in this case (Hu et al.
2018).
6. DISCUSSION
6.1. The role of density fluctuation in H I-to-H2 transition
The conversion of atomic H I to molecular H2 is a ba-
sic process that takes place in the turbulent, magnetized, in-
terstellar medium. This transition has been widely studied
from various perspectives, including numerically and analyt-
ically absorbing the effects of turbulence (Xie et al. 1995;
Willacy et al. 2002; Bialy et al. 2017b). In this paper, we
generate synthetic H I and H2 cubes in chemical balance to
study the turbulences properties of H I-to-H2 transition. We
fix the mean volume density 〈n〉 ≈ 50cm−3 and tempera-
ture T = 50K, but varying the sonic Mach number Ms from
0.66 to 10.54. We find that in the case of supersonic turbu-
lence, the distribution of H2 fraction xH2 and H I fraction
xHI is more dispersed than the one of sub-sonic turbulence.
The increased dispersion reflects the growth of density fluc-
tuation in supersonic turbulence (Bialy et al. 2017b, 2019).
For supersonic turbulence, the density fluctuation produces
significant high-density and low-density contrasts. The high-
density contrasts are fully sampled into H2 so that the frac-
tion of H I left is much lower so that xHI is more dispersed.
Similarly, low-density contrasts are not sufficient for self-
shielding so that the fraction of H2 left is lower. This sug-
gests that density fluctuations induced by turbulence can play
a critical role in the formation of heavy molecular species.
6.2. Tracing local magnetic fields using velocity gradients
In addition to turbulence, the magnetic fields are also es-
sential in regulating molecules formation. With the assis-
tance of polarized dust emission, the projected magnetic filed
along LOS can be accessed. However, it is still challenging
in separating the foreground and probing the local magnetic
fields in either PDR or molecular cloud.
A possible solution is provided by the Gradient Technique
(GT), which has been developed as an advanced synergetic
tool for studying the magnetic field (Gonza´lez-Casanova &
Lazarian 2017; Yuen & Lazarian 2017a; Lazarian & Yuen
2018a; Hu et al. 2019c). This technique makes use of the fun-
damental properties of MHD turbulence, namely, it is a sum
of anisotropic eddies aligned, revealing the direction of the
magnetic field in their vicinity (Goldreich & Sridhar 1995;
Lazarian & Vishniac 1999). Due to the turbulent eddies be-
ing elongated along with their local magnetic fields, the cor-
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responding density and velocity gradients are perpendicular
to the magnetic fields. One can therefore infer the magnetic
field orientation by rotating the gradients with 90◦.
One important advantage of GT is that it can utilize multi-
ple molecular emission lines to construct the local magnetic
field model. For instance, by using 12CO, 13CO, and C18O
data, GT can probe the POS component of the magnetic field
over three different volume density ranges, from 102 to 104
cm−3 (Hu et al. 2019b; Hsieh et al. 2019). A similar idea
can be migrated to the PRD regions. Since the H2 usually
samples denser gas than H I, GT can also be used to trace the
magnetic field in either H2 or H I region.
The performance of GT has been tested in either pure
atomic H I gas (Yuen & Lazarian 2017a; Gonza´lez-Casanova
& Lazarian 2019; Hu et al. 2020a; Hu & Lazarian 2020) or
pure molecular species (Hu et al. 2019a,b; Hsieh et al. 2019).
However, for the PDRs at the cloud boundaries, the transi-
tion from atomic gas to molecular gas could potentially dis-
tort the turbulence’s anisotropic properties which are crucial
for GT. Therefore, in this work, we examine the effect of tur-
bulence on the chemical structure of interstellar clouds and
GT’s performance in PDRs. We find the anisotropy of pure
density structures may be distorted in the transition process.
The distortion depends on the spatial distribution of the gas
and may affect the performance of GT. However, the veloc-
ities induced by H2 formation is not turbulent and disappear
over just one mean free path length. Therefore, the turbu-
lent velocity field is expected to be anisotropic and velocity
gradient is a reliable tracer still.
6.3. Gradients of moment maps
To calculate the density or velocity gradients, GT usually
employs the gradients of intensity map (i.e., moment-0 map,
Yuen & Lazarian 2017b; Hu et al. 2019c), velocity centroid
map (i.e., moment-1 map, Gonza´lez-Casanova & Lazarian
2017; Yuen & Lazarian 2017a), and thin velocity channel
map (Lazarian & Yuen 2018a). In this work, we introduce
the second-order centroid map calculated from the PPV cube.
We derive and confirm that the 2D gradient field of the inten-
sity map carries only the information of turbulent density,
while the 2D gradients of the velocity centroids contain the
contribution from both the density and velocity fields. We
find that the velocity contribution improves the performance
of GT in tracing the magnetic field. This corresponds to the-
oretical expectations. If the density fluctuations are associ-
ated with the entropy variations, they can be passively trans-
formed by the anisotropic velocity cascade and, therefore,
reflect the velocity scaling properties. This can happen in
subsonic turbulence, while in supersonic MHD turbulence,
the properties of density and velocity can be very different
(Beresnyak et al. 2005; Kowal et al. 2007). In this situation,
the magnetic field tracing with intensity gradients is not reli-
able because the presence of shocks.
According to the theory in Lazarian & Pogosyan (2000),
velocity fluctuation can also be obtained from a thin veloc-
ity channel maps. This has been developed as a branch of
GT for studying the magnetic field (Lazarian & Yuen 2018a).
However, the issue of what is measured in H I channel maps
has been debated recently. Some researchers believe that the
striations observed in such maps are actual density filaments
(Clark et al. 2014). The density, as we discussed earlier, for
the velocity field can passively carry subsonic MHD turbu-
lence. Therefore the density filaments can be aligned parallel
to the magnetic field (Xu et al. 2019). However, it is also well
known from the theory (Lazarian & Pogosyan 2000) and nu-
merically demonstrated by different groups (see, Clarke et al.
2018; Yuen & Lazarian 2018) that turbulent velocities pro-
duce the filaments in channel maps. Therefore, the model of
pure density filaments is not tenable, and the actual question
is the relative importance of turbulent densities and veloci-
ties for the observed striation. We note that by challenging
the turbulent velocity origin of filaments, Clark & Hensley
(2019) provided a series of arguments, the validity of which
was seriously questioned in Yuen et al. (2019). This issue
will be discussed in detail elsewhere.
6.4. Distinguish shocks and Identify self-gravitating regions
The existence of shocks or regions of gravitational collapse
is a particular case for applying GT. The GT is founded on
the fact that the turbulent velocity and magnetic field eddies
are elongating along the magnetic field.
As we discussed earlier, in MHD turbulence, the density
statistics are different from that of turbulent velocity. As a re-
sult, it is not surprising that several authors have reported that
the anisotropy is significantly changed by high-density fila-
ments that form perpendicular to the magnetic field for sub-
Alfve´n and highly super-sonic turbulence (Xu et al. 2019;
Hu et al. 2019c; Beattie & Federrath 2020; Bialy & Burkhart
2020). In the density gradient’s picture, its direction in front
of shocks flips by 90◦, becoming parallel to the magnetic
field instead of perpendicular. This change comes from the
rapidly jump condition of density so that there is no particu-
lar universal density at which the change happens (Hu et al.
2019c). At the same time, the anisotropy of the velocity field
is not sensitive to shocks (see § 2). Therefore, shocks do not
degrade the performance of the corresponding velocity gra-
dient in tracing the magnetic field, and combining velocity
and density gradients, one can identify shocks.
The gravitational collapse may also change the turbu-
lence’s picture. In the vicinity of gravitational collapse, the
gravitational pull produces the most significant acceleration
of the plasma in the direction parallel to the magnetic field,
and the density and velocity gradients are parallel to the mag-
netic field (Yuen & Lazarian 2017b; Lazarian & Yuen 2018a;
Hu et al. 2019a, 2020b). Unlike shocks, the collapse is un-
bounded by the sonic Mach number MS, and it induces a
significantly high gradient amplitude. As a result, we get the
condition to distinguish shocks and identify self-gravitating
regions: (i) for shocks, we have the low amplitude veloc-
ity gradient being perpendicular to the magnetic field and
the low amplitude density gradient being parallel to the mag-
netic field; (ii) for gravitational collapse, we have both high
amplitude density and velocity gradient being parallel to the
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magnetic field4. The corresponding recipe for identifying the
gravitational regions with the GT is presented in (Hu et al.
2020b).
7. CONCLUSION
The photodissociation regions (PDRs) has a vital role in
the formation of molecular clouds. It processes the chemi-
cal transition from atomic gas to most of the molecular gas.
For example, through the essential H I-to-H2 transition, the
formation of other heavy molecules is achievable. The role
of turbulence and magnetic field in PDRs is not well under-
stood, and it requires further studies. We explore the possi-
bility of studying magnetic fields of the PDRs by performing
MHD simulation with numerical cubes in H I-H2 chemical
balance. We study the properties of turbulence by calculat-
ing the energy spectrum and structure-function. This work
also suggests the promise of using multiple moment maps to
probe magnetic fields. We summarize our results as follows:
1. Using the synthetic H I and H2 cubes in chemical bal-
ance, we show that:
(a) The density fluctuation induced by turbulence
can disperse the distribution of H2 and H I frac-
tion.
(b) The energy spectrum of moment maps gets shal-
lower with the increment of Ms.
2. Analogy with IGs and VCGs, We introduce the gra-
dient of moment-2 map, denoted as Velocity Square
Gradients (VC2Gs), to trace the magnetic fields. In
particular, we show that:
(a) VC2Gs are more accurate than VCGs and IGs in
terms of tracing the magnetic field orientation.
(b) VC2Gs, VCGs, and IGs tend to be parallel to the
local magnetic fields when getting close to the
dense shock front in the absence of gravity.
(c) VC2Gs are less sensitive to shocks than IGs.
VC2Gs have the advantage of tracing the mag-
netic field in supersonic turbulence.
3. We show that the synergy of the Velocity Gradient
Technique and Principal Component Analysis gives
the high accuracy in terms of magnetic field tracing.
4 The transfer of the parallel to perpendicular orientation happens first for
density gradients and only later for velocity gradients (Lazarian & Yuen
2018a; Hu et al. 2020b; Yuen & Lazarian 2017b). This means that density
gradients change their direction at larger distances from the gravitational
center. In terms of temporal evolution, the density gradients change their
direction before velocity gradients.
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