In this paper we derive expressions for matrix elements (φ i , Hφ j ) for the Hamiltonian H = −∆ + q a(q)r q in d ≥ 2 dimensions. The basis functions in each angular momentum subspace are of the form 
Introduction
We study quantum mechanical Hamiltonians H = −∆ + V (r) in d ≥ 2 dimensions, where V is a spherically-symmetric potential that supports discrete eigenvalues, r = |r|, r ∈ ℜ d . We estimate the spectrum of H in an n -dimensional trial space lying inside an angular-momentum subspace labelled by ℓ and spanned by radial functions with the form φ(r) = then all the matrix elements of H may be expressed explicitly in terms of the Gamma function.
The expressions obtained will be functions of the parameters t and p , and also of a scale parameter s to be introduced later. If the potential V is highly singular, the parameter t must be chosen sufficiently large so that V exists. The advantages of the particular form chosen for the radial functions will become clear in the development. Thus we have n + 3 variational parameters with which to optimize upper estimates to the spectrum of H , with one degree of freedom being employed for normalization.
Systems with Hamiltonians of this type have enjoyed wide attention in the literature of quantum mechanics . This interest arises particularly from the usefullness of these problems as models in atomic and molecular physics. Many numerical and analytical techniques have been used to tackle Hamiltonians of this form. In Section 2 we derive general matrix elements and show how the minimization with respect to scale s can be easily included. In section 3 we discuss some numerical issues not the least of which is the usefulness of the reduction of the matrix eigen equations to symmetric form by first diagonalizing the 'normalization' matrix N = [(φ i , φ j )]. The dependence of the eigenvalues on the parameters {p, t, s} may be rather complicated. Since changes to scale s do not involve the recomputation of the basic matrix elements, a policy which emerges is to fix n , always optimize fully with respect to scale s, and, if necessary, optimize approximately with respect to t and p by exploring a few values; if higher accuracy is required, a full optimization is undertaken, or n is increased. In Section 4 the matrix elements are applied to a variety of problems and the results are compared with those found in earlier work. We suppose that the Hamiltonian operators in this paper have domains D(H) ⊂ L 2 (ℜ d ), they are bounded below, essentially self adjoint, and have at least one discrete eigenvalue at the bottom of the spectrum. This, of course, implies that the potential cannot be dominated by repulsive terms. Because the potentials are spherically symmetric, the discrete eigenvalues E d nℓ can be labelled by two quantum numbers, the total angular momentum ℓ = 0, 1, 2, . . . , and a 'radial' quantum number, n = 0, 1, 2, . . . , which counts the eigenvalues in each angular-momentum subspace. These eigenvalues satisfy the relation E d nℓ ≤ E d mℓ , n < m. With our labelling convention, the eigenvalue E d nℓ (q) in d ≥ 2 spatial dimensions has degeneracy 1 for ℓ = 0 and, for ℓ > 0, the degeneracy is given [63] by the function Λ(d, ℓ) , where
Many techniques have been applied to approximate the spectrum of singular potentials of the form (1.2) using perturbation, variational, and geometrical approximation techniques . Exact solutions for the energy may be obtained in some special cases by first choosing a wave function with parameters, and then finding a potential of the form (1.2) for which this wave function is an eigenfunction; this is possible only when certain constraints are satisfied between the parameters {a(q)} , as we shall discuss later.
Matrix elements
We consider first the action of the Laplacian in d dimensions on a wave function Ψ(r) =
) with a spherically-symmetric factor ψ(r) and a generalized spherical harmonic factor Y ℓ . If we remove the spherical harmonic factor after the action of the Laplacian on Ψ we obtain [64] 
The radial Schrödinger equation for a spherically symmetric potential V (r) in d -dimensional space is therefore given by
A correspondence to a problem on the half line in one dimension with a Dirichlet boundary condition at r = 0 is obtained with the aid of a radial wave-function R(r) defined by
If we now re-write (2.2) in terms of this new radial function, we obtain the following Schrödinger equation for a problem on the half line
where the effective potential U (r) is given by 
Thus we have for the general radial function in our trial space
The matrix elements we seek (in a given angular momentum subspace) are given by
For each potential term r q , if we everywhere omit the constant angular factor (equal to 4π in the case d = 3 ), we find the following fomulae, expressed now in terms of the L 2 ([0, ∞), dr) inner product:
This type of integral is found by setting x = r p , and using the differential relation r k dr = (1/p)x (k+1−p)/p dx and the definition of the Gamma function. The normalization integrals are special cases of (2.9), namely
After some algebraic simplifications we find that the corresponding kinetic energy matrix elements
are given by
We note that these terms of the Hamiltonian matrix elements H ij are all symmetric under the permutation (ij) (because of Hermiticity), and invariant with respect to changes in d and ℓ that leave the form 2ℓ + d invariant. These formulae may be used as they stand for all dimensions d ≥ 2 provided that t > 0 is chosen sufficiently large t > −(2 +q) to control the most singular potential term rq. We note, in addition, that the choice {d = 3, ℓ = 0} also provides the odd-parity solutions in one dimension.
We now consider the problem of minimizing (R, HR) with respect to the vector v of coefficient
i=0 subject to the constraint that (R, R) = 1 . We immediately obtain the necessary condition:
By the min-max characterization of the spectrum [67] , the eigenvalues of this matrix equation are upper bounds to the unknown exact eigenvalues E iℓ , i = 0, 1, 2, . . . n − 1. We assume that these discrete eigenvalues of the underlying operator H are either known to exist, or indeed are demonstrated to exist by the results of this variational estimate. By considering scaled radial wave functions of the form 13) we find that factors of s remain only according to the dimensions of the terms. In effect, when using the scaled wave functions (2.13), we can leave the matrix N unchanged and replace the matrix for
Thus the upper bounds we seek are provided by the eigenvalues of the matrix equation 15) which now depend, for a given n and ℓ, on s, p and t and we write
The problem now is to find these upper estimates and minimize them with respect to the three parameters {p, t, s} .
Some numerical considerations
Rather than solving the general matrix eigenequation (2.7) directly, it is often desirable to use the fact that N is positive definite to transform the problem to symmetric form. In physics literature this is sometimes called a Löwdin transformation [65] and is equivalent analytically to converting the basis functions to an orthonormal set by applying the Gram-Schmidt procedure. We first diagonalize N with the aid of an orthogonal matrix, say S. We then get S T N S = M −2 : the square root M exists because N positive definite, which implies that the diagonal matrix has only positive eigenvalues. The original problem (2.12) (or the scaled version (2.15)) may now be written as
If we multiply on the left by symmetric diagonal matrix M we obtain
If we now write H = M S T HSM, and u = M −1 S T v, we obtain the reduction
where H T = H. This is the symmetric alternative to our original eigenvalue problem. It has also been shown that the Cholesky decomposition [66] 
where L is upper triangular, is often numerically faster and more stable than finding the square root M . Computer algebra systems often allow one to solve these problems directly without knowing which method is in fact implemented; the main purpose of our remarks is to show constructively that solutions are always possible.
Another issue is to do with the Gamma function generating large numbers before (or without) the symmetrization of H . To deal with this problem we have found it useful at an early stage to divide all the matrix elements by (
Ideally the matrix eigenvalues should simply be optimized with respect to the parameters {p, t, s}. In practice this is not always a trivially easy task. Typically, one chooses the basis dimension n and the angular momentum ℓ, and then finds the n eigenvalues. These numbers must be sorted to find, say, the k th eigenvalue E kℓ (p, t, s), and finally this function must be optimized with respect to the three parameters. This appears to be straightforward until one realizes that the matrix eigenvalue problem must be re-solved for each choice of the parameters and, of course, the original ordering can be upset. Logically the k th always has the same numerical meaning but the effect is to make the function E kℓ (p, t, s) complicated. It is helpful to note that the basic matrices N (p, t), P (q, p, t) and K(p, t) do not depend on s : the Hamiltonian matrix H depends on s by the scaling equation (2.10). In order to reduce the difficulty of the search for a minimum we have sometimes found it useful to fix p and t and to minimize at first only with respect to s; if necessary a graph can be plotted of the dish-shaped function E kℓ (s) to give a picture of the minimum.
This task may then be repeated for some other choices of p and t . In many cases an algorithm such as Nelder-Mead tackles the full minimization problem very effectively and there is no more ado concerning it. We shall make some comments concerning these matters along with the applications described in section 4 below.
Applications
We may immediately employ the matrix elements found to solve the eigenvalue problems for the general family of Hamiltonians given by
One family we shall study in particular is the class of anharmonic singular Hamiltonians
where α q and λ q are positive real numbers, and we assume that the exact wave function ψ of H satisfies a Dirichlet boundary condition, namely ψ(0) = 0 . Inverse power-law potentials
λ q /r αq appear in many areas of physics and for this reason have been widely investigated.
The spiked harmonic oscillator Hamiltonian, for example,
has been the subject of many mathematical studies which have greatly improved the understanding of singular perturbation theory [1, 47] . Many different methods have been used to study the anharmonic singular Hamiltonians (4.2), such as numerical integration of the differential equation, perturbative schemes specifically developed for this class of Hamiltonian, and variational methods.
Among the various methods, the variational method is widely used for calculating energies and wave functions since it has the advantage that the eigenvalue approximations are upper bounds [67] .
Many variational techniques used in the literature were design to solve specific classes of Hamiltonian such as (4.3). Aguilera-Navarro et al [31] , for example, reported a variational study for the groundstate energy of the spiked harmonic oscillator (4.3) valid only for α < 3 . Their study makes use of the function space spanned by the exact solutions of the Schrödinger equation for the linear harmonic oscillator Hamiltonian, supplemented by a Dirichlet boundary condition ψ(0) = 0 , namely,
. where H 2n+1 (r) are the Hermite polynomials of odd degree. The matrix elements of the operator r −α , α < 3 , in this orthonormal basis were given as
A variational analysis was carried out and the ground-state upper bounds were reported for the case of α = 5/2 . Fernandez [53] , soon afterwards, design a particular trial function ψ(r) =
2 , s ≥ 0, t > 0, to study the ground-state energy of (4.3) for α even integer and for arbitrary value of λ > 0 . An upper bound to the ground-state of (4.2) was found by a minimization with respect to {s, t} of E 0 (s, t) = ((1 − t 2 )I 4 + 3tI 2 + 2stI −2 − s 2 I −4 + λI 2−α )/I 2 where by means of ψ n (r) = A n 1 F 1 (−n;
. . where A n is the normalization constant and 1 F 1 (−n; 3/2; r 2 ) is the confluent hypergeometric function. The expressions for the matrix elements H mn (4, λ) were given by
where the definite integrals I(u) = .2) was introduced by Hall et al [38] where three parameters trial functions ψ(r) = r p+ǫ exp(−βr q ), p = (α − 1)/2 were used to approximate upper bounds of the ground-state of (4.3)
for arbitrary α and λ through the minimization of the right-side of the inequality E 0 ≤ E U 0 , where Here 1 F 1 is the confluent hypergeometric function
Explicit matrix elements of the Hamiltonian (4.3) can often be found in this orthonormal basis. For instance, the matrix elements of the singular operator λr −α assume the form
where the hypergeometric function 3 F 2 is defined by
Upper bounds to the energy levels of the Hamiltonian (4.3) then follow by diagonalization of H in the orthonormal basis (4.5). In the case where α is a non-negative even number α = 2, 4, 6, . . . , the hypergeometric function 3 F 2 in (4.9) can be regarded as a polynomial of degree α 2 − 1 instead of an m -degree polynomial. Consequently the matrix elements assumes much simpler expressions which are useful in numerical computational. For α = 2, 4, 6, . . . , the variational computational were then based on direct use of the matrix elements in terms of the hypergeometric function 3 F 2 . According to our discussion up to this point, it is clear that most of the variational methods developed in the literature were specifically design to solve the eigenvalue problem of different classes of the singular Hamiltonian (4.2). No basis set or trial wave function were design to treat a problem such as the singular potentials which at the same time can be used, say, for Hamiltonians with polynomial type potentials. The purpose of our basis introduced in section (2) and (3) is to have avaliable at our disposal a working variational approach that can be used without a particular references to specific potentials or special values for the parameters involve. In the next we apply the matrix elements discussed in section (2) and (3) to solve a number of different eigenvalue problems.
Spiked Harmonic Oscillators
We start our applications by investigating the energy levels of the spiked Harmonic Oscillator Hamiltonian (4.3). As we mentioned in section 3, the problem of finding the eigenvalues reduces to diagnalizing the real symmetric matrix H = M S T HSM . For α = 2 , the Hamiltonian (4.3) admits an exact solutions (4.6). Thus it serves as a benchmark for our variational approach. In Table (1), we report our upper bounds for the ground-state of the spiked harmonic oscillator Hamiltonian (4.3)
for several values of the parameters λ and α = Table 1 shows that minimization over the three variables {p, t, s} yields excellent agreement with the exact solutions (4.6). Such results can be explained by observing that direct substitution of the trial wave function ψ 0 (r) into the eigenvalue problem
yields for r → 0 that
Consequently, for α = 2 and p > 0 , the value t = 1 + |1 − √ 1 + 4λ| yields the best possible value of t . As for α < 2 , similar reasoning yields for r → 0 that t = 1 is an excellent initial approximation for t, that is to say, suitable for starting the minimization process. In Table 2 , we present a comparison between different variational approaches for computing upper bounds to the ground-state of the Hamiltonian H = −d 2 /dr 2 + r 2 + λr −5/2 for λ > 0 , where the diagonalization of H , Eq.(3.3), was carried out in variational spaces of different dimensions n . In Table 3 , we report our variational computation for upper bounds to the ground-state energy of the Hamiltonian
along with the eigenvalues reported in the literature. In Table 4 , we extended our variational analysis to study the Hamiltonian 1 r 6 which yields the exact energy E = 4 : by using our variational approach we obtain an upper bound of E = 4.0000006 for n = 15 with p = 0.73, t = 7.09, and s = 0.01 . The reported results in the tables indicate the general usefulness of matrix elements for the investigation of the entire spectrum of the spiked harmonic oscillator Hamiltonian for λ > 0 and arbitrary α in any dimensions and for any angular momentum number l . It is also clear that we don't need a very large basis set to produce accurate bounds. It can be seen from the tables that the rate of convergence is fast for moderate values of the coupling constant λ , while for very small values of the coupling constant the rate of convergence is much slower. In general, however, throughout the whole range of values of λ , the result from the introduced basis always gives very reliable upper bounds. In summary, the basis provides a simple, uniform, and robust variational method.
Anharmonic Singular Hamiltonian
The anharmonic singular Hamiltonians simplified Znojil's ansatz to obtain exact ground-state expression
Guardiola and Ros [37] then used a much simplifier trial wavefunction ψ(r) = r
) for the case of a = 1 and l = 0 to obtain the exact solution for the ground state as
For example with b = c = 1 , the ground-state is E 0 = 5 and for b = c = 9 , E 0 = 7 , etc.
Soon afterwards, Landtman [49] performed an accurate numerical calculation and showed that for the parameters chosen by Kaushal and Parashar, although the ground-state energy they obtained agreed with the numerical calculation, their first-excited energy did not. Varshni [51] , in an attempt to resolve this problem, obtained four sets of solutions, including one constraint equation for each set and showed that the analytic expression for the energy agrees with the numerical result for any one among the ground, the first and the second excited states, depending on the particular constraint condition satisfied. 
Perturbed Coulomb Potentials
Hautot [60] , 
into the radial Schrödinger equation
One obtains the following three-term recursion relation between the coefficients a k for (k = 0, 1, 2, . . .) :
This recurrence relation terminates if a k+1 = 0 , that is to say
4A
provided that the parameters A, B, and D satisfies the (n + 1)
For example, we have for the ground-state energy (i.e. k, l = 0 ) of 16) with the ground-state wavefunction given explicitly as ψ(r) = r l exp(− 1 2 (r + Ar 2 )) . This particular case was studied by Killingbeck [17] who obtained the exact solution for the ground-state for β > 0 .
In order to test the variational approach discussed in section 2 and 3, we have employed the matrix elements to obtain upper bounds to the exactly solvable cases such as β = 0.1, 1, and 2 , we found that the upper bounds yields 0.05, 2.75, and 5.75 which are in excellent agrement with the exact eigenvalues as given by (4.16 ). An important consequence of our variational approach are the upper bounds that are easily obtained for unconstrained values of D, B , and A . In Table 5 , we have reported our variational results for D = 1 and several values of B and A where we compare our results with the upper bounds obtained by the direct numerical integration of Schrödinger's equation [39] . In arbitrary dimensions, the matrix elements discussed in Sections 2 and 3 provide a uniformly simple, straightforward, and efficient way of obtaining accurate energy bounds for the entire spectrum. In order to compare our results with those in the literature, we consider in Table   6 the radial Schrödinger equation in d -dimensions in the form
where Λ = (d + 2ℓ − 3)/2 . The overall factor of 1 2 in the kinetic-energy was incorporate in our calculations by multiplying the kinetic energy matrix elements (2.11) by this quantity. To analyze the precision of the method, we again compare our results in Table 6 with some special cases for which the eigenvalues are known [30] . Results for the excited states within each angular momentum subspace (labelled by ℓ ) are automatically provided for (up to the dimension of the matrix used), and arbitrary spatial dimension dimension d is allowed for in the general expressions for the matrix elements.
The quartic double-well potential
The quartic double-well potential
has a long history of numerical studies (see, for example, [61] and [62] and the references therein).
Apart from its intrinsic interest, the double-well potential also plays an important role in the quantum study of the tunnelling time problem [69] , in spectra of molecules such as ammonia and hydrogenbonded solids [70] . Broges et al [71] , using supersymmetry techniques, constructed trial wave functions for variational calculations of the ground-state, first, second, and third excited-states. In their comparison with the literature, they have used the results obtained from direct numerical integration of the corresponding Schrödinger equation, as reported in [72] . Unfortunately, these numerical eigenvalues were not very accurate and the errors are higher than appear in their reported tables. In Table 7 , we compare our results for the first-and third-exited states with those of Broges et al [71] , who considered the problem in one dimension; we also include accurate numerical values.
Conclusion
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