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GROMOV-WITTEN INVARIANTS AND QUANTUM
COHOMOLOGY OF GRASSMANNIANS
HARRY TAMVAKIS
Abstract. This is the written version of my five lectures at the Banach Center
mini-school on ‘Schubert Varieties’, in Warsaw, Poland, May 18–22, 2003.
1. Lecture One
The aim of these lectures is to show that three-point genus zero Gromov-Witten
invariants on Grassmannians are equal (or related) to classical triple intersection
numbers on homogeneous spaces of the same Lie type, and to use this to understand
the multiplicative structure of their (small) quantum cohomology rings. This theme
will be explained in more detail as the lectures progress. Much of this research is
part of a project with Anders S. Buch and Andrew Kresch, presented in the papers
[Bu1], [KT1], [KT2], and [BKT1]. I will attempt to give the original references for
each result as we discuss the theory.
1.1. The classical theory. We begin by reviewing the classical story for the type
A Grassmannian. Let E = CN and X = G(m,E) = G(m,N) be the Grassmannian
of m-dimensional complex linear subspaces of E. One knows that X is a smooth
projective algebraic variety of complex dimension mn, where n = N −m.
The space X is stratified by Schubert cells; the closures of these cells are the
Schubert varieties Xλ(F•), where λ is a partition and
F• : 0 = F0 ⊂ F1 ⊂ · · · ⊂ FN = E
is a complete flag of subspaces of E, with dimFi = i for each i. The partition
λ = (λ1 > λ2 > · · · > λm > 0) is a decreasing sequence of nonnegative integers
such that λ1 6 n. This means that the Young diagram of λ fits inside an m × n
rectangle, which is the diagram of (nm). We denote this containment relation of
diagrams by λ ⊂ (nm). The diagram shown in Figure 1 corresponds to a Schubert
variety in G(4, 10).
The precise definition of Xλ(F•) is
(1) Xλ(F•) = {V ∈ X | dim(V ∩ Fn+i−λi ) > i, ∀ 1 6 i 6 m } .
Each Xλ(F•) is a closed subvariety of X of codimension equal to the weight |λ| =∑
λi of λ. Using the Poincare´ duality isomorphism between homology and co-
homology, Xλ(F•) defines a Schubert class σλ = [Xλ(F•)] in H
2|λ|(X,Z). The
algebraic group GLN (C) acts transitively on X and on the flags in E. The action
of an element g ∈ GLN (C) on the varietyXλ(F•) is given by g ·Xλ(F•) = Xλ(g ·F•).
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λ
Figure 1. The rectangle (64) containing λ = (5, 3, 2)
It follows that σλ does not depend on the choice of flag F• used to define Xλ. As
all cohomology classes in these lectures will occur in even degrees, we will adopt
the convention that the degree of a class α ∈ H2k(X,Z) is equal to k.
We next review the classical facts about the cohomology of X = G(m,N).
1) The additive structure of H∗(X,Z) is given by
H∗(X,Z) =
⊕
λ⊂(nm)
Z · σλ,
that is, H∗(X,Z) is a free abelian group with basis given by the Schubert classes.
2) To describe the cup product in H∗(X,Z), we will use Schubert’s Duality Theo-
rem. This states that for any λ and µ with |λ|+ |µ| = mn, we have σλσµ = δλ̂µ · [pt],
where [pt] = σ(nm) is the class of a point, and λ̂ is the dual partition to λ. The
diagram of λ̂ is the complement of λ in the rectangle (nm), rotated by 180◦. This
is illustrated in Figure 2.
λ
λ
PSfrag replacements
λ
Figure 2. Dual Young diagrams
For general products, we have an equation
σλ σµ =
∑
|ν|=|λ|+|µ|
cνλµ σν
in H∗(X,Z), and the structure constants cνλµ are given by
cνλµ =
∫
X
σλσµσν̂ = 〈σλ, σµ, σν̂〉0 = #Xλ(F•) ∩Xµ(G•) ∩Xν̂(H•),
for general full flags F•, G• and H• in E. Later, we will discuss a combinatorial
formula for these structure constants.
3) The classes σ1, . . . , σn are called special Schubert classes. Observe that there is
a unique Schubert class in codimension one: H2(X,Z) = Zσ1. If
(2) 0→ S → EX → Q→ 0
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is the tautological short exact sequence of vector bundles overX , with EX = X×E,
then one can show that σi is equal to the ith Chern class ci(Q) of the quotient bundle
Q, for 0 6 i 6 n.
Theorem 1 (Pieri rule, [Pi]). For 1 6 p 6 n we have σλ σp =
∑
σµ, where the
sum is over all µ ⊂ (nm) obtained from λ by adding p boxes, with no two in the
same column.
Example 1. Suppose m = n = 2 and we consider the Grassmannian X = G(2, 4)
of 2-planes through the origin in E = C4. Note that X may be identified with the
Grassmannian of all lines in projective 3-space P (E) ∼= P3. The list of Schubert
classes for X is
σ0 = 1, σ1, σ2, σ1,1, σ2,1, σ2,2 = [pt].
Observe that the indices of these classes are exactly the six partitions whose dia-
grams fit inside a 2× 2 rectangle. Using the Pieri rule, we compute that
σ21 = σ2 + σ1,1, σ
3
1 = 2 σ2,1, σ
4
1 = 2 σ2,2 = 2 [pt].
The last relation means that there are exactly 2 points in the intersection
X1(F•) ∩X1(G•) ∩X1(H•) ∩X1(I•),
for general flags F•, G•, H•, and I•. Since e.g. X1(F•) may be identified with the
locus of lines in P (E) meeting the fixed line P (F2), this proves the enumerative
fact that there are two lines in P3 which meet four given lines in general position.
4) Any Schubert class σλ may be expressed as a polynomial in the special classes
in the following way. Let us agree here and in the sequel that σp = 0 if p < 0 or
p > n.
Theorem 2 (Giambelli formula, [G]). We have σλ = det(σλi+j−i)16i,j6m, that is,
σλ is equal to a Schur determinant in the special classes.
5) The ringH∗(X,Z) is presented as a quotient of the polynomial ring Z[σ1, . . . , σn]
by the relations
Dm+1 = · · · = DN = 0
where Dk = det(σ1+j−i)16i,j6k. To understand where these relations come from,
note that the Whitney sum formula applied to (2) says that ct(S)ct(Q) = 1, which
implies, since σi = ci(Q), that Dk = (−1)kck(S) = ck(S∗). In particular, we see
that Dk vanishes for k > m, since S
∗ is a vector bundle of rank m.
1.2. Gromov-Witten invariants. Our starting point is the aforementioned fact
that the classical structure constant cνλµ in the cohomology of X = G(m,N) can
be realized as a triple intersection number #Xλ(F•) ∩ Xµ(G•) ∩ Xν̂(H•) on X .
The three-point, genus zero Gromov-Witten invariants on X extend these numbers
to more general enumerative constants, which are furthermore used to define the
‘small quantum cohomology ring’ of X .
A rational map of degree d to X is a morphism f : P1 → X such that∫
X
f∗[P
1] · σ1 = d,
i.e. d is the number of points in f−1(X1(F•)) when F• is in general position.
4 HARRY TAMVAKIS
Definition 1. Given a degree d > 0 and partitions λ, µ, and ν such that |λ| +
|µ| + |ν| = mn + dN , we define the Gromov-Witten invariant 〈σλ, σµ, σν〉d to be
the number of rational maps f : P1 → X of degree d such that f(0) ∈ Xλ(F•),
f(1) ∈ Xµ(G•), and f(∞) ∈ Xν(H•), for given flags F•, G•, and H• in general
position.
We shall show later that 〈σλ, σµ, σν〉d is a well-defined, finite integer. Notice that
for the degree zero invariants, we have
〈σλ, σµ, σν〉0 =
∫
X
σλσµσν = #Xλ(F•) ∩Xµ(G•) ∩Xν(H•),
as a morphism of degree zero is just a constant map to X .
Key example. Consider the Grassmannian G(d, 2d) for any d > 0. We say that
two points U , V of G(d, 2d) are in general position if the intersection U ∩ V of the
corresponding subspaces is the zero subspace.
Proposition 1 ([BKT1]). Let U , V , and W be three points of Z = G(d, 2d) which
are pairwise in general position. Then there is a unique morphism f : P1 → Z
of degree d such that f(0) = U , f(1) = V , and f(∞) = W . In particular, the
Gromov-Witten invariant which counts degree d maps to Z through three general
points is equal to 1.
Proof. Let U , V , and W be given, in pairwise general position. Choose a basis
(v1, . . . , vd) of V . Then we can construct a morphism f : P
1 → Z of degree d such
that f(0) = U , f(1) = V , and f(∞) =W as follows. For each i with 1 6 i 6 d, we
let ui and wi be the projections of vi onto U and W , respectively. If (s:t) are the
homogeneous coordinates on P1, then the morphism
f(s:t) = Span{su1 + tw1, . . . , sud + twd}
satisfies the required conditions. Observe that f does not depend on the chosen
basis for V . Indeed, if v′i =
∑
aijvj , then u
′
i =
∑
aijuj , w
′
i =
∑
aijwj and one
checks easily that
Span{su1 + tw1, . . . , sud + twd} = Span{su
′
1 + tw
′
1, . . . , su
′
d + tw
′
d}.
Exercise. Show that the map f is an embedding of P1 into Z such that f(p1) and
f(p2) are in general position, for all points p1, p2 in P
1 with p1 6= p2. Show also
that f has degree d.
Next, suppose that f : P1 → Z is any morphism of degree d which sends 0, 1, ∞
to U , V ,W , respectively. Let S ⊂ C2d⊗OZ be the tautological rank d vector bundle
over Z, and consider the pullback f∗S → P1. The morphism f : P1 → G(d, 2d) is
determined by the inclusion of f∗S in C2d ⊗OP1 , i.e., a point p ∈ P
1 is mapped by
f to the fiber over p of the image of this inclusion.
Every vector bundle over P1 splits as a direct sum of line bundles, so f∗S ∼=
⊕di=1O(ai). Each O(ai) is a subbundle of a trivial bundle, hence ai 6 0, and∑
ai = −d as f has degree d. We deduce that ai = −1 for each i, since other-
wise f∗S would have a trivial summand, and this contradicts the general position
hypothesis. It follows that we can write f(s :t) = Span{su1 + tw1, . . . , sud + twd}
for suitable vectors ui, wi ∈ C2d, which depend on the chosen identification of f∗S
with ⊕di=1O(−1). We conclude that f is the map constructed as above from the
basis (v1, . . . , vd), where vi = ui + wi. 
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We now introduce the key definition upon which the subsequent analysis de-
pends.
Definition 2 ([Bu1]). For any morphism f : P1 → G(m,N), define the kernel of f
to be the intersection of all the subspaces V ⊂ E corresponding to image points of
f . Similarly, the span of f is the linear span of these subspaces.
Ker(f) =
⋂
p∈P1
f(p); Span(f) =
∑
p∈P1
f(p).
Note that for each f : P1 → X , we have Ker(f) ⊂ Span(f) ⊂ E.
Lemma 1 ([Bu1]). If f : P1 → G(m,N) is a morphism of degree d, then dimKer(f) >
m− d and dimSpan(f) 6 m+ d.
Proof. Let S → X be the rank m tautological bundle over X = G(m,N). Given
any morphism f : P1 → X of degree d, we have that f∗S ∼= ⊕mi=1O(ai), where ai 6 0
and
∑
ai = −d. Moreover, the map f is induced by the inclusion f∗S ⊂ E ⊗OP1 .
There are at least m− d zeroes among the integers ai, hence f∗S contains a trivial
summand of rank at least m− d. But this corresponds to a fixed subspace of E of
the same dimension which is contained in Ker(f), hence dimKer(f) > m− d.
Similar reasoning shows that if Q → X is the rank n universal quotient bundle
over X , then f∗Q has a trivial summand of rank at least n− d. It follows that the
image of the map f∗S → E ⊗OP1 factors through a subspace of E of codimension
at least n− d, and hence of dimension at most m+ d. 
In the next lecture, we will see that for those maps f which are counted by
a degree d Gromov-Witten invariant for X , we have dimKer(f) = m − d and
dimSpan(f) = m + d. In fact, it will turn out that the pair (Ker(f), Span(f))
determines f completely!
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2. Lecture Two
2.1. The main theorem. Given integers a and b, we let F (a, b;E) = F (a, b;N)
denote the two-step flag variety parametrizing pairs of subspaces (A,B) with A ⊂
B ⊂ E, dimA = a and dimB = b. We agree that F (a, b;N) is empty unless
0 6 a 6 b 6 N ; when the latter condition holds then F (a, b;N) is a projective
complex manifold of dimension (N − b)b + (b − a)a. For any non-negative integer
d we set Yd = F (m − d,m + d;E); this will be the parameter space of the pairs
(Ker(f), Span(f)) for the relevant morphisms f : P1 → X . Our main theorem will
be used to identify Gromov-Witten invariants on X = G(m,E) with classical triple
intersection numbers on the flag varieties Yd.
To any subvariety W ⊂ X we associate the subvariety W (d) in Yd defined by
(3) W(d) = { (A,B) ∈ Yd | ∃ V ∈ W : A ⊂ V ⊂ B } .
Let F (m− d,m,m+ d;E) denote the variety of three-step flags in E of dimensions
m− d, m, and m+ d. There are natural projection maps
π1 : F (m− d,m,m+ d;E)→ X and π2 : F (m− d,m,m+ d;E)→ Yd.
We then haveW(d) = π2(π
−1
1 (W)). Moreover, as the maps πi are GLN -equivariant,
if W = Xλ(F•) is a Schubert variety in X , then W(d) = X
(d)
λ (F•) is a Schubert
variety in Yd. We will describe this Schubert variety in more detail after we prove
the main theorem.
Remarks. 1) One computes that dimYd = mn+ dN − 3d2.
2) Since the fibers of π2 are isomorphic to G(d, 2d), the codimension of X
(d)
λ (F•) in
Yd is at least |λ| − d2.
Theorem 3 ([BKT1]). Let λ, µ, and ν be partitions and d be an integer such that
|λ| + |µ| + |ν| = mn + dN , and let F•, G•, and H• be complete flags of E = CN
in general position. Then the map f 7→ (Ker(f), Span(f)) gives a bijection of
the set of rational maps f : P1 → G(m,N) of degree d satisfying f(0) ∈ Xλ(F•),
f(1) ∈ Xµ(G•), and f(∞) ∈ Xν(H•), with the set of points in the intersection
X
(d)
λ (F•) ∩X
(d)
µ (G•) ∩X
(d)
ν (H•) in Yd = F (m− d,m+ d;N).
It follows from Theorem 3 that we can express any Gromov-Witten invariant of
degree d on G(m,N) as a classical intersection number on Yd. Let [X
(d)
λ ] denote
the cohomology class of X
(d)
λ (F•) in H
∗(Yd,Z).
Corollary 1. Let λ, µ, and ν be partitions and d > 0 an integer such that |λ| +
|µ|+ |ν| = mn+ dN . We then have
〈σλ, σµ, σν〉d =
∫
F (m−d,m+d;N)
[X
(d)
λ ] · [X
(d)
µ ] · [X
(d)
ν ].
Proof of Theorem 3. Let f : P1 → X be a rational map as in the statement of the
theorem.
Claim 1. We have d 6 min(m,n), dimKer(f) = m− d and dimSpan(f) = m+ d.
Indeed, let a = dimKer(f) and b = dimSpan(f). In the two-step flag vari-
ety Y ′ = F (a, b;E) there are associated Schubert varieties X ′λ(F•), X
′
µ(G•), and
X ′ν(H•), defined as in (3). Writing e1 = m − a and e2 = b −m, we see that the
codimension of X ′λ(F•) in Y
′ is at least |λ|−e1e2, and similar inequalities hold with
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µ and ν in place of λ. Since (Ker(f), Span(f)) ∈ X ′λ(F•) ∩X
′
µ(G•) ∩ X
′
ν(H•) and
the three flags F•, G• and H• are in general position, we obtain
mn+ dN − 3e1e2 6 dimF (a, b;E) = (N − b)(m+ e2) + (e1 + e2)a,
and hence, by a short computation,
(4) dN 6 2e1e2 + e2(N − b) + ae1.
Lemma 1 says that e1 6 d and e2 6 d, and therefore that the right-hand side of (4)
is at most 2e1e2 + d(N − b + a). Since b − a = e1 + e2, it follows that
(e1 + e2)
2 6 2d(e1 + e2) 6 4e1e2,
and hence e1 = e2 = d. This proves Claim 1.
Let M denote the set of rational maps in the statement of the theorem, and
set I = X
(d)
λ (F•) ∩ X
(d)
µ (G•) ∩ X
(d)
ν (H•). If f ∈ M then Claim 1 shows that
(Ker(f), Span(f)) ∈ I. We next describe the inverse of the resulting map M→ I.
Given (A,B) ∈ I, we let Z = G(d,B/A) ⊂ X be the set of m-dimensional
subspaces of E between A and B. Observe that Z ∼= G(d, 2d), and that Xλ(F•)∩Z,
Xµ(G•)∩Z, and Xν(H•)∩Z are non-empty Schubert varieties in Z. (Indeed, e.g.
Xλ(F•) ∩ Z is defined by the attitude of V/A with respect to the flag F˜• in B/A
with F˜i = ((Fi + A) ∩ B)/A for each i.) We assert that each of Xλ(F•) ∩ Z,
Xµ(G•) ∩ Z, and Xν(H•) ∩ Z must be a single point, and that these three points
are subspaces of B/A in pairwise general position. Proposition 1 then provides the
unique f : P1 → X in M with Ker(f) = A and Span(f) = B.
Claim 2. Let U , V , and W be three points in Z, one from each intersection. Then
the subspaces U , V and W are in pairwise general position.
Assuming this claim, we can finish the proof as follows. Observe that any positive
dimensional Schubert variety in Z must contain a point U ′ which meets U non-
trivially, and similarly for V andW . Indeed, on G(d, 2d), the locus of d-dimensional
subspaces Σ with Σ ∩ U 6= {0} is, up to a general translate, the unique Schubert
variety in codimension 1. It follows that this locus must meet any other Schubert
variety non-trivially, unless the latter is zero dimensional, in other words, a point.
Therefore Claim 2 implies that Xλ(F•)∩Z, Xµ(G•)∩Z, and Xν(H•)∩Z are three
points on Z in pairwise general position.
To prove Claim 2, we again use a dimension counting argument to show that
if the three reference flags are chosen generically, no two subspaces among U , V ,
W can have non-trivial intersection. Consider the three-step flag variety Y ′′ =
F (m− d,m− d+1,m+ d;E) and the projection π : Y ′′ → Yd. Note that dim Y ′′ =
dimYd + 2d− 1, as Y ′′ is a P2d−1-bundle over Yd.
To each subvariety W ⊂ G(m,E) we associate W ′′ ⊂ Y ′′ defined by
W ′′ = { (A,A′, B) ∈ Y ′′ | ∃ V ∈ W : A′ ⊂ V ⊂ B } .
We find that the codimension of X ′′µ(G•) in Y
′′ is at least |µ|−d2+d, and similarly
for X ′′ν (H•). Since the three flags are in general position, and π
−1(X
(d)
λ (F•)) has
codimension at least |λ| − d2 in Y ′′, we must have
π−1(X
(d)
λ (F•)) ∩X
′′
µ(G•) ∩X
′′
ν (H•) = ∅,
and the same is true for the other two analogous triple intersections. This completes
the proof of Claim 2, and of the theorem. 
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It is worth pointing out that we may rephrase Theorem 3 using rational curves in
X , instead of rational maps toX . For this, recall from the Exercise given in the first
lecture that every rational map f that is counted in Theorem 3 is an embedding of
P1 into X of degree equal to the degree of the curve Im(f). Moreover, the bijection
of the theorem shows that all of these maps have different images.
2.2. Parametrizations of Schubert varieties. We now describe an alternative
way to parametrize the Schubert varieties on G(m,N), by replacing each partition
λ by a 01-string I(λ) of length N , with m zeroes. Begin by drawing the Young
diagram of the partition λ in the upper-left corner of an m× n rectangle. We then
put a label on each step of the path from the lower-left to the upper-right corner of
this rectangle which follows the border of λ. Each vertical step is labeled “0”, while
the remaining n horizontal steps are labeled “1”. The string I(λ) then consists of
these labels in lower-left to upper-right order.
Example 2. On the Grassmannian G(4, 9), the 01-string of the partition λ =
(4, 4, 3, 1) is I(λ) = 101101001. This is illustrated below.
1
1 1
1
1
0
0
0
0
PSfrag replacements
λ
Alternatively, each partition λ ⊂ (nm) corresponds to a Grassmannian permuta-
tion wλ in the symmetric group SN , which is a minimal length representative in the
coset space SN/(Sm × Sn). The element w = wλ is such that the positions of the
“0”s (respectively, the “1”s) in the 01-string I(λ) are given by w(1), . . . , w(m) (re-
spectively, by w(m+ 1), . . . , w(N)). In Example 2, we have wλ = 257813469 ∈ S9.
In a similar fashion, the Schubert varieties on the two-step flag variety F (a, b;N)
are parametrized by permutations w ∈ SN with w(i) < w(i + 1) for i /∈ {a, b}.
For each such permutation w and fixed full flag F• in E, the Schubert variety
Xw(F•) ⊂ F (a, b;N) is defined as the locus of flags A ⊂ B ⊂ E such that
dim(A∩Fi) > #{p 6 a | w(p) > N−i} and dim(B∩Fi) > #{p 6 b | w(p) > N−i}
for each i. The codimension of Xw(F•) in F (a, b;N) is equal to the length ℓ(w)
of the permutation w. Furthermore, these indexing permutations w correspond to
012-strings J(w) of length N with a “0”s and b − a “1”s. The positions of the
“0”s (respectively, the “1”s) in J(w) are recorded by w(1), . . . , w(a) (respectively,
by w(a+ 1), . . . , w(b)).
Finally, we describe the 012-string Jd(λ) associated to the modified Schubert
variety X
(d)
λ (F•) in Yd = F (m − d,m + d;N). This string is obtained by first
multiplying each number in the 01-string I(λ) by 2, to get a 02-string 2I(λ). We
then get the 012-string Jd(λ) by changing the first d “2”s and the last d “0”s of
2I(λ) to “1”s. Taking d = 2 in Example 2, we get J2(4, 4, 3, 1) = 101202112, which
corresponds to a Schubert variety in F (2, 6; 9).
Corollary 2 ([Y]). Let λ, µ, and ν be partitions and d > 0 be such that |λ|+ |µ|+
|ν| = mn+ dN . If any of λd, µd, and νd is less than d, then 〈σλ, σµ, σν〉d = 0.
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Proof. By computing the length of the permutation corresponding to Jd(λ), one
checks easily that when λd < d, the codimension of X
(d)
λ (F•) in Yd is strictly greater
than |λ| − d2. Therefore, when any of λd, µd, or νd is less than d, the sum of the
codimensions of the three Schubert varieties X
(d)
λ (F•), X
(d)
µ (G•), and X
(d)
ν (H•)
which appear in the statement of Theorem 3 is strictly greater than the dimension
of Yd = F (m− d,m+ d;N). We deduce that
〈σλ, σµ, σν〉d =
∫
Yd
[X
(d)
λ ] · [X
(d)
µ ] · [X
(d)
ν ] = 0.

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3. Lecture Three
3.1. Classical and quantum Littlewood-Richardson rules. The problem we
turn to now is that of finding a positive combinatorial formula for the Gromov-
Witten invariants 〈σλ, σµ, σν〉d. For the classical structure constants (the case d =
0), this problem was solved in the 1930’s by Littlewood and Richardson, although
complete proofs only appeared in the early 1970’s. In the past few years, there has
been a resurgence of interest in this question (see, for example, [F2]), which has led
to a new formulation of the rule in terms of ‘puzzles’ (due to Knutson, Tao, and
Woodward).
Define a puzzle to be a triangle decomposed into puzzle pieces of the three types
displayed below.
0 0
0
PSfrag replacements
λ
1 1
1
PSfrag replacements
λ
1
1
0
0
PSfrag replacements
λ
A puzzle piece may be rotated but not reflected when used in a puzzle. Furthermore,
the common edges of two puzzle pieces next to each other must have the same labels.
Recall from the last lecture that a Schubert class σλ in H
∗(G(m,N),Z) may also
be indexed by a 01-string I(λ) with m “0”s and n “1”s.
Theorem 4 ([KTW]). For any three Schubert classes σλ, σµ, and σν in the coho-
mology of X = G(m,N), the integral
∫
X
σλσµσν is equal to the number of puzzles
such that I(λ), I(µ), and I(ν) are the labels on the north-west, north-east, and
south sides when read in clockwise order.
The formula in Theorem 4 is bijectively equivalent to the classical Littlewood-
Richardson rule, which describes the same numbers as the cardinality of a certain
set of Young tableaux (see [V, §4.1]).
Example 3. In the projective plane P2 = G(1, 3), two general lines intersect in a
single point. This corresponds to the structure constant
〈σ1, σ1, σ0〉0 =
∫
P2
σ21 = 1.
The figure below displays the unique puzzle with the corresponding three strings
101, 101, and 011 on its north-west, north-east, and south sides.
1
1 1
0
0 0
1
0
0
1
1
1 1
1
1 1PSfrag replacements
λ
We suggest that the reader works out the puzzle which corresponds to the inter-
section σkσℓ = σk+ℓ on P
n, for k + ℓ 6 n.
It is certainly tempting to try to generalize Theorem 4 to a result that would
hold for the flag variety SLN/B. This time the three sides of the puzzle would
be labeled by permutations, and one has to specify the correct set of puzzle pieces
to make the rule work. In the fall of 1999, Knutson proposed such a general
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1
0
0
0 02 0
1
2
2
2 2
0
2
2
2 2
0
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0
2
0
0
1
1
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1
1
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2
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1
1 1
0
2
2 2
1
2
0
0 0
2
0
0
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1
02 0
2
2 2
0
2
1
2
2
2 2
0
0 0
2
0
0
1
1
1 1
0
1
21
1 1
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Figure 3. Two puzzles with the same boundary labels
conjecture for the Schubert structure constants on all partial flag varieties, which
specialized to Theorem 4 in the Grassmannian case. However, he soon discovered
counterexamples to this conjecture (in fact, it fails for the three-step flag variety
F (1, 3, 4; 5)).
Motivated by Theorem 3, Buch, Kresch and the author were especially inter-
ested in a combinatorial rule for the structure constants on two-step flag varieties.
Surprisingly, there is extensive computer evidence which suggests that Knutson’s
conjecture is true in this special case. Recall from the last lecture that the Schubert
classes on two-step flag varieties are indexed by the 012-strings J(w), for permu-
tations w ∈ SN . In this setting we have the following six different types of puzzle
pieces.
0 0
0
PSfrag replacements
λ
1 1
1
PSfrag replacements
λ
2 2
2
PSfrag replacements
λ
0 2 2
2 2 0
1 1PSfrag replacements
λ
2
2
0
0
PSfrag replacements
λ
0 0 2
2 0 0
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λ
The length of the fourth and of the sixth piece above may vary. The fourth piece
can have any number of “2”s (including none) to the right of the “0” on the top
edge and equally many to the left of the “0” on the bottom edge. Similarly the sixth
piece can have an arbitrary number of “0”s on the top and bottom edges. Again
each puzzle piece may be rotated but not reflected. Figure 3 shows two examples
of such puzzles.
We can now state Knutson’s conjecture in the case of two-step flag varieties. This
conjecture has been verified by computer for all two-step flag varieties F (a, b;N)
for which N 6 16.
Conjecture 1 (Knutson). For any three Schubert varieties Xu, Xv, and Xw in
the flag variety F (a, b;N), the integral
∫
F (a,b;N)[Xu] · [Xv] · [Xw] is equal to the
number of puzzles such that J(u), J(v), and J(w) are the labels on the north-west,
north-east, and south sides when read in clockwise order.
By combining Theorem 3 with Conjecture 1, we arrive at a conjectural ‘quantum
Littlewood-Richardson rule’ for the Gromov-Witten invariants 〈σλ, σµ, σν〉d. This
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time we use the 012-string Jd(λ) associated to the Schubert variety X
(d)
λ (F•) in
F (m− d,m+ d;N).
Conjecture 2 ([BKT1]). For partitions λ, µ, ν such that |λ|+ |µ|+ |ν| = mn+dN
the Gromov-Witten invariant 〈σλ, σµ, σν〉d is equal to the number of puzzles such
that Jd(λ), Jd(µ), and Jd(ν) are the labels on the north-west, north-east, and south
sides when read in clockwise order.
The verified cases of Conjecture 1 imply that Conjecture 2 holds for all Grass-
mannians G(m,N) for which N 6 16. It has also been proved in some special cases
including when λ has length at most 2 or when m is at most 3.
Example 4. On the Grassmannian G(3, 6), the Gromov-Witten invariant
〈σ3,2,1, σ3,2,1, σ2,1〉1
is equal to 2. We have J1(3, 2, 1) = 102021 and J1(2, 1) = 010212. Figure 3 displays
the two puzzles with the labels J1(3, 2, 1), J1(3, 2, 1), and J1(2, 1) on their sides.
3.2. Quantum cohomology of G(m,N). As was alluded to in the first lec-
ture and also by the phrase ‘quantum Littlewood-Richardson rule’, the above
Gromov-Witten invariants are the structure constants in a deformation of the co-
homology ring of X = G(m,N). This (small) quantum cohomology ring QH∗(X)
was introduced by string theorists, and is a Z[q]-algebra which is isomorphic to
H∗(X,Z) ⊗Z Z[q] as a module over Z[q]. Here q is a formal variable of degree
N = m+ n. The ring structure on QH∗(X) is determined by the relation
(5) σλ · σµ =
∑
〈σλ, σµ, σν̂〉d σν q
d,
the sum over d > 0 and partitions ν with |ν| = |λ|+ |µ| − dN . Note that the terms
corresponding to d = 0 just give the classical cup product in H∗(X,Z). We will
need to use the hard fact that equation (5) defines an associative product, which
turns QH∗(X) into a commutative ring with unit. The reader can find a proof of
this basic result in the expository paper [FP].
We now prove, following [Bu1], analogues of the basic structure theorems about
H∗(X,Z) for the quantum cohomology ring QH∗(X). For any Young diagram
λ ⊂ (nm), let λ denote the diagram obtained by removing the leftmost d columns
of λ. In terms of partitions, we have λi = max{λi − d, 0}. For any Schubert
variety Xλ(F•) in G(m,E), we consider an associated Schubert variety Xλ(F•) in
G(m+ d,E). It is easy to see that if π : F (m− d,m+ d;E)→ G(m+ d,E) is the
projection map, then π(X
(d)
λ (F•)) = Xλ(F•).
Corollary 3. If 〈σλ, σµ, σν〉d 6= 0, then [Xλ] · [Xµ] · [Xν ] 6= 0 in H
∗(G(m+d,E),Z).
Corollary 4. If 〈σλ, σµ, σν〉d 6= 0 and ℓ(λ) + ℓ(µ) 6 m, then d = 0.
Proof. We know a priori that |λ| + |µ| + |ν| = mn + dN . The assumption on the
lengths of λ and µ implies that
|λ|+ |µ|+ |ν| > |λ|+ |µ|+ |ν| − 2md = dimG(m+ d,E) + d2.
By Corollary 3, we must have d = 0. 
Corollary 4 implies that if ℓ(λ) + ℓ(µ) 6 m, then
σλ · σµ =
∑
d,ν
〈σλ, σµ, σν̂〉d σν q
d =
∑
|ν|=|λ|+|µ|
〈σλ, σµ, σν̂〉0 σν ,
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that is, there are no quantum correction terms in the product σλ · σµ.
Theorem 5 (Quantum Giambelli, [Be]). We have σλ = det(σλi+j−i)16i,j6m in
QH∗(X). That is, the classical Giambelli and quantum Giambelli formulas coincide
for G(m,N).
Proof. Define a linear map φ : H∗(X,Z) → QH∗(X) by φ([Xλ]) = σλ. It follows
from Corollary 4 that σp · σµ = φ([Xp][Xµ]) whenever ℓ(µ) 6 m − 1. Using the
classical Pieri rule and induction, we see that
σp1 · · ·σpm = φ([Xp1 ] · · · [Xpm ]),
for any m special Schubert classes σp1 , . . . , σpm . This implies that
det(σλi+j−i)16i,j6m = φ(det([Xλi+j−i])16i,j6m) = φ([Xλ]) = σλ.

Theorem 6 (Quantum Pieri, [Be]). For 1 6 p 6 n, we have
(6) σλ · σp =
∑
µ
σµ + q
∑
ν
σν ,
where the first sum is over diagrams µ obtained from λ by adding p boxes, no two
in the same column, and the second sum is over all ν obtained from λ by removing
N − p boxes from the ‘rim’ of λ, at least one from each row.
Here the ‘rim’ of a diagram λ is the rim hook (or ‘border strip’) contained in λ
whose south-east border follows the path we used earlier to define the 01-string
corresponding to λ.
Example 5. For the Grassmannian G(3, 6), we have
σ3,2,1 · σ2 = σ3,3,2 + q(σ2 + σ1,1)
in QH∗(G(3, 6)). The rule for obtaining the two q-terms is illustrated below.
PSfrag replacements
λ
Proof of Theorem 6. By applying the vanishing Corollary 2, we see that it will
suffice to check that the line numbers (that is, the Gromov-Witten invariants for
d = 1) agree with the second sum in (6). We will sketch the steps in this argument,
and leave the omitted details as an exercise for the reader.
Let σλ = [Xλ] denote the cohomology class in H
∗(G(m+1, E),Z) associated to
σλ for d = 1, and define σµ and σp in a similar way. One then uses the classical
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Pieri rule to show that the prescription for the line numbers in σλ · σp given in (6)
is equivalent to the identity
(7) 〈σλ, σµ, σp〉1 = 〈σλ, σµ, σp〉0,
where the right hand side of (7) is a classical intersection number on G(m+ 1, E).
To prove (7), observe that the right hand side is given by the classical Pieri rule
on G(m + 1, N), and so equals 0 or 1. If 〈σλ, σµ, σp〉0 = 0, then Corollary 3 shows
that 〈σλ, σµ, σp〉1 = 0 as well.
Next, assume that 〈σλ, σµ, σp〉0 = 1, so that there is a unique (m+1)-dimensional
subspace B in the intersection Xλ(F•)∩Xµ(G•)∩Xp(H•), for generally chosen ref-
erence flags. Note that the construction of B ensures that it lies in the intersection
of the corresponding three Schubert cells in G(m + 1, E), where the defining in-
equalities in (1) are all equalities. It follows that the two subspaces
Vm = B ∩ FN−λm and V
′
m = B ∩GN−µm
each have dimension m, and in fact Vm ∈ Xλ(F•) and V ′m ∈ Xµ(G•). Since
|λ|+ |µ| = mn+N − p > dimG(m,N),
we see that Xλ(F•) ∩ Xµ(G•) = ∅, and hence Vm 6= V ′m. As Vm and V
′
m are both
codimension one subspaces of B, this proves that A = Vm∩V ′m has dimensionm−1.
We deduce that the only line (corresponding to the required map f : P1 → X of
degree one) meeting the three Schubert varieties Xλ(F•), Xµ(G•), and Xp(H•) is
the locus {V ∈ X | A ⊂ V ⊂ B}. 
We conclude with Siebert and Tian’s presentation of QH∗(G(m,N)) in terms of
generators and relations.
Theorem 7 (Ring presentation, [ST]). The ring QH∗(X) is presented as a quotient
of the polynomial ring Z[σ1, . . . , σn, q] by the relations
Dm+1 = · · · = DN−1 = 0 and DN + (−1)
nq = 0,
where Dk = det(σ1+j−i)16i,j6k for each k.
Proof. We will justify why the above relations hold in QH∗(X), and then sketch
the rest of the argument. Since the degree of q is N , the relations Dk = 0 for
k < N , which hold in H∗(X,Z), remain true in QH∗(X). For the last relation we
use the formal identity of Schur determinants
DN − σ1DN−1 + σ2DN−2 − · · ·+ (−1)
nσnDm = 0
to deduce that DN = (−1)
nσnDm = (−1)
nσnσ(1m). Therefore it will suffice to
show that σnσ(1m) = q; but this is a consequence of Theorem 6.
With a bit more work, one can show that the quotient ring in the theorem is in
fact isomorphic to QH∗(X) (see e.g. [Bu1]). Alternatively, one may use an algebraic
result of Siebert and Tian [ST]. This states that for a homogeneous space X , given
a presentation
H∗(X,Z) = Z[u1, . . . , ur]/(f1, . . . , ft)
of H∗(X,Z) in terms of homogeneous generators and relations, if f ′1, . . . , f
′
t are
homogeneous elements in Z[u1, . . . , ur, q] such that f
′
i(u1, . . . , ur, 0) = fi(u1, . . . , ur)
in Z[u1, . . . , ur, q] and f
′
i(u1, . . . , ur, q) = 0 in QH
∗(X), then the canonical map
Z[u1, . . . , ur, q]/(f
′
1, . . . , f
′
t)→ QH
∗(X)
is an isomorphism. For a proof of this, see [FP, Prop. 11]. 
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Remark. The proofs of Theorems 5, 6, and 7 do not require the full force of
our main Theorem 3. Indeed, the notion of the kernel and span of a map to X
together with Lemma 1 suffice to obtain the simple proofs presented here. For
instance, to prove Corollary 3 one can check directly that the span of a rational
map which contributes to the Gromov-Witten invariant 〈σλ, σµ, σν〉d must lie in
the intersection Xλ(F•) ∩Xµ(G•) ∩Xν(H•) in G(m+ d,E). This was the original
approach in [Bu1].
The proof of Theorem 5 used the surprising fact that in the expansion of the
Schur determinant in the quantum Giambelli formula, each individual monomial
is purely classical, that is, has no q correction terms. This was also observed and
generalized to partial flag varieties by Ciocan-Fontanine [C-F, Thm. 3.14].
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4. Lecture Four
4.1. Schur polynomials. People have known for a long time about the relation
between the product of Schubert classes in the cohomology ring of G(m,N) and
the multiplication of Schur polynomials, which are the characters of irreducible
polynomial representations of GLn. Recall that if Q denotes the universal (or
tautological) quotient bundle of rank n over X , then the special Schubert class σi
is just the ith Chern class ci(Q). If the variables x1, . . . , xn are the Chern roots of
Q, then the Giambelli formula implies that for any partition λ,
(8) σλ = det(cλi+j−i(Q)) = det(eλi+j−i(x1, . . . , xn)) = sλ′(x1, . . . , xn),
where λ′ is the conjugate partition to λ (whose diagram is the transpose of the dia-
gram of λ), and sλ′(x1, . . . , xn) is a Schur S-polynomial in the variables x1, . . . , xn.
The Schur polynomials sλ(x1, . . . , xn) for λ of length at most n form a Z-basis for
the ring Λn = Z[x1, . . . , xn]
Sn of symmetric polynomials in n variables. It follows
that the structure constants Nνλµ for Schur polynomials
sλsµ =
∑
ν
Nνλµsν
agree with the Schubert structure constants cνλµ in H
∗(X,Z).
Our main theorem implies that the Gromov-Witten invariants 〈σλ, σµ, σν〉d are
structure constants in the product of the two Schubert polynomials indexed by the
permutations for the modified Schubert varieties X
(d)
λ and X
(d)
µ . Postnikov [P] has
shown how one may obtain the same numbers as the coefficients when certain ‘toric
Schur polynomials’ are expanded in the basis of the regular Schur polynomials.
For the rest of these lectures, we will present the analogue of the theory developed
thus far in the other classical Lie types. To save time, there will be very little
discussion of proofs, but only an exposition of the main results. The arguments
are often analogous to the ones in type A, but there are also significant differences.
For instance, we shall see that in the case of maximal isotropic Grassmannians,
the equation directly analogous to (8) defines a family of ‘Q˜-polynomials’. The
latter polynomials have the property that the structure constants in their product
expansions contain both the classical and quantum invariants for these varieties.
4.2. The Lagrangian Grassmannian LG(n, 2n). We begin with the symplectic
case and work with the Lagrangian Grassmannian LG = LG(n, 2n) parametrizing
Lagrangian subspaces of E = C2n equipped with a symplectic form 〈 , 〉. Recall
that a subspace V of E is isotropic if the restriction of the form to V vanishes.
The maximal possible dimension of an isotropic subspace is n, and in this case V is
called a Lagrangian subspace. The variety LG is the projective complex manifold
of dimension n(n+ 1)/2 which parametrizes Lagrangian subspaces in E.
The Schubert varieties Xλ(F•) in LG(n, 2n) now depend on a strict partition
λ = (λ1 > λ2 > · · · > λℓ > 0) with λ1 6 n; we let Dn denote the parameter space
of all such λ (a partition is strict if all its parts are distinct). We also require a
complete isotropic flag of subspaces of E:
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn ⊂ E
where dim(Fi) = i for each i, and Fn is Lagrangian. The codimension |λ| Schubert
variety Xλ(F•) ⊂ LG is defined as the locus of V ∈ LG such that
(9) dim(V ∩ Fn+1−λi) > i, for i = 1, . . . , ℓ(λ).
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Let σλ be the class of Xλ(F•) in the cohomology group H
2|λ|(LG,Z). We then have
a similar list of classical facts, analogous to those for the type A Grassmannian.
However, these results were obtained much more recently than the theorems of Pieri
and Giambelli.
1) We have H∗(LG,Z) ∼=
⊕
λ∈Dn
Zσλ, that is, the cohomology group of LG is free
abelian with basis given by the Schubert classes σλ.
2) There is an equation σλσµ =
∑
ν e
ν
λµσν in H
∗(LG,Z), with
(10) eνλµ =
∫
LG
σλσµσν∨ = #Xλ(F•) ∩Xµ(G•) ∩Xν∨(H•),
for general complete isotropic flags F•, G• and H• in E. Here the ‘dual’ partition
ν∨ is again defined so that
∫
LG
σλσµ = δλ∨µ, and it has the property that the parts
of ν∨ are the complement of the parts of ν in the set {1, . . . , n}. For example, the
partitions (4, 2, 1) and (5, 3) form a dual pair in D5.
Stembridge [Ste] has given a combinatorial rule similar to the classical Littlewood-
Richardson rule, which expresses the structure constants eνλµ in terms of certain sets
of shifted Young tableaux. It would be interesting to find an analogue of the ‘puzzle
rule’ of Theorem 4 that works in this setting.
3) The classes σ1, . . . , σn are called special Schubert classes, and again we have
H2(LG,Z) = Zσ1. If
0→ S → EX → Q→ 0
denotes the tautological short exact sequence of vector bundles over LG, then we
can use the symplectic form on E to identify Q with the dual of the vector bundle
S, and we have σi = ci(S
∗), for 0 6 i 6 n.
Let us say that two boxes in a (skew) diagram α are connected if they share a
vertex or an edge; this defines the connected components of α. We now have the
following Pieri rule for LG, due to Hiller and Boe.
Theorem 8 (Pieri rule for LG, [HB]). For any λ ∈ Dn and p > 0 we have
(11) σλ σp =
∑
µ
2N(λ,µ)σµ
in H∗(LG,Z), where the sum is over all strict partitions µ obtained from λ by
adding p boxes, with no two in the same column, and N(λ, µ) is the number of
connected components of µ/λ which do not meet the first column.
4) The Pieri rule (11) agrees with the analogous product of Schur Q-functions.
This was used by Pragacz to obtain a Giambelli formula for LG, which expresses
each Schubert class as a polynomial in the special Schubert classes.
Theorem 9 (Giambelli formula for LG, [P]). For i > j > 0, we have
σi,j = σiσj + 2
n−i∑
k=1
(−1)kσi+kσj−k,
while for λ of length greater than two,
(12) σλ = Pfaffian[σλi,λj ]16i<j6r ,
where r is the smallest even integer such that r > ℓ(λ).
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For those who are not so familiar with Pfaffians, we recall that they are analogous
to (and in fact, square roots of) determinants; see e.g. [FPr, Appendix D] for more
information. The Pfaffian formula (12) is equivalent to the Laplace-type expansion
for Pfaffians
σλ =
r−1∑
j=1
(−1)j−1σλj ,λrσλr{λj ,λr}.
5) The ring H∗(LG,Z) is presented as a quotient of the polynomial ring Z[c(S∗)] =
Z[σ1, . . . , σn] modulo the relations coming from the Whitney sum formula
(13) ct(S)ct(S
∗) = (1 − σ1t+ σ2t
2 − · · · )(1 + σ1t+ σ2t
2 + · · · ) = 1.
By equating the coefficients of like powers of t in (13), we see that the relations are
given by
σ2i + 2
n−i∑
k=1
(−1)kσi+kσi−k = 0
for 1 6 i 6 n, where it is understood that σ0 = 1 and σj = 0 for j < 0. In terms of
the Chern roots x1, . . . , xn of S
∗, the equations (13) may be written as∏
i
(1− xit)
∏
i
(1 + xit) =
∏
i
(1− x2i t
2) = 1.
We thus see that H∗(LG,Z) is isomorphic to the ring Λn = Z[x1, . . . , xn]
Sn modulo
the relations ei(x
2
1, . . . , x
2
n) = 0, for 1 6 i 6 n.
4.3. Q˜-polynomials. We turn now to the analogue of Schur’s S-polynomials in
type C, as suggested by the discussion in §4.1. These are a family of polynomials
symmetric in the variables X = (x1, . . . , xn), which are modelled on Schur’s Q-
polynomials. They were defined by Pragacz and Ratajski [PR] in the course of
their work on degeneracy loci.
For strict partitions λ ∈ Dn, the polynomials Q˜λ(X) are obtained by writing
σλ = Q˜λ(S
∗) = Q˜λ(x1, . . . , xn)
as a polynomial in the Chern roots of S∗, as we did in (8). So Q˜i(X) = ei(X) for
0 6 i 6 n,
Q˜i,j(X) = Q˜i(X)Q˜j(X) + 2
n−i∑
k=1
(−1)kQ˜i+k(X)Q˜j−k(X),
for i > j > 0, and for ℓ(λ) > 3,
Q˜λ(X) = Pfaffian[Q˜λi,λj (X)]16i<j6r .
Pragacz and Ratajski noticed that this definition also makes sense for non-strict
partitions λ. For λ1 > n, one checks easily that Q˜λ(X) = 0. Let En denote the
parameter space of all partitions λ with λ1 6 n. We then obtain polynomials
Q˜λ(X) for λ ∈ En with the following properties:
a) The set {Q˜λ(X) | λ ∈ En} is a free Z-basis for Λn.
b) Q˜i,i(X) = ei(x
2
1, . . . , x
2
n), for 1 6 i 6 n.
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c) (Factorization Property) If λ = (λ1, . . . , λℓ) and λ
+ is defined by λ+ = λ∪(i, i) =
(λ1, . . . , i, i, . . . , λℓ), then
Q˜λ+(X) = Q˜λ(X) · Q˜i,i(X).
d) For strict λ, the Q˜λ(X) enjoy the same Pieri rule as in (11)
(14) Q˜λ(X) · Q˜p(X) =
∑
µ
2N(λ,µ)Q˜µ(X),
only this time the sum in (14) is over all partitions µ ∈ En (possibly not strict)
obtained from λ by adding p boxes, with no two in the same column. In particular,
it follows that
Q˜n(X) · Q˜λ(X) = Q˜(n,λ)(X)
for all λ ∈ En.
e) There are structure constants eνλµ such that
Q˜λ(X) · Q˜µ(X) =
∑
ν
eνλµ Q˜ν(X),
defined for λ, µ, ν ∈ En with |ν| = |λ| + |µ|. These agree with the integers in (10)
if λ, µ, and ν are strict. In general, however, these integers can be negative, for
example
e
(4,4,2,2)
(3,2,1),(3,2,1) = −4.
In the next lecture, we will see that some of the constants eνλµ for non-strict ν must
be positive, as they are equal to three-point Gromov-Witten invariants, up to a
power of 2.
Finally, observe that the above properties allow us to present the cohomology
ring of LG(n, 2n) as the quotient of the ring Λn = Z[X ]
Sn of Q˜-polynomials in X
modulo the relations Q˜i,i(X) = 0, for 1 6 i 6 n.
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5. Lecture Five
5.1. Gromov-Witten invariants on LG. As in the first lecture, by a rational
map to LG we mean a morphism f : P1 → LG, and its degree is the degree of
f∗[P
1] ·σ1. The Gromov-Witten invariant 〈σλ, σµ, σν〉d is defined for |λ|+ |µ|+ |ν| =
n(n+1)/2+d(n+1) and counts the number of rational maps f : P1 → LG(n, 2n) of
degree d such that f(0) ∈ Xλ(F•), f(1) ∈ Xµ(G•), and f(∞) ∈ Xν(H•), for given
flags F•, G•, and H• in general position.
We also define the kernel of a map f : P1 → LG as the intersection of the
subspaces f(p) for all p ∈ P1. In the symplectic case it happens that the span
of f is the orthogonal complement of the kernel of f , and hence is not necessary.
Therefore the relevant parameter space of kernels that replaces the two-step flag
variety is the isotropic Grassmannian IG(n − d, 2n), whose points correspond to
isotropic subspaces of E of dimension n− d.
If d > 0 is an integer, λ, µ, ν ∈ Dn are such that |λ| + |µ|+ |ν| = n(n+ 1)/2 +
d(n + 1), and F•, G•, and H• are complete isotropic flags of E = C
2n in general
position, then similar arguments to the ones discussed earlier show that the map
f 7→ Ker(f) gives a bijection of the set of rational maps f : P1 → LG of degree
d satisfying f(0) ∈ Xλ(F•), f(1) ∈ Xµ(G•), and f(∞) ∈ Xν(H•), with the set of
points in the intersection X
(d)
λ (F•) ∩ X
(d)
µ (G•) ∩ X
(d)
ν (H•) in Yd = IG(n − d, 2n).
We therefore get
Corollary 5 ([BKT1]). Let d > 0 and λ, µ, ν ∈ Dn be chosen as above. Then
〈σλ, σµ, σν〉d =
∫
IG(n−d,2n)
[X
(d)
λ ] · [X
(d)
µ ] · [X
(d)
ν ].
The line numbers 〈σλ, σµ, σν〉1 satisfy an additional relation, which is an extra
ingredient needed to complete the analysis for LG(n, 2n).
Proposition 2 ([KT1]). For λ, µ, ν ∈ Dn we have
〈σλ, σµ, σν〉1 =
1
2
∫
LG(n+1,2n+2)
[X+λ ] · [X
+
µ ] · [X
+
ν ],
where X+λ , X
+
µ , X
+
ν denote Schubert varieties in LG(n+ 1, 2n+ 2).
The proof of Proposition 2 in [KT1] proceeds geometrically, by using a cor-
respondence between lines on LG(n, 2n) (which are parametrized by points of
IG(n− 1, 2n)) and points on LG(n+ 1, 2n+ 2).
5.2. Quantum cohomology of LG(n, 2n). The quantum cohomology ring of LG
is a Z[q]-algebra isomorphic to H∗(LG,Z)⊗Z Z[q] as a module over Z[q], but here
q is a formal variable of degree n + 1. The product in QH∗(LG) is defined by
the same equation (5) as before, but as deg(q) = n + 1 < 2n, we expect different
behavior than what we have seen for G(m,N). The previous results allow one to
prove the following theorem (the original proofs in [KT1] were more involved).
Theorem 10 (Ring presentation and quantumGiambelli, [KT1]). The ring QH∗(LG)
is presented as a quotient of the polynomial ring Z[σ1, . . . , σn, q] by the relations
σ2i + 2
n−i∑
k=1
(−1)kσi+kσi−k = (−1)
n−iσ2i−n−1 q
GROMOV-WITTEN INVARIANTS AND QUANTUM COHOMOLOGY 21
for 1 6 i 6 n. The Schubert class σλ in this presentation is given by the Giambelli
formulas
σi,j = σiσj + 2
n−i∑
k=1
(−1)kσi+kσj−k + (−1)
n+1−iσi+j−n−1 q
for i > j > 0, and for ℓ(λ) > 3,
(15) σλ = Pfaffian[σλi,λj ]16i<j6r .
The key observation here is that the quantum Giambelli formulas for LG(n, 2n)
coincide with the classical Giambelli formulas for LG(n+1, 2n+2), when the class
2σn+1 is identified with q. Note that this does not imply that the cohomology
ring of LG(n + 1, 2n + 2) is isomorphic to QH∗(LG(n, 2n)), because the relation
σ2n+1 = 0, which holds in the former ring, does not hold in the latter (as q
2 6= 0).
Using the Q˜-polynomials, we can write the presentation of QH∗(LG) as follows.
Let X+ = (x1, . . . , xn+1) and let Λ˜n+1 be the subring of Λn+1 generated by the
polynomials Q˜i(X
+) for 1 6 i 6 n together with 2 Q˜n+1(X
+). Then the map
Λ˜n+1 → QH∗(LG) which sends Q˜λ(X+) to σλ for λ ∈ Dn and 2 Q˜n+1(X+) to
q extends to a surjective ring homomorphism, whose kernel is generated by the
relations Q˜i,i(X
+) = 0 for 1 6 i 6 n.
Theorem 10 therefore implies that the algebra in QH∗(LG) is controlled by the
multiplication of Q˜-polynomials. In particular, the quantum Pieri rule for LG is a
specialization of the Pieri rule for Q˜-polynomials.
Theorem 11 (Quantum Pieri rule for LG, [KT1]). For any λ ∈ Dn and p > 0 we
have
(16) σλ · σp =
∑
µ
2N(λ,µ)σµ +
∑
ν
2N
′(ν,λ)σν q
in QH∗(LG(n, 2n)), where the first sum is classical, as in (11), while the second is
over all strict ν obtained from λ by subtracting n+1− p boxes, no two in the same
column, and N ′(ν, λ) is one less than the number of connected components of λ/ν.
The informed reader will notice that the exponents N ′(ν, λ) in the multiplicities
of the quantum correction terms in (16) are of the kind encountered in the classical
Pieri rule for orthogonal Grassmannians. This was the first indication of a more
general phenomenon, which we will discuss at the end of this lecture.
For arbitrary products in QH∗(LG), we have
Corollary 6. In the relation
σλ · σµ =
∑
d>0
|ν|=|λ|+|µ|−d(n+1)
〈σλ, σµ, σν∨〉d σν q
d,
the quantum structure constant 〈σλ, σµ, σν∨〉d is equal to 2−de
((n+1)d,ν)
λ,µ .
Corollary 6 follows immediately from Theorem 10 together with the identity
Q˜((n+1)d,ν)(X
+) = Q˜n+1(X
+)d · Q˜λ(X
+)
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of Q˜-polynomials. We deduce that the Q˜-polynomial structure constants of the
form e
(nd,ν)
λ,µ (for λ, µ, ν ∈ Dn−1) are nonnegative integers, divisible by 2
d. A combi-
natorial rule for these numbers would give a quantum Littlewood-Richardson rule
for LG.
The proofs of Theorems 10 and 11, as compared to those for the type A Grass-
mannian G(m,N), are complicated by two facts. First, a different argument is
needed to establish the quantum Pieri rule, which is related by Proposition 2 to
the classical Pieri rule on LG(n + 1, 2n + 2). Second, in the quantum Giambelli
Pfaffian expansion σλ = Pfaffian[σλi,λj ]16i<j6r , there are terms which do involve
q-corrections, and these extra q-terms cancel each other out in the end. Thus more
combinatorial work is required to prove that the Pfaffian formula (15) holds in
QH∗(LG).
5.3. The orthogonal Grassmannian OG(n + 1, 2n + 2). We now turn to the
analogue of the above theory in the orthogonal Lie types. We will work with the
even orthogonal Grassmannian OG = OG(n + 1, 2n + 2) = SO2n+2/Pn+1. This
variety parametrizes (one component of) the locus of maximal isotropic subspaces
of a (2n+2)-dimensional vector space E, equipped with a nondegenerate symmetric
form. Note that there are two families of such subspaces; by convention, given a
fixed isotropic flag F• in E, we consider only those isotropic V in E such that
V ∩ Fn+1 has even codimension in Fn+1. We remark that OG is isomorphic to the
odd orthogonal Grassmannian OG(n, 2n+1) = SO2n+1/Pn, hence our analysis (for
the maximal isotropic case) will include both the Lie types B and D.
The Schubert varieties Xλ(F•) in OG are again parametrized by partitions λ ∈
Dn and are defined by the same equations (9) as before, with respect to a complete
isotropic flag F• in E. Let τλ be the cohomology class of Xλ(F•); the set {τλ |λ ∈
Dn} is a Z-basis of H∗(OG,Z). Now much of the theory for OG is similar to that
for LG(n, 2n). To save time, we will pass immediately to the results about the
quantum cohomology ring of OG. We again have an isomorphism of Z[q]-modules
QH∗(OG) ∼= H∗(OG,Z) ⊗ Z[q], but this time the variable q has degree 2n.
Another difference between the symplectic and orthogonal case is that the natu-
ral embedding of OG(n+1, 2n+2) into the type A Grassmannian G(n+1, 2n+2)
is degree doubling. This means that for every degree d map f : P1 → OG, the
pullback of the tautological quotient bundle over OG has degree 2d. It follows that
the relevant parameter space of kernels of the maps counted by a Gromov-Witten
invariant is the sub-maximal isotropic Grassmannian OG(n + 1 − 2d, 2n+ 2). We
pass directly to the corollary of the corresponding ‘main theorem’:
Corollary 7 ([BKT1]). Let d > 0 and λ, µ, ν ∈ Dn be such that |λ|+ |µ|+ |ν| =
n(n+ 1)/2 + 2nd. Then
〈τλ, τµ, τν〉d =
∫
OG(n+1−2d,2n+2)
[X
(d)
λ ] · [X
(d)
µ ] · [X
(d)
ν ].
This result may be used to obtain analogous structure theorems for QH∗(OG).
Theorem 12 (Ring presentation and quantumGiambelli,[KT2]). The ring QH∗(OG)
is presented as a quotient of the polynomial ring Z[τ1, . . . , τn, q] modulo the relations
τ2i + 2
i−1∑
k=1
(−1)kτi+kτi−k + (−1)
iτ2i = 0
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for all i < n, together with the quantum relation
τ2n = q.
The Schubert class τλ in this presentation is given by the Giambelli formulas
τi,j = τiτj + 2
j−1∑
k=1
(−1)kτi+kτj−k + (−1)
jτi+j
for i > j > 0, and for ℓ(λ) > 3,
τλ = Pfaffian[τλi,λj ]16i<j6r .
It follows from this that the quantum Giambelli formula for OG coincides with
the classical Giambelli formula, and indeed the results in the orthogonal case are
formally closer to those in type A.
One can use the P˜ -polynomials, defined by P˜λ = 2
−ℓ(λ)Q˜λ for each λ, to describe
the multiplicative structure ofQH∗(OG). Let Λ′n denote the Z-algebra generated by
the polynomials P˜λ(X), for λ ∈ En, where X = (x1, . . . , xn). Then the map which
sends P˜λ(X) to τλ for all λ ∈ Dn and P˜n,n(X) to q extends to a surjective ring
homomorphism Λ′n → QH
∗(OG) with kernel generated by the relations P˜i,i(X) =
0, for all i < n. Define the structure constants fνλµ by the relation
P˜λ(X) · P˜µ(X) =
∑
|ν|=|λ|+|µ|
fνλµ P˜ν(X).
Corollary 8. The Gromov-Witten invariant (and quantum structure constant)
〈τλ, τµ, τν∨〉d is equal to f
(n2d,ν)
λ,µ .
Theorem 13 (Quantum Pieri rule for OG, [KT2]). For any λ ∈ Dn and p > 0 we
have
τλ · τp =
∑
µ
2N
′(λ,µ)τµ +
∑
ν
2N
′(λ,ν)τνr(n,n) q,
where the first sum is over strict µ and the second over partitions ν = (n, n, ν) with
ν strict, such that both µ and ν are obtained from λ by adding p boxes, with no two
in the same column.
The above quantum Pieri rule implies that
τλ · τn =
{
τ(n,λ) if λ1 < n,
τλr(n) q if λ1 = n
in the quantum cohomology ring of OG(n + 1, 2n+ 2). We thus see that multipli-
cation by τn is straightforward; it follows that to compute all the Gromov–Witten
invariants for OG, it suffices to evaluate the 〈τλ, τµ, τν〉d for µ, ν ∈ Dn−1. Define
a map̂ : Dn → Dn−1 by setting λ̂ = (n − λℓ, . . . , n − λ1) for any partition λ of
length ℓ. Notice that ̂ is essentially a type A Poincare´ duality map (for the type
A Grassmannian G(ℓ, n+ ℓ)).
Partitions in Dn−1 also parametrize the Schubert classes σλ in the cohomology
of LG(n− 1, 2n− 2). The two spaces OG(n+1, 2n+2) and LG(n− 1, 2n− 2) have
different dimensions and seemingly little in common besides perhaps the fact the
the degree of q in the quantum cohomology of the former is twice the degree of q in
the latter. However, if ∨ : Dn−1 → Dn−1 denotes the Poincare´ duality involution
on Dn−1, we have the following result.
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Theorem 14 ([KT2]). Suppose that λ ∈ Dn is a non-zero partition with ℓ(λ) =
2d + e + 1 for some nonnegative integers d and e. For any µ, ν ∈ Dn−1, we have
an equality
(17) 〈τλ, τµ, τν〉d = 〈σλ̂, σµ∨ , σν∨〉e
of Gromov–Witten invariants for OG(n+1, 2n+2) and LG(n− 1, 2n− 2), respec-
tively. If λ is zero or ℓ(λ) < 2d+ 1, then 〈τλ, τµ, τν〉d = 0.
We remark that the left hand side of (17) is symmetric in λ, µ, and ν, unlike the
right hand side. This reflects a (Z/2Z)3-symmetry shared by the Gromov-Witten
invariants for both LG and OG. In fact, Theorem 14 is essentially equivalent to this
symmetry. The proof in [KT1][KT2] proceeds by first establishing the symmetry
by a clever use of the quantum Pieri rule, and then using the relation between the
structure constants of Q˜- and P˜ -polynomials to put everything together. As of this
writing, we lack a purely geometric result that would explain Theorem 14.
5.4. Concluding remarks. The kernel and span ideas in these notes have been
used by Buch in [Bu2] and [Bu3] to obtain simple proofs of the main structure
theorems regarding the quantum cohomology of any partial flag manifold SLN/P ,
where P is a parabolic subgroup of SLN (the arguments assume the associativity
of the quantum product). However, in [BKT1] it is shown that there is no direct
analogue of Theorem 3 in this generality, at least not for the complete flag manifold
SLN/B.
In recent work with Buch and Kresch [BKT2], we present similar results to
the ones described here (including an analogue of Theorem 3) for any homogeneous
space of the form G/P , were G is a classical Lie group and P is a maximal parabolic
subgroup of G. These manifolds include the Grassmannians parametrizing non-
maximal isotropic subspaces which were mentioned earlier.
For the reader who is interested in learning more about the classical and quantum
cohomology of homogeneous spaces, we recommend the texts by Fulton [F1] and
Manivel [M] and the expository article [FP]. The latter reference features the
general approach to Gromov-Witten theory using Kontsevich’s moduli space of
stable maps.
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