When the correlation theory is considered for the processes with random stationary increments, Yaglom (1955) has developed the spectral representation theory. In this note, we complete this development by obtaining the inversion formula of the spectrum in terms of the structure function.
Introduction
When the process is assumed to be with random stationary increments, Yaglom (1955) has studied its correlation and developed the spectral representation theory. The results in Yaglom (1955) have profound impacts on various fields including the studies of fractional Brownian motion (Mandelbrot and Van Ness, 1968) , intrinsic random function (Solo, 1992 and Huang et al., 2009) , and self-similar process . It also has a strong connection to the concept of generalized random process (Itô, 1954 , Gel'fand, 1955 , Gel'fand and Vilenkin, 1964 and Yaglom, 1987 .
The covariance function is used to characterize the second-order dependency. When the process is assumed to be stationary, its corresponding spectral density is widely used to describe the periodical components and frequencies (Brockwell and Davis, 2009 ). The spectrum and its covariance function are connected through the inversion of Fourier transformation. When the process is intrinsically stationary, the variogram often replaces the covariance function to model the dependency (Cressie, 1993) . Furthermore, when the process is with stationary increments, the notion of structure equation (Yaglom, 1955) or generalized covariance function (Matheron, 1973) is developed. Such applications are essential in universal kriging (Cressie, 1993 and Chilès and Delfiner, 2012) . The spectral representation of such structure equation or generalized covariance has been obtained in Yaglom (1955) and Matheron (1973) . In this note, we derive the inversion formula where the spectrum can be represented by the structure function. We are not aware of such an explicit formula in literature. This enhances the understanding of the process, where our theorem offers a way to estimate the spectral function from an easily estimated structure function. In addition, by directly applying our formula, one can derive the spectral density function of commonly used power variogram.
Main results
In Yaglom (1955) , a random process {X(t),t∈R} is considered, where its difference with step τ>0is defined as Such a random increment is called stationary if its second moment exists and does not depend on s. Yaglom (1955) has termed this as the structure function of such increments, and has shown that it has the following spectral representation equation (1) where the spectral function F(λ) is a non-decreasing bounded measure. When τ 1 =τ 2 , the above structure function becomes equation (2) In our next theorem, we obtain the inversion theorem where we express the spectral function in terms of the structure function.
Theorem 1.
Let λ 1 <λ 2 be the continuity points of F(λ). We have equation (3) where,
Here τ>0is selected so that the function (1−cos(λτ))/λ 2 has no zeros for λ∈[λ 1 ,λ 2 ].
Remark 1.
When n=0, , that is, the process is stationary itself. The structure function becomes a conventional covariance function. The inversion formula in Theorem 1 is just a regular Fourier inversion (Hannan, 1970 and Doob, 1953) .
The proof of Theorem 1 follows along the lines in obtaining the inversion formula for Fourier transform in literature, for example, see Hannan (1970, Chapter 2) , and Doob (1953, Chapter XI) . Here we denote ϕ(λ)=1 [λ1,λ2] (λ) as the indicator function and let h(λ)=ϕ(λ)q(λ). Similar to Yaglom (1955, page 96) ,τ>0 is selected such that for λ∈[λ 1 ,λ 2 ], (1−cos(τλ))/λ 2 has no zeros, and so is bounded away from zero. Therefore, there exists C h >0 such that 0≤h(λ)≤C h <∞,λ∈R. Moreover, h(λ) is continuous forλ∈[λ 1 ,λ 2 ], and is absolutely integrable. Hence, its Fourier transform exists, and is given by . The following properties for are easily obtained: , is uniformly continuous and bounded for t∈R.
Lemma 1.

For the Fourier transform function of h(ν), we have
equation (4) Moreover, the above convergence is bounded and uniformly over all ν∈R.
Proof.
First, since h(λ) is absolutely integrable, from the Fubini's theorem, one has Now the above inner integral can be simplified as follows, when λ≠ν, Note the above limit uniformly converges for any finite interval of λ not containing ν. When λ=ν,
Note that with the convention that it takes the limit T/2π if λ=ν, then
In fact, the right hand side above is the so-called Dirichlet type of integral in literature. Next we will show that
uniformly on ν.
Note that for every ε>0, choose η=ε, such that for |x|<η, we have |h(x+ν)−h(ν)|<ε/3 by the uniform continuity of h(ν). In addition, for this ε>0, we choose K>0 such that ∫ |x|>K δ T (x)dx<ε/(6C h ).
For the above selected η and K, we then have the following decomposition saying. Now we can bound each of the above integrals.
Furthermore, for the given η,K>0, we choose T>L such that . Therefore, if η≤|x|≤K, Hence, Putting all together, for T>L with L not depending on ν, we have Finally, taking ε=1 and for T large, we have equation (5) uniformly bounded. ♢ Lemma 2.
For
, we have equation (6) and moreover, for all T≥0, there exists M 0 >0not depending on ν, such that equation (7) Proof.
We where the inner parenthesis takes its limit 0 if λ=ν. After divided by T, and applying the same approach used for proving (4), one can obtain that This shows the pointwise convergence of (6) for ν∈R. ♢
Lemma 3.
For h(ν), we have equation (9) and the above convergence is bounded.
Proof.
Notice the following
The results are now obvious from Lemma 1 and Lemma 2, (5) and (7). ♢
Proof of Theorem 1.
We first notice that equation (10) since is second-order stationary. Now the right hand side of (3) becomes
The interchange of integrals in the last identity is due to the Fubini's theorem through the boundedness of and (10) From Remark 2, if one further assumes that the spectral function F(λ) is absolutely continuous with spectral density f(λ), one has equation (11) This inversion formula furthers the development in Yaglom (1955) . When the process is stationary, the spectral density plays an important role (Brockwell and Davis, 2009) . Clearly, when the process is with stationary increments, such a spectral density can help understand the process (Mandelbrot and Van Ness, 1968 and Solo, 1992) . In addition, our theorem offers a way to estimate such a function from an easily estimated structure function.
Remark 4.
From Remark 3, it is quite interesting to note that the spectral density function f(λ) given by (11) is free of τ. We notice that the structure function is positive definite. By Bochner's Theorem (for example, Brockwell and Davis, 2009) , if its spectral density f D (λ) exists, it has the following spectral representation:
Comparing the above representation with (2), we have (11), and it is clear that f(λ) is free of τ. Therefore, the spectral function exists regardless of which step τ one takes on the differences of the process.
Remark 5.
One of the most widely used real-valued processes with stationary random increments is the case when n=1, under which Δ τ X(t)=X(t+τ)−X(t) is assumed to be stationary. This is usually termed as an intrinsically stationary process in literature. Here, the variogram function 2γ(τ)=var(X(t+τ)−X(t))is commonly used in spatial statistics (Cressie, 1993 , Stein, 1999 , Huang et al., 2011a and Chilès and Delfiner, 2012 . One can show that (Yaglom, 1987, Section 23) , and .
There are a few things we can learn from our development. First, it is clear that is a covariance function, which directly implies Theorem 4 in Ma (2004) . Note that here we do not assume γ(⋅) to be bounded, as imposed by Ma (2004) . Second, from (11), one has equation (12) This gives the spectral density function of a structure function directly; hence one can obtain the spectral density for the variogram as well. For example, if one considers Brownian motion X(t) which has the covariance function cov(X(s),X(t))=min(s,t), its structure function can then be computed as . Therefore, from (12), the spectral density is given by If one uses the spectral representation of the variogram in Christakos (1984 , equation 35), or Yaglom (1987 , the spectral density in will be of the form . This is commonly viewed as the spectral density function of Brownian motion.
Remark 6.
Besides the Brownian motion in Remark 5, power variogram 2γ(u)=|u| α ,0<α<2 is widely studied and commonly used in practice (Yaglom, 1987 , Cressie, 1993 and Huang et al., 2011b ). It appears that the spectral density function of the power variogram can be obtained through the variogram function representation (for examples, page 407 in Yaglom, 1987 or page 532 of Schoenberg, 1938) . In this note, by directly applying (12), we can obtain its spectral density function through structure functions.
Proposition 1.
The spectral density function for the power variogram 2γ(u)=|u| α ,0<α<2is given by equation (13) To prove this proposition, we need the following lemma.
Lemma 4.
Let 0<α<2and λ>0.
1. For each fixed τ>0, we have equation (14) 2. For 1≤α<2, equation (15) and for 0<α<1, equation (16) The proof of Lemma 4 is tedious and is deferred in the Appendix.
Proof of Proposition 1.
The case when α=1 is given in Remark 5. We now first consider the existence of f D (λ) in Remark 5. Notice that for τ>0, from (14) in Lemma 4. Therefore, we apply (12) to get Note that f(λ) is free of τ, and so taking the limit as τ→0+ and applying Lemma 4, we have giving (13). The last equality is due to (3.761.9) and (3.761.4) of Gradshteyn and Ryzhik (2007) .
