In the first stage of each run of a neutron lifetime experiment, a magnetic trap is filled with neutrons. In the second stage of each run, neutron decay events plus background events are observed. In a separate experiment of multiple runs, only background signals are measured after refilling the trap. In one approach, the mean lifetime of the neutron is estimated by fitting a two-parameter exponential model to the background-corrected data. In a second approach, the neutron lifetime is estimated by fitting a more complicated model to the ''neutron decay plus background'' data and the ''background-only'' data coming from both experiments. In the second approach, we assume knowledge of a statistical model for the background. For each approach, we compute the asymptotic standard deviation of the lifetime estimate in terms of the time spent filling the trap, T f , the time spent observing decay events, T d , and the ratio, R, of the number of runs of ''background only'' experiments to primary ''neutron decay plus background'' experiments. For each approach, we minimize the asymptotic standard deviation of the lifetime estimate in terms of T f , T d , and R, for various cases. In one case, the background rate is assumed to be stationary. In another case, the background rate is nonstationary. The comparison of the two approaches is made on the basis of the minimized asymptotic standard deviations. For both cases, the second ''joint'' estimation strategy is superior to the ''background-correction'' estimation strategy for all cases studied.
I. INTRODUCTION
Our work is motivated by a recent experiment in which ultracold neutrons were, for the first time, confined in a three-dimensional magnetic trap filled with liquid helium ͓1-4͔. Along with other experimental data, the mean lifetime of the neutron allows one to test the consistency of the standard model of electroweak interactions. Further, the mean lifetime of the neutron is an important parameter in astrophysical theories ͓5,6͔. The currently accepted experimental value of the neutron lifetime is 885.7 s with an associated 1-sigma uncertainty of 0.8 s ͓7͔. In ͓3,4͔, ultracold neutrons were produced by inelastic scattering of cold neutrons from a reactor in superfluid 4 He. By creation of a single phonon in the superfluid, a cold neutron with wavelength near 0.89 nm can be scattered to a state of near rest. ͓The mean wavelength of a thermal ensemble of neutrons at 12 K is 0.89 nm ͑8.9 Å͒.͔ When the trapped neutrons decay, they produce energetic charged particles that generate scintillations in the liquid helium. The scintillations are detectable with nearly 100% efficiency. The first generation experiment yields a lifetime estimate of 660 s and an associated Ϸ68% confidence interval of ͑490 s, 950 s͒ ͓4͔. ͑This result is slightly different from the result reported in ͓3͔ because more data are analyzed.͒ Although the uncertainty of the lifetime estimate from this first generation proof-of-principle experiment is large compared to the uncertainty associated with the currently accepted value, a planned second generation experiment should yield a neutron lifetime estimate with a precision better than the currently accepted value. Furthermore, known systematic errors should be much lower than in other kinds of neutron lifetime experiments.
A single run of a neutron experiment consists of a filling stage and a decay stage of durations T f and T d , respectively. In the filling stage, ultracold neutrons are generated and confined in a magnetic trap. Neutron decay events can be observed only in the second stage. The neutron decay data are confounded with indistinguishable background signals. Optimal strategies for estimating neutron lifetime with respect to finding combinations of values of T f and T d to minimize the asymptotic standard deviation of the estimates were studies in a series of papers ͓8,9͔. Since the durations T f and T d determine the number of neutrons captured and the number of neutron decays observed, the selection of T f and T d is therefore equivalent to the determination of an optimal allocation of sample sizes for the two stages of an experimental run.
As part of our planning for a second generation neutron lifetime experiment, we look into ways to improve the neutron lifetime estimate by examining how to best utilize the background data. A background run is exactly like a single run of a neutron experiment except the magnetic field is turned off during the filling stage so that no neutrons are trapped. Thereby only background measurements are recorded in the second stage of the experiment.
Optimal strategies for collecting ''neutron decay plus background'' ͑to be called primary͒ and ''background-only'' data were developed in a previous work ͓9͔. The asymptotic standard deviation of the neutron lifetime estimate was minimized as a function of the time spent filling the trap, T f , the time spent observing primary ''neutron decay plus background'' data, T d , and the ratio R of the number of ''background-only'' experiments to the number of primary ''neutron decay plus background'' experiments. In ͓9͔, the neutron lifetime was estimated by fitting a two-parameter exponential model to the background-corrected data. The correction methods will be discussed in Sec. II.
In this work, we consider an alternative estimation strategy. Assuming a parametric model for the background process, we develop a joint likelihood function for the measurements of the ''neutron decay plus background'' and the ''background-only'' experiments. We then estimate the neutron lifetime from the joint likelihood by using the method of maximum likelihood. In this new joint-estimation strategy, more model parameters are estimated than those for the ''background-correction'' strategy. For the cases studied, the best implementation of the joint-estimation strategy is superior to the best implementation of this ''background'' estimation strategy. By best implementation, it is meant that we compare the asymptotically optimal ͑minimum͒ standard deviations obtained from each method. The values (T f ,T R ) may differ with the method.
In the design of experiments, each primary run may be followed by a ''background-only'' run in an alternating fashion, or not in an alternating way but a fraction R of the primary runs is designated to ''background-only'' runs. Suppose T is the total time of the combined runs. Then the total number of primary runs is
The ratio R is a parameter in our study of the optimal strategies. In Sec. II, we present several statistical models for the observed data. In Sec. III, we compute the asymptotic fractional standard deviation of the neutron lifetime estimate under different considerations. For the purpose of comparing the two approaches to background correction, we consider three different cases of obtaining the estimates. In the first case, the model studied in ͓8͔ is fitted to the primary data without any correction for the confounded background signals. In the second case, a two-parameter exponential model is fitted to background-corrected data as described in ͓9͔. In the third case, a model is fitted simultaneously to the uncorrected primary data and the ''background-only'' data. The ratios of the asymptotic ͑fractional͒ standard deviation of the background-corrected and uncorrected estimates are used as a basis for comparison.
In Sec. IV, we demonstrate that the joint-estimation method yields the neutron lifetime estimate with lowest asymptotic standard deviation.
II. STOCHASTIC MODEL OF OBSERVED DATA

A. Neutron decay
At the beginning of the fill stage, there are no neutrons in the magnetic trap. Assuming that neutrons enter the trap at a constant rate , the number of trapped neutrons after filling the trap for time T f is a realization of a birth and death stochastic process with the birth rate and the death rate 1/ ͓8,10͔. The number of trapped neutrons ͑not yet decayed at time T f ) is a Poisson random variable N 0 with expected value
where is the mean lifetime of a neutron. Henceforth, it is implicit that ͗N 0 ͘ is a function of ,, and T f .
At the end of the filling stage, the neutron beam is blocked from entering the trap. Events are then observed for a time interval lasting T d . The data are the number of events, k , recorded in each of the subintervals or bins, (t k ,t kϩ1 ͔, for kϭ0,1, . . . ,K, with the total length of the K subintervals equals to T d . It is assumed that neutron decay events and background events are indistinguishable, thus k ϭN k ϩB k , where N k is the number of neutron decays and B k is the number of background events recorded in the kth bin. The N k in different bins are mutually independent Poisson random variables with expected value in the kth bin equal to
where p k is the probability of observing a neutron decay in the kth bin,
For more discussion, see ͓8,10͔.
B. Models for background
It is assumed that the occurrence of the background events follows a Poisson process that is independent of the neutron decay events. Two different rates for the Poisson process are considered; a stationary ͑or flat͒ rate and a nonstationary ͑time-dependent͒ rate of occurrence. For the case of a ''flat'' background, let r b denote the background occurrence rate. Then the number of background events, B k , in the kth bin is a Poisson random variable with expected value
͑5͒
In the actual NIST experiment, one plausible source of the nonstationary background is neutron activation of aluminum during the filling stage. However, there may be other sources of the nonstationary background. In general, a parametric model for the nonstationary background may be difficult to obtain. For this paper, we assume that the nonstationary background is due solely to neutron activation. Further, as in ͓10͔, we assume that the occurrence of the background noise is independent of the neutron decay signal. For the nonstationary model, a nonstationary term q k is added to the flat background rate which yields an expected value
where ͗N a ͘ denotes the expected number of activated aluminum nuclei at the beginning of the decay stage. Like the neutron decay signals, the aluminum activation signals have exponentially distributed lifetimes. We assume that the mean lifetime of the activated aluminum is a known constant a ϭ213.56 s. Thus the expected initial aluminum decay rate ͑at the beginning of the decay stage͒ is r a ϭ͗N a ͘/ a . In Eq.
͑6͒, q k is the probability of observing an aluminum decay in the kth bin,
similar to Eq. ͑4͒ for the neutron decays.
III. PARAMETER ESTIMATION
We discuss estimation for ͑a͒ data from primary experiments, ͑b͒ background-corrected primary data, and ͑c͒ joint primary and background-only experiments.
A. Primary Data
For the ''flat background'' case, the model parameters form a three-vector ជ ϭ( 1 , 2 , 3 )ϭ(͗N 0 ͘,,r b ). For the nonstationary case, the model parameters form a four-vector ជ ϭ( 1 , 2 , 3 , 4 )ϭ(͗N 0 ͘,,r b ,r a ), see Eq. ͑7͒. For easy reference, ជ is used as a generic notation whose components vary with the experiments under consideration.
For the primary data, collected from ''neutron-plusbackground'' experiment, the asymptotic variance of the lifetime estimate is derived for the estimates determined by minimizing the following sum of weighted squares:
where M denotes the number of runs, .k denotes the total number of events recorded in the kth bin from all M runs, and the kth weight is ͑ideally͒ w k ϭ1/͓ M var( k )͔. Hereafter, we use k to denote the number of observed events in the kth bin in a single run. Let V be the covariance matrix of k ,kϭ1, . . . ,K, in a single run. Since k are independent Poisson variables, V is a diagonal matrix with the kth diagonal term equal to the variance of k ,
͑9͒
The exact variances of these estimates are difficult to obtain. We rely on the asymptotic results. Asymptotic theory ͑as M →ϱ͒ predicts the covariance of the parameter estimates derived from minimizing Eq. ͑8͒ with respect to ជ . A more detailed description can be found in ͓8,10-12͔. For M runs, the predicted asymptotic covariance matrix of the estimates, ជ , is
where the (i j)th component of the matrix B is
Then, the asymptotic variance of the lifetime estimate, is 2 ϭ I 22
where ''22'' denotes the 22nd component of the inverse matrix I Ϫ1 . In terms of the variance of the Poisson variable k , the components of I are
Equivalently,
In our model, the asymptotic variances of a weighted-leastsquares estimate are the same as the asymptotic variance of maximum likelihood estimates computed from the binned data ͓10͔.
Note that the definition of B is slightly different from that of the B given by Eq. ͑31͒ of ͓10͔. In it, the variance terms var( k ) have been incorporated into the definition of B in Eq. ͑30͒ of ͓10͔.
To determine the optimal values of T f and T d for an actual experiment where the total beam time of the experiment is fixed to be T, we minimize the asymptotic fractional standard deviation of the estimate computed from pooled data from all M ϭT/(T f ϩT d ) runs. That is, we minimize ϭ 1
as a function of T f and T d . To facilitate interpretation of results and for comparison purposes, we define the quanity T* as
Above, T* is the approximate time needed to achieve a onesigma fractional uncertainty of 1/1000. To see this, let M * be the number of runs required to achieve an asymptotic fractional standard deviation of 0.001, that is M * is such that ϭ 1
If T* is the total time of the M * experimental runs, then T*ϭM *(T f ϩT d ) and T* is as defined in Eq. ͑16͒. Thus, the asymptotic fractional standard deviation is ESTIMATION OF THE NEUTRON LIFETIME: . . . PHYSICAL REVIEW C 65 064612
Given that total beam time T for the experiment is fixed, the values of T f and T d that minimize the asymptotic fractional deviation of the estimate ͓Eq. ͑15͔͒ also minimize T* as a function of T f and T d . Throughout this work, we summarize results for each estimation method by reporting the corresponding optimal value of T* for each method.
B. Background-corrected data
The background-corrected data are obtained as follows.
For the primary experiments, after pooling all M runs, the number of events in the kth bin, .k , has the expected value ͗ .k ͘ϭM (͗N k ͘ϩ͗B k ͘) . Similarly, let B .k * denote the pooled number of background events in the kth bin from the background-only runs. Then the expected value is ͗B .k * ͘ ϭM R͗B k * ͘, where R is the ratio defined by Eq. ͑1͒. In ͓9͔, the method of correcting the background counts in each primary bin is to subtract B .k */R from .k and the purpose is to obtain a correction without imposing a parametric model on the background data. We denote the corrected data by
The correction yields the expected value of c k
which is free of any background parameters. The variance of c k is given by
For estimation, we formulate the sum of weighted squares
It remains to determine the weights w k . To maintain the advantage of no parametric model for B k * , we could choose the weights by utilizing the sample variances S k 2 computed from the background-only data, i.e.,
Then the weights used in Eq. ͑21͒ are given by
͑22͒
The resulting sum of weighted squares in Eq. 
where the covariance matrix ⌫ has a meaning similar to that of matrix I in Eqs. ͑12͒ and ͑13͒. The components of ⌫ are given by
where T* is now given by
C. Joint data
An alternative approach is to use the likelihood of the data, L ͓defined below by Eq. ͑29͔͒, to determine how to utilize the background data.
Let the event counts k and B k be defined as in the last section. For notational convenience, set k ϭ͗B k ͘ and r k ϭ͗ k ͘ϭ͗N k ͘ϩ k .
͑26͒
Both are functions of the parameter ជ . The likelihood L of the primary data ͑neutron-plus-background͒, pooled from all M runs, is the product of K Poisson probabilities,
where ck denotes the number of events in the kth bin of the cth run and .k is the sum of the k from all M runs. The likelihood of the background-only data is
where B .k ϭ ͚ cϭ1 RM B ck , the sum of the number of background events in the kth bin from all RM runs.
The joint likelihood of the primary data and the background-only data is the product of L 1 and L 2 ,
The joint likelihood L indicates that .k and B .k ,k ϭ1, . . . ,K are jointly sufficient for the parameters r k , k ,k ϭ1, . . . ,K. Since r k and k are different, we cannot combine or take differences of .k and B .k without losing the efficiency of the estimates. For more discussion of sufficient statistics, see, for example ͓13͔.
The maximum likelihood estimates are the roots of the likelihood equations,
for jϭ1, . . . ,J, where J is the number of components in ជ . The sum of weighted squares discussed in sections herebefore now has the form
The first sum is identical to Eq. ͑8͒, while the second sum is the contribution from the background-only data. In fact, the maximum likelihood estimates are exactly the same as the modified minimum chi-square estimates, since Eq. ͑30͒ is identical to the estimating equation for the modified minimum 2 ( ជ ) method. The equation is obtained by differentiating 2 ( ជ ) with respect to the parameters in the numerators only. Regardless, in our case, asymptotically, ͓and hence the modified minimum 2 ( ជ ) estimates͔ and the least-squares estimates have the same asymptotic normal distribution and asymptotic variance.
For the data pooled from M primary runs and M R background-only runs, the corresponding information matrix I has the i jth component given by
͑32͒
Simplifying, we get
IV. RESULTS
For each background model, for the backgroundcorrection and joint-estimation methods, we minimize T* ͓see Eq. ͑25͔͒ on a grid in the (T f ,T d ,R) space. The grid spacing is (0.01,0.01,0.01) for a variety of cases. Following Refs. ͓8-10͔, we compute fractional asymptotic variances for the case where we estimate the mean lifetime from the binned data, where the bins are constructed so that the expected number of counts per bin contributed by the neutron decay process is approximately the same for all bins. To a good approximation, the width of the bins grows exponentially. The probability that a given neutron will decay during each bin is p*. Given p*, the end points of the bins satisfy a recursion relation
where t 1 ϭ0. The last bin end point is set to T d . We set p*ϭ0.001.
We compare values of T f , T d R, and T* for the optimal ''background-correction'' and the optimal ''joint-estimation'' methods. To facilitate comparison, we use the ratio T*/T*(Rϭ0), where T*(Rϭ0) is the optimal value for the case where the mean lifetime of the neutron is estimated from the ''primary-only'' data. We also compute optimal values for the ''background-correction'' and ''joint-estimation'' methods for the case where Rϭ1. The results for the stationary background model are given in Fig. 1 . For all cases, the optimal ''joint-estimation'' method yields the lowest value of T* relative to the other methods.
For the nonstationary background model, given that the ratio of a and is fixed, the optimal values of T f /, T d / , and R are functions of r b / and ͗N a ͘/(). That is, given that a / is fixed, if we rescale , r b , and ͗N a ͘ by the same factor, the optimal data collection strategy is the same. In Figs. 2 and 3 , for the ''background-correction'' and ''jointestimation'' methods, we show the optimal values of T f , T d , and R for a variety of cases. In Fig. 4 , we compare T* values for these two methods with each other and with T*(Rϭ0) corresponding to an estimate computed from the uncorrected primary data. For all cases considered, the optimal ''jointestimation'' method yields the lowest T* value. Further, for the joint-estimation method, the optimal fraction of ''background-only'' measurements R is consistently less than it is for the 'background-correction'' method ͑Figs. 2 and 3͒.
V. SUMMARY
We assumed that we have a parametric model for the background signal that contaminates a neutron decay signal. Assuming that the statistical properties of the ''backgroundonly'' measurement are the same as the background process that contaminates the primary ''neutron decay plus background'' measurement, background-corrected data were obtained by taking the difference of the observed data and a scaled version of the measured background-only data. The mean lifetime was estimated by fitting a two-parameter exponential model to the background-corrected data. We also estimated the mean lifetime by fitting a joint model ͓Eq. ͑29͔͒ to a realization of the primary data and a realization of the ''background-only'' data. We also estimated the mean lifetime by fitting a full model ͓Eq. ͑27͔͒ to the primary data.
For two models of the background signal, we determined the optimal ratio of the number of ''background-only'' measurements to the number of primary ''neutron decay plus background'' measurements. We also determined the optimal filling time T f and the optimal observing decay T d . In one case, the background consists of a stationary Poisson process. In the other case, the background consists of activated aluminum plus a stationary Poisson process. For all examples considered, the ''joint'' estimate method yields the estimate with the lowest asymptotic standard deviation.
To implement the joint-estimation method, we must have a parametric model for the background process. Without such a model, one cannot use the joint-estimate method developed here for lifetime estimation. However, if one had a nonparametric method to characterize the background process, it might be possible to extend the parametric jointestimation method to the case where there is no parametric model for the background process. This is a topic for further study.
ACKNOWLEDGMENTS
Conversations with P. R. Huffman, C. E. H. Mattoni, and F. E. Wietfeldt were useful. We thank Hung Kung Liu for valuable comments.
