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We introduce a generic bosonic model exemplifying that (spin) Meissner currents can persist in
insulating phases of matter. We consider two species of interacting bosons on a lattice. Our model
exhibits separation of charge (total density) and spin (relative density): The charge sector is gapped
in a bosonic Mott insulator phase with total density one, while the spin sector remains superfluid due
to interspecies conversion. Coupling the spin sector to the gauge fields yields a spin Meissner effect
reflecting the long-range spin superfluid coherence. We investigate the resulting phase diagram and
describe other possible spin phases of matter in the Mott regime possessing chiral currents as well
as a spin-density wave phase. The model presented here is realizable in Josephson junction arrays
and in cold atom experiments.
Interacting bosons in magnetic fields exhibit a range
of interesting phenomena, from field expulsion in the
Meissner-Ochsenfeld effect of superconductivity [1–3] to
the realization of topologically exotic ordered states [4].
The realization of ultracold atomic systems allows to
meticulously engineer such exotic phases of matter, in
particular, through the realization of synthetic gauge
fields [5, 12–14]. The presence of multiple particle species
has also been addressed [9–11]. Analogous phase transi-
tions have been studied with Josephson-junction arrays
in real magnetic fields [12–15]. With respect to systems
with multiple species of particles, the phenomenon of in-
terspecies coherence has been explored in Bose-Einstein
condensates [16, 17], bilayers of dipolar Fermi gases [18],
quantum Hall bilayers [19], excitons in quantum wells
[20] and bilayer graphene [21], polariton condensates [22].
Interspecies coherence and spin-charge separation have
been studied for bosons [23–27], giving rise to a Meissner
effect in the superfluid regime [23]. Similar physics has
been studied with fermions [28]. Bosonic systems with
time-reversal symmetry breaking and spin-charge sepa-
ration yield rich phase diagrams [29–33].
In this Letter, we put such ingredients together and re-
explore the phenomenon of spin and charge separation
in a two-species bosonic system [26] incorporating the
presence of (artificial) gauge fields.
In optical lattices, a transition between a bosonic su-
perfluid to a Mott insulator has been observed experi-
mentally [34], in agreement with theory [35, 36], as well
as disorder effects resulting in glassy phases [1, 35, 38].
Here, we restrict ourselves to a Mott insulating regime
with total density one. The system under considera-
tion constitutes an example of a time-reversal symmetry
breaking Mott phase of bosons with chiral pseudo-spin
currents. A prerequisite is the phase coherence between
the two species which is realized by Josephson coupling,
and explicitly breaks the U(1) phase symmetry. Counter-
flowing spin Meissner currents with zero net charge trans-
fer can be induced by low-flux artificial magnetic fields.
Our main result is a proof that the Meissner currents
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FIG. 1: Phase diagram for the effective gauged spin- 12
model in Eq. (23) built for large repulsive terms U and
V⊥. In the XY limit, depending on flux, there is a spin
Meissner phase or a vortex lattice phase (the direction
of current patterns is shown in each phase). The inset
shows the Mott lobe with total density ρ = 1 of interest,
obtained using DMRG for the one-dimensional model.
The dashed line is the mean-field theory result.
subsist as the system enters the total density Mott phase
independently of the dimensionality of the system.
We consider two species of interacting lattice bosons
where the conversion term mimics the Josephson-type
coupling. In a generic gauge field, the Hamiltonian reads
H = −t
∑
α,〈ij〉
eiaA
α
ij b†αibαj − g
∑
α,i
e−ia
′A⊥ib†2ib1i + h.c.,
+
U
2
∑
α,i
nαi(nαi − 1) + V⊥
∑
i
n1in2i − µ
∑
αi
nαi.(1)
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2aAαij is the Peierls phase acquired by a particle of species
α = 1, 2, and a′A⊥i the phase acquired upon species
conversion. Within our notations, a and a′ depict lattice
spacing in the longitudinal and transverse directions, re-
spectively (see Fig. 1). The model in Eq. (1) exhibits the
Mott insulator to superfluid phase transition mentioned
earlier. The phase boundaries can be calculated using
variational mean-field theory and, for a one-dimensional
lattice, exact density matrix renormalization methods [3]
(these approaches are summarized in the Supplementary
Material [40]). The Mott insulator is unambiguously
characterized by vanishing total density fluctuations. In
the limit of hard-core bosons (U → +∞), increasing ei-
ther the interspecies coupling V⊥ or the conversion g from
zero is sufficient for the existence of the Mott phase with
ρ = 1; the limits of Mott phase for vanishing kinetic
terms are µ = −g and µ = V⊥ + g. On the superfluid
side, bosons condense (quasi-condense in one dimension).
Interspecies phase coherence can still remain in the Mott
phase, 〈b†1b2〉 6= 0, due to the Josephson coupling.
We define Meissner currents to satisfy the twofold con-
dition: 1. vanishing between the species (there is no cur-
rent proportional to g); 2. nonzero for the same species,
and proportional to minus the Peierls phase acquired by
a particle. The current of the relative density operator
n˙1i−n˙2i separates into intraspecies and interspecies com-
ponents jσ = j‖(i→ j) + j⊥(i); these are
j‖ = it(−eiaA
1
ij b†1ib1j + e
iaA2ij b†2ib2j) + H.c.,
j⊥ = −2igb†1ib2ieia
′A⊥i + H.c. (2)
Outside the Mott lobe, the phase-angle representation
is justified b†1,2i =
√
neiθ1,2i (in this reasoning, n = ρ/2
represents the mean (superfluid) density in each species).
The conversion takes the form of a Josephson coupling
− g cos(a′A⊥i + θ1i − θ2i). (3)
For strong g, the superfluid phases will be pinned by this
term such that a′A⊥i + θ1i − θ2i = 0. Then j⊥ vanishes
and furthermore in the small field limit we may expand
to obtain the Meissner form of the intraspecies current
〈j‖〉 = −2tn phaseij . (4)
We have defined the phase around a plaquette, phaseij =
(A2ij − A1ij)a + (A⊥i − A⊥j)a′, which is invariant under
a lattice gauge transform with scalars ϕαi , A
α
ij → Aαij +
(ϕαj −ϕαi )/a and A⊥i → A⊥i+(ϕ2i −ϕ1i )/a′. As expected,
there is a Meissner effect in the superfluid sector in the
low field limit, as checked in Ref. [23], for example, in
the specific case of one-dimensional systems.
In fact, as we argue below, the same remains true inside
the Mott phase with total density ρ = 1. To show this,
we place ourselves in the limit of large Mott gap favored
by the interplay between the prominent Hubbard term U
and the inter-species repulsion V⊥. In this Mott phase at
ρ = 1, the density ρ = (n1 + n2) is not fluctuating. The
limit of strong interactions has been achieved in ultracold
atoms [41]. A gauged spin- 12 model is easily obtained in
the limit of strong interactions, as summarized in the
Supplementary Material [40]. The two species are the
Schwinger bosons in the representation of spin ρ2 opera-
tors. The relative density corresponds to σz = b
†
1b1−b†2b2.
As demonstrated in boson language, σz fluctuates in the
Mott phase. This is due to a transverse magnetic field in
the x− y plane, −g cos(a′A⊥i)σxi + g sin(a′A⊥i)σyi . (We
have used σx = b†1b2 + h.c. and σy = −ib†1b2 + h.c.).
The generic Hamiltonian for pseudospin we obtain is
Hσ = −
∑
〈ij〉
(
2Jxx(σ
+
i σ
−
j e
iaAσij + H.c.)− Jzσizσjz
)
−g
∑
i
(σxi cos(a
′A⊥i)− σyi sin(a′A⊥i)), (5)
with Jxx =
t2
V⊥
and Jz = t
2
(
− 2U + 1V⊥
)
, and Aσ = A1−
A2. Setting V⊥ = U/2 or Jz = 0 yields the gapless XY
phase of Eq. (23) and the Heisenberg antiferromagnetic
chain is reached for U → +∞. In the absence of gauge
fields, the XY term is ferromagnetic. For experimentally
feasible values the Ising term is antiferromagnetic (Jz >
0). These types of spin models have been addressed in
various contexts [4, 28, 42, 44].
At weak Ising interactions, the ferromagnetic XY or-
der corresponds to superpositions αb†1 + βb
†
2. These are
just two distinct regimes for the unit density Mott phase
of Fig. 1. The pseudospin current associated with σz is
j‖ = 2Jxx
[
cos(Aσij)(σ
y
i σ
x
j − σxi σyj )
+ sin(Aσij)(σ
x
i σ
x
j + σ
y
i σ
y
j )
]
,
j⊥ = −2g [cos(a′A⊥i)σyi + sin(a′A⊥i)σxi ] . (6)
Considering the XY ordered phase, we define the expec-
tation values of spin operators in this state as 〈σxi 〉 =
cos(Θσi) and 〈σyi 〉 = sin(Θσi) (we define Θσi = θ1i −
θ2i). A minimization of the resulting variational en-
ergy for strong g shows that these phases are pinned
Θσi + a
′A⊥i = 0. Then interspecies current 〈j⊥〉 =
2g sin(Θσi+a
′A⊥i) vanishes, and a similar Meissner cur-
rent to that of Eq. (4) is obtained, 〈j‖〉 = −2Jxx phaseij .
This strong coupling form is analogous to the form of
Eq. (4) computed in the superfluid phase, where Jxx has
replaced the kinetic term t. The condition of strong g
coupling is in fact naturally achieved via renormalization
group arguments. Associated with the spin-charge sep-
aration, there are two relevant energy scales, the Mott
scale, and the scale associated with phase coherence or
the Meissner effect, on which two-point correlations of
b†1b2 are observable. In the strongly interacting regime
3(U, V⊥)  (t, g), the Mott energy scale is formally “infi-
nite” compared to the scale of the Meissner phase.
Considering first the one-dimensional limit, we use the
technique of bosonization and a renormalization-group
treatment to draw the phase diagram of the model in Eq.
(23). The standard treatment is to express the spin 12 op-
erators in terms of fermion field operators via the Jordan-
Wigner transformation [1, 45, 46]. The resulting free part
of the Hamiltonian has dispersion k = −4Jxx cos(ka−χ)
and Fermi velocity vF = |4aJxx|. Within our notations,
the flux χ reads “ phaseii+1”, and the Fermi surface is de-
limited by kF = ± pi2a + χa for the half-filled band with an
additional flux. The Ising term produces next neighbor
interactions.
The low-energy spectrum is then mapped to a contin-
uum bosonic theory [1, 45, 46]. Introducing fields φσ, θσ
with commutator [∇θσ(x), φσ(x′)] = −ipiδ(x − x′), the
continuum Hamiltonian has the form
Hσ =
1
2pi
∫
dx
(
uσKσ(∇θσ −Aσ)2 + uσ
Kσ
(∇φσ)2
)
− 2Jz
(pi2a)
∫
dx cos(4φσ) (7)
− 2g√
2pia
∫
dx cos (θσ(x) + a
′A⊥)
(
1 + (−1) xa cos 2φσ
)
.
The sine-Gordon term in Eq. (7) has been approximated
by keeping only q ∼ 0 terms in the density operators. The
speed of sound is uσ = vF [1 + 16aJz/pivF ]
1
2 ; the Lut-
tinger parameter Kσ = [1 + 16aJz/pivF ]
− 12 is a measure
of interaction strength. Kσ = 1 for the xy limit and de-
creases as antiferromagnetic Jz > 0 is turned on. Gauge
invariance can be checked simply by shifts of θσ → θσ+ϕ.
We now turn to the phase diagram in Fig. 1 for our
effective model. Whenever Jz > Jxx, dominant Ising in-
teractions induce an antiferromagnetic spin density wave
and there is no (Meissner) current. The corresponding
inset shows a charge density wave of the bosons b1,2, de-
picted as localized in two layers. The φσ-dependent sine-
Gordon term is irrelevant if Kσ >
1
2 , or Jz < Jxx. The
remaining sine-Gordon term is ∝ g cos(θσ + χxa ), where
we have chosen the Landau gauge with all flux on the
conversion term. For infinitesimal flux, we may neglect
the influence of χ. For Kσ >
1
8 , this term flows to strong-
coupling, and it is associated with the following energy
gap [40] (we define gσ = ga/uσ)
∆σ ∼ uσ
a
g
1
2− 1
4Kσ
σ . (8)
This expression assumes that the bare value of g  Jxx.
For nonzero fluxes χ, the energy scale in Eq. (8) de-
fines the critical flux χc at which the system undergoes a
transition to a vortex lattice phase of the commensurate-
incommensurate type [1]. Below this critical field, the
phase is the spin-Meissner low-field Mott phase, char-
acterized by zero interspecies (or bulk) currents, and
counterflowing intraspecies currents. The following cor-
relation function 〈σ+(x)σ−(0)〉 ∼ 〈e−iθσ(x)e+iθσ(0)〉 ∼
〈e−iθσ(x)〉〈eiθσ(0)〉 is asymptotically constant at large dis-
tances. This situation corresponds toXY order polarized
(definite 〈θσ〉) due to the in-plane field g. To return to
the original boson operators, θσ = 0 corresponds to a
“bonding” state produced by the operator (b†1 + b
†
2)/
√
2.
Above the critical field χc, currents organize in a vor-
tex lattice, corresponding to commensurate values of the
flux [23]. A flux of pq 2pi corresponds to p vortices in q unit
cells as found from the expectation value of the current
operator 〈j⊥〉 ∝ g sin
(
pi
q +
2pip
q
x
a
)
. When the flux is fur-
ther increased to half the elementary flux per plaquette,
χ = pi, the sine-Gordon term oscillates (−1) xa g cos(θσ)
and is naively irrelevant, but at second order in pertur-
bation theory [23] the oscillatory part disappears and the
contribution is proportional to g
2
uσ
cos(2θσ). This pins
the field θσ to a new minimum which gives a staggered
current configuration 〈j⊥〉 ∝ (−1) xa as shown in Fig. 1
(horizontal line at χ = pi). This phase corresponds to the
“chiral Mott insulator” phase of boson ladders discussed
in Ref. [31], and which exists in fermion ladders at weak
field [28]. For completeness, we have checked the pre-
cise Meissner current pattern by exact diagonalization of
small systems. Each species is localized in one of two
chains composing a ladder. We have considered ladders
of up to 10 rungs. We confirmed numerically the Meiss-
ner current of Eq. (4), at small flux, as well as the vortex
lattice and staggered current configurations depicted as
insets in the phase diagram of Fig. 1.
The derivation of the effective XY model of Eq. (7)
can be extended to (d + 1)-dimensions via a variational
approach (See Supplementary Material at Ref. [40]; to
substantiate our analysis of two dimensional systems, we
also consider an array of coupled ladders). Starting from
Eq. (23), we introduce the following pseudospin coher-
ent state |ψ〉 = ∏i(cosφσi |↑〉i + eiθσi sinφσi |↓〉i). The
azimuthal and polar angles are 2φσ and θσ, respectively.
Expanding about a saddle point corresponding to XY
order, taking the continuum limit and expanding in gra-
dients, we arrive at the following continuum Hamiltonian
Hσ[θσ, φσ] =
1
2
∫
ddx
ad−2
Jxx (∇θσ −Aσ)2
−
∫
ddx
ad
g cos (θσ + a
′A⊥) . (9)
Firstly, if we restore the quantum character of θσ, φσ,
this form is identical to the one of Eq. (7) in the one-
dimensional limit with Jz taken to zero. In addition, the
argument proving the existence of the Meissner current
was independent of dimension.
4Secondly, viewing Eq. (9) as the energy of a classical
two-dimensional system, the first term in Eq. (9) can be
rewritten as 12
∫
d2xρσ(∇θσ(x) − Aσ)2, where ρσ ≡ Jxx
is the pseudospin rigidity, which is accessible experimen-
tally. This gauged XY model undergoes a Berezinskii-
Kosterlitz-Thouless transition: below TBKT ∼ ρσ = Jxx
there is a phase of bound vortex-antivortex pairs.
Thirdly, we could consider alternate gauge field config-
urations in this two-dimensional system [47, 48]. If the
magnetic field is normal to the plane, interspecies cur-
rents vanish, while intraspecies currents follow the curl
of the gauge field. If the field is uniform, intralayer cur-
rents cancel in the bulk but not on the sample boundary.
The edge state currents in the two layers are parallel-
flowing, giving non-zero density current and zero pseu-
dospin current. Consequently, such edge currents would
be observable in the superfluid phase, but not in the Mott
phase, unlike the spin-Meissner currents discussed so far.
More details on gauge field configurations are offered in
the Supplementary Material [40].
Finally, let us note that compared to the energy gap
of Eq. (8), the Mott energy scale dominates, ∆ρ 
∆σ, consistent with our assumptions of strong coupling.
There is a distinct regime in which the Mott and phase
coherence energy scales are inverted. Previous work on
two-leg bosonic ladders has shown that it is possible to
achieve the Mott transition at significantly lower energy
scales than the phase coherence: ∆ρ  ∆σ [23–25]. This
occurs in the regime of weakly coupled chains where g is
perturbative compared to all other energy scales. Defin-
ing θρ,σ = (θ1 ± θ2)/
√
2 together with the canonically
conjugate φρ,σ = (φ1±φ2)/
√
2, the one-dimensional limit
of the system in Eq. (1) reduces to a sum of Luttinger
liquid Hamiltonians represented by parameters Kρ,σ ∼√
t/U(1 ± V⊥/U)−1/2 and uρ,σ = a
√
tU(1 ± V⊥/U)1/2
(plus corresponds to ρ) for relatively weak interactions.
Additionally, there is a sine-Gordon term of the form
g cos(
√
2θσ + a
′A⊥)
(
1 + 2 cos(
√
8φρ)
)
[24].
Renormalization-group equations show that the θσ
field becomes gapped first, leading to asymptotically con-
stant correlation functions as in the strongly interacting
case. Apart from the difference in parameters, the en-
ergy gap below which the correlations have this property
is given by Eq. (8) with 1/4Kσ being replaced by 1/2Kσ
[23]. On energy scales below ∆σ, the term in cos(
√
8φρ)
remains. The Mott gap takes the form (gρ = ga/uρ)
∆ρ ∼ ∆σg
1
2−2Kρ
ρ . (10)
Since, as compared to the strongly interacting regime,
the two energy scales are inverted, ∆ρ  ∆σ, obser-
vation of the Mott phase along with the Meissner phase
requires probing correlators at very low energy scales ∆ρ.
This can be improved by increasing V⊥, which lifts both
energy scales ∆ρ and ∆σ. This is consistent with our
conclusion that V⊥ favors the ρ = 1 Mott phase, accord-
ing to the phase diagram of Fig. 1. The introduction
of anisotropies drives down the energy scale ∆σ. Such
anisotropies can be between hopping terms t1 6= t2 or
intra-species interactions U1 6= U2. In this sense the
isotropic case introduced in Eq. (1) is optimal.
Firstly, the setup presented here has long been possi-
ble with Josephson junction arrays [12, 13]. We present
such a realization with realistic experimental estimates in
the Supplementary Material [40]. An early study of the
vortex lattice in Josephson-junction arrays, but without
considering the Mott transition, has been performed in
Ref. [49]. In the simplest realization, each species cor-
responds to a Josephson junction chain. The chains are
coupled through a Josephson coupling as well as a visible
capacitive interaction and there is a real magnetic field
threading the inter-chain plaquettes. The prerequisite of
one Cooper pair per rung necessary to access the Mott
phase can be achieved through current technology [50].
Another realization of the Hamiltonian of Eq. (23) can
be obtained as proposed in Ref. [44], by placing an array
of Josephson junctions in the vicinity of a bulk supercon-
ductor. The spin degree of freedom then describes total
density fluctuations on the superconducting islands.
Secondly, with cold-atoms a one-dimensional setup is
possible [51]. Recently, staggered artificial gauge fields
have been realized [12, 13]. Very recently, uniform artifi-
cial magnetic fields have been realized [14]: 87Rb atoms
have been loaded into tilted optical square lattices; the
tilt in one direction suppressed the hopping due to a de-
tuning between neighboring sites. An additional pair of
lasers whose detuning was matched to that of the tilt
reinstated a complex hopping term, which mimics the
Peierls phases acquired by charged particles in a mag-
netic field. Implementation of a two-leg ladder based on
this system requires merely confining the condensate to
two columns by use of a parabolic potential.
In general the on-site interactions dominate V⊥ 
U [36]. Interspecies interaction can be enhanced by
the introduction of an additional fermion species that
interacts with the bosons Hf = −
∑
〈ij〉 tff
†
i fj +
H.c., Hbf = V
∑
αi nαinfi. Integration of the fermions
leaves bosons with repulsive interaction inter-species.
This reads V 2a/(4pi|vF |)
∑
αα′i nαinα′i where α denotes
species. Longer-range interaction with the fermions in-
duces longer-range interaction between the bosons. Al-
ternatively, the V⊥ is currently realizable with dipolar
interactions [15]. In cold atom experiments, the Mott
insulating phase can be probed by measuring local den-
sity fluctuations [53] 〈ρ2i 〉 − 〈ρi〉2. The Meissner phase
is characterized by non-vanishing relative density flucta-
tions 〈σ2i 〉 − 〈σi〉2. Both can be accessed with in situ
measurements [54] whereas the total density is locked.
Currents can be probed by studying density modulations
following anisotropic quenching of the kinetic energy [55].
The current response in the spin sector to a magnetic field
5is given by Eq. (4), which is the Meissner response. For
more details, see the Supplementary Material.
To summarize, it is possible to realize a bosonic insu-
lating phase with a spontaneous and persistent response
which directly opposes the magnetic field in a case of a
two-component bosonic Hubbard model with total den-
sity one. The associated fluxon quantization in a loop
type geometry encodes topological aspects of the spin
superfluid. The phase coherence in the Mott insulating
regime can be analyzed with current technology in ul-
tracold atoms [56]. In the strong-field limit where the
spin Meissner effect is impossible, we recover the chiral
Mott phase with a staggered current pattern found in
Ref. [31]. Our analysis could be extended to high-Tc su-
perconductors in the underdoped regime [57–61], and to
low-dimensional symmetry protected topological phases
[62, 63].
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7This supplement contains details on the mean-field
and density-matrix renormalization group phase dia-
grams; a derivation of the strong-coupling spin- 12 Hamil-
tonian used in the main text. We also provide a
derivation of the renormalization-group equations for
the sine-Gordon model and discuss extensions of the
model presented in the main text to higher dimen-
sions and a two-dimensional coupled-ladder system. Fi-
nally, we discuss possible experimental realizations of
the system in Josephson-junction arrays and ultra-cold
atoms/molecules.
MOTT INSULATOR TO SUPERFLUID PHASE
TRANSITION
Atomic limit
The atomic limit serves to determine the boundaries of
the Mott phase as a function of µ in the limit of vanishing
hopping. For example, we determine here boundaries for
the ρ = 1 Mott lobe.
Consider the Hamiltonian of Eq. (1) of the main text,
suppressing gauge fields. We use the Fock states of an
isolated site |n1n2〉, with n1,2 denoting the occupancy of
each species. The atomic limit Hamiltonian for the ρ = 1
block in the ordered basis |1, 0〉, |0, 1〉 is
H(ρ = 1) =
( −µ −g
−g −µ
)
. (11)
The eigenvalues in this block are −µ±g. Next, the ρ = 2
block, in the ordered basis |2, 0〉, |1, 1〉, |0, 2〉, is
H(ρ = 2) =
 U − 2µ −√2g 0−√2g V⊥ − 2µ −√2g
0 −√2g U − 2µ
 . (12)
The eigenvalues in this block are
U − 2µ, 1
2
(
U ±
√
16g2 + (U − V⊥)2 + V⊥ − 4µ
)
.(13)
Varying µ changes the ground state occupancy. For U →
∞, as considered in the phase diagram of Figure 1 of the
main text, the atomic ground state is the ρ = 1 ground
state if V⊥+g > µ > −g; for µ < −g, the ground state is
the vacuum; for µ > V⊥ + g, the ground state has ρ ≥ 2
bosons per site. For µ = −g and µ = V⊥ + g the atomic
ground state is degenerate. Next, we consider the effect
of the kinetic term.
Phase diagram from mean-field theory
Consider the Hamiltonian of Eq. (1) in the main text.
We obtain the boundary between the Mott phase at den-
sity ρ = 1 and the superfluid phase. The site-factorizable
order parameter Mott phase ρ = 1 superfluid
〈b†1,2〉 6= 0 false true
〈b†1b2〉 6= 0 true true
〈b†1b1 + b†2b2〉 = 1 true false
TABLE I: Identification of Mott ρ = 1 and superfluid
phases based on values of order parameters.
variational wavefunction accounts for fluctuations by ±1
in the total site density around ρ = 1:
|ψ〉 =
∏
i
(ni|00〉i + ai|10〉i + bi|01〉i +
xi|20〉i + yi|11〉i + zi|02〉i). (14)
|n1n2〉i is the Fock state ith site. From here on, we as-
sume that the coefficients are uniform, ai = a etc., and
therefore the normalization condition is
|n|2 + |a|2 + |b|2 + |x|2 + |y|2 + |z|2 = 1. (15)
These coefficients are determined from the minimization
of the variational energy 〈ψ|H|ψ〉. The variational energy
per site Evar is composed of
Evar = U(|x|2 + |z|2) + V⊥|y|2 − µ〈b†1b1 + b†2b2〉
−g〈b†1b2 + b†2b1〉 − tZ
(〈b†1〉〈b1〉+ 〈b†2〉〈b2〉).(16)
The first row and the first term on the second row are
obtained from the atomic part of the Hamiltonian. In the
kinetic part, Z = 2d is the number of near-neighbors on
the d−dimensional square lattice. The order parameters
depend on the coefficients in the variational wavefunc-
tion:
〈b†1〉 =
√
2x∗a+ y∗b+ a∗n,
〈b†2〉 = y∗a+
√
2z∗b+ b∗n,
〈b†1b2〉 = a∗b+
√
2x∗y +
√
2y∗z,
〈b†2b1〉 = b∗a+
√
2y∗x+
√
2z∗y,
〈b†1b1〉 = |a|2 + 2|x|2 + |y|2,
〈b†2b2〉 = |b|2 + 2|z|2 + |y|2. (17)
The order parameters determine the two phases of in-
terest, Mott phase at total density ρ = 1 and superfluid
phase, based on the classification in Table I. In the last
row of Table I, 〈b†1b1 + b†2b2〉 6= 1 in the superfluid phase
with the exception of a special line that starts at the tip
of the Mott lobe. In Figure 1 of the main text, only the
contour delimiting the region of constant density ρ = 1
is shown.
8FIG. 2: (Color online) Mott insulator phase for
hardcore bosons with V⊥ = 1.0 and g = 0.25. The top
and bottom curves represent µ+ and µ−, respectively.
The error bars are from linear fits of µ±(1/L). The lines
going through the points are guides to the eye.
In Figure 1 of the main text, we have plotted the mean-
field phase diagram of hard core bosons at finite V⊥. The
hard core constraint is implemented requiring |x| = |z| =
0. The boundaries of the Mott lobe µ = −g and µ =
V⊥ + g are consistent with the calculation in the atomic
limit. We remark that Josephson coupling itself is enough
for the phase with ρ = 1 to exist: In the limit V⊥ → 0,
the ρ = 1 Mott phase is located between µ = ±g.
DMRG phase diagram
We use the density matrix renormalization group im-
plementation of Ref. [2] to draw the phase diagram for
a one-dimensional system. We consider the Hamiltonian
of Eq. (1) of the main text, with gauge fields suppressed.
We determine the ground state in a block of fixed parti-
cle number (setting µ = 0). For N particles on a finite
ladder of length L with open boundary conditions, the
“half-filling” ρ = 1 block corresponds to N = L.
With respect to the reference ground state energy at
ρ = 1, the particle and hole excitation energies are
± µ± = E(N = L± 1)− E(N = L), (18)
and the Mott gap is defined as ∆ρ = µ
+−µ−. The parti-
cle and hole excitation energies determine the boundaries
of the Mott lobe. These phase boundaries can be plotted
in the t (hopping along the chains) and µ plane. The
Mott phase has a finite gap ∆ρ.
The energy gaps obtained from Eq. (18) are expected
to scale with the finite size of the system, L [3],
µMI ∼ A0 +A1 1
L
+A2
1
L2
,
µSF ∼ B0 +B1 1
L
. (19)
The corrected phase boundaries µ± are determined from
extrapolations to the thermodynamic limit 1/L → ∞
from a polynomial fit. In Figure 2 of this supplemen-
tary material and in Figure 1 of the main text we
show the results for finite-size extrapolation from L =
24, 36, 48, 64, 80. The error bars are obtained from linear
fits, and are magnified by a factor of 102. The DMRG
routine of Ref. [2] was run with 2 sweeps, a maximum of
60 states in the truncated space, and 20 warm-up states.
DERIVATION OF GAUGED SPIN 1
2
HAMILTONIAN
An effective Hamiltonian can be derived in the ρ = 1
Mott phase to order t
2
U and
t2
V⊥
. The derivation is valid
in arbitrary spatial dimension. For simplicity, we shall
suppress the gauge fields and reintroduce them at the
end. The kinetic term for a bond ij is
Tij = −t
∑
α
(b†α,ibα,j + h.c.), (20)
This operator takes half-filled ρ = 1 states into doubly
occupied and empty states. Therefore an effective Hamil-
tonian can be found at the second order in perturbation
theory in Tij (see, for example, [4]):
(Hσ)αβ = −
∑
〈ij〉
∑
γ
(Tij)αγ(Tij)γα
Eγ − 12 (Eα + Eβ)
. (21)
Above, α and β denote the unperturbed half-filled states,
α : |n1n2〉i|n1n2〉j ∈{|10〉i|10〉j , |10〉i|01〉j ,
|01〉i|10〉j , |01〉i|01〉j}.
The γ states are the excited states produced by a single
application of the operator Tij
γ : |n1n2〉i|n1n2〉j ∈ {|20〉i|00〉j , |11〉i|00〉j , |02〉i|00〉j ,
|00〉i|20〉j , |00〉i|11〉j , |00〉i|02〉j}.
The spin Hamiltonian is now determined by reexpress-
ing the Fock kets | ↑〉 ≡ |10〉 and | ↓〉 ≡ |01〉. Our original
bosons correspond to the Schwinger boson representation
of spin: σx = b
†
1b2 + b
†
2b1, σy = −ib†1b2 + ib†2b1, and σz =
9b†1b1 − b†2b2. In the ordered basis {| ↑〉, | ↓〉} ⊗ {| ↑〉, | ↓〉},
the Hamiltonian reads
Hσ =

− 4t2U 0 0 0
0 − 2t2V⊥ − 2t
2
V⊥
0
0 − 2t2V⊥ − 2t
2
V⊥
0
0 0 0 − 4t2U
 , (22)
or, more compactly in terms of Pauli matrices
Hσ = −
∑
〈ij〉
(
2Jxx(σ
+
i σ
−
j + H.c.)− Jzσzi σzj
)− g∑
i
σxi ,
Jxx =
t2
V⊥
, Jz = t
2
(
2
U
− 1
V⊥
)
. (23)
Above, we have used σ±i =
1
2 (σ
x
i ± σyi ). The conversion
term g, or the spin-flip operator, has been added back. It
does not create doubly-occupied states out of half-filled
states. We have left out the constant term in the Hamil-
tonian equal to −t2 (2/U + 1/V⊥), which does not affect
the dynamics. Consider now adding the gauge fields of
Eq. (1) in the main text. Then
Hσ = −
∑
〈ij〉
(
2Jxx(σ
+
i σ
−
j e
iφij + H.c.)− Jzσzi σzj
)−g∑
i
σxi .
(24)
The flux is defined as φij = aA
1
ij−aA2ij−a′A⊥i+a′A⊥j .
Through a gauge transformation this can be brought to
the form of Eq. (5) in the main text.
RENORMALIZATION-GROUP EQUATIONS
In this section we derive the asymptotic form of the
gaps ∆σ and ∆ρ in equations (8) and (10) of the main
text.
We consider a generic sine-Gordon Hamiltonian
H =
1
2pi
∫
dx
(
uK(∇θ)2 + u
K
(∇φ)2
)
+
g
a
∫
dx cos (βφ) ,
(25)
for which we derive the renormalization group equa-
tions for g and K to second order in the perturbation
g. We will finally use a duality relation to derive the
renormalization-group equations for g
∫
dx cos(βθ(x)).
The dimensionless β is related to the scaling dimension.
In the main text, we have encountered a sine-Gordon
term in Eq. (7) which was ∼ ga
∫
dx cos(θσ(x)), with
β = 1; a sine-Gordon term cos(
√
8φρ(x)) before Eq. (10),
with β =
√
8, etc. The introduction of the (artificial)
gauge fields does not change the arguments below.
Following Ref. [1], we shall require that the two-point
correlation function remains invariant under a change of
the low distance cutoff. We expand the interacting theory
zero temperature two-point correlation function
R(r1 − r2) = 〈eiφ(r1)e−iφ(r2)〉 (26)
to second order in g.
The expansion of the correlation function (equivalently, of the partition function) to second order in the coupling
g is
R(r1 − r2) = 〈eiφ1e−iφ2〉0 + 1
23
( g
ua
)2 ∑
′,′′=±1
∫
d2r′d2r′′〈eiφ1e−iφ2ei′βφ′e−i′′βφ′′〉0,c (27)
For brevity, we denote φ1 = φ(r1) etc. Integrals
∫
d2r ≡ u ∫∞
0
dx
∫∞
0
dτ . The connected correlation function means
〈eiφ1e−iφ2ei′βφ′e−i′′βφ′′〉0 − 〈eiφ1e−iφ2〉0〈ei′βφ′e−i′′βφ′′〉0.
In the gaussian theory correlation functions of products of exponentials are power-laws:〈∏
j
eiAjφj
〉
0
= δ
∑
j
Aj
 e−K2 ∑i<j AiAjF (ri−rj), (28)
where F (ri − rj) ≡ log |r1 − r2|/a and the length a is the small distance cutoff. The simplest of these correlation
functions is the two-point correlation function R0(r1 − r2) = (a/|r1 − r2|)
K
2 .
The double integral in Eq. (27) is dominated by contributions from nearby terms r′ ≈ r′′. Expanding in the small
parameter r = r − r′, we arrive at:
R(r1 − r2) = R0(r1 − r2)
(
1 +
y2β2K2
25
F (r1 − r2)
∫
r>a
dr
a
( r
a
)3− β22 K )
.
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We have introduced the dimensionless coupling constant y = gau . Approximating the parenthesis by an exponential
function yields
R(r1 − r2) ≈ e−K2 F (r1−r2)e
y2β2K2
25
F (r1−r2)
∫
r>a
dr
a (
r
a )
3− β
2
2
K
. (29)
We express the two-point correlator as
R(r1 − r2) = e−
Keff
2 F (r1−r2) (30)
with
Keff(a) = K − β
2y2K2
24
∫ ∞
a
dr
a
( r
a
)3− β22 K
. (31)
The renormalization-group equations arise by requiring
that R(r1 − r2), or equivalently Keff, be invariant under
a change of the low distance cutoff. We may rewrite the
equation above as
Keff(a) = K − β
2y2K2
24
(∫ a+da
a
+
∫ ∞
a+da
)
dr
a
( r
a
)3− β22 K
= K − β
2y2K2
24
da
a
− β
2y2K2
24
∫ ∞
a+da
dr
a
( r
a
)3− β22 K
+ ...
The ellipse denotes higher order terms in daa . Keff must
remain constant with respect to changes in the low energy
scale a → a + da. The Luttinger parameter K and the
coupling y must flow to accomodate these changes:
K(a+ da) = K(a)− β
2y2K2
24
da
a
. (32)
The rescaling of the integrand yields the equation for y
y2(a+ da) = y2(a)
(
a+ da
a
)4− β22 K(a)
. (33)
Changing variable such that a(l) = ael yields the follow-
ing equations
dK
dl
= −β
2
24
y2K2,
dy
dl
=
(
2− β
2
4
K
)
y. (34)
In the weak-coupling limit we approximate K(l) ≈ K(l =
0) and the second equation can be integrated to lead-
ing order in y. To obtain the analogous equations for
cos(βθ(x)), one needs to simply map K → K−1 in all
equations.
As the sine-Gordon term flows to strong coupling, the
spectrum will acquire a gap ∆, determined as follows.
We define the parameter l∗ at which y flows to strong
coupling:
y(l∗) = 1 =
ga
u
e
(
2− β24 K
)
l∗
. (35)
FIG. 3: Ladder System as a quasi-one-dimensional
analogue of the two-flavor two-dimensional system.
Ladders l = 1, ..., Nl, described by one-dimensional
system Hamiltonians Hl, are coupled by the
nearest-neighbor kinetic term proportional to g′. The
plaquette around which phasel,l+1 is defined is
highlighted in grey. In each ladder, the system is
described by a rung Mott insulator with total density 1
and with a spin-Meissner effect between the chains
belonging to different planes (flavors). At low-energy
the coupling g′ will become effective then producing
(spin)-coherence in each plane.
Then, we use the fact that within our notations the gap
is defined as:
l∗ = ln
( u
∆a
)
(36)
The asymptotic form for the gap ∆ then is
∆ ∼ u
a
y
1
2− β2
4
K . (37)
If the sine-Gordon term was instead
∫
dx cos(βθ), then
this would be modified by replacing K → K−1. Note,
β = 1 in Eq. (7) of the main text and β =
√
8 to find
Eq. (10).
TWO-DIMENSIONAL SYSTEM
In this section we construct the Hamiltonian of the
two-dimensional system: in the strong-coupling regime,
starting from a Gutzwiller Ansatz (Eq. (9) of the main
text), and secondly starting from a coupled ladder con-
struction.
11
Strong-coupling regime
Here, we start from Eq. (5) in the main text us-
ing the conventions defined below Eq. (6). Taking
|ψ〉 = ∏i(cosφσi| ↑〉i + eiθσi sinφσi| ↓〉i), corresponding
to 〈σ+i 〉 = eiθσ , we obtain from the spin Hamiltonian the
following variational energy
〈H〉 = −
∑
j∈〈i〉
Jxx
2
cos(−θσi + θσj − a(A1ij −A2ij))
−g
∑
i
cos(θσi + a
′A⊥i).
This variational energy corresponds to the saddle point
φσ =
pi
4 , corresponding to the XY limit Jz → 0. In this
limit, we expand the XY term Jxx in gradients of the
field θσ. On a d-dimensional hypercubic lattice
〈H〉 =
∫
ddx
ad−2
Jxx
2
(∇θσ(x)−A1(x) +A2(x))2
−g
∫
ddx
ad
cos(θσ(x)− a′A⊥)
=
∫
ddx
ad−2
Jxx
2
(∇θσ(x)−Aσ(x))2
−g
∫
ddx
ad
cos(θσ(x) + a
′A⊥). (38)
Coupled-ladder construction
In this section we construct a two-dimensional ana-
logue by coupling multiple ladders. The main idea
is to visualize each of the two-dimensional plane dis-
cussed above as a collection of one-dimensional chains
l = 1, ...., Nl in each plane. The two planes correspond
to the two flavors discussed in the main text. Below, we
shall assume that the coupling g′ between the chains (in
each plane) is smaller than than the Josephson coupling
g′ between the “layers” (flavors) such that the effective
model at low energy is a collection of coupled ladder sys-
tems, where the fixed point of each ladder corresponds
to the one-dimensional rung Mott insulator with spin-
Meissner currents discussed in the main text. Below, let
Hl be the Hamiltonian corresponding to the l
th ladder
(see Fig. 3). Assume that this is the effective Hamilto-
nian under the energy scales ∆ρ and ∆σ, where all “spin”
fields θσ,l and all “charge” fields φρ,l in each ladder have
been gapped.
Let g′ < min {∆ρ,∆σ} be the strength of the interlad-
der kinetic terms
Hc = −g′n
N−1∑
l=1
∑
α=1,2
∫
dx cos(θα,l − θα,l+1 + aAαl(x)),
(39)
where n = 12a is the mean linear boson density in chain
l = 1, 2, ...Nl. Hopping out of a chain and into a
a) b)
c)
FIG. 4: Magnetic field configurations in which the
gauge field couples only to relative charge σ. In a) the
corresponding gauge field is parallel to the layers and
perpendicular to x; this is the case studied in the main
text with A‖σ, A⊥ 6= 0 and Aαl = 0. The “Meissner”
phase here consists of currents being confined to the
layers, with no inter-layer current. In b) the gauge field
is parallel to the layers and to the ladders: A‖σ = 0,
A⊥, Aαl 6= 0. One cannot measure a jσ on the ladders,
but between ladders. Finally, c) shows the magnetic
field emanating from a “sheet of magnetic monopoles”
situated between the layers: A‖σ, Aαl 6= 0, A⊥ = 0.
neighboring chain is only allowed inside of each layer
α = 1, 2. The Peierls phase associated with the ki-
netic term in layer α is aAαl(x), where a is the spac-
ing between the chains. We recast this in terms of
the linear (anti-)symmetric linear combinations, defining
Aρ,σl(x) =
A1l(x)±A2l(x)√
2
to obtain
Hc = −2g′n
N−1∑
l=1
∫
dx cos
1√
2
(θρ,l − θρ,l+1 + aAρl) ·
cos
1√
2
(θσ,l − θσ,l+1 + aAσl) (40)
Under the energy scale ∆ρ, θρ is disordered. Since the
term in the previous equation is irrelevant, we expand
the Hamiltonian in perturbation theory to second order
Heffc ∼ −g′2n
N−1∑
l=1
∫
dx cos
√
2(θσ,l−θσ,l+1 +aAσl). (41)
We have let g′2 =
g′2
min{∆ρ,∆σ} . Under ∆σ, the fields θσ,l
are already pinned to their classical values but up to
multiples of 2pi. The role of Hc is to impose an addi-
tional global phase pinning, on an energy scale of or-
der (g′)2/min{∆ρ,∆σ}. We note the consistency with
the strong-coupling calculation performed in the previ-
ous subsection: a gradient expansion here gives a term
∼ −g′2(∇θσ + aAσ)2, that coincides Eq. (38) if g′2 =
g′2
min{∆ρ,∆σ} ∼ t
2
V⊥
∼ Jxx.
12
FIG. 5: Josephson junction based two-leg ladder.
Interchain terms are the intra-chain capacitive coupling
C12 (yielding the V⊥ term) and the Josephson term EJ
(which gives the g term). Wire junctions can be
thought of a superconducting islands. Intra-chain terms
are approximated by harmonic terms, hence inductances
Lα. Capacitive coupling between chains is C12. At each
site there is a capacitive coupling to ground Cα.
The current expectation value between ladder l and
l + 1 can be obtained
〈jσl(x)〉 = 2g′2n
(
sin(aA1l + θ1l − θ1,l+1)
− sin(aA2l + θ2l − θ2,l+1)
)
. (42)
Recalling now that under ∆σ the fields θσ are pinned to
their classical values, we have −√2θσ,l(x) = a′A⊥,l, using
the definitions of the main text for A⊥,l as the intra-layer
gauge field, on chain l. Expanding the sines in the limit
of weak gauge field, we obtain the following expression
for the current,
〈jσl(x)〉 ≈ 2g′2n
(
aA1l + θ1l − θ1,l+1 − (aA2l + θ2l − θ2,l+1)
)
= −2g′2n phasel,l+1. (43)
We have defined the phase
phasel,l+1 = −aA1l + aA2l + a′A⊥l − a′A⊥l+1 (44)
acquired by the particle around a plaquette between the
two layers. We recover the Meissner form of the cur-
rent for inter-ladder currents in coupled-ladder model
presented here.
The extension to finitely many coupled ladders has re-
tained the phase discussed in the main text: the phase
is a Mott insulator with total density 1, (charge allowed
to fluctuate only along the rung bonds), and a (spin)
superfluid in the relative phase θσ.
Remarks on gauge field configurations
In this section we have considered two-dimensional
geometries. In the presence of Josephson terms
(such as g cos(θσ,l(x) + a
′A⊥,l(x)) in each ladder and
g′2 cos
√
2(θσ,l−θσ,l+1+aAσl) between ladders) and in the
limit of small field, the (antisymmetric) current 〈jσij〉 =
〈j1,ij − j2,ij〉 was shown to be proportional to minus the
phase acquired by the particle around the plaquette de-
fined by the bonds ij in layer 1 and ij in layer 2. A
necessary condition for the existence of this (spin) cur-
rent is that the gauge field couples to the relative charge
(and not the total charge: 〈jρ〉 = 0 in the Mott phase).
The various gauge field configurations that satisfy this
condition are enumerated in Figure 4. In each case it
may be thought of the Meissner currents as circling the
plaquettes pierced by the magnetic field vector.
EXPERIMENTAL REALIZATIONS
Josephson-junction two-leg ladder
The two-leg ladder Hamiltonian presented in the main
text can be realized in Josephson junction arrays. Exotic
Josephson-junction ladder-type systems have been built
experimentally [6]. Consider chains α = 1, 2 consisting
of an array of resonators characterized by inductors Lα
and capacitors Cα. The Hamiltonian for each chain is
harmonic [8]
Hα =
L∑
i=1
EαC(nαi − n0αi)2
+
L−1∑
i=1
EαJ
2
(
θαi − θαi+1 + aAαi,i+1
)2
(45)
EαC (E
α
J ) is the charging (Josephson) energy for sites in
chain α. L denotes the number of unit cells in each chain
(see Fig. 3).
The offset charge n0αi is tuned by voltage terms of the
form −V αi (2e)nαi at site i. When the inter-chain capac-
itance coupling C12 (playing the role of the V⊥ term in
the main text) is sufficiently important, by tuning the off-
set charges it is possible to attain a state where a single
Cooper pair exists in a superposition of states localized
on an island on chain 1 and states localized on an is-
land of chain 2, thereby realizing the unit-filling require-
ment for the Mott phase advertised in the main text.
This was shown in the context of a pair of supercon-
ducting islands [9, 10]. The second term is the limit of
−∑L−1i=1 EαJ cos(θαi − θαi+1 + aAαi,i+1) when
EαJ  EαC , (46)
such that zero-point fluctuations in the field θ become
negligible and anharmonic terms can be discarded. In
Fig. 5 these terms are represented via inductances Lα
and capacitances Cα, which are related to the energy
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scales via
EαC =
(2e)2
2Cα
, EαJ =
1
Lα
(
h
2e
)2
. (47)
For experimentally accessible values, where Cα is typi-
cally in the pF range and Lα in the 10 nH range, the
ratio EJEC ∼ 104 and the value EJ ∼ 10kBK satisfy well
the conditions of Eq. (46), and the form of Eq. (45) is
valid.
On the other hand, the Hamiltonian that couples the
two legs retains the full Josephson term
Hc =
L∑
i=1
(
− E12J cos(θ1i − θ2i + a′A⊥,i)
+E12C (n1i − n01i)(n2i − n02i)
)
. (48)
With a Cooper Pair Box [11] it is possible to attain
E12C ∼ E12J ∼ 1 kBK. More specifically, E12C ∼ (2e)2/C12,
and E12J ∼ h(2e)2GN∆ [8], where GN is the normal state
conductance, and ∆ is the superconducting gap, which
is typically on the order of a few Kelvins. For ratios
EJ/EC ∼ 1 one must retain the full anharmonic term.
Returning now to the notation of the original Hamil-
tonian (Eq. (1) of the main text),
t ∼ EαJ , U = EαC , g = E12J , V⊥ = E12C . (49)
The strong-coupling regime discussed in the text t 
U, V⊥ is equivalent to EαJ  EαC , E12C and can be attained
by suitably increasing the inductances Lα.
The weakly-coupled ladder regime in which g is per-
turbative requires E12J ∼ E12C (for the cosine potential)
and E12J ∼ E12C  EαJ (weak coupling). Note that the
charging energy EαC = EC just affects the Luttinger expo-
nent of the theory. The Luttinger exponent in each chain
(layer) is very large if EαC is negligible and the Tonks limit
would be achieved in a limit where the intra-chain charg-
ing energy would formally become infinite.
Ultracold Atoms and Molecules
In this subsection we discuss connections to recent ex-
perimental realizations of synthetic gauge fields in ultra-
cold atoms, as well as means to realize interactions.
Experimental proposals involving driven or shaken op-
tical lattices [12, 13] have achieved staggered gauge field
configurations. In particular, Ref. [13] involves the cre-
ation of a two-dimensional optical lattice in which along
the x direction a superlattice is added which achieves
the detuning of every other site in the x direction by an
energy offset δ. For δ much larger than the x kinetic en-
ergy scale, the kinetic term is suppressed; kinetic terms
with complex hoppings are restored by a pair of appro-
priately matched lasers (photon-assisted tunneling). A
staggered flux configuration along the x direction (and
uniform along y) is obtained. In particular, a flux of pi
can be achieved, which would allow for the demonstra-
tion of the χ = pi vortex lattice discussed in the main
text (see Figure 1 of the main text). Moreover, uniform
field configurations have been realized very recently [14]
by replacing the superlattice potential with a tilt, which
would allow probing the χ < pi region of our phase di-
agram, and in particular the low-field Meissner phase.
The schemes enumerated for synthetic gauge fields rely
on temporal modulation of the lattice and not on internal
degrees of freedom.
An enhanced interaction V⊥ can be realized with op-
tical lattices of cold dipolar molecules [15]. The dipolar
interaction takes the form
U(r) = C
1− 3 cos2 θ
r3
. (50)
The distance between the molecules is r and θ is the an-
gle between their orientations. Returning to our two-leg
ladder implementation, the orientation of the molecules
controls the relative strength of intra-leg and inter-leg
interactions. As argued in the main text, a large V⊥ is
essential for stabilizing the Mott phase with ρ = 1.
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