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1 Einleitung
1.1 Ausgangslage und Problemstellung
Die Softwarebranche bedient einen dynamischen Markt und befindet sich daher selbst ständig
im Wandel. Ein Trend, der sich insbesondere im Bereich komplexer Geschäftsanwendungen
wie beispielsweise Customer-Relationship-Management (CRM)-Systeme abzeichnet, ist der Weg
fort von herkömmlicher Software, die auf den Computern des Kunden betrieben wird, hin zu
Lösungen, die online bereitgestellt werden. Dieser Weg der Softwaredistribution wird auch
Software-as-a-Service (SaaS) genannt. Allgemein ist auch ein Wechsel von teurer Individualsoft-
ware hin zu für die Kunden preiswerten Standardlösungen zu beobachten.
Gemeinsam eröffnen diese beiden Trends zahlreiche Chancen, sowohl für die Kunden als auch für
die Softwareentwickler. Beispielsweise ermöglichen SaaS-Anwendungen kürzere Wege für Softwa-
reupdates, eine bessere Ressourcenauslastung und – damit verbunden – oft auch eine erhebliche
Kostenreduktion. Auf der anderen Seite sehen sich Softwareingenieure dadurch auch neuen Her-
ausforderungen gegenübergestellt. So muss die zu entwickelnde Software mandantenfähig sein,
individuelle Kundenwünsche umsetzen sowie die konkreten Anforderungen an Sicherheit und
Qualität jedes Kunden beachten.
Um diesen neuen Herausforderungen zu begegnen, eignen sich unterschiedliche Methoden aus
der Software-Product-Line (SPL)-Entwicklung bzw. Produktlinienentwicklung. Die geforderte
Variabilität der einzelnen Kundenkonfigurationen lässt sich mittels Features in Feature-Modellen
beschreiben. Eine kundenspezifische Produktvariante wird entsprechend als zulässige Konfigu-
ration im Feature-Modell beschrieben.
Wie auch die auf herkömmlichem Wege bereitgestellte Software, so unterliegen auch SaaS-
Anwendungen vielschichtigen Evolutionsprozessen. Funktionale Veränderungen müssen dabei
insbesondere bei mandantenfähigen SaaS-Anwendungen im Feature-Modell abgebildet werden
können. Im Rahmen dieser Bachelorarbeit sind speziell solche Veränderungen von Interesse,
bei denen einzelne Features ersetzt oder entfernt werden. Hierauf liegt daher der Fokus. Solche
Ersetzungen oder Eliminationen bergen potenziell die Gefahr, dass bestehende Kundenkonfigu-
rationen stark beeinträchtigt oder sogar ungültig werden können.
Im Sinne der Qualitätssicherung von SaaS-Anwendungen ist es wünschenswert, die Auswirkun-
gen dieser potenziell problematischen Evolutionsschritte bereits vor dem Verteilen der neuen
Softwareversion zu erkennen, um angemessen darauf reagieren zu können. Ziel dieser Bachelor-
arbeit ist es folglich, diese Auswirkungen messbar oder zumindest abschätzbar zu machen. Dabei
können Informationen hilfreich sein, die aus den vorhandenen Kundenkonfigurationen gewonnen
werden. Auf diese Weise lässt sich zum Beispiel ermitteln, wie häufig ein Feature von Kunden in
die jeweilige Konfiguration gewählt wird oder ob es eine Tendenz zum Wechsel zwischen Features
gibt.
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1.2 Ziel der Arbeit
Im Rahmen dieser Bachelorarbeit soll untersucht werden, inwiefern sich Feature-Modelle für die
Qualitätssicherung von mandantenfähigen SaaS-Anwendungen eignen. Interessant ist, welche
Informationen sich über die einzelnen Kundenkonfigurationen überhaupt sammeln lassen und
wie wertvoll diese für die Qualitätssicherung sind. Wie weit lassen sich die Auswirkungen von
Evolutionsschritten der Anwendung im Vorfeld messen und abschätzen, sodass entsprechend
darauf reagiert werden kann? Wie lassen sich Feature-basierte Produktkonfigurationen zudem
auch untereinander vergleichen?
Die Ergebnisse dieser Untersuchung sollen anschließend in Form von Algorithmen prototypisch
realisiert und anhand eines konkreten Fallbeispiels bezüglich ihres Nutzens evaluiert werden.
Eine geeignete Dokumentation ist ebenfalls Bestandteil der Arbeit.
Perspektivisch bildet die Bachelorarbeit einen Ausgangspunkt, um weitere Informationen, die
für die Qualitätssicherung mandantenfähiger SaaS-Anwendungen von Bedeutung sind, mittels
Feature-Modellen analytisch zu gewinnen oder die vorgeschlagenen Lösungswege zu optimieren.
Weiterhin bilden die ausgearbeiteten Algorithmen eine mögliche Grundlage, darauf aufbauend
ein real einsetzbares Werkzeug zu entwickeln.
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2 Grundlagen zu mandantenfähigen
Software-as-a-Service-Anwendungen
Die Bachelorarbeit behandelt im Wesentlichen verschiedene Möglichkeiten der Analyse von
Feature-Modellen im Kontext mandantenfähiger SaaS-Anwendungen. Um hierfür eine gedank-
liche Grundlage zu schaffen, ist es sinnvoll, zunächst die mit dem Thema verbundenen Begriff-
lichkeiten zu klären und abzugrenzen.
Interessant sind dabei die SaaS-Anwendungen, auf welche sich die Analyse bezieht sowie die
mit der Mandantenfähigkeit zusammenhängenden Besonderheiten dieser Form der Softwaredis-
tribution. Weiterhin ist zu klären, was unter Produktlinien und Produktlinienentwicklung im
SaaS-Umfeld für die folgenden Untersuchungen zu verstehen ist, verbunden mit einer kurzen
Einführung zu (erweiterten) Feature-Modellen. Die Analyseergebnisse der Arbeit sollen der
Qualitätssicherung (QS) dienen. Daher wird in den folgenden Abschnitten auch darauf einge-
gangen, welche Qualitäten bei SaaS-Anwendungen typischerweise sichergestellt werden sollen,
insbesondere für den Fall, dass Funktionalitäten der Anwendung verändert oder entfernt wer-
den. Letzteres bildet den Fokus dieser Bachelorarbeit, da die Auswirkungen von Änderungen
in der Softwareapplikation oft nicht oder nur schlecht vorhersehbar sind, wenn hierfür keine
systematischen Analyseverfahren genutzt werden.
Im späteren Verlauf der Arbeit wird eine Nutzenabschätzung zu den Analyseergebnissen anhand
SAP Business ByDesign durchgeführt. Dieses konkrete Fallbeispiel soll bereits an dieser Stelle
zur Grundlage genommen werden, um die gemachten Ausführungen zu veranschaulichen. Eine
ausführliche Beschreibung des Fallbeispiels folgt im Abschnitt 5.3.
2.1 Mandantenfähige SaaS-Anwendungen vs. klassische Software
Bevor die Mandantenfähigkeit näher beleuchtet wird, ist zu klären, was SaaS-Anwendungen sind
und inwiefern sie sich von klassischer Software unterscheiden.
In erster Linie versteht man unter SaaS Standardsoftware, die in Form einer Dienstleistung über
das Internet angeboten wird. Dabei ist nicht der Kunde selbst, sondern der Dienstleister für den
Betrieb und die Wartung der Anwendung zuständig. Dementsprechend unterscheiden sich auch
die Zahlungsmodalitäten. So ist es eher unüblich, Lizenzgebühren zu verlangen. Die Nutzung
des Dienstes entspricht viel mehr einem Mietmodell für die bestellten Softwarekomponenten mit
einem regelmäßig zu zahlenden Nutzungsentgelt. [BHL08, S. 500]
Das Konzept der SaaS-Anwendungen ähnelt stark dem der Application-Service-Provider (ASP)
[Gün+01]. Der SaaS-Ansatz profitiert dabei von der mittlerweile starken Verbreitung von Inter-
net-Technologien. Diese erlauben es, Anwendungen bereitzustellen, die über einen Webbrowser
mit einer ähnlichen Bedienqualität genutzt werden können, wie sie bei herkömmlicher Software
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üblich ist. Hinzu kommt die serviceorientierte Architektur und die Verwendung offener Stan-
dards, die es erleichtern, SaaS-Lösungen in bereits bestehende, sogenannte InHouse-Lösungen
zu integrieren. [BHL08, S. 500]
Laut einer Studie der Lünendonk GmbH aus dem Jahr 2007 [Hof07] eignet sich der SaaS-Ansatz
insbesondere für den Einsatz im Umfeld mittelständischer Unternehmen, die damit Funktionen
und Prozesse realisieren wollen, die sich gut standardisieren lassen. Hierzu zählen beispielswei-
se CRM- oder Enterprise-Resource-Planning (ERP)-Systeme. In derselben Studie wurden 52
deutsche Softwareanbieter dazu befragt, ob Sie planen, in Zukunft SaaS-Lösungen anzubieten.
Immerhin knapp die Hälfte der befragten Unternehmen hat diese Frage positiv beantwortet, was
die starke Nachfrage verdeutlicht.
Zwei bekannte SaaS-Anwendungen aus dem CRM/ERP-Umfeld sind Salesforce.com und SAP
Business ByDesign. Letzteres soll als Fallbeispiel zur Analyse dienen. SAP Business ByDe-
sign zeichnet sich durch eine rein serviceorientierte Architektur aus und richtet sich in ers-
ter Linie an mittelständische und kleine, aufstrebende Unternehmen, die bisher noch keine
Geschäftsanwendung dieser Art integriert haben. SAP selbst wirbt damit, dass ihre Lösung be-
sonders flexibel und damit auch rentabel für kleinere Unternehmen ist [SAP13]. Die Bezahlung
erfolgt hier je nach Anzahl und Art der Nutzer des Systems.
Aus Anwendersicht handelt es sich bei SaaS-Lösungen um Standardsoftware, die daher auch
potenziell mit den gleichen Vor- und Nachteilen gegenüber Individuallösungen verbunden ist,
wie das bei klassischer Standardsoftware der Fall ist. Als Vorteile sind hier geringere Kosten, eine
höhere Verfügbarkeit und der hohe Reifegrad der Software zu nennen. Ein wesentlicher Nachteil
ist die Abweichung der Softwarelösung von den spezifischen Anforderungen des Unternehmens.
[BHL08, S. 501]
Laut [Alt+07, S. 40] ist bei der Verwendung einer SaaS-Anwendung im Vergleich zum Ein-
satz einer klassischen Standardsoftware jedoch mit weiteren Kosteneinsparungen zu rechnen.
Als Grund werden die höheren Implementierungs- und Lizenzkosten von Standardsoftware ge-
nannt. Implementierungskosten umfassen dabei die Kosten für Hardware, Software, Geschäfts-
prozessanwendungen und Personal. Durch die Plattformunabhängigkeit der SaaS-Anwendungen
entstehen an dieser Stelle kaum zusätzliche Kosten. Unter Umständen relativiert sich jedoch
dieser Kostenvorteil, wenn man in Betracht zieht, dass SaaS-Anwendungen oft weniger an die
Unternehmensspezifika anpassbar sind als herkömmliche Standardsoftwarelösungen [BHL08, S.
501].
Die Entscheidung zum Einsatz von SaaS ist immer auch eine Entscheidung zum Outsourcing,
also dem Auslagern von Funktionen und Prozessen an Dritte [AW06]. Entsprechend sind damit
auch die typischen Vor- und Nachteile des Outsourcings verbunden. Als vorteilhaft kann ein
Zugewinn an Flexibilität und das Ermöglichen der Konzentration auf die eigenen Kernkompe-
tenzen mit gleichzeitigem Zugang zu externem Wissen angesehen werden. Nachteilig sind etwaige
Sicherheitsbedenken und das Eingehen von Abhängigkeiten [AW06, S. 37-56]. Letztgenannter
Nachteil, der sogenannte Lock-In, also das Schaffen eines Abhängigkeitsverhältnisses zwischen
Kunde und Dienstanbieter, lässt sich im Falle von SaaS-Anwendungen insofern relativieren, als
dass in diesem Falle der Einsatz offener (Web-)Standards dem Lock-In-Effekt entgegen wirkt. In
der Praxis erweist sich jedoch ein Datenaustausch zwischen verschiedenen Systemen dennoch als
eher langwierig bzw. schwierig, weshalb SaaS das Lock-In-Problem nicht generell löst [BHD11,
S. 33f.].
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Aus der Perspektive eines Anbieters lassen sich die Vor- und Nachteile von SaaS-Anwendungen
analog ableiten. Hier bieten SaaS-Lösungen große Kostenvorteile durch Skalierungseffekte bei ei-
ner großen Kundenanzahl, ähnlich wie bei herkömmlicher Standardsoftware, bei gleichzeitigem
Einsparpotenzial bei der Entwicklung, da die Software lediglich auf einer Plattform betrieben
werden muss [Gun07, S. 37][Jac05, S. 38]. Daraus resultiert ein Erfolgsrisiko, da sich das Produkt
erst rentiert, wenn eine bestimmte Anzahl an Nutzern erreicht wird. Das steht im Gegensatz zur
Individualsoftware, die sich sofort rentiert. Neben diesem Risiko kann sich die geringere Anbieter-
abhängigkeit der Kunden ebenfalls als Problem darstellen. Im Hinblick auf das Erfolgsrisiko ist
aber interessant, dass SaaS-Anwendungen potenziell einfacher Nischenlösungen bieten können,
da dank der offenen Standards und Webservice-Protokolle die Integration externer, spezialisier-
ter Dienste bzw. Komponenten anstelle von Eigenentwicklungen erleichtert wird [BHD11, S.
205-225]. Das ist insbesondere im Hinblick auf den Trend zu wachsender Softwarekomplexität
sinnvoll [Sne12, EVOL-24].
Die Vorteile von SaaS-Anwendungen werden auch in der Abbildung 2.1 deutlich. Diese Grafik
beschreibt ein beispielhaftes Zuliefernetzwerk im Softwarebereich, das ein hohes Maß an kun-
denspezifischer Anpassbarkeit aufzeigt. Das SaaS-Konzept erlaubt es, dieses Netzwerk direkt
umzusetzen.
Abbildung 2.1: Beispiel für ein Software-Zuliefernetzwerk nach [Lan+08, S. 3]
SaaS-Anwendungen wie SAP Business ByDesign zeichnen sich dadurch aus, dass sie mandan-
tenfähig sind. Blaisdell definiert Mandantenfähigkeit wie folgt:
”
Mandantenfähigkeit bezieht sich auf ein Prinzip in der Softwarearchitektur, bei dem
eine einzelne Instanz einer Softwareanwendung mehrere Kunden (auch Mandanten
genannt) bedient, und das als eines der wesentlichen Attribute des Cloud Computing
gilt.“ [Bla12]
Mandantenfähigkeit im Sinne von SaaS-Anwendungen beschreibt also den Zugriff mehrerer Kun-
den/Mandanten auf diese Anwendung, wobei Ressourcen geteilt werden (Infrastruktur, Platt-
form und Softwarebasis). Jeder Mandant arbeitet dann mit der Anwendung so, als würde nur
er sie exklusiv nutzen. Jeder Mandant hat also seine eigene Nutzerumgebung.
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Für die weiteren Betrachtungen ist es wichtig, davon auszugehen, dass eine mandantenfähige
SaaS-Anwendung unterschiedliche Konfigurationen je Mandant erlaubt. Diese können dem Ver-
ständnis von SPL nach für verschiedene Produktvarianten stehen. Jeder Mandant soll also in
der Lage sein, selbst Komponenten der Lösung hinzu zu buchen oder abzuwählen. Im Falle von
SAP Business ByDesign ist es beispielsweise möglich, im Rahmen verschiedener Komponenten
aus dem Verkaufs-Bereich selbst zu wählen, ob ein Kundenrechnungswerkzeug zur Verfügung
gestellt werden soll oder nicht. Die Abbildung 2.2 illustriert das beispielhaft.
Abbildung 2.2: SAP Business ByDesign Configurator (Bildschirmfoto von https://www.
sapconfigurator.com). Die Option Customer invoicing als Beispiel für ein an-
und abwählbares Feature ist blau umrahmt.
2.2 SPL-Entwicklung bei SaaS-Anwendungen (erweiterte
Feature-Modelle)
Diese Bachelorarbeit beschäftigt sich im Kern mit der Analyse von Feature-Modellen. Diese Mo-
delle sind ein Instrument aus dem Bereich der SPL-Entwicklung, weshalb es nötig ist, zunächst
darauf einzugehen, um eine gezielte Einordnung vorzunehmen.
Die Ansprüche an Software wachsen. So wird in [BKP04, S. 3] festgestellt, dass Software ein
immer größer werdendes Maß an Funktionalität und Flexibilität bieten muss und dabei zugleich
immer weniger kosten darf. Das höhere Maß an Funktionalität und Flexibilität deutet dabei typi-
scherweise auf eine Individuallösung hin, mit der die Bedürfnisse eines Kunden gezielt adressiert
werden. Kostenreduktion hingegen wird üblicherweise durch Massenproduktion erreicht, da im
Software-Bereich zwar die Produktion einer Software in der Regel mit hohen Kosten verbunden
ist, während die Reproduktion mit relativ wenig Aufwand möglich ist. Auf diese Weise kann
man eine Kopie der Software zu relativ günstigen Konditionen anbieten. Eine mögliche Ant-
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wort auf die Frage, wie sich diese beiden – scheinbar gegensätzlichen – Anforderungen bzw.
Lösungsansätze kombinieren lassen, bietet die Produktlinienentwicklung.
In [TJ01, S. 685] beschreiben Tseng und Jiao die Produktlinienentwicklung als Mass Custo-
mization –
”
producing goods and services to meet individual customer’s needs with near mass
production efficiency“. Eine treffende Definition befindet sich in [BKP04, S. 4]:
”
Die Produktlinienentwicklung ist ein Ansatz zur Softwareentwicklung mit organi-
sierter Wiederverwendung und organisierter Variabilität auf Basis einer gemeinsamen
Plattform.“
Organisierte Wiederverwendung bedeutet konkret zunächst die Entwicklung einer Software in
Form einer Plattform, die speziell auf die Wiederverwendung derselben ausgelegt ist und die
anschließende Entwicklung von Softwareprodukten auf Grundlage dieser Plattform. Ein inter-
essanter Vorzug dieser Vorgehensweise ist eine höhere Produktqualität, da die Produktbasis
tendenziell stärker getestet wird.
Der entscheidende Unterschied zwischen der Einzelsystementwicklung und der SPL-Entwicklung
ist ein Paradigmenwechsel im Verständnis dafür, wie eine Softwareentwicklung am Markt plat-
ziert werden soll. Der Fokus richtet sich also auf Produktlinien und damit weg von individuellen
Systemen bzw. Projekten. Dieser Fokuswechsel bedingt – daraus folgend – auch einen Wechsel
der Strategie der Auftrags- bzw. Projektbeschaffung. Während es bei der Einzelsystementwick-
lung üblich ist, die Projekte sequentiell, also als aufeinanderfolgend zu betrachten (
”
Vertrag
auf Vertrag“), bedient man in der SPL-Entwicklung innerhalb eines Projektes ein komplettes
Geschäftsfeld. Die sequentielle Betrachtung wird daher auch als reaktiver Ansatz bezeichnet.
Die Betrachtung eines gesamten Geschäftsfeldes bezeichnet man als proaktiven Ansatz. [Lin07,
S. 6] [BKP04, S. 4]
Die Produktlinienentwicklung verfolgt das Ziel, aus einer Produktlinie möglichst viele konkre-
te Produkte abzuleiten, denn je mehr Produkte sich ableiten lassen, desto effizienter ist eine
Produktlinie. Das Schlüsselwort hierzu ist Wiederverwendbarkeit. Die Produktlinie muss also
so wiederverwendbar sein, dass möglichst viele konkrete Probleme mit entsprechenden Softwa-
relösungen adressiert werden können.
Die Grundlage für die Wiederverwendbarkeit bildet dabei die Differenzierung zwischen zwei
Life-Cycle-Modellen, die in Abbildung 2.3 dargestellt sind. Dort wird zwischen dem Produkt-
lebenszyklus des Domain Engineerings und dem des Application Engineerings unterschieden.
Im Rahmen des Domain Engineerings wird eine Produktlinie entwickelt, also die Grundlage für
die Wiederverwendung. Man spricht in diesem Zusammenhang auch vom Produktlinienmana-
gement bzw. SPL-Management. Den Lebenszyklus müsste man daher auch eigentlich korrekt
als Produktlinienlebenszyklus bezeichnen. Beim Application Engineering wird mit der Wieder-
verwendung der SPL aus dem Domain Engineering letztlich das konkrete Produkt entwickelt.
Da es sich dabei um einzelne Produktvarianten der SPL handelt, spricht man hier auch vom
Variantenmanagement. [Lin07, S. 6 f.]
Gemäß [Lin07] ist das Variantenmanagement stark SPL-getrieben. Dabei stammen etwa 90 %
des Codes der Variante aus der zugrundeliegenden SPL, während die verbleibenden 10 % durch
zusätzlichen Entwicklungsaufwand entstanden sind. Dieser Zusatzaufwand wird benötigt, um
die Produktvariante für ihren konkreten Einsatzzweck anzupassen. Für das Verständnis von
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Abbildung 2.3: Two-Life-Cycle-Modell in der SPL-Entwicklung nach [Lin07, S. 7]
SPLs im Allgemeinen ist diese Unterscheidung der Code-Herkunft vermutlich sinnvoll und da-
her erwähnenswert. Beim Bezug der SPL-Entwicklung auf SaaS-Anwendungen geht man jedoch
davon aus, dass der Code einer Produktvariante zu 100 % aus der SPL stammt. Wird für ein
konkretes Problem zusätzlicher Code benötigt, muss dieser zunächst in die Produktlinie einge-
pflegt werden, um anschließend in der konkreten Variante verarbeitet zu werden. Der Grund für
diese Besonderheit wird offensichtlich, sobald die SPL-Entwicklung weiter unten im Abschnitt
2.2.1 auf SaaS-Anwendungen bezogen wird.
An dieser Stelle sei kurz auf drei Begriffe hingewiesen, die im Zusammenhang mit der Codezu-
sammensetzung bedeutsam sind: Gemeinsamkeiten, Variabilität und Produktspezifika. Gemein-
samkeiten bezeichnen den wiederverwendbaren Code einer SPL, der in allen Produktvarianten
enthalten ist. Variabilität hingegen ist Code der SPL, der nur in einigen konkreten Produkten
enthalten ist. Als Produktspezifika bezeichnet man die Teile einzelner Produktvarianten, die den
oben genannten 10 % Zusatzaufwand ausmachen, also nur in einem konkreten Produkt vorkom-
men und nicht Teil der SPL sind. [Lin07, S. 8] Die Abbildung 2.4 verdeutlicht das Genannte
grafisch. Wie zuvor erwähnt, spielen die Produktspezifika für die weiteren Untersuchungen keine
Rolle, sondern werden als Teil der Variabilität verstanden.
2.2.1 Abbildung von SaaS-Anwendungen auf SPLs und Feature-Modelle
SPLs können im Prinzip auf jede beliebige Art von Software zur Entwicklung angewendet wer-
den, da die SPL-Entwicklung diesbezüglich keine Einschränkungen vorschreibt. Es ist lediglich
zu klären, wie die jeweilige Anwendung strukturell auf eine Produktlinie abzubilden ist.
Man betrachtet eine SaaS-Anwendung im Sinne einer SPL zunächst als Menge von Features, die
untereinander in verschiedenen Abhängigkeitsverhältnissen stehen. Ein konkretes Produkt dieser
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Abbildung 2.4: Die Relation der verschiedenen Variabilitäts-Typen nach [Lin07, S. 9]
Linie wird als – den Abhängigkeiten nach – gültige Teilmenge der SPL-Features interpretiert.
Ein Feature ist ein Teil der Funktionalität einer Anwendung und wird in dieser Arbeit atomar
betrachtet, also als Inkrement der Programmfunktionalität. [BSR09, S. 2] Ein Produkt der SPL
entspricht folglich der konkreten Konfiguration eines Mandanten.
Hinzufügend sei erwähnt, dass es auch Betrachtungen gibt, in denen Features keinen korre-
spondierenden Code in der Anwendung haben. Diese Features dienen eher der Struktur einer
Anwendung und können daher auch als abstrakte Features bezeichnet werden.
In diesem Zusammenhang wird deutlich, weshalb die im Abschnitt 2.2 weiter unten erwähnten
10 % Produktspezifika im Falle von SaaS-Anwendungen keine Rolle spielen: Sie sind per Defini-
tion nicht vorhanden. Sobald eine spezifische Funktionalität einer konkreten Mandantenkonfigu-
ration hinzugefügt wird, gehört sie zur Feature-Menge der Konfiguration und ist als solche auch
Teil der zugrundeliegenden SPL, da dort die Feature-Menge als Teilmenge aller Features der SPL
definiert ist. Auch im Praxiseinsatz spiegelt sich dieser Sachverhalt wider, denn die Codebasis
aller mandantenspezifischer Anwendungen ist eine einzige Anwendungsinstanz. Daher kann kein
externer Code Teil einer Konfiguration sein.
Feature-Modelle dienen der Darstellung der genannten Features einer SPL inklusive deren Ab-
hängigkeiten untereinander. Die konkrete, gültige Auswahl der Features eines Mandanten kann
dann als Konfiguration auf dem Feature-Modell bezeichnet werden.
2.2.2 Feature-Modelle
Feature-Modelle verdanken ihren Namen Kang et al., der ihn im FODA Report 1990 erstmals
erwähnte [Kan+90]. Sie repräsentieren alle möglichen Produktvarianten einer SPL in Form von-
einander abhängiger Features innerhalb eines sog. Feature-Trees. Dieser Feature-Tree liefert eine
hierarchisch sortierte Anordnung der Features. [BSR09, S. 3]
Benavides beschreibt in [BSR09, S. 3 ff.] den Aufbau von Feature-Modellen. Daran lehnt dieser
Abschnitt an und verdeutlicht auf diese Weise das Konzept und die Funktionsweise von Feature-
Modellen. Es sei darauf hingewiesen, dass es zahllose Erweiterungsmöglichkeiten für Feature-
Modelle gibt, auf die an dieser Stelle nicht eingegangen werden soll. Der Fokus liegt auf den für
diese Arbeit nötigen Grundlagen und Besonderheiten.
Die Baumstruktur eines Feature-Modells impliziert Eltern-Kind-Beziehungen zwischen den Fea-
tures bzw. Feature-Gruppen. Hier spielen vor allem die folgenden vier Beziehungstypen eine
Rolle, beschrieben anhand des an SAP Business ByDesign angelehnten Beispiels in Abbildung
2.5.
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Abbildung 2.5: Beispiel eines Feature-Modells, basierend auf dem in Anhang D aufgezeigten
Feature-Modell, jedoch stark gekürzt und um das Feature User Interface ergänzt.
Obligatorisches Element (Mandatory-Relation). Ein Kind-Knoten im Feature-Tree ist ein ob-
ligatorisches Element seines Eltern-Knotens, wenn es ausgewählt werden muss, sobald der
Eltern-Knoten gewählt wird. Eine Auswahl treffen bedeutet dabei, dass ein ausgewähltes
Element Teil der konkreten Konfiguration wird bzw. ist. Grafisch wird eine Mandatory-
Relation durch einen gefüllten Kreis am zum Kind-Knoten gerichteten Ende der Relation
dargestellt. Im gegebenen Beispiel besteht das System Customer Relationship Manage-
ment zwingend aus den beiden Features Modules und User Interface. Weiterhin ist das
Feature Corporate Governance ein obligatorisches – und damit unbedingt auszuwählendes
– Feature, falls Compliance ausgewählt wird.
Fakultatives Element (Optional-Relation). Wenn ein Kind-Knoten ein fakultatives Element
seines Eltern-Knotens ist, bedeutet das, dass es ausgewählt werden kann, aber nicht muss,
sobald der Eltern-Knoten ausgewählt wird. Grafisch wird eine Optional-Relation durch
einen leeren Kreis am zum Kind-Knoten gerichteten Ende der Relation dargestellt. Im
gegebenen Beispiel ist das Feature Foreign Trade Declarations explizit als fakultativ ge-
kennzeichnet. Wird in einer Produktkonfiguration also das Feature Compliance gewählt,
so kann – muss aber nicht – dieses fakultative Feature ebenfalls ausgewählt werden.
Kontravalenzgruppe (XOR-Relation). Knoten im Feature-Tree können mehrere Elemente bzw.
Knoten gruppieren. Dies impliziert, dass aus den Kind-Elementen eine Auswahl getroffen
werden muss, sobald die Gruppe, also das Eltern-Element, ausgewählt wird. Wie diese
Auswahl zu erfolgen hat, wird über die Gruppenbeziehungen bestimmt. Eine Kontrava-
lenzgruppe liegt dann vor, wenn aus den Kind-Elementen genau eines ausgewählt werden
muss. Eine XOR-Relation wird im Feature-Tree grafisch durch einen unausgefüllten Win-
kel dargestellt, der am Eltern-Knoten alle Relationen zu den Kind-Knoten umspannt. Im
gegebenen Beispiel bilden die Kind-Features von User Interface eine Kontravalenzgruppe.
Bei der Konfiguration eines konkretes Produktes von Customer Relationship Management
muss sich der Kunde für eine der drei Benutzeroberflächen Full User Interface, Marketing
User Interface und Role-Based User Interface entscheiden.
Adjunktivgruppe (OR-Relation). Eine Adjunktivgruppe liegt vor, wenn beliebig viele Kind-
Elemente ausgewählt werden können, sobald die Gruppe ausgewählt wird, mindestens
jedoch eines. Eine OR-Relation wird grafisch analog zur XOR-Relation dargestellt, je-
doch mit dem Unterschied, dass der Winkel ausgefüllt wird. Im gegebenen Beispiel bilden
die Kind-Features von Modules und Marketing jeweils eine Adjunktivgruppe. Der Kunde
hat bei der Zusammenstellung seiner konkreten Produktkonfiguration also die freie Wahl
zwischen den angebotenen Modulen, muss sich jedoch für mindestens eines entscheiden.
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Wählt er das Marketing-Modul in seine Konfiguration, kann er sich (zunächst ungeach-
tet der dargestellten Implikation) frei zwischen den Features Market Development und
Campaign Management entscheiden, solange er wenigstens eines von beiden auswählt.
Diese Beziehungen werden grundsätzlich deduktiv betrachtet (Top-down bzw. von oben nach
unten) und beschreiben immer das Auswahlverhalten von Kind-Knoten eines Knotens, wenn
letzterer ausgewählt wird. Die induktive, also umgekehrte Betrachtung (Bottom-up) ist immer
eine Mandatory-Relation. Wurde ein Knoten ausgewählt, müssen also auch immer alle Eltern-
Knoten ausgewählt worden sein.
In dieser Arbeit wird der Terminus Alternative oder Alternativgruppe vermieden, da er zu Miss-
verständnissen führen könnte. Im mathematischen Sinne bezeichnet die Alternative eine (nicht-
ausschließliche) Oder-Relation. Auf der anderen Seite bezeichnet Literatur zu Feature-Modellen
nicht selten eine Exklusiv-Oder-Relation als Alternative, da man sich offensichtlich zwischen
den in der Relation stehenden Features – also den Alternativen – für genau eines entscheiden
muss. Um dieser Diskrepanz zu begegnen, werden hier Oder-Beziehungen als Adjunktionen und
Exklusiv-Oder-Beziehungen als Kontravalenzen bezeichnet.
Neben den durch die Hierarchie bedingten Eltern-Kind-Beziehungen können beliebige Features
auch untereinander, also
”
baumweit“ und von der Hierarchie unabhängig, in Beziehung stehen.
Hier betrachtet man vor allem die folgenden zwei Relationen:
Implikation (Inklusion). Eine Implikation liegt vor, wenn sich zwei Elemente des Feature-Trees
einseitig bedingen. Dabei gibt es eine Antezedens (
”
Wenn-Teil“) und eine dadurch impli-
zierte Konsequenz (
”
Dann-Teil“), wie aus dem Bereich der Aussagenlogik bekannt. Die
Antezedens ist dabei das Element, das zunächst ausgewählt wird. Diese Auswahl impli-
ziert die Konsequenz, also die Auswahl eines bestimmten, weiteren Elements. Dargestellt
wird diese Beziehung im Feature-Tree durch einen Pfeil mit gestrichelter Linie von der
Antezedens zur Konsequenz. Eine beidseitige Implikation, also eine Äquivalenz, ist nicht
vorgesehen. Diese lässt sich ggf. nur über zwei Implikationen darstellen. Im engeren Sinne
ist jedoch darüber nachzudenken, ob es sich dabei nicht um ein einziges Feature handelt.
Im gegebenen Beispiel ist eine Implikation vom Feature Campaign Management zu Market
Development dargestellt. Entscheidet sich der Kunde bei seiner Produktkonfiguration für
das Marketing-Modul und entscheidet sich in diesem Zusammenhang für das Campaign
Management, so muss er zwangsläufig auch das Feature Market Development in seiner
Konfiguration mit aufnehmen.
Ausschluss (Exklusion). Eine Ausschlussbeziehung liegt vor, wenn zwei Elemente im Feature-
Tree nicht gleichzeitig in einer Konfiguration vorkommen dürfen. Hier ist eine Unterschei-
dung zwischen Antezedens und Konsequenz unerheblich, da die Beziehung nur beidseitig
bestehen kann. Im Feature-Tree werden Ausschlussbeziehungen durch einen Doppelpfeil
mit gestrichelter Linie zwischen den betroffenen Knoten gekennzeichnet. Im gegebenen
Beispiel besteht ein Ausschluss zwischen den Features Compliance und Marketing User
Interface. Diese Beziehung sagt aus, dass diese beiden Features nicht gleichzeitig Teil einer
fertigen Produktkonfiguration sein dürfen. Die Wahl des Marketing User Interfaces be-
wirkt folglich, dass das Compliance-Modul nicht ausgewählt werden kann und umgekehrt.
Die grafischen Darstellungsformen haben sich an unterschiedlichen Stellen der Literatur etabliert,
sind aber nicht verbindend und haben keine darüberhinausgehende, semantische Bedeutung. Sie
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sind als Vorschlag zu betrachten und werden im Rahmen der Ausführungen in dieser Arbeit so
verwendet.
Kardinalitätsbasierte Feature-Modelle
Bis hierher wurde die Struktur, der prinzipielle Aufbau und die Semantik von Feature-Trees
beschrieben. Die folgenden Ausführungen zu kardinalitätsbasierten Feature-Modellen stellen le-
diglich eine Möglichkeit dar, um Feature-Modelle kompakter darzustellen. Alle Darstellungsfor-
men von Feature-Modellen sind dabei gleich mächtig. Auf einen ausführlichen Nachweis wird an
dieser Stelle verzichtet.
Kardinalitätsbasierte Feature-Modelle erweitern einfache Feature-Modelle um die Möglichkeit,
die hierarchischen Beziehungen (Eltern-Kind-Beziehungen) im Baum genauer zu quantifizie-
ren. Das vereinfacht die Darstellung von Feature-Modellen unter Umständen erheblich und ist
auch im Hinblick auf die konzeptionelle Vollständigkeit von Feature-Modellen durchaus sinnvoll.
[CHE05; Rie+02]
Kardinalitäten können direkt an einem Feature oder an einer Gruppe notiert werden. Entspre-
chend spricht man von Feature-Kardinalität und Gruppen-Kardinalität.
Abbildung 2.6: Umschreibung des Features-Modells aus Abbildung 2.5 als kardinalitätsbasiertes
Feature-Modell
Feature-Kardinalität. Die Feature-Kardinalität gibt an, wie viele Instanzen eines Features in
einer gültigen Konfiguration enthalten sein dürfen. Die Notation erfolgt direkt am Fea-
ture und nach dem Schema [n..m], wobei n das Minimum und m das Maximum der
in einer gültigen Konfiguration enthaltenen Anzahl von Instanzen des jeweiligen Fea-
tures ist. Diese Angabe der Kardinalität erweitert die Möglichkeiten der Mandatory-
und Optional-Relation erheblich, während die bisherigen Relationen selbstverständlich
ebenso als Feature-Kardinalität darstellbar sind. So beschreibt die Kardinalität [1..1] die
Mandatory-Relation und [0..1] die Optional-Relation.
Gruppen-Kardinalität. Die Gruppen-Kardinalität funktioniert analog zur Feature-Kardinalität,
jedoch bezogen auf die oben beschriebene XOR- und OR-Relation. Die Gruppen-Kardi-
nalität gibt folglich an, wie viele Kind-Elemente minimal und maximal aus einer Gruppe
ausgewählt werden müssen, damit eine Konfiguration gültig ist. Die Notation unterscheidet
sich von der der Feature-Kardinalitäten nur in der Klammersetzung, folgt also dem Schema
〈n..m〉 mit n als Minimum und m als Maximum. Die bekannte Kontravalenzgruppe (XOR)
wird durch 〈1..1〉 als Gruppen-Kardinalität beschrieben, während die Adjunktivgruppe
12
2.2 SPL-Entwicklung bei SaaS-Anwendungen (erweiterte Feature-Modelle)
(OR) mittels 〈1..N〉 beschrieben wird, wobei N die konkrete Anzahl der Kind-Elemente
der Gruppe ist.
Die Abbildung 2.6 stellt das zuvor in Abbildung 2.5 vorgestellte Beispiel als kardinalitätsbasiertes
Feature-Modell dar. Die Kontravalenzgruppe und Adjunktivgruppen wurden direkt durch ent-
sprechende Gruppen-Kardinalitäten ersetzt. Analog dazu wurden die obligtorischen und fakul-
tativen Features mit entsprechender Feature-Kardinalität versehen.
Weiter oben wurde behauptet, dass die Darstellung eines kardinalitätsbasierten Feature-Modells
auch als einfaches Feature-Modell darstellbar sein muss, da die Darstellungsformen gleich mäch-
tig sind. Der umgekehrte Weg geht bereits aus den Beschreibungen zur Feature- und Gruppen-
Kardinalität hervor. Um aber auch die Behauptung nicht gänzlich im Raum stehen zu lassen,
zeigt die folgende Abbildung 2.7 ein kleines Beispiel einer möglichen Transformation eines kar-
dinalitätsbasierten Feature-Modells in ein einfaches Feature-Modell. Dieses Beispiel ist einfach
nachvollziehbar und soll lediglich eine Idee davon vermitteln, wie eine Transformation erfolgen
kann und vor Augen führen, dass die beiden Darstellungsformen für Feature-Modelle äquivalent
sind.
Abbildung 2.7: Beispiel einer Transformation eines kardinalitätsbasierten Feature-Modells in ein
einfaches Feature-Modell
Erweiterte Feature-Modelle
Es existieren zahlreiche Wege, um Feature-Modelle auf die konkreten Anforderungen eines be-
stimmten Einsatzszenarios hin anzupassen. Jede beliebige Veränderung am einfachen Feature-
Modell kann also als Erweiterung verstanden werden – ebenso wie die Modifikation der beste-
henden Hierarchiebeziehungen hin zu feineren Beziehungen mit Feature- bzw. Gruppenkardina-
litäten. Eine Erweiterung muss aber nicht notwendigerweise die gleiche Darstellungsmächtigkeit
besitzen wie das einfache Feature-Modell. Sie kann die Mächtigkeit ebenso gut erweitern. Auf
diese Art der Erweiterung soll in diesem Abschnitt eingegangen werden.
In [BSR09, S. 5] wird eine Variante zur Darstellung von Feature-Attributen vorgestellt. At-
tribute sollen zusätzliche Informationen zu Features oder Feature-Gruppen in einem Feature-
Modell unterbringen helfen. Damit steigt der Informationsgehalt des Modells. Da die Funktiona-
litäten bzw. der Code strukturell bereits mittels der Features abgebildet wird, scheinen Attribute
prädestiniert dafür zu sein, nicht-funktionale Informationen zu erfassen [Kan+98]. Dieser An-
satz erscheint für die Zielsetzung dieser Bachelorarbeit durchaus als interessant und hilfreich,
da mittels dieser Feature-Modell-Erweiterung Qualitäten erfasst werden können, was im Sinne
der QS in jedem Fall nützlich erscheint.
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Ein Attribut besteht mindestens aus einem Namen, einer Domain und einem Wert. Name und
Wert eines Attributs sind von der Bedeutung her selbsterklärend. Die Domain gibt an, welche
Werte zulässig sind (Wertebereich).
Zur Notation von Attributen sei [BTR05] zur Grundlage genommen. Ein mit dem betreffenden
Feature verbundenes, eingerahmtes Textfeld mit den Teilen (Name, Domain, Wert und ggf. wei-
tere) des Attributs bildet eine relativ triviale Darstellungsform für Attribute, die aber durchaus
ihren Zweck erfüllt. Eine beispielhafte Darstellung zeigt Abbildung 2.8.
Abbildung 2.8: Beispiel eines mit Attributen versehenen Feature-Modells in Anlehnung an das
Feature-Modell in Anhang D
Der Wert muss vor der Konfiguration noch nicht feststehen, wird aber im Zuge der vollständigen
Konfiguration in jedem Fall gesetzt. Im Beispiel wurden beispielhafte Werte für die beiden
Attribute employees und users eingesetzt.
2.3 Besondere Anforderungen an die Qualitätssicherung bei
SaaS-Anwendungen
Bereits 1995 hielt die Deutsche Gesellschaft für Qualität e. V. (DGQ) in zweiter Auflage ihres
Leitfadens zum Software-Qualitätsmanagement fest, dass – wie bei anderen Produkten ebenfalls
üblich – eine Systematisierung der Planung, Erstellung und Nutzung von Software nötig ist. Das
ist ein Ergebnis aus der Erkenntnis, dass Software immer weiter an Bedeutung gewinnen wird
sowie aus den Erfahrungen aus der
”
Softwarekrise“. [Qua95, S. 9]
Die Softwarekrise beschreibt ein Phänomen in der Computerindustrie in den 1960er Jahren.
Damals überholten die Kosten für die im Rahmen eines Systems benötigte Software erstmals
die Kosten, die für die passende Hardware aufgewendet werden mussten. [Kim13] Das hatte zur
Folge, dass zahlreiche Softwareprojekte aufgrund von Fehlkalkulationen scheiterten.
Die von der DGQ geforderte Systematisierung von Planung, Erstellung und Nutzung von Soft-
ware umfasst dabei im Wesentlichen zwei Aspekte: Zum einen müssen Methoden des Software-
Engineerings zur Konstruktion von Software entwickelt und eingesetzt werden. Zum anderen
müssen die Abläufe im Qualitätsmanagement (QM) systematisiert werden.
Eine Definition für Softwarequalität liefert die International Organization for Standardizati-
on (ISO) und das DIN Deutsches Institut für Normung e. V. (DIN) (in der deutschen Entwurfs-
Fassung) in der Norm DIN ISO 25000: Softwarequalität ist die
”
Fähigkeit eines Softwarepro-
duktes, angegebene und verdeckte Bedürfnisse zu befriedigen, wenn es unter den festgelegten
Bedingungen genutzt wird.“ [Deu13] Zur Aktualität der Norm sei an dieser Stelle darauf hinge-
wiesen, dass die ursprüngliche ISO 9126 in der Norm ISO 25000 aufgegangen ist, die deutsche
14
2.3 Besondere Anforderungen an die Qualitätssicherung bei SaaS-Anwendungen
Fassung DIN ISO 25000 jedoch zum Zeitpunkt dieser Arbeit noch nicht final veröffentlicht wur-
de.
Aus dem Begriff der Softwarequalität lassen sich konkrete Qualitätsziele ableiten, die je nach
Anwendungsfall unterschiedlich sein können. Die Umsetzung dieser Ziele erfolgt im Rahmen des
QM und der QS. Hier ist eine Abgrenzung dieser beiden Begriffe sinnvoll (nach [Rud10]):
Qualitätsmanagement. QM beschreibt die Organisation bzw. das Planen im Sinne der Errei-
chung definierter Qualitätsziele. −→ konzeptionell, planend
Qualitätssicherung. QS beschreibt die Umsetzung des QM direkt am Produkt bzw. an der
Dienstleistung. −→ operativ, prüfend
Um nun herauszufinden, welche konkreten Qualitätsanforderungen an mandantenfähige SaaS-
Anwendungen typischerweise gestellt werden, liegt es nahe, verschiedene Anforderungen dem
Grunde nach zu recherchieren. Was macht eine mandantenfähige SaaS-Anwendung aus? Im
Wesentlichen sind das die folgenden drei offensichtlichen Punkte:
• Es handelt sich um Software, speziell um Standardsoftware.
• SaaS-Anwendungen sind eine auf das Internet basierte Dienstleistung, auch Cloud-Dienst-
leistung genannt.
• Die Mandantenfähigkeit ist eine wesentliche Eigenschaft, die aus den oberen beiden Punk-
ten sinnvoll folgt.
Aus diesen drei Merkmalen mandantenfähiger SaaS-Anwendungen lassen sich nun konkrete Qua-
litätsziele ableiten. Es gilt jedoch festzuhalten, dass die Menge der Qualitätsmerkmale nicht
fixiert ist, sondern von Fall zu Fall unterschiedlich sein kann [Hof13].
2.3.1 Qualitätsziele von Softwaresystemen
Für die Auflistung von Qualitätszielen, die daraus resultieren, dass es sich um eine Standardsoft-
ware handelt, ist ein weiteres Mal die Norm DIN ISO 25000 hilfreich bzw. die darin aufgegangene
Norm DIN ISO 9126. In ihr sind konkrete Ziele hierarchisch geordnet aufgeführt. Diese Hierar-
chie sortiert die einzelnen Qualitätsziele in die folgenden Kategorien (aus [Tia05, S. 18 f.]):
• Funktionalität (functionality)
• Zuverlässigkeit (reliability)
• Benutzbarkeit (usability)
• Effizienz (efficiency)
• Änderbarkeit (maintainability)
• Übertragbarkeit (portability)
Die folgende Abbildung 2.9 führt die konkreten Qualitätsziele entsprechend der genannten Norm
und Kategorien auf.
In [Hof13, S. 7] wird eine weitere Gruppierung der Qualitätsziele vorgenommen. Hoffmann unter-
scheidet zwischen kundenorientierten und herstellerorientierten Qualitätszielen. Dabei genügt
es, die Kategorien der ISO 25000 bzw. 9126 entsprechend zu sortieren. So gehören die Ziele der
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Abbildung 2.9: Qualitätsmerkmale von Softwaresystemen nach ISO 9126 nach [VÖR13]
Kategorien Funktionalität, Zuverlässigkeit, Benutzbarkeit und Effizienz zu den eher kundenori-
entierten Qualitätszielen und die Ziele der Kategorien Änderbarkeit und Übertragbarkeit sind
eher herstellerorientiert.
Hoffmann stellt ebenfalls fest, dass einzelne Ziele miteinander korrelieren können – und das so-
wohl positiv als auch negativ. Die Erreichung eines Qualitätsziels X kann also gleichzeitig eine
Änderung von Qualitätsziel Y herbeiführen. [Hof13, S. 11]. Insofern ist es eine Entscheidung des
Projektmanagements bzw. eine multikriterielle Projektmanagement-Entscheidung festzustellen,
auf welche Qualitätsziele letztlich hingearbeitet werden sollte. Konkret kann diese Aufgabe dem
QM zugewiesen werden. Ein Beispiel für ein multikriterielles Problem ist das magische Dreieck
in Abbildung 2.10. Das magische Dreieck besteht aus den Dimensionen Qualität/Leistungsgüte,
Zeit/Termine und Kosten/Aufwand bzw. Budget. Jede Projektmanagement-Entscheidung muss
unter Berücksichtigung dieser Ziele (in-quality, in-time und in-budget) mit ihrer jeweiligen Ge-
wichtung getroffen werden. So ist dies auch bei der Abwägung zwischen den korrelierenden
Qualitätszielen zu beachten ist. Wie sehr konkrete Zielsetzungen mit anderen korrelieren, ist
im Einzelfall zu bestimmen und kann nicht pauschal angegeben werden. Vorstellbar ist aber
beispielsweise, dass eine hohe Interoperabilität eines Programms das Erreichen der Ziele Stabi-
lität und Prüfbarkeit erschwert oder dass ein hohes Maß an Sicherheit zulasten des Verbrauchs-
und Zeitverhaltens geht. Auf die Messbarkeit der einzelnen Qualitätsziele wird weiter unten im
Abschnitt 2.3.4 eingegangen.
Abbildung 2.10: Magisches Dreieck in Anlehnung an [Rei11, S. 24]
Abweichend von der ISO-Norm 25000 bzw. 9126 existieren auch andere Modelle zur Angabe von
Qualitätszielen, die sich inhaltlich jedoch sehr ähneln. Die Firma Hewlett-Packard hat beispiels-
weise das Functionality, Usability, Reliability, Performance and Supportability (FURPS)-Modell
16
2.3 Besondere Anforderungen an die Qualitätssicherung bei SaaS-Anwendungen
entwickelt [Bal98, S. 260]. Entsprechend der Bezeichnung des Modells werden die einzelnen
Qualitätsziele einzeln kategorisiert. Die Abbildung 2.11 zeigt eine Übersicht des vorgestellten
Modells.
Abbildung 2.11: FURPS-Modell von Hewlett-Packard, abgewandelt nach [Bal98, S. 261]
Das Modell enthält neben den Kategorien (Merkmalen) und konkreten Qualitätszielen (Teil-
merkmalen) auch Indikatoren zur Messung der Ziele. Da diese bei Hewlett-Packard jedoch vor-
wiegend aus dem Auswerten von Fehlerdaten und Kosten bestehen ([Bal98, S. 162]), spielt dies
in der Betrachtung für diese Arbeit keine entscheidende Rolle.
2.3.2 Qualitätsziele von Cloud-Diensten
SaaS-Anwendungen dürfen nicht isoliert als Software betrachtet werden, wenn es um die Analyse
von Qualitätszielen geht. Es handelt sich viel mehr um ein Dienstleistungskonzept, um Software
bereitzustellen. Die Anwendung wird folglich in einem bestimmten Kontext ausgeführt, konkret
im Internet bzw. in der
”
Cloud“. Dabei lässt sich die Cloud als Abstraktion des Internets verste-
hen. Während das Internet die Vernetzung und Kommunikationsmöglichkeit beschreibt, reicht
das Verständnis von einer Cloud darüber hinaus in Richtung eines Dienstumfeldes. Der Begriff
Cloud verdeutlicht in diesem Fall also, dass die Software selbst für den Kunden in einem nicht
direkt greifbaren und nach außen hin nicht dimensioniert wirkenden Bereich ausgeführt wird
(was mit Vor- und Nachteilen verbunden sein kann). SaaS-Anwendungen arbeiten daher nicht
für sich, sondern in einem Ökosystem, bestehend aus Software (SaaS), Plattform (Platform-
as-a-Service (PaaS) als Konzept für die Arbeitsgrundlage der Anwendung) und Infrastruktur
(Infrastructure-as-a-Service (IaaS) als grundlegendes Konzept für den Zugriff durch den Kun-
den).
Aus der Betrachtung von SaaS-Anwendungen als Dienstleistung kann geschlussfolgert werden,
dass ebenfalls die Dienstqualität eine Rolle spielt, auch Quality of Service (QoS) genannt. Gemäß
[MH11, S. 256] lassen sich die QoS-Qualitätsziele in menschliche Faktoren (human factors)
und technische Faktoren (technical factors) unterteilen. Die folgende Tabelle 2.1 zeigt konkrete
Zielsetzungen auf.
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Tabelle 2.1: Quality of Service-Ziele (allgemein) nach [MH11]
Menschliche Faktoren Technische Faktoren
Stabilität Zuverlässigkeit
Verfügbarkeit Skalierbarkeit
Wartezeiten/Ausfälle Effektivität
Nutzerinformation Wartbarkeit
Servicegrad
Packet-Travel-Problems (loss, delay, . . . )
Eine weitere Sammlung und Kategorisierung von Qualitätszielen für Dienstleistungen bietet
[GH10, S. 18 f.]. Diese QoS-Kriterien beziehen sich auf Echtzeitsysteme im Allgemeinen. Da-
her muss hier ggf. selektiert werden, welche Merkmale relevant für den Einsatz bei SaaS-
Anwendungen sind und welche nicht. Gruppiert wird nach exklusiven Qualitätszielen (X-Grup-
pe), graduellen Qualitätszielen (G-Gruppe) und quantitativen Qualitätszielen (Q-Gruppe):
X-Gruppe. Die X-Gruppe enthält exklusive Qualitätskriterien, die binär vorkommen können.
Ein Dienst kann die X-Ziele also erfüllen oder nicht erfüllen. Ein System kann beispielsweise
funktional korrekt sein oder nicht.
G-Gruppe. Die G-Gruppe enthält graduelle Qualitätskriterien. Diese können in unterschiedli-
chen Systemen in unterschiedlichem Maße vorkommen. So kann ein System beispielsweise
sicherer sein als ein anderes. Die Qualitätsziele der G-Gruppe lassen sich jedoch nicht
genau quantisieren.
Q-Gruppe. Die Q-Gruppe enthält quantitative Qualitätskriterien, denen ein konkreter Wert zu-
geordnet werden kann. So kann eine konkrete Aufgabe in einer maximalen Zeit ausführbar
sein.
Eine Übersicht der Qualitätsziele nach [GH10] liefert die Tabelle 2.2.
2.3.3 Qualitätsziele, die aus der Mandantenfähigkeit resultieren
Der dritte Gesichtspunkt, nach dem Qualitätsziele identifizierbar sind, ist die Mandantenfähig-
keit von SaaS-Anwendungen. Jedoch bringt die Fähigkeit eines Programms, unterschiedliche
Konfigurationen von verschiedenen Kunden bzw. Nutzern zuzulassen, keine neuen Qualitätsziele
mit sich. Viel mehr verschieben sich die Prioritäten der bereits genannten Qualitäten zugunsten
der für die Mandantenfähigkeit relevanten Ziele. Diese können je nach Anwendungsfall auch
variieren. Möglicherweise ist daher die Integrität des Systems von Bedeutung bzw. die Vertrau-
lichkeit der Daten zwischen den Nutzern des Systems sowie zwischen Nutzer und Anbieter. Da
mehrere Nutzer das System parallel nutzen können, könnten auch Effizienzkriterien eine gestei-
gerte Rolle spielen.
2.3.4 Resultierende Qualitätsziele
In den vorstehenden Abschnitten wurden unterschiedliche Qualitätsziele und Kategorisierungen
vorgestellt. Nun sollen diese in einem einheitlichen System zusammengefasst und gemeinsam
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Tabelle 2.2: Quality of Service-Ziele für Echtzeitsysteme nach [GH10]
Nr. X-Ziele Nr. G-Ziele Nr. Q-Ziele
X0 Zeitziel G0 Zeitziel Q0 Zeitziel
X1 Funktionale
Korrektheit
G1 Verfügbarkeit Q0.1 Ausführungszeit
Benchmark
X2 Permanente
Verfügbarkeit
G2 Zuverlässigkeit Q0.2 Schlechteste Antwort-
zeit auf eine Anfrage
X3 Alle anwendbaren
physikalischen
Bedingungen erfüllt
G3 Technische
Sicherheit
Q0.3 Längste Zeit zwischen
Fehlererkennung und
Fehlerkorrektur
X4 Lizensierbarkeit G4 Informations-
sicherheit
Q0.4 Mittlere Zeit zwischen
Fehlern
G5 Integrität Q1 Rauschabstand und
Rauschunterdrückung
G5.1 Robustheit Q2 Kapazitätsreserve
G5.2 Komplexität/
Einfachheit
Q3 Projektkosten
G6 Wartbarkeit
G6.1 Übertragbarkeit
G6.2 Flexibilität
neu kategorisiert werden, um ein einheitliches System an Qualitäten für mandantenfähige SaaS-
Anwendungen zu erhalten. Das ist für die weitere Arbeit notwendig, da sich viele der bereits
genannten Qualitätsziele inhaltlich überschneiden.
Die Qualitätsziele und ihre Kategorisierung ergibt eine Hierarchie, die als Baum darstellbar ist.
An dieser Stelle bietet es sich an, die Notation von Feature-Modellen, die Feature-Trees1, zu
verwenden. Dies ist naheliegend, weil das Qualitätsziel-Feature-Modell zunächst eine Samm-
lung aller vorgestellten Qualitäten darstellt, aus der bei einem konkreten Projekt eine Auswahl
an Zielen erfolgt, auf die letztlich hingearbeitet werden soll. Diese Auswahl kann folglich als
Konfiguration des Modells verstanden werden. Als Ausgangssituation sei das Feature-Modell
frei von Einschränkungen, sodass alle Features und Gruppen optional und frei wählbar sind,
um keine Entscheidungen vorweg zu nehmen. Im realen betrieblichen Umfeld ist es denkbar,
dieses Qualitätsziel-Feature-Modell gezielt im Sinne des strategischen Projektmanagements zu
beschränken. Das ermöglicht es beispielsweise, einzelne Ziele als obligatorisch zu kennzeichnen,
sodass jedes Projekt im Unternehmen diesen Qualitätszielen unterliegt.
In Anhang A befindet sich eine Übersicht aller bereits vorgestellter Qualitätsziele in unveränder-
ter Form. Nachfolgend wird diese Übersicht schrittweise konsolidiert. Hierzu wird zunächst eine
passende Struktur festgelegt. Das folgende Diagramm in Abbildung 2.12 zeigt die Struktur auf,
die für diesen Zweck erarbeitet wurde. Die Abbildung 2.13 zeigt schließlich das im zweiten Schritt
vollständig konsolidierte Diagramm der Qualitätsziele. Als redundant aufgefasste Qualitätsziele
wurden dabei weggelassen.
1Die in dieser Arbeit gezeigten Feature-Trees zur Darstellung der Qualitäten können von der üblichen und in
Abschnitt 2.2.2 beschriebenen Notation aus Platzgründen leicht abweichen. Die Aussagekraft bleibt davon
jedoch unberührt.
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Abbildung 2.12: Neu erarbeitete Struktur für die Qualitäten von SaaS-Anwendungen
Ob und in welchem Maße Qualitätsziele erreicht wurden, muss in der Praxis feststellbar sein.
Hierzu müssen die Ziele messbar gemacht werden, was Metriken erforderlich macht. Die ISO-
Norm selbst gibt hierzu keine Vorgaben. Da in verschiedenen Projekten unterschiedliche Ziel-
vorgaben getroffen werden, ist es vermutlich sinnvoll, die Metriken ebenfalls projektbezogen
zu erarbeiten. Im Rahmen dieser Bachelorarbeit werden daher nur ausgewählte Qualitätsziele
beispielhaft während der Analyse vorgestellt. Die Verfahren können dann möglichst analog auf
andere Qualitätsziele und Metriken angewendet werden. Betrachtet werden Verfahren zur Be-
handlung von Metriken der von [GH10] vorgestellten Typen: X-Ziele (exklusiv, binär), G-Ziele
(graduell, nicht präzise quantisiert) und Q-Ziele (quantisiert).
Ziele der X- und Q-Gruppe lassen sich intuitiv vergleichen, da ihnen ein konkreter Wert zu-
gewiesen werden kann (ja/nein bzw. ein Zahlenwert). Ziele der G-Gruppe benötigen zunächst
eine messbare Größe, um Aussagen treffen zu können und Analysen durchzuführen. Die Ent-
wicklung einer Abschätzung bzw. Heuristik ist hierfür ein mögliches Mittel. Eine Einschränkung
der Qualitätsziele, die im Weiteren der Bachelorarbeit behandelt werden, wird in Abschnitt 3.1
vorgenommen.
2.4 Softwareevolution und Herausforderungen durch das Ersetzen
und Entfernen von Features
Die Untersuchungen zur Qualität von SaaS-Anwendungen beziehen sich innerhalb dieser Arbeit
auf die Veränderungen im Zusammenhang mit der Evolution der Anwendungen. Der Begriff
Softwareevolution beschreibt der Wortbildung nach die Entwicklung von Software im Verlaufe
der Zeit. Die Untersuchung von Qualitätszielen im zeitlichen Kontext, während sich eine Soft-
wareanwendung verändert, ist bei mandantenfähigen SaaS-Anwendungen aus zweierlei Gründen
von gehobenem Interesse: das Konzept der SaaS-Anwendungen selbst sowie die Betrachtung
dieser als SPL.
2.4.1 Motivation zur Betrachtung der Softwareevolution
Zunächst sei in Erinnerung gerufen, dass Mittel der SPL-Entwicklung zur Anwendung kommen.
Die Software wird folglich als Produktlinie aufgefasst. Dies bringt mit sich, dass – wie bei typi-
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Abbildung 2.13: Konsolidierung der aufgezeigten SaaS-Anwendungsqualitäten in die neue
Struktur
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schen SPLs – auch SaaS-Anwendungen potentiell auf einen langfristigen Lebenszyklus ausgelegt
sind. Daraus leitet sich der Wunsch ab, während des gesamten Lebenszyklus eine qualitativ
möglichst konstant hohe Anwendungsqualität anbieten zu können.
Ein kurzer Blick in die Geschichte zeigt, dass dieser Wunsch nach dauerhaft hoher Qualität in
der Art, wie er heute präsent ist, nicht immer bestand. Der langfristige Lebenszyklus war in den
1960er bzw. zu Beginn der 1970er Jahre noch nicht in der Form gegeben. Damals betrachtete
man die Softwareentwicklung als einfache, sequentielle Abfolge von Phasen [Dem08]. Im Jahr
1970 schlug Royce dazu ein Wasserfallmodell als Lebenszyklus vor, in dem die Wartung als letzte
Phase – also after delivery – vorgesehen war [Roy87]. Die Abbildung 2.14 zeigt das Modell von
Royce. Diese letzte Wartungsphase umfasst lediglich Wartungsmodifikationen am Code bzw.
Updates, die sich salopp als
”
lebensverlängernde Maßnahmen“ verstehen lassen. Ein Ansatz zur
Weiterentwicklung auf Basis des bestehenden Codes ist nicht erkennbar.
Abbildung 2.14: Wasserfallmodell gemäß [Hoa05]
Dieses Modell lässt sich nicht mit dem Konzept der SPL-Entwicklung überein bringen, da aus
einer SPL heraus immer wieder neue Produktversionen entstehen sollen, die veröffentlicht werden
können. Hierzu ist ein länger dauernder Lebenszyklus vonnöten. Ein Lebenszyklus-Modell, das
diesem Anspruch Rechnung trägt, liefert die Abbildung 2.15, wobei die Evolutionsphase wie in
Abbildung 2.16 zu verstehen ist.
Abbildung 2.15: Modell der Evolutionsstufen mit Einbezug der Softwarealterung gemäß [Dem08,
S. 3]
Zwischen der Initialentwicklung und dem Abschluss als Ende des Lebenszyklus erstreckt sich ei-
ne möglichst lange Zeit, in der das Produkt kontinuierlich gepflegt wird. Insbesondere während
der Evolutionsphase werden viele Änderungen und Verbesserungen vorgenommen, um das Pro-
dukt funktional und qualitativ auf dem geforderten Niveau zu halten. Anschließend erfolgt der
Wechsel in die Servicephase. Der Wechsel erfolgt, sobald keine funktionalen Anpassungen mehr
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Abbildung 2.16: Schrittweiser Ablauf von Softwareanpassungen im Zuge der Softwareevolution
gemäß [Dem08, S. 2]
vorgenommen werden sollen, um den aktuellen Bedürfnissen Rechnung zu tragen. Grund könnte
die Einführung eines Nachfolgeproduktes sein. Während der Servicephase wird das Produkt je-
doch noch mit Patches versorgt, die Fehler beseitigen und Sicherheitslücken schließen. Erst dann
endet effektiv die Lebensdauer des Produktes. Im Rahmen einer Auslaufphase kann allerdings
noch weiterhin Service angeboten werden, der sich auf kundendienstliche Unterstützung bezieht,
bevor die Lebensphase gänzlich endet.
Das Wasserfallmodell bezieht sich größtenteils auf die Initialentwicklung. Die Wartungsphase
des Wasserfallmodells bezieht sich hingegen auf die Service- und Auslaufphase des Modells aus
Abbildung 2.15. Die Evolutionsphase ist im Wasserfallmodell nicht zu finden. Da der Fokus
dieser Phase aber die Aufrechterhaltung des funktionalen und qualitativen Niveaus ist, ist sie
besonders relevant für heutige Ansprüche an Produkte bzw. Produktlinien.
Die Evolutionsphase besteht aus einem Änderungskreislauf, der in Abbildung 2.16 illustriert ist.
Der Kreislauf beginnt bei der Änderungsanfrage. Die Quelle dieser Anfrage kann zum Beispiel
ein expliziter Kundenwunsch sein. Diese Änderung wird analysiert und geplant, wobei versucht
wird, die Änderung konzeptionell in das Produkt einzupflegen und den Einfluss auf das Produkt
zu analysieren. Das Ergebnis dieser Planung und Analyse entscheidet darüber, ob die Änderung
implementiert oder abgelehnt wird. Im letzteren Fall beginnt der Kreislauf von Neuem. Falls
die Änderung jedoch implementiert wird, wird sie in die Struktur des Produkts integriert und
umgesetzt. Nach dem Einpflegen wird das Produkt getestet. Sind noch Änderungen erforderlich,
werden diese umgesetzt und anschließend erneut getestet. Waren die Tests erfolgreich, kann die
Produktänderung verteilt werden und der Kreislauf beginnt von Neuem.
Im Fokus dieser Bachelorarbeit steht vor allem der Arbeitsschritt der Änderungseinflussanalyse.
An dieser Stelle sollen die in Kapitel 5 erarbeiteten Verfahren dazu beitragen, Qualitätsveränder-
ungen der Software im Voraus zu identifizieren, um Änderungswünsche entsprechend behandeln
zu können.
Um die (teils historische) Betrachtung von Entwicklungsmodellen abzurunden, soll auch der heu-
tige Stand kurz näher beleuchtet werden. Die bisher vorgestellten Modelle zeigen eher starre Pro-
zessmodelle, in denen Schritt für Schritt die einzelnen Phasen durchlaufen werden. Diese Ansätze
werden auch als planbasiert bezeichnet. Aufgrund der Stringenz und einer hohen Dokumenta-
tionslast gelten die planbasierten Modelle umgangssprachlich auch als
”
schwergewichtig“. Dem
gegenüber stehen die
”
leichtgewichtigen“ bzw. agilen Ansätze, die seit Beginn der 1990er Jahre
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entstanden sind. Verschiedene Verfahren wurden unabhängig voneinander entwickelt, wie zum
Beispiel Scrum, das eXtreme Programming und das Adaptive Software Development (ASD). Den
Modellen ist gemein, dass sie alle Entwicklungsschritte auf das Wesentliche beschränken (Just
enough method), um unnötigen Arbeitsaufwand zu vermeiden und den Aufwand im Rahmen von
Änderungen so gering wie möglich zu halten. Hinzu kommt ein iterativer Entwicklungsprozess
anstelle eines sequentiellen. Die Kundenanforderungen werden dadurch innerhalb mehrerer, klei-
ner Entwicklungszyklen umgesetzt, statt innerhalb eines großen Zyklus. Das erlaubt ein schnelles
– also agiles – Reagieren auf Veränderungen seitens des Kunden. [BHD11, S. 130f.]
Der agile Ansatz integriert das Vorgehen der Änderungsschritte der Evolutionsphase, wie sie
in Abbildung 2.16 dargestellt sind, in den initialen Entwicklungsprozess, der selbst aus meh-
reren Entwicklungszyklen besteht. Die Qualitätssicherung spielt folglich auch an dieser Stelle
schon eine gehobene Rolle. Gerade beim agilen Ansatz kann es hilfreich sein, einzelne Qua-
litätsparameter automatisch während der Entwicklung messen und auswerten zu lassen. Daher
ist eine algorithmische Lösung möglicherweise besonders gefragt. Die nachfolgende Tabelle 2.3
stellt die planbasierten und agilen Ansätze zum besseren Verständnis kurz gegenüber.
Tabelle 2.3: Vergleich zwischen planbasierten und agilen Ansätzen in der Softwareentwicklung
nach [BHD11, S. 132]
Bereich planbasierte Ansätze agile Ansätze
Umgang mit Änderungen Störgröße Chance
Prozess sequentiell iterativ
Artefakte umfassend soviel wie nötig
Rolle der Entwickler Ressource Entscheidungsträger
Release vollständig inkrementell
Auch das
”
Wesen“ einer SaaS-Anwendung macht die Betrachtung von Qualität im Laufe der
Softwareevolution interessant. Während bei herkömmlicher Standardsoftware im Laufe der Zeit
neue Versionen eines Produktes veröffentlicht werden, bei denen die bestehenden Kunden wählen
können, ob sie auf die neue Version umsteigen wollen oder nicht, wird eine SaaS-Anwendung
online betrieben, wobei jeder Nutzer immer die aktuellste Version verwendet und keine Wahl-
möglichkeiten hat. Das hat zur Folge, dass Abwärtskompatibilität bei SaaS ein wesentlich bri-
santeres Thema ist, als das bei herkömmlicher Software der Fall ist. Unter Umständen sorgt
ein Softwareevolutionsschritt also dafür, dass ein Nutzer die Anwendung nicht länger verwenden
kann.
2.4.2 Kategorien der Softwareevolution
Gemäß ISO/International Electrotechnical Commission (IEC)/Institute of Electrical and Elec-
tronics Engineers (IEEE) bzw. [IEE06, S. 25] lassen sich Softwareevolutionsschritte in vier Ka-
tegorien einteilen.
Perfektionierung (Perfective maintenance). Evolutionsschritt zur Optimierung der Leistungs-
fähigkeit und Wartbarkeit der Applikation.
Korrektur (Corrective maintenance). Evolutionsschritt zur reaktiven Modifikation, um ent-
deckte Fehler zu korrigieren.
24
2.4 Softwareevolution und Herausforderungen durch das Ersetzen und Entfernen von Features
Adaption (Adaptive maintenance). Evolutionsschritt, um eine Applikation lauffähig zu halten,
falls sich die Einsatzumgebung verändert. Diese Veränderung kann technischer, rechtlicher,
ökonomischer, sozialer oder organisatorischer Natur sein [Sne12, EVOL-9].
Prävention (Preventive maintenance). Evolutionsschritt zur Vermeidung von absehbaren Pro-
blemen im Vorfeld.
Während in Lebenszyklen gemäß des oben vorgestellten Wasserfallmodells der Fokus vor allem
auf korrigierenden Maßnahmen liegt, spielen bei Produktlinien alle der genannten Arten von
Softwareevolution eine etwa gleichermaßen bedeutende Rolle.
2.4.3 Konsequenzen von Softwareevolution
Zunächst spielt die Erkenntnis darüber eine wichtige Rolle, dass die einzelnen Evolutionsschritte
einer Software im Verlaufe des gesamten Lebenszyklus komplexer werden. Dies klingt im ers-
ten Augenblick möglicherweise paradox, weil keine Anhaltspunkte dafür offensichtlich sind. Es
ist jedoch in Betracht zu ziehen, wie und in welche Richtung sich Software im Laufe der Zeit
tendenziell verändert. Die folgende Abbildung 2.17 nach Gilb veranschaulicht diesen Prozess.
Wichtig ist die Erkenntnis, dass der Umfang und die Komplexität der Software selbst wächst
und Evolutionsschritte dadurch ebenfalls komplexer werden, da sich auch die Arten der Evolu-
tionsschritte gemäß Abschnitt 2.4.2 verändern. So werden nach der initialen Implementierung
vorwiegend Änderungen im Sinne der Stabilität eingepflegt (korrigierende und präventive Maß-
nahmen). Erst später kommen Optimierungen am bestehenden Code hinzu (perfektionierende
Maßnahmen) und erst noch später, wenn sich die Einsatzumgebung der Software in einem ge-
wissen Maße gewandelt hat, werden adaptive Maßnahmen nötig, um die Software diesen neuen
Bedingungen anzupassen.
Abbildung 2.17: Steigende Komplexität der Evolutionsstufen aufgrund der hinzukommenden
Evolutionsarten gemäß [Sne12, EVOL-12] nach Tom Gilb, 1985
Welche Evolutionsschritte eine Software durchläuft, hängt auch davon ab, um welche Art Soft-
ware es sich handelt. Nicht jede Anwendung ist auf einen längerfristigen Betrieb ausgelegt. An
dieser Stelle unterscheiden Belady und Lehman nach [Sne12, EVOL-14] drei IT-Systemtypen:
Wegwerf-Systeme (S-Systemtyp), die nach der Spezifikation und Implementierung verworfen
werden, statische Systeme (P-Systemtyp), die nach der Implementierung fortgeschrieben wer-
den und dynamische Systeme (E-Systemtyp), die zudem auch fortlaufend adaptiert werden.
Real eingesetzte SaaS-Anwendungen im Rahmen einer SPL beschreiben einen E-Systemtyp und
durchlaufen daher alle beschriebenen Evolutionsarten.
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Aus der steigenden Komplexität der Evolutionsschritte lassen sich im Endeffekt auch Gesetz-
mäßigkeiten ableiten, denen die Softwareevolution unterliegt. In [Sne12, EVOL-21] sind diese
wie folgt aufgelistet und im Anschluss im Zusammenhang erklärt:
1. Law of continous change
2. Law of increasing complexity
3. Law of decreasing quality
4. Law of diminishing productivity
5. Law of restricted growth
Von gehobener Bedeutung im Kontext dieser Arbeit ist der dritte Punkt, die sinkende Qualität
im Laufe eines Software-Lebenszyklus. Wie diese Gesetzmäßigkeit zustande kommt, ist erkenn-
bar, wenn man den Zusammenhang der genannten Gesetze untereinander betrachtet. Hier lässt
sich eine Sequenz von Konsequenzen ablesen. Etwa so: Aufgrund von Änderungen der Anfor-
derungen an die Lösung eines Problems, das ein Softwaresystem adressiert, ist es erforderlich,
dass sich die Software gleichermaßen ändert (continous change). Diese Veränderungen beziehen
sich vor allem auf die Funktionalität einer Software, nicht jedoch auf die Struktur. Während
Funktionalität und Struktur einer Anwendung initial noch aufeinander abgestimmt sind, wächst
im Laufe von Veränderungen an der Funktionalität eine Lücke zwischen diesen beiden Größen.
Das Programm wird komplexer und jede weitere Änderung aufwändiger (increasing complexi-
ty). Aufgrund der wachsenden Lücke zwischen Funktionalität und Softwarestruktur sinkt die
Qualität der Software. Neue Anforderungen sind immer komplizierter umsetzbar, weil sie un-
ter Umständen mit älteren Anforderungen im Konflikt stehen (decreasing quality). Damit die
Software weiterhin ihren Anforderungen gerecht werden kann, ist es nötig, auch die Struktur
anzupassen. Dies hebt die Kosten stark und sorgt damit für ein Sinken der Produktivität (di-
minishing productivity). Die vorstehenden, wachsenden Schwierigkeiten sorgen für ein Erlahmen
der Entwicklung, die ab einem bestimmten Punkt unrentabel wird, sodass die Software nicht
weiter wachsen kann (restricted growth).
Die Reduktion der Qualität ist als Gesetzmäßigkeit bei der Softwareevolution an sich nicht auf-
zuhalten, kann jedoch verlangsamt und teilweise umgangen werden. Es ist zielführend, einzelne
Features oder Komponenten in einem Softwaresystem, die qualitativ nicht mehr den Anforde-
rungen genügen, durch Features oder Komponenten anderer Quellen zu ersetzen. Hierzu las-
sen sich spezialisierte Dienste und Softwarekomponenten von Drittanbietern einsetzen und mit
dem eigenen System vernetzen. Dies hebt potenziell die Qualität der eigenen Anwendung, da
Komponenten bei Bedarf austauschbar sind. SaaS-Anwendungen als Cloud-Dienste eignen sich
aufgrund der Verwendung offener Standards in besonderem Maße für dieses Verfahren, denn
offene Standards sind die Grundlage für die Integration von Drittanbieter-Diensten.
Um die Qualität unter anderem auf diese Weise zu sichern, ist ein geeignetes Projektmanagement
inklusive QM notwendig. Effektive und effiziente QS-Maßnahmen sind folglich von besonders
hoher Bedeutung.
Für SaaS-Anwendungen sind QS-Maßnahmen, wie sie oben genannt wurden, jedoch besonders
kritisch, wie bereits im Abschnitt 2.4.1 kurz beschrieben wurde. Alle Nutzer eines mandan-
tenfähigen SaaS-Systems sind potentiell unmittelbar von den Veränderungen betroffen, die an
der Anwendung durchgeführt werden. Wird ein Feature ersetzt, werden potentiell alle Nut-
zerkonfigurationen ungültig, in denen dieses konkrete Feature vorkommt. Es ist also notwen-
dig, hierzu Lösungen zu erarbeiten, wie sich ungültige Konfigurationen vermeiden lassen bzw.
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herauszufinden, wie viele Konfigurationen überhaupt betroffen sind, um entsprechend günstige
Entscheidungen treffen zu können.
2.5 Zusammenfassung
In diesem Kapitel wurden die Grundlagen für die weitere Arbeit geschaffen. Es wurde geklärt,
was im Rahmen dieser Arbeit unter mandantenfähigen SaaS-Anwendungen verstanden wird
und wie sich diese von herkömmlicher Standardsoftware unterscheidet. In diesem Zusammen-
hang wurde eine kurze Einführung in den Bereich der SPL-Entwicklung gegeben, da SaaS-
Anwendungen sich als Produktlinie auffassen lassen. Der Zusammenhang, also wie sich eine
SaaS-Anwendung auf eine SPL abbilden lässt, wurde ebenfalls geklärt. Diese Grundlagen waren
die Basis für die Einführung von Feature-Modellen und deren Erweiterungen als Werkzeug der
SPL-Entwicklung. Feature-Modelle bilden, wie der Titel der Bachelorarbeit schon aussagt, auch
das Werkzeug zum Durchführen der Qualitätssicherung. Daher wurden die Anforderungen näher
beleuchtet, die SaaS-Anwendungen an die Qualitätssicherung stellen, insbesondere im Vergleich
zu herkömmlicher Standardsoftware. Zudem wurden konkrete Qualitätsziele vorgestellt, nach
denen sich Anwendungen bewerten lassen sowie diese in eine gemeinsame Struktur geordnet. Zu
guter Letzt wurde beleuchtet, in welchem Zusammenhang die Qualitätssicherung im Rahmen
dieser Arbeit untersucht werden soll. Von Interesse ist die Qualitätsänderung für den Fall, dass
Features aus einer Anwendung entfernt oder ausgetauscht werden. Dies sind Vorgänge, die im
Zusammenhang mit der Softwareevolution stehen, also der Weiterentwicklung einer Anwendung
während seines Lebenszyklus. Aus diesem Grunde wurden verschiedene Entwicklungsmodelle
von früher bis heute in ihren grundlegenden Konzepten vorgestellt, um die Bedeutung der Qua-
litätssicherung stärker hervorzuheben.
Das nächste Kapitel geht auf den Zusammenhang von Feature-Modellen und Qualitätssicherung
ein. Es wird untersucht, wie sich die Qualitätsziele messen lassen und inwiefern Feature-Modelle
hierzu dienlich sein können.
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Im Kapitel 2 wurden die für die Arbeit relevanten Themengebiete vorgestellt und konzeptionell
erklärt. Weiterhin wurden im Abschnitt 2.3 zahlreiche Qualitätsziele präsentiert, auf die man sich
bei der Entwicklung einer Anwendung konzentrieren kann und nach denen sich Anwendungen
bewerten lassen. Daran knüpft dieses Kapitel an.
Aufgabe soll es nun sein, aus den vorgestellten Qualitätszielen diejenigen auszuwählen, die poten-
ziell beeinträchtigt werden, sobald Features aus einer SaaS-Anwendung entfernt oder getauscht
werden. Hierzu werden alle Qualitätsziele aus Abbildung 2.13 des Abschnittes 2.3.4 auf ihre
Beeinflussbarkeit hin analysiert.
3.1 Analyse relevanter Informationen zur Qualitätssicherung
Zunächst sollte festgehalten werden, dass das Entfernen oder Austauschen eines Features aus
einer Software im Grunde die Qualität der Anwendung in jeder Hinsicht verändern kann, je
nach dem, um welche Art von Änderung es sich handelt. Das wird sichtbar, wenn man die
Qualitätsziele aus Abbildung 2.13 grob neu kategorisiert. So gibt es Qualitätsziele, die
. . . den Nutzer direkt beeinflussen (hinsichtlich Nutzbarkeit und Angebot, also welche Funk-
tionalität und Leistung die Anwendung bietet),
. . . die Qualität der Software strukturell beeinflussen (hinsichtlich Effizienz, Komplexität, Feh-
lerverhalten) sowie
. . . die Einsetzbarkeit und Wartbarkeit beeinflussen (hinsichtlich Kompatibilität, Servicefä-
higkeit, Adaptierbarkeit).
Schnell wird sichtbar, dass das Entfernen oder Tauschen eines Features dazu führen kann, dass
ebenfalls der Nutzer direkt beeinflusst wird. Zum Beispiel dann, wenn eine konkrete Funktio-
nalität wegfällt, die der Nutzer zuvor eingesetzt hat. Entfernt SAP in seinem Produkt Business
ByDesign exemplarisch das Verkaufs-Feature zum Schreiben von Kundenrechnungen, tritt die-
ser Fall ein. Ebenso kann die Software strukturell beeinflusst werden. Das findet beispielsweise
dann statt, wenn ein Feature ausgelagert wird im Sinne des Outsourcing-Gedankens. Bezogen
auf das Kundenrechnungs-Feature von SAP könnte das Schreiben von Rechnungen von einem
Dienst eines Drittanbieters übernommen werden, der in Business ByDesign eingebunden wird.
Das verringert die Softwarekomplexität und hat möglicherweise auch Einfluss auf die Effizienz
des Arbeitsablaufs des Nutzers. Zu guter Letzt kann auch Einfluss auf die Einsetzbarkeit und
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Wartbarkeit genommen werden, falls durch das Entfernen eines Features die Kompatibilität zu
anderen Diensten und Arbeitsabläufen des Nutzers verändert wird. Das ist exemplarisch dann
der Fall, wenn Kundenrechnungen im SAP in einer Datenbank abgelegt werden, von der aus sie
weiterverarbeitet und archiviert werden können. Möglicherweise unterstützt das der Dienst des
Drittanbieters so nicht. Bei ihm ist es lediglich möglich, die Rechnungen als Adobe-Portable-
Document-Format (PDF)-Dokument zu exportieren und anschließend in ein Dateiarchiv abzule-
gen. Diese Veränderung hätte starken Einfluss auf die Kompatibilität und Interoperabilität des
Gesamtsystems an sich, was die Einsetzbarkeit stark beeinträchtigt.
Derartige Fallbeispiele lassen sich im Prinzip zu jedem einzelnen Qualitätsziel finden, wodurch
ein kompletter Ausschluss einzelner Qualitätsziele nicht pauschal durchgeführt werden darf.
Jedoch ist es möglich, abzuschätzen, welche Qualitätsziele tendenziell eher oder weniger betroffen
sind, sobald Features entfernt oder ersetzt werden. Diese Abschätzung ist in keinem Falle fix,
kann aber als Anhaltspunkt in einer konkreten Situation dienen.
Aufgabe der Bachelorarbeit ist es, zu untersuchen, wie sich Qualitäten (mittels Feature-Model-
len) messen lassen. Hierzu soll eine sinnvolle Auswahl an Qualitäten getroffen werden, anhand
derer die Untersuchung durchgeführt werden soll. Interessant sind Qualitätsziele, die möglichst
relevant sind, da sie besonders häufig durch Feature-Entfernungen oder -Ersetzungen beein-
trächtigt werden sowie die möglichst unterschiedlich messbar sind (siehe Abschnitt 2.3.4).
3.1.1 Durch Softwareevolution häufig beeinträchtigte Qualitätsziele
Aufgabe dieses und der folgenden Abschnitte soll es sein, eine sinnvolle Einschränkung auf für
die Entwicklung eines Algorithmus relevante Qualitätsziele vorzunehmen. Es werden zunächst
häufig von Änderungen durch Softwareevolutionsschritte betroffene Qualitätsziele identifiziert.
Anschließend wird bestimmt, welche Art von Metrik sich zu diesen Zielen finden lässt (Einord-
nung in X-, G- und Q-Ziele), um letztlich genau ein Qualitätsziel jeder Gruppe auszuwählen,
das stellvertretend für alle anderen Ziele gleicher Kategorie betrachtet wird.
Die erste Einschränkung zur Vereinfachung der Auswahl ist die Beschränkung auf Qualitätsziele
aus dem Bereich der Softwarequalität. Die Servicequalität wird folglich aus der Betrachtung ge-
nommen. Diese Einschränkung hat keine negativen Auswirkungen auf das Ergebnis dieser Arbeit,
da die Betrachtungen analog auf die Qualitätsziele aus dem QoS-Bereich anwendbar sind. Die
Semantik eines Qualitätsziels spielt für den zu entwickelnden Algorithmus keine entscheidende
Rolle. Wichtig ist ausschließlich die Messbarkeit bzw. Art der Messbarkeit der Qualität.
Die Beschränkung auf die Softwarequalität betreffende Qualitätsziele begründet sich durch die
Annahme, dass durch Softwareevolution verursachte Veränderungen an einer SaaS-Anwendung
in erster Linie jene Qualitäten betreffen. Diese Annahme wird gestützt durch die Definition
der Softwarequalität nach DIN ISO 25000 wie sie in Abschnitt 2.3 gegeben ist. Demnach ist
Softwarequalität eine
”
Fähigkeit eines Softwareprodukts“. Diese Fähigkeit im Verständnis von
Merkmalen und Merkmalswerten werden intuitiv direkt durch den Programmcode beeinflusst,
aus dem eine Software besteht. Auf höherer Abstraktionsebene repräsentieren Features diesen
Code. In Konsequenz dessen entsteht folgende umgekehrte Argumentationskette: Eine Änderung
(Entfernung bzw. Ersetzung) eines Features führt zu einer Änderung im Programmcode. Diese
Modifikation führt zu Änderungen an den Merkmalen und Merkmalswerten, was letztlich die
Softwarequalität verändert.
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Für die Untersuchung von Qualitätszielen ist es wünschenswert, hierfür möglichst relevante Qua-
litätsziele, also solche, die relativ häufig in Folge von Softwareevolution betroffen sind, exempla-
risch in Betracht zu ziehen. Daher ist eine Einschätzung nötig, welche die Softwarequalitätsziele
entsprechend kategorisiert. Eine Untersuchung – beispielsweise auf empirischem Wege durch-
geführt – um festzustellen, welche Qualitäten in der Realität besonders häufig betroffen sind und
welche weniger, würde an dieser Stelle zu weit gehen. Eine einfache, begründete Einschätzung
soll hier genügen.
Die folgende Abbildung 3.1 zeigt den relevanten Ausschnitt der ursprünglichen Abbildung 2.13.
Die Einschätzung über die Häufigkeit der Betroffenheit ist an jedem Qualitätsziel folgendermaßen
kodiert:
Blaue Kästchen kennzeichnen mit hoher Wahrscheinlichkeit betroffene Qualitätsziele.
Graue Kästchen kennzeichnen mit mittlerer Wahrscheinlichkeit betroffene Qualitätsziele.
Weiße Kästchen kennzeichnen mit geringer Wahrscheinlichkeit betroffene Qualitätsziele.
Abbildung 3.1: Softwarequalitäten mit farblich kodierter Einschätzung der Häufigkeit der Be-
troffenheit der jeweiligen Qualitätsziele durch Softwareevolutionsschritte
Die vollständige Argumentation zur Einschätzung der Qualitätsziele befindet sich im Anhang
B. An dieser Stelle seien lediglich die Begründungen für die als sehr wahrscheinlich betroffen
eingestuften Qualitätsziele gegeben. Um die Begründungen besser nachvollziehen zu können, sei
jedoch noch einmal auf den Anhang B verwiesen, da die dort enthaltenen Tabellen B.1, B.2 und
B.3 Beschreibungen der einzelnen Ziele beinhalten.
Qualitäten und Softwarequalität. Die beiden übergeordneten Knoten Qualität und Software-
qualität sind mit sehr hoher Wahrscheinlichkeit bei der Softwareevolution betroffen, da
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das Entfernen oder Tauschen von Features einer SaaS-Anwendung die Qualität in prak-
tisch jedem Fall beeinflusst. Diese Argumentation ist trivial, weil die Qualität durch den
zugrundeliegenden Quellcode bestimmt wird und Features eine abstrakte Repräsentation
des Codes sind. Entfernen oder Tauschen von Features bedeuten eine Änderung des Codes
und damit auch eine Änderung der Qualität.
Funktionalität. Die Struktur eines Feature-Modells beschreibt eine Software hinsichtlich der ent-
haltenen Features, die häufig direkt auch Funktionalitäten im Quellcode repräsentieren.
Durch die betrachteten Softwareevolutionsschritte wird die Funktionalität daher sehr wahr-
scheinlich beeinträchtigt.
Fähigkeiten. Die Fähigkeiten beschreiben eine Art Abstraktion der bereitgestellten Funktiona-
litäten. Durch die Funktionalitäten erhält die Anwendung bestimmte Fähigkeiten. Folglich
sind die Fähigkeiten direkt verknüpft mit den Funktionalitäten und der Betroffenheit bei
der Softwareevolution.
Feature-Menge. Da das Entfernen oder Tauschen von Features unmittelbar die Feature-Menge
ändert, ist dieser Zusammenhang trivial.
Leistungsfähigkeit. Features repräsentieren den Quellcode auf einer abstrakten Ebene. Wird
die Feature-Menge im Zuge der Softwareevolution verändert, ändert sich sehr wahrschein-
lich auch die Codebasis. Anderer Code verursacht einen anderen Zeit- und Speicherbe-
darf, was sich direkt auf die Leistungsfähigkeit auswirkt. Aus diesem Grunde ist die Leis-
tungsfähigkeit der Software sehr wahrscheinlich betroffen.
Effizienz. Bei der Effizienz greift dieselbe Begründung wie bei der Leistungsfähigkeit. Durch die
Änderung des Betriebsmittelbedarfs ändert sich auch sehr wahrscheinlich die Effizienz des
Codes.
Verbrauchsverhalten. Die Veränderung der Codebasis resultiert in dem Einsatz anderer Be-
triebsmittel. Das Verbrauchsverhalten ändert sich also sehr wahrscheinlich.
Ressourcenverbrauch. Als Teil des Verbrauchsverhaltens ändert sich der Ressourcenverbrauch
etwa ebenso wahrscheinlich wie das Verbrauchsverhalten.
Zeitverhalten. Neben dem Verbrauchsverhalten kann sich mit selber Wahrscheinlichkeit auch
das Zeitverhalten ändern.
Geschwindigkeit. Bestandteil des Zeitverhaltens ist die Geschwindigkeit, die durch Softwaree-
volution betroffen sein kann.
Antwortzeit. Die Antwortzeit ist ebenfalls Teil des Zeitverhaltens und damit ebenso wahrschein-
lich betroffen.
Durchsatz. Der Durchsatz hängt direkt mit Geschwindigkeit und Antwortzeit und dadurch auch
mit dem Zeitverhalten zusammen. Daher kann auch der Durchsatz mit hoher Wahrschein-
lichkeit durch Softwareevolution betroffen sein.
Zuverlässigkeit/Reife. Der Einfluss auf das Qualitätsziel Zuverlässigkeit und Reife begründet
sich aus der Intention der Softwareevolution selbst, denn das Steigern dieses Qualitätsziels
begründet in der Regel das Verändern der Software.
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Konfigurierbarkeit. Da durch die betrachtete Softwareevolution die Feature-Menge verändert
wird, ändert sich auch sehr wahrscheinlich die Menge der möglichen Konfigurationen, die
aus dem Feature-Modell ableitbar sind. Dies beeinträchtigt die Konfigurierbarkeit der Soft-
ware.
Anpassbarkeit. Die Anpassbarkeit an neue Umgebungen ist mit hoher Wahrscheinlichkeit durch
Softwareevolution betroffen. Die Gründe hierfür verhalten sich analog zur Begründung für
die Übertragbarkeit und Adapierbarkeit. Wenn die Abhängigkeiten der umgebungsspe-
zifischen Merkmale eines Features möglichst klar vom restlichen Code getrennt sind, ist
ein hohes Maß an Anpassbarkeit gegeben. Da sich durch das Entfernen von Features die
Abhängigkeiten verändern können (ggf. gehen Abhängigkeiten verloren) und durch das
Ersetzen eines Features oft im Zusammenhang mit der Einsatzumgebung steht (Stichwort
Outsourcing), kann eine hohe Betroffenheit der Anpassbarkeit angenommen werden.
Austauschbarkeit. Die Austauschbarkeit eines Features hängt von den verfügbaren und imple-
mentierten Schnittstellen ab, die jedes Feature für sich definieren kann. Da das Entfernen
oder Ersetzen eines Features hier Änderungen mit sich bringen kann, ist die Austausch-
barkeit wahrscheinlich betroffen.
Anhand dieser Auswahl an Qualitätszielen soll die weitere Untersuchung stattfinden. Die Un-
tersuchungsergebnisse haben jedoch weiterhin den Anspruch auf ein möglichst hohes Maß an
Allgemeingültigkeit, um die Übertragbarkeit auf alle anderen Qualitätsziele zu gewährleisten.
Im nächsten Abschnitt 3.1.2 wird die Auswahl ein letztes Mal eingeschränkt.
3.1.2 Auswahl geeigneter Qualitätsziele zur exemplarischen Betrachtung
Wie bereits eingangs in Abschnitt 3.1.1 erwähnt wurde, soll die Auswahl der häufig betroffenen
Qualitätsziele weiter einschränkt werden, um letztlich genau ein Qualitätsziel jeder Messart für
die weiteren Betrachtungen exemplarisch heranzuziehen. Diese Auswahl ist sinnvoll, da für die
Automatisierung der Qualitätsmessung lediglich die Messart von Bedeutung ist, nicht jedoch die
Semantik des jeweiligen Qualitätsziels.
In Abschnitt 2.3.4 wurde bereits festgestellt, dass sich die Messarten der Qualitätsziele im We-
sentlichen auf drei Typen beschränken lassen: X-Ziele (exklusiv), G-Ziele (graduell) und Q-Ziele
(quantisiert).
Um eine Auswahl zwischen den noch zur Verfügung stehenden Qualitätszielen treffen zu können,
müssen diese nun der jeweiligen Messart zugeordnet werden. Dieser Schritt ist, wie schon die
Kategorisierung als wenig, mittel oder sehr wahrscheinlich betroffen, nicht gänzlich objektiv,
sondern abhängig von der konkreten Interpretation der Ziele. Daher wird die jeweilige Zuordnung
zusätzlich begründet. Dies schließt mit ein, dass sich Qualitätsziele auch anders definieren lassen,
sodass sie einer anderen Messbarkeitsgruppe zugeordnet werden müssten bzw. könnten. Das
konkrete Vorgehen ist also von der Art des Softwareprojektes und den Prioritäten des Projekt-
bzw. Produktmanagements abhängig.
Um hierfür ein kleines Beispiel zu nennen, sei der Blick auf das Qualitätsziel Fähigkeiten der
Gruppe Funktionalität betrachtet. Dieses Qualitätsziel lässt sich sowohl als X-Ziel, als auch als
Q-Ziel definieren:
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• Falls Fähigkeiten danach fragt bzw. fragen soll, ob alle Anforderungen an die Fähigkeiten
gemäß eines Pflichtenheftes erfüllt sind, so lässt sich diese Frage mit
”
Ja“ oder
”
Nein“
beantworten. Damit wäre dies ein X-Ziel.
• Falls Fähigkeiten danach fragt bzw. fragen soll, in welchem Maße die Anforderungen an
die Fähigkeiten erfüllt sind, so lässt sich die Antwort hierauf in einer Zahl, beispielsweise
prozentual gemessen an den gestellten Anforderungen, angeben. In diesem Fall handelt es
sich um ein Q-Ziel.
Die folgende Tabelle 3.1 ordnet die Qualitätsziele den jeweiligen Zieltypen zu und begründet die
Entscheidung durch die Interpretation des Ziels.
Um die Beschränkung auf jeweils ein Qualitätsziel je Messbarkeitsart abzuschließen, sei aus jeder
Gruppe der Tabelle 3.1 wahllos ein Ziel herausgegriffen. Die Auswahl zeigt die folgende Tabelle
3.2.
Da jedes Qualitätsziel einer der oben genannten drei Typen hinsichtlich ihrer Messbarkeit zuge-
ordnet werden kann und nur diese Messbarkeit ausschlaggebend für den Algorithmus sein soll,
sind die nachfolgenden Betrachtungen auf jedes Qualitätsziel anwendbar.
3.1.3 Aufstellen von Metriken zur Messung der ausgewählten Qualitätsziele
Um mit den Qualitätszielen generell arbeiten zu können, wird eine Referenz benötigt, anhand
derer das jeweilige Kriterium gemessen werden kann. Zur Messbarmachung ist somit folgendes
Vorgehen nötig:
1. Zunächst werden Anhaltspunkte benötigt, anhand derer eine Metrik erarbeitet werden
kann. Hierzu ist es hilfreich, die folgenden beiden Fragen zu beantworten: In welchem
Fall wird das Qualitätsziel als (vollständig) erreicht angesehen? In welchem Fall ist das
Qualitätsziel gar nicht erreicht?
2. Aus diesen Anhaltspunkten sollte sich eine binäre oder quantisierte Metrik ableiten lassen.
Im Falle eines X- oder Q-Ziels ist das direkt möglich. Im Falle eines G-Ziels ist die Metrik
nicht direkt ableitbar, sondern erfordert vorher die Entwicklung einer Heuristik, also einer
mathematischen Abbildung der gegebenen Situation (abhängig von den Anhaltspunkten)
auf einen Zahlenwert. Dieser Zahlenwert dient als Abschätzung, in welchem Maße das
jeweilige Ziel erreicht wurde. Die einzige (hinreichende) Bedingung an diese Heuristik ist
die, dass die Werte einen korrekten Vergleich ermöglichen. Das bedeutet, dass ein Feature
X mit einem
”
besseren“ Wert der Heuristik das Qualitätsziel auch tatsächlich in größerem
Maße erfüllt, als ein Feature Y mit einem
”
schlechteren“ Wert. Die konkreten Werte sind
also nicht näher von Interesse. Diese Heuristik dient als Metrik für das G-Ziel.
3. Schließlich sollte geklärt werden, wie das Qualitätsziel bezogen auf ein Feature gemessen
werden kann und wie das Maß für die Qualität für ein Feature-Modell oder eine konkrete
Konfiguration gemessen werden kann. Für den ersten Fall, das Messen der Qualität eines
Features, sollte die erarbeitete Metrik direkt anwendbar sein. Für den zweiten Fall je-
doch, das Messen der Qualität eines Modells oder einer Konfiguration, ist zu erörtern, wie
sich die einzelnen Werte der vorkommenden Features konsolidieren lassen. Nicht in jedem
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Tabelle 3.1: Zuordnung der relevanten Qualitätsziele zu den Ziel-Typen X, Q und G
Ziel Typ Begründung
Funktionalität G Da die Funktionalität mehrere Teilziele enthält, die unter-
schiedlich gemessen werden, ist eine genaue Quantisierung
schwierig. Daher wird das Ziel als G-Ziel eingestuft.
Fähigkeiten X/Q Die Anforderungen an die Fähigkeiten können erfüllt sein
oder nicht. Alternativ: Die Anforderungen können zu einem
bestimmten Maß (nach Anzahl der Anforderungen) erfüllt
sein, was klar quantisierbar ist.
Feature-Menge Q Die Feature-Menge kann klar entsprechend der Mächtigkeit
quantisiert werden.
Leistungsfähigkeit G Da die Leistungsfähigkeit mehrere Teilziele enthält, die un-
terschiedlich gemessen werden, ist eine genaue Quantisie-
rung schwierig. Deshalb wird das Ziel als G-Ziel eingestuft.
Effizienz G Die Effizienz ist schwer quantisierbar, was eine Heuristik un-
bedingt nötig macht.
Verbrauchsverhalten Q Das Verbrauchsverhalten kann gemessen und damit auch
quantisiert werden.
Ressourcenverbrauch Q Der Ressourcenverbrauch lässt sich eindeutig messen.
Zeitverhalten Q Das Zeitverhalten lässt sich in nahezu jeder Perspektive ge-
nau messen und ist daher quantisierbar.
Geschwindigkeit Q Geschwindigkeit kann man messen und ist deshalb quanti-
sierbar.
Antwortzeit Q Die Antwortzeit ist messbar und daher quantisierbar.
Durchsatz Q/G Der Durchsatz kann anhand von genauen Anhaltspunkten
gemessen werden (quantisierbar). Werden mehrere Faktoren
berücksichtigt, die den Durchsatz bestimmen, handelt es sich
um ein G-Ziel, das eine Näherungsfunktion benötigt.
Zuverlässigkeit/Reife G Da die Zuverlässigkeit bzw. Reife mehrere Teilziele enthält,
die unterschiedlich gemessen werden, ist eine genaue Quanti-
sierung schwierig. Daher wird das Ziel als G-Ziel eingestuft.
Konfigurierbarkeit X/Q Konfigurierbarkeit kann vorhanden oder nicht vorhanden
sein (X-Ziel) oder zu einem bestimmten Grad vorliegen
(quantisierbar).
Anpassbarkeit G Die Anpassbarkeit lässt sich nicht an eindeutigen Größen
messen. Daher ist eine Heuristik nötig, weshalb es sich um
ein G-Ziel handelt.
Austauschbarkeit X/Q Austauschbarkeit kann vorhanden oder nicht vorhanden sein
(X-Ziel) oder zu einem bestimmten Grad möglich sein (Q-
Ziel).
Fall können die einzelnen Werte addiert werden. Je nach Metrik und Qualität muss bei-
spielsweise eine Multiplikation oder Bestimmung des arithmetischen Mittels durchgeführt
werden.
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Tabelle 3.2: Letztendliche Auswahl der Qualitätsziele für die Untersuchung
Typ Qualitätsziel Frage/Interpretation
X-Ziel Fähigkeiten Wurden alle Anforderungen erfüllt?
G-Ziel Effizienz Wie effizient ist das Feature/die Konfiguration?
Q-Ziel Ressourcenverbrauch Wie viel Speicherplatz benötigen die Berechnungen?
An dieser Stelle soll der Begriff Heuristik formal definiert werden. Nachfolgend eine entspre-
chende Definition nach [Tho13] im Sinne einer
”
Vorgehensweise zur Lösung von mathematischen
Problemen“:
Eine Heuristik ist eine
”
Methode, die auf der Basis von Erfahrung oder Urteils-
vermögen zu einer guten Lösung eines Problems führt, die nicht notwendig optimal
ist. Diese Lösungsverfahren ohne Konvergenzbeweis werden entweder für Probleme
eingesetzt, für die keine konvergierenden Verfahren existieren, oder sie werden zur
Beschleunigung von konvergierenden Verfahren eingesetzt. Heuristik wird dann ange-
wandt, wenn keine effektiven Algorithmen existieren, so werden häufig Branch-and-
Bound-Verfahren, dynamische Optimierung und begrenzte Enumeration bei wach-
sender Problemgröße durch heuristische Verfahren (Entscheidungsbaumverfahren)
abgelöst.“
Mit weniger Worten: Eine Heuristik ist ein Verfahren mit dem Ziel, sich der korrekten Lösung
eines Problems effizient zu nähern. Das ist nötig, wenn kein exakter, effizienter Algorithmus
existiert oder ein exaktes Ergebnis nicht erforderlich ist.
Metrik für das X-Ziel: Fähigkeiten
Grundlage für die Entwicklung einer Metrik für das Qualitätsziel Fähigkeiten ist die Fragestel-
lung, die mit diesem Qualitätsziel in Tabelle 3.2 verbunden wurde:
Wurden alle Anforderungen erfüllt?
Es soll gemessen werden, ob die in einem Pflichtenheft festgeschriebenen Ziele an die Fähigkeiten
eines Features erfüllt sind oder nicht.
Der Wertebereich für die Antwort auf die Frage ist binär – entweder die Fähigkeiten sind vor-
handen, oder sie sind es nicht.
Der Bezug auf Feature, Modell oder Konfiguration ist ebenfalls trivial. Wird die Frage an ein
Feature gestellt, so kann hier klar mit erfüllt oder nicht erfüllt geantwortet werden. Wird die
Anfrage an ein Modell oder eine Konfiguration gestellt, so ist die Antwort genau dann nicht
erfüllt, sobald mindestens ein enthaltenes Feature das Qualitätsziel nicht erfüllt. Andernfalls ist
das Ziel erfüllt.
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Metrik für das Q-Ziel: Ressourcenverbrauch
Die Metrik für das Q-Ziel, den Ressourcenverbrauch, lässt sich ähnlich einfach ableiten. Die
Grundlage ist erneut die gestellte Frage aus Tabelle 3.2:
Wie viel Speicherplatz benötigen die Berechnungen?
Hierfür wird eine Strategie benötigt, um den Speicherbedarf festzustellen. An dieser Stelle bleibt
ein gewisser Interpretationsspielraum des eigentlich gefragten Wertes. Ist der maximale Speicher-
platz von Interesse, der im Rahmen der möglichen Berechnungen (eines Features) verbraucht
wird? Oder ist eher der durchschnittliche Verbrauch nützlich? Wahrscheinlich weniger gefragt
ist der minimale Verbrauch. Aber auch der ließe sich analog dazu bestimmen. Der vermutlich
entscheidende Wert ist der Verbrauchsdurchschnitt, weshalb dieser hier analysiert werden soll.
Die Bestimmung selbst kann empirisch oder theoretisch-systematisch durchgeführt werden. Be-
ziehungsweise: Es können Messungen der Random-Access-Memory (RAM)-Auslastung durch-
geführt werden, deren Durchschnittswert als Ergebnis genutzt wird. Alternativ ist auch die
theoretische Bestimmung anhand des Quellcodes möglich, indem der Platzverbrauch der Va-
riablen/Objekte bestimmt wird und die Speicherkomplexität der Algorithmen errechnet wird.
Der Wertebereich für die Angabe des Ressourcenverbrauchs ist die Menge der positiven ganzen
Zahlen in Bytes.
Der Bezug der Werte auf Features und Konfigurationen bzw. das betreffende Modell weicht
von der Vorgehensweise beim X-Ziel ab. Die Bestimmung des Wertes am Feature verläuft wie
beschrieben durch Messung oder das theoretische Verfahren. Die Konsolidierung der Werte zu
einem Wert für eine Konfiguration oder ein Feature-Modell ist dagegen nicht ganz trivial. Wird
zu einem Zeitpunkt maximal die Logik nur eines Features ausgeführt, bildet sich der Wert für
den durchschnittlichen Ressourcenverbrauch einer Konfiguration oder eines Modells aus dem
arithmetischen Mittel aller Durchschnittsverbräuche der vorhandenen Features. Wie aber kann
abgesichert werden, dass immer nur ein Feature im Speicher aktiv ist? Ein erster Schritt ist die
Einschränkung darauf, dass keine Nebenläufigkeit im Programmablauf zulässig ist. Diese Ein-
schränkung verhindert aber nicht, dass möglicherweise ein Feature auf Funktionalitäten eines
anderen Features zurückgreift. Allerdings kann dieser Konflikt gelöst werden, indem dies bereits
bei der Messung des Speicherverbrauchs der einzelnen Features berücksichtigt wird. So muss der
durch den featureübergreifenden Zugriff verursachte Speicherverbrauch mit einbezogen werden.
Wird Nebenläufigkeit zugelassen, kann die Berechnung sehr viel komplexer werden. Eine Ober-
grenze für den gesamten Speicherverbrauch lässt sich aber bilden, indem die Anzahl der maximal
gleichzeitig im Speicher gehaltenen Ausführungs-Threads mit dem Durchschnittsverbrauch bei
ausgeschlossener Nebenläufigkeit multipliziert wird.
Im realen Einsatzumfeld ist Nebenläufigkeit heutzutage gang und gäbe, weshalb eine detaillierte
Betrachtung unter Umständen notwendig sein könnte. Der Einfachheit halber wird an dieser
Stelle darauf verzichtet und Nebenläufigkeit per se ausgeschlossen.
Heuristik und Metrik für das G-Ziel: Effizienz
Für die Generierung einer Metrik für das Qualitätsziel Effizienz ist das Bilden einer geeigneten
Heuristik notwendig. Grundlage dafür ist erneut die Fragestellung aus Tabelle 3.2:
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Wie effizient ist das Feature/die Konfiguration?
Leider lässt sich hieraus nicht direkt eine Metrik oder Heuristik ableiten. Daher ist es ratsam,
den Begriff der Effizienz geeignet zu definieren. In [Bal98, S. 259] wird das Qualitätsziel der
Effizienz wie folgt beschrieben:
Effizienz ist das
”
Verhältnis zwischen dem Leistungsniveau der Software und dem
Umfang der eingesetzten Betriebsmittel unter festgelegten Bedingungen.“
Daraus lässt sich ableiten, dass die Effizienz Sparsamkeit hinsichtlich Speicher und Zeit bedeu-
tet.
Mit dieser Information lässt sich formal Schritt für Schritt eine Heuristik bestimmen, die zur
Messung des Qualitätsziels geeignet ist. Eine wesentliche Eigenschaft einer Heuristik ist es, ver-
schiedene Werte vergleichbar zu machen, um eine Interpretation des Ergebnisses zu erlauben.
Das erfordert eine Ordnung auf der Menge der Werte der Heuristik. Da die Effizienz als Spar-
samkeit hinsichtlich Speicher und Zeit verstanden wird, ist ein System dann effizienter als ein
zweites, sobald es weniger Speicher und/oder Zeit für die Lösung eines Problems beansprucht.
Mathematisch lässt sich das folgendermaßen formalisieren:
(
Zeit1
Speicher1
)
<
(
Zeit2
Speicher2
)
, wenn gilt:
{
Zeit1 < Zeit2, Speicher1 ≤ Speicher2 oder
Zeit1 ≤ Zeit2, Speicher1 < Speicher2
Diese Ordnung ist im Grunde genommen trivial. Sobald einer der Parameter Zeit oder Speicher
sparsamer eingesetzt wird, ohne dass der jeweils andere Parameter einen größeren Wert annimmt,
handelt es sich um effizienteren Code. Diese Ordnung ist jedoch nicht vollständig, denn die
Vektoren −→v1 =
(
10 s
20 Byte
)
und −→v2 =
(
5 s
22 Byte
)
lassen sich noch nicht vergleichen. Allerdings
kann man durchaus die Effizienz, die durch Vektor −→v2 beschrieben wird, als höher bezeichnen
als die durch Vektor −→v1 beschriebene. Das ist der Fall, da die Zeit von −→v2 gegenüber −→v1 halbiert
wurde, während der Speicherbedarf nur leicht zugenommen hat.
Eine Rechenvorschrift, die es erlaubt, jeden beliebigen Effizienzvektor mit jedem anderen zu
vergleichen, sowie diese als einfache Zahl darzustellen, adressiert dieses Problem. Wird diese
erarbeitet, sind auch Effizienzvektoren vergleichbar, die es nach der oben beschriebenen Ordnung
nicht sind. Zudem erleichtert es die Arbeit mit den Effizienzwerten, da keine Vektoren mehr
verarbeitet werden müssen, sondern einfache Zahlenvergleiche möglich sind.
Hierfür wird folgender Vorschlag unterbreitet: Sollen mehrere Größen bei einer Entscheidungs-
findung (Welcher Algorithmus ist effizienter?) einbezogen werden, so handelt es sich um eine
multikriterielle Entscheidungsanalyse. Ein Analyseansatz ist dabei das Aufstellen eines Kiviat-
Graphen. Ein Kiviat-Graph wird in einem Koordinatensystem dargestellt, das so viele vom Ur-
sprung ausgehende Achsen umfasst wie es Kriterien gibt, anhand derer analysiert werden soll.
Jedes Kriterium bzw. jede Achse erhält eine Skala, an der die entsprechenden Werte zur Analyse
abgetragen werden. Die vom Graphen umschlossene Fläche ist anschließend das Ergebnismaß.
Im Falle der Effizienz-Analyse gibt es lediglich die zwei Kriterien Speicher und Zeit, weshalb sich
der erste Quadrant eines kartesischen Koordinatensystems als zweidimensionale Kiviat-Analyse
anbietet. Der Grad der Effizienz kann als Produkt aus Zeit und Speicher interpretiert werden.
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Dabei wird der Grad der Effizienz – im Sinne der Veranschaulichung – als Fläche im Zeit-
Speicher-Diagramm interpretiert. Je kleiner die Fläche im Zeit-Speicher-Diagramm ist, desto
effizienter ist der bewertete Programmcode. Diese Betrachtung ist mit der intuitiven Ordnung,
wie sie in der formalen Ordnung weiter oben beschrieben wurde, kompatibel. Wird nach dieser
Ordnung ein Vektor −→v3 als effizienter bewertet als ein Vektor −→v4 , so befindet sich die Fläche für
−→v3 innerhalb der Fläche von −→v4 und ist damit auch intuitiv kleiner. Darüber hinaus lassen sich
aber auch die Vektoren −→v1 und −→v2 aus dem obigen Beispiel miteinander vergleichen, sodass −→v2
als effizienter bewertet wird als −→v1 . Dies ist der Fall, da für die Flächen A(−→v2) = 110 s · Byte <
A(−→v1) = 200 s · Byte gilt.
Abbildung 3.2: Grafische Interpretation als Fläche und Vergleichbarkeit von Effizienz im
Speicher-Zeit-Diagramm
Die Abbildung 3.2 verdeutlicht das eben Beschriebene grafisch. Das linke Diagramm stellt da-
bei einen Ausgangsalgorithmus dar, der hinsichtlich seiner Effizienz optimiert werden soll. Das
mittlere Diagramm zeigt einen entsprechend optimierten Algorithmus, dessen Fläche offensicht-
lich innerhalb der des ursprünglichen Algorithmus liegt und damit kleiner ist. Gemäß der oben
definierten Ordnung gilt dieser neue Algorithmus als effizienter. Das rechte Diagramm zeigt
nun jedoch zwei weitere Algorithmen, deren Flächen ebenfalls offensichtlich kleiner sind als die
des Ausgangsalgorithmus. Jedoch gelten sie laut der Ordnung nicht als effizienter, da einer der
beiden Parameter zwar wesentlich kleiner geworden ist als der Ausgangswert, sich der jeweils
andere jedoch etwas vergrößert hat. Wird jedoch, wie vorgeschlagen, die Fläche als Indikator
für die Effizienz herangezogen, handelt es sich auch in den beiden letzten Fällen um effizientere
Algorithmen.
Wichtig ist an dieser Stelle, dass sich die Effizienz nur dann sinnvoll vergleichen lässt, wenn
die verglichenen Programmteile dasselbe Problem lösen, da die Effizienz nach einem Bezug ver-
langt. Dieser Bezug muss konstant sein. So lässt sich die Effizienz von einem Such- und einem
Sortier-Algorithmus nicht sinnvoll miteinander vergleichen, da sie unterschiedliche Probleme
lösen. Allerdings lassen sich unterschiedliche Sortier-Algorithmen miteinander vergleichen, wie
beispielsweise die bekannten Standardalgorithmen Quicksort, Shellsort und Heapsort1. Diese
Einschränkung in der Vergleichbarkeit von Features hinsichtlich der Effizienz ist ein Problem,
das bei der Wahl der Vergleichsobjekte bedacht werden muss, denn nicht alle Vergleichsobjekte
können mittels der Heuristik sinnvoll miteinander verglichen werden, sodass Aussagen getroffen
werden können. Diese Einschränkung der
”
sinnvollen“ Vergleiche betrifft praktisch jedes G-Ziel,
da die Qualität und Beschaffenheit der Heuristik darüber bestimmt, wie vergleichbar einzelne
Features und Konfigurationen sind. Das Beispiel Effizienz zeigt diesen Umstand in besonderem
1Auf eine nähere Erläuterung der genannten Algorithmen wird an dieser Stelle verzichtet. Bei Interesse sei der
Leser auf einschlägige Literatur verwiesen. Beispielsweise bietet [Vog10, S. 93 ff.] eine gute Zusammenfassung.
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Maße auf, da für jede beliebige Konfiguration ein Effizienzgrad bestimmbar ist. Werden anschlie-
ßend zwei Konfigurationen miteinander verglichen, gilt eine der beiden Konfigurationen formal
als effizienter als die andere. Werden aber völlig verschiedene Konfigurationen betrachtet, die
einen anderen Aufgabenbereich abdecken, ist der Vergleich hinfällig. Paradoxerweise würde ten-
denziell die Konfiguration mit den wenigsten und
”
kleinsten“ (im Sinne einer geringen Speicher-
und Zeitkomplexität) Features als formal effizienter gelten. Sinnvoll wäre allerdings ein Vergleich
zwischen zwei identischen Konfigurationen mit unterschiedlichen Versionen von Features, also
einer Konfiguration vor und nach einem Evolutionsschritt. Dabei bleibt die zu lösende Problem-
menge konstant und ein Vergleich der Effizienz erlaubt Aussagen darüber, inwiefern sich ein
System im Zuge der Evolution verbessert hat.
Der Wertebereich für den Effizienzgrad ist die Menge der positiven, ganzen Zahlen – voraus-
gesetzt, der Wertebereich für die Zeit und den Speicher ist ebenfalls die Menge der positiven,
ganzen Zahlen.
Um den Effizienzgrad an einem Feature zu berechnen, ist der Zeit- und Speicherbedarf zu be-
stimmen und anschließend das Produkt aus den beiden Messwerten zu bilden. Formal:
EffizienzgradFeature = A
((
ZeitFeature
SpeicherFeature
))
= ZeitFeature · SpeicherFeature
Die Bestimmung der Effizienz einer Konfiguration oder eines Modells lässt sich nur dann sinnvoll
bestimmen, wenn sie funktional gleich mächtig ist, die lösbare Problemmenge folglich identisch
ist. Das ist beim Entfernen von Features nur bedingt gegeben. Für den Fall, dass ein Feature
durch ein gleich mächtiges ersetzt wird, ist die Effizienzbestimmung jedoch sinnvoll. Bestimm-
bar ist die Effizienz dann über die Summe aller Feature-Effizienzwerte. Zur Verdeutlichung: Es
werden die Flächen aller Zeit-Speicher-Diagramme im Modell/in der Konfiguration addiert. Das
Ergebnis entspricht dem gesamten Zeit- und Speicheraufwand, der nötig ist, um alle durch das
System lösbaren Probleme zu bewältigen.
Erkenntnisse zur Messung von Qualitätszielen
Das Generieren von Metriken für X- und Q-Ziele ist wenig problematisch. Beides erfolgt analog
zur Fragestellung, die im Rahmen des konkreten Qualitätsziels an das Softwaresystem gestellt
wird. Das Bilden sinnvoller Heuristiken für G-Ziele ist jedoch unter Umständen sehr anspruchs-
voll, da bedacht werden muss, was genau festgestellt/gemessen werden soll.
Es sollte bedacht werden, dass Messungen ungenau sein können. Insbesondere Heuristiken liefern
ausschließlich Abschätzungen und keine genauen Werte. Die Abbildung auf konkrete Zahlenwerte
dient nur als Hilfestellung zum Schaffen von Berechenbarkeit.
3.1.4 Qualitätssicherung auf Basis der Struktur konkreter Konfigurationen
Die bisherigen Betrachtungen beziehen sich darauf, konkrete Qualitätsziele Feature-basiert zu
betrachten, um mithilfe dieser Sammlung an Einzelinformationen gesamte Konfigurationen ver-
gleichbar zu machen. Die Messung der konkreten Qualitätsziele direkt an den Features ist ein
vom Vergleich unabhängiger Schritt, der im Vorfeld durchgeführt werden muss. Die Eingabe für
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einen Vergleichsalgorithmus muss also ein bereits
”
fertig ausgemessenes“ Feature-Modell (bzw.
entsprechende Konfigurationen) sein.
Qualitätssicherung kann allerdings auch aus einer zweiten Perspektive betrachtet werden. Nicht
nur die Qualität einer SaaS-Anwendung im Programmcode ist interessant, sondern auch das
Verhalten der Kunden in ihrer Wahl der Konfiguration ist nützlich, um Änderungen an der An-
wendung gezielt durchführen zu können. Beispielsweise können überflüssige Features aus dem
System entfernt werden, falls die Kunden dieses Feature nicht auswählen. Daher ist es relevant zu
wissen, welche Features in keiner Konfiguration enthalten sind. Andersherum kann es auch von
Interesse sein, ein bestimmtes Feature zu betrachten und zu untersuchen, welche bzw. wie viele
Konfigurationen dieses Feature enthalten. Ein Feature, das in sehr vielen Konfigurationen aus-
gewählt wurde, sollte vermutlich nicht entfernt oder einfach ausgetauscht werden, da hierdurch
die vielen bestehenden Konfigurationen ungültig (invalidiert) werden könnten. Das Invalidieren
von Konfigurationen hat möglicherweise die Abkehr von Kunden zur Folge und damit auch den
Wegfall von Einnahmen.
Diese Betrachtungen stehen nur bedingt im Zusammenhang mit der bisher betrachteten Softwa-
requalität oder Servicequalität. Viel mehr handelt es sich um betriebswirtschaftliche Erwägung-
en, die dazu führen, dass Features entfernt oder ersetzt werden sollen. Die Weiterentwicklung und
Pflege von Features ist mit Arbeitsaufwand verbunden und kostet folglich auch Geld. Daher soll
unnötiger Arbeitsaufwand oder unrentabler Aufwand vermieden werden. Ein Zusammenhang
mit den bisherigen Qualitätszielen findet sich aber noch insofern, als dass die resultierenden
Einsparungen in finanzieller und funktionaler Hinsicht dazu führen können, dass
1. die dadurch freiwerdenden Finanzmittel in die Weiterentwicklung der übrigen Features
verwendet werden können,
2. die freiwerdenden Finanzmittel auch in die Entwicklung neuer, den sich verändernden
Anforderungen angemessener Features investiert werden können und
3. das Entfernen und Ersetzen von Features durch die Integration spezialisierter Dienstleis-
tungen anderer Anbieter die Komplexität der Anwendung senkt, was wiederum gemäß
[Sne12] zum Erhalt der Softwarequalität beiträgt.
Zusammenfassend sind die folgenden Informationen zur Qualitätssicherung allein mittels der
konkreten Konfigurationen von Interesse:
• Identifikation von Features, die in keiner der untersuchten Konfigurationen vorkommen
• Identifikation der Konfigurationen bzw. der Anzahl der Konfigurationen, in denen ein
betrachtetes Feature enthalten ist
• Informationen zu Abhängigkeiten, in denen ein betrachtetes Feature steht, also innerhalb
welcher Beziehungen zu anderen Features das betrachtete Feature steht.
Diese Betrachtungen eignen sich in besonderem Maße zur unmittelbaren Implementierung, wes-
halb eine prototypische Implementierung dieser Untersuchung Teil dieser Bachelorarbeit ist.
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3.2 Erweiterung von Feature-Modellen zur Darstellung der
Informationen
In den vorhergehenden Abschnitten dieses Kapitels wurden Qualitätsziele analysiert und aus-
gewählt, sowie Metriken erarbeitet, um die Messbarkeit der Ziele zu gewährleisten. In diesem
letzten Abschnitt soll kurz darauf eingegangen werden, wie sich die Werte der Metriken sinnvoll
in einem Feature-Modell bzw. einer Konfiguration darstellen lassen.
Da die Werte der Qualitätsziel-Messungen die jeweiligen Features bzw. das Modell näher be-
schreiben, bieten sich Attribute zur Notation an. Hierfür wird der Ansatz aus Abschnitt 2.2.2 zu
erweiterten Feature-Modellen aufgegriffen, wonach Attribute mittels Name, Domain und Wert
an einem Feature notiert werden können. Zu jeder Metrik bzw. zu jedem Qualitätsziel folgen in
den Abbildungen 3.3, 3.4 und 3.5 jeweils veranschaulichende Beispiele. In allen drei Beispielen
liegt ein minimales Feature-Modell in Anlehnung an das SAP-Business-ByDesign-Modell in An-
hang D zugrunde. Teil des Systems sind die drei Features Service, Sales und Marketing, wobei
Sales obligatorisch und die anderen beiden optional sind. Diesen drei Features werden in jedem
Beispiel frei gewählte Qualitätswerte zugewiesen. Weiterhin sind in jedem Beispiel zwei exempla-
rische Konfigurationen des Modells gegeben, anhand derer ein Gesamtwert für die betrachtete
Qualität je Konfiguration berechnet wurde.
Abbildung 3.3: Beispielhaftes Feature-Modell und abgeleitete Konfigurationen zur Darstellung
eines X-Ziels
Für das X-Ziel wird ein Attribut benötigt. Im Beispiel bekommt es den Namen QS Fähigkeiten
und die Domain Boolean für die binären Wahrheitswerte. Anhand der beiden gegebenen Kon-
figurationen kann man sehen, wie sich der Qualitätswert für Konfigurationen auswirkt. So sind
die Fähigkeiten in Konfiguration 1 erfüllt, da alle enthaltenen Features die Fähigkeiten erfüllen.
Konfiguration 2 enthält ein Feature, das die Fähigkeiten nicht voll erfüllt, weshalb auch die
gesamte Konfiguration die Fähigkeiten nicht erfüllt.
Für das Q-Ziel wird ebenfalls ein Attribut benötigt. Im Beispiel erhält es den Namen QS Res-
sourcenverbr. und die Domain Unsigned Integer für Ganzzahlen ohne Vorzeichen. Die Werte
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Abbildung 3.4: Beispielhaftes Feature-Modell und abgeleitete Konfigurationen zur Darstellung
eines Q-Ziels
wurden beliebig vergeben. In den Konfigurationen ist ersichtlich, dass sich ein Verbrauchswert
je Konfiguration über das arithmetische Mittel der Werte der enthaltenen Features bestimmt.
Der Ressourcenverbrauch von Konfiguration 2 ist demnach besser (weil geringer) als der von
Konfiguration 1.
Abbildung 3.5: Beispielhaftes Feature-Modell und abgeleitete Konfigurationen zur Darstellung
eines G-Ziels
Für das G-Ziel wird wenigstens ein zusätzliches Attribut benötigt. Im Beispiel bekommt es
den Namen QS Effizienz mit der Domain Unsiged Integer. Zusätzlich könnten aber auch die
beiden Messwerte, die zu der Berechnung der Effizienz herangezogen werden, notiert werden.
Als Domain wäre in beiden Fällen ebenfalls Unsigned Integer geeignet. Als Bezeichnungen bieten
sich QS Effi Zeit und QS Effi Speicher an. Im Beispiel sind diese zusätzlichen Attribute nicht
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dargestellt. Die Effizienzwerte wurden wieder beliebig vergeben. Dieses Mal berechnen sich die
Gesamtwerte für die Konfigurationen durch Aufsummieren der Werte der enthaltenen Features.
Ein Vergleich zwischen Konfiguration 1 und 2 ist jedoch abwegig, da strukturell unterschiedliche
Konfigurationen verglichen werden würden.
3.3 Zusammenfassung
In diesem Kapitel wurden verschiedene Ansätze für die Untersuchung von Qualitätszielen un-
tersucht, bei denen Feature-Modelle eine Rolle spielen können. Hierzu wurden die betrachteten
Qualitätsziele nach ihrer Art der Messbarkeit sortiert und anschließend exemplarisch eines je
Typ ausgewählt und weiter untersucht. Zudem wurde analysiert, inwiefern sich Informationen
allein aus der Menge vorliegender Kunden-Konfigurationen extrahieren lassen, die zur Qua-
litätssicherung brauchbar sind. Abschließend war zu klären, ob und wie sich Feature-Modelle
erweitern lassen, um zur Qualitätssicherung nützlich zu sein. Im Falle der konkreten Qua-
litätsziele, die zunächst beleuchtet wurden, wird das Feature-Modell folglich mit Attributen an
allen relevanten Features versehen. Diese Attribute geben Auskunft über das Erreichen konkreter
Qualitätsziele pro Feature und können später im Rahmen von Vergleichen zwischen konkreten
Konfigurationen verarbeitet werden. Im Falle Qualitätssicherung über der bloßen Menge von
Konfigurationen sind keine Erweiterungen nötig.
Das nächste Kapitel behandelt Ansätze zur Vergleichbarkeit von Konfigurationen auf Basis von
Mengenvergleichen und strukturellen Vergleichen. Hierzu werden die Informationen dieses Kapi-
tels direkt weiterverarbeitet. Außerdem werden die Aussagen besprochen, die solche Vergleiche
liefern können. Das folgende Kapitel liefert quasi die theoretischen Grundlagen für die Automa-
tisierung von Vergleichen zur Unterstützung der Qualitätssicherung.
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Dieses Kapitel bespricht die Möglichkeiten der Vergleichbarkeit konkreter Konfigurationen. Ge-
klärt werden also die Fragen, auf welcher Basis sinnvolle Vergleiche stattfinden können, wie
diese durchgeführt werden können und welche Aussagen sich daraus ziehen lassen. Hierzu flie-
ßen die Erkenntnisse des vorhergehenden Kapitels direkt ein. Die erarbeiteten Feature-Modell-
Erweiterungen bilden die Grundlage für die vorgestellten Mengen-Vergleiche und in diesem Zu-
sammenhang wird analysiert, wann Konfigurationen ähnlich sind.
Bezüglich der Untersuchung von Qualitätszielen auf Basis attributierter Feature-Modelle sei an
dieser Stelle auch auf Veröffentlichungen von Norbert Siegmund, z. B. [Sie+12], hingewiesen. Die
beschriebene Vorgehensweise zur Annotation von Qualitätsmerkmalen an Features ist ähnlich
zu der hier beschriebenen, beschreibt die damit verbundenen Probleme jedoch intensiver. Ins-
besondere das Erarbeiten von aussagekräftigen Metriken ist ein Problem, das seine Arbeiten
adressieren.
Um Konfigurationen zu vergleichen, sind die folgenden Schritte durchzuführen:
1. Im ersten Schritt ist das Qualitätsziel zu wählen, auf das sich der Vergleich bezieht.
Abhängig von der Art des Ziels (X-, Q- oder G-Ziel) ist eine Metrik – und hierfür un-
ter Umständen ebenfalls eine Heuristik – zu bestimmen. Auf Basis dieser Metrik muss
geklärt werden, wie sich Features messen lassen und wie ein Gesamtwert für eine Konfigu-
ration bestimmt werden kann, um ganze Konfigurationen pauschal miteinander vergleichen
zu können.
2. Anschließend muss das den zu vergleichenden Konfigurationen zugrundeliegende Feature-
Modell erweitert werden. Alle – mindestens jedoch die in den zu vergleichenden Konfigu-
rationen enthaltenden – Features müssen hinsichtlich der gewählten Qualität und Metrik
vermessen werden. Die Messwerte werden in Form von Attributen an den betreffenden
Features notiert.
3. Konfigurationen lassen sich aus zwei Perspektiven betrachten, aus denen heraus ein Ver-
gleich stattfinden kann. Einerseits kann man Mengen von Features betrachten. Ein Feature-
Modell bildet hierfür die Grundmenge und jede davon abgeleitete, gültige Konfiguration
ist eine Teilmenge dieser Grundmenge1. Andererseits kann es sinnvoll sein, nicht belie-
bige Konfigurationen miteinander zu vergleichen, sondern vor allem ähnliche Konfigura-
tionen zu betrachten. Hierzu muss definiert werden, wann Konfigurationen ähnlich sind.
Die Ähnlichkeit erlaubt den Einbezug der Konfigurationsstruktur in die Betrachtung, um
sinnvolle Aussagen treffen zu können.
1Anmerkung: Nicht jede Teilmenge der Grundmenge ist auch gleichzeitig eine gültige Konfiguration. Liegt eine
Teilmenge der Grundmenge vor, erfordert dies eine separate Überprüfung, ob es sich um eine gültige Konfi-
guration handelt.
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4. Im letzten Schritt sind die Ergebnisse des Vergleichs zu interpretieren, um daraus einen
konkreten Nutzen ziehen zu können.
4.1 Vergleichbarkeit von Konfigurationen
Konkrete Konfigurationen eines Feature-Modells lassen sich, wie zu Beginn des Kapitels erwähnt
wurde, auf zwei Wege vergleichen: einerseits basierend auf der konkreten Feature-Menge, ande-
rerseits auf Grundlage der Struktur im Sinne der Ähnlichkeit. Beide Perspektiven werden in den
folgenden Abschnitten 4.1.1 und 4.1.2 behandelt.
Zu beachten ist, dass die beiden Wege zum Vergleich von Konfigurationen unterschiedliche In-
tentionen haben. So dient der Vergleich auf Basis von Feature-Mengen dazu, konkrete Konfi-
gurationen, die als Teilmengen von Features einer Grundmenge des Feature-Modells dargestellt
werden, qualitativ miteinander zu vergleichen. Es wird ein Wert für jede Konfiguration errech-
net, der anschließend einen einfachen Vergleich zulässt, um festzustellen, welche Konfiguration
das gewählte Qualitätsziel in größerem Maße erfüllt. Die Untersuchung von Konfigurationen hin-
sichtlich ähnlicher Strukturen dient eher dem Finden von für einen Qualitätsvergleich (mittels
Feature-Mengen) geeigneten Konfigurationen. Es könnte beispielsweise interessant sein zu wis-
sen, ob das Qualitätsmaß zwischen strukturell ähnlichen Konfigurationen stark schwankt oder
sich eher konstant hält.
4.1.1 Vergleich von Konfigurationen auf Basis attributierter Feature-Mengen
Die Betrachtung von Feature-Modell und zugehöriger Konfigurationen als Mengen von Features,
wobei das Feature-Modell die Grundmenge repräsentiert und die Konfigurationen als Teilmenge
dieser Grundmenge interpretiert werden, erlaubt das direkte Anwenden der bereits in Kapitel 3
eingeführten Berechnungsvorschriften.
Für eine technische Umsetzung sollte die Interpretation als Feature-(Teil)-Mengen leicht abge-
wandelt werden. Die Information, ob ein Feature Teil einer Konfiguration ist oder nicht, wird in
Form einer
”
angehängten“ Information über diesen Status repräsentiert. Das bedeutet, dass ein
Feature die folgenden drei Auswahlzustände annehmen kann: ausgewählt (selected), abgewählt
(deselected) oder noch unentschieden (undecided). Der initiale Zustand der Features im Modell
ist undecided. Ob ein Feature Teil einer Konfiguration ist oder nicht, ist also zu Beginn nicht
entschieden. Im Verlaufe der Konfiguration wird über jedes Feature eine Entscheidung getroffen,
diesen Zustand zu ändern, also zu entscheiden, ob das Feature Teil der Endkonfiguration ist oder
nicht. Eine fertige Konfiguration enthält dementsprechend keine undecided Features. Iterationen,
in denen alle drei Zustände vorkommen, sind Teil eines stufenweisen Konfigurationsprozesses,
auch Staged Configuration genannt, auf den an dieser Stelle jedoch nicht näher eingegangen
werden soll. Alle beschriebenen Schritte zur Qualitätsbestimmung sind jedoch auch analog auf
Iterationen bei der Staged Configuration übertragbar. Darauf sei an dieser Stelle hingewiesen.
Für die Datenstruktur, über die die Qualität gemessen werden soll, bedeutet das, dass die
Feature-Menge an sich immer gleich bleibt. Untersucht wird folglich eine Menge von Features,
die für die Untersuchung eindeutig identifizierbar sein muss, zum Beispiel über einen Identifika-
tor. Zudem enthält jedes Feature in der Menge seinen jeweiligen Messwert für die betrachtete
Qualität in Form eines Attributes. Schließlich enthält jedes Feature die Information über seinen
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Auswahlzustand. Die Abbildung 4.1 visualisiert das eben erläuterte Verhalten in Form einer
groben Ablaufskizze des Konfigurationsprozesses. Die Kennzeichnung der Qualitäten ist dort
nicht dargestellt. Die einzelnen Features sowie das Modell sind lediglich schematisch dargestellt
und durch Zahlen gekennzeichnet. Zu sehen ist, dass das Modell beim Konfigurationsprozess als
Feature-Menge angesehen werden kann, in der alle Features zunächst unentschieden enthalten
sind. Werden Auswahlentscheidungen getroffen, entsteht eine partielle Konfiguration. Partielle
Konfigurationen enthalten neben den entschiedenen (aus- oder abgewählten) Features noch un-
entschiedene Features. Wurde über alle Features entschieden, handelt es sich um eine vollständige
Konfiguration.
Abbildung 4.1: Grobe Ablaufskizze zum Generieren einer Konfiguration von einem Feature-
Modell
Um die Qualität einer Menge zu untersuchen, werden die qualitätsbezogenen Attribute wie
in der Konsolidierungsberechnung vorgeschrieben, miteinander verrechnet. Wichtig ist hierbei,
alle deselected Features aus der Betrachtung zu entfernen. Lediglich die selected und undecided
Features sind entscheidend für die Qualität der dargestellten SaaS-Anwendung.
Konfigurationen bzw. Modelle sind folglich insofern miteinander vergleichbar, als dass man die
Ergebnisse der Konsolidierungsberechnung direkt miteinander vergleichen kann. Das erlaubt eine
einfache Aussage darüber, welche Konfiguration bzw. welches Modell das jeweilige Qualitätsziel
in größerem Maße erfüllt.
4.1.2 Identifikation von ähnlichen Konfigurationen
Der Einbezug der Struktur in die Betrachtung der Vergleichbarkeit von Konfigurationen erlaubt
es, ähnliche Konfigurationen zu identifizieren. Das ist nützlich, um zu entscheiden, welche Konfi-
gurationen miteinander verglichen werden sollten. Es ist sinnvoll, die Qualitätsdifferenz zwischen
zwei sehr ähnlichen Konfigurationen zu bestimmen. Diese sollte idealerweise möglichst gering
sein. Ist sie dies nicht, könnte das ein Anhaltspunkt für nötige Nachbesserungen sein.
Zu klären ist zunächst aber, wie Ähnlichkeit definiert wird. Um es als konkrete Fragestellung in
den Raum zu stellen: Wann sind zwei Konfigurationen ähnlich?
Im Bereich der Mathematik steht der Begriff der Ähnlichkeit vor allem im Zusammenhang mit
geometrischer Ähnlichkeit. Dabei sind zwei geometrische Formen (in der Ebene) dann ähnlich,
wenn es eine Ähnlichkeitsabbildung zwischen den beiden Formen gibt [Bit+73, S. 220]. Diese Ab-
bildung beschreibt eine beliebige Hintereinanderausführung von Umformungen wie gleichmäßige
Skalierung (zentrische Streckung), Verschiebung, Drehung und Spiegelung [Bit+73, S. 150, 218].
Durch diese Umformungen bleiben die Winkel- und Streckenverhältnisse erhalten, wodurch
sich die Ähnlichkeit begründet. Dieser Ansatz führt beim Vergleich von Feature-Modellen bzw.
47
4 Messen von Auswirkungen der Softwareevolutionsschritte
Feature-Trees nicht sehr weit. Erkennbar ist jedoch, dass es um den Erhalt einiger (aber nicht
aller) Eigenschaften geht. Dieser Ansatz führt die Suche nach einer nützlichen Definition auf
eine abstraktere Ebene, sodass man in der Philosophie fündig werden kann.
Da die Definierbarkeit von Ähnlichkeit in der Philosophie durchaus kontrovers diskutiert wird
und teilweise als unbestimmte Begrifflichkeit verwendet wird [Hub90, S. 138], ist es schwierig, eine
allgemeingültige und akzeptierte Definition zu finden. Zielführend erscheint aber der folgende
Ansatz nach [Hub90, S. 138]:
”
Wenn bestimmte Phänomene einander bloß in einer gewissen Hinsicht gleich sind,
z. B. in ihrer Beziehung zu einem jeweiligen oder gemeinsamen Anderen, werden sie
als einander ähnlich betrachtet. [. . . ] Oft wird Ähnlichkeit von Phänomenen dadurch
definiert, daß sie in einer bestimmten Menge von Merkmalen übereinstimmen.“
Bei dieser Betrachtung ist es möglich, ein Konzept der Ähnlichkeit einzuführen, bei dem ein
Grad der Übereinstimmung festgelegt wird.
”
Dies führt jedoch dazu, daß jeder Gegenstand und
jedes Phänomen jedem anderen in irgendeiner Weise ähnlich sein kann [. . . ].“ [Hub90, S. 138]
Andererseits erlaubt dieser Ansatz die kontextbezogene Festlegung eines Schwellwertes, ab dem
von Ähnlichkeit ausgegangen wird. Da es durchaus sinnvoll sein kann, Vergleiche von Feature-
Modellen durchzuführen, die in unterschiedlichem Maße ähnlich sind, sollen diese Definition und
Perspektive auf Ähnlichkeit die Grundlage für die weiteren Ähnlichkeitsanalysen sein.
Konfigurationen eines Feature-Modells sind dann ähnlich, wenn sie Gemeinsamkeiten aufwei-
sen, die sich nicht notwendigerweise auf die Auswahl gleicher Features beziehen. Auch Gemein-
samkeiten hinsichtlich ihrer Struktur bzw. ihres Aufbaus können Ähnlichkeit bedeuten. Haben
zwei Konfigurationen die identische Feature-Menge selektiert, sind die Konfigurationen eben-
falls ähnlich, jedoch auch – und das ist ein Sonderfall der Ähnlichkeit – gleich. Strukturelle
Ähnlichkeiten lassen sich vor allem in über- und untergeordneten Ebenen der zu vergleichen-
den Feature-Trees feststellen. Jedoch können auch den Baum übergreifende Beziehungen beim
Ähnlichkeitsvergleich herangezogen werden. Eine Implikation (ein Feature bedingt die Selektion
eines weiteren Features) kann in diesem Fall als Eltern-Kind-Beziehung interpretiert werden.
Dabei ist die Antezedenz als Eltern-Knoten und die Konsequenz als Kind-Knoten zu verstehen.
Letztlich können die folgenden Ansätze für ähnliche Strukturen identifiziert werden:
Gleiches Eltern-Feature: Die Konfigurationen enthalten (möglicherweise unterschiedliche) Fea-
tures, die demselben Eltern-Feature zugeordnet werden können (vertikale Betrachtung
zwischen mehreren Ebenen, die nicht direkt aneinander grenzen müssen).
Gleiche Gruppe: Die Konfigurationen enthalten (möglicherweise unterschiedliche) Features, die
derselben Gruppe angehören (vertikale Betrachtung zwischen zwei angrenzenden Ebenen).
Gleiche Features einer Gruppe: Die Konfigurationen enthalten die gleiche Auswahl an Features
innerhalb einer Gruppe (horizontale Betrachtung auf einer Ebene innerhalb einer Gruppe).
Gleiche Features eines Eltern-Features: Die Konfigurationen enthalten die gleiche Auswahl an
Features innerhalb eines Eltern-Features (horizontale Betrachtung auf mehreren Ebenen
innerhalb eines Eltern-Features).
Gleiche Attribute: Features, welche die Konfigurationen gemein haben, haben die gleichen At-
tribut-Werte.
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Die genannten Strukturähnlichkeiten sind von oben nach unten von der schwächsten bis zur
stärksten Ähnlichkeit sortiert, wobei die letzte Ähnlichkeit (gleiche Attribute) gesondert zu be-
trachten ist. Für alle anderen Ähnlichkeiten gilt: Trifft eine Ähnlichkeit zu, sind auch alle darüber
notierten Ähnlichkeiten vorhanden bzw. zutreffend. Die folgende Abbildung 4.2 visualisiert die
Ansätze für Ähnlichkeit, gleiche Attribute ausgenommen.
Abbildung 4.2: Schematische Darstellung der geschilderten Ähnlichkeitsbeziehungen mit Aus-
nahme der Attributgleichheit
Basis für die schematische Darstellung der Ähnlichkeitsbeziehungen bildet ein minimales Fea-
ture-Modell mit dem Stamm-Feature e, den beiden optionalen, untergeordneten Features g1 und
g2 welche selbst jeweils zwei Kind-Features in einer Adjunktivgruppe enthalten.
Oben links wird die Ähnlichkeit des gleichen Eltern-Features dargestellt. Die Features k1 im
linken und k3 im rechten Baum sowie g1 im linken und g2 im rechten Baum haben mit e
jeweils ein gemeinsames Eltern-Feature. Oben rechts wird die Ähnlichkeit der gleichen Gruppe
dargestellt. Die Features k1 im linken und k2 im rechten Baum gehören derselbe Gruppe g1 an.
Auch das Feature g1 im linken und rechten Baum gehören der gleichen Gruppe e an. Unten links
wird die Ähnlichkeit der gleichen Featurs innerhalb einer Gruppe dargestellt. Dabei enthält die
Gruppe unter dem Feature g1 in beiden Bäumen die gleiche Auswahl an Kind-Features (k1 ist
ausgewählt und k2 nicht). Hätte k1 weitere untergeordnete Features, würden diese hier keine
Rolle spielen. Darauf bezieht sich dann die unten rechts dargestellte Ähnlichkeit der gleichen
Features eines Eltern-Features. In diesem Fall muss die gesamte Auswahl unter einem Feature
identisch sein. Das trifft im gezeigten Beispiel auf die Features e, g1 und g2 zu. Hätte das
ausgewählte Feature k1 noch weitere, untergeordnete Features, müssten diese ebenfalls identisch
ausgewählt werden.
Die Ähnlichkeit gleiche Attribute erfordert eine gesonderte Betrachtung, denn es handelt sich
nicht um eine strukturelle Ähnlichkeit im engeren Sinne. Da Konfigurationen mit Features, die
gleiche Attribute aufweisen, jedoch durchaus als ähnlich zu betrachten sind, sei dieser Punkt in
der obigen Liste mit aufgeführt und beachtet.
Um Ähnlichkeit in einem gewissen Grad festzustellen, sollte diese messbar sein. Es bietet sich an,
jeder vorliegenden Ähnlichkeit die Wertigkeit 1 zu geben und anschließend die Anzahl der vorlie-
genden Ähnlichkeiten gemäß der obigen Übersicht zu bestimmen. Besonders große Ähnlichkeiten
werden dadurch automatisch höher bewertet. Wird zum Beispiel die vierte Ähnlichkeit glei-
che Features eines Eltern-Features identifiziert, liegen jeweils mindestens ein Mal auch die
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drei Ähnlichkeiten gleiche Features einer Gruppe, gleiche Gruppe und gleiches Eltern-Feature
vor, weshalb diese Ähnlichkeit mit mindestens dem Wert 4 bewertet wird. Auf diese Weise ist
Ähnlichkeit als Zahl darstellbar, was Vergleiche erlaubt. Ein höherer Ähnlichkeitsgrad bedeutet
mehr strukturelle Ähnlichkeit als ein niedrigerer Wert.
Um festzulegen, welche Konfigurationen als ähnlich gelten und welche nicht, kann ein Grenz-
wert festgelegt werden. Eine anteilige Betrachtung kann an dieser Stelle sinnvoll sein. Dazu
wird der maximale Ähnlichkeitsgrad zweier Konfigurationen bestimmt (jeweils die Ähnlichkeit
zu sich selbst) und der Durchschnitt aus den beiden Werten gebildet. Dieser Durchschnitt ent-
spricht 100 % Ähnlichkeit (bzw. in dem Fall auch Gleichheit). Die Anzahl der tatsächlichen
Ähnlichkeiten zwischen den beiden Konfigurationen kann dann anteilig am Durchschnitt be-
stimmt werden. Ab welchem Ähnlichkeitsanteil zwei Konfigurationen als ähnlich betrachtet
werden, lässt sich damit prozentual festlegen. Demnach können zwei Konfiguration als ähnlich
gelten, wenn sie einen anteiligen Ähnlichkeitsgrad von 75 % aufweisen.
Abbildung 4.3: Konfigurationen zur beispielhaften Berechnung des absoluten und relativen Ähn-
lichkeitsgrades; Modell in Anlehnung an Anhang D
Um das Verfahren zu verdeutlichen, folgt nun ein kurzes Beispiel zur Bestimmung der Ähnlichkeit
zwischen zwei Konfigurationen. Hierzu dienen die beiden Konfigurationen in Abbildung 4.3.
Offensichtlich ist zu erkennen, dass sich die beiden Konfigurationen lediglich darin unterscheiden,
dass in der OR-Gruppe unter dem Sales-Feature in der Konfiguration 2 Invoicing ab- und
Planning ausgewählt ist. Die restliche Auswahl ist identisch.
Die Bestimmung der absoluten und relativen Ähnlichkeit erfolgt in Tabelle 4.1. Die Bestim-
mung erfolgt dort von der
”
schwächsten“ zur
”
stärksten“ Ähnlichkeitsbeziehung. Dabei werden
die Features der Konfigurationen einzeln durchlaufen und es wird bestimmt, ob diese ein ge-
meinsames Eltern-Feature sind, ob sie eine gemeinsame Gruppe bilden, die Features der Grup-
pe gleich ausgewählt wurden und ob alle untergeordneten Features gleich ausgewählt wurden.
Die Anzahl der identifizierten Gemeinsamkeiten werden aufsummiert und bilden den absoluten
Ähnlichkeitsgrad. Zur Bestimmung des relativen Ähnlichkeitsgrades werden für beide Konfigura-
tionen zunächst die maximalen Ähnlichkeitsgrade (die bei jeweils zwei gleichen Konfigurationen
vorliegen würden) bestimmt. In beiden Fällen müssten dabei die vier Ähnlichkeitsbeziehungen
auf die drei Features Sales, Marketing und Customer Relationship Management in beiden Konfi-
gurationen anwendbar sein. Das entspricht in beiden Fällen dem absoluten Ähnlichkeitsgrad 12.
Der Durchschnitt ist folglich ebenfalls 12, was als 100 % Ähnlichkeit angesetzt wird. Demnach
sind sich die beiden Konfigurationen 1 und 2 zu 75 % ähnlich.
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Tabelle 4.1: Übersicht über die bestimmten Ähnlichkeiten der Konfigurationen in Abbildung 4.3
Art Bestimmte Ähnlichkeit (Grund) Wert
Gleiches Eltern- 3 mal gefunden: 3
Feature Sales (Invoicing in 1 und Planning in 2),
Marketing (Market Development in 1 und 2),
Cust. Rel. Mgt. (gesamte Auswahl in 1 und 2)
Gleiche Gruppe 3 mal gefunden: 3
Sales (Invoicing in 1 und Planning in 2),
Marketing (Market Development in 1 und 2),
Cust. Rel. Mgt. (Sales und Marketing in 1 und 2)
Gleiche Features 2 mal gefunden: 2
einer Gruppe Marketing (Market Development in 1 und 2),
Cust. Rel. Mgt. (Sales und Marketing in 1 und 2)
Gleiche Features 1 mal gefunden: 1
eines Eltern-Features Marketing (Market Development in 1 und 2)
Ähnlichkeitsgrad (absolut): 9
Maximale Ähnlichkeit 1: 12
Maximale Ähnlichkeit 2: 12
Maximale Ähnlichkeit Durchschnitt: 12
Ähnlichkeitsgrad (relativ): 75 %
Die Bestimmung eines anteiligen Ähnlichkeitsgrades, bei dem lediglich eine der beiden Konfi-
gurationen als Referenz für die Gleichheit (100 %) dient, ist problematisch. In diesem Fall seien
zwei Konfigurationen betrachtet, bei denen die Feature-Menge der einen Konfiguration (Konf1)
eine echte Teilmenge der zweiten (Konf2) ist. Konf1 sei die Referenzkonfiguration, anhand de-
rer der maximale Ähnlichkeitsgrad bestimmt wird. Ein Vergleich der beiden Konfigurationen
auf Ähnlichkeit wird einen anteiligen Grad von 100 % ergeben, der jedoch intuitiv falsch ist. Die
beiden Konfigurationen sind sich nur zu einem bestimmten Grad ähnlich, jedoch nicht gleich.
Dieser Umstand wird von der oben vorgestellten Methode berücksichtigt.
Zusammenfassend: Ähnlichkeit kann nicht per se bestimmt werden. Es kann also nicht pauschal
geurteilt werden, ob sich zwei Konfigurationen ähneln. Jedoch lässt sich die Ähnlichkeit als
Zahlenwert darstellen, der vergleichbar ist und auch eine prozentuale Zahlenrepräsentation ist
möglich. Es obliegt jedoch dem
”
Nutzer“ des Verfahrens festzulegen, ab welchem Grad (ob fix
oder prozentual) Ähnlichkeit konstatiert wird.
4.1.3 Strukturelles Vergleichen von Konfigurationsmengen
Besonders nützlich im Sinne der QS ist der Vergleich von Konfigurationen im Sinne des Ab-
schnittes 3.1.4. In diesem Fall wird keine Betrachtung attributierter Feature-Modelle vorge-
nommen, sondern es wird eine Menge von Konfigurationen nach verschiedenen Gesichtspunkten
untersucht. An die Features notierte Attribute, die einen bestimmten Wert für ein Qualitätsziel
enthalten, werden dabei nicht betrachtet.
Jede Konfiguration kann bei diesem Vergleich als Feature-Menge betrachtet werden, wie das
in Abschnitt 4.1.1 getan wird. Vergleichsobjekt ist folglich eine Menge, dessen Elemente selbst
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Mengen von Features sind. Das zugrundeliegende Feature-Modell aller Konfigurationen muss
identisch sein. Andernfalls kann kein sinnvoller Vergleich durchgeführt werden. Durch einfache
Mengenvergleiche lassen sich anschließend die im Abschnitt 3.1.4 identifizierten Informationen
extrahieren.
Die zum Vergleich herangezogene Menge an Konfigurationen kann variiert werden. Ein Vergleich
über alle bestehenden Kundenkonfigurationen ist womöglich zu allgemein und liefert nicht die
gewünschten Ergebnisse. Möglicherweise ist aber das Betrachten von ähnlichen Konfigurationen
von Interesse. Kunden, die relativ ähnliche Konfigurationen gebucht haben, haben vermutlich be-
stimmte Features gar nicht ausgewählt. Die Gründe können anhand dieser Information erörtert
werden. Entweder sind die dadurch identifizierten Features nicht buchbar, da das Feature-Modell
dies nicht zulässt, oder es besteht kein Interesse an bestimmten Features. Auf diese Weise lassen
sich Kundengruppen identifizieren, die bestimmte Anforderungen an ihre SaaS-Anwendung stel-
len. Diese Information ist für die Weiterentwicklung der Software interessant, da so bestimmt
werden kann, ob sich der Entwicklungsaufwand für ein Feature lohnt oder nicht. Für die Iden-
tifikation ähnlicher Konfigurationen kann Abschnitt 4.1.2 herangezogen werden.
Die Vorgehendweisen der folgenden Unterabschnitte haben bereits algorithmischen Charakter.
Identifikation von Features, die in keiner der untersuchten Konfigurationen vorkommen
Die gefragten Vergleiche basieren auf einfachen Mengenoperationen. Die Identifikation nicht
ausgewählter Features beispielsweise lässt sich wie folgt bestimmen. Wird im Folgenden dieser
Aufzählung von Konfigurationen gesprochen, kann auch von partiellen Konfigurationen gespro-
chen werden, da auch undecided Features vorkommen dürfen, die in einer vollständigen Konfi-
guration jedoch nicht vorkommen.
1. Die Basis bildet die Menge aller im Feature-Modell enthaltenen Features.
2. Anschließend werden alle zum Vergleich herangezogenen Konfigurationen betrachtet.
a) Die Menge aller selected und ggf. undecided Features der zuerst betrachteten Konfi-
guration wird von der Menge aller Features subtrahiert.
b) Nun wird nur noch die Differenzmenge der Features betrachtet, also die Menge aller
Features ohne die eben subtrahierten Features.
c) Dieser Vorgang wird mit allen Konfigurationen durchgeführt. Die Menge der selected
und undecided Features wird von der verbleibenden Differenzmenge subtrahiert.
3. Die verbleibende Menge enthält ausschließlich die Features, die in den oben genannten
Konfigurationen als deselected markiert wurden, also nicht ausgewählt wurden.
Die verbleibende Menge ist das Ergebnis dieses Vergleichs.
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Identifikation der Konfigurationen, in denen ein betrachtetes Feature enthalten ist
Um die Konfigurationen zu identifizieren, die ein bestimmtes Feature enthalten, ist folgendes
Vorgehen sinnvoll:
1. Ausgangspunkt und Ergebnismenge ist eine leere Menge, die im Folgenden schrittweise
gefüllt wird.
2. Es werden alle zu vergleichenden Konfigurationen hintereinander betrachtet.
a) Die betrachtete Konfiguration wird hinsichtlich der Auswahl des betreffenden Featu-
res untersucht.
b) Ist das betrachtete Feature in der aktuell ausgewählten Konfiguration als selected
oder undecided enthalten, wird die Konfiguration zur Ergebnismenge hinzugefügt.
c) Ist das betrachtete Feature nicht enthalten, wird die nächste Konfiguration betrachtet.
3. Die erzeugte Ergebnismenge enthält alle Konfigurationen, die das untersuchte Feature
enthalten.
Die Ergebnismenge enthält die betreffenden Konfigurationen. Die Mächtigkeit der Menge ist
entsprechend die Anzahl der Konfigurationen, in denen das Feature enthalten ist.
Diese Untersuchung könnte mit allen Features durchgeführt werden, um Features zu identi-
fizieren, die besonders selten vorkommen oder jene, die besonders häufig oder sogar in allen
Konfigurationen vorkommen.
Informationen zu Abhängigkeiten, in denen ein betrachtetes Feature steht
Die Extraktion von Abhängigkeiten aus einem Feature-Modell kann ohne die Betrachtung kon-
kreter Konfigurationen erfolgen. Auch die Markierungen als selected, deselected und undecided
spielen hierfür keine Rolle. Eingabe zu diesem Vergleich ist lediglich das Feature-Modell und ein
zu untersuchendes Feature.
Abhängigkeiten können im Feature-Tree nach oben hin gefunden werden, falls das Feature in
dem Modell als obligatorisch gekennzeichnet ist. Ansonsten bestehen möglicherweise baumüber-
greifende Abhängigkeiten. Informationen zu einem Feature könnten dementsprechend wie folgt
extrahiert werden:
1. Zunächst sind allgemeine Informationen zum Feature interessant. Der Name, ggf. ein Iden-
tifikator und die ggf. zugehörigen Attribute können ausgegeben werden.
2. Anschließend lässt sich feststellen, ob das übergeordnete Feature bzw. die übergeordnete
Gruppe die Auswahl des untersuchten Features erzwingt. In diesem Fall ist das Feature
obligatorisch gemäß des Feature-Trees. Diese Information kann ausgegeben werden.
3. Danach werden die baumübergreifenden Abhängigkeiten untersucht.
a) Es werden nacheinander alle baumübergreifenden Bedingungen betrachtet.
b) Ist das Feature oder ein Attribut des Features Teil dieser Bedingung, kann die Be-
dingung ausgegeben werden.
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4. Das Feature kann auch in einer Konfiguration ausgewählt werden müssen, falls es unterge-
ordnete Features gibt, die aufgrund von baumübergreifenden Abhängigkeiten ausgewählt
werden müssen. Daher wird eine Menge aller untergeordneten Features generiert, die für
die folgenden Schritte verwendet wird.
a) Es werden erneut alle baumübergreifenden Bedingungen nacheinander untersucht.
b) Wird ein dem untersuchten Feature untergeordnetes Feature als Teil der Konsequenz
einer Implikation identifiziert, wird diese baumübergreifende Bedingung ausgegeben.
Die oben beschriebene Vorgehensweise gibt allgemeine Informationen zu einem Feature sowie
Abhängigkeiten, die dieses Feature in seinem Auswahlzustand bei einer Konfiguration beeinflus-
sen, aus. Dazu gehört die direkte Abhängigkeit zum übergeordneten Feature, Bedingungen, die
das Feature betreffen sowie Bedingungen, die die Auswahl untergeordneter Features erzwingen,
was auch zur Auswahl des untersuchten Features führen muss.
4.2 Herleitbare Aussagen
Welche konkreten Aussagen über die Qualität einer SaaS-Anwendung getroffen werden können,
lässt sich am besten anhand einer groben Ablaufskizze analysieren, welche die Ein- und Ausgaben
der anzustellenden Vergleiche visualisiert. Hierzu sollen die folgenden Abbildungen 4.4 und 4.5
dienen.
Abbildung 4.4: Grobe Ablaufskizze für den Vergleich über Feature-Mengen einer Konfiguration
vor und nach einem Softwareevolutionsschritt
Die Abbildung 4.4 beschreibt zunächst einen einfachen Vergleich einer Konfiguration zu zwei
Zeitpunkten: vor und nach einem Softwareevolutionsschritt. Wichtig: Ein Softwareevolutions-
schritt umfasst in diesem Fall explizit nicht die Veränderung der zugrundeliegenden Struktur
des Feature-Modells, sondern lediglich die Veränderung der Features selbst. Andernfalls wäre ein
Vergleich zweier Konfigurationen nicht mehr sinnvoll, da die zweite Konfiguration möglicherweise
ungültig werden würde. Der horizontale Übergang kennzeichnet diesen Entwicklungsschritt. Bei-
de Konfigurationen werden hinsichtlich ihrer Qualität pro enthaltenem (selected oder ggf. un-
decided) Feature vermessen. Hier ist zu beachten, dass die Qualität im Kontext des konkreten
Qualitätsziels oder der konkreten Qualitätsziele zu verstehen ist, nach dem/denen untersucht
wird.
54
4.2 Herleitbare Aussagen
Die entsprechend mit den Messergebnissen annotierten bzw. attributierten Konfigurationen wer-
den anschließend im Vergleich über Feature-Mengen miteinander verglichen. Die Ausgabe dieses
Vergleichs ist die festgestellte Qualitätsdifferenz der beiden Konfigurationen zueinander.
A Der Ausgang A beschreibt die erste Aussage, die durch Vergleiche getroffen werden kann. Es
wird die Frage beantwortet, wie sich eine konkrete Konfiguration im Zuge von Softwaree-
volutionsschritten hinsichtlich ihrer Qualität verändert. Diagnostiziert der Vergleich eine
Entfernung im gewünschten Qualitätsziel, ist das ein Hinweis darauf, dass Nachbesserun-
gen nötig sind, bevor der Softwareevolutionsschritt an die Kunden weitergegeben wird.
Abbildung 4.5: Grobe Ablaufskizze für den Vergleich über Feature-Mengen ähnlicher Konfigu-
rationen mit und ohne Einbezug eines Softwareevolutionsschrittes
In der Abbildung 4.5 fließen nun Vergleiche der Ähnlichkeit mit hinein. Die Ähnlichkeit zur
Identifizierung verwandter Konfigurationen messbar zu machen, kann nützlich sein, um Qua-
litätsdifferenzen zwischen ebendiesen feststellen zu können. Wie Ähnlichkeit festgestellt werden
kann, wurde bereits im Abschnitt 4.1.2 diskutiert. Das eigentliche Ziel ist eine möglichst konstant
hohe Qualität der gesamten Software, unabhängig von den Konfigurationen, welche die Kun-
den letztlich wählen. Jedoch ist es dazu nötig, die Ursache für etwaige Qualitätsschwankungen
lokalisieren zu können. An dieser Stelle spielen ähnliche Konfigurationen eine Rolle. Bei ih-
nen kann vermutet werden, dass sie aufgrund ihrer Ähnlichkeit hinsichtlich der Struktur auch
Ähnlichkeiten hinsichtlich der Menge der mit dem Programm lösbaren Probleme aufweisen.
An dieser Stelle ist eine möglichst gleich hohe Qualität von besonderem Interesse und starke
Schwankungen sollten verhindert werden.
Im linken Teil der Abbildung 4.5 ist ebendieser Vergleich zweier ähnlicher Konfigurationen aufge-
zeigt. Die Identifikation von ähnlichen Konfigurationen wird bereits vorausgesetzt. Der Vergleich
läuft analog zum Vergleich aus Abbildung 4.4 ab. Die Ausgabe lässt jedoch eine andere Aussage
über die Softwarequalität herleiten.
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B Der Ausgang B beschreibt die Qualitätsdifferenz zweier sich ähnelnder Konfigurationen zu
einem Zeitpunkt des Software-Lebenszyklus. Es wird die Frage beantwortet, wie sehr sich
zwei zu einem bestimmten Grad ähnliche Konfigurationen hinsichtlich ihrer Qualität ab-
weichen. Wird eine große Abweichung festgestellt, ist das ein Hinweis darauf, dass an dieser
Stelle nachgebessert werden muss.
Der rechte Teil der Abbildung 4.5 beschreibt nun einen Vergleich der beiden zuvor vergliche-
nen Konfigurationen nach einem Softwareevolutionsschritt. Die Konfiguration A.1 wird nach
der Softwareevolution A.2 genannt und B.1 (die zu A.1 ähnliche Konfiguration) wird nun B.2
genannt. Wünschenswert ist, dass A.2 und B.2 nach wie vor zueinander ähnlich sind. Das Maß
der Ähnlichkeit kann sich jedoch verändert haben. Anschließend findet ein Vergleich der beiden
”
neuen“ Konfigurationen statt, um erneut die Qualitätsdifferenz zwischen den Konfigurationen
festzustellen. Der letztendliche Vergleich der beiden Qualitätsdifferenzen – vor und nach dem
Softwareevolutionsschritt – führt dann zu einer weiteren Aussage zur Qualität an Ausgang C.
C Der Ausgang C beschreibt die Qualitätsdifferenz zwischen den beiden verglichenen Qua-
litätsdifferenzen. Es wird die Frage beantwortet, wie sich die Qualitätsschwankung zwi-
schen einander ähnlichen Konfigurationen im Zuge der Softwareevolution verändert. Auf
diese Weise kann überprüft werden, ob sich die Qualitätsdifferenz zweier ähnlicher Kon-
figurationen nach der Weiterentwicklung der Software verringert hat oder ob sie größer
geworden ist. Ist Letzteres der Fall, ist das ein Hinweis für erforderlichen Korrekturbedarf.
Verringert sich die Differenz, ist das ein Signal dafür, dass durch die Softwareevolution die
Qualität (zumindest in einem gewissen Maße) homogenisiert wurde.
Die bisherigen Aussagen A bis C beziehen sich auf Vergleiche auf Basis attributierter Feature-
Modelle und Konfigurationen wie sie in den Abschnitten 4.1.1 und 4.1.2 behandelt wurden. Die
im Abschnitt 4.1.3 behandelte Art, eine Menge von Konfigurationen hinsichtlich der Auswahl
von Features zu vergleichen, lässt jedoch auch Aussagen über die Softwarequalität zu.
Diese Aussagen wurden im entsprechenden Abschnitt bereits erwähnt, sollen hier der Vollstän-
digkeit halber als Punkte D bis F ergänzt werden.
D Durch die Eingabe einer Menge zu vergleichender Konfigurationen und des zugehörigen
Feature-Modells lassen sich die Feature-Mengen der einzelnen Konfigurationen der Ein-
gabe miteinander vergleichen. Ergebnis dieses Vergleichs sind beispielsweise alle diejeni-
gen Features, die in keiner der Konfigurationen vorkommen. Das sind genau diejenigen
Features, die in jeder Konfiguration als deselected markiert sind. Die Identifikation die-
ser Features kann nützlich sein, um darüber zu entscheiden, einzelne dieser Features nicht
länger weiterzuentwickeln und aus dem Lebenszyklus der SPL zu entfernen. Das Entfernen
solcher Features hat keinen Einfluss auf die bestehenden Konfigurationen der Kunden.
E Auf der anderen Seite ist eventuell nicht nur die Identifikation der ungenutzten Features in-
teressant, sondern die Untersuchung des
”
Wirkungsradius“ eines Features. Hierzu ist die
Eingabe einer Menge der zu vergleichenden Konfigurationen sowie das zu überprüfende
Feature nötig. Ausgegeben werden alle diejenigen Konfigurationen, die das betreffende
Feature enthalten. Ist das Feature in vielen Konfigurationen enthalten, würde das Ent-
fernen des Features auch viele bestehende Konfigurationen ungültig machen. Sind keine
oder nur wenige Konfigurationen betroffen, hätte das Entfernen keine so weitreichenden
Folgen. Diese Informationen erlauben Aussagen über die
”
Beliebtheit“ von Features bei
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den Kunden und über die Rentabilität eines Features. Ist die Pflege und Weiterentwick-
lung eines Features beispielsweise mit sehr hohen Aufwendungen verbunden, obwohl das
Feature nur von einer sehr kleinen Anzahl von Kunden tatsächlich genutzt wird, könnte
es eine unternehmerisch kluge Entscheidung sein, das Feature zu entfernen. Andersherum:
Wird in Betracht gezogen, ein Feature zu entfernen, da es beispielsweise sehr viel Kosten
verursacht oder weil es für überholt gehalten wird, ist das Feature jedoch in einer Vielzahl
von Kundenkonfigurationen enthalten, sollte vom Entfernen abgesehen werden. In diesem
Fall wäre es möglicherweise eine unternehmerisch falsche Entscheidung, das Feature zu
entfernen, da durch das Entfernen zwar die Entwicklungskosten reduziert werden könnten,
durch die Invalidierung zahlreicher bestehender Konfigurationen jedoch auch viele Kunden
verloren gehen könnten. Das wiederum führt zu einem finanziellen Verlust, der durch die
Einsparung zu Beginn nicht gedeckt wird.
F Ebenfalls auswertbar sind Informationen über ein bestimmtes Feature. Eingabe dieser Unter-
suchung ist lediglich das Feature-Modell und ein zu untersuchendes Feature. Ausgegeben
werden alle das Feature betreffenden Abhängigkeiten, also ob das Feature ein obligatori-
sches Feature ist, welche anderen Features durch die Auswahl des betreffenden Features
beeinflusst werden und durch welche Abhängigkeiten die Auswahl des betreffenden Fea-
tures beeinflusst wird (entweder direkt oder durch Abhängigkeiten, die die Auswahl eines
Kind-Features beeinflussen). Diese Informationen erlauben Aussagen darüber, wie vernetzt
ein Feature im Feature-Modell ist. Das Entfernen eines Features hat möglicherweise zur
Folge, das zahlreiche Konfigurationsmöglichkeiten nicht mehr existieren, da auch andere
Features entfernt werden müssen. Hierdurch lässt sich Einsparpotenzial lokalisieren bzw.
andererseits auch Gefahrenpotenzial, falls ein Feature stark in Abhängigkeit anderer Fea-
tures steht.
4.3 Messbarkeit vs. Abschätzbarkeit
Die Frage, wie genau die obigen Messergebnisse sind, ist an dieser Stelle unbedingt zu klären
und erfordert eine kritische Betrachtung. Mögliche Fehlerquellen lassen sich an vielen Stellen
identifizieren. Hierzu eine Auswahl:
• Frage für das Qualitätsziel falsch identi-
fiziert.
• Ungünstigen Anhaltspunkt zur Messung
des Ziels gewählt.
• Ungeeignete Metrik zur Messung von X-
bzw. Q-Zielen bestimmt.
• Fehlerhafte oder zu ungenaue Heuristik
für ein G-Ziel erarbeitet.
• Fehlerhafte Konsolidierungsberechnung
bestimmt, um die Qualität einer Konfi-
guration zu berechnen.
• Fehlerhafte Messung/Bestimmung der
Qualität an den Features.
• Ungünstige Konfigurationen zum Ver-
gleich herangezogen.
• Ergebnisse falsch interpretiert.
Die Liste stellt keinen Anspruch auf Vollständigkeit, aber die genannten Punkte sollen an dieser
Stelle genügen, um die Fehleranfälligkeit vor Augen zu führen. Eine größtmögliche Sorgfalt ist
also bei der Erarbeitung eines Verfahrens für die QS an den Tag zu legen, um ein maximal
aussagekräftiges Ergebnis zu erzielen.
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Dabei ist das Treffen von nützlichen Aussagen im Bezug auf X- und Q-Ziele tendenziell einfacher
als das bei G-Zielen der Fall ist. Grund ist die Natur der Heuristik, die ihre Daseinsberechtigung
hat, eben weil das genaue Messen nicht oder nur mit sehr hohem Aufwand möglich ist. Ebenfalls
zu Ungenauigkeiten führt die Auswahl geeigneter Konfigurationen über die Ähnlichkeit, da die
Wahl eines minimalen Ähnlichkeitsgrades, ab dem Konfigurationen als ähnlich betrachtet wer-
den, eher willkürlich geschieht. Möglicherweise lässt sich aber im konkreten Anwendungsfall eine
formale Vorschrift erarbeiten, um den für einen Vergleich ähnlicher Konfigurationen sinnvollen
Ähnlichkeitsgrad mathematisch zu bestimmen.
Die Aussagekraft über konkrete Kundenkonfigurationen ist ebenfalls mit Unsicherheiten belegt.
So müssen Kundenschwankungen bedacht werden, wonach die Wahl bestimmter Features der
SaaS-Anwendung schwanken kann. So können Kunden wegfallen, neue Kunden das System bu-
chen oder bestehende Kunden ihre Konfiguration ändern. Diese Schwankungen relativieren die
getroffenen Aussagen zur QS in einem gewissen Maße.
Ergebnisse im Rahmen von Vergleichen von Konfigurationen hinsichtlich der Anwendungsqua-
lität haben jedoch stets ihren Wert. Einzige Voraussetzung: Sie sollten der Qualitätsverbesserung
dienlich sein. Gewisse Ungenauigkeiten und Schwankungen müssen dabei akzeptiert und bedacht
werden.
4.4 Zusammenfassung
In diesem Kapitel wurden die Ergebnisse der vorherigen Kapitel genutzt, um Verfahren zu
erarbeiten, die für die Qualitätssicherung von Nutzen sein können. Diese Verfahren beruhen auf
dem Vergleichen von (teils ausgewählten) konkreten Konfigurationen miteinander. Sie erlauben
das Identifizieren von zu großen Qualitätsunterschieden zwischen ähnlichen Konfigurationen,
das Feststellen des
”
Wirkungsradius“ von Änderungen im Zuge der Softwareevolution und das
Finden von qualitativen
”
Problemzonen“ innerhalb einer SaaS-Anwendung. Dazu beruhen diese
Vergleiche auf dem Vergleich von Feature-Mengen miteinander – sowohl mit qualitätsbezogenen
Attributen versehen als auch ohne solcher Attribute – bzw. auf dem Vergleich von struktureller
Ähnlichkeit zwischen Konfigurationen.
Damit wurde die Basis dafür geschaffen, Werkzeuge zu entwickeln, die bei der Qualitätssicherung
von Bedeutung sein können. Im nächsten Kapitel soll ein solches Werkzeug prototypisch umge-
setzt werden. Dabei ist das Vergleichen von Mengen konkreter Konfigurationen der Ausgangs-
punkt. Das entwickelte Werkzeug analysiert also den Wirkungsradius einzelner Features, um
Entscheidungen für die Softwareevolution treffen zu können.
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In den vorhergehenden Kapiteln wurde die theoretische Basis dafür geschaffen, um Feature-
Modelle zur Qualitätssicherung einsetzen zu können. Hierzu wurden unterschiedliche Quali-
tätsziele und Wege zur Analyse untersucht sowie Vergleichsverfahren entworfen, die Aussagen
zur Qualität einer SaaS-Anwendung zulassen. Diese Verfahren lassen sich zumindest teilweise
automatisieren.
Dieses Kapitel betrachtet ein Vergleichsverfahren, das sich vollständig automatisieren lässt: das
Vergleichen von Mengen von Konfigurationen hinsichtlich der
”
Wirkungsradien“ einzelner Fea-
tures wie es in Abschnitt 4.1.3 behandelt wurde. Im genannten Abschnitt wurden zu diesem
Zweck bereits an Algorithmen angelehnte Vorgehensweisen präsentiert, die sich im Rahmen
dieses Kapitels implementieren lassen. Daher ist die Umsetzung dieser Algorithmen besonders
naheliegend.
Die Betrachtung von Algorithmen zur Qualitätssicherung auf Basis attributierter Feature-Mo-
delle bleibt an dieser Stelle etwas außen vor, da hierzu einerseits bereits Untersuchungen existie-
ren (siehe hierzu z. B. [Sie+12]) und die Untersuchung andererseits den Rahmen dieser Bachelor-
arbeit sprengen würde. Hinzu kommt die nur teilweise mögliche Automatisierung der Messung
von Qualitätszielen an den einzelnen Features. Dazu wären zusätzliche Betrachtungen nötig, um
ein aussagekräftiges Fallbeispiel untersuchen zu können. Zufällig gewählte Werte für die Qualität
ließen auf der anderen Seite keine Aussagen darüber zu, wie praktikabel solche Algorithmen in
der Praxis wären.
Das weitere Vorgehen lässt sich folgendermaßen kurz skizzieren: Zunächst werden entsprechen-
de Algorithmen für den Vergleich der Konfigurationen abgeleitet. Die Grundlage dafür befindet
sich bereits im Abschnitt 4.1.3. Anschließend werden die erarbeiteten Algorithmen in einem Plu-
gin für die Entwicklungsumgebung Eclipse prototypisch implementiert. Diese Implementierung
wird anschließend evaluiert. Zur Untersuchung wird das Plugin am Fallbeispiel SAP Business
ByDesign getestet und auf seinen Nutzen hin in Form einer Diskussion analysiert.
5.1 Ableitung eines Algorithmus
Ein Algorithmus lässt bzw. Algorithmen lassen sich nach dem Abschnitt 4.1.3 ableiten. Dort
sind bereits Handlungsvorschriften im Stile von Algorithmen angegeben, die in diesem Abschnitt
konkretisiert werden sollen.
Zunächst soll geklärt werden, was die Implementierung leisten wird, um das konkrete Ziel vor
Augen zu führen. Die Abbildung 5.1 dient da zur Veranschaulichung. Gezeigt wird die zu im-
plementierende Funktionalität abstrakt als Algorithmus in der Mitte der Grafik. Dieses Objekt
wird definiert durch seine Ein- und Ausgaben, die in der Grafik konkret angegeben sind.
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Abbildung 5.1: Ein-/Ausgabe-Konzept des Algorithmus
Der Blick sei zunächst auf die Ausgaben gerichtet. Dort sind drei Fragen formuliert, die der
Algorithmus im Sinne der Qualitätssicherung beantworten soll.
• Welche Features kommen in keiner der Konfigurationen vor?
• Welche und wie viele Konfigurationen enthalten das Feature?
• Welche Informationen sind für den Auswahlstatus des Features relevant?
Der Algorithmus soll folglich klären können, welche Features aus einem Feature-Modell entfernt
werden können, ohne dass dadurch die vorhandenen Kunden-Konfigurationen ungültig werden.
Konkret sind damit all diejenigen Features gemeint, die in allen Konfigurationen als deselected
markiert sind. Weiterhin soll der Algorithmus in der Lage sein, eine Menge von Konfigurationen
nach einem Feature zu durchsuchen, um festzustellen, in welchen und wie vielen Konfigurationen
ein Feature enthalten ist. Das ist die Reichweite eines Features und gibt an, welche und wie viele
Konfigurationen ungültig werden würden, falls das Feature aus der Produktlinie entfernt wird.
Zu guter Letzt soll der Algorithmus für die Qualitätssicherung relevante Informationen zu ei-
nem Feature ausgeben können. Konkret sind das diejenigen Informationen im zugrundeliegenden
Feature-Modell, die Einfluss auf den Auswahlzustand eines Features haben können. Dazu gehört
die Information, ob ein Feature obligatorisch ist, falls das jeweilige Eltern-Element ausgewählt
wird. Außerdem sind die baumübergreifenden Beziehungen interessant, die zur Auswahl des
Features führen oder die
”
greifen“, sobald das Feature ausgewählt wird. Dazu gehören alle Be-
ziehungen, die das Feature direkt enthalten sowie alle Implikationen, die im rechten Operanden
(Konsequenz-Operand) ein dem Feature untergeordnetes Feature enthalten. Letztere sind wich-
tig, da die Auswahl eines untergeordnetes Features immer auch die Auswahl aller übergeordneten
notwendig macht.
Das Klären dieser drei Fragen verlangt nach den drei in der Grafik oben dargestellten Eingabe-
Parametern. Zur Beantwortung der ersten Frage wird eine Menge von Konfigurationen benötigt.
Für die zweite Frage wird zusätzlich noch ein zu untersuchendes Feature benötigt. Für die dritte
Frage wird schließlich neben dem Feature das zugrundeliegende Feature-Modell benötigt. Die
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Implementierung wird ein Modell zur Darstellung von Konfigurationen, Teilkonfigurationen und
Feature-Modellen nutzen, das diese drei Modelle als dieselbe Art Objekt betrachtet. Es handelt
sich also grundsätzlich immer um ein Feature-Modell, unterscheidet sich aber in der Angabe der
Auswahlzustände (selected, deselected und undecided). Das zunächst unkonfigurierte Feature-
Modell enthält keine Entscheidungen über den Auswahlzustand der Features. Daher sind alle
Features als undecided markiert. Erst im Laufe der Konfiguration werden die Zustände nach
und nach auf selected bzw. deselected geändert. Eine Teilkonfiguration enthält neben diesen Ent-
scheidungen jedoch auch noch undecided Features. Dies darf bei vollständigen Konfigurationen
nicht mehr der Fall sein. Vollständige Konfigurationen enthalten also nur selected und deselected
Features. Diese Herangehensweise erlaubt es, alle drei Eingabeparameter des Algorithmus mit-
einander in Beziehung zu setzen. Die Grundlage bildet immer eine Menge von Konfigurationen.
Das Feature-Modell als zweiter Parameter ist dabei ein aus der Konfigurationsmenge heraus-
gegriffenes Modell (denn jede Konfiguration enthält das vollständige Feature-Modell) und der
dritte Parameter ist ein aus dem Feature-Modell ausgewähltes, konkretes Feature.
Die Menge der Konfigurationen muss nicht ausschließlich aus fertig konfigurierten Feature-
Modellen bestehen. Es sind auch Teilkonfigurationen/partielle Konfigurationen zulässig. Ein
unkonfiguriertes Modell innerhalb der Menge soll zwar auch verarbeitet werden können, ist aber
für die Untersuchung nicht unbedingt sinnvoll.
Da die Zielsetzung nun geklärt ist, kann der beschriebene Algorithmus formalisiert werden. Hier-
zu wird der Algorithmus in seine Einzelfunktionalitäten aufgeteilt, sodass jeweils ein Algorithmus
je zu klärende Frage nach Abbildung 5.1 implementiert werden kann.
An dieser Stelle ist zu klären, wie ein Feature-Modell im Speicher aufgebaut sein wird. Da die
prototypische Implementierung im Rahmen eines bestehenden Projektes stattfinden soll, in dem
bereits Feature-Modelle verarbeitet werden, ist es sinnvoll, die dort vorhandene Implementierung
zu verwenden. Ohne die Implementierung der Algorithmen vorweg zu nehmen, da der strukturel-
le Aufbau jedoch für das Verständnis der formalisierten Algorithmen nötig ist, sei in Abbildung
5.2 ein grobes Unified-Modeling-Language (UML)-Diagramm gegeben, das die entsprechenden
Klassen mit ihren Abhängigkeiten zeigt.
Die folgenden Informationen sind in der Abbildung 5.2 dargestellt und für das Verständnis von
Bedeutung: Zunächst ist erkennbar, dass ein Feature-Modell aus Domains, Bedingungen (Cons-
traints) und einem Feature besteht. Die Domains sind für die Attribute von Bedeutung und
daher vorerst nicht so wichtig für das Verständnis. Das Feature ist das Stamm-Element des
dargestellten Feature-Modells. Dieses Feature besteht aus Gruppen, und Gruppen bestehen wie-
derum aus Features. Über dieses Konstrukt lässt sich ein Feature-Tree aufbauen. Zu bemerken
ist, dass Features nie direkt Kind-Features enthalten können. Kind-Features sind grundsätzlich
in Gruppen geschachtelt. Neben Gruppen kann jedes Feature zudem noch Attribute beinhalten,
die aber für die folgenden Betrachtungen ebenfalls weniger bedeutungsvoll sind. Ein Feature
enthält neben Namen und ID immer auch einen Auswahlstatus, der es als undecided, selec-
ted oder deselected markiert. Gruppen enthalten neben ihrer ID die Gruppen-Kardinalität, die
festlegt, wie viele Kind-Features mindestens und wie viele maximal im Zuge der Konfigurati-
on ausgewählt werden müssen bzw. dürfen. Neben der Feature-Tree-Repräsentation besteht ein
Feature-Modell-Objekt aus Bedingungen. Die Bedingungstypen sind durch eine Vererbungshier-
archie modelliert. So gibt es Feature-Bedingungen und Attribut-Bedingungen. Beide verfügen
jeweils über einen linken und rechten Operanden. Im Falle der Feature-Bedingungen handelt es
sich dabei um Features, im Falle der Attribut-Bedingungen um Attribute oder Werte. Während
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Abbildung 5.2: UML-Klassendiagramm zur Veranschaulichung der Klassenstruktur von Feature-
Modellen (erstellt von Julia Schroeter am Lehrstuhl für Softwaretechnologie der
Fakultät Informatik an der Technischen Universität Dresden im Rahmen ihres
ESF-geförderten Dissertationsprojektes und veröffentlicht unter https://github.
com/extFM/extFM-Tooling/wiki/Extended-Featuremodelling)
Attribut-Bedingungen über einen konkret festlegten Vergleichsoperator verfügen, gibt es bei
Feature-Bedingungen nur die Wahl zwischen einer Implikation oder einem Ausschluss, wobei die
Unterscheidung abermals mittels der Vererbungshierarchie erfolgt.
Zur Formalisierung der Algorithmen wurden die in Abschnitt 4.1.3 beschriebenen Handlungsvor-
schriften in Pseudo-Code überführt. Als Pseudo-Code-Sprache wurde die Java-Based Abstract
Notation for Algorithms (Jana) eingesetzt. Da die prototypische Implementierung in Java erfol-
gen soll, bietet sich Jana als Beschreibungssprache an. Sie verwendet eine Java-ähnliche Syntax
und bietet ein angemessenes Maß an Flexibilität zur einfachen Darstellung von Algorithmen und
Funktionskonzepten. Auf zwei Besonderheiten soll aber hingewiesen werden. Zum einen werden
Parameter von Funktionen mittels vorangestelltem Pfeil als eingehend (↓), ausgehend (↑) oder
ein- und ausgehend (l) markiert und zum anderen müssen die Typen von Variablen und Pa-
rametern nicht unbedingt kenntlich gemacht werden, falls diese für den Algorithmus weniger
relevant sind oder falls sich der Typ aus dem Zusammenhang offensichtlich ergibt.1
Zunächst werden in Listing 5.1 fünf kleine Hilfsfunktionen definiert, die für eine Vereinfa-
chung der folgenden Algorithmen dienlich sind. Die Funktion getAllFeatures() gibt alle im
übergebenen Feature-Modell enthaltenen Features als Menge (Set) zurück. Nach demselben
Prinzip geben getSelectedFeatures() und getUndecidedFeatures() ebenfalls Features zu-
rück, jedoch nur jeweils die als selected oder undecided markierten. Die Funktion getAllChild-
Features() übernimmt statt eines Feature-Modells ein Feature und hat die Aufgabe, alle unter-
geordneten Features zu liefern. Hierzu wird ein Feature-Modell mit dem übergebenen Feature als
Stammelement erzeugt und anschließend die Funktion getAllFeatures() auf dieses temporäre
1Für weitere Informationen zu Jana sei auf http://www.swe.uni-linz.ac.at/teaching/lva/ss03/algo1 vorlesung/
Materialien.ppt verwiesen.
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Listing 5.1: Hilfsmethoden zur Selektion von Teilen eines Feature-Modells
1 Set <Feature > getAllFeatures (↓model) {
2 return all features of model
3 }
4
5 Set <Feature > getSelectedFeatures(↓model) {
6 return all selected features of model
7 }
8
9 Set <Feature > getUndecidedFeatures(↓model) {
10 return all undecided features of model
11 }
12
13 Set <Constraint > getAllConstraints(↓model) {
14 return all cross tree constraints of model
15 }
16
17 Set <Feature > getAllChildFeatures(↓feature) {
18 // creates a helping feature model with feature as root
19 FeatureModel temporarymodel = new FeatureModel(↓feature)
20 return getAllFeatures(↓temporarymodel)
21 }
Modell angewendet. Die Funktion getAllConstraints() liefert alle in dem übergebenen Modell
definierten, baumübergreifenden Bedingungen als Menge zurück.
Weiterhin wird für die Algorithmen angenommen, dass die übergebenen Feature-Modelle bzw.
Konfigurationen korrekt sind und dass, gemäß der oben beschriebenen Eingabeparameter, die
Menge von Konfigurationen aus (Teil-) Konfigurationen besteht, die auf ein und demselben
Feature-Modell basieren. Andernfalls würden die Analysealgorithmen keine sinnvollen Ergebnis-
se liefern.
Das Listing 5.2 beschreibt den ersten Algorithmus bezogen auf die linke Ausgabe-Frage der Ab-
bildung 5.1. Die beschriebene Funktion getDeselectedFeatures() hat die Aufgabe, aus einer
Menge von (Teil-) Konfigurationen diejenigen Features zu extrahieren, die in allen Konfigura-
tionen durchweg als deselected markiert sind. Das sind diejenigen Features, die im Zuge der
Listing 5.2: Bestimmung der in allen übergebenen Konfigurationen gleichermaßen als deselected
markierten Features
1 Set <Feature > getDeselectedFeatures(↓Set configurations ↓featuremodel) {
2 Set <Feature > resultset = getAllFeatures(↓featuremodel)
3
4 for (config ∈ configurations) {
5 Set <Feature > selectedfeatures = getSelectedFeatures(↓config)
6 Set <Feature > undecidedfeatures = getUndecidedFeatures(↓config)
7
8 resultset = resultset \ (selectedfeatures ∪ undecidedfeatures)
9 }
10
11 return resultset
12 }
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Listing 5.3: Bestimmung aller Konfigurationen der übergebenen Menge, in denen das übergebene
Feature als selected oder undecided markiert vorkommt
1 Set <FeatureModel > getModelsContainingFeature (↓Set configurations ↓feature) {
2 Set <FeatureModel > resultset = ∅
3
4 for (config ∈ configurations) {
5 Set <Feature > relevantfeatures = getSelectedFeatures(↓config)
6 relevantfeatures = relevantfeatures ∪ getUndecidedFeatures(↓config)
7
8 if(feature ∈ relevantfeatures) {
9 resultset = resultset ∪ {config}
10 }
11 }
12
13 return resultset
14 }
Softwareevolution entfernt werden können, ohne dass dadurch eine der bestehenden Konfigura-
tionen ungültig werden würden. Im realen Umfeld sind das die Konfigurationen, die durch die
Kunden gebucht wurden. Das schließt übrigens logischerweise auch davon abhängige Features
mit ein. Alle Features, die eines der Features der Ergebnismenge dieser Funktion per Implikation
verlangen, müssen zwangsläufig auch selbst Teil der Ergebnismenge sein. Dieser Zusammenhang
wird nach kurzer Überlegung deutlich. Was jedoch ebenfalls entfernt werden müsste, was dieser
Algorithmus aber nicht leistet, ist das Auffinden aller baumübergreifenden Bedingungen, die mit
den Features der Ergebnismenge zusammenhängen. Diese sollten ebenfalls entfernt werden, um
ausschließlich anwendbare Bedingungen im Feature-Modell zu behalten.
Zur Erfüllung der Aufgabe übernimmt der Algorithmus zwei Parameter. Zum einen ist das die
Menge der Konfigurationen bzw. Teilkonfigurationen, auf die sich die Analyse bezieht. Zum
anderen ist das das Feature-Modell, auf dem die Konfigurationen basieren. Das Ergebnis des
Algorithmus ist eine Menge von Features.
Der Funktionsrumpf extrahiert aus dem Feature-Modell zunächst die Menge aller Features und
legt diese in der Ergebnismenge ab. Anschließend iteriert der Algorithmus über die Menge der
Konfigurationen und bildet dabei die Differenzmenge aus der momentanen Ergebnismenge und
der Vereinigung aus der Menge der ausgewählten und unentschiedenen Features der jeweils
betrachteten Konfiguration. Nach Abschluss des Schleifendurchlaufes wurden alle Features aus
der Ergebnismenge entfernt, die in mindestens einer Konfiguration ausgewählt wurden oder über
die noch nicht entschieden wurde. Übrig bleiben folglich nur noch diejenigen Features, die überall
als unausgewählt markiert wurden. Diese Ergebnismenge wird zurückgegeben.
Der zweite Algorithmus ist ähnlich einfach aufgebaut wie der erste und ist im Listing 5.3 forma-
lisiert dargestellt. Die Aufgabe des Algorithmus ist es, eine Menge von (Teil-) Konfigurationen
nach einem Feature zu durchsuchen. Zurückgeliefert sollen diejenigen (Teil-) Konfigurationen
werden, die das Feature enthalten (selected) oder potenziell enthalten können (undecided), wenn
es sich um eine unvollständige Konfiguration handelt.
Zur Erfüllung der Aufgabe übernimmt die Funktion getModelsContainingFeature() die zu
untersuchende Menge von Konfigurationen sowie das Feature, nach dem gesucht werden soll, als
Parameter. Die Rückgabe umfasst eine Menge von Konfigurationen.
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Der Funktionsrumpf implementiert den Algorithmus. Zunächst wird eine leere Konfigurations-
menge angelegt – die Ergebnismenge, welche iterativ gefüllt wird. Die for-Schleife iteriert über
die Menge der übergebenen Konfigurationen. Dabei wird eine temporäre Feature-Menge für
jede aktuell betrachtete Konfiguration angelegt und mit den in der Konfiguration als selected
oder undecided markierten Features gefüllt. Falls diese temporäre Menge das gesuchte Feature
enthält, so wird die zugehörige Konfiguration zur Ergebnismenge hinzugefügt. Nachdem die
Schleife abgearbeitet wurde, enthält die Ergebnismenge die gesuchten Konfigurationen und wird
zurückgegeben.
Der dritte Algorithmus ist etwas komplexer als die ersten beiden. Er ist im Listing 5.4 als Funk-
tion retrieveFeatureInformation() formalisiert und bereits im Funktionskopf etwas anders
aufgebaut als die beiden Vorgänger. Der Algorithmus hat die Aufgabe, ein bestimmtes Feature
zu analysieren und relevante Informationen zurückzuliefern. Zu diesen Informationen gehören
zunächst die Metadaten des Features selbst, was jedoch recht trivial gelöst werden kann. Inter-
essanter und wichtiger ist die Analyse dahingehend, ob es sich bei dem Feature um ein obliga-
torisches oder fakultatives Feature handelt und welche baumübergreifenden Bedingungen mit
dem Feature im Zusammenhang stehen. Letzteres umfasst sowohl die Bedingungen, in denen das
Feature direkt enthalten ist, wie auch diejenigen Bedingungen, die indirekt dazu führen, dass
das untersuchte Feature in einer Konfiguration als selected markiert werden muss.
Zur Erfüllung der Aufgabe übernimmt der Algorithmus zunächst das zugrundeliegende Feature-
Modell sowie das zu untersuchende Feature als Parameter. Da mehrere verschiedenartige Infor-
mationen zurückgegeben werden sollen, werden diese als ausgehende Parameter der Funktion
übergeben. Hierzu zählen als Metainformationen zunächst der Name und die ID des Features.
Weiterhin wird ein Wahrheitswert zurückgegeben, der auf true gesetzt wird, falls das Feature
obligatorisch ist und auf false, falls das Feature fakultativ ist. Die Menge der betreffenden
Bedingungen wird über den letzten Parameter zurückgegeben.
Der Funktionsrumpf besteht im Wesentlichen aus drei Teilen:
1. Extrahieren und Zurückliefern der Metadaten
2. Analysieren und Zurückliefern, ob das Feature obligatorisch oder fakultativ ist
3. Bilden und Zurückliefern einer Ergebnismenge der das Feature betreffenden Bedingungen
Der erste Teil ist dabei noch relativ trivial. Es werden lediglich die gewünschten Informationen
aus dem Feature ausgelesen und in die Ausgangsparameter geschrieben.
Der zweite Teil ist etwas anspruchsvoller und verlangt ein Verständnis der Struktur des Feature-
Modells, wie sie in Abbildung 5.2 beschrieben ist. Wann ist also ein Feature obligatorisch und
wann ist es fakultativ? In jedem Fall ist das Stamm-Feature obligatorisch. Es ist zwangsläufig
in jeder gültigen Konfiguration ausgewählt. Für jedes andere Feature gilt: Ein Feature ist ge-
nau dann obligatorisch, wenn die Minimum-Kardinalität der dem Feature direkt übergeordneten
Gruppe genau der Anzahl der zu dieser Gruppe gehörenden Kind-Features entspricht. Das er-
zwingt die Auswahl des betreffenden Features, sobald die Gruppe bzw. das übergeordnete Fea-
ture ausgewählt wird. Andernfalls ist das Feature fakultativ. Genau diese Untersuchung wird im
Algorithmus umgesetzt. Es wird zuerst geprüft, ob es sich bei dem zu untersuchenden Feature
um das Stamm-Feature handelt. Falls ja, wird mandatory auf true gesetzt. Andernfalls wird
die übergeordnete Gruppe des Features ausgewählt und geschaut, ob die Minimum-Kardinalität
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Listing 5.4: Bestimmung von Informationen zu einem übergebenen Feature, insbesondere der
den Auswahlstatus des Features beeinflussenden baumübergreifenden Bedingungen
1 retrieveFeatureInformation(
2 ↓featuremodel ↓feature
3 ↑name ↑id ↑boolean mandatory ↑Set affectingconstraints) {
4 // the output of simple feature information is trivial
5 name = feature.name
6 id = feature.id
7
8 // a feature is mandatory if the minimum cardinality of the parent group
9 // equals the number of the group ’s (direct) child features
10 if(featuremodell.root == feature) {
11 mandatory = true;
12 }
13 else {
14 Group parent = feature.parentgroup
15
16 if(parent.minimumcardinality == |parent.childfeatures |) {
17 mandatory = true
18 }
19 else {
20 mandatory = false
21 }
22 }
23
24 // all cross tree constraints containing the feature are relevant and
25 // all imply cross tree constraints containing a features ’s child feature
26 // (of any tree level) in the right operand are relevant
27 affectingconstraints = ∅
28
29 Set <Constraint > allconstraints = getAllConstraints(↓featuremodel)
30 Set <Constraint > allimplies = ∅
31
32 for(constraint ∈ allconstraints) {
33 if(constraint.leftoperand == feature ||
34 constraint.rightoperand == feature) {
35 affectingconstraints = affectingconstraints ∪ {constraint}
36 }
37
38 if(constraint is an instance of Imply) {
39 allimplies = allimplies ∪ {constraint}
40 }
41 }
42
43 Set <Feature > childfeatures = getAllChildFeatures(↓feature)
44
45 for(constraint ∈ allimplies) {
46 if(constraint.rightoperand ∈ childfeatures) {
47 affectingconstraints = affectingconstraints ∪ {constraint}
48 }
49 }
50 }
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der Anzahl der Gruppen-Kind-Features entspricht. Falls ja, wird mandatory auf true gesetzt,
andernfalls auf false.
Der dritte und letzte Teil führt zwei Suchen aus. Zum einen wird nach Bedingungen gesucht, die
das betrachtete Feature im linken oder rechten Operanden enthalten. Zum anderen wird nach
Implikationen gesucht, die ein dem Feature in beliebiger Ebene untergeordnetes Feature im rech-
ten Operanden (der Konsequenz) enthalten. Letztere sind diejenigen Bedingungen, die, sobald
sie
”
greifen“, automatisch auch zur Auswahl des zu untersuchenden Features führen würden,
denn die Auswahl eines Features bedingt auch in jedem Fall die Auswahl aller übergeordneten
Features bis hin zum Stamm-Feature. Zur technischen Umsetzung werden zunächst die zwei
Bedingungsmengen allconstraints und allimplies erstellt, wobei erstere mit allen Bedin-
gungen des Feature-Modells gefüllt wird und letztere zunächst als leere Menge instantiiert wird.
Anschließend wird über die erste Menge iteriert. Bei jedem Iterationsschritt wird geprüft, ob
das Feature im rechten oder linken Operanden enthalten ist. Falls ja, wird die Bedingung in die
Rückgabemenge affectingconstraints aufgenommen, andernfalls nicht. Zudem wird geprüft,
ob es sich bei der Bedingung um eine Implikation handelt. Falls ja, wird die Bedingung für die
gleich folgende Untersuchung zur Menge allimplies hinzugefügt. Im zweiten Schritt wird die
Menge aller dem zu untersuchenden Feature untergeordneten Features gebildet und anschließend
über die Menge aller Implikationen iteriert. In jedem Interationsschritt wird überprüft, ob das im
rechten Operanden (Konsequenz der Implikation) enthaltene Feature Teil der zuvor gebildeten
Menge ist. Ist das der Fall, wird diese Implikation zur Menge affectingconstraints hinzu-
gefügt, andernfalls nicht. Nach Abarbeitung dieser drei Teile sind alle ausgehenden Parameter
belegt.
Mit der Formalisierung der drei Algorithmen ist die Ableitung von konkreten Algorithmen ab-
geschlossen und die beschriebenen Ideen können prototypisch umgesetzt werden.
5.2 Prototypische Implementierung
Nachdem nun alle Vorüberlegungen getroffen wurden, kann die eigentliche Teilaufgabe angegan-
gen werden, die im Rahmen dieser Bachelorarbeit zu erfüllen ist: Die prototypische Implemen-
tierung eines Werkzeugs zur Qualitätssicherung. Hierzu sollen die drei in den Listings 5.2, 5.3
und 5.4 beschriebenen Algorithmen umgesetzt werden. Die allgemeine Struktur bildet dabei das
in Abbildung 5.1 dargestellte Ein- und Ausgabekonzept.
Die Implementierung ist Teil des extFM-Tooling-Projektes, das auf GitHub.com2 zu finden ist.
Das Projekt besteht aus einer Sammlung von Plugins für die Entwicklungsumgebung Eclipse und
beinhaltet bereits Plugins, die Feature-Modelle analysieren und verarbeiten. Daher kann auf eine
bereits bestehende Klassen-Struktur zur Darstellung von Feature-Modellen zurückgegriffen wer-
den, die bereits im vorhergehenden Abschnitt 5.1 in der Abbildung 5.2 dargestellt ist. Weiterhin
stellt das im Projekt enthaltene Plugin org.js.feature.model.csp mit der Klasse FeatureModel-
Helper einige Funktionalitäten bereit, die den Umgang mit den Feature-Modellen erleichtern.
Die prototypische Implementierung findet als weiteres Plugin in dem extFM-Tooling-Projekt
statt und bekommt dort den Namen org.js.feature.model.quality.assurance. Entsprechend kommt
für die Entwicklung die Programmiersprache Java zum Einsatz.
2Das Projekt ist unter der Adresse https://github.com/extFM/extFM-Tooling/ zu finden
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Abbildung 5.3: Klassendiagramm der Implementierung als Eclipse-Plugin
Die Abbildung 5.3 zeigt die Struktur der Implementierung im UML-Klassendiagramm. Zu sehen
sind die für die Implementierung relevanten Klassen des Plugins, wobei die Klasse QAPlugin
lediglich vom Plugin-System von Eclipse benötigt wird, ansonsten jedoch keine weitere Funktion
erfüllt, die für die konkrete Betrachtung wesentlich wäre.
Als Einstiegspunkte sind die drei Klassen ShowDeselectedFeaturesAction, ShowModelsCon-
tainingAFeatureAction und ShowFeatureDependenciesAction wesentlich. Diese Klassen wer-
den benötigt, um drei Kontextmenüeinträge im Eclipse mit Funktionalität zu füllen. Diese drei
Kontextmenüeinträge stellen die Zugangspunkte zum Plugin für den Benutzer dar. Die run()-
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Metohoden der Klassen werden jeweils beim Klicken auf einen der Menüpunkte ausgelöst. Folg-
lich ist dies der Einstiegspunkt für den Algorithmus selbst. Die Aufgabe der run()-Methoden
ist es, die Eingabedaten für den Algorithmus zusammenzutragen, um damit anschließend den
entsprechenden Algorithmus aufzurufen und deren Ausgabedaten dem Benutzer anzuzeigen.
Die Klasse QAPluginHelper bietet statische Methoden an, die von den vorgenannten Action-
Klassen benötigt werden, um die Eingabedaten zu erzeugen. Die besagten Menüeinträge sind für
den Benutzer im Kontextmenü von Dateiverzeichnissen in der Eclipse-Integrated-Development-
Environment (IDE) anwählbar. Dementsprechend bieten die in der Klasse QAPluginHelper ent-
haltenen Methoden Funktionalitäten an, um aus der Verzeichnisauswahl in der IDE die enthal-
tenen Dateien zu extrahieren, aus einer Menge von Dateien die enthaltenen Feature-Modelle
bzw. (Teil-) Konfigurationen zu extrahieren sowie um den Benutzer aufzufordern, aus einem
gegebenen Feature-Modell ein Feature auszuwählen.
Die Klasse StructureAnalyzer sowie die beiden davon erbenden Klassen ConfigurationSet-
StructureAnalyzer und FeatureBasedStructureAnalyzer implementieren den Algorithmus.
Die Struktur orientiert sich an dem in Abbildung 5.1 vorgestellten Konzept. Es gibt also ei-
ne Basisklasse, welche die drei Eingaben Menge von (Teil-) Konfigurationen, Feature-Modell
und Feature verarbeiten kann und davon erbende Klassen, welche die Analyse durchführen und
die gewünschte Ausgabe liefern, da für jede zu beantwortende Fragestellung unterschiedliche
Eingaben benötigt werden. Die Basisklasse übernimmt neben der bloßen Aufnahme von Ein-
gabewerten zusätzlich auch die Prüfung der Einhaltung gewünschter Zusicherungen. So ist es
gewünscht, dass das eingegebene Feature-Modell aus einer Konfiguration extrahiert wird, die
Element der übergebenen Konfigurationsmenge ist, sowie dass das eingegebene Feature eines
des übergebenen Feature-Modells ist. Diese Zusicherung ist für spätere Suchen in Feature- und
Feature-Modell- bzw. Konfigurationsmengen sinnvoll.
Die eigentliche Implementierung der Analysealgorithmen findet in den Klassen Configuration-
SetStructureAnalyzer und FeatureBasedStructureAnalyzer statt. Erstere hat die Aufgabe,
Analysen allein auf Basis der (Teil-) Konfigurationsmenge durchzuführen. Dementsprechend wird
zur Eingabe und Verarbeitung lediglich eine Menge von FeatureModel-Objekten benötigt. Diese
Analyzer-Klasse implementiert in der Methode getDeselectedFeatures() den in Listing 5.2 be-
schriebenen Algorithmus zum Auffinden derjenigen Features, die in allen übergebenen Konfigura-
tionen als deselected markiert sind. Die Klasse FeatureBasedStructureAnalyzer implementiert
die beiden anderen Listings. Listing 5.3 wird in der Methode getFeatureModelsContaining-
Feature() implementiert. Zurückgegeben wird eine Menge mit FeatureModel-Objekten derjeni-
gen Konfigurationen, die das bei der Klassen-Instantiierung angegebene Feature enthalten. Das
Listing 5.4 wird durch die beiden Methoden isMandatory() und getFeatureConstraintsAf-
fectingFeature() implementiert. Die erste Methode bestimmt dabei, ob es sich bei dem bei der
Klassen-Instantiierung angegebenen Feature um ein obligatorisches Feature handelt oder nicht.
Die zweite Methode liefert eine Menge von FeatureConstraint-Objekten zurück mit denjeni-
gen Bedingungen, die die Auswahl des zu untersuchenden Features betreffen (entsprechend der
Erläuterung zum Listing 5.4).
Die erläuterte Plugin-Struktur ist in der folgenden Tabelle 5.1 noch einmal kurz zusammenge-
fasst.
Zur Überprüfung der Richtigkeit der Implementierung wurden, über die eigentliche Implemen-
tierung hinaus, weitere JUnit-3-Test-Klassen implementiert, welche die Klassen Configuration-
SetStructureAnalyzer und FeatureBasedStructureAnalyzer auf Korrektheit prüfen. Die
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Tabelle 5.1: Übersicht der Klassen der prototypischen Implementierung und deren Funktion
Gruppe Klasse Aufgabe
Plugin QAPlugin Lediglich vom Plugin-System von
Eclipse benötigt
Action QAPluginHelper Hilfsklasse zur Generierung der für
die Analysealgorithmen benötigten
Eingabewerte
ShowDeselectedFeaturesAction Aufrufer-Klasse zum Identifizieren
der in allen übergebenen Konfigura-
tionen abgewählten Features
ShowModelsContainingAFeatureAction Aufrufer-Klasse zur Identifizierung
derjenigen Konfigurationen aus ei-
ner Menge, die ein ausgewähltes
Feature enthält
ShowFeatureDependenciesAction Aufrufer-Klasse zur Identifizierung
von den Auswahlstatus eines Featu-
res beeinflussenden Bedingungen
Analyzer StructureAnalyzer Basis-Klasse zur Verarbeitung der
Eingaben
ConfigurationSetStructureAnalyzer Analyzer-Klasse zur Implementie-
rung der Analysen auf Basis einer
Konfigurationsmenge
FeatureBasedStructureAnalyzer Analyzer-Klasse zur Implementie-
rung der Feature-basierten Analyse-
algorithmen
konkreten Testfälle, dessen Bestehen die Korrektheit nachweisen soll, befinden sich im Anhang
C. Eine Erläuterung zur Auswahl der geprüften Testfälle ist ebenfalls im Anhang gegeben.
Zum Abschluss dieses Abschnitts soll die Bedienung des Plugins kurz erläutert werden. Dazu
wird davon ausgegangen, dass der Quellcode des Plugins inklusive seiner Abhängigkeiten als
Projekte in Eclipse (Basis-IDE) importiert wurden. Zum Ausführen des Plugins muss das ent-
sprechende Projekt erstellt und gestartet werden. Dabei öffnet sich eine neue Eclipse-Umgebung
(Laufzeit-IDE) mit den integrierten Plugins. Dieses Vorgehen ist wichtig, da die Basis-IDE zur
Ausgabe benötigt wird.
Implementiert wurde das Plugin als Kontextmenü-Ergänzung für Ordnerselektionen in der IDE.
Dabei dienen die in dem ausgewählten Ordner enthaltenen EFT-Dateien als Konfigurationsmen-
ge. Beim Ausführen eine der Algorithmen wird also die Ordnerauswahl direkt und vollständig
als Konfigurationsmenge übernommen. Das bedeutet, dass keine Konfigurationen, die auf un-
terschiedlichen Feature-Modellen basieren, in der Auswahl enthalten sein sollten. Ein passender
Ordner kann im Projektexplorer ausgewählt werden, wie es in Abbildung 5.4 exemplarisch dar-
gestellt ist.
Durch einen Rechtsklick auf den Ordner öffnet sich das Kontextmenü, welches den Menüpunkt
Quality Assurance enthält. Dieser Menüpunkt enthält die drei untergeordneten Menüpunkte
Show Feature Dependencies, Show Configurations Containing a Feature und Show Deselected
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Abbildung 5.4: Auswahl eines Ordners mit EFT-Dateien im Projektexplorer von Eclipse
Features (vgl. Abbildung 5.5). Durch Klicken auf eine der Menüpunkte wird der entsprechende
Algorithmus gestartet.
Abbildung 5.5: Kontextmenü des entwickelten Plugins im Eclipse
Im Falle von Show Deselected Features erscheint im Anschluss ein kleiner Ergebnisdialog mit
der Anzahl der identifizierten Features. Die Abbildung 5.6 zeigt einen solchen Dialog. Eine
detaillierte Zusammenfassung aller Ausgabeergebnisse befindet sich jedoch in der Konsole der
Basis-IDE, wie in Abbildung 5.7 zu sehen ist.
Abbildung 5.6: Ergebnisdialog des entwickelten Plugins im Eclipse
Zur Ausführung der anderen beiden Algorithmen wird zusätzlich noch ein Feature benötigt, das
betrachtet werden soll. Hierzu erscheint vor der Ausgabe des Ergebnisdialogs und der Details in
der Konsole ein Auswahldialog zur Selektion des gewünschten Features. Dieser Auswahldialog
ist in Abbildung 5.8 zu sehen.
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Abbildung 5.7: Ergebnisausgabe des entwickelten Plugins in der Konsole der Basis-IDE
Abbildung 5.8: Feature-Auswahldialog des für Eclipse entwickelten Plugins
5.3 Evaluation der Implementierung anhand eines Fallbeispiels
Als Fallbeispiel zur Anwendung des Algorithmus dient die SaaS-Anwendung SAP Business By-
Design. SAP bietet damit eine Cloud-basierte Lösung für die typischen Prozesse und Workflows
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in Unternehmen an. Besonders an dieser Lösung ist die Möglichkeit, die Anwendung den An-
forderungen nach anzupassen. So kann jeder Kunde entsprechend seiner Bedürfnisse an diese
Lösung entscheiden, welche Module bzw. Features er für wie viele Nutzer buchen möchte. Damit
entspricht diese Anwendung unmittelbar dem betrachteten Konzept einer mandantenfähigen
SaaS-Anwendung, die sich aus der Perspektive einer SPL als Feature-Modell darstellen lässt.
Das für das Fallbeispiel genutzte Modell entstammt dem extFM-Tooling-Projekt auf GitHub. Es
orientiert sich am SAP Configurator, der bereits in Abschnitt 2.1 erwähnt wurde. Ein komplettes
Feature-Modell befindet sich in Anhang D. Es ist anzumerken, dass das Modell nicht von SAP
selbst stammt, sondern es sich um einen Nachbau handelt. Jedoch orientiert sich das Modell am
realen SAP Configurator. Daher eignet sich dieses Beispiel durchaus, um einen exemplarischen
Testlauf des entwickelten Eclipse-Plugins durchzuführen, der einem realen Einsatzszenario sehr
nahe kommt.
Das entwickelte Plugin benötigt neben dem Feature-Modell gemäß Anhang D zudem noch ei-
ne Menge konkreter Konfigurationen sowie eine Auswahl an Features, die untersucht werden
sollen.
Die Konfigurationsmenge wurde zufällig generiert und umfasst 100 vollständige, gültige Konfigu-
rationen. Sie simulieren die konkreten Konfigurationen, die 100 Kunden gebucht haben könnten.
Zur exemplarischen Ausführung der Algorithmen ist es nicht von Bedeutung, inwiefern die un-
tersuchten Konfigurationen für Kunden einen sinnvollen Einsatz ermöglichen, also ob die Kom-
bination der selected Features sinnvoll ist. Daher ist die Untersuchung randomisierter Konfigu-
rationen völlig hinreichend.
Bei der Auswahl von zu untersuchenden Features wurden zwei Features weitestgehend wahl-
los herausgegriffen. Die einzige Bedingung bei der Auswahl war die, dass beide Features auch
jeweils in den baumübergreifenden Bedingungen vorkommen, um bei der Untersuchung auf
Abhängigkeiten interessante Ergebnisse zu erhalten. Untersucht werden die beiden Features
Account and Activity Management und Inventory Management.
Die Ausgabe der jeweiligen Analyseergebnisse erfolgt über Konsole mittels Apache Log4j 3 auf
INFO-Level. Die konkrete Ausgabe bei Anwendung des Plugins auf das generierte Fallbeispiel
befindet sich in Anhang E in Form eines Ausgabeprotokolls.
5.3.1 Ausgabe der Algorithmen bei Anwendung auf das Fallbeispiel
Dieser Abschnitt soll einen Überblick über die Ausgabeergebnisse schaffen, die bei der Aus-
führung der implementierten Algorithmen auf das Fallbeispiel entstanden sind. Während die
konkrete Ausgabe im Anhang E detailliert aufgeführt ist, befindet sich hier lediglich eine Zu-
sammenfassung.
Zunächst wurden die 100 Konfigurationen auf Features untersucht, die in keiner der Konfigura-
tionen als selected oder undecided, sondern stets als deselected markiert sind. Die Ausgabe ist
in Tabelle 5.2 kurz zusammengefasst dargestellt. Insgesamt konnten sieben Features identifiziert
werden, die in keiner Konfiguration ausgewählt sind.
3Log4j der Apache Software Foundation ist eine Java-Bibliothek, die Ausführungs-Protokollierung ermöglicht.
Mit ihr ist es beispielsweise möglich, Informationen verschiedener Kategorien/Ebenen (z.B. INFO oder DEBUG)
in die Konsole der IDE zu schreiben. Weitere Informationen gibt es auf der Projekt-Website unter http:
//logging.apache.org/log4j/2.x/.
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Tabelle 5.2: Übersicht über die Ausgabe der Plugin-Aktion Show Deselected Features
ShowDeselectedFeaturesAction
Anzahl der Features: 7
Features: Logistics Control
Supply Planning
Supplier Invoicing
Time and Labor Management
Production
Supply Control
Demand Planning
Im zweiten Schritt wurde diese Untersuchung umgedreht. Es sollen diejenigen Konfigurationen
identifiziert werden, die ein bestimmtes Feature ausgewählt (selected oder undecided) enthalten.
Die Durchführung bei Auswahl des Features Account and Activity Management führt zur in
Tabelle 5.3 zusammengefassten Ausgabe. Dabei ist anzumerken, dass alle Konfigurationen die
Bezeichnung Business ByDesign, gefolgt von einer laufenden Nummer von 00 bis 99, tragen.
Die Angaben in der Tabelle fassen, wo möglich, die Konfigurationen zusammen.
Tabelle 5.3: Übersicht über die Ausgabe der Plugin-Aktion Show Configurations Containing A
Feature bei Auswahl des Features Account and Activity Management
ShowConfigurationsContainingAFeatureAction
Account and Activity Management
Anzahl ermittelter Konfigurationen: 91 (9 enthalten das Feature nicht)
Enthalten: Business ByDesign00 - 50 Nicht enthalten: Business ByDesign51-53
Business ByDesign54 - 80 Business ByDesign81
Business ByDesign82 - 83 Business ByDesign84
Business ByDesign85 - 90 Business ByDesign91 - 94
Business ByDesign95 - 99
Bei Auswahl des Features Inventory Management entsteht die Ausgabe der Tabelle 5.4.
Tabelle 5.4: Übersicht über die Ausgabe der Plugin-Aktion Show Configurations Containing A
Feature bei Auswahl des Features Inventory Management
ShowConfigurationsContainingAFeatureAction
Inventory Management
Anzahl ermittelter Konfigurationen: 65 (35 enthalten das Feature nicht)
Enthalten: Business ByDesign00 - 20 Nicht enthalten: Business ByDesign21
Business ByDesign22 - 30 Business ByDesign31 - 36
Business ByDesign37 - 59 Business ByDesign60 - 70
Business ByDesign71 - 76 Business ByDesign77 - 81
Business ByDesign82 - 83 Business ByDesign84 - 89
Business ByDesign90 Business ByDesign91 - 96
Business ByDesign97 - 99
Im dritten und letzten Schritt sollen Abhängigkeiten identifiziert werden, die im Zusammen-
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hang mit einem bestimmten Feature stehen. Dazu zählen auf der einen Seite all diejenigen
Abhängigkeiten, die auf den Auswahlzustand des Features Einfluss haben. Auf der anderen Sei-
te sind aber auch die Abhängigkeiten von Interesse, die durch die Auswahl des Features den
Auswahlzustand anderer Features beeinflussen. Die Ausführung des entsprechenden Algorith-
mus auf das Fallbeispiel, bezogen auf das Feature Account and Activity Management, führt zu
der Ausgabe in Tabelle 5.5. Das Feature ist folglich kein obligatorisches Feature und es konn-
ten sechs baumübergreifende Abhängigkeiten identifiziert werden. Es handelt sich in dem Fall
ausschließlich um Implikationen, die den Auswahlzustand des Features selbst beeinflussen.
Tabelle 5.5: Übersicht über die Ausgabe der Plugin-Aktion Show Feature Dependencies bei Aus-
wahl des Features Account and Activity Management
ShowFeatureDependenciesAction
Account and Activity Management
Obligatorisches Feature: nein
Beziehungen:
ID Operand 1 Typ Operand 2
c5 Entitlement Management → Account and Activity Management
c4 Customer Invoicing → Account and Activity Management
c2 New Business → Account and Activity Management
c3 Selling Products and Services → Account and Activity Management
c8 Field Service and Repair → Account and Activity Management
c7 Customer Care → Account and Activity Management
Analog dazu zeigt die Tabelle 5.6 dieselbe Ausführung, jedoch bezogen auf das Feature Inventory
Management. Dieses Feature ist ebenfalls nicht obligatorisch, und es können zwei Implikationen
identifiziert werden, die direkten Einfluss auf den Auswahlzustand des Features haben (Bezie-
hungen mit den IDs c18 und c16) sowie eine Implikation, bei der durch die Auswahl des Features
ein anderes Feature ebenfalls ausgewählt werden muss (Beziehung mit der ID c19).
Tabelle 5.6: Übersicht über die Ausgabe der Plugin-Aktion Show Feature Dependencies bei Aus-
wahl des Features Inventory Management
ShowFeatureDependenciesAction
Inventory Management
Obligatorisches Feature: nein
Beziehungen:
ID Operand 1 Typ Operand 2
c19 Inventory Management → Inventory Valuation
c18 Internal Logistics → Inventory Management
c16 Inbound Logistics → Inventory Management
5.3.2 Interpretation der Algorithmen-Ausgabe
Die alleinige Ausgabe der Ergebnisse der Algorithmen genügt noch nicht, um Maßnahmen für
die QS ableiten zu können. Zunächst müssen die Ergebnisse interpretiert werden. Erst aus dieser
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Interpretation können sinnvolle Maßnahmen abgeleitet werden. In diesem Abschnitt sollen daher
Ansätze für die Interpretation der Ergebnisse geliefert werden. Im realen Einsatz lassen sich
durch das zusätzliche Wissen über die konkreten Kunden sicher klarere Aussagen treffen.
Es wurden sieben Features identifiziert (siehe Tabelle 5.2 bzw. Listing E.1), die in keine der 100
Kundenkonfigurationen als selected markiert wurden. Das bedeutet zunächst sicher, dass diese
sieben Features aus dem Feature-Modell entfernt werden können, ohne dass dies die Gültigkeit
der untersuchten Konfigurationen beeinflussen würde. Um das Modell konsistent zu halten,
müssen zudem noch alle baumübergreifenden Abhängigkeiten entfernt werden, die auf diese Fea-
tures verweisen. Hierzu ist der dritte Algorithmus nützlich. Nach ebenfalls zu entfernenden un-
tergeordneten Features muss nicht gesucht werden, da diese durch die geltenden Abhängigkeiten
ebenfalls in der Menge der ausgegebenen Features enthalten sein müssen. Der Schritt, Features
zu entfernen, kann im Sinne der QS sinnvoll sein, um Kosten für die Weiterentwicklung von
Features zu sparen, die letztlich niemand verwendet, also auch zu keinem finanziellen Gewinn
führen, der die Entwicklungskosten decken könnte. Die Ursache dafür, weshalb diese sieben Fea-
tures in keiner Konfiguration enthalten sind, kann jedoch nicht am Ergebnis abgelesen werden.
Einerseits kann dies mangelnder Bedarf der Kunden an diesen Features sein, andererseits sind die
Features möglicherweise durch geltende Abhängigkeiten nur schwer oder gar nicht auswählbar.
Nicht auswählbare Features sollten in jedem Fall aus dem Modell entfernt werden bzw. das Mo-
dell sollte dahingehend angepasst werden, dass eine Auswahl möglich ist. Schwer auswählbare
Features sind Features, die durch geltende Abhängigkeiten häufig ausgeschlossen werden bzw.
deren Auswahl die Anzahl der verbleibenden Konfigurationsmöglichkeiten stark reduziert. Die
Ursachenforschung ist durchaus relevant und sollte auf Basis der Ergebnismenge durchgeführt
werden. Hierzu sind weitere Analysen des Modells und Kundenbefragungen zielführend.
Bei der Untersuchung der Durchdringung von Features wurden die beiden Features Account and
Activity Management (in Tabelle 5.3 bzw. Listing E.2) und Inventory Management (in Tabelle
5.4 bzw. Listing E.3) untersucht. Im ersten Fall wurden 91 Konfigurationen ermittelt, die das
Feature Account and Activity Management enthalten. Im zweiten Fall sind es 65 Konfiguratio-
nen, die das Feature Inventory Management enthalten. Würde man eines der beiden Features
entfernen, würden die jeweils angegebenen Konfigurationen ungültig werden. Bei 100 Konfigura-
tionen sind das entsprechend 91 % bzw. 65 %. Überträgt man das in ein reales Einsatzszenario,
bedeutet das, dass beide Features von weit über der Hälfte der Kunden gebucht wurden. Ein Ent-
fernen der Features aus Kostengründen ist eher nicht anzuraten, da durch das Ungültigwerden
der Kundenkonfigurationen damit zu rechnen wäre, dass sich Bestandskunden abwenden. Die
Ergebnisse erlauben allerdings in erster Linie eine weitere Analyse der Kosten. Zu klären ist, ob
es sich finanziell lohnen würde, einzelne Features zu entfernen, da die Kosten der Pflege dieser
Features höher sind als die durch sie generierten Einnahmen. Allerdings muss mit einkalkuliert
werden, dass nicht nur die Einnahmen durch einzelne Features wegfallen würden, sondern auch
damit zu rechnen ist, dass Kunden sich komplett abwenden. Damit einher geht auch die Gefahr,
dass das Image des Unternehmens Schaden nimmt. Auf der anderen Seite können selten gebuch-
te und unrentable Features auch durch Lösungen von Drittanbietern ersetzt werden. Für solche
und weitere Szenarien ist die Analyse der Durchdringung von Nutzen, verlangt jedoch in jedem
Fall eine weitergehende Prüfung und Kalkulation.
Die Identifikation von Abhängigkeiten bestimmter Features ist sinnvoll, um die
”
Verstrickung“
eines Features im Modell einschätzen zu können. Denn es ist nicht allein interessant, wie viele
Kunden ein Feature gebucht haben, um zu entscheiden, ob ein Feature ggf. nicht länger gepflegt
wird, sondern auch, welche Konsequenzen ein Entfernen oder Ersetzen eines Features auf das
76
5.4 Diskussion
restliche Modell hätte. Hierzu müssen die baumübergreifenden Bedingungen gefiltert werden,
die im Zusammenhang mit dem zu untersuchenden Feature stehen. Bei der Durchführung des
Fallbeispiels wurde dies anhand der Features Account and Activity Management in Tabelle 5.5
bzw. Listing E.4 und Inventory Management in Tabelle 5.6 bzw. Listing E.5 nachvollzogen. Bei-
de Features sind nicht obligatorisch im Feature-Modell verankert. Das bedeutet, dass die beiden
Features durchaus entfernt werden können, ohne dass der Eltern-Knoten direkt betroffen sein
muss. Obligatorische Features stellen da eine wesentlich größere Herausforderung dar. Allerdings
müssen auch die baumübergreifenden Bedingungen bedacht werden. Im Falle des Features Ac-
count and Activity Management ist beispielsweise ersichtlich, dass immerhin sechs Features die
Auswahl des betrachteten Features verlangen, so eines dieser sechs ausgewählt wird. Im Falle
des Features Inventory Management sind dies nur zwei Features, die an dieser Stelle bedacht
werden müssen. Die Implikation mit der ID c19, die den Einfluss der Feature-Auswahl auf ande-
re Features beschreibt, führt zu keinen Konflikten beim Entfernen oder Ersetzen des Features.
Möglicherweise ist es im Sinne der Softwarearchitektur, möglichst wenige baumübergreifende
”
Verflechtungen“ der Features anzustreben. In diesem Falle kann die Analyse nützlich sein, um
problematische Bereiche im Feature-Modell identifizieren zu können.
Für alle drei Analyseergebnisse und deren Interpretation gilt: Sie dienen lediglich als Anhalts-
punkte zur Festlegung von Maßnahmen im Sinne der Qualitätssicherung. Um konkrete Maß-
nahmen erarbeiten zu können, sind in der Regel weitere Untersuchungen vonnöten. Die imple-
mentierten Analysen identifizieren jedoch mögliche Ansatzpunkte zum Weiterarbeiten. Dabei
ist auch das Hintereinanderausführen der Analysen durchaus sinnvoll. Als mögliches Szenario
lässt sich beispielsweise skizzieren, dass all diejenigen Features identifiziert werden sollen, die
in weniger als 20 %4 aller Kundenkonfigurationen vorkommen. Hierzu dienen die ersten bei-
den Algorithmen (Ermittlung aller Features, die gar nicht gewählt wurden und Ermittlung der
Konfigurationen, die ein bestimmtes Feature enthalten). Um zu entscheiden, ob solche Features
zukünftig (ggf. langfristig) aus der Produktlinie fallen oder ersetzt werden sollen, kann anschlie-
ßend überprüft werden, wie stark die jeweiligen Features in baumübergreifenden Abhängigkeiten
verflechtet sind. Dies erleichtert die Abschätzung von für eine Änderung im Feature-Modell an-
fallende Kosten.
5.4 Diskussion
Um die Ausführungen zur Automatisierung der vorgestellten strukturellen Analyseverfahren
abzurunden, soll an dieser Stelle eine Diskussion angeregt werden, die sich kritisch mit dem
Thema auseinandersetzt, ohne jedoch das Fazit der Arbeit vorweg zu nehmen. Es soll viel mehr
die Praktikabilität des Einsatzes der implementierten Algorithmen unter die Lupe genommen
werden.
Es stellt sich beispielsweise die Frage nach dem Zweck der Analyse. Ziel war der Einsatz
im Sinne der Qualitätssicherung. In erster Linie werden jedoch Einsparpotenziale finanzieller
Natur sichtbar, indem Features hinsichtlich ihrer Durchdringung bei den konkreten Kunden-
Konfigurationen und im Feature-Modell selbst untersucht werden, um diejenigen darunter zu
4Die Zahl ist an dieser Stelle exemplarisch gewählt, orientiert sich jedoch am Pareto-Prinzip. Damit wird ein
Ungleichgewicht zwischen Aufwand und Ergebnis beschrieben, sodass mit 20 % der Aufwendung bereits 80 %
des Ergebnisses generiert werden und dadurch der verbleibende Aufwand lediglich für die verbleibenden 20 %
des Ergebnisses sorgt.
77
5 Automatisierung der Messung
finden, deren Entfernen sich rechnerisch lohnen würde. Dies dient offensichtlich in erster Linie
der Gewinnmaximierung statt der Softwarequalität. Andererseits eröffnen freiwerdende Finanz-
mittel im Projektbudget auch neue Möglichkeiten für die Investition in die anderen, bestehenden
Features, um diese qualitativ zu verbessern. Dies geht auch konform mit der üblichen Priori-
sierung von Entscheidungen gemäß des magischen Dreiecks (vgl. Abbildung 2.10), wonach in
aller Regel die Erbringung der vereinbarten Leistungsgüte an erster und die Kosten an letzter
Stelle stehen. Die Investition in höhere Qualität sollte demnach der unmittelbaren Gewinnma-
ximierung vorgezogen werden. Dies ist jedoch eine Frage, die im Rahmen der operativen und
strategischen Projektplanung geklärt werden sollte. In jedem Fall ist dies jedoch eine indirekte
QS-Maßnahme. Das Entfernen oder Ersetzen von Features sorgt nicht automatisch für höhere
Softwarequalität. Ausnahmen bestätigen jedoch die Regel. Das Ersetzen von Features durch
Alternativen von spezialisierten Drittanbietern kann durchaus die Qualität im Sinne der Ziele
nach ISO 25000 bzw. 9126 (vgl. Abbildung 2.9) steigern.
Ebenfalls diskussionswürdig ist die Frage danach, ob sich der Aufwand für eine automatische
Analyse lohnt. Dies hängt sicher vom Umfang des Feature-Modells und der Anzahl der Kunden
bzw. Kunden-Konfigurationen ab. Zwar erfordert es einigen Aufwand, die Analysealgorithmen
in den Entwicklungsprozess zu integrieren, allerdings wird das manuelle Analysieren schnell
unübersichtlich und undurchschaubar. Bereits bei dem Fallbeispiel, das aus insgesamt 78 Fea-
tures, 23 baumübergreifenden Beziehungen und 100 Konfigurationen besteht, ist ein manueller
Vergleich beschwerlich. Weiterhin spricht das Argument, dass potenziell Kosten eingespart wer-
den können, für eine Analyse. Allerdings setzt dies voraus, dass die SPL mittels stets aktuellen
Feature-Modellen entwickelt wird. Wird die Feature-Modellierung erst eingeführt, könnte dies
zu einem übermäßig hohen Vorbereitungsaufwand zur QS führen.
Die Praktikabilität im Allgemeinen bzw. der tatsächliche Qualitätszugewinn lässt sich im Rah-
men dieser Arbeit nur schwer bestimmen. Zwar kann logisch argumentiert werden, dass der
Einsatz aufgezeigter Analyseverfahren zur Optimierung der Softwarequalität eingesetzt wer-
den kann. Allerdings lässt sich nur im realen Einsatz klar feststellen, wie lohnend der Einsatz
tatsächlich ist und wo Probleme bei der Umsetzung auftreten. Anzunehmen ist weiterhin, dass
vielschichtige Faktoren Einfluss auf den Erfolg der Analyse und der daraus resultierenden Maß-
nahmen haben. Dazu können die Unternehmenskultur, die organisatorische Struktur, das stra-
tegische und operative Projektmanagement oder auch der Aufbau der konkreten Produktlinie
zählen. Zur Untersuchung der Praktikabilität und Nützlichkeit im konkreten Unternehmen bie-
tet sich eine interne Fallstudie oder ein Testlauf in kleinerem Maßstab an. Ist die Einführung
mit eher geringem Aufwand möglich, bietet sich möglicherweise auch der unmittelbare Einsatz
am größeren Projekt an.
5.5 Zusammenfassung
In diesem Kapitel wurden die in den vorhergehenden Kapiteln ausgearbeiteten, theoretischen
Betrachtungen zur strukturellen Analyse von Feature-Modellen im Sinne der Softwarequalität
und zur Auswahl von QS-Maßnahmen letztlich automatisiert.
Dabei wurden konkrete algorithmische Handlungsvorschriften abgeleitet, um diese im Anschluss
in Form eines Eclipse-Plugins prototypisch umzusetzen. Die Korrektheit der Implementierung
wurde mittels einfacher Tests auf Basis des JUnit-Regressionstest-Frameworks überprüft.
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Um die implementierten Algorithmen auf ihren Mehrwert hin zu untersuchen, wurde ein Fall-
beispiel erarbeitet, das die nötigen Eingabe-Größen für die Implementierung bereitstellt. Die
Programmausgabe wurde dokumentiert und hinsichtlich ihrer Aussagekraft analysiert.
Zum Abschluss wurde zur kritischen Betrachtung der eingesetzten Analysewerkzeuge motiviert,
da im Rahmen dieser Arbeit nicht abschätzbar ist, in welchem Maße es beim realen Einsatz zu
Problemen kommen kann und wie groß der tatsächliche Nutzen sein wird.
Das nächste und letzte Kapitel wird die gesamten Untersuchungen dieser Arbeit ordnen und
zusammenfassen sowie ein Fazit bilden. Weiterhin werden Ansatzpunkte identifiziert, an denen
weitere Untersuchungen oder Entwicklungen anknüpfen können und sollten.
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6 Fazit und Ausblick
Die vorliegende Bachelorarbeit wurde nach mehreren Schwerpunkten angefertigt. Untersucht
werden sollte, inwiefern sich Feature-Modelle zur Qualitätssicherung einsetzen lassen. Als zu-
grundeliegende Software diente dazu eine mandantenfähige SaaS-Anwendung. Dementsprechend
wurden zunächst die durch diese Fragestellung berührten Themen vorgestellt und eingeführt. Da-
zu gehört die SPL-Entwicklung, bei der Feature-Modelle als Mittel zur Darstellung von Softwa-
restrukturen eingesetzt werden. Entsprechend wurden auch Feature-Modelle vorgestellt, um zu
klären, wie sie strukturell aufgebaut sind und was sie ausdrücken. Weiterhin wurde in das Feld der
mandantenfähigen SaaS-Anwendungen eingeführt, um die Besonderheiten dieser Anwendungs-
klasse aufzuzeigen und diese Art Software im Kontext anderer Formen wie Individuallösungen
oder Standardsoftware einzuordnen. Um Feature-Modelle zur Analyse von SaaS-Anwendungen
verwenden zu können, wurde die Brücke zwischen der SPL-Entwicklung zu SaaS-Anwendungen
geschlagen, indem ein Interpretationsvorschlag für Software-as-a-Service als SPL gegeben wurde.
Wenn Maßnahmen zur Qualitätssicherung zu identifizieren sind, muss zunächst geklärt werden,
was Softwarequalität im SaaS-Umfeld bedeutet. Entsprechend wurde dieser Themenkomplex
ebenfalls vorgestellt, einschließlich des Themenfeldes Softwareevolution, da der Erhalt von Soft-
warequalität in diesem Rahmen – bedingt durch die Eigenheit von SaaS-Anwendungen, immer
online verfügbar zu sein – von besonderer Bedeutung ist.
Ziel war es weiterhin, schrittweise aus dem Wissen über diese Themenbereiche für die QS dien-
liche Verfahren zur Analyse von Feature-Modellen zu erarbeiten, um diese letztlich prototypisch
in einem Werkzeug zu implementieren und zu dokumentieren. Hierzu kam die Entwicklung ei-
nes Eclipse-Plugins im Rahmen des bestehenden extFM-Tooling-Projektes in Frage. Um diese
Implementierung zu untersuchen, wurde ein möglichst realitätsnahes Fallbeispiel gewählt und
eingesetzt, anhand dessen das Werkzeug evaluiert wurde.
Auf dem Weg hin zur Implementierung wurde untersucht, inwiefern sich Feature-Modelle über-
haupt eignen, die Qualität einer Anwendung zu messen oder zu verbessern. Hierzu wurden
Verfahren auf Basis von attributierten Feature-Modellen sowie auf Basis der reinen Modellstruk-
tur betrachtet. Im Falle der attributierten Feature-Modelle können untereinander vergleichbare
Qualitätsindikatoren direkt an die betreffenden Features notiert werden. Die Messung erfolgt
außerhalb des Feature-Modells, in der Regel auf Basis des konkreten Quellcodes. Das Feature-
Modell dient dann dazu, mehrere Konfigurationen und Evolutionsstufen eines Modells feststellen
zu können. Das ist sinnvoll, um die qualitative Veränderung durch Softwareevolution sowie Un-
gleichmäßigkeiten zwischen Konfigurationen miteinander vergleichen zu können. Für die weitere
Betrachtung wurde jedoch der Fokus auf den strukturellen Vergleich von Konfigurationen gelegt,
da sich dabei der Einfluss von strukturellen Änderungen an der Software ermitteln lässt und sich
dies für die Implementierung eines Werkzeugs und die Besprechung im Rahmen einer Fallstudie
anbietet.
Weiterhin wurde analysiert, wie sich Konfigurationen eines Feature-Modells sinnvoll miteinan-
der vergleichen lassen und welche Schlussfolgerungen daraus gezogen werden können. In diesem
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Rahmen wurden bereits Handlungsvorschriften erarbeitet, die verschiedene Strukturvergleiche
erlauben. Diese Handlungsvorschriften waren die Grundlage zur Formalisierung von Algorith-
men, welche letztlich zur Implementierung des genannten prototypischen Analysewerkzeugs ge-
nutzt wurden.
Ergebnis dieser Arbeit ist ein Werkzeug, das es erlaubt, ein Feature-Modell, dessen Features und
die zugehörigen Konfigurationen aus drei Perspektiven zu analysieren. Es erlaubt das Identifizie-
ren von nicht ausgewählten Features, also Features des zugrundeliegenden Modells, die jedoch
Bestandteil keiner der Konfigurationen sind. Die umgekehrte Untersuchung ist ebenfalls möglich.
Bei der Auswahl eines konkreten Features kann untersucht werden, in welchen Konfigurationen
es ausgewählt wurde, also wie stark die Durchdringung eines Features ist. Als dritte Perspektive
wird die Verflechtung eines Features im Feature-Modell untersucht, also welche Abhängigkeiten
in einem Feature-Modell bezüglich eines konkreten Features bestehen. Diese Analysen erlau-
ben – einzeln oder in Kombination ausgeführt – einige Aussagen bezüglich des Einflusses von
strukturellen Änderungen am Modell auf das restliche Modell und die bestehenden Konfigura-
tionen. Diese Aussagen erlauben dann das Erarbeiten konkreter Maßnahmen zur Sicherung der
Softwarequalität.
Daher kann festgehalten werden, dass sich Feature-Modelle durchaus zur Qualitätssicherung
eignen. Im Rahmen des analytischen Qualitätsmanagements lassen sich damit Qualitäten und
der Einfluss von Änderungen an der Software feststellen und vergleichen. Die Ergebnisse bilden
häufig nur die Grundlage für weitere Untersuchungen, die zur Identifizierung konkreter Maßnah-
men zur Verbesserung der Qualität notwendig sind. Allerdings ist diese Grundlage wichtig, um
die Optimierungsmöglichkeiten systematisch lokalisieren zu können. Dabei beschränken sich die
beschriebenen Verfahren nicht ausschließlich auf SaaS-Anwendungen, sind jedoch darauf zuge-
schnitten, da Softwareänderungen besonders kritisch sind, wenn sie bestehende Konfigurationen
ungültig machen würden. Dadurch werden direkt Kunden eingebüßt, da diese unmittelbar be-
troffen sind.
Darüber hinaus bietet die Arbeit einige Ansatzpunkte, zu denen weitere Untersuchungen ange-
bracht erscheinen. Eine Betrachtung zur Feature-Modell-basierten Qualitätssicherung, die sich
konkret auf andere Softwarekategorien als SaaS bezieht, erscheint sinnvoll. Weiterhin wurde die
Untersuchung von attributierten Feature-Modellen nicht durchgehend verfolgt. Das bietet Po-
tenzial zur Erweiterung von Analysewerkzeugen, die solche attributierten Feature-Modelle mit
einbeziehen. Eventuell bietet sich hier auch eine Kombination der attributierten Feature-Modelle
und strukturellen Analysen an, um weitere Aussagen über die Qualität treffen zu können. Die
Weiterentwicklung der prototypischen Implementierung in ein vollwertiges Analysewerkzeug, das
für den realen Einsatz taugt, ist ebenfalls denkbar und kann mit weiteren Betrachtungen zur
Praktikabilität und den Nutzen der Analyse verbunden werden. Eine empirische Studie erscheint
hier sinnvoll.
Abschließend kann gesagt werden, dass diese Bachelorarbeit die eingangs formulierten Ziele
erreicht hat und darüber hinaus Ansatzpunkte für eine konstruktive Weiterarbeit liefert.
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Anhang A
Übersicht aller vorgestellten Qualitätsziele
Die nachfolgenden beiden Abbildungen A.1 und A.2 stellen alle in Abschnitt 2.3 dieser Arbeit
vorgestellten Qualitätsziele in einer gemeinsamen Übersicht dar. Dabei werden die Qualitätsziele
lediglich nach Software- und Servicequalität, sowie nach der Quelle der Qualitätsziele kategori-
siert.
Im Abschnitt 2.3 erfolgt daraufhin die Konsolidierung der Ziele in eine gemeinsame Hierarchie.
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Anhang A Übersicht aller vorgestellten Qualitätsziele
Abbildung A.1: Übersicht über alle vorgestellten Qualitätsziele, Teil 1 von 2 (Softwarequalität)
ii
Abbildung A.2: Übersicht über alle vorgestellten Qualitätsziele, Teil 2 von 2 (Servicequalität)
iii

Anhang B
Software-Qualitätsziele und Interpretation
Die drei Tabellen B.1, B.2 und B.3 beschreiben die in Kapitel 2 vorgestellten Software-Qualitäts-
ziele. Die Farbkodierung der Bezeichner-Zellen entspricht der aus Abbildung 3.1 zur Kennzeich-
nung der zugeschriebenen Relevanz. Die Relevanz beschreibt dabei die Einschätzung über die
Wahrscheinlichkeit, dass das jeweilige Qualitätsziel im Zuge des Entfernens oder Austauschens
eines Features beeinflusst wird. Die Farbkodierung sagt folgendes aus:
Blaue Kästchen kennzeichnen mit hoher Wahrscheinlichkeit betroffene Qualitätsziele.
Graue Kästchen kennzeichnen mit mittlerer Wahrscheinlichkeit betroffene Qualitätsziele.
Weiße Kästchen kennzeichnen mit geringer Wahrscheinlichkeit betroffene Qualitätsziele.
Die Quellenangabe sagt aus, woher die Beschreibung stammt. Beschreibungen ohne Quellenan-
gabe wurden für diese Arbeit konkretisiert. Die Argumentation zur Einschätzung der einzelnen
Qualitätsziele hinsichtlich ihrer Relevanz ist im Folgenden gegeben.
Qualitäten und Softwarequalität. (hohe Wahrscheinlichkeit) Die beiden übergeordneten Kno-
ten Qualität und Softwarequalität sind mit sehr hoher Wahrscheinlichkeit bei der Softwareevolu-
tion betroffen, da das Entfernen oder Tauschen von Features einer SaaS-Anwendung die Qualität
in praktisch jedem Fall beeinflusst. Diese Argumentation ist trivial, weil die Qualität durch den
zugrundeliegenden Quellcode bestimmt wird und Features eine abstrakte Repräsentation des Co-
des sind. Entfernen oder tauschen von Features bedeuten eine Änderung des Codes und damit
auch eine Änderung der Qualität.
Nutzerfreundlichkeit. (geringe Wahrscheinlichkeit) Der Einfluss auf die Nutzerfreundlichkeit
wird als eher gering eingeschätzt, da der Aufwand zur Nutzung der Software nur dann beein-
flusst wird, falls das betreffende Feature direkt die Benutzeroberfläche betrifft und in ihrer Art
wesentlich beeinflusst.
Dokumentation. (geringe Wahrscheinlichkeit) Die Dokumentation ist nur zu einem geringen Teil
direkt vom Quellcode und damit auch von den einzelnen Features abhängig. Die für den Benutzer
relevante Dokumentation ist ebenfalls Teil der Benutzeroberfläche und wird daher vermutlich
eher weniger durch das Entfernen oder Tauschen von Features beeinflusst.
menschliche Faktoren. (mittlere Wahrscheinlichkeit) Die Fähigkeit der Software, mit dem
”
Fak-
tor Mensch“ umgehen zu können, hängt direkt mit dem implementierten Workflow, dem Um-
gang mit Fehlern (Fehlertoleranz) sowie der Reaktivität der Benutzerführung (z. B. der Mittei-
lung gegenüber dem Benutzer, dass die Anwendung arbeitet, statt Vermittlung des Eindrucks,
v
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Tabelle B.1: Beschreibung der Software-Qualitätsziele mit farbkodierter Relevanzeinschätzung
Teil 1 von 3
Nr. Qualitätsziel Beschreibung Quele
Qualitäten Stammknoten
Softwarequalität Teilbereich Softwarequalität
1 Nutzerfreundlichkeit [Bal98] S. 259f.
1.1 Dokumentation
1.2 menschliche Faktoren
1.2.1 Erlernbarkeit Aufwand für den Benutzer, die Anwendung zu erlernen. [Bal98] S. 259f.
1.2.2 Verständlichkeit [Bal98] S. 259f.
1.2.3 Bedienbarkeit Aufwand für den Benutzer, die Anwendung zu bedienen. [Bal98] S. 259f.
1.3 Ästhetik
1.4 Konsistenz
2 Funktionalität [Bal98] S. 259f.
2.1 Fähigkeiten
2.1.1 Richtigkeit [Bal98] S. 259f.
2.1.2 Ordnungsmäßigkeit [Bal98] S. 259f.
2.2 Feature-Menge
2.2.1 Angemessenheit [Bal98] S. 259f.
2.3 Sicherheit [Bal98] S. 259f.
2.4 Algemeingültigkeit
2.4.1 Interoperabilität
Aufwand, der zur Benutzung erforderlich ist, und individuel-
le Beurteilung der Benutzung durch eine festgelegte oder 
vorausgesetzte Benutzergruppe.
Vorhandensein und Volständigkeit der Dokumentation zur 
Software (insbesondere aus Anwendersicht).
Fähigkeit der Software, mit dem „Faktor Mensch“ umzuge-
hen, also z.B. Fehlverhalten auszugleichen.
Aufwand für den Benutzer, das Konzept und die Anwen-
dung zu verstehen.
Erfülung konkret festgelegter Anforderungen an das äußere 
Erscheinungsbild der Software.
Einhalten bestimmter Normen über die gesamte Software 
hinweg.
Vorhandensein von Funktionen mit festgelegten Eigenschaf-
ten. Diese Funktionen erfülen die definierten Anforderungen
Volständigkeit bzw. Grad der Volständigkeit des Vorhan-
denseins der den funktionalen Anforderungen (geforderte 
Fähigkeiten) entsprechenden Funktionen.
Liefern der richtigen oder vereinbarten Ergebnisse oder 
Wirkungen, z.B. die benötigte Genauigkeit von berechneten 
Werten.
Erfülung von anwendungsspezifischen Normen, Vereinba-
rungen, gesetzlichen Bestimmungen und ähnlichen Vorschrif-
ten.
Grad der Volständigkeit der geforderten Features, z.B. im 
Sinne von Programmmodulen.
Eignung der Funktionen für spezifische Aufgaben, z.B. auf-
gabenorientierte Zusammensetzung von Funktionen aus Teil-
funktionen.
Fähigkeit, unberechtigten ZugriA, sowohl versehentlich als 
auch vorsätzlich, auf Programme und Daten zu verhindern.
Fähigkeit, eine möglichst große Menge von Problemen zu lö-
sen (generalisierte Lösungen).
Fähigkeit der Software, mit anderer Software zu interagie-
ren. Die andere Software kann eine vorher festgelegte Menge 
sein oder per Schnittstelenspezifikation definiert werden.
dass die Anwendung nicht mehr reagiert) zusammen. Dieser Faktor muss direkt als Teil der
Implementierung berücksichtigt werden und kann durchaus durch das Tauschen von Features
beeinflusst werden. Das Entfernen von Features nimmt vermutlich weniger Einfluss auf dieses
Qualitätsziel.
Erlernbarkeit. (mittlere Wahrscheinlichkeit) Der Aufwand für den Benutzer, die Verwendung
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Tabelle B.2: Beschreibung der Software-Qualitätsziele mit farbkodierter Relevanzeinschätzung
Teil 2 von 3
Nr. Qualitätsziel Beschreibung Quele
3 Leistungsfähigkeit
3.1 EBzienz [Bal98] S. 259f.
3.1.1 Verbrauchsverhalten [Bal98] S. 259f.
3.1.1.1 Ressourcenverbrauch
3.1.2 Zeitverhalten [Bal98] S. 259f.
3.1.2.1 Geschwindigkeit Verarbeitungszeit bei der Funktionsausführung [Bal98] S. 259f.
3.1.2.2 Antwortzeit Antwortzeit bei der Funktionsausführung [Bal98] S. 259f.
3.2 Durchsatz Durchsatz bei der Funktionsausführung [Bal98] S. 259f.
4 [Bal98] S. 259f.
4.1 Fehlerfrequenz
4.2
4.3 Wiederherstelbarkeit
4.4 Vorhersehbarkeit
4.5
5
5.1 Servicefähigkeit
5.2 Kompatibilität
5.3 Konfigurierbarkeit
Fähigkeit der Software, bestimmte Anforderungen an die 
Leistung (z.B. hinsichtlich Berechnungen pro Zeiteinheit) zu 
erfülen.
Verhältnis zwischen dem Leistungsniveau der Software und 
dem Umfang der eingesetzten Betriebsmittel unter festgeleg-
ten Bedingungen.
Anzahl und Dauer der benötigten Betriebsmittel für die Er-
fülung der Funktionen.
Anzahl und Dauer der benötigten konkretenRessourcen wie 
z.B. Speicher für die Erfülung der Funktionen.
Antwort- und Verarbeitungszeit bei der Funktionsausfüh-
rung
Zuverlässigkeit/
Reife
Fähigkeit der Software, ihr Leistungsniveau unter festgeleg-
ten Bedingungen über einen festgelegten Zeitraum zu be-
wahren. Geringe Versagenshäufigkeit durch Fehlzustände.
Häufigkeit des Auftretens von Fehlverhalten in einem festge-
legten Zeitinterval.
Genauigkeit/
Fehlertoleranz
Erfülung konkret festgelegter Anforderungen an die Genau-
igkeit der Durchführung der definierten Funktionalitäten 
sowie Toleranz von Abweichungen bei selbiger.
Rücksetzbarkeit des Zustandes der Software im Fale von 
Fehlverhalten, um das System in einen stabilen Zustand zu 
überführen und Fehler zu reproduzieren.
Fähigkeit, mögliche Fehlverhalten bereits vor dem Eintreten 
identifizieren zu können.
Mittlere Zeit bis zu 
einem Fehler
Durchschnittliche Zeit, die nach dem Auftreten eines Fehlers 
vergeht, bis ein weiterer Fehler eintritt.
Unterstützbarkeit Erfülung der Anforderungen an den Aufbau einer Software, 
um auf Veränderungen der Umgebung und der Anforderun-
gen reagieren zu können.
Fähigkeit der Software, im Rahmen von Serviceleistungen 
betreut werden zu können, z.B. durch sicheren FernzugriA 
oder durch Fehlerprotokolierung.
Fähigkeit der Software, in möglichst vielen Umgebungen 
lauAähig zu sein und Unterstützung von Vorgängersoftware.
Möglichkeit, die Software den Kundenanforderungen ent-
sprechend anpassen zu können.
der Software zu erlernen, ist ebenfalls weniger vom Quellcode abhängig und wird daher da-
durch weniger beeinflusst. Da allerdings Features ggf. entfernt werden, sinkt potenziell auch der
erforderliche Lernaufwand. Daher verändert sich das Qualitätsziel mit einer mittleren Wahr-
scheinlichkeit.
Verständlichkeit. (geringe Wahrscheinlichkeit) Das Konzept der Anwendung ändert sich durch
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Tabelle B.3: Beschreibung der Software-Qualitätsziele mit farbkodierter Relevanzeinschätzung
Teil 3 von 3
Nr. Qualitätsziel Beschreibung Quele
5.4 Wartbarkeit
5.5 Übertragbarkeit [Bal98] S. 259f.
5.5.1
5.5.2 Anpassbarkeit [Bal98] S. 259f.
5.5.3 Austauschbarkeit [Bal98] S. 259f.
5.5.4 [Bal98] S. 259f.
5.6 Änderbarkeit [Bal98] S. 259f.
5.6.1 Lokalisierbarkeit
5.6.2 [Bal98] S. 259f.
5.6.3 Analysierbarkeit [Bal98] S. 259f.
5.6.4 Modifizierbarkeit [Bal98] S. 259f.
5.6.5 Erweiterbarkeit
5.6.6 Stabilität [Bal98] S. 259f.
Fähigkeit der Software, im Rahmen von Servicearbeiten ge-
pflegt werden zu können, um einen stabilen Zustand zu er-
halten,
Eignung der Software, von einer Umgebung in eine andere 
übertragen zu werden. Umgebung kann organisatorische 
Umgebung, Hardware- oder Software-Umgebung einschlie-
ßen.
Adaptierbarkeit Eignung der Software, an neue Anforderungen anpassbar zu 
sein, sodass z.B. neue Technologien eingepflegt werden kön-
nen.
Möglichkeiten, die Software an verschiedene, festgelegte 
Umgebungen anzupassen, wenn nur Schritte unternommen 
oder Mittel eingesetzt werden, die für diesen Zweck für die 
betrachtete Software vorgesehen sind.
Möglichkeit, diese Software anstele einer spezifizierten an-
deren in der Umgebung jener Software zu verwenden, sowie 
der dafür notwendige Aufwand.
Instalierbarkeit Aufwand, der zum Instalieren der Software in einer festge-
legten Umgebung notwendig ist.
Aufwand, der zur Durchführung vorgegebener Änderungen 
nötig ist. Änderungen können Korrekturen, Verbesserungen 
oder Anpassungen an Änderungen der Umgebung, der An-
forderungen und der funktionalen Spezifikationen einschlie-
ßen.
Eignung der Software, die Anwendung in verschiedenen 
Sprach- und Kulturkreisen einzusetzen und auf diese Anfor-
derungen hin anzupassen.
Testbarkeit Aufwand, der zur Prüfung der geänderten Software notwen-
dig ist.
Aufwand, um Mängel oder Ursachen von Versagen zu dia-
gnostizieren oder um änderungsbedürftige Teile zu bestim-
men.
Aufwand zur Ausführung von Verbesserungen, zur Fehlerbe-
seitigung oder Anpassung an Umgebungsänderungen.
Fähigkeit der Software, um neue funktionale Anforderungen 
erweitert werden zu können.
Wahrscheinlichkeit des Auftretens unerwarteter Wirkungen 
von Änderungen.
das Entfernen oder Tauschen von Features wahrscheinlich nicht.
Bedienbarkeit. (mittlere Wahrscheinlichkeit) Die Bedienbarkeit der Anwendung könnte sich ver-
ändern, wenn durch das Entfernen von Features die Wege bis zur Lösung eines konkreten Pro-
blems länger werden oder sich durch einen Feature-Austausch verändern.
Ästhetik. (geringe Wahrscheinlichkeit) Das äußere Erscheinungsbild ändert sich nur, wenn das
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betreffende Feature direkt die Benutzeroberfläche betrifft.
Konsistenz. (mittlere Wahrscheinlichkeit) Das Einhalten von Normen hinsichtlich der Software
zur Erhaltung der Konsistenz kann durch Softwareevolution leiden. Siehe hierzu auch [Sne12].
Funktionalität. (hohe Wahrscheinlichkeit) Die Struktur eines Feature-Modells beschreibt eine
Software hinsichtlich der enthaltenen Features, die häufig direkt auch Funktionalitäten im Quell-
code repräsentieren. Durch die betrachteten Softwareevolutionsschritte wird die Funktionalität
daher sehr wahrscheinlich beeinträchtigt.
Fähigkeiten. (hohe Wahrscheinlichkeit) Die Fähigkeiten beschreiben eine Art Abstraktion der
bereitgestellten Funktionalitäten. Durch die Funktionalitäten erhält die Anwendung bestimmte
Fähigkeiten. Folglich sind die Fähigkeiten direkt verknüpft mit den Funktionalitäten und der
Betroffenheit bei der Softwareevolution.
Richtigkeit. (geringe Wahrscheinlichkeit) Der bloße Austausch und insbesondere das Entfernen
von Features sollte nichts an der Richtigkeit der Anwendung ändern.
Ordnungsmäßigkeit. (geringe Wahrscheinlichkeit) Das Erfüllen von Vorschriften sollte durch die
betrachtete Softwareevolution ebenso wenig betroffen sein wie die Richtigkeit.
Feature-Menge. (hohe Wahrscheinlichkeit) Da das Entfernen oder Tauschen von Features un-
mittelbar die Feature-Menge ändert, ist dieser Zusammenhang trivial.
Angemessenheit. (mittlere Wahrscheinlichkeit) Die aufgabenorientierte Zusammensetzung an
Funktionen wird beeinträchtigt, falls betreffende Features Teil dieser Zusammensetzung sind.
Durch das Entfernen oder Tauschen kann die Angemessenheit also betroffen sein.
Sicherheit. (mittlere Wahrscheinlichkeit) Durch das Entfernen von Features sollte die Sicherheit
nicht beeinflusst werden, da Sicherheit kein implementiertes Feature, sondern Bestandteil der
Konzeption der Software ist. Der Austausch eines Features kann die Sicherheit aber durchaus
beeinflussen. Insbesondere dann, wenn die Aufgaben des
”
alten“ Features ausgelagert werden
und kein Einfluss auf den dann genutzten Programmcode besteht.
Allgemeingültigkeit. (mittlere Wahrscheinlichkeit) Da die Funktionalität durch das Entfernen
bzw. Austauschen von Features verändert wird, kann durchaus auch die Allgemeingültigkeit
beeinträchtigt werden. Das ist jedoch keine zwangsläufige Folge, weshalb die Wahrscheinlichkeit
als mittelmäßig eingeschätzt wird.
Interoperabilität. (mittlere Wahrscheinlichkeit) War das betreffende Feature in hohem Maße in
der Lage, mit anderen Systemen zusammenzuarbeiten und wird dieses entfernt oder ausge-
tauscht, ist die Interoperabilität direkt betroffen. Durch die Veränderung der Feature-Menge ist
das Beeinträchtigen der Interoperabilität nicht unwahrscheinlich.
Leistungsfähigkeit. (hohe Wahrscheinlichkeit) Features repräsentieren den Quellcode auf einer
abstrakten Ebene. Wird die Feature-Menge im Zuge der Softwareevolution verändert, ändert
sich sehr wahrscheinlich auch die Codebasis. Anderer Code verursacht einen anderen Zeit- und
Speicherbedarf, was sich direkt auf die Leistungsfähigkeit auswirkt. Aus diesem Grunde ist die
Leistungsfähigkeit der Software sehr wahrscheinlich betroffen.
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Effizienz. (hohe Wahrscheinlichkeit) Bei der Effizienz greift dieselbe Begründung wie bei der
Leistungsfähigkeit. Durch die Änderung des Betriebsmittelbedarfs ändert sich auch sehr wahr-
scheinlich die Effizienz des Codes.
Verbrauchsverhalten. (hohe Wahrscheinlichkeit) Die Veränderung der Codebasis resultiert in dem
Einsatz anderer Betriebsmittel. Das Verbrauchsverhalten ändert sich also sehr wahrscheinlich.
Ressourcenverbrauch. (hohe Wahrscheinlichkeit) Als Teil des Verbrauchsverhaltens ändert sich
der Ressourcenverbrauch etwa ebenso wahrscheinlich wie das Verbrauchsverhalten.
Zeitverhalten. (hohe Wahrscheinlichkeit) Neben dem Verbrauchsverhalten kann sich mit selber
Wahrscheinlichkeit auch das Zeitverhalten ändern.
Geschwindigkeit. (hohe Wahrscheinlichkeit) Bestandteil des Zeitverhaltens ist die Geschwindig-
keit, die durch Softwareevolution betroffen sein kann.
Antwortzeit. (hohe Wahrscheinlichkeit) Die Antwortzeit ist ebenfalls Teil des Zeitverhaltens und
damit ebenso wahrscheinlich betroffen.
Durchsatz. (hohe Wahrscheinlichkeit) Der Durchsatz hängt direkt mit Geschwindigkeit und Ant-
wortzeit und dadurch auch mit dem Zeitverhalten zusammen. Daher kann auch der Durchsatz
mit hoher Wahrscheinlichkeit durch Softwareevolution betroffen sein.
Zuverlässigkeit/Reife. (hohe Wahrscheinlichkeit) Der Einfluss auf das Qualitätsziel Zuverläs-
sigkeit und Reife begründet sich aus der Intention der Softwareevolution selbst, denn das Steigern
dieses Qualitätsziels begründet in der Regel das Verändern der Software.
Fehlerfrequenz. (mittlere Wahrscheinlichkeit) Die Häufigkeit von Fehlern sollte durch das Entfer-
nen und Austauschen von Features weniger betroffen sein. Allerdings kann das Entfernen eines
Features, das häufig als Fehlerquelle identifiziert wurde, zu einer Änderung der Fehlerfrequenz
führen. Aber auch der Austausch durch die Integration von Fremd-Code kann die Fehlerfrequenz
beeinflussen.
Genauigkeit/Fehlertoleranz. (mittlere Wahrscheinlichkeit) Die Genauigkeit und Abweichungsto-
leranz wird maßgeblich durch den Programmcode bestimmt und kann von Feature zu Feature
unterschiedlich sein. Entsprechend kann das Entfernen oder Tauschen eines Features dieses Qua-
litätsziel beeinflussen.
Wiederherstellbarkeit. (mittlere Wahrscheinlichkeit) Inwiefern sich bei einem Fehler die Software
in einen stabilen Zustand zurück versetzen lässt, ist ebenfalls direkt vom betreffenden Feature
abhängig. Daher kann dieses im Rahmen von Softwareevolution dazu führen, dass die Wieder-
herstellbarkeit des Systems insgesamt beeinflusst wird.
Vorhersehbarkeit. (mittlere Wahrscheinlichkeit) Die Vorhersehbarkeit von Fehlverhalten ist in
aller Regel Teil des Features, in dem der Fehler auftreten kann. Durch das Entfallen des Featu-
res oder das Ersetzen durch ein anderes, kann die Vorhersehbarkeit von Fehlern beeinträchtigt
werden.
Mittlere Zeit bis zu einem Fehler. (mittlere Wahrscheinlichkeit) Die mittlere Zeit bis zu einem
Fehler beschreibt das Qualitätsziel Fehlerfrequenz aus einer anderen Perspektive. Die Wahr-
scheinlichkeit der Betroffenheit durch Softwareevolution ist jedoch identisch, da sich beide Qua-
litätsziele auf dieselbe Eigenschaft der Software beziehen.
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Unterstützbarkeit. (mittlere Wahrscheinlichkeit) Inwiefern sich eine Anwendung an eine verän-
derte Einsatzumgebung und an veränderte Anforderungen anpassen kann, hängt maßgeblich an
der Flexibilität der Features dahingehend. Aus diesem Grund kann das Entfernen oder Ersetzen
einzelner Features durchaus dazu führen, dass das Maß der Unterstützbarkeit verändert wird.
Servicefähigkeit. (mittlere Wahrscheinlichkeit) Schnittstellen, die eine Anwendung für Service-
leistungen zugänglich machen, wie etwa Fehlerprotokollierung und Möglichkeiten für den Fern-
zugriff, sind davon abhängig, dass der Programmcode die dafür nötigen Informationen auch
bereitstellt. Daher kann die Servicefähigkeit durchaus beeinträchtigt werden, falls Features ent-
fernt oder ersetzt werden.
Kompatibilität. (mittlere Wahrscheinlichkeit) Die Kompatibilität zu möglichst vielen verschiede-
nen Umgebungen und Informationsformaten von Vorgängersystemen muss bei der Umsetzung
jedes Features bedacht werden. Daher kann die betrachtete Softwareevolution auf dieses Qua-
litätsziel Einfluss nehmen.
Konfigurierbarkeit. (hohe Wahrscheinlichkeit) Da durch die betrachtete Softwareevolution die
Feature-Menge verändert wird, ändert sich auch sehr wahrscheinlich die Menge der möglichen
Konfigurationen, die aus dem Feature-Modell ableitbar sind. Dies beeinträchtigt die Konfigu-
rierbarkeit der Software.
Wartbarkeit. (mittlere Wahrscheinlichkeit) Die Wartbarkeit einer Anwendung hängt maßgeblich
davon ab, wie wohl strukturiert der Programmcode ist. Durch das Entfernen eines Features
sollte dieses Qualitätsziel eher nicht betroffen sein. Das Ersetzen kann jedoch Einfluss auf die
Wartbarkeit haben.
Übertragbarkeit. (mittlere Wahrscheinlichkeit) Wie übertragbar eine Anwendung ist, hängt davon
ab, wie gebunden die Features an die Einsatzumgebung sind. Eine möglichst große Ungebunden-
heit führt zu einer erhöhten Übertragbarkeit. Auf diese Weise kann das Entfernen oder Ersetzen
von Features Einfluss auf die Übertragbarkeit haben.
Adaptierbarkeit. (mittlere Wahrscheinlichkeit) Der Einsatz neuer Technologien hängt davon ab,
wie klar strukturiert und modularisiert die Anwendung ist und damit auch, welche Abhängig-
keiten zwischen den Features bestehen. Das Entfernen und Ersetzen von Features kann diese
Merkmale beeinflussen.
Anpassbarkeit. (hohe Wahrscheinlichkeit) Die Anpassbarkeit an neue Umgebungen ist mit hoher
Wahrscheinlichkeit durch Softwareevolution betroffen. Die Gründe hierfür verhalten sich ana-
log zur Begründung für die Übertragbarkeit und Adapierbarkeit. Wenn die Abhängigkeiten der
umgebungsspezifischen Merkmale eines Features möglichst klar vom restlichen Code getrennt
sind, ist ein hohes Maß an Anpassbarkeit gegeben. Da sich durch das Entfernen von Featu-
res die Abhängigkeiten verändern können (ggf. gehen Abhängigkeiten verloren) und durch das
Ersetzen eines Features oft im Zusammenhang mit der Einsatzumgebung im Zusammenhang
steht (Stichwort Outsourcing), kann eine hohe Betroffenheit der Anpassbarkeit angenommen
werden.
Austauschbarkeit. (hohe Wahrscheinlichkeit) Die Austauschbarkeit eines Features hängt von den
verfügbaren und implementierten Schnittstellen ab, die jedes Feature für sich definieren kann.
Da das Entfernen oder Ersetzen eines Features hier Änderungen mit sich bringen kann, ist die
Austauschbarkeit wahrscheinlich betroffen.
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Installierbarkeit. (geringe Wahrscheinlichkeit) Die Installierbarkeit hängt nicht zwangsläufig von
der Software selbst ab, sondern auch von der Umgebung, in der sie eingesetzt werden soll. Ein
Feature sollte die Installierbarkeit, wenn überhaupt, dann nur in geringem Maße beeinflussen.
Daher ist die Installierbarkeit im Rahmen der Softwareevolution eher nicht betroffen.
Änderbarkeit. (mittlere Wahrscheinlichkeit) Änderungen umfassen vor allem Fehlerkorrekturen
und Anpassungen an neue Anforderungen auf Kundenseite. Diese können das jeweilige Feature
betreffen. In diesem Fall ist die Änderbarkeit durchaus ein Qualitätsziel, das betroffen sein
kann.
Lokalisierbarkeit. (geringe Wahrscheinlichkeit) Die Anpassbarkeit eines Systems an unterschied-
liche Sprachen und Kulturen muss bei der Entwicklung ganzheitlich bedacht werden. Das Ändern
eines Features kann daher durchaus Auswirkungen auf dieses Qualitätsziel haben. Eine Änderung
der Lokalisierbarkeit hängt aber eher mit einer Änderung im Konzept der Anwendung zusam-
men als mit dem bloßen Entfernen oder Ersetzen eines Features. Daher wird dieses Qualitätsziel
als eher gering betroffen eingeschätzt.
Testbarkeit. (mittlere Wahrscheinlichkeit) Die Testbarkeit wird bestimmt durch die sinnvolle
Strukturierung der Anwendung im Quellcode. Das Entfernen oder Ersetzen eines Features kann
hierauf Einfluss nehmen. Insbesondere Features, die auf fremde Programmteile zugreifen, sind
möglicherweise schlecht zu testen.
Analysierbarkeit. (mittlere Wahrscheinlichkeit) Das Ersetzen eines Features kann zur Folge ha-
ben, dass sich der zugrundeliegende Programmcode schlecht analysieren lässt, wenn fremder
Programmcode zum Einsatz kommt. Das Entfernen eines Features erleichtert vermutlich die
Analysierbarkeit, da die Komplexität der Anwendung sinkt.
Modifizierbarkeit. (mittlere Wahrscheinlichkeit) Die Modifizierbarkeit im Sinne der Änderungen
zur Fehlerkorrektur lassen sich an dieser Stelle genauso begründen wie die Änderbarkeit als
übergeordnetes Qualitätsziel. Fehlerkorrekturen und Änderungen zur Anpassung an eine neue
Umgebung hängen von einer klaren und verständlichen Programmstruktur ab, die pro Feature
relevant ist.
Erweiterbarkeit. (geringe Wahrscheinlichkeit) Da durch das Ersetzen oder Entfernen eines Fea-
tures eher Funktionalitäten entfallen oder lediglich ausgetauscht werden, ist die Erweiterbarkeit
um neue Funktionalitäten eher weniger betroffen.
Stabilität. (mittlere Wahrscheinlichkeit) Jedes Feature kann die Stabilität des Systems beein-
trächtigen. Daher kann die Stabilität betroffen sein, sobald ein Feature entfernt oder ersetzt
wird.
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Anhang C
JUnit-Test-Auswertung zur prototypischen
Implementierung
Im Rahmen der JUnit-Tests wurde die prototypische Implementierung (siehe Kapitel 5) auf
Funktionstüchtigkeit getestet. Der Fokus lag dabei ausschließlich auf die Überprüfung der Algo-
rithmen. Dementsprechend wurden Testfälle vorbereitet, die von den Algorithmen bewältigbar
sein sollten.
Die Grundlage für die Tests bilden die in Tabelle C.1 aufgelisteten Konfigurationen des Feature-
Modells in Abbildung C.1 sowie das Feature-Modell in Abbildung C.2.
Abbildung C.1: Feature-Modell für Testfälle zu ShowDeselectedFeatures und ShowModels-
ContainingAFeature
Das Feature-Modell in Abbildung C.1 besteht neben dem Stamm-Feature aus 20 Features (durch-
nummeriert bezeichnet von 01 bis 20), die innerhalb der Gruppe rootSelection dem Stamm-
Feature direkt untergeordnet wurden. Jede Konfiguration des Modells ist gültig, solange we-
nigstens ein Feature aus der Gruppe als selected markiert wird. Das Modell und die davon
abgeleiteten Konfigurationen eignen sich daher vor allem für solche Tests, in denen lediglich
Feature-Mengen untersucht werden und die Struktur irrelevant ist. Dies ist in den Tests zur
Identifikation der durchgehend als deselected markierten Features der Fall, wie auch beim Test
der Reichweite eines Features in einer Konfigurationsmenge (Wie viele Konfigurationen enthal-
ten ein gesuchtes Feature). Die Tabelle C.1 ist daher eine einfache Kreuz-Tabelle, in der alle
als selected markierten Features in einer Konfiguration mit einem
”
×“ gekennzeichnet werden.
Ist ein Feld leer, bedeutet dies, dass das betreffende Feature in der jeweiligen Konfiguration
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Tabelle C.1: Konfigurationsübersicht für Tests zum Feature-Modell in Abbildung C.1.
”
×“ steht
für selected Features,
”
?“ steht für undecided Features und freie Zellen sind dese-
lected Features.
Konfiguration: 1 2 3 4 5 6 7 8
Feature 01 × × × × × × ×
Feature 02 × × × × × ×
Feature 03 × × × × × ×
Feature 04 × × × × × ×
Feature 05 × × × × × ×
Feature 06 × ×
Feature 07 × ×
Feature 08 × ×
Feature 09 × ×
Feature 10 × ×
Feature 11 × × ×
Feature 12 × × ×
Feature 13 × × ×
Feature 14 × × ×
Feature 15 × × ×
Feature 16 ? ×
Feature 17 ×
Feature 18 ×
Feature 19 ×
Feature 20 ×
als deselected markiert ist. Ein Fragezeichen kennzeichnet ein noch unentschiedenes Feature
(undecided).
Die Konfigurationen folgen einem systematischen Aufbau. Für die ersten fünf Konfigurationen
gilt, dass die Features 01 bis 05 stets ausgewählt wurden. Die Features 06 bis 10 kommen in den
fünf Konfigurationen jeweils nur ein Mal vor. Die Features 11 bis 15 sind in den Konfigurationen
genau zwei Mal enthalten und die verbleibenden fünf Features wurden in allen fünf Konfigura-
tionen abgewählt. Die sechste Konfiguration ergänzt die Menge um eine partielle Konfiguration,
wobei sämtliche Features abgewählt wurden, mit Ausnahme des Features 16, für das noch keine
Entscheidung getroffen wurde. Die Konfiguration sieben ist eine Minimalkonfiguration, in der
lediglich das Feature 01 ausgewählt wurde, während alle anderen nicht Teil der Konfiguration
sind. Schließlich enthält die achte Konfiguration als Maximalkonfiguration alle Features.
Tabelle C.2: Testfälle zum Test der Aktion ShowDeselectedFeatures
Test Konfigurationsmenge Erwartung Anz. Bestanden?
testSA1 Konfigurationen 1 bis 5 Feature 16 bis 20 5 ja
testSA2 Konfigurationen 1 bis 6 Feature 17 bis 20 4 ja
testSA3 Konfiguration 7 Features 02 bis 20 19 ja
testSA4 Konfiguration 8 kein Feature 0 ja
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Die Tabelle C.2 beschreibt die vier Testfälle zur Überprüfung der Funktionalität des Algorith-
mus zur Identifikation aller durchgehend abgewählten Features. Die Tests sind gemäß ihrer
Test-Methode als testSA, gefolgt von einer laufenden Nummer, bezeichnet. In der Spalte Kon-
figurationsmenge sind Eingabedaten gegeben, mit denen der Algorithmus getestet wird. In den
Spalten Erwartung und Anz. ist die erwartete Ausgabe gegeben, also welche und wie viele Fea-
tures in den übergebenen Konfigurationen durchgehend abgewählt wurden. Unter Bestanden?
ist vermerkt, dass alle Tests bestanden wurden.
Tabelle C.3: Testfälle zum Test der Aktion ShowConfigurationsContainingAFeature
Test Konfigurationsmenge Feature Erwartung (Anz.) Bestanden?
testSA5 Konfigurationen 1 bis 5 01 Konf. 1-5 (5) ja
testSA6 Konfigurationen 1 bis 5 06 Konf. 1 (1) ja
testSA7 Konfigurationen 1 bis 5 11 Konf. 1, 2 (2) ja
testSA8 Konfigurationen 1 bis 5 16 keine (0) ja
testSA9 Konfigurationen 1 bis 8 01 Konf. 1-5, 7, 8 (7) ja
testSA10 Konfigurationen 1 bis 6 16 Konf. 6 (1) ja
testSA11 Konfigurationen 1 bis 8 16 Konf. 6, 8 (2) ja
testSA12 Konfigurationen 1 bis 8 20 Konf. 8 (1) ja
Die Tabelle C.3 listet die acht Testfälle auf, mit denen die Funktionalität des Algorithmus zur
Bestimmung der Reichweite eines Features getestet wurde. Als Eingabe dienen nun die jeweils
in der Spalte Konfigurationsmenge angegebenen Konfigurationen und das ausgewählte Feature
in der Spalte Feature. In der Spalte Erwartung (Anz.) wird die erwartete Ausgabe angegeben.
Diese besteht aus denjenigen Konfigurationen der übergebenen Menge, in denen das ausgewählte
Feature nicht abgewählt wurde (also selected oder undecided). In Klammern ist die Anzahl der
Konfigurationen angegeben. Alle acht Tests besteht der Algorithmus.
Abbildung C.2: Feature-Modell für Testfälle zu ShowFeatureDependencies
Die Identifikation von Abhängigkeiten eines Features, der dritte Algorithmus, soll im dritten und
letztes Testlauf auf Richtigkeit überprüft werden. Da in diesem Fall die Relationen im Feature-
Tree ausschlaggebend sind, ist hierzu ein neues Feature-Modell nötig, auf dem die Testfälle
basieren sollen. Dieses Feature-Modell ist in Abbildung C.2 dargestellt. Es besteht aus allen in
der Arbeit vorgestellten Beziehungen, die im Feature-Modell dargestellt werden können. Um
mehrere Ebenen im Modell zu realisieren, wurde zwischen dem Stamm-Feature Root und den zu
untersuchenden Features der einzelnen Gruppen g1 bis g5 eine zusätzliche Ebene eingezogen.
Daher sind die genannten Gruppen nicht direkt Root, sondern SubRoot untergeordnet. SubRoot
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wiederum ist über die Gruppe rootSelection direkt dem Root untergeordnet. Die Gruppe g1
beschreibt eine Gruppe mit frei gewählter Gruppenkardinalität. Die Gruppe g2 enthält obli-
gatorische Features, während g3 ausschließlich fakultative Features enthält. Die Gruppe g4 ist
eine XOR-Gruppe und g5 bildet eine OR-Gruppe. Weiterhin enthält das Feature-Modell zwei
Implikationen (von Feature g2f2 nach g1f8 sowie von g2f2 nach g5f2 ) und zwei Ausschlussbe-
ziehungen (zwischen g3f2 und g4f1 sowie zwischen g4f2 und g5f1 ).
Tabelle C.4: Testfälle zum Test der Aktion ShowFeatureDependencies
Test Feature Obligatorisch? Beziehungen Bestanden?
testSA13 g1f1 nein keine ja
testSA14 g1f2 nein keine ja
testSA15 g1f3 nein keine ja
testSA16 g1f4 nein keine ja
testSA17 g1f5 nein keine ja
testSA18 g1f6 nein keine ja
testSA19 g1f7 nein keine ja
testSA20 g1f8 nein g2f2 → g1f8 ja
testSA21 g2f1 ja keine ja
testSA22 g2f2 ja g2f2 → g1f8, g2f2 → g5f2 ja
testSA23 g3f1 nein keine ja
testSA24 g3f2 nein g3f2 ↔ g4f1 ja
testSA25 g4f1 nein g3f2 ↔ g4f1 ja
testSA26 g4f2 nein g4f2 ↔ g5f1 ja
testSA27 g4f3 nein keine ja
testSA28 g5f1 nein g4f2 ↔ g5f1 ja
testSA29 g5f2 nein g2f2 → g5f2 ja
testSA30 g5f3 nein keine ja
Die Tabelle C.4 fasst die durchgeführten Tests mittels des Modells aus Abbildung C.2 zusammen.
Getestet wurden alle Blatt-Features g1f1 bis g5f3. Überprüft wurde, ob die Features obligatorisch
sind (was nur in der Gruppe g2 der Fall ist) und welche baumübergreifenden Beziehungen für
das jeweilige Feature relevant sind.
Auf die Überprüfung ungewöhnlicher oder falscher Eingaben wurde verzichtet, da eine prototy-
pische Implementierung getestet wurde, deren Fokus darauf lag, die erarbeiteten Algorithmen
umzusetzen. Dementsprechend wurde nur dieser Teil mit den Tests abgedeckt.
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Anhang D
SAP Business ByDesign Fallbeispiel –
Feature-Modell
In der nachfolgenden Abbildung D.1 befindet sich eine grafische Umsetzung des SAP-Business-
ByDesign-Fallbeispiels. Weiterhin geltende baumübergreifende Bedingungen sind weiter unten
separat aufgeführt, um die Anschaulichkeit der Grafik nicht zu gefährden. Die dargestellte grafi-
sche Repräsentation ist eine unmittelbare Entsprechung der EMFText-Variante, die im Rahmen
des Fallbeispiels verwendet wird. Dieses entstammt den Beispielen des extFM-Tooling-Projektes
auf GitHub (Projektwebsite: https://github.com/extFM/extFM-Tooling). Das Beispiel wurde
von Julia Schroeter zum Projekt beigetragen.
In der Darstellung sind die übergeordneten Features blau hervorgehoben, um die Grafik optisch
zu strukturieren. Attribute sind grau dargestellt. Weiterhin wurden die 17 Kind-Features der
Gruppe modules reihenweise angeordnet. Die gestrichelte Linie symbolisiert dabei die Bezie-
hung dieser Kind-Features zur übergeordneten Gruppe der Übersicht halber. Teilweise werden
Beziehungen von anderen Features überdeckt, was die eindeutige Zuordenbarkeit jedoch nicht
beeinflusst. Die Umsetzung von obligatorischen und optionalen Features ist mittels Gruppen mit
entsprechender Kardinalität realisiert. Obligatorische Features eines Eltern-Features sind folglich
in einer Gruppe zusammengefasst, dessen Kardinalität 〈n..n〉 ist, wobei n die Anzahl der obli-
gatorischen Features in dieser Gruppe ist. Diese Notation macht die Auswahl der betreffenden
Features erforderlich.
In der grafischen Darstellung sind die baum- bzw. modellübergreifenden Beziehungen nicht ver-
merkt. Diese sind deshalb der folgenden Auflistung zu entnehmen (Bezeichnung und Numme-
rierung entsprechend der Bedingungs-/Constraint-ID im Ursprungsmodell):
c1: Campaign Management −→Market Development
c2: New Business −→ Account and Activity Management
c3: Selling Products and Services −→ Account and Activity Management
c4: Customer Invoicing −→ Account and Activity Management
c5: Entitlement Management −→ Account and Activity Management
c6: Product and Service Portfolio for Sales −→ Field Service and Repair
c7: Customer Care −→ Account and Activity Management
c8: Field Service and Repair −→ Account and Activity Management
c9: Sourcing and Contracting −→ Purchase Request and Order Management
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c10: Supplier Invoicing −→ Supplier Base Management
c11: Demand P lanning −→ Supply P lanning
c12: Demand Management and Order Config. −→ Exception Monitoring and Control
c13: Supply P lanning −→ Exception Monitoring and Control
Abbildung D.1: Feature-Modell-Umsetzung des Fallbeispiels
xviii
c14: Supply Control −→ Purchase Request and Order Management
c15: Logistics Control −→ Supplier Invoicing
c16: Inbound Logistics −→ Inventoriy Management
c17: Outbound Logistics −→ Demand Management and Order Configuration
c18: Internal Logistics −→ Inventory Management
c19: Inventory Management −→ Inventory V aluation
c20: Production −→ Supply Control
c21: Project P lanning and Execution −→ Purchase Request and Order Management
c22: Payroll −→ Compensation
c23: stakeholders.employees ≥ stakeholders.users
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Anhang E
SAP Business ByDesign Fallbeispiel –
Ausgabeprotokoll
Dieser Anhang umfasst die Programmausgabe der prototypischen Implementierung gemäß Ka-
pitel 5 dieser Bachelorarbeit. Das konkrete Fallbeispiel umfasst 100 vollständige Konfigurationen
des in Anhang D beschriebenen Feature-Modells SAP Business ByDesign.
Für die Untersuchung der Konfigurationen hinsichtlich konkreter Features, wurden die beiden
Features Account and Activity Management und Inventory Management zur Betrachtung aus-
gewählt.
E.1 Ausgabe der Features, die in allen Konfigurationen als
deselected markiert sind
Das Listing E.1 zeigt die Ausgabe der Aktion ShowDeselectedFeatures angewendet auf die
100 Konfigurationen des Fallbeispiels.
Listing E.1: Ausgabe der Aktion ShowDeselectedFeatures
1 INFO - ===================================================================
2 INFO - Quality Assurance - Plugin - ShowDeselectedFeaturesAction
3 INFO - ===================================================================
4 INFO - Number of constantly deselected features found: 7
5 INFO - The following fetures are deselected throughout all configurations:
6 INFO - * Logistics Control (Logistics_Control)
7 INFO - * Supply Planning (Supply_Planning)
8 INFO - * Supplier Invoicing (Supplier_Invoicing)
9 INFO - * Time and Labor Management (Time_and_Labor_Management)
10 INFO - * Production (Production)
11 INFO - * Supply Control (Supply_Control)
12 INFO - * Demand Planning (Demand_Planning)
13 INFO - ===================================================================
E.2 Ausgabe alle Konfigurationen, die ein bestimmtes Feature als
selected oder undecided markiert enthalten
Das Listing E.2 zeigt die Ausgabe der Aktion ShowConfigurationsContainingAFeature an-
gewendet auf die 100 Konfigurationen mit der Auswahl des Features Account and Activity Ma-
xxi
Anhang E SAP Business ByDesign Fallbeispiel – Ausgabeprotokoll
nagement. Das Listing E.3 zeigt die Ausgabe analog zum Listing E.2, jedoch mit Auswahl des
Features Inventory Management.
Listing E.2: Ausgabe der Aktion ShowConfigurationsContainingAFeature angewandt auf das
Feature Account and Acitivity Management
1 INFO - The feature Account_and_Activity_Management will be returned.
2 INFO - ===================================================================
3 INFO - Quality Assurance - Plugin - ShowModelsContainingAFeatureAction
4 INFO - ===================================================================
5 INFO - Number of configurations found: 91
6 INFO - The following models can be indentifyed to contain
7 Account_and_Activity_Management:
8 INFO - * Business ByDesign28
9 INFO - * Business ByDesign17
10 INFO - * Business ByDesign14
11 INFO - * Business ByDesign04
12 INFO - * Business ByDesign66
13 INFO - * Business ByDesign70
14 INFO - * Business ByDesign62
15 INFO - * Business ByDesign85
16 INFO - * Business ByDesign96
17 INFO - * Business ByDesign68
18 INFO - * Business ByDesign24
19 INFO - * Business ByDesign02
20 INFO - * Business ByDesign39
21 INFO - * Business ByDesign22
22 INFO - * Business ByDesign05
23 INFO - * Business ByDesign87
24 INFO - * Business ByDesign76
25 INFO - * Business ByDesign36
26 INFO - * Business ByDesign88
27 INFO - * Business ByDesign07
28 INFO - * Business ByDesign65
29 INFO - * Business ByDesign74
30 INFO - * Business ByDesign13
31 INFO - * Business ByDesign37
32 INFO - * Business ByDesign08
33 INFO - * Business ByDesign59
34 INFO - * Business ByDesign48
35 INFO - * Business ByDesign12
36 INFO - * Business ByDesign77
37 INFO - * Business ByDesign10
38 INFO - * Business ByDesign64
39 INFO - * Business ByDesign97
40 INFO - * Business ByDesign58
41 INFO - * Business ByDesign35
42 INFO - * Business ByDesign15
43 INFO - * Business ByDesign33
44 INFO - * Business ByDesign73
45 INFO - * Business ByDesign54
46 INFO - * Business ByDesign27
47 INFO - * Business ByDesign90
48 INFO - * Business ByDesign80
49 INFO - * Business ByDesign55
50 INFO - * Business ByDesign20
51 INFO - * Business ByDesign98
52 INFO - * Business ByDesign25
53 INFO - * Business ByDesign16
54 INFO - * Business ByDesign03
55 INFO - * Business ByDesign19
56 INFO - * Business ByDesign42
57 INFO - * Business ByDesign41
58 INFO - * Business ByDesign47
59 INFO - * Business ByDesign60
60 INFO - * Business ByDesign61
61 INFO - * Business ByDesign72
62 INFO - * Business ByDesign69
63 INFO - * Business ByDesign26
64 INFO - * Business ByDesign23
65 INFO - * Business ByDesign11
66 INFO - * Business ByDesign83
67 INFO - * Business ByDesign75
68 INFO - * Business ByDesign71
69 INFO - * Business ByDesign38
70 INFO - * Business ByDesign67
71 INFO - * Business ByDesign63
72 INFO - * Business ByDesign89
73 INFO - * Business ByDesign18
74 INFO - * Business ByDesign29
75 INFO - * Business ByDesign86
76 INFO - * Business ByDesign06
77 INFO - * Business ByDesign44
78 INFO - * Business ByDesign00
79 INFO - * Business ByDesign79
80 INFO - * Business ByDesign45
81 INFO - * Business ByDesign32
82 INFO - * Business ByDesign21
83 INFO - * Business ByDesign31
84 INFO - * Business ByDesign99
85 INFO - * Business ByDesign46
86 INFO - * Business ByDesign43
87 INFO - * Business ByDesign01
88 INFO - * Business ByDesign40
89 INFO - * Business ByDesign56
90 INFO - * Business ByDesign82
91 INFO - * Business ByDesign50
92 INFO - * Business ByDesign49
93 INFO - * Business ByDesign34
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94 INFO - * Business ByDesign95
95 INFO - * Business ByDesign57
96 INFO - * Business ByDesign78
97 INFO - * Business ByDesign09
98 INFO - * Business ByDesign30
99 INFO - ===================================================================
Listing E.3: Ausgabe der Aktion ShowConfigurationsContainingAFeature angewandt auf das
Feature Inventory Management
1 INFO - The feature Inventory_Management will be returned.
2 INFO - ===================================================================
3 INFO - Quality Assurance - Plugin - ShowModelsContainingAFeatureAction
4 INFO - ===================================================================
5 INFO - Number of configurations found: 65
6 INFO - The following models can be indentifyed to contain Inventory_Management:
7 INFO - * Business ByDesign97
8 INFO - * Business ByDesign09
9 INFO - * Business ByDesign39
10 INFO - * Business ByDesign45
11 INFO - * Business ByDesign27
12 INFO - * Business ByDesign82
13 INFO - * Business ByDesign41
14 INFO - * Business ByDesign02
15 INFO - * Business ByDesign51
16 INFO - * Business ByDesign53
17 INFO - * Business ByDesign30
18 INFO - * Business ByDesign47
19 INFO - * Business ByDesign12
20 INFO - * Business ByDesign72
21 INFO - * Business ByDesign14
22 INFO - * Business ByDesign54
23 INFO - * Business ByDesign06
24 INFO - * Business ByDesign59
25 INFO - * Business ByDesign98
26 INFO - * Business ByDesign07
27 INFO - * Business ByDesign11
28 INFO - * Business ByDesign38
29 INFO - * Business ByDesign17
30 INFO - * Business ByDesign49
31 INFO - * Business ByDesign10
32 INFO - * Business ByDesign20
33 INFO - * Business ByDesign13
34 INFO - * Business ByDesign28
35 INFO - * Business ByDesign56
36 INFO - * Business ByDesign48
37 INFO - * Business ByDesign44
38 INFO - * Business ByDesign03
39 INFO - * Business ByDesign22
40 INFO - * Business ByDesign57
41 INFO - * Business ByDesign37
42 INFO - * Business ByDesign00
43 INFO - * Business ByDesign08
44 INFO - * Business ByDesign58
45 INFO - * Business ByDesign18
46 INFO - * Business ByDesign29
47 INFO - * Business ByDesign76
48 INFO - * Business ByDesign04
49 INFO - * Business ByDesign19
50 INFO - * Business ByDesign43
51 INFO - * Business ByDesign25
52 INFO - * Business ByDesign83
53 INFO - * Business ByDesign75
54 INFO - * Business ByDesign05
55 INFO - * Business ByDesign15
56 INFO - * Business ByDesign26
57 INFO - * Business ByDesign24
58 INFO - * Business ByDesign99
59 INFO - * Business ByDesign42
60 INFO - * Business ByDesign01
61 INFO - * Business ByDesign16
62 INFO - * Business ByDesign50
63 INFO - * Business ByDesign73
64 INFO - * Business ByDesign52
65 INFO - * Business ByDesign71
66 INFO - * Business ByDesign40
67 INFO - * Business ByDesign23
68 INFO - * Business ByDesign90
69 INFO - * Business ByDesign46
70 INFO - * Business ByDesign74
71 INFO - * Business ByDesign55
72 INFO - ===================================================================
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E.3 Ausgabe aller Abhängigkeiten, die ein bestimmtes Feature
betreffen
Das Listing E.4 zeigt die Ausgabe der Aktion ShowFeatureDependencies angewendet auf die
100 Konfigurationen (wobei jedoch nur eine zur Extraktion des Modells benötigt und verwendet
wird) mit der Auswahl des Features Account and Activity Management. Das Listing E.5 zeigt die
Ausgabe analog zum Listing E.4, jedoch mit Auswahl des Features Inventory Management.
Listing E.4: Ausgabe der Aktion ShowFeatureDependencies angewandt auf das Feature Account
and Acitivity Management
1 INFO - The feature Account_and_Activity_Management will be returned.
2 INFO - ===================================================================
3 INFO - Quality Assurance - Plugin - ShowFeatureDependenciesAction
4 INFO - ===================================================================
5 INFO - Name of the feature under test: Account and Activity Management
6 INFO - ID of the feature under test: Account_and_Activity_Management
7 INFO - -------------------------------------------------------------------
8 INFO - EXPLICIT PROPERTIES:
9 INFO - * Mandatory: no
10 INFO - -------------------------------------------------------------------
11 INFO - AFFECTING FEATURE CONSTRAINTS:
12 INFO - * <c5> Entitlement_Management -> Account_and_Activity_Management
13 INFO - * <c4> Customer_Invoicing -> Account_and_Activity_Management
14 INFO - * <c2> New_Business -> Account_and_Activity_Management
15 INFO - * <c3> Selling_Products_and_Services -> Account_and_Activity_Management
16 INFO - * <c8> Field_Service_and_Repair -> Account_and_Activity_Management
17 INFO - * <c7> Customer_Care -> Account_and_Activity_Management
18 INFO - ===================================================================
Listing E.5: Ausgabe der Aktion ShowFeatureDependencies angewandt auf das Feature Inven-
tory Management
1 INFO - The feature Inventory_Management will be returned.
2 INFO - ===================================================================
3 INFO - Quality Assurance - Plugin - ShowFeatureDependenciesAction
4 INFO - ===================================================================
5 INFO - Name of the feature under test: Inventory Management
6 INFO - ID of the feature under test: Inventory_Management
7 INFO - -------------------------------------------------------------------
8 INFO - EXPLICIT PROPERTIES:
9 INFO - * Mandatory: no
10 INFO - -------------------------------------------------------------------
11 INFO - AFFECTING FEATURE CONSTRAINTS:
12 INFO - * <c19 > Inventory_Management -> Inventory_Valuation
13 INFO - * <c18 > Internal_Logistics -> Inventory_Management
14 INFO - * <c16 > Inbound_Logistics -> Inventory_Management
15 INFO - ===================================================================
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2.13 Konsolidierung der aufgezeigten SaaS-Anwendungsqualitäten in die neue Struktur 21
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gemäß [Dem08, S. 2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.17 Steigende Komplexität der Evolutionsstufen aufgrund der hinzukommenden Evo-
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5.1 Übersicht der Klassen der prototypischen Implementierung und deren Funktion . 70
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Möglichkeiten, Lösungen. 2. Aufl. Berlin: Beuth, 1995.
[Rei11] Thorsten Reichert. Projektmanagement. Freiburg im Breisgau: Haufe-Lexware, 2011.
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ne und mittelständische Unternehmen — Cloud-Computing — SAP. 2013. url:
http://www.sap.com/germany/solutions/technology/cloud/business-by-design/
highlights/index.epx (besucht am 13. 08. 2013).
[Sie+12] Norbert Siegmund, Marko Rosenmüller, Martin Kuhlemann, Christian Kästner,
Sven Apel und Gunter Saake.
”
SPL Conqueror: Toward optimization of non-functio-
nal properties in software product lines“. In: Software Quality Journal 20.3-4 (2012),
S. 487–517.
[Sne12] Harry Sneed. Software Product Management. Blockvorlesung. Technische Univer-
sität Dresden, Fakultät Informatik, Okt. 2012.
[Tho13] Jean-Paul Thommen. Heuristik. Hrsg. von Springer Gabler Verlag. 2013. url: http:
/ / wirtschaftslexikon . gabler . de / Archiv / 4969 / heuristik - v7 . html (besucht am
14. 08. 2013).
[Tia05] Jeff Tian. Software quality engineering: Testing, quality assurance, and quantifiable
improvement. Online-Ausg. Hoboken, N.J: Wiley, 2005. url: http://ieeexplore.ieee.
org/servlet/opac?bknumber=5988897 (besucht am 23. 07. 2013).
[TJ01] Mitchell M. Tseng und Jianxin Jiao.
”
Mass Customization“. In: Handbook of indus-
trial engineering: technology and operations management. 3. Aufl. New York: Wiley,
2001.
[Vog10] Heiko Vogler. Algorithmen, Datenstrukturen und Programmierung: Vorlesungsmate-
rial. 9. Aufl. Dresden: Technische Universität Dresden, Sep. 2010.
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