Current measurements show that the observed fraction of Compton-thick (CT) AGN is smaller than the expected values needed to explain the cosmic X-ray background. Prior fits to the X-ray spectrum of the nearby Seyfert-2 galaxy NGC 5347 (z = 0.00792, D = 35.5 Mpc) have alternately suggested a CT and Compton-thin source. Combining archival data from Suzaku, Chandra, and -most importantly -new data from NuSTAR, and using three distinct families of models, we show that NGC 5347 is an obscured CTAGN (N H > 2.23×10 24 cm −2 ). Its 2-30 keV spectrum is dominated by reprocessed emission from distant material, characterized by a strong Fe Kα line and a Compton hump. We found a large equivalent width of the Fe Kα line (EW = 2.3 ± 0.3 keV) and a high intrinsic-to-observed flux ratio (∼ 100). All of these observations are typical for bona fide CTAGN. We estimate a bolometric luminosity of L bol 0.014 ± 0.005 L Edd. . The Chandra image of NGC 5347 reveals the presence of extended emission dominating the soft X-ray spectrum (E < 2 keV), which coincides with the [O III] emission detected in Hubble Space Telescope images. Comparison to other CTAGN suggests that NGC 5347 is broadly consistent with the average properties of this source class. We simulated XRISM and Athena/X-IFU spectra of the source, showing the potential of these future missions in identifying CTAGN in the soft X-rays.
INTRODUCTION
It is well accepted that active galactic nuclei (AGN) are powered by the accretion of matter onto a supermassive black thick clouds rather than a homogeneous structure (e.g., Hönig & Beckert 2007; Risaliti et al. 2007; Baloković et al. 2014; Marinucci et al. 2016) .
A significant fraction (∼ 10−25%) of the AGN population, in the local Universe, is theoretically expected to be obscured by Compton-thick (CT) material (with an equivalent neutral hydrogen column density, N H 1.5 × 10 24 cm −2 ) in order to explain the observed peak of the cosmic X-ray background (CXB) in the 20-50 keV band (see e.g., Ueda et al. 2014 , and references therein). However, the observed fraction of CTAGN is much smaller than these values. Only about 8% of the AGN in the Swift/BAT 70-month catalog are found to be CT (see Ricci et al. 2015) . The major difficulty in identifying CTAGN is due to the fact that the emission in the soft X-rays, ultraviolet (UV), and optical, which is directly produced by the AGN, is heavily attenuated due to obscuration. The only two spectral bands where the obscuring material is optically thin up to high column densities are the hard X-rays ( 15 keV) and the mid-infrared (5 − 50 µm). Thanks to its unprecedented sensitivity covering the 3−79 keV band, NuS-TAR is playing a key role in identifying the missing fraction of CTAGN and determining their properties (e.g., Koss et al. 2016; Marchesi et al. 2018) .
In this paper, we present multi-epoch observations of the Seyfert-2 galaxy NGC 5347 (z = 0.00792, D = 35.5 Mpc) using the Chandra X-ray Observatory, Suzaku, and NuS-TAR. This source is part of a NuSTAR Legacy Survey (PI: J. M. Miller) aiming to study an optically-selected volumelimited sample of 22 Seyfert-2 galaxies that were identified in the CfA Redshift Survey (Huchra et al. 1983) . Risaliti et al. (1999) classified this source as a CTAGN (N H > 10 24 cm −2 ) on the basis of its large Fe Kα equivalent width (EW > 1.9 keV) measured in an ASCA spectrum. However, LaMassa et al. (2011) classified the source as Compton thin, with N H = 5.6 +3.2 −2.3 × 10 23 cm −2 , based on the Chandra spectrum. We note that this source is a megamaser galaxy showing strong [O IV] emission, negligible star formation and no hint of silicate absorption at 10 µm (Hernán-Caballero et al. 2015) . The paper is organized in the following way: in Section 2 we present the analysis of an optical spectrum of the source. The X-ray observations are presented in Section 3. We discuss the X-ray spectral fitting within the context of various models in Section 4. Finally, in Section 5 we discuss the implications of our results and we present spectral simulations of this source for the future high-resolution observatories: XRISM and Athena. The following cosmological parameters are assumed: Ω M = 0.27, Ω Λ = 0.73 and H 0 = 70 kms −1 Mpc −1 .
2. OPTICAL SPECTROSCOPY NGC 5347 was observed as part of the Sloan Digital Sky Survey (SDSS) on 2007-01-15 with a 3 (513 pc) diameter fiber for a total exposure of 4203 seconds (Abazajian et al. 2009 ). The continuum and the absorption features were fit using the penalized PiXel Fitting software (pPXF; Cappellari & Emsellem 2004) to measure a central velocity dispersion for the galaxy. A stellar template library from VLT/Xshooter (Chen et al. 2014 ) was used with to fit the spectrum with optimal stellar templates following the general procedure in Koss et al. (2017) . These templates have been observed at higher spectral resolution (R = 10, 000) than the AGN observations and are convolved in pPXF to the spectral resolution of each observation before fitting. When fitting the stellar templates, all the prominent emission lines were masked (see upper panel of Fig. 1 ).
The main aim of studying the SDSS spectrum of this source is to determine the mass of the SMBH from the stellar velocity dispersion using a high-resolution spectrum. In fact, it has been shown that, for some cases, low-resolution spectra could lead to an overesitmate of the velocity dispersion (e.g., Brightman et al. 2018 ). In the case of NGC 5347, we find a velocity dispersion of 89 ± 3 km s −1 in the Ca H+K λ3935, 3968 and Mg i λ5175 regions (3830-5600 Å) and 93 ± 5 km s −1 for the Ca ii triplet spectral region (8350-8700 Å) for a weighted average of 90 ± 3 km s −1 . This measurement is consistent with the literature values (73 ± 14 km s −1 , 103 ± 10 km s −1 ; Terlevich et al. 1990; Nelson & Whittle 1995, respectively) but shows significantly less error. Using the Kormendy & Ho (2013) relation, this velocity dispersion implies a black hole mass of log (M BH /M ) = 6.97 ± 0.13. This value is consistent with the measurement reported by Izumi et al. (2016) , log (M BH /M ) = 6.73 ± 0.55, from the velocity dispersion measurements above.
For emission line measurements, we follow the procedure used in the OSSY database (Oh et al. 2011 ) and its broad-line prescription (Oh et al. 2015) . We perform stellar templates (Bruzual & Charlot 2003; Sánchez-Blázquez et al. 2006 ) and emission-line fitting in a rest-frame ranging from 3780 Å to 0.2 0.4 0.6 0. 7250 Å (see bottom panel of Fig. 1 ). We correct the narrow line ratios (Hα/Hβ) assuming an intrinsic ratio of R = 3.1 and the Cardelli et al. (1989) reddening curve. The measured Balmer decrement Hβ/Hα = 3.9 suggests a low level of extinction of the narrow line region (NLR) and is consistent with the Balmer decrement for most optically selected AGN from the SDSS (see Fig. 12 in Koss et al. 2017 (Schmitt et al. 2003 ) and the extended emission observed with Chandra (see next section for more details). We note that past observations had found no broad emission lines in the optical spectrum of the source (de Grijp et al. 1992 ). However, we found some evidence of residuals in the Hα-[N II] complex that may be consistent with a weak broad line around Hα [EW(Hα br ) = 10.38 Å]. High-velocity wings associated with the outflow may be present in both the Hα and [N II] line profiles and thus could be misinterpreted as an underlying broad Hα component associated with the broad line region (BLR). We note that most studies reported much more significant equivalent width of broad lines (e.g., EW ∼ 70 Å; Shen et al. 2011) . Oh et al. (2015) reported substantial number of unidentified weak broad-line in type 1 AGN in the local Universe (z < 0.2) whose EW(Hα br ) is peaking at ∼ 30 Å (see figure 9 in Oh et al. 2015) . To further understand the NLR outflows in this system and better detect or constrain possible weak broad lines, further observations would be required, such as high spatial resolution integral field NIR spectroscopy or spectropolarimetry. Table 2 . Here, we summarize our data reduction procedures.
Suzaku observations
The XIS (Koyama et al. 2007 ) spectra from Suzaku (Mitsuda et al. 2007) were reduced following standard procedures using HEASOFT. The initial reduction was done with aepipeline, using the CALDB calibration release v20160616. Source spectra were extracted using xselect from circular regions 3 in radius centered on the source. Background spectra were extracted from a source-free region of the same size, away from the calibration source. The response files were generated using xisresp. We do not consider the spectrum from XIS1, owing to its poor relative Core + extended emission Core Chandra spectra extracted from the core of the source (blue points) and from the core and the extended emission (red points; see Sect. 3.2). We note that the O K emission (below ∼ 0.6 keV) is stronger in the spectrum when the extended emission was included.
calibration. Spectra from XIS0 and XIS3 were checked for consistency and then combined to form the front-illuminated spectra.
Chandra observations
The Chandra (Weisskopf et al. 2000) data were reduced using CIAO version 4.9 and the latest associated calibration files. The source was observed close to the optical axis and nominal aimpoint on the backside-illuminated ACIS-S3 chip, meaning that the full spatial resolution of Chandra can be exploited.
Prior work noted that NGC 5347 is slightly extended in the Chandra image. The diffuse emission region closely coincides with [O III] emission detected in Hubble Space Telescope (HST) images, potentially indicating the direction of an ionization cone or the NLR (Schmitt et al. 2003; Levenson et al. 2006) . Using sub-pixel event reprocessing and energy filtering, we are able to confirm that the extended X-ray emission is strongest in the soft band (E ≤ 1.5 keV), and potentially strongest of all in the O K band (below ∼ 0.6 keV), as shown in Fig. 2 . The flux ratios of the spectrum including the extended region over the spectrum the core region are 1.35 ± 0.10 and 1.09 ± 0.11, below and above 1.5 keV, respectively.
Source and background spectral files and response files were all created using the CIAO tool specextract. We first extracted source counts from a circular region with a radius of 1.5 (256 pc) centered on the known source coordinates, ignoring the extended emission. We then extracted the source and diffuse emission jointly using a 5.2 (891 pc) circle, centered on the extended image. The resultant data were grouped to require at least 10 counts per spectral bin. The neutral Fe K line is clearly evident in the spectrum, and is several times stronger than the local continuum (see Fig. 2 ); this indicates that the central engine is highly obscured and signals that the source is CT. It is notable that the spectrum including the extended X-ray and [O III] emission region has more flux in the O K range, consistent with neutral oxygen at 0.525 keV, or a low-ionization charge state. The flux of the Fe line in the spectrum, including the extended emission, is consistent with the one from the core, indicating that the Fe line is emitted within an inner region of 1.5 . For consistency, we use the spectrum that includes the extended emission in the rest of the analysis.
NuSTAR observations
The NuSTAR (Harrison et al. 2013 ) data were reduced following the standard pipeline in the NuSTAR Data Analysis Software (NUSTARDAS v1.8.0), and using the latest calibration files. We cleaned the unfiltered event files with the standard depth correction. We reprocessed the data using the saamode = optimized and tentacle = yes criteria for a more conservative treatment of the high background levels in the proximity of the South Atlantic Anomaly. We extracted the source and background spectra from circular regions of radii 45 and 100 , respectively, for both focal plane modules (FPMA and FPMB) using the HEASOFT task Nuproduct, and requiring a minimum S/N of 3 per energy bin. The spectra extracted from both modules are consistent with each other. The data from FPMA and FPMB are analyzed jointly in this work, but they are not combined together.
Throughout this work, spectral fitting was performed using XSPEC v12.10e (Arnaud 1996) . Due to the energy limitation of some of the employed spectral models in this work and the data quality, we considered the Chandra and the Suzaku spectra in the observed 0.6-8 keV and 0.7-7.5 keV bands, respectively. The NuSTAR spectra are background dominated below 4 keV and above 30 keV. For that reason, we fit the NuSTAR data in the 4-29 keV band. Given the consistency between the various instruments (Fig. 3a) , we fixed the cross calibration between them to unity. Throughout this work, we apply the Cash statistic (C-stat; Cash 1979). Unless stated otherwise, uncertainties on the parameters are listed at the 1σ confidence level (∆C = 1). These uncertainties, for all the models, are calculated from a Markov chain Monte Carlo (MCMC) analysis, starting from the best-fitting model that we obtained. We used the Goodman-Weare algorithm (Goodman & Weare 2010 ) with a chain of 10 6 elements discarding the first 30% of elements as part of the burn-in period. We note that due to the non-Gaussianity in the distribution of some parameters, the best-fit value found using XSPEC does not match with the mean value found in the chains, however they are consistent within 2σ.
First, we fit the spectra in the 1 − 5 keV band, using an absorbed power-law model accounting for the Galactic absorption in the line of sight (LOS) of the source (N H,Gal = 1.52 × 10 20 cm −2 ; Kalberla et al. 2005) . The model fits the data well (C/dof = 19.3/20) with a hard photon index Γ = 0.81 ± 0.14. Such a hard spectrum indicates the presence of strong absorption. The extrapolation of the best-fit model to the 0.6 − 30 keV band reveals the presence of an excess in the soft X-rays, a strong excess in the Fe-line band, and a broader excess in the 10 − 30 keV band, as shown in Fig. 3b . The former component is mainly due to thermal diffuse emission, while the latter two components give strong indication that the hard X-rays in this source are dominated by reprocessed emission. In the following, we present a detailed analysis of the X-ray spectra (in the 0.6−30 keV range) by considering different models in order to describe the reprocessed emission in this source.
Pexmon
We initially fit the spectra using the neutral reflection model Pexmon (Nandra et al. 2007) . The model can be written (in the XSPEC terminology) as follows:
In this model, the phabs[1] component represents the Galactic absorption, cutoffpl[3] represents the primary emission of the source assumed to be a power-law with a high-energy cutoff (fixed to 500 keV), which is intrinsically absorbed by CT material (zphabs[2]). A fraction (constant[5] * cutoffpl [6] , where 0 ≤ constant[5] ≤ 1) of the primary emission could be scattered into our LOS, by optically thin ionized gas in the polar regions, before being possibly absorbed as well (zphabs[4] ). All the parameters of cutoffpl [6] are tied to the ones of cutoffpl [3] . The photon index, cutoff energy and normalization of pexmon [7] , which describes the reprocess emission, are tied to the same parameters of cutoffpl [3] . Finally, we describe the soft emission, which mainly arises from the extended regions, with a thermal diffuse emission, model mekal [8] .
The Pexmon model assumes an infinite slab responsible for the reprocessed emission. We were not able to constrain the inclination angle of the slab, so we fixed it to its best-fit value. We note that this angle represents the viewing angle of the reprocessing material itself and not of the whole system. We also fixed the reflection fraction to -1, so we account for the reflected emission only, assuming an isotropic primary emission. We left the Fe abundance (tied to the elemental abundance) free to vary.
This model fits the data well (C/dof = 91.37/90). Throughout this work, we assess the goodness of the fits using simple Kolmogorov-Smirnov (KS) test in XSPEC, which estimates the largest difference (log D KS ) between the observed and model cumulative spectra. We also use the 'goodness' command in XSPEC by simulating 100 spectra based on the best-fit model and estimating the percentage of these simulations with the KS statistic less than that for the data (hereafter p KS ). For this model, we found log D KS = −3.53 and p KS = 77%. The residuals are shown in Fig. 3c . The pexmon modelling implies that the emission in this source is absorbed by CT material with N H, LOS = 2.76 × 10 24 cm −2 . Being heavily absorbed, the photon index of the primary emission could not be well constrained, so it was pegged to its maximum allowed value Γ = 2.4, with a lower limit of 1.95. The elemental abundance is found to be 1.45 times the solar abundance. We note that the scattered power-law emission is found to be f scat = 0.47% of the intrinsic primary emission, and absorbed by a material with N H, scat = 7.2 × 10 21 cm −2 . The thermal mekal model adequately describes the soft X-rays with a temperature kT = 0.68 keV. The contour plots for the relevant parameters are shown in red in the lower panel of Fig. 3 . Given the best-fit model, the intrinsic unabsorbed luminosity of the primary emission is L 2−10 = (4.71 ± 1.22) × 10 41 erg s −1 . The best-fit parameters for all models are listed in We next attempt to model the obscuration and the reprocessing emission by a CT torus using the MYTorus spectralfitting suite for modeling X-ray spectra from a toroidal reprocessor (Murphy & Yaqoob 2009 ). We first consider the "coupled" configuration of MYTorus (hereafter MYTC). This configuration assumes that intrinsic emission is selfconsistently absorbed and reprocessed by toroidal material with a circular cross section and half-opening angle of 60 Table 3 . Best-fit parameters obtained by fitting the spectra, using XSPEC, with Pexmon, MYTC, MYTD and Borus models. The values between brackets represent the mean value of each parameter and the corresponding 1σ confidence interval obtained from the MCMC analysis. We also report the observed 2-10 keV fluxes and intrinsic luminosities for each model. Yaqoob 2012) . We tried to link constant [7] and constant[9] leaving the former free to vary. The quality of the fit was the same and we could not get any constraints on that parameter. We remind the reader that N H,LOS can be estimated using N H, global and θ inc by using eq.
(1) in Murphy & Yaqoob (2009) . MYTorus does not have a high-energy cutoff. Imposing a cutoff energy to the primary emission would break the self-consistency of the models. Instead, MYTorus assumes various termination energies (E T ). We used in our analysis the tables with E T = 500 keV. Using different values did not affect the fits. MYTC provides a statistically acceptable fit (C/dof = 93.38/90, log D KS = −3.4, p KS = 80%). The residuals are shown in Fig. 3d . This model also implies a CT absorber with N H, global pegged to its maximum allowed limit of 10 25 cm −2
(the lower limit is 4.34 × 10 24 cm −2 ) and θ inc ∼ 62 • . This suggests N H,LOS ∼ 3.4 × 10 24 cm −2 , consistent with the value obtained from the Pexmon fit. We found that θ inc is close to the half-opening angle of the torus. This implies that, in the context of a toroidal geometry, a considerable contribution to the reprocessed emission comes from the far side of the torus.
Next, we considered the decoupled configuration of MYTorus (hereafter MYTD) which is intended to mimic the Pexmon configuration. In this configuration, the viewing angle of MYTZ is fixed to 90
• , so its N H corresponds to the LOS value. MYTS and MYTL are decomposed into two components, one from the near side of the torus (θ inc = 90
• ) and the one from the far side of the torus (θ inc = 0
• ). The column densities of these component could be either tied to the one of MYTZ, corresponding to a uniform distribution of the material, or free to vary (corresponding to a patchy structure). This model has only two more free parameters with respect to MYTC, which are the weights of MYTS and MYTL. MYTD can be written as follows:
For this configuration, we kept the column densities for all the MYT components tied to the LOS value. Letting it be free resulted in a similar result. The relative weights for the MYTS and MYTL components with the same θ inc are tied together. First, we left constant[10] free to vary. However, as expected from a CT absorption in the LOS, the reprocessed emission would be unlikely to escape the near side of the torus. Indeed, we find constant[11] to be negligible (< 10 −5 ). Hence, we fixed it to zero in the rest of the analysis. We also fixed constant [7] to unity which reduces the number of free parameters. We could not constrain it by leaving it free to vary. The model provides a statistically acceptable fit (C/dof = 89.08/91, log D KS = −3.5, p KS = 79%). The best-fit parameters are listed in Table 3 and the residuals for this model are shown in Fig. 3e . The various components for this model are shown in panel (a) of the same figure. This figure shows clearly that the observed spectrum is dominated above ∼ 2 keV by the reprocessed emission from CT material (N H, LOS = 4.67 × 10 24 cm −2 ). The contour plots are shown in blue in the lower panel of Fig. 3 . All the parameters are consistent with the ones given by the Pexmon fit, except the normalization of the primary emission which is ∼ 2.7 times larger than the value inferred by Pexmon. This is mainly due to the fact that the primary emission cannot be seen due to obscuration (see the red dotted line in Fig. 3a) . Thus its intrinsic luminosity is estimated indirectly based on the reprocessed emission. This may lead to the discrepancy in the normalization of the primary due to different physical assumptions. Given the best-fit model, the observed 2-10 keV and 10-30 keV fluxes of this source are (2.32±0.1)×10 −13 erg s
and (1.16 ± 0.08) × 10 −12 erg s −1 cm −2 , respectively. The intrinsic unabsorbed luminosity of the primary emission is L 2−10 = (1.44 ± 0.29) × 10 42 erg s −1 cm −2 . Thus, the intrinsic to observed flux ratio at 2 − 10 keV is 103 ± 23.
Borus
Finally, we fit the spectra of the source by modeling the reprocessed emission using the Borus model . Borus assumes a uniform density sphere with cutouts which are determined by the half-opening angle θ torus (a free parameter), giving a similar geometry to the one of MYTorus. The model can be described as follows:
The cabs[3] component accounts for Compton scattering in the absorber, while the Borus[8] accounts for the reprocessed emission. We note that the Borus model is defined above 1 keV. For that reason, we fixed the parameters of the mekal[9] component to the best-fit values obtained by the MYTD model and fitted the spectra above 1 keV. We tied N H,LOS to the global value. We also tied the normalization of Borus[8] to the one of cutoffpl[4] whose high-energy cutoff is fixed to 500 keV. The abundance could not be constrained, so we fixed it to the solar value. The model gives a statistically acceptable fit (C/dof = 78.81/84, log D KS = −3.5, p KS = 66%), also implying a CT source (N H, LOS = 10 25 cm −2 ). We note that all the parameters are consistent with the values obtained by MYTD. Notably, θ torus ∼ 60.4
• is consistent with the one assumed by construction in the MYTorus model, which is 60
• . The intrinsic unabsorbed luminosity of the primary emission is L 2−10 = (4.05 ± 3.16) × 10 42 erg s −1 , consistent with the value obtained from the MYTD model.
DISCUSSION AND CONCLUSIONS
We have confirmed in this work the CT classification of NGC 5347. The 2−30 keV multi-epoch spectra of this source are clearly dominated by reprocessed emission from CT material (N H > 2.23 × 10 24 cm −2 ) obscuring the central engine. We note that this estimate is higher than the previously reported ones for this source (Risaliti et al. 1999; LaMassa et al. 2011) . It is then possible that some sources which were classified as Compton thin could be in reality CT when higherquality data covering a broader energy range and more physical models are used. Marchesi et al. (2018) estimated N H for 30 local AGN ( z ∼ 0.03) from the Swift/BAT 100-month survey that were observed by NuSTAR. Our estimate puts the source in the upper quartile of the N H -distribution presented in Fig. 3 of Marchesi et al. (2018) .
It is worth mentioning that all the models employed in this work are statistically comparable, giving statistically good fits and consistent physical parameters. However, the use of physically-motivated models such as MYTorus and Borus, accounting properly for the reprocessed emission in the torus, is preferred with respect to simple reflection models. We note that due to the faintness of the source, we were not able to get strong constraints either on the geometry of the obscuring material or on the properties of the intrinsic X-ray source. Our results are in alignment with the studies of megamaser AGN (e.g., Greenhill et al. 2008; Masini et al. 2016 ) which revealed that a large fraction of megamaser AGN harbor a CTAGN.
Using the unabsorbed L 2−10 nuclear emission from the best-fit MYTD model, we solved the third-degree equation provided by Marconi et al. (2004) Berney et al. (2015) , we obtain log L [O III] /erg s −1 ∼ 40.14 which is consistent with the values we obtained from the SDSS spectrum (see Fig. 1 ; log L int.
[O III] /erg s −1 = 40.11 ± 0.03) and the one estimated by Schmitt et al. (2003) from HST observations of this source. NGC 5347 is therefore consistent with the other sources analyzed by Ueda et al. (2015) (Meléndez et al. 2008) . The two values are broadly consistent given the large uncertainties in this correlation. We note that the measured [O III] and [O IV] fluxes could be underestimated if the NLR extends beyond the slit size of the instruments due to the closeness of the source. Finally, following Risaliti et al. (2011) and Bisogni et al. (2016) , if we assume that the [O III] luminosity is an indicator of the intrinsic luminosity and is emitted isotropically, and that the underlying continuum is due to an optically thick accretion disk, then the observed [O III] EW (EW obs ) can give us an estimate of the orientation of the accretion disk. For an accretion disk that is observed with an inclination θ, we get EW obs = EW * / cos θ, where EW * is the EW as measured in a face-on configuration. Ideally the latter value is the same for all AGN. By considering an average value of EW * to be ∼ 11 Å (see Risaliti et al. 2011; Bisogni et al. 2016 , who estimated EW * for a sample of SDSS quasars), and EW obs = 16.91 Å (see Table 1 ), we obtain θ ∼ 50
• . Given the quality of the current data, we modeled the soft X-ray spectra (E ≤ 2 keV) using a fiducial model which assumes thermal diffuse emission. This model ensured a fair representation of the observed spectra at these energies. However, some of the emission could be due to photoionized plasma in the NLR. Understanding the nature of the soft X-ray emission in this source requires higher-quality data, which makes it an interesting candidate for future planned X-ray observatories carrying micro-calorimeters, such as XRISM and Athena (Nandra et al. 2013) .
Future X-ray missions will allow us to obtain higher quality spectra by resolving all the line features in the spectra, enabling a better understanding of such sources. Fig. 4 shows 100-ks simulated spectra using the response files of XRISM (left panel) and Athena /X-IFU 1 (right panel; Barret et al. 2013) , assuming the best-fit MYTD model. The faintness of the source would not allow the emission lines to be well resolved using XRISM. However, thanks to the large effective area of Athena all emission lines would be easily resolved. More interestingly, the inset in the right panel of this figure shows clearly that both Fe Kα1,2 lines (at rest-frame energies of 6.404 keV and 6.391 keV, respectively) would be separated and resolved, in addition to the corresponding Compton shoulder. This will enable a better identification and characterization of faint CT sources, with high-quality spectra. It will also allow us to study and identify the various spectral components in these sources, the geometry and covering fraction of the obscuring material. Any motion of the absorbing/reprocessing material whether it is orbital and/or outflowing will be then imprinted in the lines profile in terms of broadening and/or energy shift, and will be easily identified. Moreover, the rich emission line spectrum in the soft X-rays will allow us to study the various components contributing to this energy range such as the thermal emission from the host galaxy, or the extended emission from the NLR.
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