Let Ax = b be a system of linear equations whose solution is denoted by x = A ?1 b. When solving it by a direct or an iterative method, an approximate solution x is obtained (x denotes the current iterate in the case of an iterative method). In this paper, we propose estimates for the norm of the error e = x ? x. These estimates are valid for arbitrary matrices and for approximations of x obtained by any method.
Let us consider the system of p real linear equations Ax = b. We shall denote its solution by x = A ?1 b. When solving it by a direct or an iterative method, an approximate solution x is obtained (x denotes the current iterate in the case of an iterative method). Usually the quality of the approximate solution is judged by the norm of the residual vector r = b ? Ax.
The error x ?x and the residual are related by r = Ae and, thus, it is not possible to compute the error from the residual. However, it holds 1 kAk kek krk 1 kek kA ?1 k krk 1 where = kAk kA ?1 k, the norms being the Euclidean ones. Thus, if kAk or kA ?1 k are known, the quantities krk=kAk and kA ?1 k krk can be considered as estimates of kek and we have the bounds krk kAk kek kA ?1 k krk: (1) However, these estimates require the knowledge of the Euclidean norm of A or of its inverse and, moreover, in somes cases, the bounds can be quite large.
In this paper, we shall propose other estimates of the norm of the error e = x ? x based on the relation r = Ae. These estimates are valid for arbitrary matrices and for approximations of x obtained by an arbitrary method, direct or iterative. They do not need estimates of the largest and smallest eigenvalues of the matrix nor of its norm, and they provide lower and upper bounds on the norm of the error if the condition number is known.
Let us set c 0 = (r; r); c 1 = (r; Ar) and c 2 = (Ar; Ar). We have (e; e) = (A ?1 r; A ?1 r) = c ?2 . In this paper, we shall be concerned with the problem of estimating c ?2 . This question was already treated in a number of papers 4, 5, 8, 9, 10, 13] where bounds on c ?2 were obtained by quadrature rules in the case where the matrix A is symmetric positive de nite and the conjugate gradient method or a method minimizing some quadratic functional is used.
In this paper, c ?2 will be estimated from c 0 ; c 1 and c 2 . Our approach is based on the extrapolation of the rst 3 terms the sequence (c n ); n = 0; 1; : : : at the point n = ?2.
In the rst Section, we shall explain how to derive such estimates and justify our approach. The formulae obtained will be analyzed in the second Section where bounds on the norm of the error will also be given. The last Section is devoted to numerical examples. (u i ; r)(v i ; r) (6) All these formulae require the computation of Ar. However, in some methods such as Lanczos/Orthores, these products are already needed and, thus, the preceding estimates can be obtained for free. In other cases, they can be computed only from time to time.
It is also possible to construct approximations of c ?2 using extrapolation formulae with a sum of terms of the form 2 ?2 instead of a single one. However, such formulae require more matrix{by{vector products (they also sometimes need A T ) and, moreover, the improvement over the preceding estimates does not seem so clear. So, we shall not pursue in this direction.
Remark 1
There are many iterative methods for solving linear systems where the iterates and the residuals are obtained recursively by formulae of the form
where z k is some vector and k a parameter.
Instead of considering such methods, it is possible to compute the iterates x k and the corresponding residuals r k by an arbitrary iterative method and, then, to transform them into the new iterates y k and the new corresponding residuals k = b ? Ay k by formulae similar to the preceding ones, that is
Under some assumptions (see 2]), the sequence (k k k) converges faster than the sequence (kr k k).
In such cases, y k is usually a better approximation of the solution x than x k . Thus, one can consider y k ? x k = k z k as a good approximation of the error x ? x k . Thus j k j kz k k is a good estimate of kx ? x k k. Conversely, as showed in 1], estimates of the error form the basis for constructing convergence acceleration methods. Thus, the duality between both questions is completed.
Let us now analyze the preceding estimates. 
We set = c 2 1 =(c 0 c 2 ). From the inequalities (14) and (15) 
which shows that e 3 is exact.
So, for these reasons, e 3 seems to be the most appropriate estimate of kek and this is con rmed by the numerical examples given in the last Section. If is known, the inequalities of Theorem 2 provide bounds on the norm of the error. In fact, replacing and the e i 's by their expressions, it is easy to see that they all lead to the same bounds and we have Theorem 3 e 3 kek e 3 :
These inequalities show that, if A is not too ill{conditioned, the estimates e i are good approximations of kek and, in particular, e 3 .
Numerical results
Let us now give some numerical results for illustrating the preceding error estimates and bounds. We have also tested the bounds given by (1). On the Figures, these bounds are indicated as normed residuals.
In all cases, the solution was chosen randomly and b computed accordingly. The methods tested were Lanczos/Orthodir, the transpose{free version of Lanczos/Orthomin and the coupled implementation of the BiCGSTAB of van der Vorst 14] given in 3], the method of Jacobi and that of Gastinel 6, 7] (which is always convergent but often slowly) and consists of the iterations . Obviously, we should obtain x p = x but, due to the ill{conditioning, we observe that, when k increases, the error begins to decrease and then can become quite large. All methods were started from x 0 = 0. The bounds given by (1) are shown in Figure 2 . We see that all the estimates are quite good and also the bounds given by (1) and by Theorem 3. The reason is that the system is well{conditioned.
Example 2.
Our second example is concerned with the symmetric pentadiagonal matrix de ned by a ii = 7:5 i = 1; : : : ; p a i;i+1 = a i+1;i = 1 i = 1; : : : ; p ? 1 a i;i+2 = a i+2;i = ?2 i = 1; : : : ; p ? 2: With p = 50, cond(A) = 7:56, kAk = 11:6 and we obtain the results of Figure 3 for the methods of Gastinel and Jacobi. For the same methods, the bounds given by (1) are shown in Figure 4 . In this case also, although the condition number of the matrix is bigger than in the rst example, the results are quite good.
Example 3.
Let us now give an example with a convergence behavior not so regular. We consider the circulant matrix whose rst row is 1; : : : ; p. For p = 50, cond(A) = 51, kAk = 1275 and the results of Lanczos/Orthodir and BiCGSTAB are shown on Figure 5 . For the BiCGSTAB, all curves have the same aspect but not for Lanczos/Orthodir.
On Figure 6 , only the exact error and e 3 are plotted. We see that e 3 is a quite good estimation of the norm of the error.
Example 4.
Let us now give an example with an ill{conditioned matrix. We used the matrix kahan with default parameters from the MATLAB test matrix toolbox 12]. For p = 60, cond(A) = 1:97e+10, kAk = 6:89. The results obtained by the method of Jacobi and the TSVD are given on Figure   7 . The behavior of the method of Jacobi seems strange but the estimates of the error are still sharp. Moreover, the lower bound given by (1) is almost attained. On Figure 7 :b, we also see that the true error stagnates at the end and that the estimates still decrease. This phenomenon is almost always observed when the true error reaches the computer accuracy and it is due to the discrepancy between the iterative residual which continues to decrease and the actual one.
As shown in Figure 8 , the upper bounds given by the normed residuals (1) can be attained. Obviously, the lower bound can be reached as we saw for the method of Jacobi and as we shall also see in the next example. shows the bounds given by the normed residuals (1) (in this case, we see that the lower bound is attained) and e 3 . In Figure 9 .b, the lowest curve is e 3 .
Example 6.
We shall now take an arbitrary matrix and m random solutions and then solve the system by a direct method(in fact, with the MATLAB command x = Anb) and compute the mean values of the error estimates.
For the parter matrix of dimension p = 50 and for m = 100, we get an exact error of 6:48e?15. (1) and those given by e 3 are equal to the exact value of the error. Since the value of is di erent for each trial, the mean values of the is e i 's do not satisfy the equalities (16). 
