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В институте системного анализа РАН под руководством А.П. Афанасьева 
разработана распределенная среда MathCloud, ориентированная на поддержку 
математических исследований и базирующаяся на web- и Grid-технологиях. Целью 
среды MathCloud является предоставление унифицированного доступа к сетевым 
сервисам решения различных классов математических задач. Главным предлагаемым 
подходом к реализации данной среды является удобство разработки сервисов, 
преобразования существующих ресурсов в сервисы, интеграции сервисов со 
сторонними приложениями и доступа конечных пользователей к сервисам и 
приложениям. Для этого используются современные web-технологии и наработки  
web 2.0. Сервис-ориентированный подход позволяет пользователю MathCloud 
абстрагироваться от конкретных ресурсов, требуемых для решения задачи, и 
сформулировать запрос к системе в терминах его предметной области [1]. Данный 
подход идеально используется для интеграции программных ресурсов, таких как 
математические и вычислительные пакеты. В случае, если для выполнения запроса 
сервису требуются вычислительные ресурсы, данный запрос может преобразовываться 
в вычислительные задания, запускаемые на кластере или в Grid. MathCloud опирается 
на существующие вычислительные ресурсы и инфраструктуры. 
Для эффективной работы в Grid его компоненты, приложения и пользователи 
должны иметь возможность динамически обнаруживать, определять характеристики и 
осуществлять мониторинг ресурсов, сервисов, вычисления и других сущностей, 
присутствующих в Grid. Тот факт, что источники информации в Grid являются 
гетерогенными и используют различные модели представления информации, сильно 
затрудняет интеграцию данных, полученных из нескольких источников. Поэтому 
важную роль при построении информационной инфраструктуры Grid играет наличие 
стандартных общепризнанных моделей представления информации о тех или иных 
сущностях.  
Предполагается, что пользователь должен сформулировать задачу и требования, 
предъявляемые к ресурсам, такие как надежность, стоимость, качество обслуживания и 
т.п., после чего система должна автоматически осуществить поиск и отбор ресурсов, 
способных решить поставленную задачу. Ситуация осложнена тем, что при описании 
ресурсов используются различные синтаксически несовместимые схемы. Необходимо, 
чтобы информация о семантике элементов описания ресурса и их значений 
содержалась непосредственно в описаниях ресурсов в форме, допускающей машинную 
обработку на основе логических выводов. 
Прежде чем приступить к организации каталога математических сервисов, 
необходимо провести классификацию сервисов.  
Классификация – это многоступенчатое деление логического объема понятия 
или какой-либо совокупности единиц на систему соподчиненных понятий или классов 
объектов (род − вид − подвид). Это процесс соотнесения тех или иных объектов по 
классам в соответствии с определенными признаками, которые и позволяют определить 
сходство или различие объектов. Такими объектами могут служить, например, 
документы, файлы, записи в базе данных (БД), а также математические алгоритмы, 
формулы, теоремы, графики и т.п. Классификация является способом организации 
эмпирического массива информации [2]. 
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Первое требование классификации заключается в том, чтобы пункты сходства, 
на основании которых составляются классы, были важны в практическом отношении. 
Второе требование классификации состоит в том, чтобы она давала возможность 
сделать наибольшее число утверждений. Наилучшей считают классификацию, в 
которой предметы сходны друг с другом в возможно большем числе признаков. 
Для классификации по иерархической схеме необходимо составить перечень 
основных признаков математических сервисов, таких как класс решаемых задач с 
помощью того или иного сервиса, время, необходимое для решения задач и т.д. При 
фасетной схеме классификации признаки выбираются независимо друг от друга, 
каждый фасет содержит совокупность однородных значений данного 
классификационного признака. 
Для классификации математических сервисов целесообразно разработать карту 
классификации по аналогии с классификацией математических алгоритмов. Алгоритм – 
это любая корректно определенная вычислительная процедура, на вход которой 
подается некоторая величина или набор величин, результатом ее выполнения является 
выходная величина или набор значений. Алгоритм можно рассматривать как 
инструмент, предназначенный для решения корректно поставленной вычислительной 
задачи. В постановке задачи задаются отношения между входом и выходом. В 
алгоритме описывается конкретная вычислительная процедура, с помощью которой 
выполняются указанные отношения [3]. Таким образом, в первую очередь должно 
выполняться описание алгоритма (или математического сервиса) и определение круга 
задач, для которых предназначен данный алгоритм. Далее указывается выходная 
последовательность данных (экземпляр задачи, удовлетворяющий всем ограничениям, 
наложенным при постановке задачи) и результат, который будет получен в результате 
работы алгоритма с указанием формата ввода и вывода данных. При дальнейшем 
использовании алгоритма появятся дополнительные параметры, характеризующие 
вычислительный ресурс, такие как корректность алгоритма, необходимость дополнения 
либо модификации алгоритма. Не менее важной характеристикой алгоритма является 
описание вычислительной процедуры, которую требуется выполнить.  
Алгоритмы, разработанные для решения одной и той же задачи, часто 
различаются по эффективности. Эти различия могут быть намного значительнее, чем 
те, что вызваны применением неодинакового аппаратного и программного 
обеспечения. Обычной мерой эффективности является скорость и время, в течение 
которого алгоритм выдает результат. 
Таким образом, минимальный набор описательных признаков математических 
сервисов будет выглядеть следующим образом: название математического сервиса; 
описание математического сервиса; круг задач, для которых используется данный 
математический сервис; входные и выходные данные; форматы ввода и вывода данных; 
описание вычислительной процедуры; относительная вычислительная сложность 
задачи; относительная алгоритмическая сложность задачи; язык программирования, на 
котором написано приложение; скорость и время работы математического сервиса;  
переносимость ресурса; надежность; стоимость; корректность используемого 
алгоритма; полезность – определяется экспертным путем; необходимость 
дополнения/модификации математического сервиса; дата создания, изменения сервиса. 
В качестве дополнения можно указывать, когда и в каких разработках использовался 
данный математический сервис, а также успешность его применения. 
В настоящее время на кафедре информационных систем Тверского 
государственного технического университета совместно с ИСА РАН ведется работа по 
созданию автоматизированного каталога математических вычислительных сервисов, 
предложен ряд параметров, описывающих сервисы, разработана структура каталога. 
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Описания  сервисов  публикуются  в  специальной  службе, называемой реестром или 
каталогом сервисов. Приложения, которым требуется определенная  
функциональность,  должны иметь возможность обнаруживать  подходящий  сервис 
при помощи каталога и затем отправлять запрос найденному сервису. 
Информация о сервисах носит описательный характер, поэтому основная 
проблема при работе с каталогом – поиск именно того вычислительного сервиса, 
который необходим для решения конкретной задачи. Очевидное решение – разделить 
математические ресурсы по разделам и подразделам математики и задачам, для 
решения которых они предназначены. Таким образом, каталог строится с учетом 
требований международных стандартов для БО (ISBD), концепции создания 
международного виртуального авторитетного файла (VIAF), положения о 
международных принципах каталогизации (SICP), функциональных требований к 
авторитетным записям (FRAD) и описания ресурсов и доступа к ним (RDA). За основу 
взят метод пользовательских задач FRBR, который предназначен для нахождения 
ресурса, удовлетворяющего поисковым критериям; идентификации ресурса 
(подтверждение, что найденный ресурс действительно отвечает потребностям 
пользователя, или различение ресурсов с одинаковым названием); выборке 
необходимого ресурса из числа найденных; получении ресурса или доступа к ресурсу; 
навигации для поиска ресурса. Такой подход заимствован у библиотечных каталогов. 
Как показывает практика, организация каталога по такому принципу иногда может 
потребовать дополнительных временных затрат для поиска нужной информации, так 
как однозначно описать математический сервис не представляется возможным. Однако 
присутствовать в каталоге такая описательная часть REST-сервисов должна. 
В настоящее время известно несколько способов классификации текстов по 
методу индексирования. Классификация текстов – сортировка текстовых документов 
по заранее определенным категориям (в нашем случае параметры, отраженные в 
каталогизационной карте вычислительного сервиса). Методы классификации текстов 
основаны на методах  информационного поиска и машинного обучения. Общее в этих 
подходах – способы представления документов и способы оценки качества 
классификации, различия состоят только в способах организации поиска. 
Рассмотрим классификацию текстов с точки зрения машинного обучения. В 
этом случае на основе тренировочной коллекции строится классифицирующее правило. 
Постановка задачи выглядит следующим образом: пусть  DddD ,...,1  − 
множество документов,  
C
ccC ,...,1  − множество категорий,  1,0: CDФ  − 
неизвестная целевая функция, которая по паре ji cd ,  говорит, принадлежит ли 
документ di категории cj (1 или Т) или нет (0 или F). Задача состоит в построении 
функции Ф , максимально близкой к Ф. 
Методы машинного обучения полагаются на наличие коллекции Ω = {d1,…,dΩ } 
заранее классифицированных документов, то есть таких, для которых уже известно 
значение целевой функции. Для того чтобы после построения классификатора можно 
было оценить его эффективность, Ω разбивается на три части в любом соотношении, 
первая из которых является обучающейся, на основе которой строится классификатор, 
вторая – проверочная, на основании которой оптимизируются параметры 
классификатора, и тестовая, на которой проверяется качество классификации.  
При применении ранжирования множество значений целевой функции − это 
отрезок [0;1]. Описательная часть сервиса при ранжировании может относиться не к 
одной, а сразу к нескольким категориям с разной степенью принадлежности, то есть 
категории могут пересекаться между собой. 
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В базовом подходе при индексации вычислительных сервисов текст описания 
представляется в виде множества термов. Каждому слову сопоставлено некоторое 
число – вес, при этом учитывается только частота встречаемости слова в тексте. Также 
представить вес слова можно в виде произведения показателя, насколько редко слово 
встречается в описаниях сервисов и частоты встречаемости слова в отдельно взятом 
описании. Можно провести нормализацию по документу, чтобы сумма квадратов всех 
весов в нем была равна 1. Каждое текстовое описание – это вектор в многомерном 
пространстве, координаты – номера слов, значения координат – значения весов. 
Размерность вектора – это количество слов, которые встречаются в документах. Из-за 
того, что учитываются все слова, которые когда-либо встречались в документах, 
вектора получаются с огромным количеством координат, большинство из которых 
нули. 
Классификатор можно организовать двумя способами: сразу строить функцию, 
возвращающую значение принадлежности для каждого описания сервиса, или сначала 
вычислить аналогичную ранжированию функцию, а затем определить порог ti, такой, 
что CSVi ≥ τi либо  пропорциональным методом, когда для каждой категории ci на 
коллекции Tr вычисляется доля документов, принадлежащая ей, пороговое значение 
выбирается так, чтобы Va доля документов, отнесенных к ci, была такой же, либо 
методом k ближайших категорий, при котором каждое описание сервиса считается 
принадлежащим к k ближайшим категориям. 
Идея линейного классификатора состоит в том, что правило классификатора 
представляет собой скалярное произведение. Каждой категории ci соответствует вектор 
 inii ccc ,...,1 , где n – размерность пространства документов. В качестве правила 
классификатора используется следующая формула: 
    j jijii dccddCSV . 
Обычно проводится нормализация так, что итоговая формула для CSVi(d) – это 










Существуют различные варианты этого алгоритма: 
Мультипликационные поправки. Можно использовать мультипликативные 
поправки для корректировки весов категории, то есть умножать соответствующие веса 
на коэффициенты α1 > 1 или 0 < α2 < 1. 
Поправки при удачной классификации (до получения нужного результата). 
Поправки в неактивные слова. При неудачной классификации можно вносить 
поправки во все слова, а не только в слова текущего описания вычислительного 
сервиса, в частности, пропорционально уменьшать координаты по всем 
неиспользуемым словам и увеличить координаты по всем используемым словам [4]. 
Следующий метод классификации – нейросетевой метод классификации и 
регрессии. В данном случае обучение осуществляется сразу на всей коллекции. Кратко 
изложим его суть. Пусть T – множество термов, C – множество категорий. 
Тренировочная коллекция Tr представляется в виде двух матриц: матрица документов I 
размера TTr  , в которой каждая строчка – это документ, а столбец – это терм; и 
матрица ответов O размера  CTr  , где каждая строка соответствует документу, 
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столбец – категории, а число на пересечении i-й строки и j-го столбца – значению 
CSVj(di). 
Задача алгоритма – найти такую матрицу линейных правил M, чтобы 
минимизировать OMI  , т.е. M – это argmin OMI  . 
Столбцы матрицы M – это векторы характеристик категорий. Матрица 
находится так: 
для каждой категории ci вектор ответов io  проецируется на линейную оболочку 
столбцов матрицы I; 
полученная проекция раскладывается по базису столбцов I, это разложение и 
будет вектором ic , характеризующим данную категорию. 
Наиболее перспективным является подход, когда классификатор 
рассматривается как нейронная сеть, входы которой соответствуют термам, а выходы − 
категориям. Для того чтобы классифицировать описание сервиса dj, веса его термов wkj 
подаются на соответствующие входы сети; активация распространяется по сети, и 
значения, получившиеся на выходах – результат классификации. Метод обучения такой 
сети – обратное распространение ошибки. Если на одном из тренировочных 
документов получен неправильный ответ на одном из выходов, то ошибка 
распространяется обратно по сети, и веса ребер меняются так, чтобы ошибка 
уменьшилась.  
Для более удобной работы с каталогом вычислительных математических 
сервисов в дальнейшем планируется проводить индексирование запросов 
пользователей, фиксируя наиболее частые обращения к каталогу, присваивать сервису 
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