The current paper is mainly devoted for solving centrosymmetric linear systems of equations. Formulae for the determinants of tridiagonal centrosymmetric matrices are obtained explicitly. Two efficient computational algorithms are established for solving general centrosymmetric linear systems. Based on these algorithms, a MAPLE procedure is written. Some illustrative examples are given.
Introduction
Throughout this paper, A and T A denote the determinant and the transpose of the matrix A respectively. Also x     denotes the greatest integer less than or equal to .
x Centrosymmetric matrices have practical applications in numerical analysis, information theory, statistics, physics, harmonic differential quadrature, differential equations, engineering, sinc methods, magic squares, linear system theory and pattern recognition. The interested readers may refer to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
Solving and analyzing linear systems of equations is a fundamental problem in science and engineering applications. The cost of solving any linear system using Gauss or Gauss-Gordan algorithms is
The motivation of the current paper is to develop efficient algorithms for solving any centrosymmetric linear system having equations and unknowns provided that the coefficient matrix of the system is nonsingular. The cost of each algorithm depends on the solvers of two associated linear systems having smaller sizes than n. More precisely, if n = 2m, then each of the two associated linear systems consists of m equations. If n = 2m + 1, then we have one system having m equations and the other has (m + 1) equations. Consequently, if the two associated linear systems have special structures, then the cost of the centrosymmetric algorithm could be considerably reduced, in particular for large values of n.
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The paper is organized as follows. In Section 2, some properties of the exchange and the rotate matrices are presented. Formulae for centrosymmetric tridiagonal determinants are obtained in Section 3. In Section 4, two computational algorithms for solving centrosymmetric linear systems are given. A MAPLE procedure is given in Section 5. Some illustrative examples are presented in Section 6. 
is called the exchange matrix of order The subscript on n . n J is neglected whenever the size is obvious from the context. 
 is the Kronecker symbol which is equal to 1 if and zero if . i j  i j  It is also worth mentioned that the matrix J is sometimes called the counter-identity matrix or contra-identity matrix or per-identity matrix or the reflection matrix or the reversal matrix.
Exchange matrices are simple to construct in software platforms. For example, to construct 5 J in MAPLE, a single line of code can be used as follows:
n := 5: J := array(1..n,1..n,sparse): for i to n do J[i, n + 1 -i] := 1 od: J n := op(J); or n := 5: J := matrix(n, n, 0):
The rotate of , A R A of order satisfies: n
In other words, the centrosymmetric matrix A is the same when read backwards as when read forwards.
Centrosymmetric Determinants
Centrosymmetric determinants take the form: 
In particular, let  
the leading principal minor of . A Theorem 3.1 [24] . Consider
Then the determinants in (8) satisfy a three-term recurrence
where the initial values for k f are 0 1  a 0. f 
where are given by (6) . Meanwhile, the 
Algorithm 3.1 (DETGTRI [31]).
The determinant of the matrix in (4) can be computed using the following symbolic algorithm.
INPUT: Order of the matrix and the components, n
e matrix in (4). inue t g (6).
The cost of the DETGTRI algorithm is   O n . The omputer Algebra algorithm is easy to implement in all C Sy , MATHEMATICA an nal matrix gi 0 . stems (CAS) such as MACSYMA d MAPLE. Lemma 3.6. Consider the tridiago n ven by:
sp Let , n S n U and n V be n n  matrices defined reectively as follows: 1 1 and ,
where k is a scalar quantity. Then by applying the DETGTRI algorithm, we see that:
having used (12) and (13). Let
is an centrosymmetric matrix, then the three following facts are useful when we n n  
facts, we may formulate the fo ng result wh will can be written rm:
y:
Armed with the above llowi ose proof be omitted.
w The determinant of the matrix in (20) is given by
Concerning the inverse of centrosymmet the reader may refer to [8] .
As an interesting special case of the Theorem 3.7, we give the following result.
Corollary 3.8. In Theorem 3.7, if R = T is centrotric tridiagon matrix, th ave ric matrices
where k is the common value of the elements in positions (m centrosymmetric tridiagonal de , m+1) and (m+1, m) of the matrix R = T n when n = 2m. Proof. To compute the terminant of order .
n Two cases will be considered:
In this case, the centrosymmetric tri diagonal matrix takes the form: 
Applying Theorem 3.7, we have 
By using Lemma 3.6, we obtain 
Applying Theorem 3.7, we obtain 
From (23) and (25), we see that in order to compute the determinant of a centrosymmetric tridiagonal matrix of order , then all we need is to compute if and if
Algorithms for Solving Centrosymmetric Linear Systems
Solving linear systems practically dominates scientific computing. In the present section, we focus on solving linear systems of centrosymmetric type. Two cases will be considered:
For this case we are going to construct an algorithm for solving centrosymmetric linear systems of the form: 
Block multiplication is particularly useful when there are patterns in the matrices to be multi . Therefore it is convenient to rewrite (26) in the partitioned form The system in (26) can also be written in matrix form as follows: 
is the coefficient matrix of the system (26) , and
is the constant vector. Algorithm 4.1. An algorithm for solving centrosymmetric linear system of even order.
To solve the linear system of the form (26), we may proceed as follows:
INPUT: The entries of the coefficient matrix and the constant vector in (28) .
OUTPUT: Solution vector
Step 1: Construct the Step 2:
Step 3: Solve the two linear systems:
, , z z  and for and ectively.
Step 4: The solution vector is ven by 
or equivalently,
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,
metric linear system of odd ord The linear system (30) can also be written as:
where is the coefficient matrix of the system (29), and is the constant vector. , whose proof will be omitted.
and 
omputer Program
In this section, we are going to introduce a MAPLE proce trosymmetric linear sy n ure is base the MM-I and CENTROSYMM-II Algorithms. and Using the procedure centrosymm, we obtain the following results: 5 . m 
