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Abstract
A fundamental class of solutions of symmetric Hamiltonian systems is relative equilibria. In this pa-
per the nonlinear problem near a degenerate relative equilibrium is considered. The degeneracy creates a
saddle-center and attendant homoclinic bifurcation in the reduced system transverse to the group orbit. The
surprising result is that the curvature of the pullback of the momentum map to the Lie algebra determines
the normal form for the homoclinic bifurcation. There is also an induced directional geometric phase in
the homoclinic bifurcation. The backbone of the analysis is the use of singularity theory for smooth map-
pings between manifolds applied to the pullback of the momentum map. The theory is constructive and
generalities are given for symmetric Hamiltonian systems on a vector space of dimension (2n+ 2) with an
n-dimensional abelian symmetry group. Examples for n = 1,2,3 are presented to illustrate application of
the theory.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A fundamental class of solutions of Hamiltonian systems with symmetry is relative equilibria.
A relative equilibrium (RE) is a solution which travels along an orbit of the symmetry group
at constant speed. They are pervasive in applications such as celestial mechanics, molecular
dynamics, rigid-body dynamics, and fluid mechanics. An introduction to the theory of RE can be
found in Chapter 4 of Marsden [16].
Consider a Hamiltonian system zt = XH(z) on a symplectic manifold (M,Ω) with Hamil-
tonian function H : M → R. Let G be an n-dimensional abelian Lie group acting symplectically
on M with Lie algebra g. A RE is a solution of the form z(t) = exp(tξ)ϕ for some ξ ∈ g. The
point z(0) = ϕ ∈ M is a critical point of the augmented Hamiltonian
Hξ(z) := H(z)−
〈
J(z)−μ,ξ 〉, (1.1)
where J : M → g∗ is the momentum map, μ ∈ g∗, and 〈·,·〉 : g∗ ×g→ R is the pairing between g
and the dual of the Lie algebra g∗.
A RE is said to be non-degenerate when the second variation of Hξ at a critical point is a
non-degenerate quadratic form on the subspace consisting of vectors that are tangent to J−1(μ)
and transverse to the group orbit (cf. Smale [33] and Chapter 5 of Marsden [16]; see also Patrick
and Roberts [29] for a generalization of non-degeneracy).
There are three ways that a RE can become degenerate and they are clarified in Sections 2
and 9. The first two are by failure of the so-called G-Morse1 hypothesis: the dimension of the
kernel of the second variation of Hξ is greater than the dimension of the group. There are two
ways that the G-Morse hypothesis can fail and for the purposes of this paper they will be called
degeneracy of type II and degeneracy of type III. Type II degeneracy is a failure of the G-Morse
hypothesis that arises naturally without external parameters, and type III degeneracy is failure of
the G-Morse hypothesis due to external parameters in the Hamiltonian (both of these degenera-
cies are discussed in Section 9). The third form of degeneracy (which for the purposes of this
1 G-Morse is also called “equivariant Morse” and is a special case of Morse–Bott [25].
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tum map by ϕ is not surjective. Other characterizations of this degeneracy are given in Section 2.
Degeneracy of type I is the main topic of this paper.
There is a fourth form of degeneracy that arises when μ ∈ g∗ is a singular value of the momen-
tum map (cf. Ortega and Ratiu [26]). However, this degeneracy is distinct from types I, II and III
and is not considered here. Indeed, a blanket hypothesis throughout the paper is that μ ∈ g∗ is a
regular value of the momentum map.
A critical point ϕ of Hξ in (1.1) can be viewed as a mapping from gRE to M , where gRE is
the subset of g for which critical points of Hξ exist. Define the pullback P : gRE → g∗ of the
momentum map by P = J ◦ ϕ. (There is an orbit of critical points so the image of ϕ should
be viewed as lying in a slice.) Then, taking coordinates c = (c1, . . . , cn) for g, a RE is non-
degenerate if and only if it satisfies the G-Morse hypothesis and
det
(
DP(c)
) = 0, c ∈ gRE. (1.2)
Satisfying the G-Morse hypothesis eliminates degeneracy of types II and III. Therefore, with the
G-Morse hypothesis, a RE is degenerate if and only if det(DP(c)) = 0.
Since the main topic of the paper is the implication of type I degeneracy, the G-Morse hypoth-
esis is assumed throughout the paper. However, some discussion of the failure of the G-Morse
hypothesis is given in Section 9 to illustrate how it is complementary to type I degeneracy.
The nonlinear consequences of degeneracy of RE do not appear to have been studied before.
Degenerate RE have been widely observed, particularly in the N -body problem (cf. Palmore [27],
Meyer [20]), and in fluid mechanics (cf. Bridges [4], Bridges and Donaldson [6]). Palmore [27]
characterizes the subset of the space of masses in the N -body problem where degeneracy occurs,
and shows that such degeneracies are plentiful. The “degenerate relative equilibria” discovered
by Palmore [27] are however type III degeneracies (see discussion in Section 9).
The first implication of a type I degeneracy is that additional zero eigenvalues are gener-
ated in the linearization about degenerate RE. The connection between degenerate RE and zero
eigenvalues has been observed in the literature before (e.g. Meyer [20]). Here a new proof and
generalization of this result is given using symplectic Jordan chain theory. Effectively, a degener-
ate RE generates a saddle-center bifurcation of eigenvalues in the linearization transverse to the
group orbit. Given a saddle-center in the linearization, it is well known in Hamiltonian bifurca-
tion theory that the nonlinear system nearby has a homoclinic bifurcation [3,21,23]. The idea is
to combine the geometry of degenerate RE with this homoclinic bifurcation.
The geometry of the mapping P : gRE → g∗ is the backbone of the analysis. The theory is
local, so P can be interpreted as a mapping from an open subset of gRE into g∗. Degeneracy of
the form det(DP(c)) = 0 of a smooth mapping P between manifolds is a well-studied problem
in singularity theory (cf. Chapter 2 of Arnold, Gusein-Zade and Varchenko [2], Chapter VI of
Golubitsky and Guillemin [10]). The subsets of gRE where the condition (1.2) fails are called the
Thom–Boardman singularities of the mapping and are denoted in singularity theory by
Σk(P) = {c ∈ g: DP(c) has rank n− k}.
In this paper, attention will be restricted to the case k = 1. There can however be singular subsets
in the image of Σ1(P) in g∗. The simplest such set is denoted by
Σ11(P) = Σ1(P|Σ1(P)).
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is the set where the kernel of DP(c) lies in the tangent space of Σ1(P). This classification can be
continued until the dimension is exhausted [2,10]. In this paper, attention will be restricted to a
study of the implications for P(c) of the hypersurface Σ1(P) and its subset Σ11(P).
The main result of this paper is the connection between the geometry of the manifold Σ1(P),
its image in g∗, and the homoclinic bifurcation that occurs in the dynamics transverse to the group
orbit in phase space. In particular suppose there exists a family of RE with c ∈ Σ1(P) ⊂ gRE but
c /∈ Σ11(P). Then, in the reduced system transverse to the group orbit the nonlinearity which
generates the homoclinic orbit is determined by the curvature of the graph of P in g × g∗, and
the homoclinic bifurcation transverse to the group induces a directional geometric phase along
the group.
Precise hypotheses are stated in Section 2. These hypotheses are not the most general un-
der which the phenomena occurs. Indeed, the hypotheses are chosen to highlight the simplest
possible setting. Generalities are discussed at the end of the introduction.
The curvature of the pullback of the momentum map arises as follows. When c ∈ Σ1(P) the
kernel and cokernel of DP(c) are one-dimensional. Define h = Ker(DP(c)) and decompose the
vector spaces g and g∗ as follows
g∼= Tcg= h⊕ TcΣ1(P) and g∗ ∼= TP(c)g∗ = TP(c)P
(
Σ1(P)
)⊕ h∗,
where P(Σ1(P)) is the image of Σ1(P) in g∗, which is locally a hypersurface in g∗. Introduce
the mapping on h× h∗,
t →K(c, t) := 〈P(c + tη),η〉, c ∈ Σ1(P), η ∈ h. (1.3)
There are several identifications in this construction, and they are unraveled in Section 3. With
the definition (1.3), Kt (c,0) = 0 when c ∈ Σ1(P). It is the curvature of the graph (t,K(c, t)) ∈
h× h∗ that appears in the normal form for the homoclinic bifurcation. The curvature of a graph
in the plane at any t takes the standard form
Kt t
(1 +K2t )3/2
.
However at points with Kt = 0, the denominator reduces to unity, making the second derivative
itself invariant under coordinate change. This observation is a special case of the intrinsic second
derivative2 of the mapping P. The function K(c, t) is quadratic in t for t small when c ∈ Σ1(P),
K(c, t) =K(c,0)+ 1
2
t2
〈
D2P(c)(η,η),η
〉+ · · · . (1.4)
The quadratic term is precisely the intrinsic second derivative of P (cf. Porteous [30,31], Arnold
et al. [2], page 149 of Golubitsky and Guillemin [10]). It is an interesting fact that c ∈ Σ1(P) \
Σ11(P) if and only if the second intrinsic derivative is non-vanishing (a proof in the present
context is given in Section 3).
2 I am grateful to James Montaldi for pointing out the connection with the intrinsic second derivative.
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manifolds with a Σ1(P) singularity. However, P can be related to the dynamics of XH through
the momentum map and ϕ, since P = J ◦ ϕ. It is via this path that the curvature of P in the plane
h× h∗ shows up in the normal form theory.
The singularity in the mapping P manifests itself in the linearization of XH by a symplectic
Jordan chain. Using the symplectic Jordan chain, the linearization is transformed to normal form
(a variant of Williamson normal form). Then standard normal form theory for vector fields can
be used to determine the nonlinear normal form to leading order. The normal form is a skew-
product, with one part tangent to the group orbit, and the other transverse to the group orbit.
The splitting between tangent and normal directions here is elementary because the group is
abelian.
When the group is non-abelian the splitting of the Hamiltonian vector field into a component
tangent to the group orbit and a component transverse to the group orbit requires the Guillemin–
Sternberg–Marle theory and its generalizations (cf. Roberts, Wulff and Lamb [32] and references
therein). It is reasonable to conjecture that the theory of this paper carries over to the non-abelian
case by predicting the form of the transverse vector field near a degenerate RE in that case, but
this generalization is not considered herein.
Take M to be a (2n+2)-dimensional vector space. (This is the lowest dimension in which the
phenomena occurs; extension to higher dimension is discussed at the end of the introduction.)
Apply normal form theory to XH perturbed about a RE with c ∈ Σ1(P). The leading order
normal form for the flow transverse to the group orbit is
−dv
dt
= I1 − 12κu
2 + · · · ,
du
dt
= s1v + · · · , (1.5)
where I1 is an unfolding parameter which is a measure of the distance from the hypersurface
P(Σ1(P)) in the direction h∗, s1 = ±1 is a symplectic sign, and κ is a real parameter. This normal
form is the leading order normal form for a Hamiltonian system in the plane with a saddle-center
bifurcation in the linearization (cf. Arnold et al. [3], Meyer and Hall [21], Broer et al. [9]). A
classical formula for κ can be obtained in terms of second derivatives of the Hamiltonian vector
field, and this formula is given in Section 6. Remarkably, the coefficient κ can also be precisely
related to the curvature of P in the plane h× h∗. It is proved in Section 7 that
κ = a31
d2
dt2
∣∣∣∣
t=0
K(c, t), (1.6)
where a1 is a positive scale factor. When n = 1 the coefficient κ simplifies to
κ = a31P ′′(c). (1.7)
This role of the curvature in the one-dimensional case was first observed by Bridges and Donald-
son [6] for the case of degenerate periodic orbits. Indeed, periodic orbits of Hamiltonian systems
can be interpreted as a class of relative equilibria on the loop space (cf. Weinstein [34], Ibort and
Martínez Ontalba [12]), and so the formula (1.7) is consistent with the present theory.
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The leading order normal form tangent to the group is
−dIj
dt
= 0, j = 1, . . . , n,
dφ1
dt
= u+ · · · ,
dφj
dt
= sj Ij + · · · , j = 2, . . . , n. (1.8)
The coordinates (I2, . . . , In) are local coordinates for the tangent space to P(Σ1(P)) in g∗.
A schematic of the surface P(Σ1(P)) for the case n = 3 is shown in Fig. 1. The leading or-
der flow tangent to the group has two interesting properties. The direction of the dynamic drift
along the group is determined by the symplectic signs sj , j = 2, . . . , n, and these signs can be
interpreted as the signs of the non-zero eigenvalues of DP(c). The second interesting feature of
the flow tangent to the group is the induced holonomy. The planar system (1.5) has a homo-
clinic orbit. Coupling this homoclinic orbit to the normal form tangent to the group (1.8) leads
to a dynamic drift along the group as well as a geometric phase shift. The dynamic drift is a
familiar feature of perturbed relative equilibria (cf. Patrick [28]). The geometric phase is en-
coded in the equation dφ1
dt
= u + · · · , when u is substituted from the transverse normal form.
This geometric phase can also be interpreted as a “reconstruction phase” (cf. Marsden, Mont-
gomery and Ratiu [17]), since it appears when the reduced system (1.5) is lifted up to the full
phase space. However, standard theory of reconstruction does not apply since the orbit in the
reduced system is not closed. The induced geometric phase is discussed further in Section 8.1.
A schematic of the phase shift is shown in Fig. 2 for the case when the group is one-dimensional
and G = R.
A byproduct of the theory is an observation about persistence of RE: degenerate RE create
barriers in g or g∗ to persistence. In the case when DP(c) is degenerate with one-dimensional
kernel, the image of Σ1(P) in g∗ locally divides momentum space into two regions, and locally
RE exist on only one side of the surface. To see this consider the line c + tη for −ε < t < ε for
some small ε with c ∈ Σ1(P) and η ∈ h. This line is transverse to the hypersurface Σ1(P) as long
T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674 1635Fig. 2. Schematic of the phase shift of the orbit which is homoclinic to the RE when the orbit of the RE is a line and I1
is fixed. The projection onto the reduced space (u, v) is also shown.
as c /∈ Σ11(P) (this is proved in Section 3). However, the image of this line P(c + tη) ∈ g∗ for
−ε < t < ε is quadratic in t in the direction h∗, and hence locally the graph of a parabola. This
barrier property is evident in examples. Which side of the hypersurface the RE exist is determined
by the sign of κ in (1.6) and the symplectic sign s1 (a classification is given in Fig. 3). On the
other hand when the G-Morse hypothesis fails, the barrier to persistence is in g: an example of
this phenomenon is given in Section 9. These observations are complementary to existing results
on persistence of RE (cf. Montaldi [24], Wulff [36] and references therein).
Only the leading order terms in the nonlinear normal form are considered. Global aspects of
the normal form (that is, transformation to all orders) are not considered, nor is convergence of
the normal forms or persistence of the homoclinic orbits in the original system. However, on
these latter two points there are grounds for optimism. With the hypothesis of group dimension
n and phase space dimension 2n+ 2, the systems are in principle integrable and normal forms in
this case are known to be extraordinarily robust [38].
The dimension of the phase space is restricted to 2n+ 2 because it is the lowest dimension in
which the phenomena arises. Extending the dimension brings in the usual technicalities. When
the dimension of the group has dimension n and the phase space dimension is greater than 2n+2,
but the complementary dimensions are hyperbolic – even infinite dimensional – then one can use
symplectic center manifold reduction (cf. Mielke [22]). With symplectic center manifold reduc-
tion, the hyperbolic directions are eliminated and one reduces to studying an ODE on R2n+2.
One is again in the setting of this paper.
If the complementary dimension has an elliptic component (additional pure-imaginary eigen-
values) then formally the local normal form theory goes through but then one has well-known
problems with persistence of the homoclinic orbits. In this case one can expect – from related the-
ory without symmetry [9,14] – that the homoclinic orbit will have nontrivial but exponentially-
small tails.
The bifurcation associated with a degenerate RE is codimension one and therefore it should be
widely observable in physical systems. The author’s motivation for this theory was applications
in water waves: this bifurcation arises in the analysis of wave breaking [4], is the starting point
1636 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674for a new branch of steady dark solitary waves in shallow water [7], and gives new results on the
bifurcation of solitary waves at the interface between two fluids [8]. Some elementary examples
are given in Sections 10, 11 and 12 to illustrate application of the theory.
2. Degenerate relative equilibria
Let (M,Ω) be a symplectic manifold with the following hypothesis:
The manifold M is a (2n+ 2)-dimensional vector space. (H1)
Let [·,·] : TzM × TzM → R be the pairing at z ∈ M . (TzM can be identified with M but it will
be useful to retain the distinction.) The symplectic form is taken to be in canonical form
Ω(v,w) = [Jv,w], for any v,w ∈ TzM, with J =
(
0 −I
I 0
)
. (2.1)
The natural setting for the analysis is Hamiltonian systems with symmetry [18]. This setting
is summarized by the following hypothesis:
(M,Ω,G,J,H) is a symplectic G-system. (H2)
This hypothesis is shorthand for the following facts (cf. page 43 of [16]). G is a Lie group acting
symplectically on M with Lie algebra g. Let g∗ be the dual of the Lie algebra. There exists a
momentum map J : M → g∗ associated with G and this momentum map is Ad∗-equivariant. The
function H : M → R is a given smooth G-invariant function.
The Lie group G is restricted to be abelian:
G = Rk × Tn−k for some k with 0 k  n. (H3)
The subgroup Rk is a group of affine translations in M , and Tn−k = S1 ×· · ·×S1 is a toral group
acting on M and commuting with the translation subgroup.
The action of G on M is denoted by Φg(z), for g ∈ G and z ∈ M . For any ξ ∈ g the corre-
sponding infinitesimal generator of the action is the vector field ξM on M defined by
ξM(z) = d
dt
∣∣∣∣
t=0
Φexp(tξ)(z). (2.2)
The momentum map J : M → g∗ is defined by
ξM(z) Ω = d
(〈
J(z), ξ
〉)
, for each ξ ∈ g. (2.3)
Let {ξ1, . . . , ξn} be a basis for g. Then the components of the momentum map are given by
Jj (z) = 〈J(z), ξj 〉 for j = 1, . . . , n, and they satisfy
ξ
j
M(z) Ω = dJj (z), j = 1, . . . , n. (2.4)
The starting point for the analysis of dynamics is the Hamiltonian system
z˙ = XH(z), z ∈ M, with XH Ω = dH. (2.5)
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z(t) = Φexp(tξ)(ϕ), for some ξ ∈ g,
where ϕ : gRE → M is a (group orbit of) critical point(s) of the augmented Hamiltonian (1.1).
The set gRE is the subset of g for which critical points of the augmented Hamiltonian exist. In
the examples in Sections 10 and 11 gRE = g, but in the example in Section 12 gRE is a proper
subset of g. It will be sufficient for this paper that gRE is non-empty and open.
A value μ ∈ g∗ is regular if dJ(z) is surjective when z ∈ J−1(μ), and it will be assumed
throughout that
μ ∈ g∗ is a regular value, and gRE is non-empty and open. (H4)
The pullback of the momentum map by ϕ induces a mapping
P : gRE → g∗, defined by P = J ◦ ϕ. (2.6)
The connection between the G-Morse hypothesis and type I degeneracy is established in the
following.
Lemma 2.1. Suppose the second variation of Hξ evaluated at ϕ satisfies the G-Morse hypothesis
and Image(J◦ϕ) consists of regular values of the momentum map. Then the RE is non-degenerate
if and only if the differential DP is surjective.
To prove the lemma, the terms involved need to be defined. It will be useful to introduce
coordinates on g, although the results are independent of this choice. Take any basis for g with
coordinates c = (c1, . . . , cn); that is, any ξ ∈ g has the form ξ = c1ξ1 +· · ·+ cnξn. In coordinates
a critical point of the augmented Hamiltonian is denoted by ϕ(c), the mapping P is denoted by
(P1(c), . . . ,Pn(c)), and the condition of type I non-degeneracy takes the form (1.2).
The G-Morse hypothesis assures that the kernel of the second variation of the augmented
Hamiltonian equals the tangent space of G at the RE. The tangent space of the G-orbit of a point
z ∈ M is
Tz(G · z) =
{
ξM(z): ξ ∈ g
}
(cf. §9.3 of [18]). The second variation of the augmented Hamiltonian at ϕ is defined by
[
L(c)v,w
] := ∂2
∂t1∂t2
Hξ
(
ϕ(c)+ t1v + t2w
)∣∣∣∣
t1=t2=0
, for any v,w ∈ TϕM. (2.7)
It follows from the invariance of the augmented Hamiltonian that Tϕ(G · ϕ) ⊂ Ker(L(c)). The
G-Morse hypothesis assures equality:
Ker
(
L(c)
)= Tϕ(G · ϕ(c)). (H5)
Proof of Lemma 2.1. A critical point of the augmented Hamiltonian is non-degenerate if the
quadratic form [L(c)v,w] is non-degenerate when v,w are restricted to be transverse to the
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is equivalent to
det
⎡⎣ L(c) Ker dJ ◦ ϕKerT 0 0
(dJ ◦ ϕ)T 0 0
⎤⎦ = 0,
where the columns of Ker span the kernel of L(c). To avoid extraneous constants, Ker is nor-
malized so that KerT Ker = I. The element dJ ◦ ϕ is col(dJ1(z), . . . ,dJn(z)) evaluated at z = ϕ,
where col(a, . . . ,b) is the matrix with columns a, . . . ,b.
The equation
L(c)W = dJ ◦ ϕ and KerT W = 0
is uniquely solvable for
W = col
(
∂ϕ
∂c1
, . . . ,
∂ϕ
∂cn
)
+ Ker,
where the addition of Ker is adjusted to satisfy KerT W = 0. This follows by differentiating the
critical point equation dH ◦ ϕ − d〈J ◦ ϕ, ξ 〉 = 0 with respect to the coordinates c1, . . . , cn on g,
and noting that dJ ◦ ϕ is in the range of L(c).
Now, dJ ◦ ϕ is of rank n due to the regular-value hypothesis (H4), and (dJ ◦ ϕ)T W = DP(c).
Hence Proposition A.1 in Appendix A can be applied to conclude that
det
⎡⎣ L(c) Ker dJ ◦ ϕKerT 0 0
dJ ◦ ϕT 0 0
⎤⎦= (−1)n+1Π det(DP(c)),
where Π is the product of the two non-zero eigenvalues of L(c). The G-Morse hypothesis (H5)
assures that Π = 0. Hence non-degeneracy is equivalent to det(DP(c)) = 0. 
Corollary. Suppose the G-Morse hypothesis (H5) is satisfied and μ is a regular value (H4). A RE
is degenerate if and only if det(DP(c)) = 0.
In the remainder of this section, some additional properties of RE are established.
Proposition 2.2. DP(c) is a symmetric linear operator.
Proof. Consider the pullback by ϕ(c) of the augmented Hamiltonian to g,
H(c) = Hξ ◦ ϕ(c), c ∈ gRE. (2.8)
Then
∂H = (dH ◦ ϕ − 〈dJ ◦ ϕ, ξ 〉) ∂ϕ − 〈J ◦ ϕ, ξi〉.
∂ci ∂ci
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and the second term is −Pi(c). Therefore
∂2H
∂ci∂cj
= −∂Pi
∂cj
.
Symmetry of the Jacobian DP(c) now follows from smoothness of the family of RE and symme-
try of the second partials of H(c). 
Since the group G is abelian, the momentum map is G-invariant: J ◦Φg = J for all g ∈ G and
any z ∈ M . There is an infinitesimal version of this property.
Proposition 2.3. Let ξi and ξj be any two elements in the Lie algebra g. Then
Ω
(
ξ iM(z), ξ
j
M(z)
)= 0. (2.9)
Proof. Invariance of the momentum map can be expressed in the form
Ji
(
Φg(z)
)= Ji(z) for all Ji(z) := 〈J(z), ξi 〉, i = 1, . . . , n, and any z ∈ M.
Take g = exp(tξj ) and differentiate
0 = d
dt
∣∣∣∣
t=0
Ji
(
Φexp(tξj )(z)
)= [dJi(z), ξ jM(z)]= [ξ iM(z) Ω, ξjM(z)]= Ω(ξ iM, ξjM). 
3. Geometry of the hypersurface Σ1(P)
In this section the geometric properties of the nonlinear mapping P : gRE → g∗ are studied
with the following hypothesis:
c ∈ Σ1(P). (H6)
This hypotheses ensures that the rank of DP(c) is exactly n− 1. Here and henceforth, c ∈ Σ1(P)
should be interpreted at c ∈ Σ1(P)∩CRE where CRE is an open subset of gRE.
Standard ideas from singularity theory of smooth nonlinear mappings between two manifolds
are used [2,10]. The main issue is establishing conditions for when the kernel of DP(c) is trans-
verse to TcΣ1(P) which is also related to when c is not in Σ11(P), where
Σ11(P) := Σ1(P|Σ1(P)). (3.1)
Since g and g∗ are vector spaces Tcg ∼= g and TP(c)g∗ ∼= g∗. However, it will be useful to first
maintain the distinction in the constructions and then to simplify via identification afterwards.
Introduce a pairing on TP(c)g∗,
〈〈·,·〉〉 :T ∗ g∗ × TP(c)g∗ → R,P(c)
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b,DP(c)a
〉〉= 〈DP(c)∗b,a〉, for any b ∈ T ∗P(c)g∗, a ∈ T ∗c g,
that is DP(c)∗ : T ∗P(c)g∗ → T ∗c g. The kernel of DP(c) is a subspace of Tcg and the kernel
of DP(c)∗ is a subspace of T ∗
P(c)
g∗. With the hypothesis (H6) these subspaces are each one-
dimensional. Denote these subspaces by
h= Ker(DP(c))= span{η} and Ker(DP(c)∗)= span{η∗}.
With these preliminaries, it is clear that the function K(c, t) in (1.3) should be defined by
K̂(c, t) := 〈〈η∗,P(c + tη)〉〉, c ∈ Σ1(P).
The equivalence between K̂(c, t) and K(c, t) follows by noting that T ∗P(c)g∗ ∼= Tcg∼= g, DP(c)
is symmetric (Proposition 2.2) and so Ker(DP(c)∗) ∼= h, and then transferring to the pairing on g.
Henceforth, K(c, t) will be used with the above identifications understood.
Transversality of h and TcΣ1(P), local smoothness of the hypersurface Σ1(P) and member-
ship of c in Σ1(P) \Σ11(P) are all related to nontriviality of the intrinsic second derivative
d2
dt2
∣∣∣∣
t=0
K(c, t) = 0, c ∈ Σ1(P). (H7)
Lemma 3.1. Suppose c ∈ Σ1(P), and assume P : g → g∗ satisfies hypotheses (H6) and (H7).
Then the kernel of DP(c) is transverse to the tangent space of Σ1(P) and
(1) Σ1(P) is a locally smooth submanifold of g;
(2) g∼= Tcg= h⊕ TcΣ1(P);
(3) c /∈ Σ11(P).
Proof. Let f (c) := det(DP(c)). Then Σ1(P) = {c ∈ g: c ∈ f−1(0)} and this hypersurface de-
fines a smooth submanifold of g in the neighbourhood of any point where df is nontrivial. Take
η ∈ h and consider
〈df,η〉 = d
dt
∣∣∣∣
t=0
det
(
DP(c + tη))= Tr(DP(c)# d
dt
∣∣∣∣
t=0
DP(c + tη)
)
,
where DP(c)# is the adjugate of DP(c). Since DP(c) is a symmetric matrix with a simple zero
eigenvalue, its adjugate has the following explicit expression (see formula (A.2) in Appendix A),
DP(c)# = Π ηη
T
ηT η
,
where Π is the product of the n− 1 non-zero eigenvalues of DP(c), and so
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(
DP(c)#
d
dt
∣∣∣∣
t=0
DP(c + tη)
)
= Π
ηT η
Tr
(
ηηT
n∑
k=1
∂
∂ck
DP(c)ηk
)
= Π
ηT η
ηT
(
n∑
k=1
∂
∂ck
DP(c)ηk
)
η
= Π
ηT η
∑
i,j,k
∂
∂ck
(
∂Pi
∂cj
)
ηiηjηk
= Π
ηT η
〈
D2P(c)(η,η),η
〉
,
using DP(c)i,j = ∂Pi∂cj . Differentiating K(c, t) in (1.3),
d2
dt2
∣∣∣∣
t=0
K(c, t) = 〈D2P(c)(η,η),η〉,
and this expression is non-vanishing by hypothesis (H7). Combining this expression with the
above calculation shows that
〈df,η〉 = Π
ηT η
d2
dt2
∣∣∣∣
t=0
K(c, t).
But Π is non-zero since DP(c) has rank n − 1 by hypothesis (H6). It follows that df is non-
vanishing and so Σ1(P) is a smooth hypersurface in the neighbourhood of any point c satisfy-
ing (H7). This proves point (1).
The tangent space TcΣ1(P) is the tangent space to f−1(0), and every element in the tangent
space of f−1(0) is in the kernel of df . But by point (1), η is not in the kernel of df and so the
kernel of DP(c) is transverse to TcΣ1(P). Standard results from singularity theory establish that
the set Σ11(P) is distinguished by the fact that the kernel of DP(c) is tangent to Σ1(P) [2,10].
Point (3) then follows from the definition of Σ11(P) in (3.1). 
The lemma combined with standard results from linear operator theory prove the following.
Corollary. With the above hypotheses, there exists a one-dimensional subspace h∗ such that
g∗ ∼= TP(c)g∗ = TP(c)P
(
Σ1(P)
)⊕ h∗.
Remark. If a Euclidean metric is introduced in g∗, then h∗ can be identified with span{η} and η
defines a normal vector at each point on the hypersurface P(Σ1(P)).
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In this section the algebraic implications of degenerate RE are considered. It follows from the
symmetry properties of RE that the linearization has a zero eigenvalue of geometric multiplicity
(at least) n and algebraic multiplicity (at least) 2n.
Proposition 4.1. There exist 2n vectors vj , j = 1, . . . ,2n, such that
L(c)vj = 0, L(c)vn+j = vj Ω, j = 1, . . . , n. (4.1)
Proof. There is a group orbit of critical points of the augmented Hamiltonian,
dH
(
Φg
(
ϕ(c)
))− d〈J(Φg(ϕ(c))), ξ 〉= 0, for all g ∈ G. (4.2)
Take g = exp(t1ξ1 +· · ·+ tnξn) where {ξ1, . . . , ξn} is a basis for g. Then derivatives of (4.2) with
respect to each tj and cj lead to(
D2H
(
Φg
(
ϕ(c)
))− D2〈J(Φg(ϕ(c))), ξ 〉)ξjM(Φg(ϕ(c)))= 0,(
D2H
(
Φg
(
ϕ(c)
))− D2〈J(Φg(ϕ(c))), ξ 〉)Φg( ∂ϕ
∂cj
)
= dJj
(
Φg(ϕ)
)
. (4.3)
Evaluating at the identity, t1 = · · · = tn = 0,
L(c)ξ jM
(
ϕ(c)
)= 0,
L(c)
(
∂ϕ
∂cj
)
= dJj
(
ϕ(c)
)= ξjM(ϕ(c)) Ω.
The result now follows by taking
vj = ξjM
(
ϕ(c)
)
and vn+j = ∂ϕ(c)
∂cj
, j = 1, . . . , n. 
With the hypothesis that the geometric multiplicity is exactly n (the G-Morse hypothesis), the
Jordan chain terminates at 2n precisely when the RE is non-degenerate. The connection between
degeneracy of the mapping P and symplectic Jordan chain theory is now established.
Proposition 4.2. When c ∈ Σ1(P)
n∑
j=1
ηjvn+j Ω ∈ Range
(
L(c)
)
, where η ∈ Ker(DP(c)),
and the Jordan chain continues to length 2n+ 2: there exist vectors v2n+1 and v2n+2,
L(c)v2n+1 =
n∑
j=1
ηjvn+j Ω and L(c)v2n+2 = v2n+1 Ω. (4.4)
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L(c); that is, if
n∑
j=1
ηjΩ(vi ,vn+j ) = 0, for each i = 1, . . . , n. (4.5)
The hypothesis DP(c)η = 0 implies, for each i = 1, . . . , n, that
0 =
n∑
j=1
ηj
∂Pi
∂cj
=
n∑
j=1
ηj
[
d
〈
J(ϕ), ξi
〉
,
∂ϕ
∂cj
]
=
n∑
j=1
ηj
[
ξ iM(ϕ) Ω,
∂ϕ
∂cj
]
=
n∑
j=1
ηj [vi Ω,vj+n]
=
n∑
j=1
ηjΩ(vi ,vj+n),
confirming (4.5). The algebraic multiplicity of zero is always even for a symplectic linearization.
Hence the algebraic multiplicity is 2n + 2 and it follows that the second equation of (4.4) is
solvable. 
The condition for termination of the Jordan chain is that
L(c)v2n+3 = v2n+2 Ω
is not solvable; that is, there exists a constant n-vector β such that
n∑
j=1
βjΩ(vj ,v2n+2) = 0.
In the present case, the restriction of the dimension of M to (2n + 2) makes this condition
irrelevant. However, a form of this condition arises in the normal form theory with β = η.
Proposition 4.3. For i = 1, . . . , n and j = 1, . . . , n,
Ω(vi ,vj ) = 0, Ω(vi ,vn+j ) = ∂Pi
∂cj
and Ω(vi ,v2n+1) = 0.
Proof. Ω(vi ,vj ) = Ω(ξiM(ϕ), ξ jM(ϕ)) which vanishes due to invariance of the momentum map
(Proposition 2.3). For the second equation,
∂Pi =
[
dJi(ϕ),
∂ϕ
]
= [ξ iM(ϕ) Ω,vn+j ]= Ω(vi ,vn+j ).∂cj ∂cj
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Ω(vi ,v2n+1) = −[v2n+1 Ω,vi] = −
[
L(c)v2n+2,vi
]= −[L(c)vi ,v2n+2]= 0,
using Proposition 4.2, the fact that each vi ∈ Ker(L(c)) and the symmetry of L(c). 
Corollary. Suppose c ∈ Σ1(P) and let w1 = η1v1 + · · · + ηnvn where η ∈ Ker(DP(c)). Then
Ω(v2n+2,w1) = 0. (4.6)
Proof. The proof proceeds by showing that
span{v1, . . . ,v2n+1} ⊂ Ker(w1 Ω). (4.7)
Then using the fact that the dimension of span{v1, . . . ,v2n+2} = 2n + 2 and nontriviality of w1
(which follows from linear independence of v1, . . . ,vn and nontriviality of η) the result is proved.
The fact that v1, . . . ,vn is in the kernel of w1 Ω follows from invariance of the momentum
map (2.9),
[w1 Ω,vk] =
n∑
j=1
ηj [vj Ω,vk] =
n∑
j=1
Ω(vj ,vk) = 0, for k = 1, . . . , n,
using the first part of Proposition 4.3. For k = n+ 1, . . . ,2n,
[w1 Ω,vk] =
n∑
j=1
ηj [vj Ω,vk] =
n∑
j=1
ηjΩ(vj ,vk) =
n∑
j=1
ηj
∂Pj
∂ck
= 0,
using the second part of Proposition 4.3 and the fact that η ∈ Ker(DP(c)). For k = 2n + 1 apply
the third part of Proposition 4.3
[w1 Ω,v2n+1] =
n∑
j=1
ηj [vj Ω,v2n+1] =
n∑
j=1
ηjΩ(vj ,v2n+1) = 0.
This completes the proof. 
5. Normal form for the linearization about degenerate RE
The linearization of the Hamiltonian system (2.5) about a degenerate RE takes the form
Jzt = L(c)z,
where L(c) has a Jordan chain of length (2n + 2) defined by (4.1) and (4.4). The theory
for the transformation of the pair (J,L(c)) to symplectic Jordan normal form is classical
(Williamson [35]; see also Melbourne and Dellnitz [19] for the equivariant case), and the fol-
lowing lemma is a special case of this theory. However, there are a few interesting observations
to be made, and in order to develop the nonlinear normal form near a degenerate RE some precise
properties of the linear normal form transformations need to be established.
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a transformation F such that
FT L(c)F = Lref and FT JF = J
where
Lref =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · 0 0 · · · · · · · · · 0
...
...
...
...
...
... 0
...
0 · · · · · · 0 1 0 · · · · · · 0
0 · · · 0 1 0 0 · · · · · · 0
... 0 0 s2
...
...
...
...
. . .
...
...
...
... sn 0
0 · · · 0 0 0 · · · · · · 0 s1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.1)
s1, . . . , sn are symplectic invariants and take values ±1, with the values determined by
s1 = signΩ(v2n+2,w1), (5.2)
and sj for j = 2, . . . , n are the signs of the non-zero eigenvalues of DP(c) (with any chosen
ordering of the non-zero eigenvalues).
An explicit proof of this result is given in Appendix B. The sign s1 is familiar in symplectic
Jordan theory [35], it is the sign of an appropriate projection onto the top of the Jordan chain
v2n+2. The other (n − 1) signs, which appear in the Williamson theory in a purely algebraic
way, can be given a geometric interpretation in the present context. The eigenvalues of DP(c)
are related to the curvature of the pullback of the augmented Hamiltonian H : g → R defined
in (2.8), since
D2H(c) = −DP(c).
The signs of the eigenvalues of DP(c) are therefore equal to minus the signs of the curvatures of
the graph of H(c). The signs s2, . . . , sn show up in the dynamics by determining the direction of
dynamic drift along the group associated with perturbations about the family of degenerate RE.
A sketch of the properties of the new symplectic basis is recorded here. The details of their
construction are given in Appendix B. Introduce new symplectic coordinates
zˆ = (φ1, . . . , φn,u, I1, . . . , In, v),
defined by z(t) = Fzˆ(t). Or, using the definition of F from Appendix B
F = col(wˆ1, . . . , wˆn+1,−s1wˆ2n+2, s2wˆn+2, . . . , snwˆ2n, s1wˆ2n+1),
the new coordinates are defined by
1646 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674z(t) = φ1(t)wˆ1 + · · · + φn(t)wˆn + u(t)wˆn+1
− s1I1(t)wˆ2n+2 + s2I2(t)wˆn+2 + · · · + snIn(t)wˆ2n + s1v(t)wˆ2n+1. (5.3)
The Jordan chain associated with the new symplectic basis is
L(c)wˆj = 0, L(c)wˆn+j = wˆj Ω, j = 1, . . . , n,
L(c)wˆ2n+1 = wˆn+1 Ω and L(c)wˆ2n+2 = wˆ2n+1 Ω. (5.4)
The following property of the new symplectic basis will be needed in the analysis of the nonlinear
normal form.
Proposition 5.2.
Ω(wˆn+1, wˆ2n+1) = −Ω(wˆ1, wˆ2n+2) = s1.
Proof. For the first equality,
Ω(wˆn+1, wˆ2n+1) = −[wˆ2n+1 Ω, wˆn+1]
= −[L(c)wˆ2n+2, wˆn+1] (using Jordan chain (5.4))
= −[L(c)wˆn+1, wˆ2n+2] (symmetry of L(c))
= −[wˆ1 Ω, wˆ2n+2]
(
using Jordan chain (5.4))
= −Ω(wˆ1, wˆ2n+2).
For the second equality, use the definition of s1 in (5.2) and the explicit form for wˆ2n+2 given in
Eq. (B.7) in Appendix B,
−Ω(wˆ1, wˆ2n+2) = −Ω
(
a1w1, a1w2n+2 +
n∑
k=1
mkwn+k
)
= −a21Ω(w1,w2n+2)− a1
n∑
k=1
mkΩ(w1,wn+k)
= s1 − a1
n∑
k=1
mkΩ(w1,wn+k),
using the definition of a1 in (B.4). The second term vanishes because wn+k is a linear combina-
tion of vn+1, . . . ,v2n and
Ω(w1,vn+k) =
n∑
=1
ηΩ(v,vn+k) =
n∑
=1
η
∂P
∂ck
= 0,
for each k = 1, . . . , n, using Proposition 4.3 and the fact that η ∈ Ker(DP(c)). 
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Perturb the Hamiltonian system (2.5) about the family of RE. Taking advantage of the vector
space structure of M ,
z(t) = Φg(t)
(
ϕ(c)+ V (c, t)), g(t) = exp(tξ).
Substituting into (2.5)
Φg(t)Vt + ξM
(
Φg(t)(ϕ + V )
)= XH (Φg(t)(ϕ + V )).
Take the interior product with Ω ,
Φg(t)Vt Ω = dH
(
Φg(t)(ϕ + V )
)− d〈J(Φg(t)(ϕ + V )), ξ 〉.
Use the invariance of H and the momentum map, expand the right-hand side in a Taylor series
about ϕ and use the relation Vt Ω = JVt to obtain the leading order system for the perturbation
about the family of RE
JVt = L(c)V + 12D
3H(V,V )+ · · · , (6.1)
where the third derivative D3H is evaluated at the point ϕ(c) and defined by
D3H(a,b) := ∂
2
∂t1∂t2
∣∣∣∣
t1=t2=0
dH
(
ϕ(c)+ t1a + t2b
)
.
To leading order use the linear transformation (5.3). This results in the linear Hamiltonian
system in the new coordinates
−dIj
dt
= 0, j = 1, . . . , n,
−dv
dt
= I1,
dφ1
dt
= u,
dφj
dt
= sj Ij , j = 2, . . . , n,
du
dt
= s1v. (6.2)
The transverse system
−vt = I1,
ut = s1v
1648 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674is in standard form for a saddle-center bifurcation in the linearization, and the nonlinear normal
form to leading order takes the well-known form
−vt = I1 − 12κu
2 + · · · ,
ut = s1v + · · · (6.3)
(cf. pages 263–264 of Arnold, Kozlov and Neishtadt [3], page 188 of Meyer and Hall [21]). The
main result of this paper is summarized in the following.
Theorem 6.1. Consider a Hamiltonian system on a symplectic manifold (M,Ω) with a family
of relative equilibria satisfying the hypotheses (H1) to (H7). Take c ∈ Σ1(P) ∩ CRE fixed. Then
there exists a symplectic transformation with new coordinates
(φ1, . . . , φn,u, I1, . . . , In, v),
such that the leading order terms in the Hamiltonian vector field take the form
XH = u ∂
∂φ1
+ s2I2 ∂
∂φ2
+ · · · + snIn ∂
∂φn
+ s1v ∂
∂u
−
(
I1 − 12κu
2
)
∂
∂v
+ · · · , (6.4)
with I1 the component of the momentum map at P(c) in the h∗ direction, κ given by the for-
mula (1.6), and the symplectic signs sj defined in Lemma 5.1.
The flow tangent to the group follows from the linear normal form theory in Lemma 5.1,
and the flow transverse to the group follows from (6.3). The property of I1 is established in
Proposition 6.3 below. The proof of the formula (1.6) will be split into two steps. First classical
normal form theory is used to determine a formula for κ in terms of derivatives of the Hamiltonian
functional (Lemma 6.2). Then the relation with the curvature (1.6) is established in Lemma 7.3.
Lemma 6.2.
κ = −[D3H(wˆn+1, wˆn+1), wˆn+1]− 3[D3H(wˆ1, wˆ1), wˆ2n+2]+ 3[D3H(wˆn+1, wˆ2n+1), wˆ1].
Proof. To determine a formula for the coefficient κ in the nonlinear normal form, the strategy
proposed in Iooss and Adelmeyer [13] for computing normal form coefficients is used. The idea
is to introduce a polynomial approximation in the new coordinates, substitute into the perturbed
ODE and equate terms proportional to like powers to zero.
Expand V in a Taylor series in (φ1, . . . , φn,u, I1, . . . , In, v) to the order desired and substitute
into the governing equations (6.1). The key step is then to replace derivatives of the coordinates
(φ˙1, . . . , v˙) by their normal form expressions in (1.5) and (1.8). This strategy results is a large
system of linear equations at each order, and solvability leads to conditions for the existence of
the coefficients.
Let
V (t) = V1(t)+ V2(t)+ · · · , (6.5)
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given in (5.3) and
V2(t) = φ1(t)2Υ1 + φ1(t)u(t)Υ2 + φ1(t)I1(t)Υ3 + φ1(t)v(t)Υ4 + u(t)2Υ5 + u(t)v(t)Υ6 + · · · ,
where Υ1, . . . ,Υ6 are t-independent vectors that are determined as part of the calculation. There
are 12n(n + 1) terms in V2, but only the six terms listed above are needed to compute κ . It is
remarkable that the number of terms in V2 needed to determine κ is independent of n!
Substituting the expressions for V1 and V2 into (6.1) results in the following coupled system
of linear equations
φ21 : 0 = L(c)Υ1 +
1
2
D3H(wˆ1, wˆ1),
φ1u: 2JΥ1 = L(c)Υ2 + D3H(wˆ1, wˆn+1),
φ1I1: −JΥ4 = L(c)Υ3 − s1D3H(wˆ1, wˆ2n+2),
φ1v: s1JΥ2 = L(c)Υ4 + s1D3H(wˆ1, wˆ2n+1),
u2: 1
2
s1κJwˆ2n+1 + JΥ2 = L(c)Υ5 + 12D
3H(wˆn+1, wˆn+1),
uv: JΥ4 + 2s1JΥ5 = L(c)Υ6 + s1D3H(wˆn+1, wˆ2n+1). (6.6)
Add the third and sixth equations
L(c)(Υ3 +Υ6) = 2s1JΥ5 + s1D3H(wˆ1, wˆ2n+2)− s1D3H(wˆn+1, wˆ2n+1).
This equation is solvable for (Υ3 +Υ6) if and only if the right-hand side is in the range of L(c)
s1
[
2JΥ5 + D3H(wˆ1, wˆ2n+2)− D3H(wˆn+1, wˆ2n+1), wˆj
]= 0, j = 1, . . . , n.
The coefficient κ drops out of all these equations except the case j = 1: only the first equation is
needed to determine κ ,
2[JΥ5, wˆ1] = −
[
D3H(wˆ1, wˆ2n+2), wˆ1
]+ [D3H(wˆn+1, wˆ2n+1), wˆ1]. (6.7)
The left-hand side can be recast as follows
2[JΥ5, wˆ1] = −2[Jwˆ1,Υ5] (skew-symmetry of J)
= −2[L(c)wˆn+1,Υ5] (since L(c)wˆn+1 = Jwˆ1)
= −2[L(c)Υ5, wˆn+1] (symmetry of L(c))
= −2
[
1
2
s1κJwˆ2n+1 + JΥ2 − 12D
3H(wˆn+1, wˆn+1), wˆn+1
]
,
using, in the last equality, the Υ5 equation in (6.6). Substitute this expression into (6.7), noting
from Proposition 5.2 that [Jwˆ2n+1, wˆn+1] = −s1, to obtain
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[
D3H(wˆn+1, wˆn+1), wˆn+1
]
− [D3H(wˆ1, wˆ2n+2), wˆ1]+ [D3H(wˆn+1, wˆ2n+1), wˆ1]. (6.8)
To eliminate the Υ2 term, use the second equation of (6.6),
2[JΥ2, wˆn+1] = −2[Jwˆn+1,Υ2] (skew-symmetry of J)
= −2[L(c)wˆ2n+1,Υ2] (since L(c)wˆ2n+1 = Jwˆn+1)
= −2[L(c)Υ2, wˆ2n+1] (symmetry of L(c))
= −2[2JΥ1 − D3H(wˆ1, wˆn+1), wˆ2n+1] (using Υ2 equation in (6.6)).
Substitute into (6.8), using symmetry of the third derivative of H ,
κ = −4[JΥ1, wˆ2n+1] −
[
D3H(wˆn+1, wˆn+1), wˆn+1
]
− [D3H(wˆ1, wˆ2n+2), wˆ1]+ 3[D3H(wˆn+1, wˆ2n+1), wˆ1]. (6.9)
It remains to eliminate the Υ1 term, following similar lines as above
4[JΥ1, wˆ2n+1] = −4[Jwˆ2n+1,Υ1]
= −4[L(c)wˆ2n+2,Υ1]
= −4[L(c)Υ1, wˆ2n+2]
= −4
[
−1
2
D3H(wˆ1, wˆ1), wˆ2n+2
]
= 2[D3H(wˆ1, wˆ1), wˆ2n+2].
Substituting this expression into (6.9) completes the proof. 
At this stage, the formula for κ is what one would expect for a coefficient of a quadratic term
in the normal form. It involves evaluating the quadratic nonlinearity (or third derivative of the
Hamiltonian) on eigenvectors or generalized eigenvectors.
The property of I1 in Theorem 6.1 is established in the following.
Proposition 6.3. Consider the perturbation, z(t) = Φg(t)(ϕ(c) + V ) with g(t) = exp(tξ), of a
RE with c ∈ Σ1(P). For ‖V ‖ small, I1 is the component of the perturbation of the momentum
map in the direction h∗.
Proof. With the usual identifications, 〈J(z(t)),η〉 is the component of the momentum map in the
direction h∗ ⊂ g∗. Consider 〈J(z(t)),η〉 with ‖V ‖ small,〈
J
(
z(t)
)
,η
〉= 〈J(ϕ(c)+ V ),η〉 (invariance of momentum map)
= 〈J(ϕ(c)+ V1 + V2 + · · ·),η〉 (using (6.5))
= 〈J(ϕ),η〉+ [d〈J(ϕ(c)),η〉,V1]+O(‖V ‖2)
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n∑
j=1
ηj
[
ξ
j
M(ϕ) Ω,V1
]+O(‖V ‖2) (definition of K and (2.4))
=K(c,0)+ [w1 Ω,V1] +O
(‖V ‖2) (definition of w1)
=K(c,0)+ [w1 Ω,−s1I1wˆ2n+2] +O
(‖V ‖2) (using (4.7) and (5.3))
=K(c,0)− s1 I1
a1
[wˆ1 Ω, wˆ2n+2] +O
(‖V ‖2) (definition of wˆ1)
=K(c,0)+ I1
a1
+O(‖V ‖2) (using Proposition 5.2 and s21 = +1).
Hence, to leading order I1 = a1(〈J(z(t)),η〉 −K(c,0)) where K(c,0) = η P(c). 
7. The role of curvature of the momentum map
In this section the relationship between the formula for κ in Lemma 6.2 and K(c, t) is estab-
lished. Now,
K(c, t) = 〈P(c + tη),η〉= 〈J(ϕ(c + tη)),η〉,
and so
d
dt
K(c, t) =
[
d
〈
J
(
ϕ(c + tη)),η〉, d
dt
ϕ(c + tη)
]
=
[
ΞM
(
ϕ(c + tη)) Ω, d
dt
ϕ(c + tη)
]
,
where
ΞM(·) := d
dt
∣∣∣∣
t=0
Φexp(tΞ)(·), with Ξ = η1ξ1 + · · · + ηnξ2. (7.1)
Differentiate again and set t = 0
d2
dt2
∣∣∣∣
t=0
K(c, t) =
[
ΞM
(
d
dt
∣∣∣∣
t=0
ϕ(c + tη)
)
Ω,
d
dt
∣∣∣∣
t=0
ϕ(c + tη)
]
+
[
ΞM
(
ϕ(c)
)
Ω,
d2
dt2
∣∣∣∣
t=0
ϕ(c + tη)
]
.
But
d
dt
∣∣∣∣
t=0
ϕ(c + tη) =
n∑
j=1
ηj
∂ϕ
∂cj
=
n∑
j=1
ηjvn+j = wn+1,
and
ΞM
(
ϕ(c)
)= n∑
j=1
ηj ξ
j
M
(
ϕ(c)
)= n∑
j=1
ηjvj = w1.
This completes the first step in determining a formula for d22 |t=0K(c, t).dt
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d2
dt2
∣∣∣∣
t=0
K(c, t) = [A2 Ω,wn+1] + [w1 Ω,A3],
where
A2 = ΞM
(
d
dt
∣∣∣∣
t=0
ϕ(c + tη)
)
and A3 = d
2
dt2
∣∣∣∣
t=0
ϕ(c + tη). (7.2)
To make further progress, equations for A2 and A3 are required.
Proposition 7.2.
L(c)A2 = − 1
a21
D3H(wˆ1, wˆn+1)+A1 Ω,
L(c)A3 = − 1
a21
D3H(wˆn+1, wˆn+1)+ 2A2 Ω,
where
L(c)A1 = − 1
a21
D3H(wˆ1, wˆ1), with A1 = d
2
dt2
∣∣∣∣
t=0
Φexp(tΞ)
(
ϕ(c)
)
,
and wˆ1 and wˆn+1 are defined in (B.7) in Appendix B.
Proof. Consider (4.2) with c → c + tη and the group action replaced by the action in (7.1),
dH
(
Φg(s)
(
ϕ(c + tη)))− d〈J(Φg(s)(ϕ(c + tη))), ξˆ (t)〉= 0, g(s) = exp(sΞ), (7.3)
and where
ξˆ (t) := (c1 + tη1)ξ1 + · · · + (cn + tηn)ξn.
Differentiate with respect to s and t and set s = t = 0,
L(c)A2 + D3H
(
d
dt
∣∣∣∣
t=0
ϕ(c + tη),ΞM
(
ϕ(c)
))−ΞM( d
ds
Φg(s)(ϕ)
∣∣∣∣
s=0
)
Ω = 0,
using the fact that D3〈J(·), ξ 〉 = 0. Substituting in the definitions for A1, w1 and wn+1, this is
L(c)A2 = −D3H(wn+1,w1)+A1 Ω.
The resulting equation for A2 follows by using the definitions in (B.7). The verification of the
equations for A3 and A1 follows the same argument. 
There is now enough information to complete the analysis of d22 |t=0K(c, t).dt
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a31
d2
dt2
∣∣∣∣
t=0
K(c, t) = 3[D3H(wˆ1, wˆn+1), wˆ2n+1]− 3[D3H(wˆ1, wˆ1), wˆ2n+2]
− [D3H(wˆn+1, wˆn+1), wˆn+1].
Proof. Evaluate the terms in the formula in Proposition 7.2,
[w1 Ω,A3] =
[
L(c)wn+1,A3
]
= [L(c)A3,wn+1]
=
[
− 1
a21
D3H(wˆn+1, wˆn+1)+ 2A2 Ω,wn+1
]
= − 1
a31
[
D3H(wˆn+1, wˆn+1), wˆn+1
]+ 2[A2 Ω,wn+1],
and so
d2
dt2
∣∣∣∣
t=0
K(c, t) = 3[A2 Ω,wn+1] − 1
a31
[
D3H(wˆn+1, wˆn+1), wˆn+1
]
.
Now consider the first term
[A2 Ω,wn+1] = −[wn+1 Ω,A2]
= −[L(c)w2n+1,A2]
= −[L(c)A2,w2n+1]
= −
[
− 1
a21
D3H(wˆ1, wˆn+1)+A1 Ω,w2n+1
]
= 1
a31
[
D3H(wˆ1, wˆn+1), wˆ2n+1
]− [A1 Ω,w2n+1],
but
−[A1 Ω,w2n+1] = [w2n+1 Ω,A1]
= [L(c)w2n+2,A1]
= [L(c)A1,w2n+2]
= − 1
a21
[
D3H(wˆ1, wˆ1),w2n+2
]
= − 1
a31
[
D3H(wˆ1, wˆ1), wˆ2n+2
]
.
Combining the above expressions proves the lemma. 
Combining Lemma 7.3 with Lemma 6.2 proves the formula (1.6).
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The leading order normal form is integrable, and when the higher-order terms are neglected,
an explicit solution can be obtained. The flow along the group satisfies
I˙1 = · · · = I˙n = 0, φ˙1 = u, φ˙j = sj Ij , j = 2, . . . n.
I1, . . . , In are constant and
φ1(t) =
∫
u(t)dt + φ01 , φj = sj Ij t + φ0j , j = 2, . . . , n, (8.1)
with the contribution from the homoclinic orbit u(t) determined from the reduced system
−vt = I1 − 12κu
2 and ut = s1v.
The reduced system can be explicitly solved: v = s1ut and
u(t) = ν − 3ν sech2(γ t),
with
γ = 1
2
√
s1κν and ν =
⎧⎨⎩−
√
2I1
κ
if s1κ < 0,
+
√
2I1
κ
if s1κ > 0.
Clearly existence requires
κI1 > 0 and s1κν > 0. (8.2)
The line I1 = 0 defines the local tangent space of the image of Σ1(P) in g∗. Given the sign of κ ,
the first condition in (8.2) indicates whether RE persist for I1 > 0 or I1 < 0. Given s1 and the
sign of κ , the second inequality determines which branch of RE is hyperbolic. There are four
cases and Fig. 3 shows them as a function of s1 and κ .
8.1. The induced geometric phase
The phase to leading order can now be determined by substituting the expression for u(t) into
the φ1 equation in (8.1)
φ1(t) = νt − 3ν
γ
tanh(γ t)+ φ01 ,
with φ2(t), . . . , φn(t) retaining their form in (8.1). The geometric part of the phase shift is
φ1 =
[
φ1(t)− νt
]+∞
−∞ = −
6
ν = −12 s1 (2κI1)1/4. (8.3)γ κ
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The dashed (solid) lines identify branches of hyperbolic (elliptic) RE. The horizontal axis in each plot is the line I1 = 0.
The geometric phase has a direction in the group. This direction is clearly not invariant under
coordinate change. In normal form coordinates it is the φ1 direction. In the original coordinates,
the direction is determined by unwrapping the normal form transformations.
The dynamic phase to leading order in the normal form also has a direction, v, since to leading
order it is
φdyn(t) = φ0 + vt, with v = (ν, s2I2, . . . , snIn).
The terms “geometric phase” and “reconstruction phase” are used here informally. After nor-
mal form transformations the geometric and dynamic phases can be explicitly determined, to
leading order, so formalization of such phases is not pursued here.
In order to give a general theory for the fully nonlinear problem in a neighborhood of the
degenerate RE, there are two issues that need to be addressed. First, existing theory of recon-
struction (e.g. Chapter 5 of [17]) would have to be modified to take into account that the orbit in
the reduced space is a homoclinic orbit – not a closed orbit. The second issue is the more familiar
issue of introducing an appropriate connection that would enable precise distinction between the
horizontal and vertical subspaces in the definition of geometric phase.
9. Intermezzo: Failure of the G-Morse hypothesis
This section is a slight digression from the main theme of the paper. The purpose is threefold:
to give a mechanism for failure of the G-Morse hypothesis (the type II degeneracy) showing
that it is complementary to the type I degeneracy of DP(c); secondly to give a simple example
illustrating the mechanism; thirdly to show that the degeneracies that have been studied in the
N -body problem correspond to failure of the G-Morse hypothesis but by the type III degener-
acy.
Consider the type III degeneracy first. When the Hamiltonian function depends on additional
parameters, the matrix representation of the second variation of the augmented Hamiltonian is
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tional zero eigenvalues can arise, resulting in failure of the G-Morse hypothesis. This degeneracy
is called type III in this paper. Determination of the codimension and a precise characterization
of the above observation can be obtained using the theory of versal deformation of matrices
(cf. Arnold [1]). It is this type III degeneracy that is called “degenerate relative equilibria” in
Palmore [27], in the context of the N -body problem. In [27], the value of the momentum map
is fixed (see definition of Sm on page 423 of [27]), and it is the masses m1, . . . ,mn which are
varied. Hence the second variation is a matrix dependent on the mass parameters and Palmore
determines subsets of the mass parameter space where the RE are degenerate.
The other way that the G-Morse hypothesis can fail – called type II degeneracy here – without
any additional parameters in the Hamiltonian, that is natural in applications, is when the mapping
(c,P(c)) ∈ g× g∗ fails to be a graph. To see this re-parameterize the RE as (c(μ),μ) ∈ g× g∗;
that is, take the values of the momentum map as the parameters.
Lemma 9.1. Suppose the family of RE is parameterized by μ ∈ g∗ and det(Dc(μ)) = 0. Then
dim Ker
(
D2Hξ(ϕ)
)
> dimTϕ(G · ϕ).
Proof. It is already clear that Tϕ(G · ϕ) ⊂ Ker(L(c)). Hence the statement is proved if
there exists at least one additional independent eigenvector in Ker(L(c)). With the hypothesis
det(Dc(μ)) = 0 there exists a vector γ ∈ Tμg∗ satisfying
Dc(μ)γ = 0.
Consider the equation satisfied by ϕ but considered as a function of μ,
dH(ϕ)− d〈J(ϕ), ξ(μ)〉= 0. (9.1)
Take a basis for g and a dual basis for g∗; in terms of this basis μ = (μ1, . . . ,μn). Differentiate
Eq. (9.1) with respect to μj ,
L(μ)
∂ϕ
∂μj
=
n∑
k=1
∂ck
∂μj
dJk(ϕ),
where L(μ) is the second variation of the augmented Hamiltonian parameterized by μ.
Consider
V =
n∑
j=1
γj
∂ϕ
∂μj
, γ ∈ Ker(Dc(μ)).
Then
L(μ)V =
n∑
j=1
γjL(μ)
∂ϕ
∂μj
=
n∑
γj
n∑ ∂ck
∂μj
dJk(ϕ)
j=1 k=1
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n∑
k=1
(
n∑
j=1
γj
∂ck
∂μj
)
dJk(ϕ)
= 0.
This proves that V is in the kernel of L(μ). It remains only to show that the (n + 1) vectors
v1, . . . ,vn,V are linearly independent. This set is linearly independent if and only if there exist
real parameters α1, . . . , αn+1 such that
α1v1 + · · · + αnvn + αn+1V = 0 ⇒ α1 = · · · = αn+1 = 0,
which is equivalent to
α1v1 Ω + · · · + αnvn Ω + αn+1V Ω = 0 ⇒ α1 = · · · = αn+1 = 0. (9.2)
Now, the set v1, . . . ,vn is linearly independent, hence the result will follow if (9.2) implies
αn+1 = 0.
Consider the following property of the momentum map
μj = Jj (ϕ) ⇒ δjk =
[
dJj (ϕ),
∂ϕ
∂μk
]
=
[
vj Ω,
∂ϕ
∂μk
]
.
Hence
γj =
n∑
k=1
γkδjk =
n∑
k=1
[
vj Ω,γk
∂ϕ
∂μk
]
= −[V Ω,vj ].
Now pairing (9.2) with each vj , using Proposition 2.3 (or the first part of Proposition 4.3) and
noting that γ is not identically zero prove that α1 = · · · = αn+1 = 0. 
9.1. An example with G-Morse degeneracy
The following example illustrates the failure of the G-Morse hypothesis. It is a model for water
waves constructed by Zufiria and Saffman [37]. It is an S1-equivariant Hamiltonian system on
R4 with coordinates z = (q1, q2,p1,p2) and standard symplectic structure. It will be easier to
work with the complex coordinates
aj = 1√
2
(qj + ipj ), j = 1,2.
In these coordinates, the Hamiltonian function is
H(z) = 1
277
(
1
3
a1a1
(
−509 + 3557
4
a1a1 + 2573 (a1a1)
2
)
− 922a2a2 +
(
a21a2 + a12a2
)(
269 − 353a1a1 + 21 (a1a1)2
))
, (9.3)4 4
1658 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674Fig. 4. A parametric representation of the mapping (c(u),P (u)), parameterized by u ∈ R+ , in g × g∗ for RE of the
Hamiltonian system (9.3).
where ( ) denotes complex conjugation. The Hamiltonian is S1-invariant with the action of S1
given by (eiθ a1, e2iθa2). The Lie algebra is R and the momentum map is
J (z) = a1a1 + 2a2a2.
It is straightforward to construct families of RE for this system (see [37]) and a parametric repre-
sentation of (c,P ) for one of the families is shown in Fig. 4. When c = 3 there is a point where
the slope is vertical and by Lemma 9.1 this corresponds to a point where the dimension of the
kernel of the second variation of the augmented Hamiltonian is greater than one. Note that the
point of degeneracy creates a local barrier in g for the persistence of RE: locally, RE exist in g
for c 3.
One can vary the coefficients in the Hamiltonian for this example to also find points where
the standard degeneracy P ′(c) = 0 occurs as well as examples where both types of degeneracy
occur in the same family of RE.
10. Creating solitary waves via a degenerate RE
When the group is one-dimensional and the manifold is a vector space of dimension four the
theory simplifies dramatically and most details can be worked out explicitly. It is however an
instructive example, highlighting in the simplest possible context some features of the theory,
and at the same time its use in applications can be illustrated.
Consider the following system of PDEs, an example of a Boussinesq system which model
water waves in shallow water [7]
∂h
∂t
+ u∂h
∂x
+ h∂u
∂x
+ 1
3
∂3u
∂x3
= 0,
∂u + g˜ ∂h + u∂u = 0. (10.1)
∂t ∂x ∂x
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given strictly positive constant representing gravity. Scale coordinates so that g˜ can be taken to
be unity. Then steady solutions of this system satisfy
d
dx
(
hu+ 1
3
uxx
)
= 0 and h+ 1
2
u2 = R,
for some strictly positive constant R. Integrating the first equation and substituting for h from
the second equation lead to a planar system for u(x) which can be analyzed completely. This
planar system has a homoclinic orbit which represents a solitary wave solution of the Boussinesq
system, which in turn models the famous Korteweg–de Vries solitary wave solution of the water
wave problem [7].
These solitary waves (homoclinic orbits) can be related to degenerate RE as follows. Introduce
new coordinates z = (q1, q2,p1,p2) with u = q2 and
q2 = dq1
dx
, p2 = −13
dq2
dx
, p1 = Rq2 − 12q
3
2 −
dp2
dx
.
The above steady system can be represented by the Hamiltonian system
zx = XH(z), z ∈ M = R4, (10.2)
with Ω = dq1 ∧ dp1 + dq2 ∧ dp2, H(z,R) = p1q2 − 32p22 − 12Rq22 + 18q42 and so
XH(z) = q2 ∂
∂q1
− 3p2 ∂
∂q2
+
(
Rq2 − p1 − 12q
3
2
)
∂
∂p2
.
This Hamiltonian system has a one-parameter affine translation symmetry G = R with generator
ξM(z) = ∂∂q1 , and momentum map
J (z) = 〈J(z), ξ 〉= p1.
The family of RE associated with this group is z(x) = Φg(x)(ϕ). The family of critical points of
the augmented Hamiltonian is
ϕ(c) =
(
0, c, cR − 1
2
c3,0
)
.
This family exists for all c ∈ R and so gRE = g. The pullback of the momentum by ϕ is
P(c) = J ◦ ϕ = Rc − 1
2
c3 and DP(c) = R − 3
2
c2.
Degeneracy occurs when c2 = 32R and so
Σ1(P ) =
{
±
(
3
R
)1/2}
2
1660 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674Fig. 5. Graph of the pullback of the momentum map P : g→ g∗ for RE of the Hamiltonian system (10.2) taking R > 0
fixed.
and there is no further degeneracy as long as R > 0. The graph of the mapping P(c) is shown in
Fig. 5 for c  0. The image of Σ1(P ) in g∗ consists of the two points ±
√
6
8 R
3/2
. Fig. 5 shows
in a simple context how the image of Σ1(P ) is a barrier in g∗ to the continuation of the family
of RE. When c > 0 RE exist only in the region P <
√
6
8 R
3/2
. This barrier is local, since globally
there exist RE with P >
√
6
8 R
3/2 when c is negative.
The leading order nonlinear normal form when c ∈ Σ1(P ) is given by Theorem 6.1 with
n = 1 and
κ = a31P ′′(c) = −3a31c, c ∈ Σ1(P ), (10.3)
for some positive constant a1. Hence sign(κ) = −sign(c). From this normal form, the homoclinic
orbit representing the solitary wave can be constructed, and the local region in parameter space
where it exists identified. Further detail, particularly the sign s1 requires computation of the
eigenvectors.
10.1. Constructive aspects of the case n = 1
To illustrate the constructive aspects of the theory, an explicit computation of the linear normal
form will be given. First reduce the formulas from Appendix B to the case n = 1. The starting
point is the Jordan chain {v1, . . . ,v4} satisfying (4.1)–(4.4) with n = 1. The differential DP(c) is
one-dimensional and so η is unity and the transformed symplectic basis is
{wˆ1, wˆ2,−s1wˆ4, s1wˆ3},
with
wˆ1 = a1v1, wˆ2 = a1v2,
wˆ3 = a1v3 +m1v1, wˆ4 = a1v4 +m1v2,
with
a1 =
∣∣Ω(v1,v4)∣∣−1/2, s1 = signΩ(v4,v1)
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m1 = 12 s1a
3
1Ω(v3,v4).
Apply this theory to the system (10.2) perturbed about a degenerate RE. The elements of the
Jordan chain v1, . . . ,v4 are easily computed,
v1 = ∂
∂q1
, v2 = ∂
∂q2
, v3 = −13
∂
∂p2
, v4 = 13
∂
∂p1
.
The parameters are m1 = 0,
s1 = −signΩ(v1,v4) = −sign
(
1
3
)
= −1, a1 =
∣∣Ω(v4,v1)∣∣−1/2 = √3.
Hence the scaled vectors which generate a symplectic basis are
wˆ1 =
√
3
∂
∂q1
, wˆ2 =
√
3
∂
∂q2
, wˆ3 = −
√
3
3
∂
∂p2
, wˆ4 =
√
3
3
∂
∂p1
.
Since a1 =
√
3, κ = −9√3c. For c > 0 RE persist for I1 < 0 which is consistent with Fig. 5.
The other critical parameter in (8.2) is s1κν. For c > 0, s1κ > 0 and so it is the right P ′(c) < 0
branch of RE which is hyperbolic in Fig. 5.
11. Re-interpretation as a two-dimensional group
The example of Section 10 has an additional parameter, R. This parameter can be interpreted
as an element of a larger dimensional momentum map. In this section the example in Section 10
is re-interpreted as a Hamiltonian system with no external parameters, but a two-component
momentum map.
Introduce new coordinates z = (q1, q2, q3,p1,p2,p3) with u = q3,
q3 = dq2
dx
, p3 = −13
dq3
dx
,
and
p1 = dq1
dx
+ 1
2
q23 , p2 = p1q3 −
1
2
q33 −
dp3
dx
.
The coordinate p1 represents the parameter R in Section 10 and it satisfies the trivial equation
dp1
dx
= 0, but there is additional geometry due to its presence in the momentum map.
The Hamiltonian vector field, representing the steady part of (10.1), is
XH(z) =
(
p1 − 1q23
)
∂ + q3 ∂ − 3p3 ∂ +
(
p1q3 − p2 − 1q33
)
∂
, (11.1)
2 ∂q1 ∂q2 ∂q3 2 ∂p3
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H(z) = p2q3 − 32p
2
3 +
1
2
p21 −
1
2
p1q
2
3 +
1
8
q43 .
The group G is a two-parameter affine translation symmetry with generators
ξ1M(z) =
∂
∂q1
and ξ2M(z) =
∂
∂q2
,
associated with a basis {ξ1, ξ2} for g. The symmetry group R2 represents the fact that H is
independent of q1 and q2. Now
ξ1M Ω = dp1 and ξ2M Ω = dp2,
and so the momentum map, using the dual basis {ξ∗1 , ξ∗2 }, is
J(z) = J1(z)ξ∗1 + J2(z)ξ∗2 , with J1(z) = p1 and J2(z) = p2.
The family of RE associated with this group is
z(x) = Φexp(xξ)(ϕ), with ξ = c1ξ1 + c2ξ2,
and ϕ(c) = (0,0, c2, c1 + 12c22, c1, c2,0) and so
P1(c) = c1 + 12c
2
2 and P2(c) = c1c2, (11.2)
with Jacobian
DP(c) =
(
1 c2
c2 c1
)
.
The family of critical points ϕ(c) exists for all c ∈ g and so gRE = g.
The Jacobian is degenerate when c22 = c1 and so
Σ1(P) = {c ∈ g: c22 − c1 = 0}.
The Jacobian DP(c) has rank 1 as long as 1 + c1 = 0. But c ∈ Σ1(P) implies c1  0 and so the
rank cannot drop to zero.
In this example the set Σ11(P) is not empty. The tangent space of Σ1(P) is
TcΣ
1(P) =
{
span
(
2c2
1
)}
⊂ Tcg.
For c ∈ Σ1(P),
Ker
(
DP(c)
)= span{η}, η = 1√ (−c21
)
.1 + c1
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The geometry of the curve of degeneracy in momentum space is illustrated in Fig. 6. The kernel
of DP(c) is in TcΣ1(P) when c2 = 0. Hence Σ11(P) = {c = (c1,0)} ∩ Σ1(P) which consists of
just the origin in g. As shown in Fig. 6, the image of the point in Σ11(P) is the cusp point in the
g∗ plane. This is an example of the Whitney cusp (cf. Chapter 1 of [2]).
The leading order nonlinear normal form for c ∈ Σ1(P) \ Σ11(P) is given by Theorem 6.1
with n = 2. The signs s2 and the sign of κ can be computed without the eigenvectors. s2 is the
sign of the non-zero eigenvalue of DP(c) and λ2 = Trace(DP(c)) = 1 + c1 > 0 and so s2 = +1.
To determine κ ,
K(c, t) = η1
(
(c1 + tη1)+ 12 (c2 + tη2)
2
)
+ η2(c1 + tη1)(c2 + tη2).
Hence
d2
dt2
∣∣∣∣
t=0
K(c, t) = 3η1η22,
and so
κ = a31
d2
dt2
∣∣∣∣
t=0
K(c, t) = 3η1η22a31 = −3c2
(
a1√
1 + c1
)3
,
and so sign(κ) = −sign(c2). To go further and compute an explicit expression for a1 and to
determine the symplectic sign s1, the eigenvectors need to be computed.
11.1. Constructive aspects of the case n = 2
Given the Jordan chain v1, . . . ,v6 and the kernel of DP(c), the normalized Jordan chain is
constructed using the theory in Appendix B with n = 2,
wˆ1 = a1(η1v1 + η2v2),
wˆ2 = a2(−η2v1 + η1v2),
1664 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674wˆ3 = a1(η1v3 + η2v4),
wˆ4 = a2(−η2v3 + η1v4)+B12(η1v1 + η2v2),
wˆ5 = a1v5 +m1(η1v1 + η2v2)+m2(−η2v1 + η1v2),
wˆ6 = a1v6 +m1(η1v3 + η2v4)+m2(−η2v3 + η1v4),
with the parameters determined by
a1 =
∣∣Ω(η1v1 + η2v2,v6)∣∣−1/2, s1 = signΩ(v6, η1v1 + η2v2),
a2 = |λ2|−1/2, s2 = sign(λ2),
B12 = s1a21a2Ω(−η2v3 + η1v4,v6),
m1 = 12 s1a1
(
a21Ω(v5,v6)− λ2m22
)
,
m2 = −a1
λ2
Ω(−η2v1 + η1v2,v6).
Apply this theory to the RE of the Hamiltonian system (11.1) with c ∈ Σ1(P). The natural
eigenvectors associated with the basis {ξ1, ξ2} for g are
v1 = ∂
∂q1
, v2 = ∂
∂q2
, v3 = ∂
∂p1
+ c2 ∂
∂p2
,
v4 = ∂
∂q3
+ c2 ∂
∂p1
+ c1 ∂
∂p2
, v5 = −13η2
∂
∂p3
, v6 = 13η2
∂
∂p2
,
whence
Ω(η1v1 + η2v2,v6) = 13η
2
2,
and so
s1 = −1, a1 =
√
3
|η2| , s2 = sign(λ2) = +1.
The other parameters are
B12 = 0, m1 = η
2
1
2
√
3|η2|λ2
and m2 = − η1η2√
3|η2|λ2
.
The normalized eigenvectors are therefore
wˆ1 =
√
3
(
−c2 ∂
∂q1
+ ∂
∂q2
)
,
wˆ2 = − 1
(
∂ + c2 ∂
)
,λ2 ∂q1 ∂q2
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√
3
∂
∂q3
,
wˆ4 = − c2
λ2
∂
∂q3
− ∂
∂p1
− c2 ∂
∂p2
,
wˆ5 = −
√
3
6
c2
λ22
(
(1 + λ2) ∂
∂q1
+ c2 ∂
∂q2
)
− 1√
3
∂
∂p3
,
wˆ6 = −
√
3
6
c2
λ22
(
c2
∂
∂q3
+ 2λ2 ∂
∂p1
+ 2c2λ2 ∂
∂p2
)
+ 1√
3
∂
∂p2
.
The full formula for κ is now
κ = − 3c2
(1 + c1)3/2 a
3
1 = −9
√
3c2.
Note that this expression for κ agrees with that found in (10.3) in Section 10 as it should, since
the reduced system is the same, with only the dimension of the group changing. As with the one-
dimensional example, the RE persist for I1 < 0 when c2 > 0, and the branch of RE with ν > 0 is
hyperbolic.
12. Creating dark solitary waves: An example with G =R2 × S1
In this section a Hamiltonian system on R8 is considered which has a three-dimensional
symmetry group consisting of a direct product of S1 and a two-dimensional group of affine
translations. This example is a simplified version of a problem that appears in the theory of water
waves, where degenerate relative equilibria are associated with the concept of criticality in fluid
mechanics and the creation of a new class of dark solitary waves coupled to a mean flow [7].
The following simplified system of differential equations is a variant of the steady Benney–
Roskes equation modelling water waves introduced in [5]
aAxx + 2ibAx + β|A|2A = −2(hx +mux)A,
r1hxx + r3uxx = 
(|A|2)
x
,
r3hxx + r2uxx = m
(|A|2)
x
, (12.1)
where a, b, β , , m, r1, r2 and r3 are given real parameters with r1r2 − r23 = 0 and i =
√−1. The
function A(x) is complex-valued and the functions h(x) and u(x) are real-valued.
The first equation in (12.1) is a steady nonlinear Schrödinger equation coupled to mean flow
terms and A(x) is associated with spatial modulation of a periodic water wave. The equations for
h and u are the shallow water equations coupled to the wave modulation, with h(x) representing
the mean depth and u(x) representing the mean velocity. Note that the second and third equations
in (12.1) can be integrated and substituted into the first equation. However a geometric approach
leads to more information about solutions, and extends to more general systems such as water
waves.
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on R8 with a 3-dimensional symmetry group. Introduce coordinates z = (q1, . . . , q4,p1, . . . , p4),
defined by
A = q1 + iq2, h = q3 and u = q4
and
p1 = a dq1
dx
− bq2, p3 = r1 dq3
dx
+ r3 dq4
dx
− (q21 + q22),
p2 = a dq2
dx
+ bq1, p4 = r2 dq4
dx
+ r3 dq3
dx
−m(q21 + q22).
The symplectic form is the standard one, Ω = dq1 ∧ dp1 +· · ·+ dq4 ∧ dp4, and the Hamiltonian
function in these coordinates is
H = 1
2a
(
p21 + p22
)+ r2
2δ
p23 −
r3
δ
p3p4 + r12δ p
2
4
+ b
a
(p1q2 − p2q1)+ b
2
2a
(
q21 + q22
)+ 1
4
β˜
(
q21 + q22
)2
+ 1
δ
[
(r2− r3m)p3 + (r1m− r3)p4
](
q21 + q22
)
,
where
δ = r1r2 − r23 and β˜ = β −
2
δ
det
[
r1 r3 
r3 r2 m
 m 0
]
.
The governing equations are now
zx = XH(z), z ∈ M := R8, XH Ω = dH.
An arbitrary constant can be added to q3 and q4 and this generates the subgroup R2 of affine
translations. Eqs. (12.1) are equivariant with respect to rotations acting on A. This symmetry
leads to the action of S1 associated with (q1, q2) and (p1,p2).
The infinitesimal generators of the group acting on M are
ξ1M(z) =
∂
∂q3
,
ξ2M(z) =
∂
∂q4
,
ξ3M(z) = −q2
∂
∂q1
+ q1 ∂
∂q2
− p2 ∂
∂p1
+ p1 ∂
∂p2
.
Let ξ∗1 , ξ∗2 , ξ∗3 be a basis for g∗. The momentum map is
J(z) = J1(z)ξ∗ + J2(z)ξ∗ + J3(z)ξ∗, (12.2)1 2 3
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J1(z) = p3, J2(z) = p4 and J3(z) = p2q1 − p1q2. (12.3)
Relative equilibria associated with this group are of the form
z(x) := Φexp(xξ)
(
ϕ(c)
)
, ξ = c1ξ1 + c2ξ2 + c3ξ3,
with ϕ(c) a critical point of the augmented Hamiltonian
dH(ϕ) = c1dJ1(ϕ)+ c2dJ2(ϕ)+ c3dJ3(ϕ). (12.4)
This system consists of set of simple algebraic equations with solution
ϕ(c) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
qˆ1(c)
qˆ2(c)
0
0
−(b + ac3)qˆ2(c)
(b + ac3)qˆ1(c)
(r1c1 + r3c2)− (qˆ1(c)2 + qˆ2(c)2)
(r3c1 + r2c2)−m(qˆ1(c)2 + qˆ2(c)2)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
qˆ1(c)
2 + qˆ2(c)2 = 1
β
(
ac23 + 2bc3 − 2c1 − 2mc2
)
. (12.5)
For real solutions the right-hand side must be positive and this restriction defines gRE by
gRE = {c ∈ g: β(ac23 + 2bc3 − 2c1 − 2mc2)> 0}. (12.6)
This set is a semi-algebraic variety in g and its boundary consists of points where momentum
map is singular. Hence points c ∈ gRE automatically satisfy hypothesis (H4).
The pullback of the momentum map by ϕ(c) has components
P1(c) =
(
r1 + 2
2
β
)
c1 +
(
r3 + 2m
β
)
c2 − 
β
(
ac23 + 2bc3
)
,
P2(c) =
(
r3 + 2m
β
)
c1 +
(
r2 + 2m
2
β
)
c2 − m
β
(
ac23 + 2bc3
)
,
P3(c) = (b + ac3)
β
(
ac23 + 2bc3 − 2c1 − 2mc2
)
.
A straightforward calculation then leads to
1668 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674Fig. 7. The image of Σ1(P) in g∗ for parameter values: a = 1, b = −0.25, β = −3,  = −1, m = 1.25, r1 = −0.5, r2 = 1
and r3 = 0.25, and aβ˜ = −6 < 0.
DP(c) =
⎡⎢⎣
∂P1
∂c1
∂P1
∂c2
∂P1
∂c3
∂P2
∂c1
∂P2
∂c2
∂P2
∂c3
∂P3
∂c1
∂P3
∂c2
∂P3
∂c3
⎤⎥⎦
= 1
β
⎡⎣ r1β + 22 r3β + 2m −2(b + ac3)r3β + 2m r2β + 2m2 −2m(b + ac3)
−2(b + ac3) −2m(b + ac3) 3(b + ac3)2 − b2 − 2ac1 − 2mac2
⎤⎦ ,
and so
det
(
DP(c)
)= − 1
β2
(
δβ˜
(
2ac1 + 2amc2 + b2
)− δ(2β + β˜)(b + ac3)2).
For fixed values of the parameters, det(DP(c)) = 0 is linear in c1 and c2 and quadratic in c3.
Hence the set Σ1(P) is a simple parabola in g
Σ1(P) =
{
c ∈ g: 2ac1 + 2amc2 + b2 − (2β + β˜)
β˜
(b + ac3)2 = 0
}
.
Even though Σ1(P) ∩ g is always non-empty, the set Σ1(P) ∩ gRE may be empty. Substituting
the definition of Σ1(P) into gRE shows that
Σ1(P)∩ gRE is non-empty ⇔ aβ˜ < 0.
The image of Σ1(P) in g∗ can have singularities. A typical example is shown in Fig. 7. The
singularities are in the image of P(c) when c ∈ Σ11(P). To compute Σ11(P), the kernel of DP(c)
and the function K(c, t) need to be computed.
The kernel of DP(c) can be taken to be a column of the adjugate matrix, since
η =
⎛⎜⎝
∂P1
∂c2
∂P2
∂c3
− ∂P1
∂c3
∂P2
∂c2
∂P1
∂c3
∂P2
∂c1
− ∂P1
∂c1
∂P2
∂c3
∂P1 ∂P2 ∂P1 ∂P2
⎞⎟⎠ ⇒ DP(c)η = det[DP(c)](00
1
)
. (12.7)∂c1 ∂c2
−
∂c2 ∂c1
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η = Constant
⎛⎝2(b + ac3)(r2 −mr3)2(b + ac3)(mr1 − r3)
δβ˜
⎞⎠ .
Use this expression to compute the curvature
d2
dt2
∣∣∣∣
t=0
K(c, t) = a
β
δ3β˜2(β˜ + 5β)(b + ac3).
Hence, if the parameters a, δ, β˜ and (β˜ + 5β) are non-zero, then c ∈ Σ1(P) \ Σ11(P) when
b + ac3 = 0. On the other hand,
Σ11(P) = {c ∈ Σ1(P): Ker(DP(c))⊂ TcΣ1(P)}
=
{
c ∈ g: c3 = −b
a
and c1 +mc2 = − b
2
2a
}
.
The set Σ11(P) is a line in g and the image of this line in g∗ is a curve of cusp points. An example
is shown in Fig. 7. Note that Σ11(P) also corresponds with the boundary of gRE and so consists
of singular values of the momentum map.
For all c ∈ Σ1(P) \ Σ11(P) the theory of this paper applies to give the local existence of a
branch of homoclinic orbits which for the model (12.1) correspond to dark solitary waves coupled
to a mean flow. Details of solutions of this type are given in [7].
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Appendix A. Properties of bordered matrices
In this appendix some elementary properties of bordered matrices are recorded for use in the
proof of Lemma 2.1 in Section 2. The basic ideas can be found in Magnus and Neudecker [15],
Greenberg, Maddocks and Rogers [11] and references therein.
Let A be an m×m symmetric matrix, and let b be an m× 1 matrix. Then
det
[
A b
bT 0
]
= −bT A#b, (A.1)
where A# is the adjugate of A (transpose of the cofactor matrix of A). This is Theorem 4 on
page 43 of [15].
Suppose A has a simple zero eigenvalue with eigenvector v, then
A# = Π vv
T
vT v
, (A.2)
where Π is the product of the non-zero eigenvalues of A. This is Theorem 3 on page 41 of [15].
1670 T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674Combining these two results: suppose A has a simple zero eigenvalue with eigenvector v, then
det
[
A v
vT 0
]
= −Π‖v‖2. (A.3)
Now, suppose that the kernel of A has dimension n with n < m and let Ker be the m×n matrix
whose columns are the normalized eigenvectors, and so KerT Ker = In, then a straightforward
generalization of (A.3) is
det
[
A Ker
KerT 0
]
= −Π, (A.4)
where Π is the product of the m− n non-zero eigenvalues of A.
The main result needed in the characterization of non-degeneracy of a critical point is the
following.
Proposition A.1. Suppose A is an m × m symmetric matrix with kernel of dimension n where
n < m. Let Ker be the m × n matrix whose columns are the normalized eigenvectors spanning
Ker(A). Suppose B is an m× n matrix of rank n satisfying KerT B = 0. Then
det
[ A Ker B
KerT 0 0
BT 0 0
]
= (−1)n+1Π det(BT W), (A.5)
where Π is the product of the non-zero eigenvalues of A and W is the unique m × n matrix
satisfying
AW = B and KerT W = 0. (A.6)
Proof. The condition KerT B = 0 assures that the columns of B are in the range of A and so
(A.6) is solvable, and the second condition in (A.6) assures that W is unique. Define
Â =
[
A Ker
KerT 0
]
, B̂ =
(
B
0
)
and Ŵ =
(
W
0
)
.
Then Â is invertible by (A.4) and
det
[ Â B̂
B̂T 0
]
= det
{( Â 0
0 In
)( Im 0
B̂T In
)( Im Ŵ
0 −BT W
)}
= det(Â)det(−BT W).
Since (A.6) is equivalent to Ŵ = Â−1B̂. The required result now follows using (A.4). 
Appendix B. Williamson normal form for the linearization about degenerate RE
In this appendix, an explicit proof of Lemma 5.1 is given. The starting point is the pair of
linear operators (L,J) (suppressing the dependence on c) with J in standard form (2.1) and L
having a Jordan chain of length 2n+ 2; specifically
T.J. Bridges / J. Differential Equations 244 (2008) 1629–1674 1671Lvj = 0 and Lvn+j = Jvj , j = 1, . . . , n,
Lv2n+1 =
n∑
j=1
ηjJvn+j and Lv2n+2 = Jv2n+1,
for some η = (η1, . . . , ηn) with
n∑
j=1
ηj [Jv2n+2,vj ] = 0.
The object is to construct a transformation matrix F such that
FT JF = J and FT LF = Lref, (B.1)
where Lref is defined in (5.1), with the symplectic signs defined in Lemma 5.1.
The symplectic transformation F is decomposed into four parts
F = F1F2F3F4,
with F1 being the matrix whose columns are the eigenvectors of L
F1 = col(v1, . . . ,v2n+2).
This first transformation results in
LF1 = JF1N, N =
⎡⎢⎣
0 In 0 0
0 0 η 0
0 0 0 1
0 0 0 0
⎤⎥⎦ ,
and
FT1 JF1 := K =
⎡⎢⎢⎣
0 −DP(c) 0 σ 1
DP(c) K̂ −σ 1 σ 2
0 σ T1 0 α
−σ T1 −σ 2T −α 0
⎤⎥⎥⎦ , (B.2)
where
σ 1 = −
⎛⎝Ω(v1,v2n+2)...
Ω(vn,v2n+2)
⎞⎠ , σ 2 = −
⎛⎝Ω(vn+1,v2n+2)...
Ω(v2n,v2n+2)
⎞⎠ , α = −Ω(v2n+1,v2n+2),
and K̂ is the n× n skew-symmetric matrix with entries
K̂ij = −Ω(vn+i ,vn+j ), i, j = 1, . . . , n.
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symplectic operator K is not in canonical form. The purpose of the three transformations F2,F3
and F4 is to transform K into J while preserving the form of the transformed Jordan chain.
The transformation F2 is chosen to diagonalize DP(c) in K. Let T be the n × n orthogonal
matrix which diagonalizes DP(c) with the first column taken to be η. Then
TT DP(c)T = diag[0, λ2, . . . , λn],
and F2 can be taken to be the block diagonal matrix
F2 =
[T 0 0
0 T 0
0 0 I2
]
.
Define these rotated eigenvectors by w1, . . . ,w2n+2; in matrix notation
F1F2 := col(w1, . . . ,w2n+2).
The modified Jordan chain is
Lwj = 0 and Lwn+j = Jwj , j = 1, . . . , n,
Lw2n+1 = Jwn+1 and Lw2n+2 = Jw2n+1. (B.3)
The object is to introduce new vectors wˆ1, . . . , wˆ2n+2 with the same Jordan chain structure but
resulting in a canonical symplectic form that is a permutation of J.
The transformation matrix F3 is the one which does the most work. It transforms the {wj } set
to the set {wˆj }. Let
F3 =
⎡⎢⎣
A B m 0
0 A 0 m
0 0 a1 0
0 0 0 a1
⎤⎥⎦ ,
where A = diag[a1, . . . , an], m is an n-vector and B is a nilpotent upper triangular matrix. The
following expressions are found for the entries of F3,
a1 = 1|Ω(w1,w2n+2)|1/2 and s1 = −sign
(
Ω(w1,w2n+2)
)
, (B.4)
aj = 1√|λj | and sj = sign(λj ), j = 2, . . . , n, (B.5)
mj =
{− 12 s1a1(αa21 +∑nk=2 λkm2k), j = 1,
− a1
λj
Ω(wj ,w2n+2), j  2,
(B.6)
where α = −Ω(w2n+1,w2n+2). The first row of B has entries
B1j = s1a21aj
(
Ω(wn+j ,w2n+2)+
n∑ 1
λk
Ω(wk,w2n+2)Ω(wn+j ,wn+k)
)
, j  2.k=2
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Ω(wn+1,wn+k) = 0 for k = 1, . . . , n. The other rows of B have entries
Bij = aj
λj
Ω(wn+i ,wn+j ), i  2 and j > i.
With
F1F2F3 := col(wˆ1, . . . , wˆ2n+2),
the new vectors have the form
wˆj = ajwj , j = 1, . . . , n,
wˆn+j = ajwn+j +
n∑
k=1
Bkjwk, j = 1, . . . , n,
wˆ2n+1 = a1w2n+1 +
n∑
k=1
mkwk,
wˆ2n+2 = a1w2n+2 +
n∑
k=1
mkwn+k. (B.7)
These vectors satisfy the same Jordan chain equations as the {wj } in (B.3).
The fourth matrix F4 is just a permutation matrix which puts the plus and minus ones in the
correct slots using the symplectic signs s1, . . . , sn. It is defined by
F4 =
[
In+1 0
0 ST
]
with S =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · · · · 0 −s1
s2 0 · · · · · · 0
0 s3
. . .
...
...
. . .
. . .
...
... sn 0 0
0 · · · · · · 0 s1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
with s1 defined in (5.2) and sj = sign(λj ) for j = 2, . . . , n. The complete transformation F
satisfying (B.1) is then
F = F1F2F3F4 := col(wˆ1, . . . , wˆn+1,−s1wˆ2n+2, s2wˆn+2, . . . , snwˆ2n, s1wˆ2n+1).
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