Abstract. In this paper we study the small data scattering of Hartree type semirelativistic equation in space dimension 3. The Hartree type nonlinearity is [V * |u| 2 ]u and the potential V which generalizes the Yukawa has some growth condition. We show that the solution scatters to linear solution if an initial data given in H s,1 is sufficiently small and s > . Here, H s,1 is Sobolev type space taking in angular regularity with norm defined by ϕ H s,1 = ϕ H s + ∇ S ϕ H s . To establish the results we employ the recently developed Strichartz estimate which is L 2 θ -averaged on the unit sphere S 2 and construct the resolution space based on U p -V p space.
Introduction
In this paper we consider the following Cauchy problem:
where Λ m is the fourier multiplier defined by Λ m = (m−∆) The Coulomb potential V (x) = |x| −1 is of such type corresponding to γ 1 = γ 2 = 2 and the Yukawa potential V (x) = e −µ0|x| |x| −1 , µ 0 > 0 is corresponding to γ 1 = 0, γ 2 = 2. The equation
(1.1) with these two potentials, which is called semirelativistic Hartree equation, arises in the mean-field limit of large systems of bosons, see, e.g., [10, 11, 18] . In this paper we study (1.1) with the above generalized potentials.
By Duhamel's formula, (1.1) is written as an integral equation well-posedness and scattering results when the initial data is given in H s (R 3 ). Especially we want to find the minimum value of s that ensures the scattering states of corresponding solutions, which is called low regularity problem.
There have been a lot of results on this subject. Firstly, Lenzmann [17] established the global existence of solutions for Yukawa type potential using energy methods provided the initial data given in H 1 2 (R 3 ) is sufficiently small. Herr and Lenzmann [13] showed that for Coulomb type potential the almost optimal local well-posedness holds for initial data with s > 1 4 (and s > 0 if the data is radially symmetric) using localized Strichartz estimates and the Bourgain spaces. In [3, 4, 5, 6] , they considered the generalized potential from Coulomb type, namely, V (x) = |x| −γ , for 0 < γ < 3 (corresponding to γ 1 = γ 2 = 3 − γ in our definition) and investigated well-posedness and scattering of equations. The most recent results on the Yukawa potential were obtained by Herr and Tesfahun [15] where they showed the small data scattering result for initial data with s > 1 2 ( and s > 0 if the data is radially symmetric) using U p − V p spaces method which has proved effective to derive scattering result.
In this paper we consider the range 0 < s ≤ 1 2 where the scattering result has been proved only when radial assumption is given to initial data [15] and aim to obtain the similar result with a weaker assumption. We prove the scattering result when s > 1 4 by imposing additional one angular regularity to the initial data. Let us introduce angular derivative and angularly regular Sobolev space. The spherical gradient ∇ S is restriction of the gradient on the unit sphere which is well-defined, that is, independent of coordinates of S 2 . It satisfies a following relation
and also has a concrete formula [4] and modified scattering results [19] have been established.
Our proof is fundamentally based on fixed point argument and Littlewood-Paley decomposition.
In order to occur a contraction, we use frequency-localized spherical Strichartz estimates and construct a resolution space using U p , V p spaces where linear estimates for free solutions could be transferred.
We have an application to the following Hartree Dirac equations:
where D = −i∇, ψ : R 1+3 → C 4 is the Dirac spinor, m > 0 is mass and β and α = (α 1 , α 2 , α 3 )
are the Dirac matrices. If V is Coulomb potential, (1.5) appears when Maxwell-Dirac system with zero magnetic field is uncoupled [2] . And in the same paper [2] it is conjectured that (1.5) with
Yukawa also might be obtained by uncoupling Dirac-Klein-Gordon system as Maxwell-Dirac case.
For more information about Dirac equation, see [2] and references therein.
Following [9] (see also [1] ) we introduce the projection operators Π m ± (D) with symbol
We then define ψ ± := Π 
we obtain the following system of equations
with initial data ψ 
Notations and Preliminaries
2.1. Notations. The Fourier transform of f is denoted by f = F (f ) and the inverse Fourier transform is by F −1 such that
We denote the frequency variables by capital letters M, N > 0 which is assumed dyadic number, that is of the form 2 m , 2 n with m, n ∈ Z. Let ρ ∈ C ∞ 0,rad (−2, 2) be such that ρ(s) = 1 if |s| < 1 and
and β N similarly. Next we define the Littlewood-Paley operatorsṖ M and P N by
Positive constants depending only on m, N 0 are denoted by the same letter C, if not specified.
A
B and A B means that A ≤ CB and A ≥ C −1 B, respectively for some C > 0. A ∼ B means that A B and A B.
Function spaces.
In this subsection we introduce the U p , V p function spaces. For the general theory, see e.g. [14] , [16] .
and denote the set of all partitions by
and U p is the atomic space. The norm is defined by 
The properties in Lemma 2.1 also hold for the spaces U 
Lemma 2.3 (Transfer principle
be a linear operator satisfying that
2.3. Strichartz estimates. Let the pair (q, r) satisfy that 2 ≤ q, r ≤ ∞,
The case q = 2 is sufficient in our discussion. For the N 0 ≫ 1 we have
which gives by transfer principle in Lemma 2.3
This endpoint estimate can be extended to a wider range with weaker angular integrability in the left term. That is, we consider the following 
which we will intensively use in following argument.
Remark 2. Note that the minimum loss of regularity occurs when r is close to 4. And this is essentially related with the regularity condition on initial data s > 1 4 . It can be easily checked that in the range 4 < r < 6 the bound is sharp if we consider the homogeneous case and scaling argument, but in the other range the sharpness is not known yet. If we can improve the bound in this range we might obtain better regularity result, i.e., threshold of well-posedness could be lowered.
2.4.
Properties of angular derivative. In this section we introduce a series of lemmas concerning angular derivative.
Lemma 2.4. Let ψ, f be smooth and let ψ be radially symmetric. Then
From this we check the order of the projection operator and angular derivative can be reversed:
The next one is on the Sobolev inequality on the unit sphere [8] .
. The final one is extended Young's convolution estimates. Lemma 2.6 (Lemma 7.1 of [3] ). If ψ is radially symmetric, then
Using the assumption (
Also we can check by simple calculation
Now we are ready to prove the main theorem.
Proof of Main theorem
Let us define the Banach space X s by
with the norm
Let X s + be the restricted space defined by 
Clearly, e −itΛm ϕ X s + ϕ H s,1 so it suffices to show that
This readily implies estimates for difference
, and
. Define a scattering state u + with
By time symmetry we can argue in a similar way for the negative time. Thus we get the desired result.
We start to show (3.1). We may assume that u(t) = 0 for −∞ < t < 0. From the duality in Lemma 2.1,
Using Littlewood-Paley decomposition and applying Lemma 2.4 and Leibniz rule, we have
Since the argument will not be affected by complex conjugation, we drop the conjugate symbol.
By Lemma 2.4 we can change the order of deriavtive operator ∇ S and projection P . Thus to show (3.1), we suffices to prove the following:
and at most one of u i could take an angular derivative ∇ S , i.e. u i = ∇ S u i . To prove this inequality we introduce the following proposition. N 1 , N 2 , N 3 , N ) C(N, N 1 , N 2 , N 3 Fix r as in Proposition 3.1. Apply the first case of (3.4) to S 1
S 2 is estimated using the second case of (3.4). By symmetry we may assume
So it remains to prove the Proposition 3.1. To simplify the notations, we assume all the functions are localized one, i.e., P Ni u i = u i for i = 1, 2, 3 and P N v = v. And we use the bold notation u i when it could take an angular derivative or not. But be cautious that at most one of bold u i could take. In other words, the estimates hold true even if at most one of u i take an angular derivative.
Proof of Proposition 3.1
We perform an additional decomposition for I:
where at most one of bold u i could take the angular derivative.
4.1. Case1: N 3 N . In this subsection we prove that
Since the localized Strichartz estimates we apply have different admissible pair whether the support in frequency side is low part or not, that is, (2.3) or (2.4), we proceed to prove dividing the case whether N i is equal to N 0 or not for i = 1, 2, 3.
Note that the support properties from Littlewood-Paley decomposition would restrict the range of summation over M . N 2 ). In this case the support condition gives M N 0 . We estimate using Hölder and Young's inequality
By (2.3) and the embeddings U
x in Lemma 2.1, we obtain
Here, bold u 3 means that the estimates hold for both u 3 and ∇ S u 3 cases. From (2.5) we estimate
where the assumption γ 1 be less than 1 is essential. Thus we have N 2 ) . In this case M should be comparable to max(N 1 , N 2 ).
We divide the case according to whether u 3 takes the angular derivative or not.
(1) u 3 case: In this case at most one of u 1 , u 2 could take the angular derivative. We denote this by bold u 1 , u 2 . We have by Hölder inequality
We compute the first norm. We assume N 0 = N 1 < N 2 . We apply Lemma 2.6
We estimate using Lemma 2.5
where in the last inequality we used Strichartz estimates (2.3) and (2.4). Similarly we estimate
3)
The other case N 0 = N 2 < N 1 can be bounded similarly. Thus from (4.1),(4.2) and (4.3) we obtain
Next we estimate the second norm using Lemma 2.6
where we applied Lemma 2.5 with r > 10 3 . In conclusion, we have
where we used
r )−γ2 < C for r we consider by (2.5).
(2) ∇ S u 3 case: In this case neither u 1 nor u 2 takes the angular derivative. We have by Hölder
We consider the former. By symmetry we may assume N 0 = N 1 < N 2 . We apply Lemma 2.5
By applying Lemma 2.6 and Hölder inequality we estimate
The derivative term can be estimated by the same argument as above because by Lemma 2.4 and Leibniz rule, we have
Then we finally obtain
For the latter in (4.4) we only use Hölder inequality and the embedding
In conclusion we get as in the previous case
We apply Hölder inequality
. Indeed, we estimate applying Lemma 2.5 and spherical Strichartz estimate (2.4)
Also, we can change the role of u 1 and u 2 , which implies the claim. Thus we have
We compute the summation over M using (2.5)
which is finite if we choose r so that r > 6/γ 2 .
4.2. Case2: N 3 ≪ N . In this subsection we prove
In this case we should further divide the case whether N 3 is N 0 or not. Among them the case N 3 ) is already considered in section 4.1.1.
Note that in this range we have M ∼ N max (N 1 , N 2 ) .
We bound the first term. We assume min(N 1 , N 2 ) = N 1 . By Lemma 2.6 we have
where we used Lemma 2.5 since 2r 4−r > 2. Or, exchanging a spherical pair for Hölder inequality we estimate
Since we can change the role of u 1 and u 2 , (4.6),(4.7) and (4.8) imply
Next we bound the second term in (4.5) by applying Lemma 2.6
In conclusion we obtain
which implies the desired result since we have from (2.5) N 2 ) . We divide the case according to whether u 3 takes the angular derivative or not.
(1) u 3 case: We have
We compute the first norm. By symmetry we may assume min(N 1 , N 2 ) = N 1 .
And we estimate the second term using Lemma 2.5 
We estimate the first norm. Applying Lemma 2.5 we obtain
By Young's and Hölder inequality we have
Then by Leibniz rule we can bound the derivative term similarly and finally get We apply the Lemma 2.6 to the second term 
The first term is bounded as in (4.9) . For the second one we apply Lemma 2.6 
