This paper provides a simulated moments estimator (SME) of the parameters of dynamic models in which the state vector follows a time-homogeneous Markov process. Conditions are provided for both weak and strong consistency as well as asymptotic normality. Various tradeoffs among the regularity conditions underlying the large sample properties of the SME are discussed in the context of an asset-pricing model. KEYWORDS: Monte Carlo simulation, generalized method of moments, geometric ergodicity, uniform strong law of large numbers, model estimation.
INTRODUCTION THIS PAPER PROVIDES CONDITIONS for the consistency and asymptotic normality of a simulated moments estimator (SME) of the parameters of asset-pricing models with time-homogeneous Markov representations of the stochastic forcing process. SME's for economic models have been proposed by McFadden (1989) and Pakes and Pollard (1989) for i.i.d. environments, and by
for a time series environment. The SME for time series models examined in this paper is as follows. The state vector Yt that determines asset prices is assumed to follow a time-homogeneous Markov process whose transition function depends on an unknown parameter vector 3)0. Asset prices, and possibly other relevant data, are observed as f(Yt, ,0), for some given function f of the underlying state and parameter vector. In parallel, a simulated state process {Y]} is generated (analytically or numerically) from the economic model and corresponding simulated observations f(YJ3, 13) are taken, for a given parameter choice f3. The parameter , is chosen so as to "match moments," that is, to minimize the distance between sample moments of the data, f(Y,8030), and those of the simulated series f(Yt/, f3), in a sense to be made precise.
The proposed SME extends the generalized method-of-moments (GMM) estimator (Hansen (1982) ) to a large class of asset-pricing models for which the moment restrictions of interest do not have analytic representations in terms of observable variables and the unknown parameter vector. We provide conditions on the transition function of Yt and the observation function f under which the SME of 030 is consistent, and characterize the normalized asymptotic distribution of the estimator. For two reasons, neither the regularity conditions underlying Hansen's (1982) analysis of GMM estimators for time-series models without simulation, which were also used by Lee and Ingram (1991) for their SME estimator, nor those imposed by McFadden (1989) and Pakes and Pollard (1989) for simulated moments estimation in i.i.d. environments, are applicable to the estimation problems posed in this paper. First, in simulating time series, pre-sample values of the series are typicallyrequired. In most circumstances, however, the stationary distribution of the simulated process, as a function of the parameter choice, is unknown. Hence, the initial conditions for the time series will generally not be drawn from their stationary distribution and the simulated process will generally be nonstationary. Second, functions of the current value of the simulated state depend on the unknown parameter vector both through the structure of the model (as in any GMM problem) and indirectly through the generation of data by simulation. The feedback effect of the latter dependence on the transition law of the simulated state process implies that the first-moment-continuity condition used by Hansen (1982) , or the generalizations proposed by Andrews (1987) , in establishing the uniform convergence of the sample to the population criterion functions are not directly applicable to the SME. Furthermore, the nonstationarity of the simulated series must be accommodated in establishing the asymptotic normality of the SME.
We address these difficulties by assuming geometric ergodicity as a condition on the state process ensuring that the simulated processes are asymptotically stationary with an ergodic distribution that is independent of starting values, and by imposing a damping condition on the feedback effect of parameter choice on the law of motion of the state process. Under these conditions, the nonstationarities associated with simulation are shown to be inconsequential for the asymptotic distribution of the SME.
The remainder of the paper is organized as follows. Section 2 uses a simple asset-pricing setting to illustrate in more detail the econometric issues that arise with estimation by simulation. The formal structure of the estimation problem and the definition of the simulated moments estimator are laid out in Section 3. Section 4 provides conditions for consistency, both weak and strong, the key ingredient being an appropriate extension of the uniform law of large numbers. Section 5 characterizes the asymptotic distribution of the SME, while Section 6 provides several extensions of the SME.
AN ILLUSTRATIVE ASSET-PRICING MODEL
In this section we describe a simple dynamic asset-pricing model that illustrates many of the econometric problems that arise in the use of simulation methods in estimation. The model is an extended version of the stochastic growth model studied by Brock (1980) and Michner (1984) . After briefly describing the model, the use of simulation methods is given a more extensive motivation. Several econometric issues related to estimation using simulation are then introduced in the context of this model. This section is intended as an informal backdrop to the simulated moments estimator presented in Section 3 and analyzed in Sections 4 and 5.
Suppose that production of the single consumption commodity is determined by (2.1) F(kt , zt) = ztkO+, 0 < < 1, for some function F, where kt is the level of the capital stock at date t and zt is a technology shock. The firm rents capital from consumers at the rental rate rtI and pays out the profits to the owners of its shares in the form of dividends, dt. In each period, the firm solves the following static optimum problem (maximization of profits) Several considerations motivate the simultaneous solution of the model and SME estimation of ,. First, solving for the stochastic equilibrium of the model permits an assessment of the goodness-of-fit directly in terms of aspects of the joint distribution of asset returns, consumption, and capital.2 Furthermore, estimation of asset-pricing models using Euler equations (Hansen and Singleton (1982) ) is not always feasible, as in the version of this model with taste shocks. Third, temporal aggregation may lead to inconsistent GMM estimators of 030 (Hall (1988) , Hansen and Singleton (1989) ), but temporal aggregation can often be accommodated using the SME.
For several reasons, this illustrative estimation problem is not a special case of either Hansen's (1982) GMM estimation problem or the simulated moments problems examined by McFadden (1989) and Pakes and Pollard (1989), or Lee and Ingram (1991) . The most important difference between the estimation problem with simulated time series and the GMM estimation problem discussed by Hansen (1982) lies in the parameter dependency of the simulated time series {ft}. In the stationary, ergodic environment studied by Hansen (1982) , one observes f(Yt, 30), where the data generation process {YtJ is fixed and 80 is the parameter vector to be estimated. In contrast, fLO =f(Yt/, 13) depends on 8 not only directly, but indirectly through the dependence of the entire past history of the simulated process {Yt} on ,. In Section 4, we present versions of uniform 2 Several alternative numerical methods for solving discrete-time dynamic rational expectations models have recently been proposed in the literature; see Taylor and Uhlig (1990), Tauchen and Hussey (1991) , and the references cited therein for useful summaries. Many of the algorithms discussed involve approximations to either the distributions of the forcing variables or the model itself. Additional approximations are involved when the underlying model is expressed in continuous time and a discrete-time approximation is being estimated. These approximations affect the large sample properties of the SME since, as sample size increases, one obtains a consistent estimator of the approximate model. At a minimum, the methods described in this paper apply to the approximate model if approximations are used to solve for equilibrium asset prices. A related initial conditions problem, common to the GMM and SM estimation of asset-pricing models, occurs with capital accumulation. Specifically, the current equilibrium capital stock can typically be expressed as a function of the previous period's stock plus investment in new capital. Measurements of investment are often more reliable than measurements of the stock of capital, which may not be based on compatible assumptions about depreciation. Accordingly, in constructing a time series on the capital stock to be used in estimation, one may wish to accommodate mismeasurement of the initial stock.3
In Section 4, we present a set of sufficient conditions for the Markov process {YJ} to be geometrically ergodic, which (among other things) implies that the large-sample properties of functions of Y, are invariant to the choice of initial conditions used in simulating both exogenous (taste and technology shocks) and endogenous (e.g., the capital stock) state variables.
Throughout this discussion we have assumed that the Markov process described by (2.5) does not exhibit growth. In fact, there is real growth in output, and hence in certain asset prices. If the technology shock {zt, for instance, exhibits growth over time, then the implied trends for the components of Y, are restricted by the structure of the model.4 Conversely, the structure of the model restricts the class of admissible trend specifications. Furthermore, accommodating these trends typically requires that the implied form of the trends in Y, is known, and that it is possible to build an adjustment for trends directly into the function f of the data and to simulate a trend-free version of the model. Following , the implied restrictions on deterministic trends in the decision variables can be imposed in estimation by appending the moment conditions associated with least squares estimation of the trend equations to the moment equations involving f* and f . The subsequent discussion in this paper extends to this case using arguments similar to those in for GMM estimators of (2.11). If the forcing variables exhibit stochastic trends (unit roots), then our estimation The distance matrix WT is chosen with rank at least Q, and may depend on the sample information {f1,f * * , f T} U l ...* fX-: (T)1 E &}. Comparing (3.2) and (3.5) shows that the SME extends the method-of-moments approach to estimation by replacing the population moment E[f(Zt,,13)] with its sample counterpart, calculated with simulated data. The latter sample moment can be calculated for a large class of asset-pricing models. Extensions of the SME are provided in Section 6.
CONSISTENCY
The presence of simulation in the estimator pushes one to special lengths in justifying regularity conditions for the consistency of method-of-moments estimators that, without simulation, are often taken for granted. As illustrated in Section 2, there are two particular problems. First, since the simulated state process is usually not initialized with a draw from its ergodic distribution, one needs a condition that allows the use of an arbitrary initial state, knowing that the state process converges rapidly to its stationary distribution. Second, one needs to justify the usual starting assumption of some form of uniform continuity of the observation as a function of the parameter choice. With simulation, a perturbation of the parameter choice affects not only the current observation, but also affects transitions between past states, a dependence that compounds over time. We will present a natural (but restrictive) condition directly on the state transition function guaranteeing that this compounding effect is of a damping, rather than exploding, variety.
Initially we describe the concept of geometric ergodicity, a condition ensuring that the simulated state process satisfies a law of large numbers with an asymptotic distribution that is invariant to the choice of initial conditions. Then ergodicity of the simulated series is used to prove a uniform weak law of large numbers for GT(O3) and weak consistency of the SME (that is, bT-*PO in probability). Weak consistency is proved under a global modulus-of-continuity condition rather than the more usual local condition underlying proofs of strong consistency. Subsequently, we present Lipschitz and modulus of continuity conditions on the primitives (H, e, f) that are sufficient for strong consistency (that is, bT --I3o almost surely). Though weaker than the damping conditions typically used to verify near-epoch dependence (Gallant and White (1988) ), these conditions nevertheless exclude an important class of geometrically ergodic processes. This fact is the primary reason for our initial focus on weak consistency. Finally, various tradeoffs in choosing among the regularity conditions leading to weak and strong consistency are discussed in the context of the illustrative model presented in Section 2.
Geometric Ergodicity
In order to define geometric ergodicity, let P,t denote the t-step transition probability for a time-homogeneous Markov process {Xj}; that is, P,t is the distribution of X, given the initial point Xo = x. The process {XJ} is p-ergodic, for some p E (0, 1], if there is a probability measure 7r on the state space of the process such that, for every initial point x, (4.1) P-tIIP,-7TjIv-O0 as t->*oo, where 11 "i, is the total variation norm.5 The measure 7r is the ergodic distribution. If {XJ} is p-ergodic for p < 1, then {XJ} is geometrically ergodic. In calculating asymptotic distributions, geometric ergodicity can substitute for stationarity since it means that the process converges geometrically to its stationary distribution. Moreover, geometric ergodicity implies strong (a) mixing in which the mixing coefficient a(m) converges geometrically with m to zero (Rosenblatt (1971), Mokkadem (1985) ). In what follows, for any ergodic process {Xj, it is convenient for us to write "Xx'' for any random variable with the corresponding ergodic distribution. We adopt the notation IIXIIq = [E(I IXlq)]llq for the Lq norm of any RAN-valued random variable X, for any q E (0, oo). We let Lq denote the space of such X with II X IIq < 00, and let II xli denote the usual Euclidean norm of a vector x.
General criteria for the geometric ergodicity of a Markov chain have been obtained by Nummelin and Tuominen (1982) and by Tweedie (1982) . We will review simple sufficient conditions established by Mokkadem (1985) for the special case of nonlinear AR(1) models, which includes our setting.
A key ingredient for ergodicity is positive recurrence,6 for which a key condition is irreducibility. For a finite Markov chain, irreducibility means essentially that each state is accessible from each state, obviously a sufficient condition in this case for both recurrence and geometric ergodicity. Mokkadem (1985) uses the following convenient sufficient condition for irreducibility of a time-homogeneous Markov chain {X,) valued in RN with t-step transition probability P. It is obviously enough that Px(A) is continuous in x and supports all of RN for each x, but this single-period "full support" condition is too strong an assumption in a setting with endogenous state variables. For example, the process for Yt given by (2.6) fails this single-period full-support condition because the distribution of the capital stock kt+1 given Xt is degenerate, but often passes the weaker Condition B. To be more concrete, consider the special case of (2.1)-(2.6) with ut= 1 for all t, ,A = 0 (100% depreciation), and a = 1 (logarithmic utility). Also, suppose that the law of motion for the technology shock is given by A second key ingredient for ergodicity is aperiodicity. For example, the Markov chain that alternates deterministically from "heads" to "tails" to "heads" to "tails," and so on, is not geometrically ergodic, despite its recurrence.
With these definitions in hand, we can review Mokkadem's sufficient conditions for geometric ergodicity of what he calls "nonlinear AR(1) models," which includes our setting. 
Weak Consistency
Next, we summarize several important assumptions that are used in our proofs of both consistency and asymptotic normality of the SME. We impose the following condition on the distance matrices {WT} in (3.5).
ASSUMPTION 3 (Convergence of Distance Matrices): X0 is nonsingular and
WT -* WO = -' almost surely, where (for any t)
(4.8) -X0-E E([ft*-E(ft*)I[ft'-j-E(ft_j)]) j= O00
For the second moments in this assumption to exist, and their sum to converge absolutely, the assumptions that (lIf* 112+5: t = 1,2,... } is bounded for some 8 > 0 and geometric ergodocity of {Yt} together suffice, as shown by Doob (1953, pp. 222-224). Also, as with Hansen's (1982) GMM estimator, the choice of W0 in Assumption 3 leads to the most efficient SME within the class of SME's with positive definite distance matrices. Notice that X0 in Assumption 3 is a function of the moments of {ff,} alone; in particular, X0 depends neither on ,8 nor on the moments of the simulated process {ff}. Thus, X0 can be estimated using, for instance, the approaches discussed by Andrews (1991) .7 Given the definition of X0 and the fact that geometric ergodicity implies a-mixing, it follows that the Newey-West estimator is consistent for X0 in our environment.
Alternatively, X0 could be estimated using simulated data {f,}. Since the rate of convergence of spectral estimators is slow and one has control over the size Y(T) of the simulated sample, this alternative may be relatively advantageous. A two-step procedure for estimating X0 is required, however, so in establishing consistency of a simulated estimator of X0 one would need to account both for dependence of {ft} on an estimated value of ,X and the parameter dependence of simulated series. One approach to establishing consistency would be to Our first theorem establishes the consistency of the SME {bT: T > 1} given by (3.5). THEOREM 1 (Consistency of SME): Under Assumptions 1-4, the SME {bT} converges to [3 in probability as T -* oo. The basic nature of the conditions are of three forms: continuity conditions, growth conditions, and a contraction (or "damping") condition on the transition function H that we call an "asymptotic unit-circle (AUC) condition."
Strong Consistency The Uniform Weak Law of Large Numbers (UWLLN) underlying the discussion in Sections 4.2 and 4.3 maintained the uniform continuity condition in
Our proof of strong consistency of the SME proceeds in three steps.8 First, we introduce the AUC condition, which assures that current shocks have a damping effect on future simulated observations. Under the AUC condition, it is shown that, for each [3, there exists a stationary and ergodic process {Yt-} that satisfies (3.1) and can be substituted for {Yt} in proving consistency (and asymptotic normality) of the SME. Second, we show that the AUC condition and certain continuity and growth conditions imply a version of Hansen's (1982) modulus of continuity condition for simulation environments. Strong consistency of the SME then follows from results in Hansen (1982) . 8 The strategy of using a unit-circle condition with a Lipschitz coefficient that changes geometrically toward zero in proving strong consistency of the SME was suggested to us by Lars Hansen in his discussion of an earlier version of this paper. where C2 satisfies a growth condition.
DEFINITION (The Asymptotic Unit-Circle Condition): The transition function H and shock process ? satisfy the Asymptotic Unit-Circle Condition if, for each
The smoothness assumption on f and the AUC condition imply that the nonstationarity induced by the initial conditions problem can be ignored when studying the large sample properties of the SME. We establish this result in the following two lemmas. 
Regularity Conditions and Dynamic Asset-Pricing Models
Weak consistency was established by assuming that the simulated processes are geometrically ergodic and that {fft} satisfies a uniform Lipschitz condition in ,p. In contrast, strong consistency was established assuming a unit-circle condition on the transition function H and an i.i.d. shock process {(}. Thus, the AUC condition substitutes in part for the Lipschitz condition in Assumption 1 and in part for geometric ergodicity in Assumption 2. Indeed, the L2 UC condition implies geometric ergodicity. On the other hand, there is an important class of geometrically ergodic processes that do not satisfy the L2 UC condition, and this is a primary motivating reason for our analysis of weak consistency.
In order to see this, consider again the example in Section 2 and suppose that the law of motion of the technology shock is given by The process (4.11) is nevertheless geometrically ergodic. This can be verified easily by noting that lPI < 1 and lIz'Il/liz l can be made arbitrarily small for large enough z when y < 1. Thus, the process {zt} satisfies strong and weak laws of large numbers. If, in addition, {Yt} satisfies Condition B and our weak uniform continuity condition is satisfied, then weak consistency of the SME is implied by the UWLLN (Lemma 2). Though the geometric ergodicity assumption accommodates more general processes than the AUC condition, our consistency proof based on the former requires the imposition of a uniform Lipschitz condition. This uniform continuity condition implicitly requires some damping of the effects of past shocks on current values of Y". We have not shown that processes of the form (4.11), for example, satisfy our uniform Lipschitz condition. Verifying this condition may well narrow the gap between the classes of models encompassed by the sets of regularity conditions used to prove weak and strong consistency of the SME.
ASYMPTOTIC NORMALITY
Under the unit-circle conditions introduced in Section 4.4, the stationary and ergodic process (Yt,} can be substituted for {Yt} in deducing the asymptotic distribution of the SME. Thus, the asymptotic normality of {bT} follows immediately under suitably modified versions of the regularity conditions imposed by Hansen (1982) . If, instead, the regularity conditions used to prove weak consistency in Section 4.3 are adopted, then Hansen's (1982) conditions are no longer directly applicable because of the nonstationarity of {YO}. Therefore, our discussion of asymptotic normality focuses on the case of geometrically ergodic forcing processes that may not satisfy an AUC condition. The final characterization of the limiting distribution of the SME is, of course, the same for either set of regularity conditions.
In deriving the asymptotic distribution of {T(bT -,80)}, we use an intermediate-value expansion of GT(1) about the point t80. Accordingly, we will adopt the following assumption. These results presume that the model is identified. The rank condition for the class of models considered here is Assumption 6 (iii). In many GMM problems, verifying that the choice of moment conditions identifies the unknown parameters under plausible assumptions about the correlations among the variables in the model is straightforward. However, inspection of the moment conditions used in simultaneously solving and estimating dynamic asset-pricing models may give little insight into whether Assumption 6 (iii) is satisfied. This may be especially relevant when the model is solved numerically for some of the elements of {YP} as functions of the state and parameter vectors. Indeed, in this case, it may be difficult to gain much insight into which moment conditions will shed light on the values of specific parameters. We recommend that, in practice, the sensitivity of the estimates to various choices of moment conditions be examined.
Fortunately, some information about the validity of this assumption can be obtained in our environment using the simulated state {IY}. At a given value of ,3, the partial derivative matrix dtSEft] can be examined at various values of 18 in order to gain some insight into whether the first order conditions defining the SME form a relatively ill-conditioned system of equations at certain points in the parameter space, including at the SME estimator of I80.
EXTENSIONS AND CONCLUSIONS
The SME proposed in this paper can be extended along a variety of different dimensions. One obvious extension is to let ft* be a function of 18. In order to accommodate this extension, we need one additional primitive, a measurable observation function g: R8NL where the last inequality follows from the triangle inequality. For fixed n, since {YtPi} is ergodic and E( Ift8i) < x, the first term on the right-hand side of (A.1) approaches zero as T -x cc by the weak law of large numbers for ergodic processes. The assumption that KT = T-Et=I Kt is bounded in probability implies that there is a nonstochastic bounded sequence {AT} such that plim(KT -AT) = 0. Thus, for T larger than some T* and some bound B, the right-hand side of (A.2) is less than or equal to n (A.3) EP sup 113-,P-iI IKT-ATI + sup 1,8I-P1B+ sup IE(f4))-E(ff)I> 2-. Since i9 is compact, it has a finite subset W* defining a finite subcover of "8o neighborhoods," 0e E9* .Letting A*= nf,l, *A6, and T*(o,i7) = maxeeo>* T,(6G ), it follows that Aq < -, T> T*, for all ,3 in 9, which leads to (4.7). Q.E.D.
PROOF OF THEOREM 4: As noted above, the L2 UC condition implies the AUC condition, so the conclusions of Lemmas 3 and 4 continue to hold. Thus, the consistency of {bT} for ,X0 will be established by showing that, for each 6 E 9, E[modt (, 6)] < x for some 8 
T Xoo s=t-T T=s+1
The right-hand side is independent of ,3, and taking expectations, using the independence of {et} and the Cauchy-Schwarz inequality, we have 
