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BOUNDS FOR THE REGULARITY OF LOCAL COHOMOLOGY
OF BIGRADED MODULES
JU¨RGEN HERZOG AND AHAD RAHIMI
Abstract. Let M be a finitely generated bigraded module over the standard
bigraded polynomial ring S = K[x1, . . . , xm, y1, . . . , yn], and let Q = (y1, . . . , yn).
The local cohomology modules HkQ(M) are naturally bigraded, and the compo-
nents HkQ(M)j =
⊕
iH
k
Q(M)(i,j) are finitely generated graded K[x1, . . . , xm]-
modules. In this paper we study the regularity of HkQ(M)j , and show in several
cases that regHkQ(M)j is linearly bounded as a function of j.
Introduction
In this paper we study the regularity of local cohomology of bigraded modules. Let
K be a field and S = K[x1, . . . , xm, y1, . . . , yn] be the polynomial in the variables
x1, . . . , xm, y1, . . . , yn. We consider S to be a standard bigraded K-algebra with
deg xi = (1, 0) and deg yj = (0, 1) for all i and j. Let I ⊂ S be a bigraded ideal.
Then R = S/I is again a standard bigradedK-algebra. LetM be a finitely generated
bigraded R-module. We consider the local cohomology modulesHkQ(M) with respect
to Q = (y1, . . . , yn). This module has a natural bigraded S-module structure. For
all integers j we set
HkQ(M)j =
⊕
i
HkQ(M)(i,j).
Notice that HkQ(M)j is a finitely generated graded S0-module, where S0 is the poly-
nomial ring K[x1, . . . , xm].
The main purpose of this paper is to study the regularity of the S0-modules
HkQ(M)j as a function of j. In all known cases, regH
k
Q(M)j is bounded above (or
equal to) a linear function aj + b for suitable integers a and b with a ≤ 0, see
[5]. Various cohomological conditions on M are known that guarantee that for
suitable k the regularity of HkQ(M)j as a function of j is actually bounded, see the
papers [3], [7] and [8]. For example, in [8, Corollary 2.8] it is shown that if M is
sequentially Cohen–Macaulay with respect to Q, then there exists a number c such
that | regHkQ(M)j | ≤ c for all k and j. In general however one can expect only linear
bounds. As shown in [5, Theorem 5.3 and Corollary 5.4] the regularity of the local
cohomology modules HkQ(R)j is linearly bounded, if R = S/(f) is a hypersurface ring
for which the content ideal c(f) ⊂ S0 is m0-primary, where m0 = (x1, . . . , xm) is the
graded maximal ideal of S0. Here, for a bihomogeneous polynomial f =
∑
|β|=b fβy
β,
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the ideal c(f) is the ideal in S0 defined by the polynomials fβ. If, more generally,
R = S/I, where I is a bihomogeneous ideal, one defines the content ideal c(I) of I to
be the ideal generated in S0 by the polynomials c(f) with f in I. As the main result
of Section 1 we show in Theorem 1.1 that there exists a linear function ℓ : Z− → Z+
such that c(I)ℓ(j)HnQ(R)j = 0 for all j. This result is then used to generalize the
above quoted theorem about hypersurface rings and to obtain that regHnQ(R)j is
linearly bounded, provided c(I) is m0-primary, see Corollary 1.2. Our Theorem 1.5
generalizes [5, Corollary 5.4] in a different direction. It is shown in this theorem
that the regularity of HnQ(R)j is linearly bounded provided that dimS0/c(I) ≤ 1.
It is an open question whether the condition on the dimension of S0/c(I) can be
dropped in this statement.
Some more explicit results concerning the regularity of HnQ(R)j , in the case that
R = S/(f) is a hypersurface ring, are obtained in Section 1. In Proposition 1.6
we show that regHnQ(R)j is a linear function if f =
∑n
i=1 fiyi where f1, . . . , fn is
a regular sequence, and in Corollary 1.8 it is shown that regHnQ(R)j is a linear
function if f = f1y1 + f2y2 and deg gcd(f1, f2) < deg fi.
Unfortunately, the methods used in Section 1 to bound the regularity can be
used only for the top local cohomology HnQ(R) and only when the content ideal
of the defining ideal of R is m0-primary, or in the hypersurface case an ideal of
height m − 1. The situation is much better when we consider local cohomology of
multigraded S-modules. Indeed, in Section 2 of the paper it is shown in Theorem 2.3
that if M is a finitely generated Zm × Zn-graded S-module. Then there exists an
integer c, which only depends on the x-shifts of the bigraded resolution of M , such
that | regHkQ(M)j | ≤ c for all k and all j. As mentioned above such a bound also
exists when M is only bigraded, but sequentially Cohen-Macaulay with respect to
Q. The more it is surprising that in the multigraded case, no other cohomological
condition onM is required to obtain such a global bound. The proof of Theorem 2.3
uses essentially a result of Bruns and the first author [2, Theorem 3.1] which says
that the multigraded shifts in the resolution of a multigraded S-module M can be
bounded in terms of the multigraded degrees of the generators of the first relation
module of M .
1. On the annihilation of the graded components of top local
cohomology with applications to regularity bounds
Let I = (f1, . . . , fr) where the fi are bihomogeneous polynomials. Then the
content ideal c(I) of I is defined to be the ideal c(f1) + · · · + c(fr) ⊂ S0 where for
bihomogeneous polynomial f =
∑
|β|=b fβy
β the ideal c(f) is the ideal in S0 defined
by the polynomials fβ. Obviously, the definition of c(I) does not depend on the
chosen set of generators of I. In this section we show that a certain power of the
content ideal of I annihilates HnQ(R)j , and use this fact to bound the regularity of
HnQ(R)j in some cases.
Theorem 1.1. Let R = S/I where I is a bigraded ideal in S. Then there exists a
linear function ℓ : Z− → Z+ such that c(I)
ℓ(j)HnQ(R)j = 0 for all j ≤ 0.
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Proof. Let f1, . . . , fr be a minimal set of bihomogeneous polynomials generating the
ideal I, and assume that fi is homogeneous of bidegree (−ai,−bi). Then R has the
following free presentation
· · · −→
r⊕
i=1
S(−ai,−bi) −→ S −→ R −→ 0.
By [5, Theorem 1.1], the S0-moduleH
n
Q(R)j has then the following free S0-presentation
· · · −→
r⊕
i=1
HnQ(S)(−ai,−bi)j
ϕ
−→ HnQ(S)j −→ H
n
Q(R)j −→ 0.
The map ϕ can be described as follows: We may write fi =
∑
|β|=bi
fi,βy
β with
deg fi,β = ai for i = 1, . . . , r and set R = K[y1, . . . , yn]. By Formula (1) in [5] we
have
G0 := H
n
Q(S)j =
⊕
|c|=−n−j
S0z
c,
where z ∈ HomK(R−n−j, K) is the K-linear map with
za(yb) =
{
za−b, if b ≤ a,
0, if b 6≤ a.
We set G1 =
⊕r
i=1 Fi where
Fi = H
n
Q(S)(−ai,−bi)j =
⊕
|c|=−n−j+bi
S0(−ai)z
c.
For G0 the basis consists the elements z
c with |c| = −n − j and G1 has a basis
consisting of the elements eiz
c with deg ei = ai and |c| = −n − j + bi. We have
ϕ(eiz
c) = fi,βz
c−β with |β| = bi if β ≤ c, and otherwise 0. We set ϕ(Fi) = Ui for i =
1, . . . , r. Then Imϕ =
∑r
i=1 Ui. We set Ti = K[{xi,β}β∈Nn,|β|=bi], Pi = Ti[y1, . . . , yn]
and gi =
∑
|β|=bi
xi,βy
β for i = 1, . . . , r. By [5, Proposition 5.2] there exists a linear
function li(j) such that[
HnQ
(
Pi/(gi)
)
j
]
li(j)
= 0 for i = 1, . . . , r.
Since the graded Ti-module H
n
Q(Pi/(gi))j is generated in degree 0, it follows that
m
li(j)
i H
n
Q(Pi/(gi))j = 0 where mi = ({xi,β}β∈Nn,|β|=bi) for i = 1, . . . , r. Replacing xi,β
by fi,β we obtain
c(fi)
li(j)HnQ(S/(fi))j = 0 for i = 1, . . . , r.(1)
Indeed, in order to prove (1), we consider the map π : Ti → S0 where xi,β 7−→ fi,β.
It follows from the free presentations of HnQ(Pi/(gi))j and H
n
Q(S/(fi))j that
HnQ(S/(fi))j
∼= HnQ(Pi/(gi))j ⊗Ti S0.(2)
Notice that if m ∈ HnQ(Pi/(gi))j and h ∈ Ti, then we have
(hm)⊗ 1 = m⊗ π(h) = π(h)(m⊗ 1).
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In particular, if h ∈ m
li(j)
i , then π(h)(m ⊗ 1) = (hm) ⊗ 1 = 0, and hence by (2)
we have π(h)HnQ(S/(fi))j = 0 for all h ∈ m
li(j)
i . Therefore c(fi)
li(j)HnQ(S/(fi))j = 0,
because π(m
li(j)
i ) = c(fi)
li(j).
Since the functor HnQ(−) is right exact, the canonical epimorphism S/(fi) →
S/I = R induces and epimorphism HnQ(S/(fi))j → H
n
Q(R)j for all j. It follows that
c(fi)
li(j)HnQ(R)j = 0 for i = 1, . . . , r.
We set ℓ(j) =
∑r
i=1 li(j). Then ℓ(j) is again a linear function of j, and
c(I)ℓ(j)HnQ(R)j =
( r∑
i=1
c(fi)
)ℓ(j)
HnQ(R)j = 0,
as desired. 
Let N be a Z-graded S0-module, and
0→ Fk → · · · → F1 → F0 → N → 0,
be the minimal graded free S0-resolution of N with Fi =
⊕ti
j=1 S0(−aij) for i =
1, . . . , k. Then the Castelnuovo-Mumford regularity regN of N is defined to be the
integer
regN = max
i,j
{aij − i}.
Corollary 1.2. Assume in addition to Theorem 1.1 that c(I) is an m0-primary
ideal where m0 is the graded maximal ideal of S0. Then there exists a linear function
ℓ : Z− → Z+ such that
0 ≤ regHnQ(R)j ≤ ℓ(j)
for all j.
Proof. The lower bound for the regularity follows from the fact that HnQ(R)j is
generated in degree 0. Since c(I) is an m0-primary, it follows that m
k
0 ⊆ c(I) for
some k and hence by Theorem 1.1, there exists a linear function ℓ′ such that
m
kℓ′(j)
0 H
n
Q(R)j = c(I)
ℓ′(j)HnQ(R)j = 0.
Therefore HnQ(R)j is of finite length for all j and regH
n
Q(R)j ≤ kℓ
′(j)− 1 = ℓ(j).
Corollary 1.3. With the assumptions and the notation of Theorem 1.1 we have
dimS0 H
n
Q(R)j = dimS0/c(I) for all j.
Proof. As we have already seen, HnQ(R)j has the following S0-presentation
· · · −→
r⊕
i=1
Sni0 (−ai)
ϕj
−→ Sn00 −→ H
n
Q(R)j −→ 0,
where n0 =
(
−j−1
n−1
)
and ni =
(
−j+bi−1
n−1
)
for i = 1, . . . , r. Let Uj be the matrix
describing ϕj with respect to the canonical bases. Notice that In0(Uj) ⊆ c(I) where
In0(Uj) is the ideal generated by the n0-minors of matrix Uj . Thus
dimS0/c(I) ≤ dimS0/In0(Uj) = dimH
n
Q(R)j.
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Here the second equality follows from Formula (5) in [5]. On the other hand, The-
orem 1.1 implies that dimHnQ(R)j ≤ dimS0/c(I). Therefore the desired equality
follows. 
The following known fact is needed for the proof of the next corollary. For the
convenience of the reader we include its proof.
Lemma 1.4. Let M be a graded S0-module with dimM > 0 and |K| =∞. Suppose
f be a linear form such that 0 :M f has finite length. Then
dimM/fM = dimM − 1.
Proof. We denote by HM(t) =
∑
i∈Z dimK Mit
i the Hilbert-series of M . Consider
the exact sequence 0 → 0 :M f → M(−1)
f
→ M → M/fM → 0. Since (0 :M f)
has finite length, it follows that H(0:M f)(t) = Q0(t), where Q0(t) is a polynomial in
t with Q0(1) 6= 0. We may also write HM(t) = Q(t)/(1− t)
d where d = dimM with
Q(1) 6= 0. Hence
HM/fM(t) = HM(t)− tHM(t) + H0:M f(t)
= P (t)/(1− t)d−1
where P (t) = Q(t) + (1 − t)d−1Q0(t) with P (1) 6= 0. Thus the desired equality
follows from [1, Corollary 4.1.8]. 
As another application of Theorem 1.1 we have
Theorem 1.5. Consider the hypersurface ring R = S/fS where f is a bihomoge-
neous polynomial in S. Suppose that dimS0/c(f) ≤ 1. Then there exists a linear
function ℓ : Z− → Z+ such that
0 ≤ regHkQ(R)j ≤ ℓ(j)
for all k and j.
Proof. Note that R has only two non-vanishing local cohomology modules HkQ(R),
namely for k = n − 1 and k = n. A similar argument as that used in the proof of
[5, Proposition 5.1](b) shows that Hn−1Q (R)j is linearly bounded, provided H
n
Q(R)j
is linearly bounded. Thus it suffices to consider the case k = n. The desired result
follows from Corollary 1.2 in the case that dimS0/c(f) = 0. Now let us assume that
dimS0/c(f) = 1. We may assume that K is infinite. Otherwise, we apply a suitable
base field extension. Thus we can choose a linear form g such that 0 :Hn
Q
(R)j g
and 0 :S0/c(f) g are finite length modules. After a change of coordinate we may
assume that g = x1. For any S0-module M we set M = M/x1M. We first observe
that HnQ(R)j
∼= HnQ(R)j. Indeed, since the functor H
n
Q(−) is right exact, the exact
sequence R
x1−→ R → R → 0 induces the exact sequence HnQ(R)j
x1−→ HnQ(R)j →
HnQ(R)j → 0, which yields the desired isomorphism.
Next observe that S0/c(f) = S0/c(f) where f is the image of f under the canon-
ical epimorphism S0 → S0. Identifying S0 with K[x2, . . . , xn] the map f 7→ f is
obtained by substituting x1 by 0. Since dimS0/c(f) = 1 and since 0 :S0/c(f) x1 has
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finite length, it follows that dimS0/c(f) = dimS0/c(f) = dimS0/c(f)− 1 = 0, see
Lemma 1.4. By [4, Proposition 20. 20] we have
regHnQ(R)j = max{reg
(
0 :Hn
Q
(R)j x1
)
, regHnQ(R)j}.(3)
Moreover, by Corollary 1.3, we have dimHnQ(R)j = dimS0/c(f) = 0. Hence, it
follows from [5, Theorem 5.3] that regHnQ(R)j = regH
n
Q(R)j is linearly bounded as a
function of j. Now we show that reg
(
0 :Hn
Q
(R)j x1
)
is linearly bounded, as well. Then
by (3) the desired conclusion follows. The exact sequence 0 → R
x1−→ R → R → 0
induces the exact sequence
Hn−1Q (R)j −→ H
n−1
Q (R)j → 0 :HnQ(R)j x1 → 0.
In particular, we conclude that the highest degree of a generator of 0 :Hn
Q
(R)j
x1 is less than or equal to the highest degree of a generator of H
n−1
Q (R)j. As
regHnQ(R)j is linearly bounded, it follows that there exists a linear function ℓ
′ such
that regHn−1Q (R)j ≤ ℓ
′(j), see the proof of [5, Proposition 5.1](b). Thus this linear
function ℓ′ also bounds the highest degree of a generator of Hn−1Q (R)j, and hence
the highest degree of a generator of 0 :Hn
Q
(R)j x1.
By Theorem 1.1 there exists a linear function ℓ′′ such that
c(f)ℓ
′′(j)(0 :Hn
Q
(R)j x1) ⊆ c(f)
ℓ′′(j)HnQ(R)j = 0.
Since dimS0/c(f) = 0, it follows that there exists an integer k such that m0
k ⊆ c(f).
Hence we obtain
m
kℓ′′(j)
0 (0 :HnQ(R)j x1) = m
kℓ′′(j)
0 (0 :HnQ(R)j x1)
⊆ c(f)ℓ
′′(j)(0 :Hn
Q
(R)j x1)
= c(f)ℓ
′′(j)(0 :Hn
Q
(R)j x1) = 0.
We conclude that (0 :Hn
Q
(R)j x1)i = 0 for i ≥ ℓ
′(j) + kℓ′′(j) and therefore,
reg(0 :Hn
Q
(R)j x1) ≤ ℓ
′(j) + kℓ′′(j).

For a hypersurface ring of bidegree (d, 1) we have the following more precise result.
Proposition 1.6. Let R = S/fS where f =
∑n
i=1 fiyi with deg fi = d for all i. If
f1, . . . , fn is a regular sequence, then
regHnQ(R)j = reg S0/c(I)
−n−j+1 = −dj − n.
Proof. We first assume that fi = xi for i = 1, . . . , n and set R
′ = S/gS where
g =
∑n
i=1 xiyi. By the statement after [5, Proposition 4.5], H
n
Q(R
′)j has the following
free S0-resolution
0→ Sβn0 (j)→ · · · → S
β3
0 (n+ j − 3)→ S
β2
0 (n+ j − 2)→
Sβ10 (−1)→ S
β0
0 → H
n
Q(R
′)j → 0.
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The map π : S0 → S0, xi 7→ fi, is a flat endomorphism, because f1, . . . , fn is a
regular sequence. Applying − ⊗S0 T to the above exact sequence, where T is S0
viewed as an S0-module via π, we get the following S0-free resolution for H
n
Q(R)j
0→ Sβn0 (dj)→ · · · → S
β3
0 (d(n+ j − 3))→ S
β2
0 (d(n+ j − 2))→
Sβ10 (−d)→ S
β0
0 → H
n
Q(R)j → 0.
It follows that regHnQ(R)j = −dj−n. Now we prove the second equality. As before,
we first assume that fi = xi for i = 1, . . . , n and hence c(I) = m0 where m0 is the
graded maximal ideal of S0. We set k = −n − j + 1. Due to the well-known fact
that mk0 has a linear resolution, the minimal graded free S0-resolution of S0/m0 is of
the form
0→ Sβn0 (n + k − 1)→ · · · → S
β1
0 (k + 1)→ S
β0
0 (k)→ S0 → S0/m
k
0 → 0.
Hence reg S0/m
k
0 = k−1. As before, by using flatness of π, we obtain the following
free resolution for S0/c(I)
k
0→ Sβn0 (d(n+ k − 1))→ · · · → S
β1
0 (d(k + 1))→ S
β0
0 (dk)→ S0 → S0/c(I)
k → 0.
Hence reg S0/c(I)
k = d(n+ k − 1)− n = −dj − 1. 
For the proof of the next corollary we need the following
Lemma 1.7. Let R = S/ghS and R′ = S/hS where g ∈ S0 is a homogeneous
polynomial and h ∈ S is a bihomogeneous polynomial. Then
regHnQ(R)j = regH
n
Q(R
′)j + deg g.
Proof. Let F/Uj be the standard presentation of H
n
Q(R
′)j , as described in [5, Sec-
tion 3, page 322]. Then it follows that F/gUj is the standard presentation ofH
n
Q(R)j.
This yields the desired conclusion. 
Corollary 1.8. Let R = S/fS where f = f1y1+f2y2 is a bihomogeneous polynomial
in S of bidegree (d, 1), and set g = gcd(f1, f2). Then
regH2Q(R)j =
{
−(d− deg g)j + deg g − 2 if deg g < d,
deg g if deg g = d.
Proof. If deg g < d, then we may write f = gh where h = h1y1 + h2y2 with
gcd(h1, h2) = 1 and deg hi > 0 for i = 1, 2. Note that h1, h2 is a regular sequence.
Hence by Proposition 1.6 and Lemma 1.7 we have the first equality. If deg g = d,
then deg h1 = deg h2 = 0. Hence H
2
Q(R
′) = 0 where R′ = S/hS. Therefore, the
second equality follows from Lemma 1.7. 
2. An upper bound for the regularity of local cohomology of
multigraded modules
Let K be a field and S = K[x1, . . . , xm, y1, . . . , yn] be the polynomial ring over K
in the variables x1, . . . , xm, y1, . . . , yn. We consider S as standard Z
m×Zn-gradedK-
algebra. Let M be a finitely generated Zm×Zn-graded S-module. Computing local
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cohomology by using the Cˇech complex shows that HsQ(M) is naturally Z
m × Zn-
graded. Therefore, in view of the fact that HsQ(M)j =
⊕
kH
s
Q(M)(k,j) we see that
the Z-graded components HsQ(M)j of local the cohomology modules H
s
Q(M) are
naturally Zm-graded S0-modules where S0 is the standard Z
m-graded K-algebra
K[x1, . . . , xm], see [6, Section 1] for more details. In particular, H
s
Q(M)j may also
be viewed as a Z-graded module over S0. We recall the following theorem from [2].
Theorem 2.1. Let N be a finitely generated Zm-graded S0-module. Let
0→ Fk → · · · → F1 → F0 → N → 0,
be the minimal graded free S0-resolution of N with Fi =
⊕ti
j=1 S0(−aij) for i =
1, . . . , k. Assume that the first multigraded shifts a0j of N belong to N
m. Then for
all i and all j = 1, . . . , ti we have
xaij | lcm(xa11 , . . . , xa1t1 ).
As an immediate consequence we obtain
Corollary 2.2. The regularity of N is bounded by a constant c which only depends
on the shifts aij with i ≤ 1.
As a main result of this section we have
Theorem 2.3. Let M be a finitely generated Zm×Zn-graded S-module. Then there
exists an integer c, which only depends on the x-shifts of the bigraded resolution of
M , such that
| regHsQ(M)j | ≤ c for all s and all j.
Proof. By applying a suitable multigraded shift toM we may assume that all genera-
tors ofM have multidegrees belonging to Nm×Nn. Then all shifts in the multigraded
resolution of M belong to Nm × Nn. Let
F : 0→ Fl
ϕl−→ · · · −→ F1
ϕ1
−→ F0
ϕ0
−→M → 0,
be a Zm × Zn-graded free resolution of M where Fi =
⊕ti
k=1 S(−aik,−bik) for i =
1, . . . , l. Applying the functor HnQ(−)j to this resolution yields a graded complex of
free Zm-graded modules
HnQ(F)j : 0→ H
n
Q(Fl)j
ϕ∗
l−→ · · · −→ HnQ(F1)j
ϕ∗
1−→ HnQ(F0)j
ϕ∗
0−→ HnQ(M)j → 0.
Notice that
HnQ(Fi)j =
ti⊕
k=1
⊕
|a|=−n−j+|bik|
S0(−aik)z
a,(4)
is a finitely generated free S0-module. It follows that the Z-graded modules H
s
Q(M)j
are all generated in non-negative degrees. In particular, regHsQ(M)j ≥ 0. Thus it
suffice to show that there exists an integer c such that regHsQ(M)j ≤ c.
For each i = 1, . . . , l, consider the exact sequence
0→ Kerϕ∗i → H
n
Q(Fi)j
ϕ∗i−→ HnQ(Fi−1)j → Ni−1,j → 0,(5)
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where Ni−1,j = Cokerϕ
∗
i . It follows from (4) and Corollary 2.2 that there exists
an integer ci−1 such that regNi−1,j ≤ ci−1. Note that the constant ci−1 does not
depend on j. Hence from (5) one obtains reg Imϕ∗i = regNi−1,j+1 and regKerϕ
∗
i =
regNi−1,j + 2. By [5, Theorem 1.1] we have
HsQ(M)j
∼= Hn−s
(
HnQ(F)j
)
∼= Kerϕ∗n−s/ Imϕ
∗
n−s+1,
which is an isomorphism of Zm-graded S0-modules. Therefore, the exact sequence
0→ Imϕ∗n−s+1 → Kerϕ
∗
n−s → H
s
Q(M)j → 0 yields
regHsQ(M)j ≤ max{reg Kerϕ
∗
n−s, reg Imϕ
∗
n−s+1 − 1}
= max{regNn−s−1,j + 2, regNn−s,j}
≤ max{cn−s−1 + 2, cn−s} ≤ c,
where c = maxi{ci}+ 2. 
Corollary 2.4. Let I ⊆ S be a monomial ideal. Then there exists an integer c such
that
| regH iQ(S/I)j | ≤ c for all i and all j.
For the top local cohomology of K-algebras with monomial relations we have the
following more precise statement.
Proposition 2.5. Let I = (u1v1, . . . , urvr) be a monomial ideal where the ui are
monomials in K[x1, . . . , xn] and the vj are monomials in K[y1, . . . , yn]. We let J be
the monomial ideal K[x1, . . . , xn] generated by u1, . . . , ur. Then
HnQ(S/I)j
∼= (S0/J)
(−j−1n−1 ).
In particular, the regularity of HnQ(S/I)j is constant, namely equal to reg S0/J , for
j ≤ −n.
Proof. We set deg(uivi) = (ai, bi) for i = 1, . . . , r. Let
· · · −→
r⊕
i=1
S(−ai,−bi) −→ S −→ S/I −→ 0,
be the free presentation of S/I. Then HnQ(S/I)j has the following S0-presentation
· · · −→ G1
ϕ
−→ G0 −→ H
n
Q(S/I)j −→ 0
by free S0-modules, where
G0 =
⊕
|c|=−n−j
S0z
c and G1 =
r⊕
i=1
⊕
|c|=−n−j+bi
S0(−ai)z
c,
with ϕ as described in the proof Theorem 1.1: for G0 the basis consists the mono-
mials zc with |c| = −n − j and G1 has a basis consisting of the elements eiz
c with
deg ei = ai and |c| = −n − j + bi. We have ϕ(eiz
c) = uiz
c−βi if βi ≤ c where
vi = y
βi, and otherwise 0. It follows from this description that each column of the
matrix describing ϕ with respect to this basis has only one non-zero entry and the
entries of each of this matrix generates J . This implies that HnQ(S/I)j
∼= G0/JG0,
as desired. 
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