Towards a self-consistent theory of volatility  by Lions, Pierre-Louis & Lasry, Jean-Michel
J. Math. Pures Appl. 86 (2006) 541–551
www.elsevier.com/locate/matpur
Towards a self-consistent theory of volatility
Pierre-Louis Lions a,b,∗, Jean-Michel Lasry c
a CEREMADE – UMR C.N.R.S. 7534, Université Paris 9 – Dauphine, Place du Maréchal de Lattre de Tassigny, 75775 Paris Cedex 16, France
b Collège de France, 11, place Marcelin Berthelot, 75005 Paris, France
c CALYON, 9, Quai du Président Paul Doumer, 92920 Paris-La Défense Cedex, France
Received 19 December 2005
Available online 31 October 2006
Abstract
In this paper, we propose a new theory for the formation of volatility which takes into account the influence of option hedging
on the assets price dynamics. By analogy with statistical mechanics, we build a self-consistent equation for the volatility, we show
it is well-posed and we explain how it can be solved.
© 2006 Published by Elsevier Masson SAS.
Résumé
Dans cet article nous proposons une théorie nouvelle sur la formation de la volatilité, qui prend en compte l’influence de la
couverture d’options sur la dynamique du prix du sous-jacent. Par analogie avec la mécanique statistique, nous construisons une
équation auto-consistante pour la volatilité ; nous démontrons qu’elle est bien posée et nous expliquons comment il est possible de
la résoudre.
© 2006 Published by Elsevier Masson SAS.
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1. Introduction
Option pricing theory has been extensively developed since the seminal works by F. Black and M. Scholes [5] and
R. Merton [14]. However, one key feature of the initial framework has, apparently, rarely been discussed namely the
postulate that the dynamics of the underlying assets are a priori given exogenous data. And, although practitioners
use the classical pricing formulas, they do so in a somewhat twisted way: indeed, while the exogenous character of
the dynamics (or of the parameters of the dynamics such as, e.g., volatility) is commonly accepted, the actual pricing
is performed using values of the dynamical parameters that differ substantially from historical (or forecasted) values.
This implicit determination of parameters is thought to incorporate various effects that lie outside the scope of the
classical theory such as bid-ask spreads, transaction costs, residual risks. . . And, obviously, similar comments may
be made for the hedging strategies. We also wish to point out that, sometimes, practitioners observe that (or wonder
whether) the future values of the parameters might be modified by their own activities (trading/hedging).
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words, is it possible to construct a theoretical model for option pricing and hedging which is compatible with rational
anticipations and where a crucial parameter such as volatility (for instance) is not exogenous but is determined en-
dogenously through the agents’ actions (pricing/hedging. . . )?
The goal of this paper is to answer positively that question and to propose such a theory. And we shall see that our
approach will yield two main consequences:
(i) it is possible to build what we call a self-consistent theory of volatility (and of the formation of volatility) that
incorporates the effects of a large number of agents (and their actions such as trading, pricing, hedging),
(ii) the Black–Scholes theory (pricing formulas, hedging theory) is astonishingly robust and, in some sense, still valid
if we consider such an endogenously built volatility.
This paper is the second of a series devoted to the impact of trading and hedging on the dynamics of an asset and
more precisely on its volatility. Although this paper can be read completely independently of the first one, J.-M. Lasry
and P.-L. Lions [12], we mention what we did there: assuming that the price of an asset is modified by trading and
hedging through a linear “elastic” law due to A.S. Kyle [10], K. Back [2], K. Back, C.H. Cao and G. Willard [3], we
considered a situation where a single “large” agent (or investor) influences by his trading the price dynamics of an
asset. And, following a utility maximization approach, we considered the questions of (i) the fair value of a position
(or liquidation value), (ii) option pricing for such an agent. One of the consequences of the solution to those questions
is the fact that the optimal hedging strategy modifies the volatility of the asset (through the gamma of the option). We
wish to point out, at this stage, that this work is thus somewhat related to the works by A.S. Kyle, K. Back [2], K. Back,
C.H. Cao and G. Willard [3], H. Föllmer [8], R. Frey and A. Stremme [9] (and more recently by M. Avellaneda and
M.D. Lipkin [1], G. Lasserre [13]).
Here, instead of a single “large” agent, we wish to consider the more realistic situation of a very large number
of “small” agents (each of which has a “small” influence on the price dynamics and, in view of the results obtained
in [11], on its volatility). Therefore, the issue is to determine the resulting effective volatility.
At this stage, we wish to emphasize the analogy between what we develop here and classical concepts in Statistical
Mechanics and Physics. In fact, the word “self-consistent” in the title of the paper is borrowed from those sciences. . .
Indeed, as is well known in Statistical Mechanics and Physics, one circumvents the difficulty (or impossibility) of
describing the details of the dynamics of a large number of interacting particles by introducing macroscopic quantities
and self-consistent fields (or mean field) through a sum over the whole collection of particles, and each particle is seen
to interact only with these fields. The analogy is then quite clear: we consider a large number of agents interacting
through trading and influencing thus the price dynamics. Then, we postulate that the volatility (and to be more specific
the volatility which is relevant for option pricing. . . ) is a “macroscopic” quantity that depends on some global additive
quantities, which is seen by each individual agent for option pricing and hedging and which is in turn “slightly”
modified by this hedging (self consistency). And we assume that volatility only depends on some global quantity
that can be interpreted as a global pay-off of an option although such an option does not really exist and should be
considered as the summation of all the “individual” options. . .
More precisely, we consider an asset whose prices denoted by St . We postulate that the price dynamics is a Markov
diffusion process in R and we denote by σ(S, t) the volatility of the process. This function σ is assumed, as we
explained above, to depend on some global pay-off Φ ,
σ = σ [Φ] = (σ [Φ])(S, t). (1)
In order to simplify the presentation, most of this paper deals with the “simple” case when Φ is the pay-off of a
European option with a fixed maturity T and more general situations are discussed and analysed in the final section
of this paper. We emphasize the fact this European option does not really exist and that no agent if really pricing or
hedging it: instead, one should think of it as being the addition of all the existing options in the market.
One then needs to determine the functional dependence of σ with respect to Φ and we do so in a self-consistent
way: indeed, we introduce one individual agent who needs to price and hedge an option whose pay-off is given
by hΨ . Here Ψ is an arbitrary pay-off and h is a “small” parameter: its “size” reflects the “microscopic scale”
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(see A.S. Kyle [10], K. Back [2], K. Back, C.H. Cao and G. Willard [3]),
dSt = σ(St , t)dWt + b(St , t)dt − Kut dt, (2)
where Wt is a standard Brownian motion; σ = σ(Φ) (the agent “sees” the volatility σ = σ(Φ)); b is a given trend
(which, exactly as in Black–Scholes theory, will play no role. . . ), ut dt represents the rate of trading/hedging: ut is
precisely the rate at which the agent sells (or buys) St and thus if we denote by αt the position of the agent, we also
have,
dαt = −ut dt, (3)
and K is the influence factor (a constant parameter) of a linear (elastic) offer-and-demand law.
Then, in Section 2 below, we shall determine the optimal hedging strategy of the agent following a utility
maximization approach (and using our previous mathematical results, see [11,12]). And we shall show that it leads to
a new volatility which, in view of the above discussion, should correspond to σ(Φ + hΨ ). More precisely, we show
in Section 2 that we have:
σ(Φ + hΨ ) = (1 + hKΓ + o(h))σ, (4)
where Γ is the Black–Scholes gamma for the pay-off Ψ and a volatility σ(Φ) i.e.,
Γ = ∂
2u
∂S2
(S, t), (5)
where u solves the Black–Scholes equation:
∂u
∂t
+ 1
2
σ 2
∂2u
∂S2
= 0 for t < T , (6)
with
u|t=T = Ψ. (7)
Obviously, letting h go to 0, we deduce from (4) the following nonlinear functional differential equation for σ that
we call the self-consistent volatility equation (SCV equation in short),〈
σ ′(Φ),Ψ
〉= KΓ σ, (SCV)
(observe that Γ and σ in the right-hand side of (SCV) depend upon σ = σ(Φ) . . .).
Sections 3, 4 are devoted to a brief mathematical analysis of (SCV) (which is by no means a standard mathematical
problem. . . ). More specifically, we prove in Section 3 that (SCV) is “locally” well-posed: indeed, it turns out that this
is the case only because of a remarkable symmetry property of the gamma that we derive! In Section 4, we explain
how (SCV) may be solved globally.
Finally, in Section 5, we consider various variants and extensions of these results: for instance, we consider there
the case when dSt is replaced by dStSt in (2). . . And we also show that our theory is easily extended to a more general
situation when the macroscopic quantity Φ is not anymore the pay-off of a European option but a rather general
“path-dependent” pay-off.
2. Derivation of the SCV equation
We first wish to determine the optimal hedging strategy for an option whose pay-off is given by hΨ (ST ), with
price dynamics given by (2) (and (3)). We follow the utility maximization approach developed in [8] (relying on the
mathematical results shown in [7]). And we introduce a new variable CT for the cash. Its evolution is then given by:
dCt = utSt dt. (8)
Next, we introduce an arbitrary utility function U(z) that we assume to be strictly increasing and concave
(U ′(z) > 0, U ′′(z) < 0) on R (for example. . . ). And we consider the following stochastic control problem:
V (C,S,α, t) = sup
{
E
[
U
(
CT − h(ST )
h
) ∣∣∣ St = S, Ct = C]}, (9)
u∈U
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We emphasize the fact that one needs to rescale U as U( .
h
) in (9) in order to preserve the risk aversion of the agent
(otherwise, the scale parameter h would asymptotically cancel the risk aversion. . . ).
We also need to introduce the pure investment/divestment problem V0(C,S,α, t) given by (9) where we take Ψ to
be 0. Then, following G. Constantinides and Th. Zariphopoulou [6], M. Musiela and Th. Zariphopoulou [15] and [11],
one defines the indifference price π of the option by:
V (C + π,S,α, t) = V0(C,S,α, t). (10)
Determining V,V0 and thus π is not a consequence of the classical theories in stochastic control (we refer the reader
to the monographs by W.H. Fleming and H.M. Soner [7], M. Bardi and I. Capuzzo-Dolcetta [4] for their presentation).
One needs to use some new results derived in J.-M. Lasry and P.-L. Lions [12] and applied in our preceding paper [11]
in order to prove that one has:
π = hu(S, t) + o(h), (11)
and the optimal hedge is given by,
αt = h∂u
∂S
(
Ŝt , t
)+ o(h), (12)
where u and Sˆt solve respectively the Black–Scholes equation (6), and
dŜt = σ(Ŝt , t)dWt. (13)
Therefore, the resulting price dynamics read as follows:
dSt = σ(St , t)dWt + b dt + K dαt =
(
I + hKΓ + o(h))σ dWt + b˜ dt,
and the first order expansion (4) is shown (see [11] for some details). At this point, it suffices to subtract σ to (4),
divide by h and let h go to 0 in order to derive the (SCV) equation!
Remark 2.1. Although we certainly do not wish to repeat all the details of the arguments introduced in our previous
work [11], we wish to explain briefly the origin of the asymptotic formulas (11)–(12).
First of all, for reasons explained in [12], it is natural and convenient to consider another set of state variables (in-
stead of (Ct , St , αt ) namely Pt (that corresponds to the total wealth, see [11])), Xt and αt where Pt = Ct +αtSt − k α
2
t
2
and Xt = St − kαt . Then, we have:
dPt = αt dXt, dXt = σ(Xt + kαt , t)dWt + b(Xt + kαt , t)dt, (14)
and one shows (see [12,11]) that V is a function of P , and t only given by,
V = sup
α adapted
E
[
U
(
PT − hΨ (XT )
h
) ∣∣∣Xt = X, Pt = P], (15)
with P = C + αS − k α22 , X = S − kα.
Next, replacing P by hP˜ , π by hπ˜ , αt by hα˜t and α by hα˜, we deduce that V = V˜ (P˜ ,X, t), with
V˜ (P˜ ,X, t) = sup
α˜ adapted
E
[
U
(
P˜T − Ψ (XT )
) | P˜t = P, Xt = X] (16)
and (P˜t ,Xt ) solves:
dP˜t = α˜t dXt, dXt = σ(Xt + khα˜t , t)dWt + b(xt + khα˜t , t)dt. (17)
And we observe that this is, up to the term kh in the dynamics of Xt , precisely the utility maximization problem that
yields the classical Black–Scholes price for the option whose pay-off is Ψ (XT ).
Then, one can check easily that we have the following limits: π˜ goes to u(S, t) and the optimal strategy α˜ in (16)
goes to ∂u
∂S
(Ŝt , t) as h goes to 0+, where Ŝt solves (13). And these limits yield (11) and (12).
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“mean-field” situation here with infinitely many small investors. It is an open problem (on which we hope to come
back in a future work) to deduce the present situation from an intermediate situation with N distinct (and independent)
investors which have to hedge N options whose pay-offs are given by Ψ1, . . . ,ΨN (each has to hedge one of these. . . )
and to let N go to +∞ (assuming that, roughly speaking, Ψ1, . . . ,ΨN are of order 1/N . . . ). This seems to be a rather
delicate problem since, in particular, it does not seem possible to preserve the Markov property of the effective dy-
namics. It is however possible to make a convincing heuristic argument that one, indeed, should recover at the limit
the SCV equation. In order to present this argument, we assume, for the sake of simplicity, that Ψ1 = · · · = ΨN = 1N Φ .
Of course, each investor through his own trading influences the assets price dynamics through the model (2). We
denote the volatility resulting from all the investors’ trading by σN(Φ). Obviously, if we single out one investor, the
above asymptotic argument shows that we have:
σN(Φ) =
(
I + 1
N
KΓ + O
(
1
N2
))
σ,
where σ is the volatility resulting from the other investors’ trading (each) Φ
N
, that is σ = σN−1(N−1N Φ). The difficulty
of the lack of Markov property comes from the fact that σ and Γ act on different processes that differ by a correction
of order 1
N
. Formally, this correction can be absorbed in the remainder term O( 1
N2
). And then Γ is indeed defined
through (5)–(7) (with Ψ = Φ). This is why we should have:
σN(Φ) =
(
1 + 1
N
K · Γ + O
(
1
N2
))
σN−1
(
N − 1
N
Φ
)
, (18)
(for each Φ . . . ). Next, we should expect that, as N becomes large, σN−1(N−1N Φ)−σN(N−1N Φ) is of order 1N2 in view
of the “total hedging” taking place. If this is the case, then
N
(
σN(Φ) − σN
(
N − 1
N
Φ
))
=
(
KΓ + O
(
1
N
))
σN(Φ),
or
〈
σ ′N(Φ),Φ
〉= (KΓ + O( 1
N
))
σN(Φ).
And we recover the SCV equation (or a particular case of it, because of our simplifying assumption on Ψi for
1  i  N , it turns out that this particular case suffices to determine completely the volatility in view of the mathe-
matical analysis of (SCV) developed in the following sections) letting N go to +∞.
It is possible to make an even more convincing argument if we consider N successive players that have to hedge
options whose pay-off is given by h
N
Ψ (where Ψ is smooth for instance) and h is a small parameter that corresponds
to the size of the additional trading made by these N players compared to the existing overall trading and hedging.
Then, if we ignore regularity issues of optimal controls (and gammas), assuming for simplicity that all the functions
considered below are, say, Lipschitz continuous uniformly in h,N(. . .), we may justify the (SCV) equation as follows.
First of all, we assume that, prior to the hedging of the N players, the volatility function of the underlying asset is
given by σ (that corresponds to σ(Φ) if we postulate such a functional dependence as we did above. . . ). Then, in view
of the results shown in [11], the impact on the volatility due to the first player yields the following effective volatility,
σ
N,1 = σ
(
1 + K h
N
Γ + O
(
h2
N2
))
.
We may then iterate the argument and deduce that the hedging of the N players results in the following volatility:
σh = σ
N,N
= σ
N,N−1
(
1 + K h
N
Γ + O
(
h2
N2
))
= σ
(
1 + K h
N
Γ + O
(
h2
N2
))N
= σ
{
exp
(
KhΓ + O
(
h2
))}
= σ (1 + KhΓ + O(h2)).N
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of the volatility:
σh − σ
h
= KσΓ + O(h),
thus justifying the (SCV) equation.
We conclude this section with a simple observation on the SCV equation. As is well-known, option pricing and
hedging should only depend on the law of the diffusion process St which in turn really depends upon a = 12σ 2 but not
on σ itself (in fact we might even consider cases with matrix valued σ where σ is a 1×m matrix, in which case (SCV)
becomes a matrix equation and a = 12σσT ). And, obviously, (SCV) may be written as an equation for a = a(Φ):〈
a′(Φ),Ψ
〉= 2KΓ a, (SCV′)
(and this equation still holds if σ is a 1 × m matrix since we have,〈
a′(Φ),Ψ
〉= 1
2
〈
σ ′(Φ),Ψ
〉
σT + 1
2
σ
〈
σ ′(Φ)Ψ
〉T = 1
2
KΓ σ.σT + 1
2
σ.(KΓ σ)T = 2KΓ a,
since a is scalar. . . ).
3. Compatibility and gammas
We wish to show in this section that (SCV) is a meaningful equation from a mathematical view-point. Indeed,
as we explain now, (SCV) being a nonlinear differential equation (in infinite dimensions), it needs to satisfy some
geometrical compatibility condition in order to be a well-posed problem. In order to explain this natural differential
geometric issue, we consider first an example in finite dimensions closely related to (SCV) namely we look for a
solution σ of
σ ′(y) = F (σ(y)), (19)
where y ∈Rd , σ goes from Rd to Rk and thus σ ′(y) = ( ∂σi
∂yj
)ij is a k × d matrix, and F is a given C1 (with bounded
derivatives, say) function from Rk into k × d matrices. In other words, we have equivalently
∂σi
∂yj
(y) = Fij
(
σ1(y), . . . , σk(y)
)
. (19′)
Now, if there is a C1 solution (locally. . . ), we need to prescribe the value of σ at a given point y0 say σ(y0) = σ0 ∈Rk
and differentiating (19′) with respect to yk in a neighborhood of y0 we find:
∂2σi
∂yj ∂yk
(y) =
d∑
	=1
∂Fij
∂z	
(σ )
∂σ	
∂yk
(y) =
d∑
	=1
∂Fij
∂z	
(σ )F	k(σ ).
Next, the symmetry of second derivatives and the fact that σ(y0) = σ0 is arbitrary yield the following necessary
condition for the existence of a solution namely the nonlinearity F must satisfy:
d∑
	=1
∂Fij
∂z	
F	k =
d∑
	=1
∂2Fik
∂z	
F	j on R
d . (20)
In fact, this condition is also sufficient for the existence of a unique solution of (19) satisfying σ(y0) = σ0 (which is
in fact global thanks to the assumptions made on F ). Indeed, taking y0 = 0 to simplify notation, if a solution exists,
denoting by σ(λ) = σ(λy) for any y = 0 fixed, we have necessarily:
σ ′i (λ) =
∂σi
∂yj
(λy)yj = Fij
(
σi(λ)
)
yj on R, (21)
with σi(0) = σ0, and this ordinary differential equation has a unique global solution that we denote by σ(λ;y). There
only remains to show that σ(1;y) solves indeed (19). In order to check this claim, we compute:
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dλ
{
∂σi
∂yj
(λ;y) − λFij (σ )
}
= ∂
∂yj
(
dσi
dλ
)
− Fij − λ
d∑
	=1
∂Fij
∂z	
(σ )
dσ	
dλ
=
d∑
k,	=1
∂Fik
∂z	
(σ )yk
∂σ	
∂yj
− λ
d∑
k,	=1
∂Fij
∂z	
(σ )F	k(σ )yk
in view of (21). We now use the compatibility condition (20) and obtain:
d
dλ
{
∂σi
∂yj
(λ;y) − λFij (σ )
}
=
d∑
k,	=1
∂Fik
∂z	
(σ )yk
(
∂σ	
∂yj
(λ;σ) − λF	j (σ )
)
.
Observing that ∂σi
∂yj
(λ;g) − λFij (0)|λ=0 = 0, we deduce that we have for all λ ∈R
∂σi
∂yj
(λ;y) = λFij (σ ),
and we conclude taking λ = 1.
Remark 3.1. In the above construction, we used essentially the segment y0 (fixed) to a given y in order to build up
the “solution at y” but we wish to emphasize the fact that the above construction is easily adapted to an arbitrary
C1 curve linking y0 to y (in fact, it may even be adapted to a Lipschitz curve. . . ).
The above elementary analysis shows that (SCV) will be a meaningful equation only if a certain compatibility
condition (corresponding to (20) in the simple finite dimensional example analysed above) holds. We are going now
to derive the precise form of such a compatibility condition and we shall then show that it holds thanks to a striking
property of gammas.
First of all, we derive the compatibility condition that needs to be satisfied in order to ensure that (SCV) is well-
posed (at least locally. . . ). In order to do so, we differentiate (SCV) with respect to Φ in an arbitrary direction Ψ2
(replacing Ψ by Ψ1) and we obtain:
σ ′′(Φ)[Ψ1,Ψ2] = K(Γ Ψ1)
〈
σ ′(Φ),Ψ2
〉+ K〈∂(Γ Ψ1)
∂σ
,
〈
σ ′(Φ),Ψ2
〉〉
σ,
and using (SCV), we deduce:
σ ′′(Φ)[Ψ1,Ψ2] = K2(Γ Ψ1)(Γ Ψ2)σ + K2σ
〈
∂(Γ Ψ1)
∂σ
,σ (Γ Ψ2)
〉
, (22)
where we denote by Γ Ψ = ∂2u
∂S2
where u solves (6), (7) with σ = σ(Φ).
The compatibility condition is the necessary condition deduced from the symmetry of second differentials which,
in view of (22), will be satisfied if (and only if) we have the following property:〈
∂(Γ Ψ1)
∂σ
,σ (Γ Ψ2)
〉
is symmetric in (Ψ1,Ψ2). (23)
This property turns out to be true (and a rather striking property linking gammas and volatilities!) as shown in the
following result. Let us observe that we do not wish to detail the (or some) mathematical assumptions on σ , Ψ1, Ψ2
and we just mention that the formal computations made in the proof of the result below are easily justified if σ is
bounded, uniformly positive on R, σ ∈ CΘ(R× [0, T ]), and Ψ1,Ψ2 ∈ CΘb (bounded Hölder continuous functions of
exponent Θ ∈ (0,1)).
Theorem 3.1. We have on R× [0, T ]: 〈
∂(Γ Ψ1)
, σ · (Γ Ψ2)
〉
= ∂
2v
2 (S, t), (24)∂σ ∂S
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∂v
∂t
+ 1
2
σ 2
∂2v
∂S2
= −σ 2(Γ Ψ1)(Γ Ψ2) on R× [0, T ], v|t=T ≡ 0. (25)
Therefore, (23) holds.
Proof. We denote, for h > θ small, by u and uh the solutions of respectively:
∂u
∂t
+ 1
2
σ 2
∂2u
∂S2
= 0 on R× [0, T ], v|t=T = Ψ1, (26)
∂uh
∂t
+ 1
2
(
σ + hσ(Γ Ψ2)
)2 ∂2uh
∂S2
= 0 on R× [0, T ], uh|t=T = Ψ2. (27)
Obviously, the left-hand side of (24) is the limit, as h goes to 0+, of ∂2∂S2 (
uh−u
h
). Therefore, we only have to check that
uh−u
h
goes to σ as h goes to 0+. And we observe that we have:
∂
∂t
{
uh − u
h
}
+ 1
2
σ 2
∂2
∂S2
{
uh − u
h
}
= −σ 2(Γ Ψ2)
(
∂2uh
∂s2
)
− σ
2
2
h(Γ Ψ2)
2 ∂
2uh
∂S2
on R× [0, T ], while uh−u
h
|t=T ≡ 0. We then conclude easily letting h goes to 0+ since ∂2uh∂S2 converges, as h goes to
0+, to (Γ Ψ1). 
The fact that the above compatibility condition holds allows to make a local (maximal) construction of a solution
of (SCV). Indeed, one can reproduce the construction made in Rd at the beginning of this section provided we set it in
an appropriate functions space in which we can use the theory of ordinary differential equations. One possible choice
consists in choosing the space of functions Φ as X = {Φ ∈ C2,Θ , Φ ′ and Φ ′′ are bounded on R} from some Θ ∈ (0,1)
fixed. Furthermore, the volatility σ will be built in the open set Σ = {σ ∈ CΘ , σ is bounded and infR×[0,T ] σ > 0}.
Then, using classical regularity results on parabolic equations, one can easily show the following result: we choose
Φ0 ∈ X and σ0 ∈ Σ , we wish to build a solution σ of (SCV) such that σ(Φ0) = σ0. And one can prove that
(i) there exists a open ball B in X centered at Φ0 with a positive radius δ0 > 0 such that (SCV) admits a unique
solution in B satisfying:
σ(Φ0) = σ0 and σ(Φ) ∈ Σ for all Φ ∈ B;
(ii) there exists a maximal open connected set O in X containing B such that (SCV) admits a solution in O satisfying
σ(Φ0) = σ0 and σ(Φ) ∈ Σ for all Φ ∈ O;
(iii) such a solution in O is unique;
(iv) if Φ ∈ ∂O , and Φn ∈ O , Φn n→
X
Φ , then either ‖σ(Φn)‖Cθ n−→ +∞ or infR×[0,T ] σ(Φn)(S, t) →n 0.
We shall not detail the proof of this result since we shall prove directly in the following section that O = X and that
one can build σ “semi-explicitly”. However, we mention it for future purposes since variants of the model introduced
in this paper may lead to equations somewhat similar to (SCV) but which may not be explicitly solvable, in which
case the above construction of a maximal unique local solution remains valid. . .
4. Solving the SCV equation
In this section, we explain how one can build almost explicitly a global solution of (SCV). This construction is
based upon a conserved quantity for (SCV) (like mass, momentum or energy in statistical mechanics. . . ) which plays
the role of conserved quantities for ordinary differential equations in finite-dimensional spaces. At least formally, we
have the following:
Theorem 4.1. Let σ be a solution of (SCV) and let us denote by a = 12σ 2. Then, we have the following invariance
property:
∂
(Loga) + ∂ (a) is independent of Φ. (28)∂t ∂S2
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(Loga)′(Φ),Ψ
〉= 2K(Γ Ψ ).
Hence, differentiating with respect to t , we find〈(
∂
∂t
(Loga)
)′
(Φ),Ψ
〉
= 2K ∂
∂t
(Γ Ψ ) = 2K ∂
2
∂S2
(
∂u
∂t
)
,
where u solves (6), (7). And, using (6), we deduce:〈(
∂
∂t
(Loga)
)′
(Φ),Ψ
〉
= 2K ∂
2
∂S2
(−a(Γ Ψ ))
= ∂
2
∂S2
(〈
a′(Φ),Ψ
〉)= −〈( ∂2a
∂S2
)′
(Φ),Ψ
〉
,
using once more (SCV′). Therefore, we have:〈(
∂
∂t
Loga + ∂
2a
∂S2
)′
(Φ),Ψ
〉
= 0
and we conclude. 
The identity (28) allows to construct a and thus σ (provided we choose σ to be positive so that σ = a1/2. . . ).
Indeed, if we choose Φ0 in X and σ(Φ0) = σ0 in Σ (or a(Φ0) = a0 = 12σ 20 in Σ ) where X and Σ are the sets
introduced at the end of the preceding section, we deduce from (28) that we have for all Φ in X,
∂
∂t
(Loga) + ∂
2
∂S2
(a) = I in R× [0, T ], (29)
where I = ∂
∂t
(Loga0) + ∂2∂S2 (a0).
And we observe that (29) is a nonlinear parabolic equation and it is well-known that it determines uniquely a
provided a is prescribed at t = T (since I is given).
At t = T , (SCV) reduces to 〈
σ ′(Φ),Ψ
〉= KΨ ′′
and thus (σ (Φ)e−KΦ ′′)′ = 0.
Therefore, we obtain at t = T ,
a(Φ)|t=T = e2K(Φ ′′−Φ ′′0 )(a0|t=T ). (30)
At this point, we have shown that, if there exists a solution of (SCV) it is then necessarily determined by Eq. (29)
with the terminal condition (30). In addition, if a0 ∈ X then a|t=T ∈ X and writing (29) as an equation for the
unknown Log( a
a0
), one can easily deduce from classical results on parabolic equations a priori bounds on a in CΘb and
on (infR×[0,T ] a)−1. The fact that the above construction actually yields a global solution (in Σ ) of (SCV) (or (SCV′))
satisfying σ(Φ0) = σ0 can be either shown directly by tedious but straightforward computations or is immediately
deduced from the maximal local result stated at the end of the preceding section since the aforementioned a priori
bounds immediately imply that O = X.
Remark 4.1. We deduce from the above construction that if Φ = Φ0 is convex, then a(Φ) a0 at t = T and one can
then deduce from (29) and the maximum principle that a(Φ) a0 on R× [0, T ].
Remark 4.2. It is possible to adapt the above setting to the case when σ (and a) are defined for S  0 and σ = Sμ(S, t)
where μ belongs to Σ . Observe that, in this case, the price dynamics automatically ensure that St remains positive. . .
The analysis made above is easily adapted to that situation.
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We briefly mention in this section a few variants and extensions of the above models, results and methods.
We begin with the case when (2) is replaced by:
∂St
St
= σ(St , t)dWt + b(St , t) − Kut dt, (31)
(and we could also consider in (2) or (31), the case of a function K that depends on St and ut with a linear dependence
in u as u goes to ±∞ . . .). Everything we did above adapts easily to that situation and we do not provide here any
more detail.
A much more delicate extension concerns the case of N underlying assets S1t , . . . , SNt . Although this case is covered
by the results of our preceding paper [11] as far as the utility maximization problems introduced in Section 2 above
are concerned, many new difficulties arise that we do not wish to describe here. And we hope to come back to that
particular extension in a future publication.
The last direction of investigations we want to mention concerns our fundamental hypothesis namely the volatility
σ is a functional that depends on a payoff Φ (= Φ(ST )). It is natural to ask whether this is the only possible depen-
dence that preserves the crucial self-consistency feature. And, in fact, we want to illustrate by two simple particular
cases the fact that it is possible to allow much more general payoffs (in fact, quite general pay-offs that depend on
the path (St )t . . .). We do not try to build the most general possible theory in order to avoid rather painful technical
digressions.
The first example consists in assuming that σ = σ(Φ) where Φ is now a function on RN that defines a pay-off
Φ(ST1, . . . , STN ) (for some N  1) with T1 < T2 < · · · < TN . Then, the analysis made in the preceding section remains
valid and the proofs are easily adapted once we observe that (SCV) still holds provided we modify the definition of Γ
as follows: Γ = ∂2u
∂S2
(S, t) where u still solves (6) for t < T1, but (7) is replaced by:
u|t=T1 = Ψ̂ , (32)
where Ψ̂ (S) = E[Ψ (y,ST2 , . . . , STN ) | ST1 = y].
This modification readily follows from the strong Markov property. Notice that Ψ̂ (S) may be determined by a
nested finite (N − 1) sequence of Eqs. (6) solved on each interval (Ti, Ti+1) (1  i  N − 1) or equivalently, by
successive conditional expectations. . .
And the compatibility condition still holds thanks to the same property of gammas. Finally, the (semi-)explicit
construction of σ or a (for t  T1) may be also adapted replacing (Ψ − Φ0′′ by (Φ̂ − Φ̂0)′′ (using the evolution of St
through σ0 in order to define Φ̂ and Φ̂0 as we did above for Ψ̂ ).
A variant of this example consists in introducing pay-offs that differ on each interval (Ti, Ti+1) namely
Φ1(ST1 , . . . , STN ) if t < T1, Φ2(ST2, . . . , STN ) if t ∈ (T1, T2), . . . ,ΦN(STN ) if t ∈ (TN1 , TN) . . .
The second example (and last situation studied here) consists of the following dependence σ = σ(ϕ1, ϕ2) where
ϕ1 and ϕ2 are two functions that define the following pay-off at any time t  T :
T∫
t
ϕ1(Ss, s)ds + ϕ2(ST ). (33)
Then, the analysis made in Sections 2 and 3 above remains valid replacing Ψ by (ψ1,ψ2), Eq. (6) and the terminal
condition (7) by respectively,
∂u
∂t
+ 1
2
σ 2
∂2u
∂S2
+ ψ1 = 0, (34)
u|t=T = ψ2. (35)
Finally, the (semi-)explicit construction performed in Section 4 provided we replace ∂
∂t
Loga + ∂2a
∂S2
by:
∂
∂t
(Loga) + ∂
2a
∂S2
+ 2K ∂
2ϕ1
∂S2
(S, t). (36)
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