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resumo 
Matrizes não negativas, métodos iterativos, decomposições matriciais, 
matrizes monótonas, estimativa de erro de discretização. 
Este trabalho apresenta o estudo de algumas propriedades de matrizes não 
negativas, nomeadamente propriedades espectrais e estruturais dessa classe 
de matrizes, e alguns dos resultados mais ~mportantes para esse estudo como 
o Teorema de Gerggorin e o Teorema de Perron-Frobenius. 
São ainda estudadas algumas decomposiq6es matriciais bem como a sua 
importância no desenvolvimento de eficientes métodos iterativos. Nesse 
estudo destacam-se alguns conceitos como a monotonia de matrizes, 
2-matrizes e M-matrizes. 
Por fim, e com o intuito de estimar o erro de discretização de equaçães 
diferenciais ordinárias, sCio apresentadas duas aplicaçbes recorrendo ao 
estudo da monotonia de matrizes e aos limites para normas de inversas de 
matrizes monótonas. 
Nonnegative matrices, iterative methods, matrix splitting, monotone matrices, 
discretization error estimates. 
This work presents the study of some properties of nonnegative matrices, 
spectral and structural properties of this class of matrices, and some of the 
most important results for this study as the GerSgorin Theorem and the Perron- 
-Frobenius Theorem. 
There is also the study of some matricial splittings as well as their importante 
in the development of efficient iterative methods. In this study some concepts 
are distinguished such as the matrix monotonicity, Z-matrices and M-matrices. 
Finally, and with the purpose of estimating the discretization error of ordinary 
differencial equations, two applications are presented appealing to the çtudy of 
the matrix monotonicity and limits for norms of inverse of monotone matrices. 
Índice
1 Introdução 1
1.1 Considerações Gerais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Algumas Convenções Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Generalidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Continuidade de Valores Próprios de uma Matriz . . . . . . . . . . . . . . . . 5
1.5 Normas Vectoriais, Normas Matriciais e Raio Espectral . . . . . . . . . . . . 6
1.6 Convergência Vectorial e Matricial . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Matrizes Não Negativas 15
2.1 Algumas Desigualdades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 O Raio Espectral de uma Matriz Não Negativa . . . . . . . . . . . . . . . . . 17
2.3 Matrizes Não Negativas e Irredutíveis . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Função de Collatz-Wielandt . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.2 Teorema de Perron-Frobenius . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Localização dos Valores Próprios de uma Matriz . . . . . . . . . . . . . . . . 35
2.4.1 Teorema de Gergorin . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.2 Localização do Raio Espectral de uma Matriz Não Negativa e Irredutível 42
2.5 Propriedades Estruturais de Matrizes Não Negativas . . . . . . . . . . . . . . 43
2.5.1 Generalidades. Matrizes Redutíveis e Irredutíveis e Grafos Orientados 43
2.6 Matrizes Inversas Não Negativas . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.7 M-matrizes não Singulares e Matrizes Monótonas . . . . . . . . . . . . . . . . 52
3 Métodos Iterativos e Decomposições Matriciais 59
3.1 Considerações Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Convergência de Métodos Iterativos . . . . . . . . . . . . . . . . . . . . . . . 61
i
ii ÍNDICE
3.3 Exemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3.1 Método Iterativo de Jacobi . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3.2 Método Iterativo de Gauss-Seidel . . . . . . . . . . . . . . . . . . . . 65
3.4 Decomposições Matriciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4.1 Decomposições Regulares, Decomposições Regulares Fracas e Monotonia 73
3.4.2 Teoremas de Comparação . . . . . . . . . . . . . . . . . . . . . . . . . 83
4 Aplicações 87
4.1 Generalidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2 Problemas de Valor de Fronteira de Dois Pontos . . . . . . . . . . . . . . . . 90
4.2.1 Exemplo Um . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.2 Exemplo Dois . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Índice Terminológico 97
Capítulo 1
Introdução
1.1 Considerações Gerais
Esta dissertação é constituída por quatro capítulos, que são o reexo do estudo de pro-
priedades de matrizes não negativas, decomposições matriciais e tópicos relativos.
O Capítulo 1 apresenta, além destas considerações gerais, algumas convenções, denições
e resultados gerais relacionados com o estudo que se segue nos restantes capítulos.
O Capítulo 2, sobre o estudo de propriedades de matrizes não negativas, representa um
dos pontos mais importantes deste trabalho. Pretende-se, nesse capítulo, apresentar um es-
tudo aos níveis essencialmente espectrais e estruturais desta classe de matrizes. Nesse estudo
destacam-se a análise conjunta de matrizes não negativas e matrizes irredutíveis, o impor-
tante Teorema de Perron-Frobenius, apresentado inicialmente para matrizes não negativas e
irredutíveis e posteriormente para matrizes não negativas quaisquer, a localização dos valo-
res próprios de uma matriz complexa no plano complexo através do Teorema de Gergorin,
permitindo a conclusão de resultados para os intervalos de localização do raio espectral de
matrizes não negativas. Caracterizam-se, ainda, outras classes de matrizes relacionadas com
matrizes não negativas como a classe das M-matrizes não singulares e matrizes monótonas,
mostrando-se a equivalência destes dois conceitos, para matrizes de Zn:
O Capítulo 3, sobre métodos iterativos e decomposições matriciais, apresenta dois exem-
plos de métodos iterativos, discutindo algumas condições de convergência desses métodos e
de outros quaisquer métodos iterativos para a resolução de sistemas de equações lineares,
relacionadas com a norma das matrizes iteração e com o raio espectral dessas matrizes. São
também estudadas decomposições matriciais de matrizes monótonas, nomeadamente decom-
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posições regulares e regulares fracas e teoremas de comparação entre duas decomposições
matriciais de uma dada matriz com entradas em R:
No Capítulo 4, são apresentadas duas aplicações cujo estudo recorre à monotonia de
matrizes e determinação de majorantes para normas de inversas de matrizes monótonas,
como forma de estimar o erro de discretização de métodos numéricos na resolução de equações
diferenciais.
1.2 Algumas Convenções Iniciais
Esta secção é dedicada à apresentação de notação, denições e resultados que são necessários
para o desenvolvimento do trabalho, nomeadamente as noções de norma vectorial, norma
matricial, raio espectral e convergência matricial.
Sejam C o conjunto dos números complexos e x uma indeterminada. O conjunto C [x]
representa o anel dos polinómios em x com coecientes em C:
Denota-se por Cmn; com m;n 2 N; o conjunto das matrizes do tipo mn; com entradas
em C:
Seja x = [x1 x2   xn]T 2 Cn1: Então para cada i 2 f1; : : : ; ng ; xi representa a i-ésima
entrada de x (relativamente à base canónica).
Se n 2 N, In 2 Cnn representa a matriz identidade de ordem n e O representa a matriz
nula de dimensões adequadas.
Para A = [ai;j ] 2 Cmn, [ai;j ]i; ou simplesmente (A)i ; representa todas as entradas da
linha i da matriz A. Se A 2 Cnn; aki;j representa a entrada (i; j) de Ak 2 Cnn; onde Ak
denota a k-ésima potência da matriz A; com k 2 N:
Seja A 2 Cnn: Representa-se por det (A) e AT ; o seu determinante e a sua transposta,
respectivamente. Se A for invertível, representa-se a sua inversa por A 1:
Seja A = [ai;j ] 2 Cmn: O módulo da matriz A, representado por jAj, é a matriz B 2
Rmn; tal que B = [jai;j j] ; para quaisquer i 2 f1; : : : ;mg e j 2 f1; : : : ; ng :
Para A = [ai;j ] 2 Cmn; A = AT 2 Cnm; onde A = [ai;j ] 2 Cmn e onde cada ai;j
representa o complexo conjugado de ai;j ; para quaisquer i 2 f1; : : : ;mg e j 2 f1; : : : ; ng :
A matriz diag (a1; : : : ; an) 2 Cnn representa uma matriz diagonal com a1; : : : ; an na
diagonal principal.
Seja A = [ai;j ] 2 Cnn: A matriz A é uma matriz (0; 1) se ai;j = 0 ou ai;j = 1; para
quaisquer i; j 2 f1; : : : ; ng :
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Seja S um conjunto. Assim, se existirem, maxS representa o máximo do conjunto S,
minS o mínimo desse conjunto e supS o supremo de S:
1.3 Generalidades
Apresentam-se, de seguida, algumas noções gerais e importantes para o desenvolvimento
deste trabalho.
Denição 1.1 Sejam A = [ai;j ] ; B = [bi;j ] 2 Rmn. Então B  A se bi;j  ai;j para
quaisquer i 2 f1; : : : ;mg e j 2 f1; : : : ; ng :
Em particular, sendo B a matriz nula, A é designada positiva, e escreve-se A > O; se
todas as suas entradas são positivas e é designada não negativa, e escreve-se A  O; se todas
as suas entradas são não negativas.
De forma semelhante, x = [x1   xn]T 2 Rn1 é designado positivo, e escreve-se x > 0;
se xi > 0; para qualquer i 2 f1; : : : ; ng e é designado não negativo, escrevendo-se x  0; se
xi  0; para qualquer i 2 f1; : : : ; ng :
Denição 1.2 Dene-se por F (a; b; c; d; e) 2 Cnn a matriz pentadiagonal a seguir in-
dicada
F (a; b; c; d; e) =
26666666666664
c d e 0    0
b c d e
. . .
...
a b c d
. . . 0
0 a
. . . . . . . . . e
...
. . . . . . . . . . . . d
0    0 a b c
37777777777775
:
Se a = e = 0 então obtém-se a matriz tridiagonal F (0; b; c; d; 0) representando-se, simpli-
cadamente, por T (b; c; d) :
Denição 1.3 Sejam A 2 Rnn, x 2 Rn1: A matriz A designa-se monótona se Ax  0
implicar x  0:
Denição 1.4 Seja A 2 Cnn: Designa-se por espectro de A, representando-se por  (A) ; o
conjunto de valores próprios de A:
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Denição 1.5 Seja A 2 Cnn: Designa-se por raio espectral de A, representando-se por
 (A), a
 (A) = max
2(A)
fjjg :
Denição 1.6 Seja  : f1; 2; : : : ; ng ! f1; 2; : : : ; ng uma permutação. Uma matriz P =
[pi;j ] 2 Cnn; i; j 2 f1; : : : ; ng é designada matriz de permutação se existe uma permutação
 tal que
pi;j =
8<: 1; j = (i)0; j 6= (i) :
Denição 1.7 Uma matriz A 2 Cnn é permutacionalmente semelhante a uma matriz
B 2 Cnn se existe uma matriz de permutação P 2 Cnn tal que A = P TBP:
Denição 1.8 Designa-se A = [ai;j ] 2 Cnn por matriz de diagonal dominante por linhas
se
jai;ij 
nX
j=1
j 6=i
jai;j j ; para qualquer i 2 f1; : : : ; ng ;
e por matriz de diagonal estritamente dominante por linhas se
jai;ij >
nX
j=1
j 6=i
jai;j j ; para qualquer i 2 f1; : : : ; ng :
Se AT é uma matriz de diagonal dominante por linhas ou de diagonal estritamente dominante
por linhas, então A designa-se, respectivamente, matriz de diagonal dominante por colunas
ou de diagonal estritamente dominante por colunas.
Denição 1.9 Um bloco de Jordan é uma matriz triangular superior da forma
Js () =
26666666666664
 1 0       0
0  1 0    0
... 0
. . . . . . . . .
...
...
...
. . . . . . . . . 0
...
...
. . . . . . . . . 1
0 0       0 
37777777777775
2 Css:
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Denição 1.10 Uma matriz de Jordan, J 2 Cnn é uma soma directa de blocos de Jordan
J = Jn1 (1) Jn2 (2) : : : Jns (s)
onde i 2 C para i 2 f1; : : : ; sg e n1 + : : :+ ns = n:
Prova-se que para toda a matriz A 2 Cnn; existe uma matriz não singular W 2 Cnn e
uma matriz de Jordan J , designada forma normal de Jordan, tal que
A =WJW 1: (1.1)
A matriz J está univocamente determinada a menos de uma ordenação dos blocos de
Jordan.
1.4 Continuidade de Valores Próprios de uma Matriz
O próximo resultado garante que pequenas alterações nos coecientes de um polinómio im-
plicam pequenas alterações ao nível das raízes desse polinómio.
Teorema 1.11 [5] Seja n  1 e considere-se
p (x) = anx
n + an 1xn 1 + : : :+ a1x+ a0 2 C [x] ; (an 6= 0) :
Então, para todo  > 0; existe  > 0 tal que para todo o polinómio
q (x) = bnx
n + bn 1xn 1 + : : :+ b1x+ b0 2 C [x]
satisfazendo bn 6= 0 e max
i2f1;:::;ng
jai   bij < ; tem-se que
min

max
j2f1;:::;ng
j   (i) < ;
onde 1; : : : ; n são os zeros de p (x), 1; : : : ; n são os zeros de q (x) ; contando com as
multiplicidades, e o mínimo é tomado sobre todas as permutações  de f1; 2; : : : ; ng :
Ora pequenas alterações nas entradas de uma matriz A 2 Cnn conduzem a pequenas
alterações nos coecientes do polinómio característico de A e, como consequência, a pequenas
alterações nas suas raízes e portanto nos valores próprios de A: Assim, diz-se que os valores
próprios de A 2 Cnn dependem continuamente das suas entradas.
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1.5 Normas Vectoriais, Normas Matriciais e Raio Espectral
Os conceitos de norma vectorial e norma matricial assumem um papel muito importante
na análise dos métodos iterativos. É com recurso a estes conceitos que é possível comparar
vectores ou matrizes, em termos de convergência e rapidez de convergência de determinados
métodos iterativos.
Denição 1.12 Seja V um espaço vectorial sobre C. Uma função k:k : V ! R é uma norma
vectorial se, para quaisquer x; y 2 V; são satisfeitos os seguintes axiomas
i) Axioma da não negatividade
kxk  0;
ii) Axioma da positividade
kxk = 0 se e so se x = 0;
iii) Axioma da homogeneidade
kxk = jj kxk ; para qualquer  2 C;
iv) Axioma da desigualdade triangular
kx+ yk  kxk+ kyk :
Apresentam-se, de seguida, alguns exemplos de normas vectoriais mais utilizadas na
aplicação da Álgebra Linear à Análise Numérica. Estas traduzem-se, genericamente, pelas
chamadas normas de H
::
older ou normas vectoriais lp.
Exemplo 1.13 A norma de H
::
older ou norma vectorial lp de x = [x1   xn]T 2 Cn1, de-
notada por kxkp ; é dada pela expressão
kxkp =

nP
i=1
jxijp
 1
p
;
com 1  p <1:
Para p =1; tem-se
kxk1 = max
i2f1;:::;ng
jxij : (1.2)
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Denição 1.14 Se para alguma norma vectorial jj:jj e x 2 Cn1; kxk = 1 então x designa-se
vector unitário.
A próxima denição é válida para matrizes de quaisquer dimensões. No entanto, e dado
o âmbito deste trabalho, apenas serão consideradas as matrizes quadradas.
Denição 1.15 Uma função jjj:jjj : Cnn ! R é uma norma matricial se, para quaisquer
matrizes A;B 2 Cnn são satisfeitos os seguintes axiomas
i) Axioma da não negatividade
jjjAjjj  0;
ii) Axioma da positividade
jjjAjjj = 0 se e só se A = O;
iii) Axioma da homogeneidade
jjjcAjjj = jcj jjjAjjj , para qualquer c 2 C;
iv) Axioma da desigualdade triangular
jjjA+Bjjj  jjjAjjj+ jjjBjjj ;
v) Axioma da submultiplicidade
jjjABjjj  jjjAjjj jjjBjjj : (1.3)
Apresenta-se, de seguida, um exemplo de norma matricial.
Exemplo 1.16 A norma de Frobenius de A = [ai;j ] 2 Cnn, denotada por jjjAjjjF é dada
pela expressão
jjjAjjjF =
 
nP
i;j=1
jai;j j2
! 1
2
:
Outros importantes exemplos de normas matriciais são aquelas que podem ser denidas
a partir de normas vectoriais.
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Denição 1.17 Sejam A 2 Cnn; x 2 Cn1; x 6= 0 e k:k uma qualquer norma vectorial.
Então
jjjAjjj = max
kxk=1
kAxk = max
x 6=0
jjAxjj
jjxjj ; (1.4)
designa-se norma matricial induzida.
Na denição anterior é possível garantir a existência do máximo referido através de um
importante resultado da Análise que, apesar de ser válido num espaço topológico qualquer, se
enuncia de seguida para qualquer subconjunto S compacto de um espaço vectorial complexo
de dimensão nita.
Teorema 1.18 [5] Seja S um subconjunto compacto de um espaço vectorial complexo de
dimensão nita. Se f : S ! R é uma função contínua, então f atinge o seu máximo e o seu
mínimo em S.
A partir das considerações anteriores, tomando S =

x 2 Cn1 : jjxjj = 1	 ; pode-se veri-
car que o máximo de (1:4) é atingido:
Observe-se que a função f : S 7! R; tal que a cada x 2 S faz corresponder jjAxjj ; é uma
função contínua naquele conjunto.
Além disso, o conjunto anterior é um compacto. De facto, por um lado S é limitado, pois
existe r 2 R+ tal que S  Br (0) =

y 2 Cn1 : jjyjj  r	 : Por outro lado, S = f 1 (f1g) :
Como f1g é um conjunto fechado em R e f é contínua, f 1 (f1g) é um conjunto fechado.
Assim, ca garantida a existência do máximo na Denição 1.17.
Proposição 1.19 [5] Sejam jj:jj uma norma vectorial e jjj:jjj uma norma matricial. Então
jjAxjj  jjjAjjj jjxjj ; para quaisquer A 2 Cnn e x 2 Cn1; (1.5)
e existe um vector y 2 Cn1; y 6= 0 para o qual
jjAyjj = jjjAjjj jjyjj : (1.6)
Demonstração. Repare-se que, para x 6= 0; pela Denição 1.17,
jjjAjjj  jjAxjjjjxjj :
Assim,
jjAxjj  jjjAjjj jjxjj ; para qualquer matriz A 2 Cnn;
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que também é vericada se x = 0:
Assim, (1:5) é vericada para qualquer x 2 Cn1:
Pelo Teorema 1.18, existe um vector y 2 S tal que
jjjAjjj = max
jjxjj=1
jjAxjj = jjAyjj ;
cando completa a prova.
Teorema 1.20 [5] Seja A 2 Cnn. Então,Ak  jjjAjjjk ;
para qualquer k 2 N e qualquer norma matricial, jjj:jjj :
Demonstração. A demonstração é feita por indução em k e resulta dos axiomas da
Denição 1.15 de norma matricial:
Teorema 1.21 [5] São verdadeiras as seguintes armações
i) A função denida em (1:4) é uma norma matricial em Cnn;
ii) jjjInjjj = 1.
Demonstração. Prove-se, em primeiro lugar, que (1:4) é norma matricial em Cnn.
Para tal, veriquem-se os axiomas da Denição 1.15.
Sejam A;B 2 Cnn e x 2 Cn1:
Axioma da não negatividade
Uma vez que jjjAjjj é o máximo de uma função não negativa, então jjjAjjj  0:
Axioma da positividade
Claramente se A = O então jjjAjjj = 0:
Se jjjAjjj = max
jjxjj=1
jjAxjj = 0 então, para jjxjj = 1 tem-se jjAxjj = 0: Como jj:jj é uma
norma vectorial o anterior é equivalente a Ax = 0 o que implica que A = O: De facto, se
A 6= O; então, max
jjxjj=1
jjAxjj > 0; o que seria absurdo.
Axioma da homogeneidade
jjjcAjjj = max
jjxjj=1
k(cA)xk = max
jjxjj=1
jcj kAxk = jcj max
jjxjj=1
kAxk = jcj jjjAjjj, para qualquer
c 2 C; pelo axioma da homogeneidade da Denição 1.12.
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Axioma da desigualdade triangular
jjjA+Bjjj = max
jjxjj=1
k(A+B)xk
= max
jjxjj=1
kAx+Bxk
 max
jjxjj=1
(kAxk+ kBxk) ; pelo axioma iv) da Denição 1.12
 max
jjxjj=1
kAxk+ max
jjxjj=1
kBxk
= jjjAjjj+ jjjBjjj :
Axioma da submultiplicidade
jjjABjjj = max
jjxjj=1
kABxk (1.7)
= max
jjxjj=1
kABxk kBxk
kBxk
 max
y 6=0
kAyk
kyk maxjjxjj=1 kBxk
= jjjAjjj jjjBjjj ;
onde se supõe, sem perda de generalidade, que o máximo referido em (1:7) é atingido apenas
para x =2 x 2 Cn1 : Bx = 0	 :
Claramente se B = O a propriedade também é vericada.
Por m,
jjjInjjj = maxkxk=1 kInxk = maxkxk=1 kxk = 1:
Os casos mais importantes de normas matriciais induzidas, são os exemplos de normas
que são induzidas por normas vectoriais lp quando p = 1; 2;1 e apresentam-se de seguida.
Exemplo 1.22 Seja A = [ai;j ] 2 Cnn e x 2 Cn1: Assim,
i) norma 1 é a norma induzida pela norma vectorial l1, denotando-se por jjj:jjj1 ; onde
jjjAjjj1 = maxkxk1=1
kAxk1 = max
j2f1;:::;ng
nX
i=1
jai;j j ; (1.8)
entendendo-se jjjAjjj1 como o máximo da soma dos valores absolutos das entradas por colunas
da matriz A:
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ii) norma 2 ou norma espectral é a norma induzida pela norma vectorial l2, denotando-se
por jjjAjjj2 ; onde
jjjAjjj2 = maxkxk2=1
kAxk2 = max
2(AA)
np

o
:
iii) norma 1 ou norma de máximo é a norma induzida pela norma vectorial l1, deno-
tando-se por jjjAjjj1 ;onde
jjjAjjj1 = maxkxk1=1
kAxk1 = max
i2f1;:::;ng
nX
j=1
jai;j j ; (1.9)
entendendo-se jjjAjjj1 como o máximo da soma dos valores absolutos das entradas por linhas
da matriz A:
Exemplo 1.23 Para ilustrar o anterior considere-se A 2 C33 da seguinte forma,
A =
2664
0 1 0
0 0 1
1 0 0
3775 :
Para a matriz A tem-se
jjjAjjj1 = max
j2f1;:::;ng
nX
i=1
jai;j j = 1;
jjjAjjj2 = max
2(AA)
np

o
= 1 e
jjjAjjj1 = max
i2f1;:::;ng
nX
j=1
jai;j j = 1:
O próximo resultado mostra que qualquer norma de uma dada matriz não é inferior ao
seu raio espectral.
Proposição 1.24 [5] Seja A 2 Cnn: Então,
jjjAjjj   (A) ; para qualquer norma matricial jjj:jjj : (1.10)
Demonstração. Sejam  2  (A) e x 6= 0 o vector próprio associado a : Assim, por
denição, vem
Ax = x:
Pelo axioma da homogeneidade, tem-se
kAxk = kxk = jj kxk : (1.11)
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Assim, de (1:5) e (1:11) vem
jj kxk  jjjAjjj kxk , que é equivalente a
(jj   jjjAjjj) : kxk  0:
Como kxk > 0 pois x 6= 0, tem-se jj jjjAjjj  0 ou seja jj  jjjAjjj ; para qualquer  2  (A)
e A 2 Cnn:
Dada a arbitrariedade de , conclui-se
jjjAjjj   (A) :
1.6 Convergência Vectorial e Matricial
Ir-se-à agora denir convergência de uma sucessão innita de vectores e de uma sucessão
e série innita de matrizes, noções de grande importância para o desenvolvimento deste
trabalho.
Denição 1.25 Dada uma sucessão innita de vectores de Cn1,
x(0); x(1); x(2); : : :
diz-se que esta sucessão converge para um vector x 2 Cn1 se
lim
m!1x
(m)
j = xj, para qualquer j 2 f1; : : : ; ng ;
onde x(m)j e xj são respectivamente as j-ésimas entradas dos vectores x
(m) e x:
Denição 1.26 Se A(0) = [a(0)i;j ]; A
(1) = [a
(1)
i;j ]; : : : é uma sucessão innita de matrizes de
Cnn , diz-se que esta sucessão converge para uma matriz, A = [ai;j ] 2 Cnn se
lim
m!1a
(m)
i;j = ai;j, para quaisquer i; j 2 f1; : : : ; ng ;
ou, de outra forma, se
lim
m!1A
(m) = A:
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Observe-se que o anterior é equivalente a dizer que a sucessão de matrizes A(0); A(1); : : :
converge para a matriz A se e só se
lim
m!1
A(m)  A = 0; para qualquer norma matricial jjj:jjj :
Denição 1.27 Dada uma série innita de matrizes de Cnn
1X
m=0
B(m), B(m) = [b(m)i;j ];
diz-se que esta série converge para uma matriz B = [bi;j ] 2 Cnn se
lim
N!1
NX
m=0
b
(m)
i;j = bi;j, para quaisquer i; j 2 f1; : : : ; ng ;
ou, de outra forma, se
lim
N!1
NX
m=0
B(m) = B.
Observe-se também que o anterior é equivalente a dizer que a série
1X
m=0
B(m) converge
para a matriz B se e só se
lim
N!1



NX
m=0
B(m)  B


 = 0; para qualquer norma matricial jjj:jjj :
A classe de matrizes convergentes, que se denem de seguida, constitui um conceito de
elevada importância na análise de algoritmos em Álgebra Linear Numérica.
Denição 1.28 Seja A 2 Cnn: Designa-se matriz convergente para a matriz nula, ou sim-
plesmente matriz convergente, a toda a matriz tal que a sucessão A; A2; A3; ::: converge para
a matriz nula ou seja com a propriedade de que todas as entradas de Am tendem para zero
quando m!1 e escreve-se
lim
m!1A
m = O:
Caso contrário, designa-se matriz divergente.
Apresenta-se, de seguida, uma caracterização desta importante classe de matrizes.
Teorema 1.29 [16] Seja A 2 Cnn: Então A é convergente se e só se  (A) < 1:
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Demonstração. Seja W 2 Cnn uma matriz não singular tal que
J =W 1AW = Jn1 (1) : : : Jns (s) ;
onde cada Jni 2 Cnini ; i 2 f1; : : : ; sg tem a forma apresentada na Denição 1.9.
Por cálculo directo, para m  1; tem-se
Jm =
26666664
Jmn1 0    0
0 Jmn2 0
...
... 0
. . . 0
0    0 Jmns
37777775 :
Observe-se que, tendo em atenção a forma das matrizes Jnk ; k 2 f1; : : : ; sg ; facilmente se
poderá determinar as entradas das potências dessas matrizes.
De facto, se
Jmnk (k) =

dmi;j (k)

; i; j 2 f1; : : : ; nkg ; k 2 f1; : : : ; sg
então
dmi;j (k) =
8>><>>:
0 ; j < i
Cmj i
m j+i
k ; i  j  min fnk;m+ ig
0 ; m+ i < j  nk
; (1.12)
onde
Crp =
r!
p! (r   p)! ; com p; r 2 N0 e r  p: (1.13)
De (1:1) ; vem
Am =WJmW 1:
Desta forma,
lim
m!1A
m = O , lim
m!1J
m = O , lim
m!1J
m
nk
= O; para qualquer k 2 f1; : : : ; sg :
Mas, tendo em conta (1:12),
lim
m!1J
m
nk
= O se e só se jkj < 1, para qualquer k 2 f1; : : : ; sg :
Assim, A é convergente se e só se  (A) < 1:
Capítulo 2
Matrizes Não Negativas
As matrizes quadradas não negativas surgem em diversos problemas de diversicadas áreas.
A propriedade da não negatividade está associada a determinados resultados referentes à es-
trutura dessas matrizes e que assumem, igualmente, enorme importância. De facto, a forma
como se dene e se caracteriza esta classe de matrizes, permite concluir importantíssimos
resultados para a Álgebra Linear Numérica, bem como para outras áreas. Para o desenvolvi-
mento desta teoria foram importantes os contributos de, entre outros, Berman, Plemmons,
Neumann, Stern, Minc e Seneta.
A classe das matrizes cujas inversas são não negativas ou mesmo positivas apresenta-se
também com elevada importância, no presente estudo.
Introduzem-se também os conceitos de redutibilidade e irredutibilidade matricial rela-
cionados com matrizes não negativas, bem como a relação destas propriedades com a teoria
dos grafos para matrizes.
O raio espectral de uma dada matriz alcança um papel fundamental na investigação da
convergência de métodos iterativos para a resolução de sistemas de equações lineares que
serão estudados no Capítulo 3 deste trabalho. Para o estudo desse valor contribuem os re-
sultados apresentados para estimar a sua localização, em particular o Teorema de Gergorin,
aqui enumerado como Teorema 2.20 e o Teorema de Perron-Frobenius, que constitui o re-
sultado central para o estudo de matrizes não negativas. Em primeiro lugar esse teorema
é apresentado para matrizes não negativas e irredutíveis, enumerado como Teorema 2.18,
apresentando-se, posteriormente, uma versão mais fraca para matrizes não negativas que não
são necessariamente irredutíveis, no Teorema 2.19.
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2.1 Algumas Desigualdades
Apresentam-se, em primeiro lugar, algumas propriedades de matrizes não negativas rela-
cionadas com a relação binária " " denida em Rnn e com algumas normas matriciais.
Proposição 2.1 [11] Sejam A;B 2 Rnn:
(i) A relação binária "" denida em Rnn; é uma relação de ordem parcial nesse con-
junto dado que é
 reexiva (A  A);
 antisimétrica (se A  B e B  A então A = B);
 transitiva (se A  B e B  C então A  C);
(ii) Se A e B são matrizes não negativas, então AB e A+B são também matrizes não
negativas;
(iii) Se A é matriz não negativa, então Ak é matriz não negativa, para k 2 N;
(iv) Se O  A  B então
jjjAjjj1  jjjBjjj1 e jjjAjjj1  jjjBjjj1 :
Demonstração. As demonstrações de (i), (ii) e (iii) são óbvias a partir da Denição
1.1.
A demonstração da propriedade (iv) resulta analogamente da Denição 1.1, de (1:8) e
(1:9) :
Proposição 2.2 [11] Sejam A;B;C 2 Rnn matrizes não negativas com A  B. Então,
AC  BC e CA  CB:
Demonstração. Considerem-se A;B;C 2 Rnn onde
A = [ai;j ]; B = [bi;j ]; C = [ci;j ]; com i; j 2 f1; : : : ; ng :
Então, para k 2 f1; : : : ; ng ;
AC =
nP
k = 1
ai;kck;j e BC =
nP
k = 1
bi;kck;j :
Uma vez que, por hipótese, A  B tem-se
ai;j  bi;j , para quaisquer i; j 2 f1; : : : ; ng :
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Desta forma, e porque a matriz C é não negativa tem-se,
nP
k=1
ai;kck;j 
nP
k = 1
bi;kck;j
ou seja
AC  BC:
Por procedimento análogo mostra-se a desigualdade CA  CB:
Observe-se que, a partir da proposição anterior, pode-se concluir que se A;B 2 Rnn;
com O  A  B; então
Ak  Bk; k 2 N: (2.1)
2.2 O Raio Espectral de uma Matriz Não Negativa
Apresentam-se agora alguns resultados que envolvem o raio espectral de matrizes não nega-
tivas.
Teorema 2.3 [5] Seja A 2 Rnn uma matriz não negativa.
Se a soma das entradas por linhas de A é constante então
 (A) = jjjAjjj1 :
Se a soma das entradas por colunas de A é constante então
 (A) = jjjAjjj1 :
Demonstração. Se A = O, o resultado é trivial. Suponha-se que A 6= O:
Mostre-se que  (A) = jjjAjjj1 :
Por hipótese,
nX
j=1
ai;j = k; para qualquer i 2 f1; : : : ; ng e algum k 2 N:
Assim, e uma vez que A  O;
jjjAjjj1 = max
i2f1;:::;ng
nX
j=1
jai;j j
= max
i2f1;:::;ng
nX
j=1
ai;j = k
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e portanto,
Ax = jjjAjjj1 x; com x = [1    1]T 2 Rn1;
concluindo-se que
 (A) = jjjAjjj1 :
Para mostrar que  (A) = jjjAjjj1 utilizam-se os mesmos argumentos aplicados à matriz AT :
O próximo resultado permite relacionar o raio espectral de uma matriz B 2 Rnn e da
matriz jAj 2 Rnn; sabendo que jAj  B:
Proposição 2.4 [7] Sejam A 2 Cnn e B 2 Rnn: Se jAj  B então  (A)   (B) :
Demonstração. Considere-se  2 R+ e A; B denidas do seguinte modo,
A = [ (B) + ]
 1A
B = [ (B) + ]
 1B:
Assim, e uma vez que jAj  B;
jAj =
[ (B) + ] 1A  B
e portanto,
jAjk  Bk ; para qualquer k 2 N: (2.2)
Por outro lado,
 (B) =
 (B)
 (B) + 
< 1
o que implica, pela Denição 1.28 e pelo Teorema 1.29,
lim
k!1
Bk = O:
Além disso, de (2:2)
O 
Ak   jAjk  Bk :
Das desigualdades anteriores tem-se
lim
k!1
Ak = O
e portanto,
 (A) < 1:
2.2. O RAIO ESPECTRAL DE UMA MATRIZ NÃO NEGATIVA 19
Conclui-se então que
 (A) <  (B) + :
Assim,
 (A)   (B) :
Os próximos corolários são consequência da proposição anterior.
Corolário 2.5 [7] Sejam A; B 2 Rnn matrizes não negativas com A  B: Então
 (A)   (B) :
O corolário apresentado a seguir estabelece uma relação entre os raios espectrais de uma
matriz não negativa e de uma sua submatriz principal.
Corolário 2.6 [7] Sejam A 2 Rnn uma matriz não negativa e A0 uma submatriz principal
de A. Então,

 
A0
   (A) :
Demonstração. Considere-se X 2 Rnn uma matriz cujas entradas são iguais às da
submatriz A0 da matriz A e as restantes entradas nulas. Pela forma como X é construída,
O  X  A
logo, pelo Corolário 2.5, vem
 (X)   (A) :
Por outro lado, tendo em conta a construção da matriz X;
 (X) = 
 
A0

:
Assim, conclui-se que

 
A0
   (A) :
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2.3 Matrizes Não Negativas e Irredutíveis
Esta secção apresenta alguns resultados de matrizes não negativas e irredutíveis entre os
quais se verá o importante Teorema de Perron-Frobenius.
Dene-se, de seguida, redutibilidade e irredutibilidade de uma matriz.
Denição 2.7 Uma matriz A 2 Cnn é redutível se
i) n = 1 e A = O;
ou
ii) n  2 e existe uma matriz de permutação P 2 Cnn e um inteiro r com r 2
f1; : : : ; n  1g tal que:
P TAP =
24 B C
O D
35
onde B 2 Crr, C 2 Cr(n r); D 2 C(n r)(n r) e O é uma matriz nula de dimensões
adequadas.
Repare-se que, relativamente aos blocos de matrizes B;C e D; não se impõe que tenham
apenas entradas não nulas. A denição apenas se refere à possibilidade de se obter uma matriz
nula de dimensões (n  r) r; na posição indicada, para alguns n  2 e r 2 f1; : : : ; n  1g :
Para ilustrar o signicado da Denição 2.7, considere-se o seguinte exemplo.
Exemplo 2.8 Seja A 2 R55 da seguinte forma:
A =
2666666664
3 5  4 2 1
0 0 2 0 0
0 0 5 0 0
0 0  1 0 0
3  3 4 2 2
3777777775
:
Assim, existe uma matriz de permutação P 2 R55 , com
P =
2666666664
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
3777777775
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e tal que
P TAP =
24 B C
O D
35 =
2666666664
3 5 1 2  4
0 0 0 0 2
3  3 2 2 4
0 0 0 0  1
0 0 0 0 5
3777777775
onde
B =
2664
3 5 1
0 0 0
3  3 2
3775 , C =
2664
2  4
0 2
2 4
3775 e D =
24 0  1
0 5
35 :
Portanto, A é redutível.
Resulta também da Denição 2.7, que se uma matriz tiver uma linha ou coluna de zeros
então é redutível.
Denição 2.9 Uma matriz A 2 Cnn será irredutível se não for redutível.
Teorema 2.10 [12] Seja A = [ai;j ] 2 Rnn; uma matriz não negativa e irredutível e y 2
Rn1; um vector não negativo, com exactamente k entradas positivas, k 2 f1; : : : ; n  1g.
Então o número de entradas positivas de (In +A) y é superior a k.
Demonstração. Seja y = [y1 y2    yn]T 2 Rn1 com k entradas positivas e portanto
n  k entradas nulas.
Com o objectivo de reorganização das entradas do vector y, considere-se P 2 Rnn uma
matriz de permutação tal que
x = Py =
24 u
0
35 ,
onde u 2 Rk1 é um vector positivo, para algum k 2 f1; : : : ; n  1g :
Assim, para x = [x1   xn]T 2 Rn1;
xi > 0; para i 2 f1; : : : ; kg e
xi = 0; para i 2 fk + 1; : : : ; ng :
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Repare-se que o número de entradas positivas no vector
y +Ay = (In +A) y
é maior ou igual a k uma vez que A  O:
Suponha-se que (In +A) y tem, exactamente, k entradas positivas.
Assim, e porque A é irredutível, Ay terá o mesmo número de entradas positivas que y;
ou seja k:
Uma vez que Ay tem k entradas positivas é equivalente dizer-se que
PAP TPy =
 
PAP T

x = Zx
tem k entradas positivas, ou seja
(Zx)i > 0; para i 2 f1; : : : ; kg ;
e
(Zx)i = 0; para i 2 fk + 1; : : : ; ng :
Assim, para Z = [zi;j ] 2 Rnn;
(Zx)i =
nP
j=1
zi;jxj
=
kP
j=1
zi;jxj ;
uma vez que para j 2 fk + 1; : : : ; ng ; xj = 0:
Assim, se i 2 fk + 1; : : : ; ng e j 2 f1; : : : ; kg deverá ter-se zi;j = 0 pois (Zx)i = 0 e
xj > 0; para j 2 f1; : : : ; kg :
Mas assim, a matriz PAP T = Z será redutível, o que é absurdo.
Logo, (In +A) y tem mais do que k entradas positivas.
O próximo resultado, consequência do teorema anterior, permite converter as propriedades
matriciais da não negatividade e irredutibilidade em positividade.
Corolário 2.11 [5] Seja A 2 Rnn não negativa e irredutível. Então
(In +A)
n 1 > O:
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Demonstração. Considere-se um vector não negativo y 2 Rn1; y 6= 0, e suponha-se
que y tem k entradas positivas, k 2 f1; : : : ; n  1g :
Então pelo Teorema 2.10, o número de entradas positivas do vector z = (In +A) y é ;
com  > k:
Se z não é positivo, então o número de entradas positivas do vector
w = (In +A) z = (In +A)
2 y
é superior a :
Se w ainda não é positivo, procede-se de igual forma, concluindo-se que w tem pelo menos
mais duas entradas positivas que y:
Efectuando este processo continuamente, facilmente se concluiria que
(In +A)
n 1 y > 0, para qualquer y  0; y 6= 0: (2.3)
Em particular, substituindo y pelas colunas da matriz identidade, conclui-se o pretendido.
Corolário 2.12 [12] Seja x um vector próprio não negativo de uma matriz A 2 Rnn não
negativa e irredutível. Então x > 0:
Demonstração. Seja A 2 Rnn não negativa e irredutível.
Seja  um valor próprio de A 2 Rnn e x 2 Rn1; x  0 e x 6= 0 o vector próprio
associado.
Assim,
Ax = x:
Dado que A  O e x  0,   0:
Por outro lado, pode-se escrever,
(In +A)x = (1 + )x: (2.4)
Suponha-se que x tem k entradas positivas com k 2 f1; : : : ; n  1g :
Desta forma, o vector (1 + )x referido em (2:4), terá o mesmo número de entradas
positivas, ou seja k:
Pelo Teorema 2.10, o número de entradas positivas do vector
(In +A)x
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é superior a k e portanto verica-se uma contradição pois a igualdade (2:4) é verdadeira.
Logo, x > 0:
Teorema 2.13 [12] Uma matriz não negativa A = [ai;j ] 2 Rnn é irredutível se e só se para
cada par (i; j) existe um inteiro k 2 f1; : : : ; ng tal que aki;j > 0:
Demonstração. Seja A = [ai;j ] 2 Rnn uma matriz não negativa.
Condição necessária
Considere-se, em primeiro lugar, que A  O é irredutível.
Assim, poder-se-á garantir, pelo Corolário 2.11 que
(In +A)
n 1 > O:
Seja X 2 Rnn com X = [xi;j ] = (In +A)n 1A. Assim, X > O dado que, por hipótese,
A  O é irredutível.
Por outro lado,
X = (In +A)
n 1A (2.5)
= (In +A) (In +A) : : : (In +A)| {z }
n 1
A
= (In +A) (In +A) : : : (In +A)| {z }
n 2
 
A+A2

= (In +A) (In +A) : : : (In +A)| {z }
n 3
 
A3 + 2A2 +A

= : : :
=
nX
r=1
ArCn 1n r ; (2.6)
onde Cnp é denido como em (1:13) , para p 2 N0:
De outra forma,
xi;j =
nX
r=1
ari;jC
n 1
n r ; para quaisquer i; j 2 f1; : : : ; ng :
Logo, para se vericar xi;j > 0, para quaisquer i; j 2 f1; : : : ; ng ; terá que existir pelo menos
uma parcela da adição anterior diferente de zero ou, dito de outra forma, para cada par (i; j)
deverá existir k 2 f1; : : : ; ng, tal que aki;j > 0.
Assim sendo, aki;j > 0 para algum k 2 f1; : : : ; ng e para cada par (i; j):
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Condição suciente
Suponha-se, por redução ao absurdo, que a matriz A = [ai;j ] é redutível.
Seja P 2 Rnn uma matriz de permutação tal que,
P TAP =
24 B C
O D
35 ;
onde B 2 Rss; C 2 Rs(n s); D 2 R(n s)(n s) e O é a matriz nula de dimensões adequadas,
com s 2 f1; : : : ; n  1g :
Mas
P TAkP =
 
P TAP
k
; para qualquer k 2 f1; : : : ; ng :
Portanto, para i 2 fs+ 1; : : : ; ng ; j 2 f1; : : : ; sg ; a entrada (i; j) de P TAP é nula; o que
signica que a entrada (i; j) de P TAkP é nula para qualquer k 2 f1; : : : ; ng ; não existindo,
portanto, k 2 f1; : : : ; ng para cada par (i; j) tal que aki;j > 0:
2.3.1 Função de Collatz-Wielandt
Considere-se S um subconjunto do conjunto dos números complexos: Um dos problemas
considerados na literatura mas que ainda se encontra em aberto ou sem solução clara é, até
que ponto as propriedades espectrais de uma matriz são afectadas restringindo as entradas
da matriz a S:
Em [8]; Perron descobriu, no ano de 1907, algumas propriedades espectrais para ma-
trizes positivas. Posteriormente, Frobenius em [3; 4] estendeu alguns resultados de Perron
generalizando-os a matrizes não negativas e irredutíveis.
Várias provas dessa teoria de Perron-Frobenius podem ser encontradas na literatura. O
Teorema de Perron-Frobenius para matrizes não negativas e irredutíveis, Teorema 2.18, será
demonstrado fazendo recurso a um método de prova desenvolvido por Wielandt em [10]:
Ir-se-à então denir a função de Collatz-Wielandt, apresentada em 1942 pelo matemático
germânico Lothar Collatz (1910-1990) e usada posteriormente por Helmut Wielandt, em
1950, no desenvolvimento da teoria de Perron-Frobenius.
Seja } o conjunto dos números não negativos e En  }n1 tal que
En =
(
x = [x1   xn]T 2 }n1 :
nX
i=1
xi = 1
)
:
Repare-se que assim denido, o conjunto En é fechado e limitado.
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Denição 2.14 Seja A = [ai;j ] 2 Rnn uma matriz não negativa e irredutível. A função fA
de }n1 em } tal que
fA (x) = min
i2f1;:::;ng

(Ax)i
xi
; xi 6= 0

(2.7)
para qualquer vector x = [x1x2   xn]T 2 }n1; x 6= 0 é designada função de Collatz-Wie-
landt associada a A:
Os próximos teoremas apresentam algumas conclusões sobre a função de Collatz-Wielandt.
Teorema 2.15 [12] Seja A 2 Rnn uma matriz não negativa e irredutível e seja fA a função
de Collatz-Wielandt associada a A: Então
i) A função fA é homogénea de grau 0:
ii) Se x 2 }n1; x 6= 0; e  é o maior número real para o qual
Ax  x  0 (2.8)
então
 = fA (x) :
iii) Se x 2 }n1; x 6= 0 e y = (In +A)n 1 x então
fA (y)  fA (x) :
Demonstração. Sejam A 2 Rnn uma matriz não negativa e irredutível, fA a função
de Collatz-Wielandt associada a A e x 2 }n1; x 6= 0:
i) Considere-se t > 0; x 2 }n1 e x 6= 0:
Assim,
fA (tx) = min
i2f1;:::;ng

(Atx)i
(tx)i
; (tx)i 6= 0

= min
i2f1;:::;ng

t (Ax)i
txi
; xi 6= 0

= t0 min
i2f1;:::;ng

(Ax)i
xi
; xi 6= 0

= t0fA (x) = fA (x) :
ii) Por denição de fA, para xi 6= 0; tem-se
fA (x)  (Ax)i
xi
; para qualquer i 2 f1; : : : ; ng
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concluindo-se que
Ax  fA (x)x  0: (2.9)
Resta provar que fA (x) é o maior número real para o qual se verica (2:8) :
De (2:9) ; conclui-se que existe k 2 f1; : : : ; ng tal que xk 6= 0 e (Ax  fA (x)x)k = 0 ou
seja
(Ax)k   fA (x)xk = 0:
Assim, para qualquer c 2 R tal que c > fA (x) ; ver-se-à que a k-ésima entrada de Ax cx
é negativa.
De facto,
(Ax)k   cxk < (Ax)k   fA (x)xk = 0:
Logo (Ax)k   cxk < 0; para c > fA(x):
iii) De (2:9) ;
Ax  fA (x)x  0
e, pelo Corolário 2:11;
(In +A)
n 1 > O
concluindo-se que
(In +A)
n 1 (Ax  fA (x)x)  0 (2.10)
(In +A)
n 1Ax  fA (x) (In +A)n 1 x  0: (2.11)
Por outro lado, de (2:6) ;
(In +A)
n 1A =
nX
r=1
ArCn 1n r
= A (In +A)
n 1 ;
onde Cn 1n r é denido como em (1:13), para (n  r) 2 N0:
Assim, as matrizes A e (In +A)
n 1 comutam e (2:11) é equivalente a
A (In +A)
n 1 x  fA (x) (In +A)n 1 x  0:
Seja y = (In +A)
n 1 x 2 Rn1:
Tem-se do anterior,
Ay   fA (x) y  0: (2.12)
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Uma vez que
y = (In +A)
n 1 x  0; com y 6= 0
por ii) fA (y) é o maior número real para o qual se tem
Ay   fA (y) y  0: (2.13)
Conclui-se, das desigualdades (2:12) e (2:13) ; que
fA (y)  fA (x) ;
e portanto é vericada a condição iii).
Teorema 2.16 [12] Seja A = [ai;j ] 2 Rnn uma matriz não negativa e irredutível. A função
fA é limitada inferiormente e superiormente.
Demonstração. De facto, é fácil vericar que fA é limitada inferiormente por zero.
Relativamente ao limite superior, seja
cj =
nX
i=1
ai;j ; para qualquer j 2 f1; : : : ; ng
a soma das entradas de cada coluna da matriz A:
Tendo em conta i) do Teorema 2.15, para vericar se fA é limitada superiormente em
}n1; bastará vericar que fA é limitada superiormente em En:
Seja x 2 En e verique-se que
fA (x)  max
j2f1;:::;ng
cj :
Por denição de fA;
(Ax)i  fA (x)xi; para qualquer i 2 f1; : : : ; ng com xi 6= 0
ou seja,
nX
j=1
ai;jxj  fA (x)xi;
e, considerando todas as somas relativas a i 2 f1; : : : ; ng ; tem-se,
nX
i=1
nX
j=1
ai;jxj 
nX
i=1
fA (x)xi = fA (x) ; (2.14)
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uma vez que
nX
i=1
xi = 1:
Mas
nX
i=1
nX
j=1
ai;jxj =
nX
j=1
xj
nX
i=1
ai;j
=
nX
j=1
xjcj
 max
j2f1;:::;ng
cj :
De (2:14) conclui-se nalmente que
fA (x)  max
j2f1;:::;ng
cj ;
para qualquer x 2 En:
Teorema 2.17 [12] Seja A 2 Rnn não negativa e irredutível. Então a função fA atinge o
seu máximo em En:
Demonstração. Considere-se
B = (In +A)
n 1En
=
n
b 2 Rn1 : b = (In +A)n 1 x; x 2 En
o
:
Como B é a imagem do compacto En por uma função contínua, nomeadamente a função
denida de En para B tal que a cada x 2 En faz corresponder o elemento b = (In +A)n 1 x;
B é também um compacto.
A função fA denida em B é uma função contínua e assim, pelo Teorema 1.18, pode-se
garantir que fA atinge um valor máximo para algum
b0 =

b01 b
0
2    b0n
T 2 B: (2.15)
Seja então z0 = [z01    z0n]T 2 }n1 com z0 = b0, onde  = 1nP
i=1
b0i
:
Assim,
nX
i=1
z0i = 1;
concluindo-se que z0 2 En:
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Seja então x um vector arbitrário de En:
Desta forma, pelo Teorema 2.15, i) e iii),
fA (x)  fA (b) ; com b 2 B
 fA
 
b0

; dado que fA atinge um valor máximo para algum b0 2 B
= fA
 
z0

; para qualquer x 2 En:
Dada a arbitrariedade de x em En conclui-se que de facto fA atinge um valor máximo, z0,
em En:
2.3.2 Teorema de Perron-Frobenius
Os próximos resultados constam da importante teoria de Perron-Frobenius cujo desenvolvi-
mento se deve aos matemáticos germânicos Oskar Perron (1880-1975) e Ferdinand Georg
Frobenius (1849-1917), aluno de doutoramento de Karl Weierstrass. Inicialmente, em 1907,
Perron publicou o seu estudo sobre matrizes não negativas e irredutíveis e, em 1912, Frobenius
contribuiu para a extensão desse estudo à classe das matrizes não negativas.
Apresenta-se, de seguida, o Teorema de Perron-Frobenius para matrizes não negativas e
irredutíveis.
Teorema 2.18 [12, 16] (Perron-Frobenius) Seja A = [ai;j ] 2 Rnn não negativa e irredutí-
vel. Então
1. A matriz A tem um valor próprio real positivo r tal que
r  jij
para qualquer i valor próprio de A:
2. O vector próprio correspondente a r é um vector próprio positivo.
3. O valor de r aumenta quando qualquer entrada de A aumenta.
Demonstração. 1 e 2.
Prove-se, em primeiro lugar, que existe, nas condições referidas, um valor próprio real
positivo.
Considere-se, então,
r = max
x2En
ffA (x)g (2.16)
= fA
 
z0

, pelo Teorema 2.17 para algum z0 2 En; (2.17)
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e
u = [u1   un]T 2 }n1
tal que
u =

1
n
   1
n
T
; n 2 }; n 6= 0:
Assim denido, u 2 En; dado que
nX
i=1
ui = 1:
Por (2:16) e pela Denição 2.14,
r  fA (u)
= min
i2f1;:::;ng

(Au)i
ui
; ui 6= 0

= min
i2f1;:::;ng
8<:
nX
j=1
ai;j
9=;
> 0,
uma vez que, por hipótese, a matriz A é não negativa e irredutível.
Por outro lado, de (2:17) e de (2:9) ;
Az0   rz0  0; com r > 0: (2.18)
Suponha-se que Az0   rz0 6= 0.
Por (2:3) ;
(In +A)
n 1  Az0   rz0 > 0
e uma vez que A comuta com (In +A)
n 1 ;
At0   rt0 > 0; para t0 = (In +A)n 1 z0:
Desta forma,
At0 > rt0;
donde
fA
 
t0

> r;
o que contradiz a maximalidade de r:
Conclui-se então que
Az0   rz0 = 0, (2.19)
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onde z0 é o vector próprio de A correspondente ao valor próprio r de A:
Pelo Corolário 2.12, z0 > 0:
Mostre-se agora que
r  jij ;
para qualquer i valor próprio de A; i 2 f1; : : : ; ng :
Para tal, considere-se
Az = i z,
para i 2  (A) e z = [z1    zn]T 2 Rn1; z 6= 0:
Desta forma, para s; i 2 f1; : : : ; ng ;
ji zsj = jij jzsj

nX
j=1
jas;j j jzj j
=
nX
j=1
as;j jzj j :
Assim, poder-se-à escrever
jij jzj  A jzj ;
concluindo-se, pelo Teorema 2.15, ii), e pela denição de r;
jij  fA (jzj)  r:
3. Seja A0 =
h
a0i;j
i
2 Rnn; uma matriz obtida a partir da matriz A com
a0k;r > ak;r; para alguns k; r 2 f1; : : : ; ng ;
isto é,
A0  A; com A0 6= A:
Seja  um valor próprio de A:
Assim,
Ay = y; para algum y = [y1    yn]T 2 Rn1; y 6= 0
o que signica que para qualquer i 2 f1; : : : ; ng ;
nX
j=1
ai;jyj = yi:
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Desta forma,
jj jyj  A jyj  A0 jyj ; jyj 6= 0; (2.20)
e portanto, pelo Teorema 2.17,
jj  fA0 (jyj)  max
x2En
ffA0 (x)g = r0;
onde r0 é um valor próprio de A0 nas condições de 1. e 2.
Desta forma,
jj  r0;
e, em particular, para r denido em 1., jrj = r  r0:
De facto, neste caso,
r < r0:
Suponha-se que r = r0:
Assim, de (2:20) ;
A0 jyj  r0 jyj ;
e jyj seria um vector próprio positivo de A0 associado ao valor próprio r0; obtendo-se
A0 jyj = r0 jyj :
Desta forma,
A jyj = r jyj = r0 jyj = A0 jyj ;
o que permite concluir que  
A0  A jyj = 0:
Como por 2., jyj > 0; tem-se
A0 = A;
o que é absurdo.
Logo r 6= r0:
Observe-se que r assim denido não é mais do que o designado raio espectral,  (A)
denido no Capítulo 1.
Para matrizes não negativas não necessariamente irredutíveis, pode obter-se, usando um
argumento de continuidade, uma versão mais fraca do teorema anterior.
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Teorema 2.19 [12] Seja A 2 Rnn uma matriz não negativa. Então
1. A tem um valor próprio real r tal que
r  jij ; i 2 f1; : : : ; ng
para qualquer i 2  (A) :
2. O vector próprio correspondente a r é um vector próprio não negativo e não nulo.
3. O valor de r não diminui quando qualquer entrada de A aumenta.
Demonstração. 1. Dena-se, para um número real arbitrário  > 0;
A = A+ B;
com B 2 Rnn uma matriz positiva:
Seja r o raio espectral de A com
r 
0i ; para qualquer 0i 2  (A) e i 2 f1; : : : ; ng : (2.21)
Pelo Teorema 1.11 e para  sucientemente pequeno, todos os valores próprios de A
dependem continuamente das entradas da matriz A e portanto de ; e
lim
!0+
r = r;
onde r é o raio espectral de A e também
lim
!0+
0i = i; com i 2  (A) ; i 2 f1; : : : ; ng :
Assim, de (2:21) ;
r  jij  0; i 2 f1; : : : ; ng :
2. Por outro lado, por 2. do teorema anterior, existe x > 0 de En tal que
Ax = rx:
Usando o mesmo argumento de continuidade,
Ax = rx;
onde x 2 En; com x 6= 0 é o vector próprio correspondente a r:
3. A demonstração deste ponto é consequência directa do Corolário 2.5.
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2.4 Localização dos Valores Próprios de uma Matriz
2.4.1 Teorema de Gergorin
A localização dos valores próprios de uma matriz assume extrema importância no estudo de
determinados comportamentos matriciais, como se verá mais à frente.
Procura-se, portanto, a localização de valores próprios em conjuntos limitados de fácil
caracterização.
Ficou já apresentada, com a Proposição 1.24, uma primeira estimativa para a localização
dos valores próprios de uma dada matriz A 2 Cnn: No entanto, pretende-se, nas secções
seguintes, uma localização mais precisa.
Note-se que os valores próprios de uma matriz diagonal são de fácil localização.
Assim, dada A = [ai;j ] 2 Cnn; é possível escrever
A = D +B; (2.22)
onde D = diag(a1;1; : : : ; an;n) 2 Cnn e B 2 Cnn é a matriz resultante, satisfazendo a
equação (2.22).
Ao causar determinadas perturbações " nas entradas de A; e porque os valores próprios
dependem continuamente das entradas da matriz A;
A" = D + "B; para qualquer " > 0;
existem razões para suspeitar que os valores próprios da matriz resultante A"; para  sucien-
temente pequeno, poderão ser localizados em pequenas vizinhanças das entradas da diagonal
principal de A:
Repare-se que para " = 0
A" = D;
e para " = 1
A" = D +B = A;
e assim sucessivamente.
De facto, para A = [ai;j ] 2 Cnn; i; j 2 f1; : : : ; ng ; existem discos centrados nos pontos
ai;i onde se poderá garantir a localização dos valores próprios da matriz A: Essa garantia é
dada pelo Teorema de Gergorin, estabelecido em 1931 por Gergorin, tendo como motivação
os trabalhos de Lévy em 1881, Minkowski em 1900 e Hadamard em 1903 sobre a localização
de valores próprios de uma matriz.
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Teorema 2.20 (Teorema de Gergorin) [5] Seja A = [ai;j ] 2 Cnn e considere-se, para cada
i 2 f1; : : : ; ng, R0i (A) como a soma dos módulos das entradas não principais da linha i de
A; isto é,
R0i (A) =
nX
j=1
j 6=i
jai;j j ; i 2 f1; : : : ; ng :
Então os valores próprios de A pertencem à reunião dos n discos
G (A) =
n[
i=1

z 2 C : jz   ai;ij  R0i (A)
	
: (2.23)
Demonstração. Considere-se  2 C um valor próprio de A e v = [v1    vn]T 2
Cn1; v 6= 0 um vector próprio de A associado ao valor próprio :
Seja t 2 f1; : : : ; ng tal que
jvtj = max
i2f1;:::;ng
jvij ; com jvtj 6= 0: (2.24)
Uma vez que, por hipótese, Av = v vem
nX
j=1
at;jvj = vt:
Assim,
nX
j=1
j 6=t
at;jvj = (  at;t) vt
e portanto,
j  at;tj jvtj =

nX
j=1
j 6=t
at;jvj
 (2.25)

nX
j=1
j 6=t
jat;j j jvj j

nX
j=1
j 6=t
jat;j j jvtj ; por (2:24)
= jvtjR0t (A) :
Desta forma conclui-se que
j  at;tj  R0t (A) ;
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ou seja,  pertence ao disco fechado em torno de at;t e raio igual a R0t (A) ; donde  2 G (A) :
Exemplo 2.21 Seja A 2 C33
A =
2664
3  2 3
0 1 2
0  1  5
3775
Uma primeira estimativa para a localização de valores próprios desta matriz pode ser
obtida utilizando a Proposição 1.24, ou seja
jj  jjjAjjj ; para qualquer  2  (A) e para qualquer norma matricial jjj:jjj :
Em particular,
jj  jjjAjjj1
= max
i2f1;:::;ng
nX
j=1
jai;j j
= 8:
Assim, os valores próprios de A localizam-se no disco do plano complexo centrado na origem
e raio igual a 8.
Gracamente, no plano complexo obtém-se a região onde se poderá garantir a localização
de qualquer  2  (A):
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Pelo Teorema de Gergorin, todos os valores próprios de A estão localizados na união G (A)
dos 3 discos centrados nos pontos (3; 0) ; (1; 0) e ( 5; 0) com raios iguais a 5; 2 e 1 respecti-
vamente, o que permite obter, gracamente, uma localização mais precisa.
G (A) =
3[
i=1

z 2 C : jz   ai;ij  R0i (A)
	
=
3[
i=1
8>><>>:z 2 C : jz   ai;ij 
nX
j=1
j 6=i
jai;j j
9>>=>>; ; i 2 f1; 2; 3g :
Gracamente,
A região referida no Teorema 2.20, G (A) ; é designada região de Gergorin, para linhas
de A. Os discos individuais em G (A) são designados discos de Gergorin e as curvas que os
limitam são designadas circunferências de Gergorin.
Uma vez que uma dada matriz A 2 Cnn tem os mesmos valores próprios que a sua
transposta, podem escrever-se os próximos corolários.
Corolário 2.22 [5] Seja A 2 Cnn e
C 0j (A) =
nX
i=1
i6=j
jai;j j ; j 2 f1; : : : ; ng :
2.4. LOCALIZAÇÃO DOS VALORES PRÓPRIOS DE UMA MATRIZ 39
Então, todos os valores próprios de A estão localizados na união dos n discos
G
 
AT

=
n[
j=1

z 2 C : jz   aj;j j  C 0j (A)
	
:
Corolário 2.23 [5] Seja A 2 Cnn e  um qualquer valor próprio de A: Assim,
 2 G (A) \G  AT  :
O próximo exemplo ilustra o Corolário 2.23.
Exemplo 2.24 Seja A 2 C33 da seguinte forma
A = [ai;j ] =

i
j

=
2664
1 12
1
3
2 1 23
3 32 1
3775 :
Para este caso,
 (A) = f0; 3g :
Por outro lado,
G (A) =

z 2 C : jz   1j  5
6
_ jz   1j  8
3
_ jz   1j  9
2

e
G
 
AT

= fz 2 C : jz   1j  5 _ jz   1j  2 _ jz   1j  1g :
Gracamente,
:
De facto, 1 = 0 e 2 = 3 pertencem a G (A) \G
 
AT

= G (A) :
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Corolário 2.25 [16] Seja A = [ai;j ] 2 Cnn. Se
v = max
i2f1;:::;ng
nX
j=1
jai;j j
então  (A)  v:
Demonstração. Dado que o disco jz   ai;ij  R0i (A) está contido no disco jzj  jai;ij+
R0i (A) ; obtém-se o resultado.
O corolário anterior permite obter um limite superior para o raio espectral  (A) de uma
matriz. No entanto, como as matrizes A e AT têm os mesmos valores próprios, a aplicação
desse resultado a AT permite escrever o próximo corolário.
Corolário 2.26 [16] Seja A = [ai;j ] 2 Cnn: Se
v0 = max
j2f1;:::;ng
nX
i=1
jai;j j
então  (A)  v0:
Resulta dos corolários anteriores que se A 2 Cnn; uma melhor estimativa para o limite
superior de  (A) será ; com  = min fv; v0g :
Observe-se que esses mesmos corolários também resultam de (1:8) ; (1:9) e da Proposição
1.24.
O próximo teorema permite estabelecer uma condição suciente para a invertibilidade de
matrizes de diagonal estritamente dominante.
Teorema 2.27 [5] Seja A = [ai;j ] 2 Cnn uma matriz de diagonal estritamente dominante
por linhas ou colunas. Então A é invertível.
Demonstração. Suponha-se que A = [ai;j ] 2 Cnn é de diagonal estritamente domi-
nante por linhas e não é invertível.
Então  = 0 é um valor próprio de A e a equação Ax = 0 tem uma solução x =
[x1   xn]T 2 Cnn; x 6= 0:
Considere-se xp a entrada de x; com p 2 f1; : : : ; ng tal que
jxpj  jxij ; para qualquer i 2 f1; : : : ; ng :
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Uma vez que Ax = 0; é possível escrever,
ap;1x1 + ap;2x2 + : : :+ ap;pxp + : : :+ ap;nxn = 0;
ou seja,
jap;pj jxpj =
 
nX
j=1
j 6=p
ap;jxj


nX
j=1
j 6=p
jap;j j jxj j
 jxpj
nX
j=1
j 6=p
jap;j j ;
o que signica que
jap;pj 
nX
j=1
j 6=p
jap;j j ;
contrariando o facto de A ser uma matriz de diagonal estritamente dominante por linhas.
Conclui-se então que A é invertível.
Analogamente se mostra que as matrizes de diagonal estritamente dominante por colunas
são invertíveis.
Observe-se que o teorema anterior pode ser obtido a partir do Teorema de Gergorin pois
se A é uma matriz de diagonal estritamente dominante por linhas, os discos de Gergorin
estão localizados ou no semiplano direito (aberto) ou no semiplano esquerdo (aberto), ou
seja, nenhum desses discos intersecta o eixo imaginário e portanto o zero não é valor próprio
de A:
Teorema 2.28 [5] Seja A = [ai;j ] 2 Cnn uma matriz de diagonal estritamente dominante
por linhas. Se todas as entradas da diagonal principal de A são positivas então todos os
valores próprios de A têm parte real positiva.
Demonstração. Se a matriz A é de diagonal estritamente dominante por linhas e tem
todas as entradas da diagonal principal positivas então,
ai;i >
nX
j=1
j 6=i
jai;j j ; i 2 f1; : : : ; ng :
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Assim, todos os discos de Gergorin estão localizados no semiplano (aberto) direito o que
signica, pelo Teorema de Gergorin, Teorema 2.20, que todos os valores próprios de A têm
parte real positiva.
2.4.2 Localização do Raio Espectral de uma Matriz Não Negativa e Ir-
redutível
Pretende-se, com o teorema seguinte, obter novas estimativas para a localização do raio
espectral de uma matriz não negativa e irredutível, recorrendo aos Teoremas de Gergorin e
de Perron-Frobenius para matrizes não negativas e irredutíveis.
Teorema 2.29 [16] Seja A = [ai;j ] 2 Rnn uma matriz não negativa e irredutível. Então
ou
nX
j=1
ai;j =  (A) ; para qualquer i 2 f1; : : : ; ng (2.26)
ou
min
i2f1;:::;ng
nX
j=1
ai;j <  (A) < max
i2f1;:::;ng
nX
j=1
ai;j : (2.27)
Demonstração. Suponha-se que
nX
j=1
ai;j = ; para qualquer i 2 f1; : : : ; ng : (2.28)
Se  = [1    1]T 2 Rn1, então obviamente A =  e portanto  é um valor próprio de A:
Por outro lado, pelo Corolário 2.25,
 (A)  max
i2f1;:::;ng
nX
j=1
jai;j j = 
concluindo-se que
nX
j=1
ai;j =  (A) ; para qualquer i 2 f1; : : : ; ng :
Caso não se verique (2:28) e, portanto, a soma das entradas por linhas da matriz A não seja
constante, o objectivo será obter uma nova matriz, a partir da matriz A; tal que essa soma
das entradas por linhas seja constante, por forma a mostrar (2:27) :
Assim, é sempre possível obter uma matriz B = [bi;j ] 2 Rnn não negativa e irredutível
diminuindo determinadas entradas positivas da matriz A; de modo a que a soma das entradas
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por linhas seja constante e igual ao mínimo da soma das entradas por linhas da matriz A ou
seja, para qualquer s 2 f1; : : : ; ng ;
min
i2f1;:::;ng
nX
j=1
ai;j =
nX
j=1
bs;j = 
com O  B  A e B 6= A:
Assim sendo, por (2:26),
 =  (B)
e pelo Teorema de Perron-Frobenius para matrizes não negativas e irredutíveis, Teorema
2.18,
min
i2f1;:::;ng
nX
j=1
ai;j <  (A) : (2.29)
Da mesma forma, é possível aumentar algumas entradas positivas da matriz A, obtendo-se
uma matriz não negativa e irredutível C = [ci;j ] 2 Rnn com C  A e C 6= A tal que
max
i2f1;:::;ng
nX
j=1
ai;j =
nX
j=1
cs;j = ; para qualquer s 2 f1; : : : ; ng :
Assim, por procedimento análogo aos anteriores;
 =  (C) ;
e pelo Teorema de Perron-Frobenius para matrizes não negativas e irredutíveis,
 (A) < max
i2f1;:::;ng
nX
j=1
ai;j : (2.30)
De (2:29) e (2:30) conclui-se o pretendido.
2.5 Propriedades Estruturais de Matrizes Não Negativas
2.5.1 Generalidades. Matrizes Redutíveis e Irredutíveis e Grafos Orienta-
dos
Nesta secção são estudadas propriedades estruturais de matrizes não negativas, recorrendo a
algumas noções de teoria dos grafos.
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Em termos gerais, esta teoria permite representar, esquematicamente, a estrutura de uma
dada matriz possibilitando uma abordagem mais intuitiva de propriedades estruturais dessa
matriz.
Apresentam-se assim algumas noções dessa teoria.
Denição 2.30 Seja V 6= ; um conjunto nito e  um subconjunto de V  V: Designa-se
por grafo orientado a estrutura G (V; ) onde cada elemento de V designa-se por vértice de
G(também designado nó de G) enquanto cada elemento de  designa-se aresta de G.
Também se podem considerar grafos orientados innitos com um conjunto numerável de
vértices. Neste trabalho, apenas se estudará o caso dos grafos orientados com um número
nito de vértices.
Apresenta-se, de seguida, a denição de passeio orientado da estrutura G (V; ) assim
como as condições em que se associa um grafo orientado a uma dada matriz A 2 Cnn:
Seja G (V; ) um grafo orientado.
Denição 2.31 Designa-se passeio orientado de u 2 V para v 2 V a uma sequência nita
de arestas
(vi; vi+1) ; i 2 f0; : : : ; t  1g
com u = v0 e vt = v; t 2 N:
Conforme a denição sugere, cada aresta (vi; vi+1) ; i 2 f0; : : : ; t  1g será representada,
gracamente, com uma linha orientada de vi para vi+1:
Observe-se também que, num passeio orientado, o último vértice de uma aresta coincide
com o primeiro vértice da aresta seguinte.
Denição 2.32 O comprimento do passeio orientado é igual ao número de arestas, caso
este número seja nito.
Designa-se por ciclo a um passeio orientado que começa e acaba no mesmo vértice.
Um ciclo de comprimento 1 é designado loop ou ciclo trivial.
Denição 2.33 Seja G (V; ) um grafo orientado. Diz-se que este grafo é fortemente conexo
se, quaisquer que sejam u; v 2 V distintos; existe um passeio orientado de u para v:
Apresenta-se, de seguida, um exemplo de um grafo fortemente conexo.
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Exemplo 2.34 Considere-se o seguinte grafo orientado onde V = fv1; v2; v3; v4; v5g ;
Pode-se vericar que não existe qualquer passeio orientado dos vértices v2; v3; v4 ou v5 para
v1 e, portanto, o grafo orientado não é fortemente conexo.
Ao estabelecer um passeio orientado de qualquer um dos vértices v2; v3; v4 ou v5 para v1;
obtém-se um grafo fortemente conexo, como se apresenta no seguinte esquema,
Denição 2.35 Seja A = [ai;j ] 2 Cnn. Designa-se por grafo de A a um grafo orientado
G (V; ) onde V é um conjunto nito com n vértices
V = fv1; : : : ; vng
e, quaisquer que sejam i; j 2 f1; : : : ; ng ; (vi; vj) 2  se e só se ai;j 6= 0:
Exemplo 2.36 Considere-se A 2 C33 da seguinte forma:
A =
2664
0 1 0
0 2 3
1 0 2
3775 :
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Para a matriz A; poder-se-à associar o seguinte grafo orientado G (V; ) :
Repare-se que, através da Denição 2.35, para a construção de um grafo orientado associ-
ado a uma matriz não negativa basta vericar se cada entrada da matriz é, ou não, igual a
zero. Neste contexto e para simplicar, é usual associar essas matrizes a matrizes (0; 1) que,
tendo em conta a sua estrutura poderão, portanto, representar as primeiras na elaboração
dos grafos orientados e no estudo de propriedades estruturais. Desta forma, cada entrada
positiva da matriz original será substituída por 1 na matriz (0; 1) enquanto cada entrada nula
da mesma matriz manter-se-à igual a 0:
O teorema e corolário seguintes são resultados auxiliares para estabelecer uma condição
necessária e suciente para que uma matriz não negativa seja irredutível, dada pelo Teorema
2.39.
Teorema 2.37 [12] Sejam A = [ai;j ] 2 Rnn uma matriz (0; 1), k 2 N e G (V; ) o grafo de
A onde V = fv1; v2; : : : ; vng : Então, o número de passeios orientados distintos de compri-
mento k do vértice vi para o vértice vj é igual a aki;j ; com i; j 2 f1; : : : ; ng :
Demonstração. Sejam A = [ai;j ] 2 Rnn; vi; vj 2 V onde i; j 2 f1; : : : ; ng e
r1; r2; : : : ; rk 1 2 f1; : : : ; ng ; k 2 N:
A sequência nita de arestas
(vi; vr1) ; (vr1 ; vr2) ; (vr2 ; vr3) ; : : : ;
 
vrk 2 ; vrk 1

;
 
vrk 1 ; vj

do vértice vi para o vértice vj é um passeio orientado de vi para vj se e só se
ai;r1 ; ar1;r2 ; : : : ; ark 2;rk 1 ; ark 1;j
são entradas de A distintas de zero.
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Por outro lado, repare-se que
aki;j =
X
r1; r2;:::;rk 1
ai;r1ar1;r2ar2;r3 : : : ark 2;rk 1ark 1;j ;
obtendo-se assim o resultado.
Corolário 2.38 [12] Seja A = [ai;j ] 2 Rnn uma matriz não negativa. Então o seu grafo
tem um passeio orientado de comprimento k do vértice vi para o vértice vj se e só se aki;j > 0;
i; j 2 f1; : : : ; ng :
Demonstração. A demonstração deste resultado é consequência directa do teorema
anterior.
As noções e resultados atrás descritos vão permitir estudar de uma forma mais intuitiva
a propriedade estrutural da irredutibilidade de matrizes não negativas.
Estabelece-se, de seguida, a relação existente entre matrizes não negativas e irredutíveis
e os respectivos grafos.
Teorema 2.39 [12] Seja A = [ai;j ] 2 Rnn uma matriz não negativa. Então A é irredutível
se e só se o seu grafo é fortemente conexo.
Demonstração. Seja A = [ai;j ] 2 Rnn uma matriz não negativa e G (V; ) o seu grafo.
Condição necessária
Pelo Teorema 2.13 garante-se, para cada par (i; j) com i; j 2 f1; : : : ; ng a existência de
k 2 f1; : : : ; ng vericando aki;j > 0 o que pelo Corolário 2.38 signica que o grafo da matriz A
tem um passeio orientado de comprimento k ligando o vértice vi ao vértice vj ; concluindo-se
portanto que G (V; ) é fortemente conexo.
Condição suciente
Considere-se que G (V; ) é fortemente conexo.
Assim, para cada par (i; j) com i; j 2 f1; : : : ; ng existe um passeio orientado do vértice
vi para o vértice vj :
Suponha-se que o comprimento do passeio orientado é k; para algum k 2 N:
Desta forma, pelo Corolário 2.38, aki;j > 0 ou seja A é irredutível pelo Teorema 2.13.
O seguinte exemplo servirá para elucidar o teorema anterior.
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Exemplo 2.40 Seja a matriz A 2 R33 tal que:
A =
2664
2 1 1
0 2 2
2 0 2
3775 :
O grafo orientado, G (V; ) ; apresenta-se da seguinte forma:
Como o grafo orientado é fortemente conexo então A é irredutível, pelo Teorema 2.39.
Por outro lado, para a matriz redutível B = jAj 2 R55 denida a partir da matriz
A 2 R55 do Exemplo 2.8, obtém-se o seguinte grafo orientado:
De facto, este grafo orientado não é fortemente conexo. Basta, por exemplo, vericar que
não existe um passeio orientado de v2 para v4:
2.6 Matrizes Inversas Não Negativas
Nesta secção são estudadas algumas propriedades de matrizes que garantem que a inversa de
uma matriz seja não negativa.
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Historicamente, Stieltjes (1887) provou que se A 2 Rnn é simétrica e denida positiva,
com todas as entradas fora da diagonal principal negativas então A 1 > O:
Mais tarde, Frobenius (1912) provou o resultado de que se B > O e  é um número real
com  >  (B) então a matriz In  B é não singular com
(In  B) 1 > O:
Os próximos resultados são generalizações dos resultados anteriores de Ostrowski (1937) e
Fan (1958) e lidam com propriedades de matrizes que garantem que a inversa de uma matriz
é uma matriz não negativa.
Teorema 2.41 [16] Seja M 2 Cnn com  (M) < 1: Então, a matriz In M é não singular
e
(In  M) 1 = In +M +M2 + : : : (2.31)
onde a série
1X
m=0
Mm converge para (In  M) 1. Reciprocamente, se a série converge então
 (M) < 1:
Demonstração. Condição necessária
Suponha-se que  (M) < 1 e seja  um qualquer valor próprio de M . Assim, 1   é um
valor próprio da matriz In  M:
Considere-se, para t 2 N0; a seguinte identidade
M t+1 = In  
 
In  M t+1

(2.32)
= In  
 
In +M +M
2 + : : :+M t
   M +M2 + : : :+M t+1 (2.33)
= In   (In  M)
 
In +M +M
2 + : : :+M t

: (2.34)
Multiplicando, à esquerda, ambos os membros da equação (2:34) por (In  M) 1 vem,
(In  M) 1  
 
In +M +M
2 + : : :+M t

= (In  M) 1M t+1: (2.35)
Assim, pelo axioma da submultiplicidade para normas matriciais,(In  M) 1    In +M +M2 + : : :+M t  (I  M) 1 M t+1 ;
para qualquer norma matricial jjj:jjj e qualquer t 2 N0:
Como M é convergente,
lim
t!1
M t+1 = 0:
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Assim, a série
1X
m=0
Mm converge para (In  M) 1 e obtém-se (2:31) :
Condição suciente
Suponha-se agora que a série
1X
m=0
Mm converge.
Seja  2 C um qualquer valor próprio de M correspondente ao vector próprio x 2 Cn1;
x 6= 0:
Assim,  
In +M +M
2 + : : :

x =
 
1 +  + 2 + : : :

x:
Desta forma, a convergência da série de matrizes
1X
m=0
Mm implica a convergência da série
1X
m=0
m: Ora a série anterior é convergente se e só se jj < 1;  2  (M) :
Dada a arbitrariedade de ; conclui-se que  (M) < 1:
Teorema 2.42 [16] Seja A 2 Rnn uma matriz não negativa e  2 R: Então a matriz
In  A é não singular e (In  A) 1  O se e só se  >  (A) :
Demonstração. Condição necessária
Suponha-se que In  A é não singular e (In  A) 1  O:
Pelo Teorema 2.19, seja x 2 Rn1 com x  0; x 6= 0 o vector próprio de A tal que
Ax =  (A)x:
Assim,
(In  A)x = (   (A))x:
Como a matriz In  A é não singular,    (A) 6= 0:
Desta forma,
(In  A) 1 x = 1
   (A)x:
Como x  0; com x 6= 0 e (In  A) 1  O; então  >  (A) :
Condição suciente
Seja M = In  A 2 Rnn e suponha-se que  >  (A) ;  2 R:
Assim,  não é valor próprio de A de onde se conclui que M é não singular.
Por outro lado,
M = 
 
In    1A

;  6= 0:
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Então,
M 1 =  1
 
In    1A
 1
:
Para  valor próprio de A,  1 é valor próprio de  1A e portanto,

 
 1A

= max
2(A)
 1	
=
 1 (A)
<
 1 = 1:
Pelo Teorema 2:41;
 
In    1A
 1
= In + 
 1A+  2A2 + : : :
e portanto,
M 1 =  1
 
In + 
 1A+  2A2 + : : :

:
Pela Proposição 2.1, todas as potências de A são não negativas e portanto M 1  O:
Apresenta-se, de seguida, uma condição necessária e suciente para a monotonia de uma
dada matriz A 2 Rnn:
Teorema 2.43 [1] A matriz A 2 Rnn é monótona se e só se é não singular e A 1  O:
Demonstração. Condição necessária
Considere-se que A 2 Rnn é singular. Então,
Ax = 0; para algum x 2 Rn1; x 6= 0: (2.36)
Como A é monótona,
x  0: (2.37)
Por outro lado, novamente da igualdade (2:36) ;
A ( x) = 0;
e como A é monótona,  x  0; o que é equivalente a
x  0: (2.38)
De (2:37) e (2:38) ; obtém-se que x = 0 o que é absurdo.
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Logo A é não singular.
Por outro lado, se  i 2 Rn1 for o vector com entradas todas nulas com excepção da
i  esima entrada que é igual a 1,
AA 1 i =  i  0: (2.39)
Como A é monótona, de (2:39) ;
A 1 i  0; para qualquer i 2 f1; : : : ; ng :
Mas A 1 i corresponde à i-ésima coluna de A 1 e portanto
A 1  O:
Condição suciente
Suponha-se agora que A é não singular e A 1  O:
Assim, para x 2 Rn1
Ax  0 implica A 1Ax  0
e portanto,
x  0:
2.7 M-matrizes não Singulares e Matrizes Monótonas
Nesta secção, o objectivo é a apresentação de uma classe de matrizes e resultados rela-
cionados que assumem um papel preponderante no desenvolvimento de ecientes métodos,
estabelecendo e regulando o processo de convergência dos métodos iterativos. De realçar o
estudo de alguns resultados sobre matrizes monótonas eM-matrizes não singulares que, mais
directamente, permitirão o estudo de aplicações no Capítulo 4 do presente trabalho.
Algumas classes de matrizes a caracterizar nesta secção, pertencem a um conjunto es-
pecíco, designado por Zn; e que se dene de seguida.
Denição 2.44 Designa-se Zn Rnn como um conjunto denido da seguinte forma
Zn =

A = [ai;j ] 2 Rnn : ai;j  0; se i 6= j; i; j 2 f1; : : : ; ng
	
:
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Repare-se que qualquer matriz A 2 Rnn pertencente ao conjunto Zn poderá ser escrita
da seguinte forma
A = In  B; (2.40)
para  2 R e B  O; com B 2 Rnn e portanto o conjunto Zn está relacionado com a classe
das Z-matrizes que se dene de seguida.
Denição 2.45 Seja A 2 Rnn: A matriz A designa-se Z-matriz se puder ser escrita da
forma (2:40).
As Z-matrizes podem ser relacionadas com a teoria de Perron-Frobenius para matrizes
não negativas, como se poderá vericar no seguinte teorema.
Teorema 2.46 [6] Seja A uma Z-matriz. Então    (B) é um valor próprio de A:
Demonstração. Uma vez que B  O, pelo Teorema de Perron Frobenius para matrizes
não negativas, Teorema 2.19,  (B) é um valor próprio de B e
Bx =  (B)x (2.41)
para x 2 Rn1 e x  0; com x 6= 0:
Por outro lado, de (2:40) e (2:41) ;
Ax = (In  B)x
= (   (B))x;
mostrando-se que    (B) é um valor próprio de A:
Denição 2.47 Seja A uma Z-matriz. Então A designa-se M-matriz se para a representação
(2:40) ;    (B) e M-matriz não singular, se para a mesma representação (2:40),  >  (B) :
Dado o âmbito do trabalho em causa, apenas serão consideradas as M-matrizes que são
não singulares.
A sua terminologia foi introduzida, em 1937, por Alexander Markowic Ostrowski.
Para esta classe de matrizes existem inúmeras caracterizações relacionadas com pro-
priedades espectrais e estruturais. De destacar as que se relacionam com o conceito de
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monotonia dada a importância que este conceito assume na Análise Numérica e no desen-
volvimento do presente trabalho.
Poderão ser encontradas cerca de 50 caracterizações para M-matrizes não singulares, em
[15].
Apresenta-se, de seguida, um resultado relacionado com propriedades estruturais de
M-matrizes não singulares, que será útil para a análise de algumas caracterizações da classe
das M-matrizes não singulares, no Teorema 2.49.
Teorema 2.48 [5] Seja A 2 Zn uma M-matriz não singular. Então qualquer submatriz
principal de A ainda é uma M-matriz não singular.
Demonstração. Seja A = [ai;j ] 2 Rnn com
A = In  B;
nas condições de (2:40) e onde  = max
i2f1;:::;ng
fai;ig :
Seja B0 2 Rkk uma submatriz principal de B; para algum k 2 f1; : : : ; n  1g :
Claramente B0  O uma vez que, por hipótese, B  O:
Assim, pelo Corolário 2.6,

 
B0
   (B) < :
Desta forma, conclui-se que A0 2 Rkk é uma submatriz principal de A onde
A0 = Ik  B0;
com  >  (B0) :
Assim, A0 é uma M-matriz não singular.
O próximo resultado apresenta algumas caracterizações para a classe das M-matrizes não
singulares.
Teorema 2.49 [6, 5, 15] Seja A 2 Zn: Então são equivalentes:
(i) A é M-matriz não singular.
(ii) Todo o valor próprio real de A é positivo.
(iii) A+ tIn é uma matriz não singular, para qualquer t  0:
(iv) Para qualquer matriz D diagonal não negativa, A+D é uma matriz não singular.
(v) Existe um vector positivo x 2 Rn1 tal que Ax > 0:
(vi) A é uma matriz monótona.
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Demonstração. Seja A = [ai;j ] 2 Zn:
As implicações (iv)) (iii) e (iii)) (ii) são triviais.
(ii)) (i)
Seja  2  (A) : Assim, por hipótese,  > 0:
Como A 2 Zn; A pode ser decomposta da seguinte forma:
A = In  B;
para algum  2 R e B  O com B 2 Rnn:
Pelo Teorema 2.46,    (B) é um valor próprio de A: Assim, por hipótese,
   (B) > 0
ou seja
 >  (B) :
Desta forma, A é M-matriz não singular.
(i)) (vi)
A matriz A é uma M-matriz não singular e portanto  > 0:
Assim,
 1A = In    1B
com  1B  O e    1B < 1:
Pelo Teorema 2.42,  
In    1B
 1  O:
Desta forma,
A 1 = (In  B) 1 =  1
 
In    1B
 1  O;
ou seja, pelo Teorema 2.43, A é uma matriz monótona.
(vi)) (v)
Pelo Teorema 2.43, A é não singular e A 1 =
h
a0i;j
i
 O; i; j 2 f1; : : : ; ng :
Seja v = [v1 v2    vn]T 2 Rn1 e  = [1    1]T 2 Rn1 com v = A 1  0 e suponha-se
que existe alguma entrada vt do vector v tal que
vt = 0; para algum t 2 f1; : : : ; ng :
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Assim,
a0t;j = 0; para qualquer j 2 f1; : : : ; ng ;
o que não poderá acontecer uma vez que A é uma matriz não singular.
(v) ) (iv)
Sejam x = [x1   xn]T 2 Rn1 com x > 0, D 2 Rnn uma matriz diagonal não negativa
e X = diag (x1; : : : ; xn) 2 Rnn:
Claramente (A+D)x > 0 e portanto (A+D)X é uma matriz de diagonal estritamente
dominante por linhas.
Consequentemente X 1 (A+D)X é uma matriz de diagonal estritamente dominante
por linhas o que implica, pelo Teorema 2.27 que a matriz X 1 (A+D)X é uma matriz não
singular e portanto A+D é uma matriz não singular para qualquer matriz diagonalD 2 Rnn
não negativa.
Observação 2.50 Repare-se que apesar da equivalência das seis condições do Teorema 2.49
ser estabelecida para uma matriz A 2 Zn; é possível garantir que, por exemplo, para uma
qualquer matriz A 2 Rnn; (vi) implica (v).
De realçar também o facto de uma M-matriz não singular A 2 Rnn ser uma matriz
monótona.
Apresentam-se, agora, dois resultados que permitem estabelecer majorantes para as nor-
mas de inversas de matrizes monótonas.
Notação 2.51 Considere-se, para uma matriz monótona A 2 Rnn e v 2 VA;
 (v;A) = min
i2f1;:::;ng
(Av)i > 0 (2.42)
e
VA =

v 2 Rn1 : jjvjj1 = 1; Av > 0
	
:
Repare-se que assim denido, VA 6= ; pois contém vectores, w, da forma
w = A 1v; com v > 0 e jjwjj1 = 1:
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O próximo Lema é habitualmente designado como Lema de Barreira e permite estabe-
lecer 1(v;A) como limite superior para
A 11 ; onde A 2 Rnn representa uma matriz
monótona.
Lema 2.52 [2] (Lema de Barreira) Seja A 2 Rnn uma matriz monótona e considere-se um
vector v com jjvjj1 = 1; tais que
min
i2f1;:::;ng
(Av)i  ; para algum  2 R+:
Então, A 11  1:
Demonstração. Seja A 1 = [a0i;j ] 2 Rnn:
Por (1:2) para  = [1    1]T 2 Rn1;
1 = jjvjj1 
 
A 1Av

i
=
nX
j=1
a0i;j (Av)j

nX
j=1
a0i;j = 
 
A 1

i
, para qualquer i 2 f1; : : : ; ng e algum  2 R+:
Assim, A 11 = maxi2f1;:::;ng  A 1i  1
uma vez que A 11 = A 11 : (2.43)
Teorema 2.53 [2] Seja A 2 Rnn uma matriz monótona. EntãoA 11 = 1
max
v2VA

min
i2f1;:::;ng
(Av)i
 (2.44)
onde, para uma solução x 2 Rn1 de Ax = ; com  = [1    1]T 2 Rn1 se temA 11 = jjxjj1 : (2.45)
Demonstração. Pelo Lema 2.52,A 11  1
max
v2VA

min
i2f1;:::;ng
(Av)i
 :
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Desta forma, restará mostrar que existe um vector v 2 VA para o qual se verica a igualdade
(2:44) :
Seja então
v =
A 1 11 A 1; com  = [1    1]T 2 Rn1:
Tem-se claramente que jjvjj1 = 1:
Por outro lado, e tendo em conta a igualdade (2:43), vem
Av =
A 1 11 
=
A 1 11  > 0;
e portanto, v 2 VA:
Por outro lado,
min
i2f1;:::;ng
(Av)i =
A 1 11 ;
o que prova a igualdade (2:44) :
A igualdade (2:45) resulta do facto de que
A 11 pode ser obtida resolvendo o sistema
linear Ax =  e determinar jjxjj1 ; para x = [x1   xn]T 2 Rn1:
Capítulo 3
Métodos Iterativos e
Decomposições Matriciais
Neste capítulo, far-se-à um estudo de condições de convergência de métodos iterativos para
a resolução de sistemas de equações lineares relacionadas com a norma e o raio espectral
das matrizes iteração. São também apresentadas propriedades de decomposições de uma
matriz, destacando-se as que permitem estudar a convergência dessas mesmas decomposições
e, consequentemente, dos métodos iterativos associados.
Caracterizam-se, ainda, dois tipos de decomposições de uma dada matriz que permitem,
através do estudo da convergência dessas decomposições, analisar a monotonia dessa matriz.
Por m, são comparados os raios espectrais de matrizes que resultam de duas decom-
posições regulares de uma matriz monótona, através dos teoremas de comparação.
3.1 Considerações Iniciais
Considere-se um sistema de equações lineares
Ax = b, com A 2 Cnn e x; b 2 Cn1: (3.1)
O vector solução x do sistema (3:1) existe em Cn1 sendo único sempre que a matriz A
é não singular e dado explicitamente por
x = A 1b:
Para determinar x; recorrendo a determinados métodos iterativos, é fornecida uma sucessão
de vectores aproximando-se do vector solução x:
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De uma forma geral, esses métodos iterativos partem de uma estimativa inicial, x(0); do
vector solução gerando, posteriormente, uma sucessão de vectores x(1); x(2); : : : ; x(k); : : : que
se pretende venha a convergir para a solução exacta x ou seja
lim
k!1
x(k) = x; k 2 N0;
onde x(k) representa a aproximação k da solução exacta x; como se dene mais à frente.
Apresenta-se de seguida a denição de decomposição de uma matriz.
Denição 3.1 Seja A 2 Cnn: A
A =M  N; (3.2)
com M; N 2 Cnn e M não singular designa-se decomposição da matriz A.
Repare-se que decompondo, adequadamente, a matriz A 2 Cnn; na forma
A =M  N (3.3)
onde M é uma matriz não singular, o sistema (3:1) pode ser reescrito da seguinte forma:
Mx = Nx+ b
x = M 1Nx+M 1b
obtendo-se, para P =M 1N e c =M 1b;
x = Px+ c: (3.4)
Assim, constrói-se um processo iterativo que permite determinar x(k+1) a partir de x(k);
da seguinte forma:
x(k+1) =M 1Nx(k) +M 1b; k 2 N0: (3.5)
Tendo em conta a forma como se obteve o método iterativo (3:5) ; também se diz que a
decomposição (3:2) da matriz A 2 Cnn está associada ao método iterativo (3:5) :
Denição 3.2 Designa-se método iterativo estacionário quando P e c de (3:4) não dependem
de k: Caso contrário, o método iterativo designa-se por não estacionário.
Para o estudo em questão, consideram-se apenas os métodos iterativos estacionários que,
simplicadamente, se denominarão apenas por métodos iterativos.
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Denição 3.3 Designa-se por matriz iteração a matriz M 1N denida em (3:5) :
Denição 3.4 Designa-se por iteração k+1 ou aproximação k+1 de x a x(k+1) em (3:5),
k 2 N0:
Denição 3.5 Designa-se por erro da iteração k+1 a e(k+1) = x  x(k+1), k 2 N0:
3.2 Convergência de Métodos Iterativos
Denição 3.6 O método iterativo (3:5) designa-se por método iterativo convergente se para
qualquer estimativa inicial x(0) e qualquer b 2 Cn1, a sucessão x(1); x(2); : : : ; obtida em (3:5)
convergir para um limite independente de x(0). Caso contrário, o método iterativo designa-se
divergente.
O método iterativo será então convergente se
lim
k!1
e(k) = 0:
Denição 3.7 O método iterativo
x(k+1) = Px(k) + c
designa-se consistente com Ax = b se este sistema e x = Px+ c possuirem a mesma solução.
Para a análise feita neste trabalho, considera-se que todos os métodos iterativos referidos
são consistentes com os respectivos sistemas do tipo Ax = b:
Apresentam-se de seguida alguns resultados que estabelecem determinadas condições para
garantir a convergência de um método iterativo da forma (3:5).
Teorema 3.8 [14] O método iterativo
x(k+1) =M 1Nx(k) +M 1b; k 2 N0 (3.6)
converge, qualquer que seja a aproximação inicial x(0) se e só se 
 
M 1N

< 1:
Demonstração. Observe-se que da Denição 3.5, de (3:4) e de (3:5) ;
e(k+1) = x  x(k+1)
= M 1N

x  x(k)

= M 1Ne(k), k 2 N0:
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Assim,
M 1Ne(k) =
 
M 1N
2
e(k 1) = : : :
e portanto,
M 1Ne(k) =
 
M 1N
k+1
e(0)
ou seja
e(k+1) =
 
M 1N
k+1
e(0), k 2 N0: (3.7)
Condição necessária
Suponha-se que o método iterativo converge.
Assim
lim
k!1
e(k+1) = 0
e de (3:7),
lim
k!1
 
M 1N
k+1
= O
logo, pela Denição 1.28, M 1N é convergente o que signica, pelo Teorema 1.29, que

 
M 1N

< 1:
Condição suciente
Pelo Teorema 1:29, M 1N é matriz convergente o que, pela Denição 1.28, signica
lim
k!1
 
M 1N
k
= O:
Assim, por (3:7)
lim
k!1
e(k+1) = 0 ou seja
lim
k!1

x  x(k+1)

= 0
o que signica que
lim
k!1
x(k+1) = x
ou seja, o método iterativo é convergente.
O próximo resultado apresenta uma condição suciente para a convergência do método
iterativo.
Teorema 3.9 [14] Se para alguma norma matricial, jjj:jjj se temM 1N  < 1
então o método iterativo é convergente.
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Demonstração. Do Teorema 1:20, M 1Nk  M 1N k ; para qualquer norma matricial jjj:jjj e qualquer k 2 N:
Como
M 1N  < 1 por hipótese,
lim
k!1
M 1N k = 0 e portanto
lim
k!1
 M 1Nk = 0:
o que permite concluir que o método iterativo (3:5) é convergente.
3.3 Exemplos
Uma vez que a matriz A 2 Cnn pode ser associada a diferentes decomposições do tipoM N ,
poderão ser considerados diferentes métodos iterativos na resolução do sistema (3:1) :
3.3.1 Método Iterativo de Jacobi
Dado o sistema inicial,
Ax = b; (3.8)
com A = [ai;j ] 2 Cnn, x = [x1 x2   xn]T 2 Cn1 e b 2 Cn1, considere-se a matriz A da
seguinte forma:
A = D   E   F
onde
D = [di;j ] =
8<: 0 ; se i 6= jai;j ; se i = j ;
E = [ei;j ] =
8<:  ai;j ; se i > j0 ; se i  j e
F = [fi;j ] =
8<:  ai;j ; se i < j0 ; se i  j ;
com i; j 2 f1; : : : ; ng.
A matriz D deverá ser não singular e portanto caso não o seja, procurar-se-á encontrar
uma matriz semelhante, por transformação de semelhança.
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Desta forma, o sistema inicial (3:1) é reescrito como
(D   E   F )x = b
ou seja,
x = D 1 (E + F )x+D 1b
obtendo-se o seguinte esquema iterativo
x(k+1) = D 1 (E + F )x(k) +D 1b; k 2 N0
a partir do qual se poderá fazer a seguinte identicação
D 1 (E + F ) =M 1N e D 1b = c:
Uma condição suciente para a convergência do método de Jacobi relaciona-se com o
conceito de diagonal estritamente dominante da matriz A.
Teorema 3.10 [14] Se A = [ai;j ] 2 Cnn for uma matriz de diagonal estritamente domi-
nante por linhas (ou por colunas), então o método iterativo de Jacobi é convergente:
Demonstração. Seja M 1N a matriz iteração do método de Jacobi.
Pelo Teorema de Gergorin, Teorema 2.20, os valores próprios estão na reunião dos discos
centrados na origem e de raio
R0i
 
M 1N

=
nX
j=1
j 6=i
 ai;jai;i
 = nX
j=1
j 6=i
ai;jai;i
 = 1jai;ij
nX
j=1
j 6=i
jai;j j , para qualquer i 2 f1; : : : ; ng :
Por outro lado, como A é de diagonal estritamente dominante por linhas, por hipótese,
jai;ij >
nX
j=1
j 6=i
jai;j j ; para qualquer i 2 f1; : : : ; ng
e portanto
R0i
 
M 1N

< 1, para qualquer i 2 f1; : : : ; ng :
Assim, 
 
M 1N

< 1 concluindo-se, pelo Teorema 3.8, que o método iterativo de Jacobi é
convergente nas condições apresentadas.
Dado que as matrizes A e AT são semelhantes, ca provado o resultado para o caso de A
ser uma matriz de diagonal estritamente dominante por colunas.
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3.3.2 Método Iterativo de Gauss-Seidel
Em termos matriciais, considera-se para este método, a decomposição
A = D   E   F
onde as matrizes D; E e F são denidas como anteriormente.
De acordo com esta decomposição, o sistema inicial (3:1) é equivalente a
(D   E   F )x = b
(D   E)x = Fx+ b
x = (D   E) 1 Fx+ (D   E) 1 b;
sugerindo o esquema iterativo
x(k+1) = (D   E) 1 Fx(k) + (D   E) 1 b
através do qual se poderá fazer a seguinte identicação:
M 1N = (D   E) 1 F e c = (D   E) 1 b:
Tal como sucede com o método de Jacobi, é possível estabelecer a mesma condição su-
ciente para garantir a convergência do método.
Teorema 3.11 [14] Se A = [ai;j ] 2 Cnn for uma matriz de diagonal estritamente domi-
nante por linhas (ou por colunas), então o método iterativo de Gauss-Seidel é convergente.
Demonstração. Seja M 1N = (D   E) 1 F 2 Cnn a matriz iteração do método
iterativo de Gauss-Seidel, onde D; E e F 2 Cnn estão denidas como anteriormente.
Assim, M 1N  = max
y 6=0
M 1Ny
jjyjj ;
para y = [y1y2    yn]T 2 Cn1; y 6= 0:
Para z =M 1Ny = [z1z2    zn]T 2 Cn1 tem-se
Mz = Ny
ou seja
zi =  
nX
j=i+1
ai;jyj +
i 1X
j=1
ai;jzj
ai;i
;
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com ai;i 6= 0 e qualquer i 2 f1; : : : ; ng e portanto
jzij 
nX
j=i+1
jai;j j
jai;ij jyj j+
i 1X
j=1
jai;j j
jai;ij jzj j

nX
j=i+1
jai;j j
jai;ij jjyjj1 +
i 1X
j=1
jai;j j
jai;ij jjzjj1 ; (3.9)
para qualquer i 2 f1; : : : ; ng :
Sejam k 2 f1; : : : ; ng tal que jzkj = jjzjj1 ; i =
nX
j=i+1
jai;j j
jai;ij 2 R e i =
i 1X
j=1
jai;j j
jai;ij 2 R; com
ai;i 6= 0 e i 2 f1; : : : ; ng :
De (3:9) vem
jzij  i jjyjj1 + i jjzjj1 ; i 2 f1; : : : ; ng
e portanto
jzkj = jjzjj1  k jjyjj1 + k jjzjj1
ou seja
jjzjj1 
k
1  k jjyjj1  maxi2f1;:::;ng

i
1  i

jjyjj1 :
Como por hipótese, a matriz é de diagonal estritamente dominante por linhas,
jjzjj1 < jjyjj1
pois 1  i > i; i 2 f1; : : : ; ng e y 2 Cn1; y 6= 0:
Conclui-se então que M 1N 1 < 1;
ou seja, pelo Teorema 3.9 o método iterativo de Gauss-Seidel é convergente, nas condições
apresentadas.
Analogamente se mostra que se A = [ai;j ] 2 Cnn for uma matriz de diagonal estritamente
dominante por colunas, então o método iterativo de Gauss-Seidel é convergente.
3.4 Decomposições Matriciais
Neste ponto são estudadas decomposições de uma matriz A 2 Cnn, por forma a estabelecer
condições necessárias e sucientes para a convergência de matrizes iteração e, consequente-
mente, para a convergência dos respectivos métodos iterativos.
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O estudo de decomposições de matrizes teve a sua origem através da teoria das decom-
posições regulares, introduzidas por Varga [16], em 1960, tendo sido estendido a outros tipos
de decomposições pelo mesmo autor, em 1973. Alguns teoremas de comparação para de-
composições regulares de matrizes monótonas, apresentados na parte nal desta secção, têm
contribuído para a análise da convergência de alguns métodos iterativos para a resolução de
sistemas de equações lineares.
Denição 3.12 Seja A 2 Cnn: Uma decomposição da matriz A designa-se convergente se
o respectivo método iterativo o for.
Algumas propriedades gerais de uma decomposição A = M   N (não necessariamente
convergente), são dadas no próximo teorema.
Teorema 3.13 [17] Seja A =M  N uma decomposição de A 2 Cnn: Se A é não singular
então
M 1NA 1 = A 1NM 1; (3.10)
as matrizes M 1N e A 1N comutam e as matrizes NM 1 e NA 1 comutam também.
Demonstração. Da Denição 3.1, tem-se
M 1 = A 1
 
In +NA
 1 1 (3.11)
e (3.12)
M 1 =
 
In +A
 1N
 1
A 1: (3.13)
Multiplicando, à direita, ambos os termos da igualdade (3:11) por In +NA 1 tem-se
A 1 = M 1
 
In +NA
 1
= M 1 +M 1NA 1; (3.14)
e multiplicando, à esquerda, ambos os termos da igualdade (3:13) por In +A 1N obtém-se
A 1 =
 
In +A
 1N

M 1
= M 1 +A 1NM 1; (3.15)
e portanto (3:10) ca vericada:
Assim, usando a igualdade (3:10) e multiplicando por N à direita tem-se,
M 1NA 1N = A 1NM 1N: (3.16)
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Analogamente, multiplicando a igualdade (3:10) por N à esquerda obtém-se
NM 1NA 1 = NA 1NM 1;
concluindo-se o pretendido.
Do teorema anterior pode deduzir-se o seguinte resultado.
Corolário 3.14 [17] Seja A =M  N uma decomposição de A 2 Cnn: Se A é matriz não
singular então as matrizes M 1N e A 1N (ou NM 1 e NA 1) têm os mesmos vectores
próprios.
Demonstração. Mostre-se que M 1N e A 1N têm os mesmos vectores próprios.
A prova de que NM 1 e NA 1 têm os mesmos vectores próprios é feita com argumentos
análogos.
Como A =M  N ,
M 1N = (A+N) 1N:
De (3:13) ;
M 1N =
 
In +A
 1N
 1  
A 1N

: (3.17)
Seja x 6= 0 um vector próprio de A 1N correspondente a um valor próprio  2   A 1N :
Assim,  
A 1N

x = x
e portanto, de (3:17)  
M 1N

x =

1 + 
x , com 1 +  6= 0 e x 6= 0: (3.18)
Repare-se que 1 +  6= 0 é vericado uma vez que 1 +  é valor próprio de In +A 1N; que é
uma matriz não singular.
Assim, de (3:18) conclui-se que x 6= 0 é também vector próprio de M 1N correspondente
ao valor próprio  2   M 1N da forma:
 =

1 + 
,  2   A 1N : (3.19)
A partir da relação (3:19) estabelecida entre os valores próprios das matrizes M 1N e
A 1N , enuncia-se o seguinte corolário.
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Corolário 3.15 [17] Seja A =M  N uma decomposição de A 2 Cnn: Se A é matriz não
singular e r e r são valores próprios das matrizes M
 1N e A 1N; respectivamente, então
r =
r
1 + r
; r 2 f1; : : : ; ng : (3.20)
Nas condições do Corolário 3.15 e pela relação determinada em (3:20) ; pode concluir-se
o seguinte resultado.
Corolário 3.16 [17] Seja A =M  N uma decomposição de A 2 Cnn: Se A é matriz não
singular e r e r são valores próprios das matrizes M
 1N e A 1N; respectivamente, com
r =
r
1 + r
; r 2 f1; : : : ; ng ; (3.21)
então se r 2 R, r 2 R (e vice-versa) e se r 2 C então r 2 C (e vice-versa).
Os próximos resultados permitem estudar a convergência de decomposições matriciais e,
consequentemente, dos métodos iterativos associados.
Teorema 3.17 [17] Sejam A = M  N uma decomposição de A 2 Cnn; onde A é matriz
não singular, r e r são valores próprios das matrizes M
 1N e A 1N respectivamente, e
suponha-se que o espectro da matriz A 1N é complexo, onde
r = ar + bri 2 
 
A 1N

(3.22)
e
r+1 = ar   bri 2 
 
A 1N

:
Então a decomposição anterior é convergente se e só se
ar (1 + ar) + b
2
r
(1 + ar)
2 + b2r
2
+

br
(1 + ar)
2 + b2r
2
< 1, (3.23)
ar; br 2 R; para qualquer r 2 f1; 3; 5; : : : ; n  1g :
Demonstração. Pela relação (3:20),
r =
r
1 + r
; r 2 f1; : : : ; ng
onde r 2 
 
M 1N

e r 2 
 
A 1N

:
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Assim, por (3:22), reescreve-se
r =
ar + bri
1 + ar + bri
=
ar (1 + ar) + b
2
r
(1 + ar)
2 + b2r
+
br
(1 + ar)
2 + b2r
i
e
r+1 =
ar   bri
1 + ar   bri
=
ar (1 + ar) + b
2
r
(1 + ar)
2 + b2r
  br
(1 + ar)
2 + b2r
i:
Ora a decomposição é convergente se e só se

 
M 1N

< 1; (3.24)
ou seja
max
r2(M 1N)
(s
ar (1 + ar) + b2r
(1 + ar)
2 + b2r
2
+

br
(1 + ar)
2 + b2r
2)
(3.25)
< 1, para qualquer r 2 f1; 3; 5; : : : ; n  1g
e portanto, 
ar (1 + ar) + b
2
r
(1 + ar)
2 + b2r
2
+

br
(1 + ar)
2 + b2r
2
< 1; (3.26)
para qualquer r 2 f1; 3; 5; : : : ; n  1g ; cando garantida a equivalência das condições de
convergência da decomposição e da desigualdade (3:26) :
De seguida apresentam-se dois casos particulares do teorema anterior.
Corolário 3.18 [17] Seja A =M N uma decomposição de A 2 Cnn onde A é matriz não
singular e r e r são valores próprios das matrizes M
 1N e A 1N respectivamente. Se o
espectro de A 1N é real, então a decomposição é convergente se e só se
r >  1
2
, para qualquer r 2 f1; : : : ; ng :
Demonstração. Condição necessária
A decomposição é convergente se 
 
M 1N

< 1 ou seja
jrj < 1, para qualquer r 2 
 
M 1N

; e portanto, para r 2 
 
A 1N

;
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 1 < r
1 + r
< 1
concluindo-se que
r >  1
2
, para qualquer r 2 f1; :::; ng :
Condição suciente
Trivial.
Corolário 3.19 [17] Sejam A =M  N uma decomposição de A 2 Cnn, onde A é matriz
não singular e r e r valores próprios das matrizes M
 1N e A 1N respectivamente. Se o
espectro de A 1N é complexo e contém os imaginários puros
r = bri
r+1 =  bri
então a decomposição é convergente.
Demonstração. Para este caso, de (3:23) tem-se,
b2r
1 + b2r
< 1, para qualquer br 2 R
o que pelo Teorema 3:17; implica a convergência da decomposição da matriz A 2 Cnn:
Na análise de convergência de métodos iterativos, a teoria de Perron-Frobenius para
matrizes não negativas representa um papel muito importante. Esta teoria fornece, como já
se viu no Capítulo 2, resultados que dizem respeito aos valores próprios e vectores próprios de
matrizes não negativas. Assim, considerando uma decomposição de A 2 Rnn; A =M N 2
Rnn onde A e M são não singulares e se M 1N e A 1N forem não negativas temos a
garantia que essa decomposição é convergente. Apresenta-se então o seguinte teorema.
Teorema 3.20 [17] Seja A = M   N uma decomposição da matriz A 2 Rnn onde A
é matriz não singular. Se ambas as matrizes M 1N e A 1N são não negativas, então a
decomposição é convergente e

 
M 1N

=

 
A 1N

1 +  (A 1N)
:
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Mais, todos os valores próprios r = ar+bri 2 C da matriz A 1N se existirem, satisfazem
a desigualdade 
ar (1 + ar) + b
2
r
(1 + ar)
2 + b2r
2
+

br
(1 + ar)
2 + b2r
2
 2  M 1N < 1 (3.27)
e todos os valores próprios t 2 R da matriz A 1N; se existirem, satisfazem a desigualdade
  
 
M 1N

1 +  (M 1N)
 t 

 
M 1N

1   (M 1N) :
Demonstração. Como M 1N e A 1N são matrizes não negativas, pelo Teorema 2:19,
Teorema de Perron-Frobenius para matrizes não negativas, conclui-se que

 
M 1N

= 1 2 
 
M 1N

e

 
A 1N

= 1 2 
 
A 1N

onde 1 e 1 são valores próprios não negativos das respectivas matrizes.
Por outro lado, as condições do Corolário 3:15 são vericadas e, portanto a igualdade
(3:20) é válida para qualquer valor próprio e tem-se

 
M 1N

=

 
A 1N

1 +  (A 1N)
< 1:
Assim, a decomposição da matriz A é convergente.
Como jrj  1 = 
 
M 1N

; para qualquer r 2 f2; : : : ; ng então os valores próprios
complexos de A 1N satisfazem a desigualdade (3:27) :
No caso dos valores próprios reais t de A 1N; pelo Corolário 3.18 tem-se que t >  12
ou seja 1 + t > 0: Mais, da desigualdade
jtj  1; para qualquer t 2 f1; : : : ; ng ;
e, ainda, da igualdade (3:20) pode-se escrever
   M 1N  t = t1 + t    M 1N (3.28)
que é equivalente a
  
 
M 1N

1 +  (M 1N)
 t 

 
M 1N

1   (M 1N) ; t 2 f1; : : : ; ng .
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3.4.1 Decomposições Regulares, Decomposições Regulares Fracas eMonoto-
nia
Nesta secção apresentam-se caracterizações de dois tipos de decomposições de uma matriz
relacionadas com propriedades espectrais das matrizes iteração e com a monotonia da matriz.
Algumas dessas caracterizações vão permitir estudar a convergência dos respectivos métodos
iterativos, o que é equivalente a estudar a convergência das decomposições.
Até agora, algumas das decomposições matriciais estudadas referiam-se a matrizes com
entradas em C: Nesta secção, serão estudadas decomposições regulares e decomposições re-
gulares fracas de matrizes reais.
Dene-se, então, decomposição regular e decomposição regular fraca de uma dada matriz
A 2 Rnn:
Denição 3.21 Sejam A; M; N 2 Rnn: Então a decomposição A =M  N é designada
a) decomposição regular de A se M é não singular com M 1  O; isto é se M é matriz
monótona e N  O;
b) decomposição regular fraca de A se M é não singular com M 1  O; isto é se M é
matriz monótona e M 1N  O:
Observe-se, através do seguinte exemplo, que apesar de uma decomposição regular de
A 2 Rnn ser uma decomposição regular fraca de A; o recíproco não é verdadeiro em geral.
Exemplo 3.22 Seja A 2 R22 da seguinte forma:
A =
24 1  1
 12 1
35 =M  N =
24 1   (1 + )
 12 1 + 
35 
24 0  
0 
35 ;  2 0; 1
3

: (3.29)
Desta forma, M é não singular e M 1 é dada por:
M 1 =
24 2 2
1
1+
2
1+
35  O:
Por outro lado,
M 1N =
24 0 0
0 1+
35  O;
concluindo-se que a decomposição (3:29) é decomposição regular fraca de A:
Repare-se também que (3:29) não é decomposição regular de A pois não se verica N  O:
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Estudar-se-ão resultados sobre decomposições regulares que, posteriormente, serão esten-
didos a decomposições regulares fracas.
O próximo teorema garante que uma decomposição regular de uma matriz monótona é
convergente.
Teorema 3.23 [16] Seja A =M N 2 Rnn uma decomposição regular da matriz A: Então,
A é monótona se e só se 
 
M 1N

< 1 onde

 
M 1N

=

 
A 1N

1 +  (A 1N)
: (3.30)
Demonstração. Condição necessária
Por hipótese, como A =M N 2 Rnn é uma decomposição regular da matriz A; M 1 
O e N  O logo M 1N  O: Por outro lado, dado que A é monótona verica-se também
A 1N  O: Assim, pelo Teorema 3.20 obtém-se o pretendido.
Condição suciente
Como A = M   N é decomposição regular de A; M é não singular com M 1  O e
N  O:
Assim,
M 1A = In  M 1N ,
onde M 1N  O, pela Proposição 2.1.
Suponha-se que 
 
M 1N

< 1:
Tendo em conta que
A =M
 
In  M 1N

; (3.31)
conclui-se que A é matriz não singular uma vez que M e In   M 1N são matrizes não
singulares.
Prove-se agora que A 1  O:
Pelo Teorema 2:42; uma vez queM 1N  O e   M 1N < 1; In M 1N é não singular
e  
In  M 1N
 1  O:
Por outro lado, de (3:31) ;
A 1 =
 
In  M 1N
 1
M 1  O; (3.32)
pela Proposição 2.1.
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O Teorema 3.27 permitirá estabelecer uma condição necessária e suciente para a monoto-
nia de A 2 Rnn; quando a decomposição de uma matriz PA; com P 2 Rnn não singular e
não negativa é regular fraca, relacionada com a convergência do respectivo método iterativo.
O próximo lema, útil na demonstração de teoremas que se irão apresentar, refere que o
produto de matrizes monótonas é também uma matriz monótona.
Lema 3.24 O produto de duas matrizes monótonas é, ainda, uma matriz monótona.
Demonstração. Sejam A, B 2 Rnn duas matrizes monótonas.
Assim, A e B são não singulares, A 1  O e B 1  O, pelo Teorema 2.43.
Desta forma, AB 2 Rnn é não singular e
(AB) 1 = B 1A 1  O
pela Proposição 2.1, o que garante que AB é monótona.
Lema 3.25 [2] Uma matriz A 2 Rnn é monótona se e só se existem matrizes não negativas
P; Q tais que PAQ é monótona.
Demonstração. Condição necessária
Suponha-se que A é matriz monótona.
Escolhendo P = Q = In; tem-se que P  O; Q  O e
PAQ = A;
concluindo-se que PAQ é monótona.
Condição suciente
Suponha-se agora que a matriz PAQ é monótona com P  O e Q  O:
Assim, (PAQ) 1  O e
A 1 = Q (PAQ) 1 P  O; pela Proposição 2:1:
Observação 3.26 Repare-se que, da mesma forma, e para a mesma escolha, PQA e APQ
são também matrizes monótonas.
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Teorema 3.27 [2] Sejam A; P 2 Rnn: A seguinte decomposição regular fraca
PA =M  N; (3.33)
onde P é não singular e não negativa, é convergente se e só se A é matriz monótona.
Demonstração. Condição necessária
Suponha-se que a decomposição (3:33) é convergente.
Desta forma, pela Denição 3.12 e pelo Teorema 3:8;

 
M 1N

< 1:
Assim, e dado que M 1N  O; o Teorema 2.42 implica a monotonia de
In  M 1N =M 1PA: (3.34)
Pelo Lema 3.25 e, em particular, pela Observação 3.26, A é monótona dado que M 1  O e
P  O:
Condição suciente
Considere-se que A 2 Rnn é matriz monótona.
Pela Observação 2.50, garante-se a existência de um vector positivo v = [v1    vn]T 2
Rn1 tal que
Av > 0:
De (3:34) ; dado que P  O e M 1  O; 
In  M 1N

v =M 1PAv > 0; com v > 0: (3.35)
Considerando
V = diag (v1; : : : ; vn) ; (3.36)
tem-se, obviamente,
V  = v;
para  = [1    1]T 2 Rn1 e, portanto, de (3:35) ; 
In  M 1N

V  = M 1PAv
V  1
 
In  M 1N

V  = V  1M 1PAv (3.37)
concluindo-se que,  
In   V  1M 1NV

 = V  1M 1PAv > 0: (3.38)
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Assim, tem-se V  1M 1NV 1 < 1:
Por outro lado, pela semelhança das matrizes M 1N e V  1M 1NV e pela Proposição 1.24,

 
M 1N

= 
 
V  1M 1NV

 V  1M 1NV 1
< 1 ,
concluindo-se, nalmente, pela Denição 3.12, que a decomposição regular fraca (3:33) será
convergente.
Apesar da indiscutível utilidade do Teorema 3.27 no estudo da monotonia de matrizes,
será mais conveniente, na prática, a utilização dos seguintes resultados que apenas se referem
a determinadas condições sucientes.
Teorema 3.28 [2] Sejam A; P; Q 2 Rnn e
PAQ =M  N (3.39)
uma decomposição regular fraca com P e Q matrizes não negativas e não singulares.
Então A é matriz monótona se existe um vector positivo v = [v1    vn]T 2 Rn1 tal que ou
M 1PAQv > 0
ou
vTM 1PAQ > 0:
Demonstração. Pelo Lema 3.25, a monotonia de A é equivalente à monotonia de PAQ
com P  O e Q  O e pelo Teorema 3.27, para Q = In; a matriz A é monótona se

 
M 1N

< 1:
Suponha-se então que existe v > 0 tal que
M 1PAQv > 0:
Assim, de (3:39) ; e porque M 1N  O,
0 M 1Nv =  In  M 1PAQ v < v;
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e, para V = diag (v1; : : : ; vn) com V  = v e  = [1    1]T 2 Rn1 tem-se,
0 M 1NV  < V 
ou seja
0  V  1M 1NV  < 
o que signica que V  1M 1NV 1 < 1:
Tendo em conta a semelhança das matrizes V  1M 1NV e M 1N e pela Proposição 1.24,
1 >
V  1M 1NV 1    V  1M 1NV  =   M 1N
e portanto, pelo Teorema 3.27, A é matriz monótona.
Analogamente, considerando a existência de v > 0 tal que
vTM 1PAQ > 0;
vem
0  vTM 1N = vT  In  M 1PAQ < vT
donde
TVM 1NV  1 < T
ou seja, VM 1NV  1
1
< 1
e portanto, tendo em conta a Proposição 1.24,
1 >
VM 1NV  1
1
   VM 1NV  1 =   M 1N ;
concluindo-se, pelo Teorema 3.27, que A 2 Rnn é matriz monótona.
Do Teorema 3.28, pode deduzir-se um critério de comparação de monotonia.
Corolário 3.29 [2] Sejam A; B1; B2 2 Rnn tais que
B1  A  B2 (3.40)
onde B1 e B2 são matrizes monótonas.
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Então A é monótona e
B 12  A 1  B 11 : (3.41)
Em particular, B 12 1  A 11  B 11 1 :
Demonstração. Prove-se, em primeiro lugar, que A é matriz monótona.
A partir de (3:40) ; pode construir-se a seguinte decomposição regular de A,
A = B2  R2 (3.42)
com R2  O e B2 monótona por hipótese.
Assim, pelo Teorema 3.28, bastará encontrar um vector positivo v = [v1    vn]T 2 Rn1
tal que,
B 12 Av > 0
ou seja dada a monotonia de B2; B 12  O pelo Teorema 2.43, e portanto procura-se v > 0
tal que
Av > 0:
Em particular, pela Observação 2.50, existe v > 0 tal que
B1v > 0
e, dado que B1  A conclui-se
0 < B1v  Av;
ou seja A monótona.
Mostre-se agora que
B 12  A 1:
De (3:42) tem-se
A 1 =
 
In  B 12 R2
 1
B 12 ;
onde B 12 R2  O e, pelo Teorema 3.27, para P = In;

 
B 12 R2

< 1
o que implica que, pelo Teorema 2.41,
 
In  B 12 R2
 1
=
1X
k=0
 
B 12 R2
k  In:
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Assim, A 1  B 12 :
Para mostrar que A 1  B 11 procede-se de forma semelhante.
Por m, a partir de (3:41) ; tendo em conta a monotonia das matrizes A; B1, B2 2
Rnn conclui-se facilmente que
B 12 1  A 11  B 11 1 :
De seguida, estudam-se resultados que apresentam condições sucientes para a monotonia
de determinadas classes de matrizes muito especícas relacionadas com as aplicações que serão
estudadas no Capítulo 4 deste trabalho.
O próximo lema será necessário para a demonstração do Teorema 3.31.
Lema 3.30 [2] Seja U = [ui;j ] 2 Rnn uma matriz triangular superior da forma
ui;i = x; i 2 f1; : : : ; ng
ui;i+1 =  y; i 2 f1; : : : ; n  1g
ui;i+2 = z; i 2 f1; : : : ; n  2g
ui;j = 0; j < i ou j  i+ 3;
onde x; y; z > 0 e y2  4xz: Então U é monótona.
Demonstração. Seja U 2 Rnn uma matriz triangular superior nas condições apresen-
tadas.
Para mostrar a monotonia de U considerem-se V; W 2 Rnn matrizes triangulares supe-
riores onde
W = T (0; r; 1) ; r > 0
V = T (0; ; ) ; ;  > 0:
Obtém-se então
VW = F (0; 0; r;    r; ) ; r; ;  > 0:
Escolham-se os parâmetros r; ;  de tal forma que VW = U:
Obtém-se, então, o sistema de equações
r = x ^  + r = y ^  = z;
3.4. DECOMPOSIÇÕES MATRICIAIS 81
a partir do qual se obtém  = xr onde r é a raiz da equação quadrática
zr2   yr + x = 0
que apenas terá soluções reais positivas se y2  4xz:
Sejam W e V valores próprios das matrizes W e V; respectivamente.
Assim,
W = r > 0 e V =  > 0:
Logo, pelo Teorema 2.49, W e V são matrizes monótonas.
Desta forma, pelo Lema 3.24, VW é matriz monótona, ou seja U é matriz monótona.
Teorema 3.31 [2] Seja A 2 Rnn uma matriz pentadiagonal simétrica da forma
A = F (; ; ; ; );
com ; ;  > 0 e
+ 2
2
   2 (+ )
r


: (3.43)
Então A é monótona.
Demonstração. Para mostrar a monotonia da matriz A 2 Rnn, mostre-se que são
vericadas as condições de hipótese do Teorema 3.28.
Assim, mostre-se, em primeiro lugar, que existe uma decomposição regular fraca de A:
Para tal, considere-se a matriz monótona M 2 Rnn tal que A M e
M = UT [diag (; : : : ; )] 1 U 2 Rnn;
onde
U = F (0; 0; ; y; ) 2 Rnn; ; y;  > 0
e
UT = F (; y; ; 0; 0) 2 Rnn; ; y;  > 0 :
Repare-se que ao garantir A M nas condições apresentadas, garante-se também que
A =M  N
para alguma matriz N 2 Rnn; N  O com M não singular, M 1  O e M 1N  O:
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Pelo Lema 3.30, a matriz U é monótona se se vericar
y2  4: (3.44)
Assim,
M =
26666666666666666664
  y  0          0
 y y2+2  y+y  0       0
  y+y 
2+y2+2

. . . . . . . . . . . .
...
0 
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . . 0
...
...
. . . . . . . . . 
2+y2+2
  y+y 
...
...       . . .  y+y y
2+2
  y
0          0   y 
37777777777777777775
;
concluindo-se que
M  F

; y

1 +



; ; y

1 +



; 

 F (; ; ; ; ) = A
desde que se verique (3:44) e
  y

1 +



 2
r


(+ ) :
Por outro lado, as matrizes UT ; [diag (; : : : ; )] 1 e U são monótonas o que, pelo Lema 3.24,
implica que a matriz M seja monótona.
Seja g = [g1    gn]T 2 Rn1 com gi = i (n  i+ 1) ; i 2 f1; : : : ; ng : Assim,
gi > 0; para qualquer i 2 f1; : : : ; ng :
Para mostrar que Ag > 0, considere-se a matriz A escrita da seguinte forma
A = T ( ; 2; ) + diag (  2; : : : ;   2) + F (; 0; 0; 0; ) ; com ; ;  > 0
e
Ag = T ( 1; 2; 1) g + diag (  2; : : : ;   2) g + F (; 0; 0; 0; ) g: (3.45)
De (3:43) ; tem-se

2
+   (2+ 2)
r
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o que permite concluir que  > .
Além disso, dado que

2
+  

2 + 2


p
;
obtém-se
+  > 2
p
:
Assim, novamente de (3:43) ; tem-se
 > 4: (3.46)
Por outro lado,
gi 2 = (i  2) (n  i+ 3) e
gi+2 = (i+ 2) (n  i  1) ; i 2 f3; : : : ; n  2g :
Assim,
gi 2 + gi+2 = 2i(n  i+ 1)  8 = 2gi   8; i 2 f3; : : : ; n  2g :
Tem-se também, a partir da denição do vector g 2 Rn1; que
T ( 1; 2; 1) g = 2;
para  = [1    1]T 2 Rn1:
De (3:45) e (3:46) vem, para  = [1    1]T 2 Rn1;
Ag  2 (   4)  + (+ 2   2) g > 0:
Como Ag > 0; também M 1Ag > 0; logo pelo Teorema 3.28, A é monótona.
3.4.2 Teoremas de Comparação
Considerem-se agora duas decomposições regulares de uma matriz monótona A 2 Rnn;
A =M1  N1 =M2  N2;
com M1; M2; N1; N2 2 Rnn:
Comparam-se os raios espectrais das matrizes M 11 N1 e M
 1
2 N2 através dos designados
teoremas de comparação.
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Lema 3.32 [16] Seja A 2 Rnn e
A =M1  N1 =M2  N2 (3.47)
duas decomposições regulares da matriz A onde A é monótona: Assim, se N2  N1 então
M 11 M 12 :
Demonstração. Uma vez que N2  N1 então N2  N1  O.
Por outro lado, por (3:47) ;
N2  N1 =M2  M1  O:
Como por hipótese, (3:47) são decomposições regulares da matriz A, M1 e M2 são matrizes
não singulares com
M 11  O e M 12  O (3.48)
e portanto
M2  M1 =M1
 
M 11  M 12

M2  O:
Assim, por (3:48) ;
M 11 M1
 
M 11  M 12

M2M
 1
2  O:
Logo
M 11  M 12  O ou seja
M 11  M 12 :
O próximo teorema representa um primeiro tipo de teorema de comparação, desenvolvido
por Woznicki, [17], em 1994.
Teorema 3.33 [17] Seja A 2 Rnn e
A =M1  N1 =M2  N2
duas decomposições regulares de A; onde A é uma matriz monótona: SeM 11 M 12 então,
0    M 11 N1    M 12 N2 < 1
Em particular, se M 11 > M
 1
2 e A
 1 > O; então
0 < 
 
M 11 N1

< 
 
M 12 N2

< 1:
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Demonstração. Uma vez que M 11 M 12  O;
(A+N1)
 1  (A+N2) 1  O;
o que permite concluir que
A 1N2A 1  A 1N1A 1  O: (3.49)
Além disso, uma vez que por hipótese, N1  O e N2  O; tem-se de (3:49) ;
A 1N2A 1N1 
 
A 1N1
2  O (3.50)
e  
A 1N2
2  A 1N1A 1N2  O: (3.51)
Das desigualdades (3:50) ; (3:51) e do Corolário 2.5,
2
 
A 1N2
    A 1N1A 1N2 =   A 1N2A 1N1  2  A 1N1 ;
concluindo-se que

 
A 1N2
    A 1N1 :
Assim, pelo Teorema 3.23, vem
0    M 11 N1    M 12 N2 < 1:
No caso de M 11 > M
 1
2 e A
 1 > O obtém-se, por argumentos análogos,
0 < 
 
M 11 N1

< 
 
M 12 N2

< 1:
Com o próximo teorema, apresenta-se um novo tipo de teorema de comparação cuja
demonstração é consequência dos dois resultados anteriores.
Teorema 3.34 [16] Seja A 2 Rnn e
A =M1  N1 =M2  N2
duas decomposições regulares de A onde A é monótona: Se N2  N1  O; então
0    M 11 N1    M 12 N2 < 1: (3.52)
Mais, se A 1 > O e se N2  N1  O; com igualdade excluida ou seja nem N1 nem
N2  N1 são a matriz nula, então
0 < 
 
M 11 N1

< 
 
M 12 N2

< 1: (3.53)

Capítulo 4
Aplicações
Neste capítulo, alguns resultados apresentados anteriormente são aplicados para mostrar a
monotonia de algumas matrizes que resultam da discretização, através de diferenças nitas, de
problemas de valor de fronteira para equações diferenciais ordinárias, permitindo determinar
majorantes na norma de máximo das suas inversas, possibilitando a estimativa do erro de
discretização.
A abordagem efectuada baseia-se na exposta por Axelsson e Kolotilina em [2].
4.1 Generalidades
Uma equação diferencial ilustra a relação de determinadas alterações em funções. Essas
alterações são apresentadas em ordem a variáveis como o tempo, posição, temperatura, etc.
Apresenta-se então, de seguida, a denição de equação diferencial.
Denição 4.1 Uma equação diferencial é uma equação que relaciona uma função com uma
ou mais das suas derivadas.
Denição 4.2 Uma equação diferencial ordinária (ODE) é uma equação que envolve derivadas
em ordem a uma única variável (variável independente).
Denição 4.3 A ordem de uma equação diferencial é a maior ordem da(s) derivada(s) na
equação.
Dada uma equação diferencial ordinária, denem-se condições de fronteira da seguinte
forma.
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Denição 4.4 Seja uma equação diferencial ordinária denida num intervalo 
 = [c; d]
(onde ambos os limites c e d podem ser innitos). Designam-se condições de fronteira,
denidas em @
 = fc; dg ; como condições que garantem a unicidade da solução.
Observação 4.5 Em geral, existem n condições de fronteira para uma dada equação dife-
rencial ordinária de ordem n:
Designam-se por problemas de valor de fronteira as equações diferenciais ordinárias de
ordem n denidas num domínio fechado x 2 [c; d] com condições de fronteira da forma
u(j) (c) e u(j) (d) ; para qualquer j 2 f0; : : : ; n  1g ;
onde u(j) representa a derivada de ordem j da função u:
A obtenção da solução de uma equação diferencial pode passar por um processo de dis-
cretização da equação diferencial, dando origem a um sistema de equações algébricas, cuja
resolução permite a obtenção de uma solução aproximada. Os processos mais comuns são
os métodos de diferenças nitas, de elementos nitos, de volume nito e métodos espectrais.
Torna-se compreensível que qualquer processo de discretização da equação diferencial produz
um determinado erro. Também, o processo para obtenção da solução do sistema de equações
algébricas pode, igualmente, produzir um certo erro, que é desprezável em comparação com
o erro cometido no processo de discretização.
Considerando
Lu = f
uma equação diferencial, onde L representa um operador diferencial, f uma função dada e u
a solução da equação diferencial, então
Lhuh = fh (4.1)
é designada por equação diferencial discretizada, onde Lh é um operador linear (de diferenças)
discreto, aproximação discreta de L, fh uma aproximação discreta de f e uh a solução da
equação (4:1).
Para o que se segue é necessário o conceito de malha de um intervalo 
 = [c; d] ; com
c; d 2 R como sendo um conjunto de pontos 
h = fx0; x1; : : : ; xn+1g ; designados nós da
malha, se
c = x0 < x1 < : : : < xn+1 = d:
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As distâncias
hi+ 1
2
= xi+1   xi; i 2 f0; 1; : : : ; ng
designam-se por espaçamentos nodais.
Neste sentido,
hi  1
2
= xi   xi 1; i 2 f1; : : : ; n+ 1g ;
representará o espaçamento nodal imediatamente anterior.
Se estas distâncias forem iguais, diz-se que a malha é uniforme. Caso contrário, a malha
designa-se não uniforme.
O valor da solução aproximada uh no nó xi representar-se-á por ui; ou seja, ui = uh (xi) :
O valor da solução exacta u nesse nó, xi; será representado por u (xi) :
Os operadores de diferenças introduzidos no presente trabalho são operadores monótonos
ou seja, se Lhv  0 então v  0 onde v é uma função denida em 
h: Note-se que um operador
monótono é não singular e em termos matriciais corresponde a matrizes monótonas.
Apresenta-se, de seguida, a denição de erro de discretização e erro de truncatura.
Denição 4.6 Designa-se por erro de discretização, eh, a diferença entre a solução exacta
da equação diferencial e a solução aproximada obtida após discretização, isto é,
eh = u  uh:
Designa-se, ainda, por erro de truncatura, denotando-se por ET ; ao valor
ET = Lhu  fh:
O erro de truncatura é originado, portanto, pela substituição da solução exacta na equação
diferencial discretizada.
Repare-se como se pode obter uma estimativa para esse erro de discretização (observe-se
que se a solução da equação diferencial, u, coincidir com a solução da equação diferencial
discretizada uh; o erro de discretização é nulo). De facto, pode-se escrever,
eh = L
 1
h (Lhu  fh) ;
de onde, pelo axioma da submultiplicidade, (1:3), pelo Lema de Barreira, Lema 2.52, e tendo
em conta a monotonia de Lh;
jjehjj1 
L 1h 1 jjLhu  fhjj1
 1

jjLhu  fhjj1 ;
90 CAPÍTULO 4. APLICAÇÕES
onde  é denido como no Lema 2.52:
Desta forma, o Lema de Barreira, Lema 2.52, permite obter uma estimativa do erro de
discretização cometido uma vez que a matriz de discretização, a matriz correspondente ao
operador linear de diferenças, é monótona.
4.2 Problemas de Valor de Fronteira de Dois Pontos
4.2.1 Exemplo Um
Considere-se o seguinte problema de valor de fronteira8<:   [a (x)u0]
0 = g (x) ; x 2 ]0; 1[
u (0) = u (1) = 0
; (4.2)
onde a > 0; a 2 C1 [0; 1] : Para discretizar este problema vai utilizar-se uma malha não
uniforme, com nós xi; i 2 f0; : : : ; n+ 1g ; onde
x0 = 0 e xn+1 = 1
e espaçamentos nodais
hi+ 1
2
= xi+1   xi; i 2 f0; : : : ; ng ou
hi  1
2
= xi   xi 1; i 2 f1; : : : ; n+ 1g :
Estabelece-se ainda que
ai  a (xi) ; ai 1
2
 a

xi 1
2

; onde xi 1
2
=
xi + xi1
2
:
Considere-se, para cada nó, a seguinte aproximação de diferenças nitas,
  a (x)u00 '  ai+ 12 ui+1 uihi+12   ai  12 ui ui 1hi  12
h
i+12
+h
i  12
2
=  2
a
i  12
hi  1
2

hi+ 1
2
+ hi  1
2
ui 1 + (4.3)
+2
0@ ai+ 12
hi+ 1
2

hi+ 1
2
+ hi  1
2
 + ai  12
hi  1
2

hi+ 1
2
+ hi  1
2

1Aui (4.4)
 2
a
i+12
hi+ 1
2

hi+ 1
2
+ hi  1
2
ui+1; (4.5)
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onde ui ' u (xi) ; i 2 f1; : : : ; ng, ou seja, onde ui representa um valor aproximado de
u (xi) ; i 2 f1; : : : ; ng : Naturalmente u0 = u (0) e un+1 = u (1) :
O problema discreto pode escrever-se
Lhuh = gh
ou de forma equivalente
diag(a1; : : : ; an)Lhuh = diag(a1; : : : ; an)gh;
onde, considerando A = diag(a1; : : : ; an)Lh 2 Rnn, tem-se que
A = 2T
0BB@  ai  12ai
hi  1
2

h
i  12
+ hi+ 1
2
 ;

a
i  12
h
i  12

+

a
i+12
h
i+12

hi  1
2
+ hi+ 1
2
ai; 
ai+ 1
2
ai
hi+ 1
2

h
i  12
+ hi+ 1
2

1CCA ;
para uh = [u1   un]T 2 Rn1 e gh = [g (x1)    g (xn)]T 2 Rn1:
Assim denida, a matriz A = [ai;j ] 2 Rnn é uma Z-matriz, pois ai;j  0 para quaisquer
i; j 2 f1; : : : ; ng com i 6= j: Desta forma, para vericar a sua monotonia, mostre-se pelo
Teorema 2.49 que existe um vector v = [v1    vn]T 2 Rn1; v > 0 tal que Av > 0:
Considere-se, para tal,
vi =
1
2
i 1X
j=0
hj+ 1
2
aj+ 1
2
nX
k=i
hk+ 1
2
ak+ 1
2
> 0; para qualquer i 2 f1; : : : ; ng ;
dado que a > 0 e ht > 0; t 2 Q:
Assim,
(Av)i =
ai
hi  1
2
+ hi+ 1
2
 
hi  1
2
ai  1
2
+
hi+ 1
2
ai+ 1
2
!
> 0;
para qualquer i 2 f1; : : : ; ng ; dado que a > 0:
Nestas condições, pelo Teorema 2.49, A 2 Rnn é uma matriz monótona.
Pelo Lema de Barreira, Lema 2.52,A 11  jjvjj1 ; onde   mini2f1;:::;ng (Av)i :
No caso especial a (x) = 1, verica-se Av = , com  = [1    1]T 2 Rn1 e
vi =
1
2

h 1
2
+ h 3
2
+ : : :+ hi  1
2

hi+ 1
2
+ hi+ 3
2
+ : : :+ hn+ 1
2

=
1
2
xi (1  xi) ; para quaisquer xi 2 [0; 1] , i 2 f1; : : : ; ng :
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Assim sendo,A 11 = A 11 = jjvjj1 = maxxi2[0;1]12xi (1  xi)  18 ; para qualquer i 2 f1; : : : ; ng
ou seja, A 11  18 :
Observe-se que esta majoração é independente da distribuição dos nós na malha.
Relativamente ao erro de discretização neste caso tem-se
jjehjj1 = jju  uhjj1
 1

jjdiag (a1; : : : ; an)Lhu  diag (a1; : : : ; an) ghjj1 :
Tomando  = 8 e a partir do cálculo de um majorante para
jjdiag (a1; : : : ; an)Lhu  diag (a1; : : : ; an) ghjj1 ;
é possível obter uma estimativa para o erro de discretização.
4.2.2 Exemplo Dois
Considere-se, novamente, o problema de valor de fronteira (4:2) do exemplo anterior, com
a (xi) = 1; para qualquer xi 2 [0; 1] ; i 2 f1; : : : ; ng discretizado através de uma malha
uniforme com espaçamento nodal constante e igual a h = 1(n+1) :
Nestas condições, utilizando a seguinte aproximação de diferenças nitas
u00 (xi) '  ui 2 + 16ui 1   30ui + 16ui+1   ui+2
12h2
;
com ui ' u (xi) ; i 2 f1; : : : ; ng ; obtém-se, a partir de (4:2) ;
  ui 2 + 16ui 1   30ui + 16ui+1   ui+2
12h2
= g (xi) ;
ou seja
1
12h2
ui 2   16
12h2
ui 1 +
30
12h2
ui   16
12h2
ui+1 +
1
12h2
ui+2 = g (xi) ;
que corresponde ao seguinte problema discreto
Auh = gh;
com
A =
1
12h2
F (1; 16; 30; 16; 1) ;
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uh = [u1   un]T 2 Rn1 e gh = [g (x1)    g (xn)]T 2 Rn1:
Pretende-se mostrar que A é monótona.
Neste caso o Teorema 3.31 é aplicável, considerando
 = 1;  = 16 e  = 30;
garantindo, assim, que a matriz A é monótona.
O próximo objectivo é estabelecer um majorante para
A 11 :
Considere-se
v = 12h2w (4.6)
onde w = [w1 w2   wn]T 2 Rn1 com wi = i (n  i+ 1) ; i 2 f1; : : : ; ng :
Determinem-se jjvjj1 e 1 > 0; tal que min
i2f1;:::;ng
(Av)i  1:
De (4:6) ; tem-se que
jjvjj1 =
12h2w1 = 12h2 jjwjj1 :
No caso de n ser ímpar
jjwjj1 =
(n+ 1)2
4
;
uma vez que jwij toma o valor máximo para i = n+12 :
Então
jjvjj1 =
12h2 (n+ 1)2
4
:
Por outro lado,
Av = 12h2Aw
=
26666666664
n+ 26
24
...
24
n+ 26
37777777775
;
donde,
Av  24;
para  = [1    1]T 2 Rn1:
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Assim, pelo Lema de Barreira, Lema 2.52,
A 11  12h2 (n+ 1)296
=
1
8
;
com  = 8:
Observe-se que no caso de n ser par, jwij tomará o valor máximo para i = n2 ; obtendo-se,
por argumentos análogos, o mesmo majorante para
A 11 ou sejaA 11  18 :
Desta forma, obtém-se a seguinte estimativa para o erro de discretização
jjehjj1 = jju  uhjj1 
1
8
jjLhu  ghjj1 :
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Índice Terminológico
Collatz-Wielandt
função de, 26
decomposição
convergente, 67
de uma matriz, 60
regular, 73
regular fraca, 73
equação diferencial, 87
erro de discretização, 89
erro de truncatura, 89
malha, 88
ordinária, 87
Gergorin
circunferências de, 38
discos de, 38
região de, 38
Teorema de, 36
grafo
fortemente conexo, 44
orientado, 44
aresta de, 44
vértice de, 44
Lema de Barreira, 57
M matriz, 53
M matriz não singular, 53
método iterativo, 60
convergente, 61
de Gauss-Seidel, 65
de Jacobi, 63
matriz
(0,1), 2
convergente, 13
de diagonal dominante por
colunas, 4
linhas, 4
de diagonal estritamente dominante por
colunas, 4
linhas, 4
grafo de , 45
irredutível, 21
iteração, 61
monótona, 3
não negativa, 3
positiva, 3
redutível, 20
norma
de Frobenius, 7
matricial, 7
induzida, 8
jjj:jjj1, 10
jjj:jjj2, 11
jjj:jjj1, 11
vectorial, 6
vectorial lp, 6
passeio orientado, 44
ciclo, 44
loop, 44
Perron-Frobenius
Teorema de, 30
vector
não negativo, 3
positivo, 3
unitário, 7
Z matriz, 53
Zn, 52
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