Abstract. We present an elementary and conceptual proof that the complex exponential map is chaotic when considered as a dynamical system on the complex plane. (This result was conjectured by Fatou in 1926 and first proved by Misiurewicz 55 years later.) The only background required is a first undergraduate course in complex analysis.
Introduction
Let x 0 be any real number, and consider what happens when we repeatedly apply the function f (x) = e x :
x 0 → e x 0 → e e x 0 → e e e x 0 → . . . .
Clearly this sequence tends rapidly to infinity. Indeed, if x n = e x n−1 denotes the n-th term in the sequence, then x n > 2 n−2 for n ≥ 2. So the process may not appear terribly interesting. However, this changes rather drastically when we replace the real number x 0 by a complex value z 0 and consider the corresponding sequence (1.1) z n . . = e z n−1 (n ≥ 1).
(See Section 2 for a reminder of the definition and properties of the complex exponential function.) We shall refer to this sequence as the orbit of the point z 0 . In contrast to the real case, not every complex orbit tends to infinity: for example, there is a point z 0 ≈ 1.318 + 1.337i such that f (z 0 ) = z 0 , and hence the sequence defined by (1.1) is constant for this starting value.
In fact, things turn out to be extremely complicated:
This means that, by performing arbitrarily small perturbations of our starting point, we can always obtain an orbit that is finite, one that accumulates everywhere and one that eventually leaves every bounded set. In particular, usually the eventual behaviour of a point z 0 under iteration of the exponential map is impossible to predict numerically: when computing the value of f (z 0 ), there will always be a (tiny) numerical error, and Theorem 1.1 shows that this error can change the long-term behaviour of orbits drastically.
This type of phenomenon is often referred to as chaos. It is a typical occurrence in all but the simplest "dynamical systems" (mathematical systems that change over time according to some fixed rule), such as the movement of bodies in the solar system -governed by Newton's laws of gravity -or, indeed, seemingly simple discrete-time processes such as the one we are studying here. There are a number of (inequivalent) definitions of "chaos"; the most widely used, and most appropriate for our purposes, was introduced by Devaney in 1989 [Dev89] . This concept, formally introduced in Definition 2.3 below, captures precisely the topological properties usually associated with chaotic systems. The following result is then a consequence of Theorem 1.1.
Theorem (The exponential map is chaotic).
The exponential map f : C → C; z → e z is chaotic in the sense of Devaney.
Theorem 1.1 is (a reformulation of) a famous theorem of Misiurewicz from 1981 [Mis81] , which confirmed a conjecture stated by Fatou [Fat26] in 1926. Misiurewicz's proof is entirely elementary, but we would not call it easy: it relies on a sequence of explicit estimates on the exponential map, its iterates and their derivatives. Subsequently, an alternative proof was given independently by Baker and Rippon [BR84, Corollary 1] and by Eremenko and Lyubich [EL84] ; see also [EL92] . (According to Eremenko, their research was directly motivated by the desire to give a more conceptual proof of Misiurewicz's theorem.) A third argument is due to Bergweiler et al [BHK + 93] . In all cases, the result arises as part of a more general theorem, and requires a substantial amount of background knowledge in complex analysis and complex dynamics.
The main goal of this note is to give a proof of Theorems 1.1 and 1.2 that is both elementary and conceptual. The only background required is a first undergraduate course in complex function theory, together with some facts from hyperbolic geometry that can be verified in an elementary manner. We shall explain the latter carefully in Section 3, after first reviewing the action of the exponential map on the complex plane in Section 2.
Readers already familiar with this background material can dive in straight in Section 4, where we establish Part 1. of Theorem 1.1: the set I(f ) of starting values z 0 whose orbits (z n ) converge to infinity forms a dense subset of the plane. The proof that we present in detail here was previously outlined in a paper of Mihaljević-Brandt and the second author [MR13, Remark at the end of Section 2]. We emphasize that this is the key step in the proof of Theorems 1.1 and 1.2; indeed, the remaining statements can be obtained by using general methods that were known already to Fatou.
However, we instead derive these additional claims using only elementary properties of the complex exponential function, by further investigating the set I(f ) of "escaping" starting values. In Section 5, we shall see that any small neighbourhood of such a value eventually spreads over virtually the entire complex plane under iteration, which allows us to prove the existence of dense orbits. The same argument is refined in Section 6 to prove that the set of periodic orbits is also dense.
Despite its deceptively simple definition, the escaping set I(f ), which plays such a key role in our proofs, turns out to have a surprisingly complicated and intricate structure. In Section 7, we discuss some recent results regarding this set -largely without detailed proofs -and state an open problem on the dynamics of the exponential map that was posed by Devaney in 1993. The topics covered in this section could be appropriate for advanced undergraduate or early postgraduate projects.
In Section 8, we place the previous results in the general context of the dynamics of a transcendental function of one complex variable. We hope that this note will give readers some insights into the beautiful phenomena one encounters when studying such maps, and serve as an invitation to learn more about this intriguing subject.
Finally, since mathematics is learned best by doing, Section 9 collects a number of exercises for the reader.
Background material: Exponentials, logarithms and chaos
Basic notation. If f : X → X is a self-map of some set X, then we define the n-th iterate of f (for n ≥ 0) by
In particular, f 0 is the identity function: f 0 (x) = x for all x ∈ X. The orbit of a point x 0 is the sequence (x 0 , f (x 0 ), f 2 (x 0 ), . . . ). In the case where f (z) = e z is the complex exponential map, this coincides precisely with the definition in (1.1). A point x ∈ X is periodic if there is some n ≥ 1 such that f n (x) = x. As usual, we shall denote the complex number plane by C. The real part and imaginary part of a complex number z ∈ C are denoted Re z and Im z, respectively -that is, Re(x + iy) = x and Im(x + iy) = y. Furthermore, Arg(z) ∈ (−π, π] denotes the (principal branch of the) argument of z, i.e. the angle that the line segment connecting 0 and z forms with the real axis. Note that Arg(z) is undefined at z = 0 and is continuous only for z / ∈ (−∞, 0). We shall also use the notation C * . . = C \ {0} for the punctured plane. The round disc D δ (z 0 ) of radius δ around a point z 0 ∈ C is defined by D δ (z 0 ) . . = {z ∈ C : |z − z 0 | < δ}, and the unit disc is denoted D . . = D 1 (0). Further notation will be introduced at the appropriate moments.
The complex exponential function. Recall that the complex exponential function is given by (2.1) exp(z) . . = e z = e x · e iy = e x · (cos(y) + i sin(y)), where z = x + iy. It is elementary to check that this map satisfies the Cauchy-Riemann equations, and hence is holomorphic, and that its complex derivative is again given by e z . The representation (2.1) provides the following geometric interpretation of the action of the exponential map (see Figure 1 ), which the reader should keep in mind:
• The function exp maps horizontal lines to radial rays starting at the origin, and vertical lines to concentric circles centered at the origin. The modulus |e z | is large precisely when Re z is large and positive.
• In particular, the right half-plane H . . = {z ∈ C : Re z > 0} is mapped (in an infinite-to one manner) to the outside of the closed unit disc, and the left halfplane is mapped to the punctured unit disc.
• The exponential map is strongly expanding when Re z is large and positive, and strongly contracting when Re z is very negative.
Inverse branches of the complex exponential function. From (2.1), we see that the exponential map takes the complex plane C and spreads it over the punctured plane C * in an infinite-to-one manner. In particular, the function is not injective, and hence does not have a well-defined inverse everywhere. Instead, we need to use branches of the logarithm, i.e. functions that are inverse to suitable restrictions of the exponential map.
If ω = e ζ , then we see from (2.1) that (2.2) Re ζ = log |ω| and Im ζ ≡ Arg ω (mod 2π).
(Here, and throughout, log : (0, ∞) → R denotes the natural logarithm.) It follows that we can define a continuous (and hence holomorphic) branch of the logarithm on any open set U on which there is a continuous choice of the argument. This is possible when we slit the plane along a radial ray consisting of points with constant argument, and hence there are branches of the logarithm on such slit planes.
Observation (Logarithms on slit planes).
For every ϑ ∈ R, the restriction exp : {ζ ∈ C : ϑ − π < Im ζ < ϑ + π} → {ω ∈ C : Arg ω ≡ −ϑ (mod 2π)} =: U is bijective, and hence has a holomorphic inverse L on U . That is, e L(ω) = ω and ϑ − π < Im L(ω) < ϑ + π for all ω ∈ U .
Proof. It is immediate from (2.1) and Figure 1 that the exponential map is injective on any strip of height 2π, and any bijective holomorphic map has a holomorphic inverse. More explicitly, L is given by
By direct calculation, this function is continuous and has the stated properties. The inverse function theorem implies that L is holomorphic -alternatively, with a little work you can check the Cauchy-Riemann equations directly!
We frequently apply the above observation to define inverse branches on discs:
Corollary (Logarithms on discs).
Let ∆ ⊂ C be a disc that does not contain the origin, and let ζ 0 ∈ C with e ζ 0 ∈ ∆. Then there exists a holomorphic map L : ∆ → C with L(e ζ 0 ) = ζ 0 such that e L(ω) = ω and
Proof. This follows by restricting the inverse map from Observation 2.1. (Since ∆ is convex, it does not contain any points at argument − Im ζ.)
We could replace ∆ by any convex open set U in the Corollary and its proof. More generally, branches of the argument, and hence of the logarithm, exist on any domain that does not contain a closed curve surrounding the origin, but for us the case of discs and slit planes will be sufficient.
Devaney's topological definition of chaos. We now introduce Devaney's definition of chaos [Dev89, §1.8] that was mentioned in the introduction. This is usually stated in the context of metric spaces (see below), but we shall restrict to the case of dynamical systems defined on subsets of the complex plane. Recall that, if A ⊂ X ⊂ C, then A is called dense in X if every open set U ⊂ C that intersects X also contains a point of A.
Definition (Devaney Chaos).
Let X ⊂ C be infinite, and let f : X → X be continuous. We say that f is chaotic (in the sense of Devaney) if the following two conditions are satisfied.
(a) The set of periodic points of f is dense in X.
(b) The function f is topologically transitive; that is, for all open sets U, V ⊂ C that intersect X, there is a point z ∈ U ∩ X and n ≥ 0 such that f n (z) ∈ V .
Topological transitivity means precisely that we can move from any part of the space X to any other by applying the function f sufficiently often. This property clearly follows from the existence of a dense orbit (see Exercise 9.2.1). In particular, Theorem 1.2 is a consequence of Theorem 1.1. (However, in Section 5, we in fact argue in the converse direction -we first prove topological transitivity of the exponential map directly, and then deduce the existence of dense orbits.)
Sensitive dependence and spherical distances. Devaney's original definition of chaos included a third condition: sensitive dependence on initial conditions. It is shown in [BBC + 92] that this property is a consequence of topological transitivity and density of periodic points, which is why we were able to omit it in Definition 2.3.
It is nonetheless worthwhile to discuss sensitive dependence on initial conditions, since it encapsulates precisely the idea of "chaos" discussed in the introduction: Two points that are close together may end up a definitive distance apart after sufficiently many applications of the function f . (This phenomenon has become known in popular culture as the "butterfly effect".) Moreover, in the case of the exponential map, we shall be able to establish sensitive dependence before proving either of the remaining two conditions.
To give the formal definition, we shall use the notion of a distance function (or metric) d on a set X, as introduced e.g. in [BB80, Chapter 2] or [Rud76, Chapter 2]. Readers unfamiliar with this definition need not despair: On the one hand, it is only used in this subsection; on the other, it will be sufficient to think of such a function informally as a formula that defines some notion of distance between two points of X. The simplest example of a distance function on C is the usual one, namely Euclidean distance d(z, w) := |z − w|.
Definition (Sensitive dependence on initial conditions).
Let X ⊂ C, let f : X → X be continuous, and let d be a distance function on X. We say that f exhibits sensitive dependence on initial conditions (with respect to d) if there exists a constant δ > 0 with the following property: For every non-empty open set U ⊂ X, there are points x, y ∈ U and some n ≥ 0 such that d(f n (x), f n (y)) ≥ δ.
If we intend to use this definition, we ought to clarify which distance function we intend to use on the complex plane, and it is tempting to choose Euclidean distance. This turns out to be a poor choice: even the "uninteresting" real exponential map discussed at the very beginning of this paper has sensitive dependence with respect to this distance (Exercise 9.2.2).
The trouble is that, when orbits tend uniformly to infinity for a whole neighbourhood of our starting value, we would consider the corresponding behaviour to be 'stable', but orbits may end up being extremely far apart in terms of Euclidean distance. This issue is resolved by instead using the so-called spherical distance, which is obtained by adjoining a single point at ∞ to the complex plane -so a point z is close to ∞ whenever |z| is large -and thinking of the resulting space C ∪ {∞} as forming a sphere in 3-space. For this reason, the space C ∪ {∞} is referred to as the Riemann sphere.
We will not introduce spherical distance here formally, relegating this definition to Comment 9.2.3. Instead, let us use the informal picture above to decide what sensitive dependence with respect to the sphere should mean. If two points ζ and ω are close to each other on the sphere, then there are only two possibilities: either both ζ and ω are both close to infinity, or they are also close in the Euclidean sense. Using this observation, we can define sensitive dependence on the sphere directly and axiomatically: 2.5. Definition (Sensitive dependence with respect to spherical distance). Let f : C → C be a continuous function. We say that f has sensitive dependence with respect to spherical distance if there exist δ > 0 and R > 0 with the following property. For every non-empty open set U ⊂ C, there are z, w ∈ U and n ≥ 0 such that |f n (z)| ≤ R and |f
In Exercise 9.2.4, the reader has the opportunity to show that Definition 2.5 implies sensitive dependence on initial conditions as in Definition 2.3 -no matter which distance function we use on the complex plane.
A brief introduction to hyperbolic geometry
Hyperbolic geometry is a beautiful and powerful tool in one-dimensional complex analysis (as well as in higher-dimensional geometry). When discussing spherical distance in the previous section, we briefly encountered the idea of using a different notion of distance to the "standard" one; hyperbolic geometry is another example of this. If U is any open subset of the complex plane that omits more than one point, then there is a natural notion of distance on U , called the hyperbolic metric. (For those who know differential geometry, this is the unique complete conformal metric of constant curvature −1 on U .) We only need a few elementary facts, all of which can be proved using elementary complex analysis. We shall first motivate these statements and then collect in Theorem 3.3 and Proposition 3.4. For a more detailed introduction to the hyperbolic metric, we refer to the book [And05] or the article [BM07] .
Our starting point is a classical result from elementary function theory. This lemma can be very useful, but its generality is limited because of the requirement that f should fix 0, and because its conclusion concerns only the derivative of f at the origin. There is a way around this: we can move any point a ∈ D to zero using a Möbius transformation
z → e iϑ z − a 1 − az (where ϑ ∈ R is arbitrary). So, if f : D → D is any holomorphic function, we can preand post-compose f with suitable Möbius transformations and apply the Schwarz lemma to see that
for all z (where we have applied the chain rule to determine the derivative of the composition).
We can interpret (3.2) as saying that the derivative of f is at most 1 when calculated with respect to a different notion of distance (in the difference quotient usually used to define |f |). More precisely, we call the expression (3.3) 2|dz| 1 − |z| 2 the hyperbolic metric on D. The idea is that if we have an "infinitesimal change" at the point z, then its corresponding size in the hyperbolic metric is obtained by multiplying its Euclidean length by the quantity
called the density of the hyperbolic metric.
1 This can be made precise using the notions of differential geometry (formally, the metric is a way to measure the length of tangent vectors), but we can treat (3.3) simply as a formal expression.
Remark. Although this expression is called a "metric", it is not a distance function in the sense discussed at the end of the preceding section. However, it naturally gives rise to such a distance via a natural notion of length; see Comment 9.3.2. We note that the spherical metric can be similarly introduced via a conformal metric; see Exercise 9.3.3.
With our new notation, formula (3.2) states, in beautiful simplicity, that a holomorphic function f : D → D has hyperbolic derivative at most 1 at every point, with equality if and only if f is a Möbius transformation. What is even better is that we can transfer the metric to other domains.
Definition (Simply-connected domains).
An open connected set U C is called simply-connected if there is a conformal isomorphism (i.e., bijective holomorphic function) ϕ : U → D.
Remark. Usually, U is called simply-connected if C \ U has no bounded components; i.e., U has no holes. The Riemann mapping theorem [Ahl78, Chapter 6] states that the two notions are equivalent. Our definition allows us to avoid using the Riemann mapping theorem, which is often not treated in a first course on complex analysis.
We can now state the following result, which collects the key properties of the hyperbolic metric.
Theorem (Pick's theorem).
For every simply-connected domain U ⊂ C, there exists a unique conformal metric ρ U (z)|dz| on U , called the hyperbolic metric, such that the following hold. 1 The factor 2 in (3.4) is simply a normalization that ensure that this metric has curvature −1, rather than some other negative constant. It could just as easily be omitted for our purposes, in which case all subsequent densities will also lose a factor of 2.
(b) if f : U → V is holomorphic, then f does not increase the hyperbolic metric. That is,
(c) for any z ∈ U and any f as above, we have Df (z) V U = 1 if and only if f is a conformal isomorphism between U and V ;
Sketch of the proof. In the case where U = V = D, the claims follow precisely from the Schwarz lemma (the conformal automorphisms of D are precisely the Möbius transformations from (3.1), see Exercise 9.3.1). Now let U be a general simply-connected domain, and let ϕ : U → D be the conformal isomorphism whose existence is guaranteed by Definition 3.2. Then we can measure length near a point z ∈ U by mapping forward under ϕ (which multiplies lengths by |ϕ (z)|) and then using the hyperbolic metric in D. So we define
This definition at first appears to depend on the choice of ϕ, but this is not so. Indeed, ϕ is unique up to post-composition by a Möbius transformation, and the latter leaves the hyperbolic metric invariant. Hence ρ U is indeed well-defined.
Claims (b) and (c) now follow directly from the corresponding statements for the disc. The final claim (d) also follows, by applying what has already been proved to the inclusion map f :
A key property of the hyperbolic metric on a simply-connected domain is that the density ρ U (z) is inversely proportional to the distance of z to the boundary of U . In other words, suppose that a figure of constant hyperbolic size moves towards the boundary of U . Then its Euclidean size decreases proportionally with the distance to the boundary. (See Figure 2 .) This is a general theorem -see [BM07, Formula (8.4)] -but in the domains that we shall be using, it can be checked explicitly from the following formulae.
Proposition (Examples of the hyperbolic metric).
(a) For the right half plane H = {z ∈ C : Re z > 0},
(b) For a strip of height 2π:
.
(c) For the positively/negatively slit plane:
(In the first case, the branch of the argument should be taken to range between 0 and 2π.) Proof. This can easily be verified by explicit computation using Theorem 3.3 (c), using the following conformal isomorphisms:
where S = {z ∈ C : | Im z| < π}. As an example, we consider the case of S, and leave the remaining calculations to the reader. We have
Escaping points and sensitive dependence
From now, until Section 8, f will always denote the exponential map
We shall now prove the first -and main -part of Theorem 1.1, namely that the escaping set
is dense in the complex plane.
Theorem (Density of the escaping set).
The set I(f ), consisting of those points z 0 whose f -orbits converge to infinity, is a dense subset of the complex plane C.
The idea of the proof can be outlined as follows. Let D ⊂ C be any small round disc. Since R ⊂ I(f ), and any preimage of an escaping point is also escaping, there is nothing to prove if U contains a point z whose orbit contains a point on the real axis.
Otherwise, D, f (D) and all forward images f n (D) are contained in the slit plane
Note that this set U is backward invariant under f ; i.e., f −1 (U ) ⊆ U . It follows that every branch L of the logarithm on U is a holomorphic map L : U → U , and hence locally contracts the hyperbolic metric of U , as discussed in the previous section.
Moreover, if D does not intersect I(f ), then the domains f n (D) necessarily accumulate at some finite point in the plane. Using the geometry of U , we shall see that this implies that the map f expands the hyperbolic metric by a definite factor infinitely often along the orbit of D. On the other hand, the hyperbolic derivative of f n with respect to U remains bounded as n → ∞ by Pick's theorem. This yields the desired contradiction.
From this summary of the proof, it is clear that understanding the expansion of the hyperbolic metric of U by f plays a key role in the argument. In the following lemma, we investigate where this expansion takes place.
Lemma (f expands the hyperbolic metric).
Consider the domain U . . = C \ [0, ∞) and the complex exponential map f .
If
Proof. We shall give two alternative justifications of this result. The first is more conceptual and uses facts about the hyperbolic metric that were discussed (but not necessarily explicitly proved) in the previous section. The second is a completely elementary calculation (which, however, hides some of the intuition.)
To give the first argument, let S be a connected component of the set
Then S is a strip of height 2π, and f : S → U is a conformal isomorphism. Let ζ ∈ S and set ω . . = f (ζ) ∈ U . By Pick's theorem, f | S is a hyperbolic isometry between S and U , and hence
as claimed. Moreover, recall that the density at z of the hyperbolic metric in a simply connected domain G is comparable to 1/ dist(z, ∂G). (For U and S, this can be verified explicitly, using Proposition 3.4.) We apply this fact twice: first notice every point in the strip S has distance at most π from the boundary, and hence ρ S is bounded from below by a positive constant. So if ζ n is a sequence as in the claim, then, using the same argument for ρ U , the distance dist(ζ n , ∂U ) = dist(ζ n , [0, ∞)) is bounded, and by (4.1), ζ n does not accumulate at any point of U . In particular, Arg(ζ n ) → 0, as claimed.
On the other hand, the claims can be verified directly from the formulae. Indeed, let us write ζ = re iϑ with ϑ ∈ (0, 2π); then
Now we compute the hyperbolic derivative directly, using Proposition 3.4:
, where arg(ζ) and arg(e ζ ) are chosen in the range (0, 2π). To further simplify this expression, observe that arg(e ζ ) ≡ r · sin(ϑ) (mod 2π). Since | sin | is π-periodic, we hence
(In the final equality, we used the trigonometric formula sin(2x) = 2 sin(x) cos(x).) If ζ n is such that Df (ζ n ) U U → 1, then (4.2) implies | cos(ϑ/2) → 1, and hence ϑ = arg(ζ n ) → 0 (mod 2π), as claimed.
Remark. A slightly more careful look at the estimates shows that Df (ζ n ) U U → 1 if and only if dist(ζ n , [0, ∞)) → 0 (see Exercise 9.4.1). However, this will not be required in the proofs that follow.
Proof of Theorem 4.1. Let w 0 ∈ C be arbitrary, and consider its orbit (w n ) n≥0 , i.e. w n = f n (w 0 ). Let D be a arbitrary disc around w 0 ; it is enough to show that
By Pick's theorem 3.3, the hyperbolic derivative of f n , as a map from D to U , satisfies
; then δ n+1 = δ n · η n for all n ≥ 0. By Lemma 4.2, we know that η n > 1. Hence, for the sequence δ n to remain bounded, we must necessarily have η n → 1. Indeed, (δ n ) n≥1 is an increasing and bounded, and hence convergent, sequence. Thus
By Lemma 4.2, we see that
and hence all finite accumulation points of (w n ) must lie in the interval [0, ∞). Since w 0 is not in the escaping set, the set of such finite accumulation points is nonempty. As this set is closed, we can let z 0 ∈ [0, ∞) be the smallest finite accumulation point of the sequence (w n ); say w n k → z 0 . Notice that Re w n k−1 = log |w n k | → log z 0 < z 0 . By choice of z 0 , the sequence w n k−1 cannot have a finite accumulation point, and hence | Im w n k−1 | → ∞. This contradicts (4.3), and we are done.
The proof leaves open the possibility that the escaping set has nonempty interior (or even, a priori, that I(f ) = C). We shall now exclude this possibility, which then allows us to establish sensitive dependence on initial conditions.
Theorem (Preimages of the negative real axis).
Let W ⊂ C be open and nonempty. Then there are infinitely many numbers n ≥ 0 such that
Remark. This will also follow from the (stronger) results in the next section, but the proof we give here relies on the same ideas as that of Theorem 4.1, which gives the argument a nice symmetry.
Proof. Let D ⊂ W be an open disc. We shall first prove that there is at least one n such that f n (D) intersects the negative real axis. So assume, by contradiction, that
for all n ≥ 0. By Theorem 4.1, there is a point w 0 ∈ D ∩ I(f ).
We proceed similarly as in the proof of Theorem 4.1, but now use the the hyperbolic metric ofŨ . The setŨ . . = C \ (−∞, 0] is not backward invariant, hence f is not locally expanding at every point ofŨ . However, there is expansion -even strong expansionat points with sufficiently large real parts:
Proof. This follows by a similar calculation as in the proof of Lemma 4.2: if we write ζ = re iϑ with ϑ ∈ (−π/2, π/2), then f (ζ) = e re iϑ = e r(cos ϑ+i sin ϑ) , and
Now the proof proceeds along the same lines as before. Set w n . . = f n (w 0 ) and
need not be bounded below by 1. However, since w 0 ∈ I(f ), there is n 0 such that Re w n ≥ 2 for n ≥ n 0 , and hence
This is a contradiction. So we have seen that f n (W ) ∩ (−∞, 0] = ∅ for some n. To see that there are infinitely many such n, set k 0 = n, and apply the result to
Proceeding inductively, we find an infinite sequence (k j ) with the desired property.
Corollary (Sensitive dependence).
The exponential map f : C → C has sensitive dependence on initial conditions with respect to spherical distance.
Proof. We shall prove that f satisfies Definition 2.5 with R = 1 and δ = 1. Indeed, let U ⊂ C be open. Then, by Theorem 4.1, U contains an escaping point w, and there is some n 0 such that |f n (w)| ≥ 2 for all n ≥ n 0 . By Theorem 4.3, there is n 1 > n 0 and some point z ∈ D such that f n 1 (z) ∈ (−∞, 0]. Hence, for n . . = n 1 + 1, we have |f
Transitivity and dense orbits
Recall that topological transitivity, one of the properties required in the definition of chaos, means that we can move between any two nonempty open subsets of the complex plane by means of the iterates of f . The goal of this section is to establish transitivity, and deduce that there are also points with dense orbits.
Theorem (Topological transitivity).
If U , V are nonempty and open, then there exists n ≥ 0 such that f n (U ) V = ∅.
We shall use the fact that the escaping set is dense in the plane, which was established in the previous section. The key point here is that f is strongly expanding along the orbit of any escaping point z 0 . Hence, for sufficiently large n, f n maps a small disc around z 0 to a set that contains a disc of radius 2π centred at f n (z 0 ). Using the elementary mapping properties of the exponential map, we can see that the latter disc, after two more applications of f , is spread over almost the entire complex plane. This establishes topological transitivity.
We now provide the details of this argument. Let us begin with a simple observation.
Observation (Expansion along escaping orbits).
Let z 0 ∈ I(f ), and set z n
Proof. Since z n+1 = e zn for all n ≥ 0, we have
and hence there is N ∈ N such that |f (z n )| ≥ 2 for all n ≥ N . For m > N , we can use the chain rule to compute the derivative of
We next prove the above-mentioned fact concerning the iterated images of small discs around escaping points.
Proposition (Small discs blow up).
Let z 0 ∈ I(f ). For n ≥ 1, set z n . . = f n (z 0 ) and consider the disc D n of radius 2π centred at z n ; i.e. D n . . = D 2π (z n ). Then there are n 0 ∈ N and a sequence (ϕ n ) n≥n 0 of holomorphic maps ϕ n : D n → C with the following properties:
(That is, for large n there is a branch ϕ n of f −n that takes z n back to z 0 and is uniformly strongly contracting.)
by the mean value inequality. Hence by (c),
To prove the proposition, first assume additionally that |z n | ≥ 2π + 2 for all n ≥ 1. In this case, none of the discs D n contain the origin. For each n ≥ 1, we can apply Corollary 2.2 to ∆ = D n and ζ 0 = z n−1 , and hence there is a branch L n : D n → C of the logarithm such that L n (z n ) = L n (e z n−1 ) = z n−1 and e Ln(z) = z for all z ∈ D n . What can we say about the range of this map L n ? Since |z n | ≥ 2π + 2 for all n ≥ 1, we have |z| ≥ 2 for all z ∈ D n , and hence
Again using the mean value inequality, we see that
for each n and all z ∈ D n . In particular, and importantly,
Hence the map ϕ n satisfies (c), and it satisfies (a) and (b) by construction. This completes the proof of the Proposition when |z n | ≥ 2π + 2 for all n ≥ 1. If this is not the case, then -since z 0 is an escaping point -there still exists n 1 such that |z n | ≥ 2π + 2 for all n > n 1 . We can thus apply the preceding case to the point z N . This means that, for every n > n 1 , there is a holomorphic map ψ n :
By the inverse function theorem, there exists a neighbourhood U of z n 1 and a branch π : U → C of f −n 1 mapping z n 1 to z 0 . (This also follows from repeated applications of Corollary 2.2. Observe that z n = f (z n−1 ) = 0 for n ≥ 1.)
Now let K be a small closed disc around z n 1 with K ⊂ U . By (d), we have ψ n (D n ) ⊂ K for sufficiently large n -say, for n ≥ n 0 . Hence we can define
This map satisfies (a) and (b) by definition, and
by property (c)) of ψ n . (Since K is compact, the continuous function |π | assumes its maximum on K, which is independent of n.)
As mentioned above, after two additional iterates the disc D n from the preceding Proposition will cover almost the entire complex plane, as long as its centre lies far enough to the right:
Observation (Images of large discs).
Let K be any nonempty compact subset of the punctured plane C \ {0}. Then there is ρ > 0 with the following property. Suppose that D is a disc of radius 2π, centred at a point at real part at least ρ. Proof. The disc D contains a closed square of side-length 2π, also centred at ζ. Let a = Re ζ − π be the real part of the left vertical edge of S, then a + 2π = Re ζ + π is the real part of the right vertical edge of S.
What is the image of S under f ? Looking back at Figure 1 , we see that it is precisely a closed round annulus A around the origin, with inner radius r − = e a and outer radius r + = e a+2π . If a is sufficiently large, then A is a rather thick annulus with large inner radius. It follows that A contains a long rectangular strip of height 2π, and the image of this strip will cover most of the complex plane, including the compact set K. More precisely, suppose that a ≥ 0; then r + − r − ≥ e 2π > 2π. Hence we can fit a maximal rectangle R of height 2π into A, symmetrically with respect to the imaginary axis and tangential to the inner boundary circle of A. (See Figure 3. ) Let be the maximal real part of R (i.e., is half the horizontal side-length of R). We can compute using the Pythagorean Theorem:
provided that r − ≥ 2π. Hence we see that > e a , and the image of R includes all points of modulus between e − and e . In particular, we can set ρ . . = 3π + max z∈K log |z| .
If Re ζ ≥ ρ, then we have a ≥ 2π, and > e a > a > log |z| . The claim follows.
As a consequence, we obtain the following stronger version of Theorem 5.1.
Corollary (Open sets spread everywhere).
Let K ⊂ C \ {0} be compact, and let U ⊂ C be open and nonempty. Then there is some N ∈ N such that K ⊂ f n (U ) for all n ≥ N .
Remark. To deduce the original statement of Theorem 5.1, simply choose K to consist of a single point in V .
Proof. Since the escaping set is dense in the plane, there exists some z 0 ∈ I(f ) ∩ U . Set z n . . = f n (z 0 ) for n ≥ 1, and let D n . . = D 2π (z n ), n 0 and ϕ n be as in Proposition 5.3. Also let ρ be the number from Observation 5.4 (for the same set K). Since z 0 is an escaping point, and by part ((d)) of Proposition 5.3, we can choose N 1 ≥ n 0 such that Re z n ≥ ρ and ϕ n (D n ) ⊂ U for all n ≥ N 1 .
Let n ≥ N 1 . Then
by Observation 5.4. Hence the claim holds with N . . = N 1 + 2.
The existence of dense orbits is closely related, and often equivalent, to that of topological transitivity. Indeed, we can deduce the former from Theorem 5.1, by using the
is a dense subset of C. Hence T is indeed uncountable and dense, as a countable intersection of open and dense subsets of C.
Density of periodic points
We are now ready to complete the proof that the exponential map is chaotic, by proving density of the set of periodic points. In fact, we shall prove slightly more, namely that repelling periodic points of f are dense in the plane. Here a periodic point p, with f n (p) = p, is called repelling if |(f n ) (p)| > 1. This ensures that any point z = p close to p is (initially) "repelled" away from the orbit of p -density of such points gives another indication that the dynamics of the exponential map is highly unstable! (It is, however, not difficult show directly that all periodic points of f are repelling; see Exercise 9.6.1.) 6.1. Theorem (Density of repelling periodic points). Let U ⊂ C be open and nonempty. Then there exists a repelling periodic point p ∈ U .
The idea of the proof is, again, to begin with an escaping point z 0 . Our goal is to find an inverse branch of an iterate of f that maps a neighbourhood of z 0 back into itself, with strong contraction. Then the existence of a periodic point follows from the contraction mapping theorem [BB80, Theorem 3.6] (also known as the Banach fixed point theorem). We noticed already in the last section that the disc D n of radius 2π around the n-th orbit point z n can be pulled back along the orbit in one-to-one fashion (Proposition 5.3). We need to be able to "close the loop", by pulling back a small disc around z 0 into D n . In other words, we are looking for a more precise version of Observation 5.4, as follows.
Lemma (Inverse branches of f
2 ). Let z 0 ∈ C \ {0}. Then there are a disc ∆ centered at z 0 and a number ρ ≥ 0 with the following property:
For any disc D of radius 2π centred at a point with real part at least ρ, there is ϕ : ∆ → D such that f 2 (ϕ(z)) = z and |ϕ (z)| ≤ 1 for all z ∈ ∆.
Remark. In other words, there exists a disc ∆ around z 0 that is not only covered by f 2 (D) (as we know it must be from Observation 5.4), but on which we can even define a branch of f −2 that takes it back into D. It is not difficult to extend the result, with a similar proof, to see that this is true for any disc ∆ -and indeed any simply-connected domain -whose closure is bounded away from 0 and ∞.
Proof. Set ε . . = |z 0 | 2 and ∆ . . = D ε (z 0 ). By applying Corollary 2.2 to each preimage of z 0 , for any n ∈ Z there is a branch L n of the logarithm on ∆ whose values have imaginary parts between Arg z 0 + (2n − 1)π and Arg z 0 + (2n + 1)π). Each L n is continuous on ∆ and satisfies f (L n (z)) = z for all z ∈ ∆.
Consider the sets V n . . = L n (∆), with n ∈ Z; then V n = V 0 + 2πin. So the V n form a linear sequence of domains of uniformly bounded diameter, tending to infinity in the direction of the positive and negative imaginary axes. Consider all preimage components of some V n under f , for n = 0 (since V 0 might contain the origin). On each of these, we can define a branch of f −2 taking values in ∆ -hence we should show that any disc D of radius 2π contains at least one such component, provided that its centre lies sufficiently far to the right. This should be clear from the mapping behaviour of the exponential map (Figure 1) . Indeed, for every odd multiple of π/2, there is a sequence of sets in question whose imaginary parts tend to this value, and having real parts closer and closer together (see Figure 4) .
More formally, consider the points w n . . = L n (z 0 ) ∈ V n . Set ρ 1 . . = |w 0 | + 3 and let D be a disc of radius 2π centred at a point ζ with Re ζ ≥ ρ 1 . Since w n = w 0 + 2πin, we can find n 0 ≥ 1 such that (6.1)
Furthermore, choose m such that | Im ζ − (4m + 1)π/2| ≤ π. According to Observation 2.1, there is a branch ψ of the logarithm defined on the upper half-plane and taking values in the strip {z ∈ C : 2mπ < Im z < (2m + 1)π}. By (6.1), we conclude that
Dividing by |e ζ |, and recalling that Re ζ ≥ ρ 1 > 3 > log 5π, we see that
Hence | Re ψ(w) − Re ζ| = | log |w| − Re ζ| = log |w| |e ζ | < log 2.
Thus |w − ζ| < 3π/2 + log 2 < 2π,
for all z ∈ ∆, while |ψ (z)| = 1 |z| ≤ 2 e ζ on V n . Hence, if we choose ρ . . = max(ρ 1 , log 4 − log |z 0 |), then |ϕ (z)| ≤ 1 for all z ∈ ∆, as required.
Proof of Theorem 6.1. Let U ⊂ C be open and nonempty. By Theorem 4.1, there is an escaping point z 0 ∈ U \ {0}. Choose a disc ∆ around z 0 and ρ > 0 and as in Lemma 6.2. By shrinking ∆, if necessary, we may suppose that ∆ ⊂ U .
Let ∆ 1 be a smaller disc also centred at z 0 . so that ∆ 1 ⊂ ∆. As in Section 5, set z n . . = f n (z 0 ) and D n . . = D 2π (z n ). Let (ϕ n ) n≥n 0 be the inverse branches from Proposition 5.3. By conclusions (d) and (c) of that Proposition, we may assume that n 0 is large enough to ensure that ϕ n (z) ∈ ∆ 1 and |ϕ n (z)| ≤ 1/2 for all z ∈ D n .
Since z 0 is an escaping point, there is N ≥ n 0 such that Re z n ≥ ρ for all n ≥ N . By Lemma 6.2, there is thus a branch ψ n of f −2 that maps ∆ into D n , with |ψ n (z)| ≤ 1 for all z ∈ ∆.
It follows that ϕ n (ψ n (∆ 1 )) ⊂ ϕ n (D n ) ⊂ ∆ 1 , and that ϕ n • ψ n : ∆ 1 → ∆ 1 is a contraction map. As ∆ 1 is compact, and hence complete, this function has a fixed point p ∈ ∆ by the contraction mapping theorem. By construction,
Hence p is indeed a repelling periodic point of f , as required.
Further results and open problems
Now that the proof of our main theorem is complete, let us discuss some further dynamical properties of the exponential map f . Instead of giving formal proofs, we try to explain the underlying principles where this is possible without getting technical. We also occasionally touch on more advanced concepts not encountered in the previous sections -such as Lebesgue measure or Hausdorff dimension -but aim to keep the discussion sufficiently informal to ensure that a technical understanding of these subjects is not essential. In the course of this section, we also encounter some questions whose answers remain unknown, and that will require further research.
Measurable dynamics. We have seen in Corollary 5.6 that there is a set A, obtained as a countable intersection of open and dense sets, such that all points in A have a dense orbit. This means that, topologically, "most" points have a dense orbit. It is natural to ask also about the behaviour of "most" points with respect to area. That is, if we pick a point z ∈ C at random, will its orbit be dense? If not, how will it behave? It turns out -as is often the case in the study of dynamical systems -that the topologically and measurably typical behaviours are rather different from each other: 7.1. Theorem (Lyubich-Rees [Lyu86, Ree86] ). For almost every z ∈ C (in the sense of Lebesgue measure), the set of limit points of the orbit of z is precisely the orbit of 0.
In other words, if we pick a point z at random, and start iterating, we will observe the following. After a certain number of steps, the orbits will come very close to 0, and then follow the orbit {0, 1, e, e e , . . . } for a finite number of steps. The orbit might then spend some additional time close to ∞, until it maps into the left half-plane. In the next step, it ends up even closer to 0, and so on.
Idea of the proof of Theorem 7.1. Consider a square, say of side-length 2π, which lies very far in the right half plane. About half of the points in the square (in terms of measure) will map even further to the right under f , and likewise about half will be taken very far to the left. Only a very small proportion of the points maps ends up anywhere else after an application by f . Those points that map to the left will go very close to 0 in the next step, and then follow the orbit of 0 for a long time. An elementary calculation shows that, after a sufficient number of iterations, they will end up further to the right than the original square that we started out with. So we see that most of the points in our original square eventually map either directly far to the right, or stay close to the orbit of zero but finally also end up far to the right. Applying this argument inductively, we see that, in the next step, most of these pointsand in fact an even greater proportion -again goes either far to the left, or to the right.
Quantifying this argument, one can deduce that the set of points in the square whose orbits accumulate only on the orbit of 0 and on infinity has positive two-dimensional area. (The key point here is that the proportion of "lost" points in each step decreases sufficiently rapidly to ensure that there is still a set of positive area left at the end.) Moreover, only half of the points in every step move to the right, showing that the set of points with orbits that directly escape to infinity (rather than mapping close to 0 infinitely often) has zero area.
Furthermore, the proportion of points with this behaviour in our original square tends to 1 as we move the square to the right, and it is not difficult to deduce that almost every point in the plane will fall into such a square after sufficiently many iterations. (Alternatively, once the existence of a positive area set with the desired property has been established, it is possible to deduce the conclusion of the theorem using general principles.)
Once we have understood the behaviour of a random starting point, we can also ask about the relative "sizes" of points with various other types of behaviour. The Hausdorff dimension of a set is one such notion of size; intuitively, a line segment has Hausdorff dimension 1, a square has Hausdorff dimension 2, but any real number in [0, 2] can arise as the Hausdorff dimension of a subset of C. We refer to [Fal03] for the precise definition of Hausdorff dimension. For the exponential map, the following is known.
• The escaping set I(f ) has area zero, but its Hausdorff dimension is equal to two [McM87] .
• Let J r (f ) be the set of points z ∈ C that neither escape to infinity, nor accumulate precisely on the orbit of 0. Then the Hausdorff dimension h of J r (f ) lies strictly between 1 and 2 [UZ07].
• The set of points with dense orbits (which is a subset of J r (f )) has Hausdorff dimension h, as does the set of points with bounded orbits [UZ07] .
So we see that there is quite a rich structure in the dynamical plane not only from the topological, but also from the measurable point of view.
Structure of the escaping set. We have seen that the escaping set I(f ) contains the real axis together with its iterated preimages, and that their union is dense in the complex plane. However, there are many other points in I(f ). To see why, consider the horizontal strip S 1 between imaginary parts π and 3π (bounded by two preimages of the negative real axis). This strip is mapped in one-to-one fashion to the slit plane C \ (−∞, 0], and hence (by Observation 2.1) we can define a branch L 1 of the logarithm on this slit plane that takes values in S 1 . Since S 1 ⊂ C \ (−∞, 0], we can define a nested sequence of sets
Whenever x ∈ S 1 with Re x ≥ 3π, we have
(Here we use the fact that log t ≤ t/4 for t ≥ 9.) Hence it follows inductively that each A k , and hence A, contains some point at real part at most 3π. On the other hand, every A k is a closed, unbounded and connected set. It follows that A itself also has these properties. (More precisely, A ∪ {∞} is the nested intersection of the compact sets A k ∪ {∞}, and the nested intersection of compact and connected sets is again compact and connected.) By (7.1), if x ∈ A with Re x ≥ 3π, then Re f n (x) ≥ 2 n · 3π for all n, and hence x belongs to the escaping set. On the other hand, by definition f n (z) ∈ S 1 for all n, and hence the orbit of x does not intersect the real axis.
To describe the structure of this set better, we define strips
Let us denote by I S (f ) all points in I(f ) that never map to one of the strip boundaries; i.e.
If z ∈ I S (f ), then there is a unique sequence u = u 0 u 1 u 2 . . . of integers such that f j (z) ∈ S u j for all j ≥ 0. This sequence is called the itinerary of z (with respect to the partition (S k ) k∈Z ), and denoted by itin(z). If u is any sequence of integers, let I u (f ) be the set of all points z ∈ I S (f ) with itinerary itin(z) = u.
Theorem (Structure of the escaping set).
Let u be any sequence of integers, and suppose that I u (f ) = ∅. Then either (a) I u is a simple curve connecting a finite endpoint to ∞ (in other words, there is a continuous injective function g : [0, ∞) → C with g [0, ∞) = I u (f ) and g(t) → ∞ as t → ∞), or (b) there is a continuous injective function g : (0, ∞) → C with g (0, ∞) = I u (f ) and g(t) → ∞ as t → ∞. In particular, every point in I(f ) can be connected to ∞ by a curve in I(f ).
Remark. The existence of curves in the escaping set was first observed by Devaney and Krych [DK84] , who also proved the above result in the case where u is periodic. The classification of all escaping poitns is due to Schleicher and Zimmer [SZ03] .
Sketch of the proof of Theorem 7.2, following [RRRS11] . The idea is to show that the points in I u can be ordered according to the (eventual) speed with which their real parts tend to infinity. Once we have done so, we can obtain the theorem by applying a well-known topological characterization of the closed interval [0, 1].
The order on I u derives from the following elementary property of the exponential map, which we shall refer to as the "head-start property": Claim 1. Suppose that z, w ∈ C are such that
• Re z ≥ Re w + 3 and Re w ≥ 0, • Re f (z), Re f (w) ≥ 0, and
Suppose that two points z and w have the same itinerary and their orbits stay within a right half plane. Then the claim says that, as soon as one orbit has enough of a 'head-start' over the other, this head-start will be preserved along the rest of the orbit.
The proof of the claim is elementary: The assumption implies that |f (z)| ≥ e 3 · |f (w)|, so |f (z)| is much larger than |f (w)|. Since the imaginary parts of f (z) and f (w) are comparable, and both belong to the right half-plane, this is only possible if Re f (z) is much larger than Re f (w). We leave the details to the reader in Exercise 9.7.1. Now we can introduce the desired ordering of points in I u according to their "escape speed". More precisely, let us say that w is slower than z, and write w ≺ z, if there is a natural number n 0 such that
for all n ≥ n 0 . This relation is clearly asymmmetric and transitive. The head-start property implies that the relation is also total: Indeed, if z = w and z, w ∈ I u , then eventually the orbits of z and w will remain in a right half-plane, and the two orbits must separate by more than 2π + 3, since f is expanding on this half-plane. So either Re z ≥ Re w + 3 or vice versa, and we can apply the head-start property to see that w ≺ z or z ≺ w, respectively. Hence ≺ is a total order on I u , which we can extend to an order on I u ∪ {∞} by decreeing that z ≺ ∞ for all z ∈ I u . Claim 2. For every w ∈ I u , the interval w, ∞ = {z ∈ I u ∪ {∞} : z = w or w ≺ z} is a simple curve connecting w to ∞.
Claim 2 is proved by first establishing that X . . = w, ∞ is a compact, connected subset of the Riemann sphere, and then observing that the topology induced by the ordering ≺ agrees with the usual topology on X (i.e., any open ≺-interval is also relatively open in X). Both of these are not difficult, and we will leave the details to the reader in Exercise 9.7.2. It is well-known that any compact, connected set with a compatible ordering is homeomorphic to the interval [0, 1] [Nad92, Theorems 6.16 and 6.17], and we are done.
Once Claim 2 is established, the remaining conclusions of Theorem 7.2 easily follow. (Observe that all points of I(f )\I S (f ) can be connected to ∞ by a curve that is obtained by pulling back a piece of the negative real axis.)
There are simple combinatorial conditions on u that determine whether I u (f ) = ∅, and whether (a) or (b) holds in Theorem 7.2; compare [SZ03] . In the latter case, we say that u is slow, and can ask about the limiting behaviour of g(t) as t → 0. If u contains no zeros, or more generally if the length of any block of zeros in u is uniformly bounded, then it turns out that g(t) has a unique (non-escaping) limit point z 0 as t → 0; in this case we say that I u lands at z 0 . On the other hand, it is also known [DJ02, Rem07] that there are choices of u for which the accumulation set of g(t) as t → 0 contains all of I u . In this case, the closure of I u , together with the point at ∞, forms an indecomposable continumm, i.e. a compact, connected set that cannot be written as the union of two closed, connected proper subsets. (For background on indecomposable continua, see [Dev93, Nad92] .) So the accumulation behaviour of these so-called hairs or rays in the escaping set can be highly non-trivial, and is not completely understood:
Open Problem (Accumulation behaviour of dynamic rays).
Describe for which itineraries u the ray I u lands, and for which its closure is an indecomposable continuum. Are these the only possible types of accumulation behaviour, or are there choices of u where the accumulation set of I u is a decomposable nondegenerate continuum? Are there two choices u 1 and u 2 with indecomposable accumulation sets X 1 and X 2 such that X 1 and X 2 are not homeomorphic?
The Devaney continuum and Devaney's Conjecture. Let us return to the topic of the iterated preimage components of the negative real axis. (These were excluded in the preceding theorem.) There are countably many such preimages, and each of them is a curve that tends to infinity in both directions. To get an idea of how these preimages fit together, define a sequence of curves as follows:
(Recall that Log is the principal branch of the logarithm, and takes values in the strip of height 2π centered on the real axis.) In other words, we obtain the sequence γ j by repeatedly taking preimages within the closed strip between imaginary parts 0 and π; see Figure 5 . To study the way that the union of these curves sits in the plane, it makes sense to consider its closure
This set has a natural dynamical meaning:
Observation (Characterisation of Λ).
The points in Λ are precisely those points z ∈ C that satisfy 0 ≤ Im f n (z) ≤ π for all n ≥ 0. Devaney [Dev93] introduced and studied the set Λ in 1993, and showed that it has a complicated topological structure. (Recall that we defined the notion of an indecomposable continuum prior to Open Problem 7.3.) 7.5. Theorem (The Devaney continuum is indecomposable [Dev93] ). The compactification Λ ∪ {∞} of Λ is an indecomposable continuum.
We will not discuss the details of the proof, but the key observation is that the sequence of curves (γ k ) converges (in a suitable sense) to the entire set Γ, meaning that the curves themselves have more and more complicated shapes.
Proposition (γ k approximates Λ).
Let z ∈ Λ, and let ε > 0. Then there is a number k 0 such that γ k intersects B ε (z) for all k ≥ k 0 .
Idea of the proof. This fact may at first seem surprising, but it should become clear from looking at Figure 5 . By definition, there is some n 0 so that γ n 0 intersects B ε (z). Now γ n 0 is precisely the image of the piece (0, 1) of the real axis under n 0 − 1 applications of (a suitable branch of) the logarithm. On the other hand, for large k, the curve γ k will pass very close to the interval (0, 1) (since each curve γ k+1 must tend to infinity, in both directions, between γ k and the real axis). Thus γ n 0 +1+k , which is the image of γ k under the afore-mentioned logarithms, intersects B ε (z) for all sufficiently large k. (The reader is invited to work out the details in Exercise 9.7.3.) Figure 6 . The set Λ a for a = −0.86.
Once again, the structure of the set Λ is far from understood, and this presents one of the obstacles to fully describing how the exponential map acts topologically on the complex plane. For example, Devaney and Krych [DK84] have proved that there exist many curves in Λ (in addition to the preimages of the real axis), but the precise structure of how these curves fit together, and whether there are other interesting closed and connected subsets, remains open. In particular, Devaney asked the following question. We can generalize the construction slightly to the maps f a (z) = e z + a, with a > −1. Everything we have said regarding the dynamics of the exponential map goes through in exactly the same manner for these functions f a (apart from a change in constants). In particular, we can define a set Λ a , which consists of all points whose imaginary parts Let us now return to the structure of the set Γ, and the union I 0 (f ) of preimages of the negative real axis. Both of these are just countable unions of curves tending to infinity in both directions, and hence we might expect them to be disconnected sets. However, it turns out that the opposite is the case:
The set Γ is connected, as are the sets I 0 (f ) and I(f ).
Idea of the proof. If Γ was disconnected, we could find two open sets U, V that both intersect Γ and such that Γ ⊂ U ∪ V , while no point of Γ is in both U and V . Each γ k is connected, and hence must be contained in either U or V (but not both). However, Proposition 7.6 implies that, for sufficiently large k, γ k intersects both U and V , which is a contradiction. So Γ is connected. (We remark that this fact was first observed in [Dev93, p. 631] .)
Let C be any component of f −k (−∞, 0) . It is not difficult to see that we can connect C to Γ with a finite chain of connected sets -each of which is either Γ, its reflection Γ − in the real axis or one of their iterated preimages. (For details, we refer to [Rem10] .) Hence we see that I 0 (f ) is connected. Finally, we already proved in Theorem 4.1 that I 0 (f ) is dense in C. In particular, I 0 (f ) is dense in I(f ), and any space having a dense connected subset is itself connected.
We hope that the topics touched upon above serve to convey a feeling for the rather complicated behaviour that is encountered in the dynamics of the single function f (z) = e z , and for some of the challenges that remain in understanding it.
General transcendental dynamics
To place the previous material in its proper context, we conclude the article by briefly describing its connections with the general theory of the iteration of transcendental entire functions. Suppose that f : C → C is a holomorphic self-map of the complex plane. We shall also assume that f is non-constant and non-linear, since otherwise the iteration of f is not very interesting.
As before, the question is how the behaviour of orbits varies under perturbations of the starting point z 0 . To this end, one divides the starting values into two sets: the closed set of points near which there is sensitive dependence on the initial condition is called the Julia set J(f ), while its complement -the set of points where the behaviour is stable -is the Fatou set F (f ) = C \ J(f ). (More precisely, the Fatou set is exactly the set of points z 0 such that the family f n is equicontinuous in a neighbourhood of z 0 , with respect to spherical distance.) By the magic of complex analysis, it turns out that therather mild -notion of instability used to define the Julia set always leads to globally chaotic dynamics:
The Julia set J(f ) is always uncountably infinite, and f −1 (J(f )) = J(f ). Furthermore, the function f : J(f ) → J(f ) is chaotic in the sense of Devaney.
(In particular, J(f ) is the largest closed set on which f is chaotic.)
The key part of this theorem is the density of periodic points in the Julia set. The facts that J(f ) is uncountable, that f is topologically transitive, and that f has sensitive dependence with respect to spherical distance, were known already to Pierre Fatou and (in the case of polynomials) Gaston Julia, who independently founded the area of holomorphic dynamics in the early twentieth century. These results require classical results from the theory of normal families. For polynomials -and indeed for rational functions -the density of periodic points in the Julia set was also established by Fatou and Julia. However, when Fatou investigated transcendental entire functions in 1926 [Fat26] , he was unable to establish the density of periodic points in the Julia set in general, and it took more than 40 years longer for Baker [Bak68] to complete the proof.
Baker used the Ahlfors five-islands theorem, a deep result of complex analysis. In the 1990s, his proof was simplified by Schwick [Sch97] , Bargmann [Bar99] and finally Duval and Berteloot [BD00] , to the point where it only requires Zalcman's lemma, an important tool in the study of normal families.
Singular values and the Eremenko-Lyubich class. The proof of the density of repelling periodic points for f (z) = e z in Section 6 is much more elementary than any of the methods mentioned above. However, it used certain facts about the specific properties of this function, most importantly expansion along points in the escaping set I(f ). This property does not hold for general entire functions (see Exercise 9.8.2). Since this kind of expansion played an important role throughout many of our proofs, it seems worthwhile to discuss a more general settings where these ideas do generalize.
To do so, we must introduce another key notion: the set of singular values of the function f . Informally speaking, s ∈ C is a singular value of an entire function f if there is no open neighbourhood U of s such that every branch of the inverse function f −1 can be defined on U . Hence 0 is the unique singular value of the exponential map (since every branch of the logarithm can be defined on any disc not containing zero, while no branch can be defined on a disc containing zero). More formally: It turns out that, whenever a function displays interesting dynamical behaviour, at least one singular value tends to be involved in this. For example, any attracting periodic orbit must attract at least one singular value of f . For this reason, singular values are incredibly important in the study of complex dynamics.
This importance is further underlined by an observation of Eremenko and Lyubich [EL92, Formula (1)], who noted that any transcendental entire function for which the set S(f ) is bounded has similar expansion properties on its escaping set as those we used for the exponential map. The class of such functions is now known as the Eremenko-Lyubich class and denoted by B. Eremenko and Lyubich showed, in particular, that the set I(f ) is a dense subset of the Julia set J(f ) whenever f ∈ B. Using these ideas, our proof of the density of repelling periodic points in the Julia set from Section 6 could be adapted to all functions in the Eremenko-Lyubich class.
Wandering domains and the Fatou set. From the preceding discussion, we see that the key step in proving that f (z) = e z is chaotic everywhere is provided by Theorem 4.1, which establishes that the escaping set is dense in the plane, or in other words that the Fatou set of f is empty. Here the specific behaviour of the exponential map comes into play more intricately. For example, consider the function
This map has the same expansion properties near infinity as the unmodified exponential map, and indeed the two are closely related. However, it is easy to see (cf. Exercise 9.8.1) that the unit disc D is invariant under g, and in fact that every point in D converges to 0 under iteration of g. Hence D ⊂ F (g) by Theorem 8.1, and thus the Fatou set is nonempty.
Let U be the component of F (g) containing D. Since g(F (g)) ⊂ F (g) and the continuous image of a connected set is connected, we must have g(U ) ⊂ U . Hence U is an example of a periodic Fatou component: a connected component of the Fatou set that is eventually mapped back into itself. It can be shown that there are only finitely many different possible types of periodic Fatou components (e.g. attracting basins for an attracting periodic point, as in the above example). Furthermore, each such domain must, in some sense, be associated to some nontrivial behaviour by an associated singular value.
Recall that the singular value 0 of f (z) = e z belongs to the escaping set. Without going into the details, it can be shown (using methods known to Fatou) that this implies the absence of any periodic Fatou components. However, it is a priori conceivable that there is a component U of the Fatou set such that all forward images f n (U ) are pairwise disjoint. Such a component is called a wandering domain. Hence Misiurewicz's Theorem 1.1 can be restated as follows: The complex exponential map has no wandering domains.
Misiurewicz [Mis81] managed to establish this result using the specific properties of the exponential function; his argument is elementary and quite short, but rather technical. More general tools to rule out the existence of wandering domains have been developed since then. The most famous of these is due to Sullivan [Sul85] , who showed that rational functions never have wandering domains, answering a question left open by Fatou. Sullivan's argument can be extended to the exponential family z → λ exp(z) [BR84] , and more generally to the class of entire functions whose singular set S(f ) is finite [EL92, Theorem 3]. As mentioned in the introduction, this provides an alternative method of establishing Misiurewicz's theorem, but the proof uses deep results from the theory of quasiconformal mappings, which go far beyond the scope of the article.
Bergweiler et al [BHK + 93] later established a different tool that can sometimes be used to exclude the presence of wandering domains, using certain information on the behaviour of the set of singular orbits. Again, this leads to a new proof of Misiurewicz's theorem. Their argument does not use quasiconformal methods, but still requires results from postgraduate-level complex analysis.
Wandering domains of entire functions do exist in general -the first example was constructed by Baker [Bak76] . As mentioned above, if f has wandering domains, then S(f ) must be infinite, but recently Bishop [Bis12] has shown that the Eremenko-Lyubich class does contain maps with wandering domains. Many questions concerning wandering domains remain open, such as the following, which is motivated by the case of the complex exponential map. It seems plausible that the answer is negative, in which case it again follows that J(f ) = C, but currently the answer is not known in general. However, in [MR13] , the problem is solved, using hyperbolic geometry, under an additional geometric assumption; this is the origin of our proof of Theorem 4.1.
The escaping set. Finally, we briefly comment on the structure of the escaping set, as discussed in Section 7 for the exponential map. Recall that every point in I(f ) (for f (z) = e z ) can be connected to infinity by a curve of escaping points. In 1986, motivated by similar results, Eremenko [Ere89] asked whether this is true for every transcendental entire function. Again, we may expect that the Eremenko-Lyubich class B, with its expansion on the escaping set, has a role to play here. Indeed, outside this class, the escaping set can have a structure that is very different from what we saw for the exponential function; compare Exercise 9.8.2 and e.g. [RS12] . The study of curves in I(f ) in the class B has a long history; we refer to [RRRS11] for references. In the end, it turned out that the answer is more complicated than first expected. On the one hand, there is a large subclass of B where I(f ) indeed consists of curves to infinity [RRRS11, Theorem 1.2] -our sketched proof of Theorem 7.2 is a specialization of this argument. On the other hand, there is a function f ∈ B such that J(f ) -and hence I(f ) -contains no curves at all [RRRS11, Theorem 8.4].
Questions concerning the escaping set continue to guide much research in transcendental dynamics. Let us close with a particularly notorious problem, which was also posed by Eremenko in [Ere89]. Eremenko's Conjecture, as it is now known, is deceptively simple to state, but has so far resisted all attempts at resolution.
Conjecture (Eremenko's Conjecture).
Let f : C → C be a transcendental entire function. Then every connected component of the escaping set I(f ) . . = {z ∈ C : f n (z) → ∞} is unbounded.
Exercises and comments
Concerning Section 2.
9.2.1. Exercise (Topological transitivity and dense orbits). Let X ⊂ C, and let f : X → X be a continuous function. We say that x 0 ∈ X has a dense orbit if the set of accumulation points of the orbit of x 0 is dense in X. (Note that this differs subtly from the requirement that the orbit of x 0 is dense when thought of as a subset of X. However, the two conditions are equivalent if X has no isolated points.) Prove: if there is a point with a dense orbit under f , then f is topologically transitive.
Exercise (Problems with using Euclidean distance in sensitive dependence).
Show that the real exponential map f : R → R; x → e x , exhibits sensitive dependence on initial conditions with respect to Euclidean distance d(x, y) = |x − y|.
9.2.3. Comment (Chordal and spherical distance). Let S = {(x, y, z) ∈ R 3 : x 2 + y 2 + z 2 = 1} be the unit sphere in Euclidean 3-space, and identify C with the x-y-plane. We can define a map from the complex plane to S as follows: given z = x + iy, draw the line L passing through the north pole N = (0, 0, 1) and the point (x, y, 0). Then L intersects S in exactly two points, namely N and another point, which we denote by ξ(z). This defines a bijection
It can be checked that ξ is given by the formula
We then set
(1 + |z| 2 )(1 + |w| 2 ) .
(Verifying this equality directly is extremely cumbersome, though possible. It is not too difficult, however, to justify it geometrically -we omit the details.) The value d # (z, w) is called the chordal distance between z and w, as it measures the length of the straight chord connecting these two points on the sphere. The term spherical distance is instead used for the distance function that measures the length of the shortest arc on the sphere connecting the two points; we shall return to this distance in Exercise 9.3.3. Since both distances are comparable up to at most a multiplicative factor, the distinction between them is irrelevant when discussing sensitive dependence on initial condition.
Exercise (Equivalence of definitions).
Prove that sensitive dependence with respect to spherical distance, in the sense of Definition 2.5 is equivalent to sensitive dependence on initial conditions with respect to the distance function d # from (9.1).
9.2.5. Exercise (Sensitive dependence for other distance functions). Let f : C → C be continuous and suppose that f has sensitive dependence with respect to spherical distance.
Prove: If d : C × C → [0, ∞) is any other metric that is topologically equivalent to Euclidean distance (i.e., a round open disc around a point z 0 contains some disc around z 0 in the sense of the distance d, and vice versa), then f also has sensitive dependence with respect to d. (Hence sensitive dependence with respect to spherical distance is the strongest such condition we can impose.) Hint. Observe that the possible pairs (f n (z), f n (w)) in Definition 2.5 all belong to a closed and bounded subset of C 2 , which depends only on δ and R. Then use the fact that d is continuous as a function of two complex variables (with respect to Euclidean distance).
Concerning Section 3. 9.3.1. Exercise (Automorphisms of the disc). Suppose that f : D → D is a conformal automorphism (i.e. holomorphic and bijective) with f (0) = 0. Conclude, using the Schwarz lemma, that f is a rotation around the origin. Deduce that any conformal automorphism f : D → D is of the form (3.1).
Comment (Arc-length distance).
To obtain a distance function, in the sense of metric space theory, from a conformal metric ρ(z)|dz| on some domain U , we first define the length of a piecewise smooth curve γ : [0, 1] → U with respect to this metric:
Then we can define the distance between two points using shortest curves:
where the infimum is taken over any curve connecting z and y. It is easy to see that this defines a distance function. (Hint. Observe that, at a periodic point of period n, the hyperbolic derivative of f n agrees precisely with the usual (Euclidean) derivative.) Concerning Section 7. 9.7.1. Exercise (The head-start condition). Prove the "head-start condition" (Claim 1 in the proof of Theorem 7.2). To do so, use the triangle inequality in the form Re f (z) ≥ |f (z)| − | Im f (z)|, and the fact that e 3 ≥ 2π + 4. 9.7.2. Exercise (Arcs in the escaping set). Prove Claim 2 in the proof of Theorem 7.2, as follows. Let us set X := w, ∞ . to the order topology on X. Any continuous bijection from a compact space to a Hausdorff topological space is a homeomorphism, and Claim 2 can be deduced from [Nad92, Theorems 6.16 and 6.17], as discussed.
Exercise (Curves in the Devaney continuum).
Let Λ be the Devaney continuum of Observation 7.4, and let Γ be the set of escaping points in Λ, as shown in Figure 5 . The goal of this exercise is to prove Proposition 7.6. Show that |g(z)| ≤ 1 whenever |z| < 1. Deduce, using the Schwarz Lemma 3.1, that g n (z) → 0 for all z ∈ D.
9.8.2. Exercise (Non-expanding escaping points).
In this exercise, we consider the entire function f (z) . . = z + 1 + e −z and will see that its escaping points can behave very differently than for the exponential map. In particular, here the escaping set has non-empty interior.
(a) Show that f n (x) → ∞ for all x ∈ R. (Hint: use the fact that f (x) − x > 0 for all x ∈ R.) (b) Show that (f n ) (x) < 1 for all x ≥ 0 and all n > 0. (c) Show that f n (z) → ∞ for all z ∈ C with Re z > 0. (d) Find the set of critical values of f , and show that this set is unbounded.
