Abstract. In the present paper, by using variational method, the existence of non-trivial solutions to an anisotropic discrete non-linear problem involving p(k)-Laplacian operator with Dirichlet boundary condition is investigated. The main technical tools applied here are the two local minimum theorems for differentiable functionals given by Bonanno.
Introduction
The main goal of the present paper is to establish the existence of non-trivial solution for the following discrete anisotropic problem 
q(k)
We want to remark that problem (1.1) is the discrete variant of the variable exponent anisotropic problem
pi(x)−2 ∂u ∂xi ) + q(x)|u| pi(x)−2 u = λf (x, u), x ∈ Ω,
2) where Ω ⊂ R N , N ≥ 3 is a bounded domain with smooth boundary, f ∈ C(Ω×R, R) is given function that satisfy certain properties and p i (x), w i (x) ≥ 1 and q(x) ≥ 1 are continuous functions on Ω with 2 ≤ p i (x) for each x ∈ Ω and every i ∈ {1, 2, · · · , N }, λ > 0 is real number.
The importance of difference equations arises from its applications to many different fields of research, such as mechanical engineering, control systems, economics, social sciences, computer science, physics, artificial or biological neural networks, cybernetics, ecology, to name a few. In this context, anisotropic discrete nonlinear problems involving p(k)-Laplacian operator seem to have attracted a great deal of attention due to its usefulness of modelling some more complicated phenomenon such us fluid dynamics and nonlinear elasticity. We refer the reader to [1, 2, 3, 4, 5, 6, 7, 9, 12, 13, 14, 16, 17, 18, 19, 20, 21, 22, 24] and references therein, where they could find the detailed background as well as many different approaches and techniques applied in the related area.
In this paper, based on two local minimum theorems, i.e. Theorem 2.1 and Theorem 2.2) due to Bonanno [8] , we obtain the exact intervals for the parameter λ, in which the problem (1.1) admits non-trivial solutions. In section 2, we recall the main tools (Theorem2.1 and Theorem2.2) and give some basic knowledge. In Section 3, we state and prove our main results of the paper containing several theorems as well as corollaries. Finally, we prove a special case of the main result (Theorem 1.1) and illustrate the results by giving concrete examples as applications to (1.1).
At the very beginning, as an example, we give the following special case of our main results. Theorem 1.1. Let T is a fixed positive integer. Assume that there exist two positive constants c and d such that
Let g : R → R be a non-negative continuous function such that t 0 g(s)ds < c 0 (1+t 2 ) for any t ∈ R and some c 0 > 0 and
Then, for each
admits at least one positive solution in the space {u : [0,
Preliminaries
First, we give the following definition. For given a set X and two functionals Φ, Ψ : X → R, we defined the following functions β(r 1 , r 2 ) = inf
and ρ 1 (r 1 , r 2 ) = sup
for all r 1 , r 2 ∈ R, with r 1 < r 2 .
for all r ∈ R.
Let X be a reflexive real Banach space, Φ : X → R be a sequentially weakly lower semicontinuous, coercive and continuously Gâteaux differentiable functional whose Gâteaux derivative admits a continuous inverse on X * and Ψ : X → R be a continuously Gâteaux differentiable functional whose Gâteaux derivative is compact. Put I λ = Φ − λΨ and assume that there are r 1 , r 2 ∈ R, with r 1 < r 2 , such that β(r 1 , r 2 ) < ρ 1 (r 1 , r 2 ), where β and ρ 1 are given by (2.1) and (2.3). Then, for each
Let X be a real Banach space, Φ : X → R be a continuously Gâteaux differentiable functional whose Gâteaux derivative admits a continuous inverse on X * and Ψ : X → R be a continuously Gâteaux differentiable functional whose Gâteaux derivative is compact. Fix inf X Φ < r < sup X Φ and assume that ρ 2 (r) > 0, and for each λ > 1 ρ2(r) , the functional I λ := Φ − λΨ is coercive. Then, for each Let T ≥ 2 be a fixed positive integer, [1, T ] denote a discrete interval {1, ..., T }. Define T -dimensional function space by
which is a Hilbert space under the norm
Since W is finite-dimensional, we can also define the following equivalent norm on W
It is clear that by weighted Hölder inequality, one can conclude
where,
Now, let ϕ : W → R be given by the formula
In the rest of the paper, the following lemma will be very useful.
Lemma 2.3. For any u ∈ W , there exists a positive constant C 1 such that
Proof. Let u ∈ W be fixed. By a similar approach argued in [23] , we set
which means that (2.6) holds. If u ≥ 1, we have
By a similar argument, it reads
Combining the above inequalities we obtain
In the same manner we get
Combining the above double inequalities we obtain
Let Φ and Ψ be as in the following
where
In the sequel, we will use the following inequality
To study the problem (1.1), we consider the functional I λ,µ : W → R defined by
We want to remark that since problem (1.1) is settled in a finite-dimensional Hilbert space W , it is not difficult to verify that the functional I λ satisfies the regularity properties. Therefore I λ is of class C 1 on W (see, e.g., [18] ) with the derivative
Lemma 2.4. The critical points of I λ and the solutions of the problem (1.1) are exactly equal.
Proof. Let u be a critical point of I λ in W . Thus, for every v ∈ W , taking v(0) = v(T + 1) = 0 into account and applying summation by parts, one has
Since v ∈ W is arbitrary, it reads
for every k ∈ [1, T ]. Therefore, u is a solution of (1.1). So by bearing in mind that u is arbitrary, we conclude that every critical point of the functional I λ in W , is exactly a solution of the problem (1.1). Vice versa, if u ∈ W be a solution of problem (1.1), by multiplying the difference equation in problem (1.1) by v(k) as an arbitrary element of W and summing and using the fact that
we have I ′ λ,µ (u)(v) = 0, hence u is a critical point for I λ,µ . Thus the viceversa holds and the proof is completed.
Main Results

First, put
Moreover, for given two non-negative constants c and d with
(F 1) There exist a constant c 0 > 0 and a function α :
Now, we are ready to state our first main result as follows.
Theorem 3.1. Assume the condition (F 1) holds and assume that there exist a non-negative constant c 1 and two positive constants c 2 and d such that
Then for any λ ∈]
[ the problem (1.1) has at least one non-trivial solution u 0 ∈ W . Proof. Our aim is to apply Theorem 2.1 to problem (1.1). To settle the variational framework of problem (1.1), take X = W , and put Φ, Ψ as defined in (2.8) and (2.9), respectively for every u ∈ W . Due to (F 2), the interval ]
[ is non-empty. Therefore, if we fixλ in this interval, we can write
Again, because W is finite dimensional, an easy computation ensures that Φ and Ψ are of class C 1 on W with the derivatives
and
for all u, v ∈ W . Hence Φ is sequentially weakly semicontinuous functional. Also Φ is coercive. Indeed, let u ∈ W be a fixed member with u > 1. From (2.7), we have 
= Φ
′ −λΨ ′ = 0 are exactly the solutions for problem (1.1), by Lemma 2.4. Hence, to prove our result, it is enough to apply Theorem 2.1. Let us define the function v :
2)
By (3.1), r 1 , r 2 < 1 p + and
By (3.1), one can conclude that d ∈ (0, 1), therefore
, this means that u < 1, and therefore bearing in mind (2.6) and (2.4),
Thus,
On the other hand, one has
Hence, from Assumption (F 2), we get β(r 1 , r 2 ) < ρ 1 (r 1 , r 2 ). Therefore, owing to Theorem 2.1, for each λ ∈]
[, the functional I λ admits one critical point u 0 ∈ W such that r 1 < Φ(u 0 ) < r 2 . Hence, the proof is complete. 
Proof. Since Φ(u 0 ) < r 2 , taking into account (3.5), one can conclude that u 0 < c 2 (2T + 2)
On the other hand, by (2.6), since ϕ(u 0 ) < 1,
We now present an example to illustrate the result of Theorem 3.1. 2, 3 , ..., 10 and x ∈ R. Hence p − = 3, p + = 5, α + = 2, A = 2 11 and K = 22
and F (k, x) = 
for every k ∈ [1, 10] , has at least one non-trivial solution u 0 that by Corollary 3.2, < ||u 0 || < .
Here we point out an immediate consequence of Theorem 3.1 as follows.
Proof. Again, by applying Theorem 3.1 and picking c 1 = 0 and c 2 = c we have the conclusion. Indeed, owing to our assumptions, one has
Thus, considering Theorem 3.1, (2.10) and Corollary 3.2, we obtain the desired conclusion.
We now proceed with the proof of Theorem 1.1.
PROOF OF THEOREM 1.1: This follows from Theorem 3.6 at once, by letting
Here, we present the following example to illustrate the result of Theorem 1.1.
Example 3.7. Consider the problem Now we state the second main result of the paper. We will apply Theorem 2.2. To do so, we provide the following theorem. 
, +∞ , the problem (1.1) admits at least one nontrivial weak solution.
Proof. As mentioned in the proof of Theorem 2.1, the regularities of Φ and Ψ hold. Let us define the function v : Z[0, T + 1] → R belonging to W by the formula (3.2).
that due to α + < p − , it follows that I λ be coercive. Consequently, all assumptions of Theorem 2.2 are verified. Therefore, for each λ ∈ Λ d , the problem (1.1) admits at least one nontrivial weak solution.
In the following we give a corollary which is based on Theorem 2.4 of [10] .
Corollary 3.9. Assume that (F 1) and (F 5) holds. Then for each λ ∈ Λ r :=
, the problem (1.1) admits at least three distinct weak solutions.
Proof. So far we have already obtained that Φ is a continuously Gâteaux differentiable, coercive and sequentially weakly lower semi-continuous functional whose Gâteaux derivative admits a continuous inverse on W * , and Ψ is continuously Gâteaux differentiable functional whose Gâteaux derivative is compact, and inf x∈X Φ(u) = Φ(0) = Ψ(0) = 0. Moreover, since I λ is coercive on Λ d , it is coercive on Λ r as well because of the relation Λ r ⊆ Λ d . The rest of the proof is quite similar to that of Overall, all assumptions of Theorem 2.4 of [10] are verified. Therefore, for each λ ∈ Λ r , the functional I λ admits at least three distinct critical points that are weak solutions of Problem (1.1).
Here, we present the following example to illustrate the result of Theorem 3.8. and F (k, x) = [ the above problem has at least three solutions.
