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A low-lying J = 2+ state in 12C was predicted over fifty years ago to exist
as an excitation of the Hoyle state. The exact energy, width, and electromagnetic
transition probability of this state is related to the structure of the Hoyle state, and
measuring these parameters will help to constrain the various models which attempt
to describe the clustering phenomenon in light nuclei. The second 2+ state in 12C
was directly observed in the 12C(;)8Be reaction using the intense, nearly mono-
energetic -ray beams available at the High Intensity -ray Source (HIS) facility.
The  particles produced by the photodisintegration of 12C were detected using an
optical time projection chamber (OTPC), which allowed for the complete angular
distributions necessary to definitively confirm the 2+ nature of the state. This unique
combination of a Compton-backscattered -ray beam and and an active-target system
made possible the first unambiguous identification of this 2+ state. The second 2+
state in 12C was found at an excitation energy of Ex = 10:13+0:06 0:05MeV, with a width of
  = 2080+330 260 keV, and with a -decay width to the ground state of   = 135
+16
 12meV.
The previously-measured first 1  state in 12C was found at an excitation energy of
Ex = 10:913
+0:020
 0:018MeV, with a width of   = 305
+40
 36 keV, and an isospin-forbidden
-decay width to the ground state of   = 32:4+2:1 2:0meV. These results are compared
with predictions made by the various models that describe the structure of the excited
states in 12C. This 2+ state increases astrophysical helium-burning reaction rates at
the high temperatures which are thought to occur during core-collapse supernovae.
New triple- reaction rates have been calculated based on these results, and their
possible impact on explosive nucleosynthesis is discussed.
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Chapter 1
Introduction
This dissertation describes a measurement performed at the High Intensity -
ray Source (HIS) facility at Triangle Universities Nuclear Laboratory (TUNL) to
identify and measure the second J = 2+ state in 12C, predicted over fifty years ago
to exist as an excitation of the Hoyle state [Mor56].
Many theoretical models have recently been advanced to describe the structure of
the Hoyle state and its possible 2+ excitation. A confirmation of the existence of the
2+2 state in 12C and a measurement of its parameters would serve to constrain these
models and elucidate the -clustering phenomenon in light nuclei.
In addition to its theoretical implications, the 2+2 state in 12C would serve as a
resonance in the 8Be(;)12C reaction, increasing the thermonuclear reaction rate of
the triple- process at high temperatures (Section 1.4). The exact parameters of the
2+2 state will affect the outcome of heavy element production during the explosive
nucleosynthesis which is thought to occur during core-collapse supernovae and other
astrophysical phenomena.
While recent interest has led to assorted experimental efforts (described in Sec-
tion 1.3) to identify the 2+2 state, background contributions from the overlapping 0
+
3
and 3 1 states have led to conflicting results and ambiguities in the existence and
parameters of the 2+2 state in 12C. Figure 1.1 shows the 12C level scheme.
This experiment used the Compton-backscattered -ray beams from the HIS
facility [Wel09] to selectively populate excited states in 12C. Since a photon beam
cannot populate the 0+3 state and has a very small probability for populating the 3
 
1
1
12C
0
+
0
+
7.65MeV
2
+4.44MeV
3
−
9.64MeV
0
+
10.3MeV
1
−
10.84MeV
α+ 8Be
7.37MeV
Figure 1.1: Adopted level scheme of 12C [Ajz90]. Previous experimental efforts to
identify the 2+2 state have been limited by background contributions from the 3
 
1 and
0+3 states at 9:64MeV and 10:3MeV, respectively.
state, this approach represents an ideal way to search for the 2+2 state and measure
its parameters, with the only other likely contribution arising from the 1 1 state at
Ex = 10:84MeV [Ajz90]. The E1 and E2 components of the cross section were
separated in order to accurately determine the parameters of both the 2+2 state as
well as the 1 1 state.
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The  particles produced in the 12C(;0)8Be reaction were detected using an
optical time projection chamber (OTPC) active-target system. Photographs of the
charged-particle tracks from each event allowed for the discrimination of background
events and the kinematic reconstructions necessary for the complete angular distri-
butions required to separate the E1 and E2 amplitudes.
Preliminary results from this experiment have been previously reported [Zim13].
1.1 The Triple- Process & the Hoyle State
It is believed that most of the carbon in the universe is produced in stars which
have exhausted their supply of hydrogen. The cores of these stars are comprised
mainly of helium, and Bethe [Bet39] conjectured that no significant amount of any
element heavier than helium can be produced by stellar thermonuclear reactions due
to the lack of stable nuclear isotopes with mass numbers between 5 and 8.
In order to explain the existence of elements heavier than helium, Salpeter [Sal52]
and Öpic [Öpi51] each hypothesized that the production of 12C could proceed through
the intermediate nucleus 8Be. Although it is unstable to  decay (  = 5:57(25) eV
[Til04]), Salpeter and Öpik postulated that a small amount of 8Be exists in a thermal
equilibrium in the stellar cores, and a 8Be nucleus may radiatively capture an 
particle to form 12C [Sal52]:
 + 
 8Be (1.1)
 + 8Be! 12C + 
Hoyle surmised [Hoy53] that in order for this ‘triple- process’ to produce enough
carbon to explain the observed natural abundances of light elements, there must exist
3
a resonance in the  + 8Be reaction corresponding to a natural-parity excited state
in 12C. The energy of the resonance must be close to the thermal kinetic energy of 
particles and 8Be nuclei at a temperature of 108K, which is thought to occur in the
cores of helium-burning stars. Hoyle predicted that this resonance should exist at
0:33MeV above the +8Be threshold, corresponding to a state in 12C with excitation
energy Ex = 7:70MeV [Hoy54].
Before Hoyle’s prediction, the experimental evidence for the existence of a state in
12C near 7:7MeV was somewhat conflicting. A state was observed in the 14N(d;)12C
reaction at 7:62MeV [Hol40] and 7:3MeV [Gug47], although this was not confirmed by
a similar experiment [Mal51] which found no evidence for a state in this region. Evi-
dence for a state at 7:5MeV was observed in inelastic proton scattering on 12C [Bri52]
and in the 9Be(;n)12C reaction [Gui52].
At Hoyle’s suggestion, Dunbar et al. [Dun53] searched for the state once more
using the 14N(d;)12C reaction, and it was definitively identified at Ex = 7:68(3)MeV
with a width   < 25 keV. The spin-parity J = 0+ was assigned to the state by
Cook et al. [Coo57], who observed -decays following the -decay of 12B. The state
is now known as the ‘Hoyle state,’ and its adopted energy and width are [Ajz90]:
Ex = 7:6542(15)MeV and   = 8:5(10) eV.
Because the Hoyle state in 12C is close in energy to the three--particle threshold
and has J;T = 0+; 0, it is widely regarded to be an -cluster state [Ike68], in which
the twelve nucleons are arranged into three distinct groups of -particle-like clusters.
1.2 2+ Excitation of the Hoyle State
While the cluster nature of the Hoyle state is generally accepted, the structure
and arrangement of the three constituent -clusters remains unknown [Fyn11]. One
4
possible experimental investigation into the structure of the Hoyle state is the iden-
tification of its possible rotational excitation. Assuming that the Hoyle state wave-
function has some intrinsic anisotropy, then there should exist a 2+ state with an
excitation energy equal to
3~2
I
above the Hoyle state [Boh75], where I is the moment
of inertia. The greater the deformation, the smaller the gap in energy between the
Hoyle state and its 2+ rotational excitation. A measurement of a second 2+ state
in 12C will therefore determine the moment of inertia of the Hoyle state under the
assumption that the two states are members of a rotational band. For example, Mori-
naga [Mor56] conjectured that the structure of the Hoyle state consists of a linear
chain of -clusters and calculated that its subsequent 2+ rotational excitation should
be found at Ex = 9:7MeV.
The measurement of a 2+ state in 12C above the Hoyle state would also give
insight into the -cluster structure even if the two states are not members of a ro-
tational band. Several theoretical predictions [Yam05, Che07] show a non-rotational
2+ excitation of the Hoyle state, and an unambiguous measurement of the resulting
2+2 state in 12C would constrain the various models and shed light onto the -cluster
structure of the Hoyle state. Predictions made by various models are discussed in
Chapter 2.
1.3 Previous Experiments
Recent interest in the -clustering phenomenon and the structure of the Hoyle
state [Fyn11, Fre12a, Ebr12, Oer06] has led to several experimental attempts to
measure the 2+2 state in 12C, with somewhat inconsistent results. Table 1.1 shows the
results of the previous measurements.
5
Inelastic Scattering
Itoh et al. [Ito04] were the first to observe experimental evidence for the exis-
tence of the 2+2 state in 12C near 10MeV using the inelastic scattering of 386MeV
 particles incident on a 12C target. With improved statistics [Ito11] they used a
multipole decomposition analysis to conclude the existence of an unexplained ` = 2
strength corresponding to the 2+2 state in 12C at Ex = 9:84(6)MeV with a width of
  = 1010(150) keV.
Freer et al. [Fre09] performed a similar inelastic scattering experiment using
66MeV and 200MeV protons and a high-resolution magnetic spectrometer. They
concluded that the line shapes of the resulting energy spectra suggested the existence
of a broad   = 600(100) keV 2+ state at Ex = 9:6(1)MeV submerged beneath the 0+3
state at 10:3MeV and the 3 1 state at 9:6MeV. A separate experiment [Zim11] also
measured the 12C(p;p0) reaction using 25MeV protons and reported results consistent
with Freer et al. A subsequent re-analysis [Fre12b] of the experimental data from
the 12C(p;p0) data from Freer et al. [Fre09] as well as the 12C(;0) data from Itoh et
al. [Ito04, Ito11] showed the 2+2 state to be an excitation energy of Ex = 9:75(15)MeV
with a width of   = 600(100) keV.
All of the inelastic scattering experiments are limited by contributions from the
0+3 and 3
 
1 states, and the extracted parameters of the 2
+
2 state depend strongly on
the subtraction of the resulting background.
-Delayed -Decay
Fynbo et al. [Fyn05, Dig05] searched for the 2+2 state by populating the low-lying
excited states in 12C through the -decays of 12B and 12N. The excitation spectrum
of 12C was reconstructed by measuring the energy of the subsequent three--particle
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decays. Since this method can only populate 0+, 1+, and 2+ states in 12C, the results
are not sensitive to any contribution from the 3 1 state. Fynbo et al. reported that
their measured -particle spectra corresponding to excitation energies in 12C near
10MeV could be explained by interfering 0+ states and concluded that the previously-
reported 2+2 state is likely nonexistent. The same group later reported [Hyl10] that
with improved statistics and analysis techniques there was evidence for a 2+ state at
Ex = 11:1(3)MeV, significantly higher in energy than the state seen in the inelastic
scattering experiments.
10=11B(3He;p=d)12C
Several recent experiments [Smi12, Alc12] investigated the spectrum of the low-
lying excited states in 12C using 3He beams incident on boron targets. Smit et
al. [Smi12] used a high-resolution magnetic spectrometer to detect deuterons from
the 11B(3He;d)12C reaction. Their results are consistent with a 2+ state in 12C
at Ex = 9:7MeV, and they categorically exclude the existence of a 2+ state near
Ex = 11MeV as was seen in the -delayed -decay experiments [Fyn05, Dig05, Hyl10].
A similar experiment was performed by Alcorta et al. [Alc12], who used an ar-
ray of double-sided silicon strip detectors to detect protons and deuterons from the
10B(3He;p)12C and 11B(3He;d)12C reactions, respectively. In addition, they detected
the  particles from the subsequent decay of the excited 12C nucleus. They found no
evidence of any new 2+ state in 12C.
The various conflicting experimental evidence suggests the need for for a new
direct measurement to identify any new 2+ excited state in 12C. An unambiguous
identification of the state would resolve this experimental incongruity.
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Table 1.1: Parameters of the 2+2 state in 12C as measured in previous experiments.
Experiment Ref. Ex  (MeV) (keV)
-delayed -decay [Fyn05, Dig05] (no state) —[Hyl10] 11:1(3) 1400(400)
12C(x;x0)12C
[Fre12b]y 9:75(15) 750(150)
[Fre09, Zim11] 9:6(1) 600(100)
[Ito11, Ito04] 9:84(6) 1010(150)
10=11B(3He;p=d)12C
[Smi12] 9:7 —
[Alc12] (no state) —
yThe results presented by Freer et al. [Fre12b] represent a re-analysis of previously
published inelastic scattering data [Fre09, Ito11, Ito04]
1.4 High Temperature Triple- Reaction Rates
Most of the heavy elements in the universe are believed to originate in the nucleo-
synthesis which occurs during supernovae and other explosive astrophysical phenom-
ena [Bur57], and individual thermonuclear reaction rates can have a profound impact
on the chemical evolution of galaxies [Bra12].
In red giant stars, the hydrostatic burning of helium into carbon is governed
completely by a single resonance in 12C—the Hoyle state [Rol88]. However, for helium
burning at the higher temperatures associated with explosive nucleosynthesis, higher-
lying resonances in 12C may significantly increase the thermonuclear triple- reaction
rates [Buc06].
The production of heavy elements during explosive nucleosynthesis is influenced
by these changes in the triple- reaction rate at high temperatures [Eid05]. For ex-
ample, Bravo et al. [Bra12] calculated that the production of nitrogen, nickel, copper,
zinc, and titanium during type Ia supernovae is especially sensitive to the triple-
reaction rate at temperatures from 1–10GK. Furthermore, changes to the rate of
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Figure 1.2: Triple- reaction rates listed in the NACRE compilation [Ang99] com-
pared with those listed in the JINA-REACLIB compilation [Cyb10]. The NACRE
reaction rates include the contribution from a theoretical 2+2 state in 12C; the JINA
rates are based on the experimental results of Fynbo et al. [Fyn05], and do not include
any significant contribution from any 2+2 state.
the triple- reaction will affect the results of a newly-discovered explosive nucleo-
synthesis mechanism known as the p-process [Frö06]—in which neutrino-driven
winds induce (n; p) reactions in heavy nuclei—which is thought to occur during core-
collapse supernovae. Wanajo et al. [Wan11] calculated the effect that changes in
the high-temperature triple- reaction rate would have on the final abundances of
elements produced during the p-process. They found that at temperatures above
3GK, the triple- process dominates the flow from A < 12 to A  12 over the
competing 7Be(;)11C(; p)14N and 7Be(;p)10B(; p)13C reactions. The increased
triple- reaction rates due to contributions from resonances above the Hoyle state in
12C will substantially reduce the production of proton-rich nuclei in the mass range
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A = 100–110 [Wan11]. This effect is due in part to the absorption of protons by 12C
and other nuclei produced as a result of the triple- process, which would otherwise
contribute to the synthesis of heavy elements.
Figure 1.2 shows the triple- reaction rates published in several recent compila-
tions. The Nuclear Astrophysics Compilation of Reaction Rates (NACRE) [Ang99]
includes in their calculated rates a purely theoretical 2+2 state in 12C at Ex = 9:12MeV
with an -decay width of   = 560 keV and a -decay width of   = 200meV. The
Joint Institute for Nuclear Astrophysics (JINA) ‘REACLIB’ database [Cyb10] lists
the rates calculated using the results from the -delayed -decay experiment of Fynbo
et al. [Fyn05]. Unlike the NACRE reaction rates, the rates listed by JINA do not
include a contribution from a 2+2 state in 12C, and the reaction rates listed by the two
compilations disagree at high temperatures by more than an order of magnitude.
Resolving this long-standing ambiguity in the existence and properties of the 2+2
state in 12C and in the resulting triple- reaction rates at high temperatures will help
to constrain the models which attempt to explain the observed abundances of heavy
elements in the universe [Die11].
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Chapter 2
Models of the 12C Nucleus
Following the failure of various attempts to describe the Hoyle state with shell
model calculations [Coh65, Kar95, Nav00a, Nav00b], nuclear models incorporating -
clustering have emerged with predictions regarding low-lying excited states in 12C. In
1987, Descouvemont and Baye [Des87] pioneered a microscopic cluster model which
treats the 12C nucleus as a three--particle system and manages to accurately repro-
duce the energy of the Hoyle state. Since then, many different models have attempted
to accurately describe the structure of 12C.
Table 2.1: Theoretical predictions of the parameters of the 1 1 and 2
+
2 states in 12C
measured in this experiment from selected models describing the structure of the
low-lying excited states in 12C. Ex is the excitation energy of the state, 2 is the
reduced -decay width (see Section 5.2.4), and B(E ! 0+1 ) represents the reduced
electromagnetic transition probability to the ground state (see Section 5.2.4).
Theory Ref. State Ex 
2
 B(E! 0+1 )
(MeV) (keV) (e2 fm2)
Microscopic Cluster [Des87] 1
 
1 12.50 61.5 —
2+2 9.27 356 4.1
BEC [Yam05] 1
 
1 10.48 — —
2+2 9.7 1200 —
FMD [Che07, Nef12] 2+2 10.06 — 0.46
EFT [Epe12] 2+2 9.65 — 2(1)
yThe FMD 2+2 energy was calculated from the predicted energy difference relative to the three-
threshold [Nef12].
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Below are descriptions of three selected leading models of the 12C nucleus: (i) a
Bose-Einstein condensate (BEC) theory which models the 12C nucleus as three  par-
ticles in a dilute degenerate gas, (ii) a model based on fermionic molecular dynamics
(FMD) which begins with single-particle Gaussian wave packets and predicts an -
cluster structure for many of the low-lying excited states of 12C, and (iii) ab initio
lattice calculations in the framework of chiral effective field theory (EFT), which also
predict  clustering for low-lying states in 12C without assuming it a priori. Table 2.1
summarizes the predictions made by these models regarding the parameters of the
1 1 and 2
+
2 states in 12C measured in this experiment.
2.1 Bose-Einstein Condensate (BEC)
Tohsaki et al. [Toh01] pioneered the description of excited states in 12C nucleus
as a degenerate -particle condensate. They started with a simple wavefunction to
describe N  clusters:
jNi =
 
Cy
N j0i; (2.1)
where Cy is the creation operator for an -cluster, and the wavefunction can be
written as [Toh01, Yam04]:
h~r1 : : : ~rN jNi / A
n
e (r
2
1 :::r
2
N)(1) : : : (N)
o
; (2.2)
where () is the internal -cluster wavefunction, which describes the individual nu-
cleons as Gaussian wave packets. A antisymmetrizes the individual nucleons within
each  cluster, and the parameter  describes the size of the  clusters. The size of
the  clusters as well as the size of the Gaussian wave packets which describe the
individual nucleons are left as parameters and are treated variationally. Using an
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effective two- and three-nucleon potential [Toh94], Tohsaki et al. [Toh01] were able
to correctly reproduce the binding energy and radius of 4He as well as the phase
shifts from elastic - scattering. They showed that for a nucleus consisting of
three -particle clusters there should be a 0+ state corresponding to three interact-
ing  clusters all occupying the same 0s harmonic oscillator state near the three-
breakup threshold, and that this state appears at the same energy as the Hoyle state.
Tohsaki et al.’s 0+ state is a dilute system of  clusters with small enough overlap
that the Pauli effect between the individual nucleons is quite weak, and the state may
be considered to be a condensate of  clusters, similar in structure to a classic BEC.
The ground state, however, is predicted to be dense enough that the Pauli effect is
important. Therefore, the ground state of 12C can be considered to be neither an
-cluster condensate nor even a state made up of distinct  clusters.
Funaki et al. [Fun03] generalized this approach and confirmed the results using
different effective nucleon potentials. They further showed that previous microscopic
-cluster calculations were in fact equivalent to the BEC approach, while the BEC
approach offers the advantage of greatly reduced degrees of freedom.
The BEC model was extended by Yamada et al. [Yam04], who showed that there
exists a 0+ state near the -breakup threshold in every 4n self-conjugate nucleus
up to 40Ca. Funaki et al. [Fun05] further extended the model by introducing a
deformed -condensate wavefunction and calculated 2+ and 4+ excitations of the
Hoyle state. They predicted that the 2+ excitation corresponds to a 2+2 state in 12C,
and a very large overlap between the 0+2 state and the 2
+
2 state indicates that the 2
+
2
state shares the -condensate nature of the Hoyle state. These results by Funaki et
al. [Fun05] were supported by calculations from Yamada et al. [Yam05], who further
extended the model to include the odd-parity Hoyle state excitations, and calculated
the parameters of the low-lying excited states in 12C. The results of these calculations
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pertaining to the 1 1 and 2
+
2 states are listed in Table 2.1.
2.2 Fermionic Molecular Dynamics (FMD)
Unlike the BEC approach or other cluster models, the FMD approach [Rot04] does
not assume a priori the -cluster nature of the low-lying excited states in 12C. In
the FMD model of the 12C nucleus developed by Chernykh et al. [Che07], the wave-
function describing the twelve-nucleon system is generated using antisymmetrized
single-particle Gaussian wave packets. These states can describe both shell-model
configurations as well as cluster states, without presupposing either. In their descrip-
tion of the 12C nucleus, Chernykh et al. model the nucleon-nucleon interactions using
the potential presented by Roth et al. [Rot05], with empirical corrections to repro-
duce the experimentally-observed properties of the ground states of assorted nuclei
with mass numbers A  48. The parameters of the single-particle states are treated
variationally to minimize the energy of the first three 0+ states [Che07].
In order to determine the extent of clustering in the low-lying states of 12C,
Chernykh et al. constructed an -cluster projection operator using 165 FMD states
in which the twelve nucleons are grouped into spinless and isospinless products of
four Gaussian wave packets. They found that the ground state has a 52% overlap
with the -cluster states, the overlap of the Hoyle state is 85%, and the overlap of the
2+2 state is 99% [Che07]. This supports the conclusion of Tohsaki et al. [Toh01] that
the ground state of 12C is poorly described by the BEC dilute -cluster model. The
FMD model also concludes that while the Hoyle state does have a large overlap with
pure -cluster configurations, there is still a significant shell-model-like component
which cannot be reproduced using the BEC approach.
Furthermore, the leading -cluster components in the FMD description of the
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Hoyle state are 8Be+ configurations, where two of the  clusters are close together
and the third is farther away. This type of configuration is not predicted in the BEC
model, where the relative positions of the three  clusters are necessarily uncorrelated.
The 2+2 state is also predicted to have a 8Be+ configuration, but with a prolate bent-
arm shape unlike that of the Hoyle state. This difference in structure leads to the
conclusion that the Hoyle state and the 2+2 state are not members of a rotational
band [Che07].
Chernykh et al. also a give a specific prediction of the excitation energy of the 2+2
state in the FMD model which is listed in Table 2.1.
2.3 Lattice Effective Field Theory (EFT)
As in the FMD approach, lattice EFT calculations do not assume a priori an
-cluster structure. Furthermore, the lattice EFT approach is an ab initio approach;
the wavefunction is not assumed to be a product of Gaussian wave packets or any
other prescribed form. Chiral effective field theory is a framework which models
the interactions between nucleons as an expansion in powers of nucleon momenta,
and provides intrinsic estimates of the theoretical uncertainty which is reduced with
each additional term in the expansion. The low-energy expansion of chiral EFT is
organized in powers of Q=, where Q is the typical momentum scale associated with
the particles, and  is the cutoff momentum at which the effective theory breaks
down. Lattice EFT is a technique where space and time are discretized in order to
numerically calculate properties of systems within the chiral EFT framework, and
the cutoff momentum  is inversely proportional to the lattice spacing.
Epelbaum et al. [Epe09, Epe10a, Epe10b] developed a method for calculating
the structure of nuclei up to A = 12 using supercomputer EFT lattice simulations.
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They used a cutoff momentum of  = 314MeV which permits convergent solutions
for Q . 100MeV. Their calculations include Coulomb interactions with an effective
two-nucleon contact term to avoid singularities arising from two protons on the same
lattice site, and isospin symmetry breaking is included using terms which depend on
the mass difference between the 0 and . Three-nucleon interactions are explicitly
included in three diagrams at next-to-next-to-leading-order (NNLO or O(Q3=3)),
which allowed Epelbaum et al. to correctly reproduce the difference in binding en-
ergy between 3He and 3H [Epe10a]. Using an effective four-nucleon interaction, Epel-
baum et al. also used this method to investigate the -clustering phenomenon, and
they correctly calculated the binding energies of both 4He and 8Be [Epe11].
For the case of the 12C nucleus, Epelbaum et al. [Epe12] explicitly calculated
the structure of the ground state, the Hoyle state, and its 2+ excitation. They used
six unique initial configurations of six neutrons and six protons, and followed each
one forward through discrete steps in time. The configurations that approached a
spinless state with the binding energy of 12C were identified as components of the 0+1
ground state, while those that approached a spinless state at an intermediate plateau
in energy were identified as the components of the 0+2 Hoyle state. The structure of
the Hoyle state was found to be dominated by  clusters in an oblate triangular or
bent-arm configuration. A spin-2 state was also identified as a low-lying 2+ rotational
excitation of the Hoyle state.
Epelbaum et al. [Epe12] calculated specific attributes of the 2+2 state including
the electromagnetic transition rate to the ground state, listed in Table 2.1. They
estimated the uncertainty in their simulations using the size of the corrections from
including higher order terms, extrapolating to infinite time, and Monte Carlo statis-
tical uncertainties.
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Chapter 3
Experiment Description
3.1 High Intensity -ray Source (HIS)
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Figure 3.1: The HIS facility. An electron beam circulating in the storage ring
produces coherent FEL light inside an optical cavity. FEL photons are backscattered
by the electron beam, and the resulting  rays propagate downstream to the target.
The High Intensity -ray Source (HIS) at the Duke Free Electron Laser Lab-
oratory (DFELL) is located on the Duke University campus and operated by the
Triangle Universities Nuclear Laboratory (TUNL). At the HIS facility (Figure 3.1),
-ray beams are produced by the Compton backscattering of free electron laser (FEL)
photons. This technique was pioneered by Litvinenko et. al [Lit97], and the facility
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has since undergone a series of upgrades with significant improvements in perfor-
mance and reliability [Wel09]. -ray beams at HIS are either linearly or circularly
polarized, with on-target intensities of up to 5 108 /s, and available beam energies
of 1–100MeV.
3.1.1 Free Electron Laser
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Figure 3.2: Schematic of the HIS facility. Figure is not drawn to scale.
Figure 3.2 shows a schematic of the accelerators which make up the DFELL: a
linear accelerator (linac), a booster ring, and the main electron storage ring.
At the start of the linac, electrons are produced using pulses from a N2 laser inci-
dent on a lanthanum hexaboride (LaB6) photocathode. The electrons are accelerated
in bunches through seven linac sections to an energy of 163MeV and injected into
the booster ring.
The booster ring is an auxiliary synchrotron 31:9m in circumference which ramps
the electrons to their full energy of up to 1:2GeV and then injects them into the
storage ring. Because the electrons are injected at the full energy, the booster ring
can continuously top off the storage ring to maintain full electron beam current.
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The storage ring is a racetrack-shaped synchrotron with a circumference of 107:46m.
Along the north (upwards in Figure 3.2) straight section is a radio frequency (RF)
cavity which bunches the electrons and replaces electron beam energy lost to syn-
chrotron radiation in the curved sections. The RF cavity can also ramp the electron
beam energy up or down.
Along the south (downwards in Figure 3.2) straight section are four undulators,
also called wigglers. These wigglers make up two optical klystron (OK) configurations
capable of producing FEL light: OK-4 for linearly polarized and OK-5 for circularly
polarized FEL light. The OK-4 wigglers have a series of coplanar magnets making
up 33 periods of 10 cm each. There is a 25mm gap between the poles of the magnets,
which can create a field of up to 536mT [Lit96, Wu96]. Each of the OK-5 helical
wigglers is made up of two planar wigglers: one oriented horizontally and the other
oriented vertically. The two planar wigglers are offset by
1
4
of a period with respect to
one another such that the magnetic field causes the electrons to follow a helical path.
The OK-5 wigglers have 30 periods of 12 cm each. The gap between the magnets of
the OK-5 wigglers is 40mm, resulting in a maximum field of 286mT [Lit01, Wu01].
The current experiment exclusively used circularly polarized light from the OK-5
wigglers.
As an electron bunch in the storage ring enters the OK-5 wigglers, the magnetic
field causes the electrons to travel in a helical path, radiating circularly polarized
photons. Two mirrors are located at either end of the south straight section, defining
an optical cavity 53:73m long, exactly one-half the circumference of the storage ring.
Consequently, photons radiated by an ultrarelativistic electron bunch will reflect off
of each mirror and co-propagate precisely with the same electron bunch as it travels
once again through the wigglers.
As the electron bunch co-propagates with the photons, the electrons interact
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with the photons’ electromagnetic field. This interaction divides the electron bunch
(5–10 cm in length) into micro-bunches separated from one another by the wave-
length of the photons (190–1065 nm). When the micro-bunched electrons enter the
downstream wiggler, the photons are radiated precisely in phase with those already
co-propagating, resulting in coherent FEL light.
3.1.2 -Ray Production
HIS uses collisions of electrons and FEL light to produce nearly monoenergetic
-ray beams. During -ray production, two electron bunches are injected into the
storage ring 180 apart. Due to the geometry of the storage ring and the optical
cavity, FEL photons produced by one electron bunch will collide head-on with the
second electron bunch in the region between the wigglers (Figure 3.2). The Compton
backscattering mechanism for producing  rays is shown in Figure 3.3.
The energy of the outgoing  ray is given by:
E = Efel
1 + 
1 + Efel
Ee
 

   Efel
Ee

cos 
; (3.1)
where Efel is the energy of the FEL photon, Ee is the energy of the incoming electron,
 is the ratio of the velocity of the incoming electron to the speed of light, and  is
scattering angle of the outgoing  ray (Figure 3.3).
For the ultrarelativistic electron beams at HIS,  = (1  2) 1=2  1. For the
case where  is small, equation 3.1 can be written [Lit97]:
E  Efel 4
2
1 + ()2 + 42Efel
Ee
: (3.2)
The energy of the outgoing  ray strongly depends on the scattering angle  and
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Figure 3.3: -ray production through Compton backscattering. An FEL photon
(1:2–6:5 eV) collides head-on with a relativistic electron (280–1200MeV) resulting
in an outgoing -ray photon (1–100MeV). The angle  of the scattered  ray is
exaggerated in the illustration;  is typically less than one mrad.
peaks at  = 0. By collimating the -ray beam, the highest energy backscattered
photons can be selected with minimal energy spread.
3.1.3 Alignment
The -ray beam used in this experiment was collimated with a 10:5mm diameter
lead collimator. Because the collimator is approximately 10m upstream of the target
room, the diameter of the -ray beam is approximately 12:5mm by the time it reaches
the target. The experimental apparatus has an opening for the beam with a minimum
diameter of 15mm, so precise alignment with respect to the beam is essential.
In order to align the OTPC with respect to the beam, two 4mm long lead plugs
were mounted at the center of the entrance and exit ports of the drift chamber. A
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-ray imager [Sun11] before (left) and after (right) alignment. The shadows of two
lead plugs mounted at the center of the entrance and exit ports of the drift chamber
are visible; the smaller plug is on the entrance window and the larger is on the exit
window.
BGO (bismuth germanium oxide, Bi4Ge3O12) based -ray imaging system, developed
by Sun [Sun09a], was placed downstream of the OTPC and an image showing the
shadows of the two lead plugs was recorded (Figure 3.4). The alignment of the OTPC
was then adjusted and the process repeated until the centers of the lead plugs were
within 0:3mm of the center of the beam.
3.2 Beam Diagnostics
3.2.1 Intensity
Absolute Intensity Measurement
The absolute intensity of the -ray beam was measured with a large, 10 in 12 in
NaI(Tl) detector placed directly in the beam. Because the detector could operate at
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a maximum useful counting rate of a few kHz, the beam intensity was reduced by
approximately five orders of magnitude whenever absolute intensity measurements
were taken. Five copper attenuators 35m upstream of the target are used to reduce
the beam intensity by known amounts. Any of the five attenuators can be remotely
placed in or out of the beam, and the thickness of each attenuator is known pre-
cisely. The attenuation factor of the copper attenuators can be calculated using the
published photon attenuation cross sections [Ber98]]. Ahmed et al. measured the
attenuation of the copper attenuators and found excellent agreement with the pub-
lished cross sections [Ahm08]. The total systematic uncertainty in the attenuation
factor has been previously calculated to be 2% [Per10]. Extraction of the total beam
intensity using these attenuators and a large NaI(Tl) detector is discussed in more
detail in Section 4.1.1.
Relative Intensity Monitors
Because the absolute intensity measurements using the large NaI(Tl) detector
require attenuation of the -ray beam, they could not be performed concurrently
with the experiment. In order to extract an absolute cross section, the intensity
of the beam must be measured in real-time with the experiment to give the total
integrated luminosity. Relative intensity measurements do not require the beam to
be attenuated, and several different relative intensity monitors were used in order
to cross-check each relative measurement and control systematic uncertainties. Each
relative intensity monitor was calibrated against the absolute intensity measured by
the NaI(Tl) detector and then run simultaneously with the experiment, providing
the normalization necessary for measuring absolute cross sections. Calibration of the
relative intensity monitors and extraction of the total integrated luminosity on target
are discussed in Section 4.1.1.
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Paddles: Upstream of the target room are two thin BC400 plastic scintillating
paddles coupled to photomultiplier tubes (PMTs). When a photon from the beam
deposits energy in one of the paddles, the scintillating plastic produces a flash of
light and a pulse from the PMT is recorded. Typically, one interaction occurs for
every thousand incident photons. Each paddle provided an independent relative in-
tensity measurement and was independently calibrated against the absolute intensity
measurements using the large NaI(Tl) detector.
Heavy Water Cell: A small polyethylene cell filled with heavy water is located at
the downstream end of the target room. The cell is 47:4mm long, 40:8mm in diame-
ter, and has 0:7mm thick walls. Neutrons from the photodisintegration of deuterons
in the heavy water were detected by two Bicron BC-501A scintillating neutron de-
tectors, placed 48 cm from the cell at a scattering angle of 90. Although an absolute
intensity measurement is possible using this setup [Sta08], the uncertainties in neu-
tron detector efficiencies and scattering of neutrons inside the cell cause a 15–20%
systematic uncertainty in beam intensity. For this experiment, smaller uncertainties
in the total integrated luminosity were found by using the heavy water cell as a rela-
tive counter and relying on the absolute measurements of the attenuated beam using
the large NaI(Tl) detector.
3.2.2 Energy
The energy profile of the -ray beam was measured with a large 123% high-purity
germanium (HPGe) detector placed directly in the beam. Like the NaI(Tl) detector,
the HPGe detector is useful only at count rates below a few kHz, so the beam intensity
was reduced using the attenuators previously described in the Section 3.2.1 while
making energy measurements. For the -ray beam energies used in this experiment,
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a significant portion of the events recorded in the HPGe detector do not deposit their
full energy in the detector due to Compton scattering and pair production. A Monte
Carlo algorithm developed by Sun et al. [Sun09b] was used to reconstruct spectra
from the HPGe detector and is discussed in more detail in Section 4.1.2. During
later runs, a 3 in thick segmented NaI(Tl) annulus was placed around the HPGe
detector to detect and measure radiation leaving the detector, greatly simplifying the
analysis.
3.3 Optical Time Projection Chamber
The optical time projection chamber (OTPC) used in this work consists of a
parallel-grid drift chamber or time projection chamber (TPC) along with an optical
readout system to record photographs of the ionization tracks. This concept was
first developed for imaging Čerenkov rings from high energy electrons by Charpack
et al. [Cha78, Bre79], and the first OTPC capable of imaging charged-particle tracks
was developed by Potter [Pot84]. The basic design was then extensively developed by
Charpak et al. [Cha87]. Subsequently, Miernik et al. used a charge-particle detecting
OTPC which they designed and built [Mie07a] to perform the first successful nuclear
physics experiment involving this type of detector: a measurement of the two-proton
decay of 45Fe [Mie07b].
The HIS OTPC was designed to measure cross sections and angular distributions
of outgoing charged particles from photodisintegration reactions induced by the -
ray beams available at HIS [Gai10]. The overall layout of the detector is shown in
Figure 3.5.
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.drift chamber
photomultiplier tubes
mirror optics chain
Figure 3.5: The HIS OTPC showing the drift chamber, photomultiplier tubes,
mirror and the optics chain.
3.3.1 Drift Chamber
The drift chamber, shown in Figure 3.6, is 30 cm long, 30 cm wide, and 21 cm tall.
Inside the drift chamber are four high-voltage grids acting as electrodes to generate
an electric field. Each of the grids is made from a mesh of 50 µm thick stainless steel
wires spaced 500 µm apart from one another. The walls of the drift chamber between
the anode and cathode grids are covered with 66 parallel copper strips, 2:5mm wide
with 0:4mm spacing. The copper strips are connected to each other and to the
grids with 1M
 resistors, establishing a homogeneous electric field inside the drift
chamber.
The drift chamber is filled with a mixture of 80% CO2 target gas and 20% N2
scintillator. The CO2 provides the target 12C nuclei, while the N2 was chosen as a
scintillator to maximize light output at an acceptable wavelength [Wei06]. Most of the
scintillation light from N2 is emitted at 337 nm, but a significant amount is emitted
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second avalanche grid
quartz window
-ray beam
Figure 3.6: The drift chamber is filled with gas containing 12C (CO2). The -ray
beam causes photodisintegration events in the gas, and the recoiling charged particles
leave behind ionization tracks. Electrons from the ionization drift toward the anode
grid. An avalanche is induced by the strong electric field between the avalanche grids,
and scintillation light passes through the quartz window.
at the longer, near-visible wavelengths of 377 nm and 391 nm. The gas is kept at a
pressure of 100 torr or 150 torr depending on the beam energy in order to optimize
the length of the charged particle tracks. In order to maintain purity, continuous gas
flow through the drift chamber is maintained at 100–200 std cm3/min1.
Table 3.1: Drift chamber grid operation voltages and calculated electric field
strengths between the grids.
Voltage (kV) Field Strength (kV/cm)
Grid / Region 100 torr 150 torr 100 torr 150 torr
cathode grid  3:50  4:50
anode grid 0 0
first avalanche grid 2:00 2:00
second avalanche grid 5:18 6:28
cathode-anode 0:168 0:216
anode-first avalanche 4:00 4:00
first-second avalanche 10:4 12:6
The -ray beam enters and exits the OTPC through 1mm thick aluminum win-
dows. The entrance and exit windows are mounted at the end of beam pipes 64 cm
1std cm3 is defined as one cm3 of gas at standard temperature and pressure (STP).
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and 70 cm away from the drift chamber, respectively, to prevent any charged parti-
cles produced by the interaction between the beam and the windows from reaching
the drift chamber. Additionally, a large permanent magnet is mounted immediately
downstream of the entrance window to deflect electrons and positrons away from
the drift chamber. Photodisintegration events are induced in the target gas, and
the recoiling charged particles leave ionization tracks in the gas. Electrons from the
ionization drift upwards toward the anode grid. The strong electric field between
the anode grid and the two avalanche grids causes a cascade of ionization and elec-
tron multiplication. Operating voltages of the grids and the calculated electric field
strengths between them are listed in Table 3.1.
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Figure 3.7: Circuit for extracting a signal from the high-voltage grid inside the drift
chamber. The high voltage from the power supply is sent through a low-pass filter
to the grid to reduce noise. High frequency signals from the grid are extracted, and
a protection circuit keeps large voltage spikes from propagating.
The electron avalanche induces a signal in the second avalanche grid which is read
out after passing through the circuit shown in Figure 3.7. The avalanche also causes
scintillation in the N2 gas, and the emitted light leaves the drift chamber through
a 2:5 cm thick, 40 cm diameter quartz window and is detected by four Hamamatsu
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R10133 photomultiplier tubes (PMTs) mounted around the window, as shown in
Figure 3.5, and two additional PMTs (not pictured) mounted on either side of the
optics chain. The signals from the PMTs are digitized to form the time projection
signals which give kinematic information about the track used to reconstruct the
event.
3.3.2 Optics Chain
Images of the charged particle tracks produced by the scintillation of the N2 gas
are recorded by the optics chain, shown in Figure 3.8. The optics chain is based on the
opto-electronics readout system of the CERN Hybrid Oscillation Research Appara-
tus (CHORUS) neutrino oscillation experiment [Esk98], and many of the components
come directly from one of the CHORUS intensifier chains [Ann98]. The optics chain
consists of the main lens assembly, an electrostatic demagnifier, the auxiliary lens as-
sembly, a gated image intensifier, and finally a computer-controlled camera to record
a photograph of the event.
.
CCD camera
gated image intensifier
auxiliary lens assembly
electrostatic demagnifier
main lens assembly
Figure 3.8: The optics chain records an image of each event.
The main lens assembly (MLA) gathers and focuses the scintillation light from the
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tracks onto the electrostatic demagnifier. The MLA is 142mm in diameter and has
an f-number of f/1:4 . The face of the MLA is 635mm from the second avalanche grid
and has a field of view 370mm in diameter. The MLA was custom designed for this
system by Optical Engineering [Arn] and was fabricated by Optimax Systems [Opt].
The image projected by the MLA falls onto a Hamamatsu model V4440U elec-
trostatic demagnifier taken from one of the CHORUS intensifier chains. On the face
of the demagnifier is a 100mm diameter photocathode, and emitted photoelectrons
are focused onto a P11 phosphor 25mm in diameter at the back of the demagnifier.
P11 is a slow phosphor with a 50 µs decay time. This allows time for the gated
image intensifier and camera to be triggered by a signal generated from the second
avalanche grid without losing much light. The demagnifier has a quantum efficiency
of 18% and intensifies the light with a gain of 126, both measured at a wavelength
of 430 nm [Ann98].
The back of the demagnifier is viewed by the auxiliary lens assembly (ALA) which
consists of two 50mm focal length Nikon AF Nikkor camera lenses. The fronts of
the two lenses are mounted facing each other so that the image from the demagnifier
is projected onto the 25mm diameter photocathode of the gated image intensifier
mounted 50mm behind the ALA.
The gated image intensifier is taken from one of the CHORUS intensifier chains
and consists of a photocathode, a micro-channel plate (MCP), and a P46 phosphor at
the back. It has a quantum efficiency of 11% and a gain of up to 800 at a wavelength
of 520 nm [Ann98]. The photocathode of the intensifier is normally biased at 50V,
preventing any photoelectrons from being emitted. A trigger signal from a photo-
disintegration event (Figure 3.10) switches the bias to  200V which allows photo-
electrons to be emitted by the photocathode, multiplied by the MCP, and collected
by the phosphor screen. This gate is open for 50 µs, which allows for the collection of
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most of the light emitted by the demagnifier while greatly reducing background light
not associated with a photodisintegration event.
The track image appearing on the phosphor screen of the image intensifier is
photographed by a Hamamatsu model C10600-10B-H ORCA-R2 camera with a Sigma
50mm f/2:8macro lens. The hermetic vacuum-sealed CCD sensor in the camera is
cooled to  35 C with forced air flowing over a Peltier junction. The camera is
capable of recording images at a resolution of 1344  1024 pixels, each read out
with a 16 bit digitizer depth. In order to increase the maximum frame rate and
reduce the dead time, the pixels are binned before being digitized, and the camera
is read out at a reduced resolution of 672 512 pixels and a reduced 12 bit digitizer
depth. At this reduced resolution and depth the camera has a maximum frame rate
of 28:4 frames/s. The frame rate of the camera is the limiting factor for the total
dead time of the detector, even at the reduced resolution. In order to keep the dead
time less than 25%, the maximum event rate is limited to less than 6Hz.
3.4 Electronics
The electronics setup of the HIS OTPC consists of three main circuits: (i) the
trigger circuit starts the data acquisition system when an event deposits sufficient
energy in the drift chamber, (ii) the optics circuit sends triggers to the various com-
ponents of the optics chain and records the output from the PMTs, and (iii) the busy
circuit ensures that no new event can be triggered while the data acquisition and op-
tics chain are processing a previous event. All of the NIM [NIM64] and VME [VME87]
modules used in the electronics setup are listed in Table 3.2.
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Table 3.2: NIM and VME electronics modules used in the HIS OTPC.
Module Make/Model Crate Figures
spectroscopy amplifier Ortec 452 NIM 3.9
timing filtering amplifier Ortec 474 NIM 3.9
constant fraction discriminator Phillips Scientific 406 NIM 3.9
gate generator LeCroy 222 NIM 3.9
coincidence logic unit Phillips Scientific 755 NIM 3.9, 3.11
logic fan LeCroy 492A NIM 3.11
gate & delay generator Phillips Scientific 794 NIM 3.9, 3.10, 3.11
level translator Phillips Scientific 726 NIM 3.10, 3.11
random pulse generator BNC DB-2 NIM 3.11
peak-sensing ADC CAEN V785 VME 3.9, 3.11
scalers module Struck SIS3800 VME 3.9
FADC digitizer Struck SIS3300 VME 3.10
VME trigger Struck SIS3610 VME 3.10, 3.11
3.4.1 Trigger Circuit
The trigger circuit, shown in Figure 3.9, takes the signal from the last multi-
plication grid (Figure 3.7), pre-amplifies it, and splits it into a linear branch and a
logic branch using a standard BNC tee connector. The linear branch is resistively
attenuated by a factor of 8 in order to avoid saturation and then shaped using a
spectroscopy amplifier with a shaping time of 6µs. The unipolar output from the
spectroscopy amplifier is fed into a 12 bit peak-sensing analog-to-digital converter
(ADC) which records the pulse height. The logic branch is shaped by a timing filter-
ing amplifier (TFA) and then sent to a constant fraction discriminator (CFD). The
use of a CFD provides a trigger signal with stable timing independent of pulse height.
The output signal from the CFD starts a gate generator. The 75µs gate is sent to
a logic unit which is used as the trigger OR. One output from the trigger OR goes
to a VME-based [VME87] scaler module which records the total number of trigger
signals. The other output from the trigger OR goes to another logic unit which is
used as the trigger veto OR. This unit will inhibit any trigger signal output when
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Figure 3.9: The trigger circuit creates a master trigger from the grid signal and
reads the grid signal into an ADC.
the DAQ is busy by using the veto signal generated by the busy circuit, shown in
Figure 3.11. One output from the veto trigger OR is sent to the scaler module, while
another is sent to a gate and delay generator (G/D) with a 30 µs gate. This is used
as the gate for the ADC; only pulses occurring within that window are digitized.
3.4.2 Optics Circuit
The optics circuit, shown in Figure 3.10, takes two copies of the master trigger
signal generated by the trigger circuit (Figure 3.9). One copy of the master trigger
signal is used to create a gate 1:2µs wide and delayed by 7:5µs using two channels
of a gate and delay generator. This gate is used as the stop signal for a 100MHz
12 bit flash ADC (FADC) VME module. The FADC constantly digitizes the time
projection signals from the six PMTs, and when it receives a trigger, the previous
20 µs of digitized signals are recorded. Another copy of the trigger signal is sent
to a separate channel of a gate and delay generator which generates a 50 µs master
gate for the optics system. The NIM gate is sent to the busy circuit (Figure 3.11)
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Figure 3.10: The HIS OTPC optics circuit takes the previously-generated master
trigger signal (Figure 3.9) and uses it to trigger the various optics systems.
as the ‘camera event busy.’ The NIM not-gate (gate) is sent to a level translator,
the TTL output of which is sent to trigger the internal power supply of the gated
image intensifier, biasing its photocathode. The TTL output of the master optics
gate triggers a new channel of a gate and delay generator, creating a 5ms gate. The
NIM and TTL outputs of this gate go to the busy circuit (Figure 3.11) as the ‘camera
event busy’ and ‘camera event capture’ signals respectively. The delay output of the
master optics gate is sent to trigger the VME trigger module. In order to trigger
the camera, the ‘image busy’ signal from the busy circuit (Figure 3.11) goes through
a level translator, and the TTL output is sent to the ‘external trigger’ input of the
camera. The NIM output of the level translator is sent to the VME scaler module to
record the total number of images captured.
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Figure 3.11: The HIS OTPC busy circuit creates busy signals to prevent the optics
system or the DAQ from triggering while a previous event is being processed.
3.4.3 Busy Circuit
Because the HIS OTPC records data from both a camera and from VME-based
modules, many redundant busy signals are latched to ensure that no part of the
DAQ can be triggered while processing a previous event. The busy circuit creates
two separate busy signals: the image busy and the master busy. Both busy signals
are generated using logic fans as OR gates.
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The inputs to the image busy OR gate include signals from the optics circuit
(Figure 3.10), a signal from the VME trigger module to latch a busy while the camera
captures a dark image at the beginning of each run, and the ‘extended camera busy’
signal from the master busy OR.
The various inputs are generated using gate and delay generators and level trans-
lators. Outputs from the image busy OR gate are sent to the optics circuit to trigger
the camera (Figure 3.10) and as an input to the master busy OR.
The inputs to the master busy OR gate are the output from the image busy,
the previously-generated intensifier busy (Figure 3.10), busy signals from the ADC
and VME trigger module, and the camera busy signal from the input/output port of
the camera control unit. Since the camera busy signal taken from the input/output
port does not extend the full time needed for the camera to download the image,
the not-out (out) from the master busy OR gate is used to generate a 50ms gate
as the ‘extended camera busy’ signal which is sent as an input back to the image
busy OR gate. Outputs from the master busy OR gate are sent to the trigger circuit
(Figure 3.9), and used as veto signals for the scaler inputs from a 1 kHz random
pulser and a 10Hz clock. The total live time of the DAQ can be determined by
comparing the total number of scaler inputs from the random pulser or clock to the
vetoed versions of the same signals.
3.5 Data Acquisition
The data acquisition (DAQ) system records all relevant physics information from
the HIS OTPC. The camera images and the readouts from the ADC and FADC are
recorded for each event, while a dark image from the camera and scaler information
are recorded for each run.
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3.5.1 CODA
All the VME-based modules in the DAQ system are controlled and read out by
the CEBAF Online Data Acquisition (CODA) software tool-kit [Abb99], developed for
nuclear physics experiments at Thomas Jefferson National Accelerator Facility. CODA
uses a Linux workstation as a host computer and a VME-based PowerPC single-board
computer (SBC) running VxWorks [Win09] to control the various digitizers.
When the VME trigger module receives a trigger (Figure 3.10), it causes the
read-out control (ROC) process running on the SBC to take the digitized signals
from the ADC, FADC, and scaler module, and store them in a local buffer. Data in
the buffer are sent over Ethernet to the event builder (EB) process running on the
host computer. The EB process parses the event data and writes them to disk for
later analysis. During this process, busy signals from the ADC, FADC, and VME
trigger module prevent another trigger until each module can accept another event.
3.5.2 Camera
The Hamamatsu camera uses proprietary drivers, and an application program-
ming interface (API) provided by Hamamatsu was used to write custom software for
the camera. Because the API grants only limited control over the camera, it could not
be directly integrated into CODA. A separate Windows computer was used to control
and record images from the camera.
When CODA initiates the pre-start routine, a dark image is recorded for background
subtraction. Once the run begins, a physics event causes a trigger signal to be sent to
the camera (Figure 3.10), and it records a 672 512 pixel, 12 bit image and sends it
via an IEEE 1394 interface [IEE08] to the Windows computer. The computer stores
the images in a virtual hard drive made up of 4GB of random access memory (RAM).
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Every sixty seconds a background process transfers the images from the RAM drive
to a 5TB redundant array of independent disks (RAID) for permanent storage. At an
event rate of 4Hz, 9:2GB of images are recorded every hour of running. In order to
ensure the images from the camera are properly matched to events from the digitizers,
the camera control software increments the image file name after each event. Because
the camera control software is never synchronized directly with CODA, an erroneous
trigger received either by CODA or by the camera causes the event numbering to go out
of sync, and the images can no longer be matched to event data from the digitizers.
Since this mismatch makes analysis of the data extremely difficult, many redundant
busy signals are used (Figure 3.11) to prevent erroneous triggers. However, the time
taken by the camera to transfer the image is not always predictable, and the 50ms
‘extended camera busy’ signal does not always cover the full time that the camera
is in fact busy. This causes occasional (one event per 100,000) mismatches when
running at high rates (>6Hz).
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Chapter 4
Data Reduction & Analysis
The offline analysis in this experiment was performed using the ROOT framework
for large scale data analysis [Bru97]. ROOT provides C++ libraries with classes written
for the analysis of data from nuclear and particle physics experiments. Apart from the
images, all of the data taken during the experiment were recorded by the CODA data
acquisition software (see Section 3.5). Binary event data files written by CODA were
converted to a ROOT-based file format using the TUNL Real-time Analysis Package
(TRAP) software.
4.1 Beam Diagnostics
4.1.1 Intensity
As described in Section 3.2.1, the -ray beam intensity was measured using sev-
eral real-time relative monitors, each calibrated against absolute measurements made
using a large NaI(Tl) detector placed directly in the beam.
Absolute Intensity
An absolute intensity measurement was taken with the NaI(Tl) detector directly
in the attenuated beam, at least twice during the runs at each beam energy. Be-
cause the NaI(Tl) detector could not operate under the full intensity of the -ray
beam, precision attenuators reduced the intensity while this detector was used (see
Section 3.2.1). A typical spectrum is shown in Figure 4.1. The response function of
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Figure 4.1: Spectrum from the NaI(Tl) detector, placed directly in the 10:1MeV
-ray beam. The contribution from events depositing less than 4MeV in the detector
was estimated by fitting the tail of the peak with a Lorentzian line shape (solid blue
line) and extrapolating below the dotted red line.
the NaI(Tl) detector is such that the photoabsorption peak, the escape peaks, and
the Compton edge all overlap with a low-energy tail reaching down to the natural
background lines from 208Tl and 40K at 2615 keV and 1462 keV, respectively. The
total number of beam-related events in each NaI(Tl) spectrum was estimated by
summing the counts above a cutoff energy (typically 4MeV), and adding to it the
contribution from beam-related events occurring below the cutoff energy, estimated
by fitting the low-energy tail of the distribution to a Lorentzian function and extrap-
olating to zero energy. Corrections were made for the efficiency of the detector and
the attenuation due to the aluminum entrance window of the NaI(Tl) detector as
well as the aluminum entrance and exit windows of the OTPC. Corrections due to
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dead time from the electronics were not necessary, as the total number of counts was
taken from the scalers. The dead time from the detector itself can be estimated to
be less than 0:04% from the decay time of a pulse from the detector ( 200 ns) and
the maximum rate at which the detector was operated (2 kHz). The absolute beam
intensity was calculated by using the published attenuation factors [Ber98] of the
copper attenuators. On-target -ray beam intensities were typically 1–2 108 /s.
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Figure 4.2: Calibration of the real-time relative intensity monitors. The pink box
shows the time in which absolute intensity was measured, and the blue box shows
the time of the relative measurement. The two measurements were performed close
together in time, during which the beam conditions were stable. Small variations
in beam intensity between the absolute and relative intensity measurements were
estimated by using the electron beam current times the FEL optical power to weight
the two measurements.
Because the NaI(Tl) detector could not be exposed to the unattenuated -ray
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beam, several relative counters were used to monitor the beam intensity in real time
(see Section 3.2.1). Each of the relative counters was calibrated by taking an absolute
intensity measurement and a relative intensity measurement in quick succession, as-
suming the beam to be relatively stable over the two measurements. Corrections for
variations in beam intensity were made by weighting each intensity measurement us-
ing the integrated product of the electron beam current and the FEL optical power,
which is proportional to the beam intensity. The current and optical power were
measured once per second from the HIS accelerator control system and integrated
over each intensity measurement. These corrections were typically less than 2%.
Figure 4.2 shows a typical calibration of the relative counters, which was performed
at least twice during the runs at each -ray beam energy.
4.1.2 Energy
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Figure 4.3: (a) Calibration HPGe spectrum using -ray lines from thermal neutron
capture with a 58Ni target. (b) HPGe spectrum taken with the detector directly in
the attenuated beam. The photoabsorption peak overlaps with the first and second
escape peaks and their respective Compton edges.
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As described in Section 3.2.2, the energy distribution of the -ray beam was mea-
sured using a HPGe detector placed directly in the attenuated beam. The detector
has an energy resolution of approximately 4 keV and was calibrated using the -ray
lines from thermal neutron capture on a 58Ni target as shown in Figure 4.3a. The
-ray lines used for calibration are listed in Table 4.1 and include the lines from the
58Ni target as well as from other nuclei present in the target room.
Table 4.1: Published thermal neutron capture lines [Cha06] used for calibration of
the HPGe detector.
E (keV) X(n,)
9297.80 54Fe
8998.63 58Ni
8553.71 58Ni
8498.64 73Ge
7729.90 73Ge
7724.03 27Al
7645.58 56Fe
7631.18 56Fe
Monte Carlo Unfolding
At the -ray beam energies used in this experiment, the photoabsorption peak
in the HPGe detector was completely overwhelmed by contributions from the escape
peaks and Compton scattering (see Figure 4.4). An algorithm developed by Sun et
al. [Sun09b] was used to unfold the HPGe spectra and extract the -ray beam energy
distributions.
In Sun’s algorithm, the spectrum m(E) recorded by the HPGe detector is de-
scribed by
m(E) =
1Z
0
dE H(E;E)f(E); (4.1)
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Figure 4.4: Unfolding of HPGe spectrum using the algorithm developed by Sun et
al. [Sun09b]. (a) HPGe spectrum measured at a -ray beam energy of 10:7MeV, along
with the simulated HPGe spectrum. (b) Simulated -ray beam energy distribution
along with the energy distribution measured by the HPGe detector and unfolded
using Sun’s algorithm.
where E is the energy of the incident  ray, E is the energy recorded by the HPGe
detector, f(E) is the beam energy distribution andH(E;E) is the detector response
function, which dependent on the spatial distribution of the -ray beam and detector.
Equation 4.1 can be discretized:
~m = H~f; (4.2)
whereH is the detector response matrix. For each HPGe spectrum, H was calculated
using a Monte Carlo simulation of the Compton backscattering -ray beam produc-
tion and interaction with the HPGe detector [Sun09a, Sun09b]. The calculation is
based on the Gold iteration method [Ban97] which involves recursively simulating
-ray spectra and detector response matrices until the simulated spectrum matches
the one measured with the HPGe detector. Once the detector response matrix is cal-
culated, it is inverted and used to unfold the measured spectrum. Figure 4.4 shows an
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example of a measured and an unfolded HPGe spectrum. This Monte Carlo method
for unfolding HPGe spectra was used only for the OTPC runs from November 2010,
after which a NaI(Tl) annulus was installed around the HPGe detector in order to
simplify the analysis.
NaI(Tl) Annulus
During runs taken in August of 2012, a 3 in thick NaI(Tl) annulus was mounted
around the HPGe detector. The annulus greatly simplified the extraction of the -ray
beam energy distribution by detecting photons escaping from the HPGe detector due
to pair production and Compton scattering.
Figure 4.5 shows the same energy spectrum from the HPGe detector, using the
annulus to help extract the -ray beam energy distribution. Three different methods
were used: (i) summing the total energy deposited in the HPGe detector and annulus
(Figure 4.5b), (ii) requiring that no energy was deposited in the annulus (Figure 4.5c),
and (iii) requiring that 511 keV was deposited in the annulus (Figure 4.5d). In each
case, the -ray beam energy distribution was extracted by fitting a Gaussian func-
tion to the high-energy side of each spectrum. The spectrum shown in Figure 4.5d
represents the first escape peak only, so it was shifted by 511 keV in order to obtain
the beam energy distribution.
4.2 Background Rejection
The HIS OTPC recorded 10–100 background events for every 12C(;0)8Be
event, depending on -ray beam energy and drift chamber gas pressure. These back-
ground events must be rejected in order to accurately determine the cross sections
and angular distributions. The unique design of the HIS OTPC allows for the re-
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Figure 4.5: HPGe spectra taken at a -ray beam energy of 10:1MeV with the
NaI(Tl) annulus. In each case, the -ray beam energy distribution was extracted
by fitting a Gaussian function (solid black curves) to the high-energy side of each
spectrum in the region defined by the dotted red lines.
jection of nearly all background events, leaving only 12C(;0)8Be events. This was
accomplished in two stages: (i) separation of the raw events into (; ) events and
non-(; ) background events (described in this section), and (ii) classification of the
(; ) events into 12C(;0)8Be, 12C(;1)8Be, 16O(;)12C, and 18O(;)14C events
(described in Section 4.3.4).
An overview of the scheme for rejecting non-(; ) background events from the
(; ) events is shown in Figure 4.7. The raw events are first filtered by the offline
level-2 (L2) trigger (described in Section 4.2.2) which automatically rejects a majority
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Offline L2 Trigger
event rejection factor  10
0.5 seconds per event per CPU
Raw Events
30,000–150,0000
per beam energy
Hand Selection
event rejection factor  2
3 seconds per event
(; ) Events
1500–7500
per beam energy
Figure 4.6: Background rejection schema. (; ) events are selected from the raw
events by the offline L2 trigger and hand selection processes.
of the background events. The output events from the offline L2 trigger are sorted
manually according to a process described in Section 4.2.3.
4.2.1 Event Types
Non-(; ) Background Events
Examples of photographs of tracks from background events are shown in Fig-
ure 4.7. Each type of background event is described below.
Cosmic Events: High energy cosmic rays can induce charged-particle tracks (Fig-
ure 4.7a) by interacting with the gas inside the drift chamber or with the com-
ponents of the drift chamber. Cosmic events can be identified by the position
and direction of the tracks (they do not originate from the beam), as well as
from the length and stopping power of the tracks and the total charge deposited
on the high voltage grids due to the high energy of the events. Cosmic events
occur at a constant rate of  0:02Hz, making up one event out every 50–250
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(b) Spark between high voltage grids. The
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(c) Event induced by a bremsstrahlung 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(d) 14N(;p)13C event.
Figure 4.7: Background events recorded by the optics chain. The colors in the
images represent the intensity of the light. The position of the beam is shown by the
dotted green lines.
events recorded.
Sparks: Sparks between the high voltage grids inside the drift chamber can occur
when the charge density on the avalanche grids is greater than the Raether
limit [Rae64], causing a breakdown in the gas which allows current to flow
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between the high-voltage grids. Sparks cause large amounts of scintillation
light (Figure 4.7b). Some sparks may be caused by the electron avalanches
resulting from (; ) events, but in this case all information from the event is
lost. The sparking rate is highly dependent on the voltage between the grids
and the gas pressure, and sparks make up 0:1–10% of all events. Corrections
made due to sparking are discussed in Section 4.4.3.
Bremsstrahlung  Rays: A very small amount of bremsstrahlung  rays are pro-
duced when the electron beam ( 500MeV) interacts with residual gas inside
the storage ring, and some of the bremsstrahlung photons have significantly
higher energy than the primary -ray beam. When these high-energy photons
interact with gas inside the OTPC they can cause photodisintegration reac-
tions (Figure 4.7c) with much more energy than those caused by the primary
-ray beam. These bremsstrahlung events are likely due to photons with en-
ergies near the giant dipole resonance of the nuclei in the target, where the
photodisintegration cross section is large. These events induced by high-energy
bremsstrahlung  rays can be identified by the large amount of charge deposited
on the high voltage grids and by the multiplicity and length of the tracks.
High-energy bremsstrahlung events are very rare; there is only one high-energy
bremsstrahlung event recorded for every several thousand total events. The
effect of the low-energy portion of the bremsstrahlung spectrum is likely to
be extremely small. Previous measurements of the HIS bremsstrahlung spec-
trum [Sch00] gave an upper limit of one bremsstrahlung photon for every 105
photons in the primary beam. Furthermore, the measured beam energy spectra
(see Section 4.1.2) do not show any bremsstrahlung component in the energy
region of the primary -ray beam.
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14N(;p)13C: Protons from the 14N(;p)13C reaction are produced when the beam
interacts with the N2 scintillation gas (Figure 4.7d). These events can be iden-
tified by the long tracks with low scintillation light density from the small
stopping power characteristic of protons. The -ray beam energies used in this
experiment correspond to proton energies of 2–3MeV. Frequently, the proton
leaves the active volume of the detector before depositing its full energy. For
the runs at most beam energies, these comprise 60–95% of the events recorded
by the HIS OTPC.
(; ) Events
Examples of photographs of tracks from (; ) events are shown in Figure 4.8.
Each type of (; ) event is described below.
12C(;0)
8Be: Photodisintegration events in which a 12C nucleus is broken into an
 particle and a ground-state 8Be nucleus are the main events of interest for this
experiment. The 8Be nucleus decays into two  particles with a mean lifetime
of 6:7 10 17 s. Because the reaction proceeds through the ground state of
8Be, the energy of the first outgoing  particle (1:2–2:5MeV) is completely
determined by the energy of the beam. The 8Be nucleus subsequently decays in
flight into two  particles (0:6–1:4MeV combined energy), both colinear with
the third  particle (see Figure 4.8a).
12C(;1)
8Be: 12C photodisintegration events can also proceed through the broad
first excited state of 8Be. This J = 2+ state has an excitation energy of
3:03MeV with a width of 1:513MeV. The breadth of this state leads to three
outgoing  particles which can take a range of energies and angles, similar to
a three-body decay. The recorded 12C(;)8Be events are made up of 1–6% of
50
.
 10  5 0 5 10
 10
 5
0
5
10
(cm)
(c
m
)
(a) 12C(;0)8Be
.
 10  5 0 5 10
 10
 5
0
5
10
(cm)
(c
m
)
(b) 12C(;1)8Be
.
 10  5 0 5 10
 10
 5
0
5
10
(cm)
(c
m
)
(c) 16O(;)12C
.
 10  5 0 5 10
 10
 5
0
5
10
(cm)
(c
m
)
(d) 18O(;)14C
Figure 4.8: (; ) events recorded by the optics chain. The colors in the images
represent the intensity of the light. The position of the beam is show by the dotted
green lines.
12C(;1)
8Be events, depending on beam energy. 12C(;1)8Be events were
excluded from angular distributions and calculations of total cross sections. A
typical 12C(;1)8Be event is shown in Figure 4.8b.
16O(;)12C: Photodisintegration of 16O nuclei in the CO2 target gas causes co-
linear tracks from the recoiling 12C nucleus and  particle. The tracks from
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16O(;)12C events (Figure 4.8c) are very similar to tracks from 12C(;0)8Be
events. Furthermore, the difference in Q-values between 12C(;)8Be events and
16O(;)12C events (113 keV) is less than the typical -ray beam energy spread
(350 keV), so the events cannot be identified based on energy. Discrimination
between 16O(;)12C events and 12C(;0)8Be events is based on fitting the
time-projection signals and is discussed in Section 4.3.4.
18O(;)14C: A small fraction (2:05 10 3 ) of the oxygen nuclei in the CO2 target
gas are 18O nuclei, which can be photodisintegrated into a 14C nucleus and an 
particle (Figure 4.8d). The Q-value for the 18O(;)14C reaction (6:2270MeV)
is significantly smaller than the Q-value for both the 16O(;)12C reaction
(7:1620MeV) and the 12C(;)8Be(2) reaction (7:3666MeV), so 18O(;)14C
events are easily identified based on the deposited total energy.
4.2.2 Offline Level-2 Trigger
The purpose of the offline level-2 (L2) trigger is to reject a majority of the non-
(; ) background events, reducing the total events which must be sorted by hand.
The L2 trigger works by recording a set of parameters describing each event, then
comparing these to parameters recorded for known (; ) events. Events whose pa-
rameters are sufficiently different from the ones established for (; ) events are re-
jected, leaving approximately
1
10
of the original events.
Event Parameters
The event parameters used by the offline L2 trigger are described below. Event
parameters based on the track images are shown in Figure 4.9.
Collected Charge: The total charge collected on the last of the high voltage grids
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Figure 4.9: Offline L2 trigger event parameters related to the track image. The
dashed green line shows the position of the -ray beam.
is recorded by the ADC (see Section 3.3). This is roughly proportional to the
total energy deposited by the event, and cuts on the collected charge exclude
most of the events which deposit too little energy (14N(;p)13C) or too much
energy (sparks, cosmic-ray induced tracks) in the detector.
No Found Track: Events are excluded for which the track finding algorithm (Sec-
tion 4.3.2) did not find any charged particle track in the image from the camera.
X-Position: The track fitting algorithm measures the perpendicular distance from
the beam to the midpoint of the track (see Figure 4.9).
Beam Proximity: The beam proximity is the shortest distance from the beam to
any part of the track (see Figure 4.9). If the track intersects the beam, this
value is taken to be zero. Cuts on beam proximity exclude the events which
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are not related to the beam.
Track Length: The track fitting algorithm measures the total length of the track
(see Figure 4.9).
Calibration & Cuts
The threshold values for each of the event parameters used by the offline L2
trigger were set individually for each beam energy. (; ) events were hand-selected
from the raw events, and the distributions of the event parameters for these known
(; ) events were used to set the threshold values. The threshold values were set
conservatively in order to not lose any (; ) events. Figure 4.10 shows the calibration
of the offline L2 trigger for events taken at a beam energy of 10:25MeV.
4.2.3 Hand Selection
Most of the non-(; ) background events were rejected by the offline L2 trigger.
Even so, roughly half of the events accepted by the offline L2 trigger are (; ) events,
which must be separated from the remaining background events by viewing each event
individually. Figure 4.11 shows an example of two events—one background event and
one (; ) event—which must be separated manually. The offline L2 trigger accepted
both of the events due to their similar track lengths and positions. Identification
of the (; ) event in Figure 4.11b is based on the time projection signal, which
shows the characteristic stopping power of a recoiling nucleus and an  particle (see
Section 4.3). The background event in Figure 4.11a has a time-projection signal
showing the stopping power of a single particle. This background event is most likely
a cosmic-ray induced charged particle.
The hand selection process is very effective at rejecting any remaining background
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Figure 4.10: Calibration of the offline L2 trigger for events taken at a -ray beam
energy of 10:25MeV. The threshold values used for the offline L2 trigger (solid red
lines) are shown for each of the event parameters.
events. It is, however, quite time consuming, requiring roughly 3 s for each of the
3,000–15,000 events accepted by the offline L2 trigger at each -ray beam energy.
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(a) Background event.
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(b) (; ) event.
Figure 4.11: Hand selection of (; ) events. The photographs of the tracks are
shown on the left, and the summed time-projection signals from the PMTs are shown
on the right. The dotted green lines show the position of the -ray beam.
4.3 Event Reconstruction
4.3.1 Overview
Event reconstruction is the process of determining the event type, track length,
energy, and spatial orientation of each (; ) event using the signals from the detector.
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In particular, the photograph from the optics chain and the time projection signal
from the PMTs provide the information needed to reconstruct each event.
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Figure 4.12: Stopping power (dE/dx) and ranges for (a)  particles and (b) 12C nu-
clei in the 150 torr CO2 and N2 gas mixture used inside the drift chamber. The energy
ranges shown are the typical ion energies in this experiment.
Both the optics chain and the PMTs measure the scintillation light produced
along the length of the track once the ionization electrons reach the avalanche grids.
The amount of ionization along each track is determined by the stopping power of
the recoiling charged particle as it travels through the CO2 and N2 gas mixture
used inside the drift chamber. The ranges and stopping powers were calculated using
Stopping and Range of Ions in Matter (SRIM), software based on the binary collision
approximation [Zie10]. Calculated stopping powers and ranges for  particles and
12C nuclei in the gas mixture are shown in Figure 4.12.
Three-dimensional reconstructions of the events are made possible by projections
of the the scintillation light as recorded in the photographs and time-projection signals
(Figure 4.13). The photograph from the optics chain gives the projection of the tracks
onto the plane defined by the last avalanche grid, while the time-projection signal
from the PMTs give the projection of the tracks perpendicular to that plane.
Two angles are defined to simplify the reconstruction: the in-plane angle  and
the out-of-plane angle , shown in Figure 4.14.  is defined as the angle between
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Figure 4.13: Projections of tracks from a typical 12C(;0)8Be event used for event
reconstruction. The photograph captures the two-dimensional projection of the -
particle tracks (red) onto the plane defined by the last avalanche grid (xz-plane).
The projection onto the line perpendicular to that plane and parallel to the y-axis is
captured in the time-projection signal.
the beam and the projection of the scattered particle onto the xz-plane (parallel to
the last avalanche grid).  is defined as the angle between the scattered particle and
the xz-plane. These angles are defined such that  can be extracted solely from the
photograph of the tracks associated with the event, and  can be extracted solely
from the time-projection signal.
The relation between the detector angles (; ) and the spherical coordinate angles
(; ) is given by:
sin  cos = sin cos 
sin  sin = sin 
cos  = cos cos : (4.3)
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Figure 4.14: Detector coordinate system of the HIS OTPC. The beam propagates
along the z-axis, and the last avalanche grid is parallel to the xz-plane. The orienta-
tion of a scattered particle is described by the in-plane angle  and the out-of-plane
angle .
The volume element and differential solid angle can be written:
dV = r2 dr d
 = r2 cos  dr d d: (4.4)
The total length of each track is calculated by adding the in-plane and out-of-plane
lengths in quadrature. The in-plane length is determined from the photograph (see
Section 4.3.2), and the length-per-pixel was calibrated using an -particle source
inserted at known distances inside the drift chamber. The out-of-plane length is
determined from the width of the time-projection signal multiplied by the velocity
at which the ionization electrons drift through the gas in the applied electric field.
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The drift velocity of the electrons was simulated using the Magboltz Monte Carlo
simulation [Bia99], and is listed in Table 4.2. The diffusion of the electrons was also
simulated to be a few µm, negligible compared to the track lengths.
Table 4.2: Drift velocities of ionization electrons in the gas target, simulated using
the Magboltz Monte Carlo simulation [Bia99].
Gas Pressure Electric Field Drift Velocity
(torr) (V/cm) (mm/µs)
100 168:3 11:43
150 216:4 9:702
The energy of each event is determined from the total track length using the
tabulated ranges of ions in gas listed in SRIM [Zie10]. The energy resolution was
measured to be 190 keV (FWHM) at an event energy of 2:7MeV.
4.3.2 Track Fitting
The track fitting algorithm scans the photographs from each event for charged
particle tracks. Once tracks have been found, the track length, orientation, and event
energy are extracted from the photograph and from the time projection signal.
Image Processing
The camera inside the HIS OTPC performs some on-board image processing,
including analog gain and offset (contrast) enhancement. A photograph is recorded
at the start of each run with the gated image intensifier deactivated, and this ‘dark
image’ is subtracted from each of the event photographs. This reduces the background
from any overactive pixels, dark current, or ambient light leaking into the optics chain.
In order to fit the track correctly the pixels in the photograph that are related to a
charged particle track must be identified, and those that are not must be suppressed.
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Figure 4.15: Images showing the progressive stages of the track image processing
process.
This is accomplished using an algorithm based on the exposure level of neighboring
pixels, shown in Figure 4.15. The original photograph (Figure 4.15a) is first re-binned
55, combining every 25 pixels into one (Figure 4.15b). The combined exposure level
of each re-binned pixel is compared to an exposure threshold, set independently for
each beam energy. Any re-binned pixel whose exposure level is less than the threshold
is suppressed. Next, each re-binned pixel has eight neighboring pixels: immediately
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above, below, to each side, and along the four diagonals. Any re-binned pixel that
does not have at least five neighboring pixels with exposure levels above the threshold
is suppressed. (Figure 4.15c). Finally, all of the pixels in the original photograph (not
re-binned) which fall inside a suppressed re-binned pixel are also suppressed. This
results in the suppression of all of the pixels that are not sufficiently grouped together
with other exposed pixels, leaving only those associated with a charged particle track
(Figure 4.15d).
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Figure 4.16: Left: The in-plane angle  is determined by fitting a line to the
processed image of the track. Right: The in-plane length of the track is determined
using the longitudinal projection of the image.
The in-plane angle  is determined by fitting a line to the processed track im-
age, shown in Figure 4.16. The in-plane length of the track is determined using
the longitudinal projection of the track image onto the fitted line. The length in
pixels is calculated using the full-width at 1
20
maximum, and the length-per-pixel
was calibrated using an -particle source inserted at known distances inside the drift
chamber. This in-plane length measurement is accurate to 3mm.
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4.3.3 Time Projection Fits
The time-projection signal from each identified (; ) event is fit twice: once using
a line shape calculated for an 16O(;)12C event and once using a line shape calculated
for a 12C(;0)8Be event. This gives a measurement of the out-of-plane angle  which
is accurate to 5 sin  (estimated from the uncertainty in the fits) and is essential
for the classification of 16O(;)12C and 12C(;0)8Be events (Section 4.3.4).
16O(;)12C Event Time Projection Signals
The 16O(;)12C event time projection line shapes are calculated using S(x), the
stopping power of an  particle at a position x along its track length, and SC(x),
the stopping power for a 12C nucleus. Both S(x) and SC(x) are calculated using
the program SRIM [Zie10]. The time-projection signal is determined by the sum of
S(x) and SC(x) projected onto the y-axis (Figure 4.17).
.12C


y
S
SC
.
Figure 4.17: Illustration showing how the time-projection signal for an 16O(;)12C
event is determined by the projection of the stopping power of the recoiling  particle
and 12C nucleus projected onto the y-axis.
As the electrons drift towards the avalanche grids, they diffuse slightly along the
vertical axis. This diffusion, along with the finite rise time of the PMTs, causes
a smearing of the time-projection signal. This effect is calculated by convolving a
Gaussian of fixed width with the sum of S(x) and SC(x) projected onto the y-axis.
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The resulting time-projection signal T (t) is calculated using:
T (t) =
N

p
2
Z
d`
h
S(`) + SC(`)
i
e
 (vdt ` sin )2
22 ; (4.5)
where ` is the distance along the track, vd is the drift velocity of the electrons, 
represents the level of smearing, and N is a normalization constant.
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Figure 4.18: Time-projection signal from an 16O(;)12C event as a function of
electron drift time (with an arbitrary offset), fit using the line shape T (t) given in
Equation 4.5.
Each (; ) event is fit using Equation 4.5. The energy is fixed using the value
determined from the total track length, and N is fixed according to the integral of
the measured time-projection signal. This leaves just one parameter for the fit, the
out-of-plane angle . An example fit to a time-projection signal from an 16O(;)12C
event is shown in Figure 4.18.
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Figure 4.19: Illustration showing how the time-projection signal for an 12C(;0)8Be
event is determined by the projection of the stopping power of the three recoiling 
particles projected onto the y-axis. a is the  particle emitted from the decay of
the 12C nucleus; b and c are from the subsequent 8Be decay.
12C(;0)
8Be Event Time Projection Signals
The 12C(;0)8Be event time projection line shapes are calculated using the stop-
ping powers of the three recoiling  particles: Sa(x), Sb(x), and Sc(x). Sa(x)
represents the stopping power of the  particle produced from the initial decay of the
12C nucleus. Sb(x) and Sc(x) represent the stopping powers of the two  particles
produced in the subsequent decay of the 8Be nucleus, projected onto the plane which
contains the y-axis and the track of the first  particle (a). The time-projection sig-
nal is determined by the sum of the stopping power of the three  particles projected
onto the y-axis (Figure 4.19), convolved with a Gaussian:
T (t) =
N

p
2
Z
d`

Sa(`)e
 (vdt ` sin )2
22 + Sb(`)e
 (vdt ` sin(+b))2
22 + Sc(`)e
 (vdt ` sin( c))2
22

;
(4.6)
where b and c are the angles between the track of a and the tracks of b and
c, projected onto the plane which contains the y-axis and the track of the first 
particle (a). Since a and b are emitted with equal energy in the rest frame of the
65
8Be nucleus, the angles b and c are determined kinematically from the energy of
the recoiling 8Be nucleus when it decays in flight and the angles (Be; Be) describing
the orientation of the outgoing  particles in the rest frame of the 8Be nucleus.
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Figure 4.20: Time-projection signal from an 12C(;0)8Be event as a function of
electron drift time (with an arbitrary offset), fit using the line shape T (t) given in
Equation 4.6.
Each (; ) event is fit using Equation 4.6. Like the 16O(;)12C time projection
fit, the energy is fixed using the value determined from the total track length, and N
is fixed according to the integral of the measured time-projection signal. There are
three remaining free parameters: the out-of-plane angle , and the angles (Be,Be).
Equation 4.6 is much slower to calculate numerically than Equation 4.5 and has
more parameters. This makes the ordinary minimization routine used for fitting the
16O(;)12C time-projection signals impractical. Instead, the function was calculated
and tabulated for center-of-mass energies from 1–6MeV in 100 keV steps, out-of-plane
angles from  90 to 90 in 1 steps, and 20 unique configurations of (Be,Be). An
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event of a given energy is fit using all 3620 functions, and the fit yielding the lowest
value of 2 is selected.
Cluster Computing
Fitting time-projection signals using Equations 4.5 and 4.6 is numerically inten-
sive, requiring 100–150 seconds per CPU per event. The fitting was performed using
the Duke Shared Resource Cluster (DSCR), a 5300-CPU parallel computing environ-
ment. Each fitting job allocates one event at a time to any available CPU, which
performs the fits independently and records the results.
4.3.4 Classification of (; ) Events
After the raw events have been separated into (; ) events and background events
(described in Section 4.2), the (; ) events are classified into the 12C(;0)8Be sig-
nal events and the 12C(;1)8Be, 16O(;)12C, and 18O(;)14C background events,
respectively.
12C(;1)
8Be
12C(;1)
8Be events are easily recognizable from the large opening angle of the 
particles (see Figure 4.8b). During the hand analysis, all of the 12C(;1)8Be events
are flagged. Because 12C(;1)8Be events decay through the broad first excited state
in 8Be, it is not possible to discern which of the three  particles was produced in the
initial decay of the 12C nucleus, and 12C(;1)8Be events are indistinguishable from
direct three-body decays. This makes angular distributions impossible to determine
and the efficiency of fiducial angular cuts (Section 4.4.3) impossible to calculate. The
very small number of recorded 12C(;1)8Be events were therefore excluded from
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further analysis and results.
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Figure 4.21: The number of events plotted as a function of the total center-of-mass
energy as determined from the track lengths.
Because the Q-value for the (; ) reaction is significantly lower in 18O (6:2270MeV)
than in either 16O (7:1620MeV) or 12C (7:3666MeV), 18O(;)14C events can be eas-
ily identified based on the energy of the event, as determined from the total track
length. Figure 4.21 shows removal of 18O(;)14C events using a cut in energy.
12C(;0)
8Be & 16O(;)12C
Both 12C(;0)8Be events and 16O(;)12C events deposit a similar amount of
energy, and the tracks from the two different events are indistinguishable (see Fig-
ures 4.8a and 4.8c). Discrimination between the two types of events is based on
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the goodness-of-fit values obtained by fitting the time-projection signals. The time-
projection signal from each remaining unclassified (; ) event is fit using line shapes
from both 12C(;0)8Be and 16O(;)12C event types (Equations 4.6 and 4.5), and 2
from each fit is recorded. Figure 4.22a shows the results of fitting the time-projection
signals from a combination of 12C(;0)8Be events and 16O(;)12C events using both
Equation 4.6 (2c) and Equation 4.5 (2o).
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Figure 4.22: Plot of the 2 values from the fits to the time-projection signals as-
suming an 16O(;)12C line shape (2o) versus those assuming a 12C(;0)8Be line
shape (2c) at a -ray beam energy of 9:4MeV; (a): before any cut in the out-of-plane
angle , (b): only events where jj > 20.
For events occurring strictly in the plane parallel to the high-voltage grids (xz-
plane), the out of plane angle  = 0, and the function describing the line shape of
the time projection signal from 16O(;)12C events (Equation 4.5) reduces to:
T (t) =
N

p
2
Z
d`
h
S(`) + SC(`)
i
e
 (vdt)2
22
=
1

p
2
e
 (vdt)2
22  L; (4.7)
where L is a constant proportional to the total amount of detected scintillation light.
69
Similarly, the function describing the line shape of the time projection signal from
12C(;0)
8Be events (Equation 4.6) reduces to:
T (t) =
N

p
2
Z
d`

Sa(`)e
 (vdt)2
22 + Sb(`)e
 (vdt ` sin b)2
22 + Sc(`)e
 (vdt+` sin c)2
22

:
(4.8)
In 12C(;)8Be events where the  particles from the decay of 8Be are also emitted
in the xz-plane, b = 0 and c = 0, and Equation 4.8 further reduces to:
T (t) =
N

p
2
Z
d` [Sa(`) + Sb(`) + Sc(`)] e
 (vdt)2
22
=
1

p
2
e
 (vdt)2
22  L: (4.9)
Equations 4.7 and 4.9 describe the time-projection signals from in-plane 16O(;)12C
and 12C(;0)8Be events, and they are equivalent. These events have indistinguish-
able time-projection signals, so no discrimination is possible between events of this
type.
In order to exclude these events, a fiducial cut is made in the out-of-plane angle
. The cut requires jj > c, where c was determined separately for each -ray
beam energy and gas pressure. Figure 4.22b shows the effect of the fiducial cut in 
on the distribution of 2 from the time projection fits.
The final discrimination between 16O(;)12C and 12C(;0)8Be events is accom-
plished by calculating the asymmetry in 2 for each event:
A2  
2
c   2o
2c + 
2
o
; (4.10)
and making a cut to separate the two types of events. Figure 4.23 shows the dis-
tribution of A2 for a -ray beam energy of 9:8MeV. The efficiency of the cut and
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Figure 4.23: The number of events as a function of the 2 asymmetry parameter
A2 (Equation 4.10). The distribution is fit to the sum (solid black line) of two
log-normal distributions (dotted blue lines). All of the events to the left of the cut
(dotted red line) are identified as 12C(;0)8Be events.
the leakage of 16O(;)12C events into those events identified as 12C(;0)8Be are
estimated by fitting the A2 distribution to the sum of two log-normal distributions
and integrating the respective 16O(;)12C and 12C(;0)8Be contributions. The
cuts in A2 were performed separately for each beam energy such that the leakage of
16O(;)12C events integrated over all angles was less than 0:5%.
4.4 Angular Distributions
4.4.1 Unbinned Maximum Likelihood Fits
Because angular information was available for each 12C(;0)8Be event individu-
ally, unbinned maximum likelihood (UML) fits were used to extract parameters from
the angular distributions. Unlike a 2 fit, the results of an UML fit are not affected
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by a choice in binning. In a UML fit, the parameters are varied in order to maximize
the likelihood L:
L =
Y
i
f(xij); (4.11)
where f(xij) is a probability distribution function (PDF) evaluated at each measured
value xi with parameters . The fit function must be a valid PDF, with a total integral
equal to unity. Because L is difficult to calculate using floating-point numbers, the
log-likelihood is normally used instead:
` = lnL =
X
i
ln f(xij): (4.12)
Once the parameters have been found which maximize `, the uncertainty in each of
the parameters is calculated using deviations in ` from its maximum value [Lyo86]:
`max   ` = 1
2
; 1 (4.13)
`max   ` = 2; 2
4.4.2 Angular Fit Function
The angular distribution for the photodisintegration of 12C into spinless particles
with E1 and E2 radiation is [Dye74, Assu06]:
W () =

3jE1j2 + 5jE2j2

P0(cos ) +
25
7
jE2j2   3jE1j2

P2(cos ) (4.14)
  60
7
jE2j2P4(cos ) + 6
p
3jE1jjE2j cos12

P1(cos )  P3(cos )

;
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where E1 and E2 are the electric dipole and quadrupole amplitudes, and 12 is the
phase difference between them. Put more simply:
W () =
3
2
sin2 

3jE1j2 + 25jE2j2 cos2  + 10
p
3jE1jjE2j cos12 cos 

: (4.15)
Since maximum likelihood fit functions are necessarily normalized to unity, an equiv-
alent angular distribution can be written using the ratio of amplitudes:
W () =
3 sin2 
2jE1j2
 
3 + 25
 jE2j
jE1j
2
cos2  + 10
p
3
jE2j
jE1j cos12 cos 
!
: (4.16)
Substituting the detector angles (; ) for the scattering angle  (Equation 4.3),
Equation 4.16 becomes:
W (; ) =
3
2jE1j2
 
1  cos2  cos2  (4.17)

 
3 + 25
 jE2j
jE1j
2
cos2  cos2  + 10
p
3
jE2j
jE1j cos12 cos cos 
!
:
Convolution in  and 
The HIS OTPC measures  and  separately for each event, so the angular
fit function must be a convolution of the angular distribution with the detector re-
sponse functions for both  and . Assuming the detector response function in 
follows a Gaussian distribution with standard deviation , the -convolved angular
distribution is:
W
(; ) =W (; )
 1p
2
e
  2
22 (4.18)
=
1p
2
1Z
 1
d0 W (0; )e
  ( 0)2
22 :
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Solving the Gaussian integral analytically, the E1, E2, and mixing components of
the -convolved angular distribution are:
WE1(; ) = 48

3  cos 2   2e 22 cos 2 cos2 

(4.19)
WE2(; ) = 25
 jE2j
jE1j
2


7 + 32e 2
2
 cos 2 cos2  sin2    8e82 cos 4 cos4  + 4 cos 2   3 cos 4

Wmix(; ) = 40
p
3
jE2j
jE1j cos12


e 
2
=2 cos
 
7 cos    3 cos 3+ 4e  922 cos 3 cos3  ;
and the full -convolved angular distribution is:
W
(; ) = N

WE1(; ) +WE2(; ) +Wmix(; )

; (4.20)
where N is a normalization constant such that W
(; ) is a valid PDF with a total
integral equal to unity.
Similarly, by assuming that the detector response function in  follows a Gaussian
distribution with standard deviation , the - and -convolved angular distribution
is:
W
(; ) =W
(; )
 1p
2
e
  2
22 (4.21)
=
1p
2
1Z
 1
d0 W
(0; )e
  ( 0)2
22 :
Solving the Gaussian integral analytically once again, the E1, E2, and mixing com-
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ponents of the - and -convolved angular distribution are:
WE1(; ) = 48

3  e 22 cos 2   e 2(2+2) cos 2  cos 2 + e22 (4.22)
WE2(; ) = 25
 jE2j
jE1j
2
e 8(
2
+
2
)


e8
2

 
7e8
2
 + 4e6
2
 cos 2   3 cos 4+ 4e62 cos 2 e82   cos 4
  cos 4 3e82 + 4e62 cos 2 + cos 4
Wmix(; ) =  40
p
3
jE2j
jE1j cos12e
  9
2
(2+
2
) cos cos 


4e4
2

 
6 cos 2  7e42   3+  2 cos 2   1 3e42   2 cos 2  1;
and the full - and -convolved angular distribution is:
W
(; ) = N

WE1(; ) +WE2(; ) +Wmix(; )

: (4.23)
The normalization constant N is calculated numerically such that W
(; ) is a
valid PDF with a total integral equal to unity.
Extracting Parameters from Angular Fits
The angular data recorded at each -ray beam energy were fit using Equation 4.23
with two free parameters: jE2jjE1j and cos12. Figure 4.24 shows a fit to the angular data
performed to determine the angular parameters. Correlations and anti-correlations
in the parameters were propagated into extracted values of the fit parameters by
mapping the complete 1 and 2 contours in the log-likelihood space (Equation 4.13),
and using the extreme 1 values as the definition of the uncertainty of each parameter.
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Figure 4.24: Fit to angular data taken at a beam energy of 9:6MeV using Equa-
tion 4.23. Top: Plot of cos(12) versus jE2jjE1j showing the 1 and 2 range in values.
The dashed green lines show the adopted uncertainties. Bottom: Measured angular
data along with the angular fit function for detector angles  and . In each case
the distributions are integrated over the unseen angle. The error bars represent the
statistical uncertainty associated with each data point.
4.4.3 Fiducial Cuts in 
As discussed in Section 4.3.4, (; ) events which occurred in the xz-plane ( = 0)
could not be effectively identified, and a fiducial cut was applied in order to reject
76
.
20 40 60 80
0
50
100
150
200
250
.
.
.
. . .
.
.
. .
.
.
.
. . .
.
.
. .
|| (deg)
E
ve
nt
s
/
(8
 )
Figure 4.25: Fiducial cut in the out-of-plane angle  due to sparking for events
taken at a beam energy of 10:8MeV. The blue curve represents the distribution in
jj using Equation 4.23, normalized to the data to the left of the cut. The dotted
red line shows the cut; all events to the right were discarded.
all in-plane events. Additionally, any (; ) event in which the  particle travels
perpendicular to the xz-plane is likely to cause a charge density on the avalanche
grids greater than the Raether limit [Rae64], leading to a spark in the drift chamber.
In order to remove the contribution from events that resulted in a spark, a fiducial
cut was made in , requiring jj  spark, where spark was determined separately
for each -ray beam energy and drift chamber gas pressure. Figure 4.25 shows the
effect of sparking on the distribution in  and the fiducial cut.
The efficiency of the fiducial cuts in  depends strongly on the angular distribution
as well as the values of the fiducial cuts. For each angular fit, pseudo-data were
created by randomly generating events with outgoing angles distributed according
to the measured angular distribution, and the same fiducial cuts were applied to the
pseudo-data as to the measured data. The efficiency of the cuts was determined
by comparing the number of generated events that survived the cuts to the total
number of generated events. Enough events were generated such that the Monte
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Figure 4.26: (a) Distribution of the in-plane angle  before (dashed blue curve)
and after (solid blue curve) the fiducial cuts in . (b) Distribution of . The fiducial
cuts are shown by the hashed red regions. (c) Three-dimensional surface representing
the angular distribution before the fiducial cuts in . (d) Three-dimensional surface
representing the angular distribution after the fiducial cuts in .
Carlo statistical uncertainty was negligible. This efficiency was used along with the
total number of recorded 12C(;0)8Be events to determine the total cross section at
each -ray beam energy.
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Figure 4.26 shows the effect of the fiducial cuts in the out-of-plane angle  based
on the angular distribution measured at a beam energy of 10:8MeV. The cuts require
10  jj  55, and the calculated efficiency of these cuts is 56:4%. Figures 4.26c
and 4.26d show three-dimensional surfaces representing the angular distribution be-
fore and after the cuts in . The probability for an outgoing  particle to be emitted
at an angle is proportional to the distance between the origin and the surface at that
angle. The condition requiring jj  55 excludes a cone around the y-axis, and the
condition requiring jj  10 excludes a slice around the xz-plane.
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Chapter 5
Results & Discussion
5.1 Experimental Results
5.1.1 Absolute Cross Sections
In order to extract the parameters from the 1 1 and 2
+
2 states in 12C, the absolute
cross sections must be calculated as well as their E1 and E2 components at each -
ray beam energy. This was accomplished using the beam intensity results described
in Section 4.1.1, events identified as 12C(;0)8Be using the technique discussed in
Section 4.3.4, and the results from the fits to the angular distributions described in
Section 4.4.
Integrated Luminosity
The overall normalization of the cross section data was obtained by calculating
the time-integrated effective luminosity:
Le = N Ttgt
tlive
t
; (5.1)
where N is the total number of photons incident on the target, Ttgt is the target
thickness, and
tlive
t
is live-time fraction of the detector. As discussed in Sections 3.2.1
and 4.1.1, the beam intensity was determined with relative and absolute measure-
ments using several detectors. N was determined separately for each run using the
scaler signal from the relative intensity monitors. The live-time fraction was calcu-
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lated by comparing the scaler counts of the random pulser with the vetoed counts of
the same pulser (Section 3.4).
E1 & E2
The E1 and E2 components of the angle-integrated cross section were calculated
for each -ray beam energy from the total 12C(;0)8Be cross section at each energy:
tot =
N12C (1  f16O)
Le d 2
; (5.2)
where N12C is the total number of 12C(;0)8Be events which were not excluded by
any of the cuts, f16O is the fractional leakage of 16O(;)12C events past the cut in
A2 (Section 4.3.4), Le is the time-integrated effective luminosity, and d and 2
are the efficiencies of the fiducial cut in  and in A2 , described in Sections 4.4.3
and 4.3.4, respectively. Apart from these cut efficiencies and the detector live time,
it is assumed that all 12C(;0)8Be events which occurred inside the active volume
of the detector were recorded.
The individual E1 and E2 components of the total cross section were calculated
using the ratio of the amplitudes jE2jjE1j which was extracted from the fits to the angular
distributions (Section 4.4):
E1 = tot
1
5
3

jE2j
jE1j
2
+ 1
E2 = tot
5
3

jE2j
jE1j
2
5
3

jE2j
jE1j
2
+ 1
(5.3)
5.1.2 Propagation of Uncertainties
The uncertainties shown in the experimental results include contributions from
both statistical and systematic uncertainties. Uncertainties affecting 12, the total
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cross section, and the E1 and E2 components are described below.
Statistical
N12C: The statistical uncertainty in the number of recorded 12C(;0)8Be events was
taken to be equal to
p
N12C. This uncertainty follows a symmetric Gaussian
distribution.
jE2j
jE1j , 12: The uncertainties in
jE2j
jE1j and 12 are purely statistical and were calculated
using the change in the log-likelihood in the fits to the angular distributions
according to Equation 4.13. These uncertainties are generally asymmetric and
were approximated as two Gaussian distributions of different widths: one for
the positive error and one for the negative error (Figure 5.1).
Systematic
Each of the following sources of systematic uncertainties affects each data point
individually.
d (2–4%): The uncertainties in the efficiencies of the fiducial cuts in the out-
of-plane angle  (see Section 4.4.3) were estimated using the uncertainties in
the angular distribution fit parameter jE2jjE1j . 12, the second angular distribution
fit parameter, affects only the fore-aft asymmetry of the angular distributions
and has no effect on d. Uncertainties in d were estimated for each beam
energy by calculating d using the 1 values of jE2jjE1j taken from the fits to
the angular distributions. These uncertainties were generally 2–4%. Changes
to the fiducial cuts in  resulted in calculated total cross sections which varied
within these uncertainties.
82
2 (5%): The relative uncertainties in the efficiencies of the cuts in A2 (see Sec-
tion 4.3.4) were estimated to be 5% by varying the position of the cut and
calculating the resulting total cross section.
f16O (5%): The uncertainties in the 16O leakage (see Section 4.3.4) were essentially
the same as those for 2 . They were estimated to be 5% by varying the position
of the cut in A2 , but since f16O was always less than 0:005, the resulting
uncertainties in the cross section due to the uncertainty in f16O were negligible.
N (5%): The beam intensity was measured using several relative measurements
(run concurrently with the experiment) calibrated against absolute measure-
ments performed several times during each beam energy (see Section 4.1.1). The
uncertainty in the calibration of of the relative measurements was estimated to
be 3% using the variations in the calibrations across each beam energy, and
by comparing the agreement of the different relative measurements. The un-
certainty in the absolute measurements was estimated to be 4%. This was
dominated by the uncertainties in the attenuation factors of the copper atten-
uators, which were estimated by comparing the published values [Ber98] with
those calculated by comparing beam intensities measured with different com-
binations of the copper attenuators reducing the beam. The total uncertainty
in the beam intensity was calculated to be 5% by combining the uncertainties
from the relative and absolute measurements in quadrature.
Ttgt (0:6%): The uncertainties in the target thickness include contributions from:
(i) The concentration of CO2 in the target gas. This was measured by the
manufacturer using gas chromatography with an uncertainty of 0:05%. (ii) The
temperature of the target gas, which was assumed to be same as the ambient
room temperature. This was measured throughout the experiment; the average
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variation was 1 C, which corresponds to a variation in target thickness of 0:3%.
(iii) The abundance of 12C in natural carbon. The published value for the
natural abundance of 12C is 98:945(92)% [Böh05], with uncertainties given by
the natural variations in the isotope ratios. (iv) Fiducial target length. Events
were only accepted which occurred inside of a region defined by this length,
200mm and 180mm for the 100 torr and 150 torr runs, respectively. The length
calibration of the camera is accurate to 1mm, leading to a 0:5% uncertainty
in the target thickness. These uncertainties were added in quadrature to give
a 0:6% uncertainty in target thickness.
tlive
t
(< 0:01%): The live time was measured using a 1 kHz random pulser whose
signal was either recorded as a live pulse if the DAQ was live or as a dead pulse
if it was not (see Section 3.4). The live time is the ratio of live pulses to total
pulses, and the uncertainty in the live time was calculated at each beam energy
from the total number of live and total pulses. The rate of the random pulser
was chosen such that the uncertainty in the live time was negligible.
Le : The errors in N,
tlive
t
, and Ttgt were combined in quadrature to generate
the uncertainty in Le which was used to calculate tot and its corresponding
error.
Beam Energy (20 keV): The uncertainties in the beam energy distribution cen-
troids were estimated by comparing the results from the various methods of
extracting the centroids from the HPGe spectra (see Section 4.1.2), and includ-
ing a 10 keV uncertainty due to the calibration of the HPGe detector. These
uncertainties were added in quadrature to give 20 keV.
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Total 12C(;0)8Be Cross Section
The uncertainties in the total 12C(;0)8Be cross sections were calculated by sum-
ming all of the known statistical and systematic uncertainties in quadrature. The
uncertainties are asymmetric; the negative and positive errors were calculated sepa-
rately. The total 12C(;0)8Be cross sections and the corresponding uncertainties for
each -ray beam energy are shown in Figure 5.3b and listed in Table 5.1.
Propagation of Uncertainties to E1 & E2
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Figure 5.1: Generated probability distributions for tot and E2=E1 at a beam
energy of 10:05MeV based on the asymmetric uncertainties from the fit to the angular
distributions. The black solid lines show the most likely value, and the dotted red
lines show the 68:3% confidence level values.
The E1 and E2 cross section components are related non-linearly to tot and jE2jjE1j
(Equation 5.3), so the propagation of the asymmetric uncertainties is non-trivial. As
shown in Figure 5.1, the probability distributions of tot and jE2jjE1j were taken to be
Gaussian functions with separate widths on either side of the peak corresponding to
the measured negative and positive uncertainties.
In general, if a parameter y = Y (x1; x2; : : :) is a function of the independent
random variables x1; x2; : : :, then the probability distribution of y is related to the
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the distributions of x1; x2; : : ::
f(y) =
Z
dx1 dx2 : : : 

y   Y (x1; x2; : : :)

f(x1) f(x2) : : : ; (5.4)
where f() represents the probability distribution of each of the parameters [Ago03].
Using Equation 5.3 in Equation 5.4, the distributions of the E1 and E2 cross section
components are given by:
f(E1) =
Z
dR dtot 

E1   tot
R + 1

f
 
tot

fR
 
R

(5.5)
=
Z
dR
 
R + 1

f

E1 (R + 1)

fR
 
R

f(E2) =
Z
dR dtot 

E2   Rtot
R + 1

f
 
tot

fR
 
R

(5.6)
=
Z
dR

R + 1
R

f

E2
R + 1
R

fR
 
R

;
where R = 5
3

jE2j
jE1j
2
is the ratio of E2 to E1.
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Figure 5.2: Propagation of asymmetric uncertainties to E1 and E2 at a beam
energy of 10:05MeV obtained by numerically integrating Equations 5.5 and 5.6 using
the distributions shown in Figure 5.1. The black solid lines show the most likely
value, and the dotted red lines show the 68:3% confidence level values.
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For each -ray beam energy, E1, E2, and their corresponding uncertainties were
calculated by numerically integrating Equations 5.5 and 5.6. The resulting distribu-
tions in E1 and E2 were asymmetric and non-Gaussian, so the adopted values were
defined to be the peaks of the distributions, and the uncertainties were defined to
include 68:3% of the total distributions. Figure 5.2 shows an example of the uncer-
tainties in E1 and E2 propagated through numerical integration. E1, E2 and the
corresponding uncertainties for each -ray beam energy are shown in Figure 5.3b and
listed in Table 5.1.
5.1.3 Results
The total cross sections, the E1 and E2 cross section components, the E1 E2
phase differences, and the ratios of E2 to E1 amplitudes for the 12C(;0)8Be reaction
are shown in Figure 5.3 and listed in tabular form in Table 5.1. The calculation of the
total cross section as well as its E1 and E2 components was described in Section 5.1.1.
The E1 E2 phase differences were extracted directly from the fits to the angular
distributions as discussed in Section 4.4.
The -ray beam energy E in Figure 5.3 and Table 5.1 refers to the centroid of the
-ray beam energy distributions, and the results are averaged over that distribution.
The convolution of the results with the beam energy distribution is accounted for in
the resonance fit functions, discussed in Sections 5.2.1 and 5.2.2.
5.2 Resonance Fit
The resonance parameters from the 1 1 and 2
+
2 states were extracted by fitting
the experimental results listed in Table 5.2. For each resonance, there are three
free parameters: the resonance energy Eres, the -decay partial width on resonance
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;0)8Be cross section.
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Figure 5.3: Measured cross sections and E1 E2 phase differences and amplitude
ratios. E refers to to the centroid of the -ray beam energy distribution, and the
results shown are averaged over that distribution. The error bars associated with
each data point represent the total uncertainty, both statistical and systematic.
 (Eres), and the -decay partial width on resonance  (Eres).
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Table 5.1: Measured cross sections and E1 E2 phase differences and amplitude
ratios. E refers to to the centroid of the -ray beam energy distribution, and the
results shown are averaged over that distribution. The listed uncertainties represent
the total uncertainty, both statistical and systematic.
E (keV) E1 (µb) E2 (µb) tot (µb) 12 (deg) jE2jjE1j
9:099(20) 0:008+0:009 0:003 1:048
+0:085
 0:092 1:061
+0:087
 0:088 61:5
+12:7
 24:9 5:859
+5:786
 1:698
9:411(20) 0:053+0:070 0:015 4:756
+0:391
 0:400 4:858
+0:389
 0:391 74:3
+7:8
 10:0 4:769
+3:752
 1:175
9:607(20) 0:124+0:131 0:031 6:709
+0:552
 0:565 6:919
+0:554
 0:556 74:7
+6:8
 9:1 4:101
+2:519
 0:883
9:782(20) 0:084+0:092 0:021 8:015
+0:610
 0:616 8:163
+0:612
 0:613 94:1
+6:4
 5:6 5:379
+3:345
 1:138
10:052(20) 0:142+0:159 0:037 6:972
+0:604
 0:620 7:214
+0:606
 0:606 98:8
+9:3
 7:6 3:813
+2:512
 0:854
10:102(20) 0:038+0:092 0:012 8:046
+0:732
 0:760 8:169
+0:723
 0:742 119:4
+60:6
 11:9 3:884
+8:688
 1:277
10:201(20) 0:026+0:049 0:009 6:926
+0:577
 0:583 6:988
+0:563
 0:567 136:5
+43:5
 24:5 6:790
+7:706
 2:788
10:338(20) 0:661+0:317 0:137 6:352
+0:601
 0:623 7:150
+0:620
 0:623 119:6
+9:1
 6:9 2:137
+0:698
 0:323
10:431(20) 0:658+0:293 0:131 6:517
+0:613
 0:632 7:308
+0:635
 0:647 144:8
+13:9
 10:1 2:204
+0:657
 0:319
10:548(20) 1:671+0:284 0:208 5:089
+0:467
 0:458 6:826
+0:551
 0:551 124:3
+3:6
 3:4 1:326
+0:185
 0:102
10:699(20) 2:208+0:360 0:269 6:236
+0:580
 0:568 8:531
+0:693
 0:696 133:7
+3:9
 3:7 1:279
+0:171
 0:095
10:755(20) 3:444+0:366 0:320 5:531
+0:485
 0:470 9:025
+0:685
 0:685 109:2
+1:8
 1:8 0:976
+0:086
 0:050
10:977(20) 4:008+0:412 0:363 4:628
+0:436
 0:418 8:691
+0:656
 0:655 90:2
+1:6
 1:6 0:828
+0:078
 0:045
11:182(20) 2:400+0:345 0:272 4:399
+0:436
 0:424 6:869
+0:553
 0:553 76:3
+2:5
 2:6 1:034
+0:135
 0:076
89
5.2.1 Cross Sections
In general, the resonance cross section for a (; 0) reaction on a J = 0+ nucleus
is given by [Lan58, Des10]:
(E) =

k2
2J + 1
2
  
(Eres   E)2 + 14 2
(5.7)
for a resonance at energy Eres with angular momentum J , total width  , and partial
widths   and  . Equivalent expressions were used to extract the parameters of the
2+2 state in 12C in previous inelastic scattering experiments [Fre09, Zim11, Fre12b].
In the present case only the  and  channels are open. Since     ,   is taken to
be equal to   in this case. The energy dependence of the partial widths is [Bla52]:
 (E)
 (Eres)
=
P`(E  Q)
P`(Eres  Q)
 (E)
 (Eres)
=

E
Eres
2J+1
(5.8)
The penetrability P` is defined as [Lan58]:
P` =
kR
F 2` +G
2
`
; (5.9)
where R is the channel radius, taken to be r0(4
1
3 +8
1
3 ) with r0 fixed at 1:4 fm, and ` is
the orbital angular momentum in the  + 8Be system. F` and G` are the regular and
irregular Coulomb wave functions, solutions to the Coulomb wave equation [Abr64].
F` and G` were calculated using the continued-fraction expansion method [Bar74].
Convolution
The cross sections measured in this experiment include the influence from the
energy spread of the -ray beam. This effect must be included in the fit function
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describing the resonance cross section in order for accurate resonance parameters to
be extracted. The effect of the energy spread can be calculated by convolving the
underlying cross section with the energy distribution of the beam. The beam was
measured (Section 3.2) to follow a Gaussian distribution, so the fit function describing
the measured cross sections becomes:
h
(E)
i
measured
=
Z
dE 0 (E 0)
1p
2
e
  (E
0 E )2
22 ; (5.10)
where (E 0) is the underlying cross section given in Equation 5.7, and  describes
the energy spread of the -ray beam.
5.2.2 Phase Difference
The phase difference 12 for interacting E1 and E2 radiation and spinless particles
is given by [Dye74]:
12 = 2   1 + tan 1

2

; (5.11)
where 1 and 2 are the E1 and E2 phases, and  is the Sommerfeld parameter defined
as:
 =

~c
Z1Z2
k
: (5.12)
Using the single-level approximation [Lan58], the individual E1 and E2 phases can
be written as:
` = tan
 1

 
2 (Eres   E)

  tan 1

F`
G`

(5.13)
The first term in Equation 5.13 is the phase of a Breit-Wigner term, and the second
term is the hard-sphere scattering contribution.
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Convolution
Like the fit function for the cross section, the function for 12 must include the
effect of a finite beam width. For a given -ray beam energy, the measured value of
cos12 is convolved with the beam energy distribution weighted by the total cross
section:
h
cos(E)
i
measured
=
R
dE 0 cos12(E 0)tot(E 0) 1p2 e
  (E E
0)2
22R
dE 0 tot(E 0) 1p2 e
  (E E0)2
22
(5.14)
5.2.3 Fitting Process
Fits to E1 & E2
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Figure 5.4: The E1 cross section data as a function of beam energy are shown along
with the fit to to E1 data used to extract the 1 1 resonance parameters. Both the
convolved and unfolded cross section line shapes are shown. The results of the fit are
listed in Table 5.2.
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Parameters for the 1 1 and 2
+
2 resonances were extracted by fitting the E1 and E2
cross section components using Equation 5.10. In both cases, the resonance energy
Eres, the -decay width on resonance  (Eres), and the -decay width on resonance
 (Eres) were varied to minimize 2. Figures 5.4 and 5.5 show the fits to the E1
and E2 data, respectively. The results of the fits are listed in Table 5.2.
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Figure 5.5: The E2 cross section data as a function of beam energy are shown along
with the fit to to E2 data used to extract the 2+2 resonance parameters. Both the
convolved and unfolded cross section line shapes are shown. The results of the fit are
listed in Table 5.2.
The E1–E2 phase angle 12 was calculated as a function of energy using Equa-
tion 5.14 and the resonance parameters from the fits to the E1 and E2 cross section
components. Figure 5.6 shows the results of the calculation along with the measured
values of 12. The calculated values of 12 assumes the existence of the 1 1 and 2
+
2
states with parameters listed in Table 5.2, and the agreement between the calculated
and measured values of 12 firmly establishes the resonance nature of the 2+ strength
measured in this experiment.
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Figure 5.6: Measured values of the E1–E2 phase angle 12 along with a calculation
of 12 according to the resonance parameters listed in Table 5.2.
The function used to calculate 12 (Equation 5.14) does not take into account any
E2 amplitudes other than the 2+2 resonance. This may be the reason for the discrep-
ancy between the two highest energy 12 data points and the calculated curve; the
last two data points are farthest from the 2+2 resonance and are the most susceptible
to influences from distant E2 amplitudes.
5.2.4 Results
Reduced -Decay Widths
The reduced -decay width 2 is defined as [Bla52]:
2 =
 
2P`
; (5.15)
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which is a function of both the -decay width and the resonance energy. 2 can
be expressed either in units of energy, or as a ratio to the Wigner (single-particle)
limit [Tei52]:
2w =

3
2

~2
R2
: (5.16)
The reduced -decay width of the 1 1 state was calculated to be 82:4
+10:5
 9:5 keV or
8:8+1:2 1:1% of the Wigner limit, while the reduced -decay width of the 2
+
2 state was
calculated to be 1470+160 120 keV or 157(15)% of the Wigner limit. The significance of
these results are discussed in detail in Section 5.4.2. Complete results are summarized
in Table 5.2, and the determination of the uncertainties is discussed in Section 5.2.5.
Reduced Electromagnetic Transition Probabilities
The -decay widths to the ground state can be expressed in terms of the reduced
transition probabilities B() [Ald56]:
(2Jf + 1)   =
8(+ 1)

h
(2+ 1)!!
i2 k2+1 B() (5.17)
for electromagnetic transitions of multipolarity  to a final state with total angular
momentum Jf . The reduced transition probabilities are functions of both the -decay
width and the resonance energy. The reduced probabilities for the transitions from
the 1 1 and 2
+
2 resonances to the 0+ ground state in 12C can be expressed either in
units of e2fm2 or in Weisskopf units [Bla52]:
Bw(E) =
(1:2)2
4

3
+ 3
2
A2=3 e2fm2: (5.18)
B(E1 : 1 1 ! 0+1 ) was measured to be 4:84(30) 10 5 e2 fm2 or 1:43(9) 10 4Wu ,
and B(E2 : 2+2 ! 0+1 ) was measured to be 1:57+0:14 0:11 e2 fm4 or 0:963+0:083 0:069Wu . The
95
complete results from the fits to the E1 and E2 cross sections are summarized in
Table 5.2. The determination of the uncertainties listed in Table 5.2 is discussed in
Section 5.2.5.
Table 5.2: Measured 1 1 and 2
+
2 resonance parameters from the fits described in
Section 5.2.3.
Eres     
2
 B(E! 0+1 )
(MeV) (keV) (meV) (keV) (2=2w) (e2 fm2) (W.u.)
1 1 10:913
+0:020
 0:018 305
+40
 36 32:4
+2:1
 2:0 82:4
+10:5
 9:5 0:088
+0:012
 0:011 4:84(30) 10 5 1:43(9) 10 4
2+2 10:13
+0:06
 0:05 2080
+330
 260 135
+16
 12 1470
+160
 120 1:57
+0:17
 0:13 1:57
+0:14
 0:11 0:963
+0:083
 0:069
The value of Eres for the 2+2 state listed in Table 5.2 is slightly different from
the -ray energy associated with the peak in the E2 component of the cross section
(9:93MeV). The resonance energy used here is defined [Lan58] as the energy for which
the resonance contribution to the phase (first term in Equation 5.13) passes through
90, and the cross section is defined by the Breit-Wigner formula (Equation 5.7).
The peak in the cross section is different from the value of Eres obtained from this
formula primarily as a result of the energy dependence of the widths   and  .
A fit of the 2+2 state was also attempted using the ‘level shift’ specified in R-matrix
theory [Lan58]. In this approach the term (Eres   E) in Equations 5.7 and 5.13 is
replaced with (Eres   E +`), where the level shift ` is defined as [Lan58]:
` =  2 (S`  B) ; (5.19)
and the shift function is given by [Lan58]:
S` = P` (F`F
0
` +G`G
0
`) ; (5.20)
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where F 0` and G0` are the derivatives of the Coulomb wavefunctions, and the constant
term B is chosen such that ` vanishes when E = Eres. R-matrix theory models
nuclear resonances using a square-well potential, and the level shift ensures that
the internal and external wavefunctions match at the channel radius [Vog62]. This
matching—and therefore the internal energy eigenvalues—depend on the energy of
the bombarding particle, and that energy dependence is expressed in the level shift.
The effect of the level shift on Equation 5.7 is to narrow the line shape which
describes the 2+2 resonance cross section by an amount proportional to the reduced
width 2. The larger the reduced width, the stronger the narrowing effect of the
level shift, requiring an even larger width in order to fit the data. This results in
non-physical fit results (   1GeV; B(E2)  500W.u.) for the parameters of the
2+2 state. The level shift was therefore dropped from Equations 5.7 and 5.13, and the
results listed in Table 5.2 do not include the effect of the level shift.
R-matrix theory assumes that at most two product nuclei are formed in a re-
action, and that all of the final state nuclei are bound [Lan58]. The 12C(;0)8Be
reaction studied in this experiment results in an unbound 8Be nucleus, contradict-
ing a fundamental assumption used in the formulation of R-matrix theory. This is
probably the cause of the failure of the fit to the 2+2 state using the level shift.
The energy dependence of   used to fit the cross section data (Equation 5.8) was
also taken from R-matrix theory and matches the experimental data very well; it is
responsible for the asymmetric shape of the 2+2 state (see Figure 5.5). The agreement
between the data and the predicted energy dependence of   on the one hand, and
the failure of the fit using the level shift on the other, may be due to the nature of
the final state 8Be nucleus. The ground state of 8Be is unbound, but with a small
width of   = 5:6 eV [Til04]. This ‘approximately bound’ final state is a possible
reason for the failure of the fit with the level shift and the agreement of the predicted
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energy-dependence of  .
Dropping the level shift while keeping the energy-dependent particle widths is
supported in some recent formulations of R-matrix theory [Des10]. In any event,
the resonance parameters presented in this work (Table 5.2) have values such that
Equation 5.7 will reproduce the measured cross sections, and Equation 5.11 will
reproduce the measured values of 12.
5.2.5 Propagation of Uncertainties
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Figure 5.7: Uncertainties and correlations in the extracted 2+2 resonance parameters.
Top: Correlations between each pair of resonance parameters. The black dots show
the best fit values, and red and blue curves show the 68:3% and 95:4% confidence
levels, respectively. Bottom: The distribution in 2 for each resonance parameter
(dashed black curves). Each point along the curves is the minimum value of 2
calculated for a particular value of Eres,  , or  . The red and blue lines show the
68:3% and 95:4% confidence levels, respectively.
The shape of the 2+2 resonance (shown in Figure 5.5) is highly asymmetric, with
a shape largely defined by the strongly energy-dependent widths (Equation 5.8) due
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to the close proximity to the combined Coulomb and centrifugal barrier. This causes
correlations in the extracted fit parameters: Eres,  , and  . The correlations were
studied by calculating the distribution in 2 of the fit to the E2 cross section data as a
function of the three parameters. Eres,  , and   were each independently varied to
give 2 108 different combinations, and for each combination the line shape described
by Equation 5.10 was calculated, compared with the measured E2 cross sections,
and the resulting 2 was recorded. The 68:3% and 95:4% confidence levels for each
parameter were calculated where the distributions in 2 were 1.0 and 4.0 above the
minimum, corresponding to the 1 and 2 limits, respectively. This calculation
required approximately 100;000CPU-hours and was performed using the Duke Shared
Resource Cluster (DSCR), a 5300-CPU parallel computing environment.
The uncertainties in Eres,  , and   were determined using the extreme values
of each parameter for which the total 2 was equal to 2min + 1 and 2min + 4 for the
68:3% and 95:4% confidence levels, respectively. Figure 5.7 shows the calculations
of the uncertainties in the 2+2 resonance parameters from the distribution of 2.
The uncertainties in the derived quantities B(E2) and 2 for the 2
+
2 resonance
were also calculated using the complete distribution of 2 in order to take into account
all correlations and anti-correlations in the resonance parameters. Figure 5.8 shows
the calculations of the uncertainties in the derived resonance parameters.
The uncertainties in the 1 1 resonance fit parameters were calculated in the same
way as those for the 2+2 resonance. The 1
 
1 resonance is not nearly as asymmetric or
broad as the 2+2 resonance, and the fit parameters were not correlated to the same
extent. Figure 5.9 shows the calculations of the uncertainties in the 1 1 resonance
parameters from the distribution of 2.
The uncertainties in the derived quantities B(E1) and 2 for the 1
 
1 resonance
were calculated identically as for the 2+2 resonance. Figure 5.10 shows the calculations
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Figure 5.8: Uncertainties in the derived 2+2 resonance parameters. The dashed
black curves show the distribution in 2 as a function of the reduced electromagnetic
transition strength B(E2) and the reduced -decay width 2. Each point along the
curves is the minimum value of 2 calculated for a particular value of B(E2) and 2.
The black lines show the minimum value of 2 and the best fit values. The red and
blue lines show the 68:3% and 95:4% confidence levels, respectively, where 2 is 1.0
and 4.0 above the minimum.
of the uncertainties in the derived resonance parameters.
5.3 Thermonuclear Reaction Rates
5.3.1 Calculation
In general, the total thermonuclear reaction rate r for a two-body reaction is given
by [Rol88]:
r = NxNyhvi; (5.21)
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Figure 5.9: Uncertainties and correlations in the extracted 1 1 resonance parameters.
Top: Correlations between each pair of resonance parameters. The black dots show
the best fit values, and red and blue curves show the 68:3% and 95:4% confidence
levels, respectively. Bottom: The distribution in 2 for each resonance parameter
(dashed black curves). Each point along the curves is the minimum value of 2
calculated for a particular value of Eres,  , or  . The red and blue lines show the
68:3% and 95:4% confidence levels, respectively.
where Nx and Ny are the densities of the two reacting particles, and hvi is the
reaction rate per particle pair, given by the average value of the cross section for the
reaction  times the relative velocity between the particles v. hvi can be calculated in
terms of center-of-mass energy by integrating the reaction cross section (E) weighted
by a Maxwell-Boltzmann distribution [Rol88]:
hvi = 1
(kT )3=2
r
8

1Z
0
dE (E) Ee E=kT ; (5.22)
where T is the temperature, k is the Boltzmann constant,  is the reduced mass,
and E is the energy in the center-of-mass frame. The two-body reaction rate is
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Figure 5.10: Uncertainties in the derived 1 1 resonance parameters. The dashed
black curves show the distribution in 2 as a function of the reduced electromagnetic
transition strength B(E1) and the reduced -decay width 2. Each point along the
curves is the minimum value of 2 calculated for a particular value of B(E1) and 2.
The black lines show the minimum value of 2 and the best fit values. The red and
blue lines show the 68:3% and 95:4% confidence levels, respectively, where 2 is 1.0
and 4.0 above the minimum.
often normalized to the Avogadro constant and written as NAhvi, with units of
cm3 mol 1 s 1.
Triple- reaction rates were calculated according to the formalism presented in
the Nuclear Astrophysics Compilation of Reaction Rates (NACRE) [Ang99]. The
reaction is assumed to proceed through two distinct steps: (i) two  particles form
a 8Be nucleus which (ii) fuses with a third  particle before it decays. The triple-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reaction rate is given by:
N2Ahvi = 3N2A

8~
2
 
2kT
3=2 1Z
0
dE
(E)
 (8Be; E)
Ee E=kT h8Be(E)i; (5.23)
where E is the center-of-mass energy of the original two  particles and  is their
reduced mass. The three-body reaction rate N2Ahvi has units of cm6 mol−2 s−1. The
elastic scattering cross section is given by:
(E) =
2
k(E)2
 (
8Be;E)2
(E   E8Be)2 + 14 (8Be;E)2
; (5.24)
where E8Be is the energy of the ground state of 8Be with respect to the + threshold.
The + 8Be reaction rate h8Bei is given by:
h8Be(E)i =

8~
28Be

8Be
2kT
3=2 1Z
0
dE 0 8Be(E
0; E)E 0e E
0=kT ; (5.25)
where E 0 is the center-of-mass energy of the  + 8Be system, 8Be is the reduced
mass, and 8Be is the 8Be(;)12C cross section which depends on both E and E 0:
8Be(E
0; E) =
X
J

k(E 0)2
2J + 1
2
 (E
0) (E)
(E 0   Er(E))2 + 14 (E 0)2
: (5.26)
The energy-dependence of the widths   and   is discussed in Section 5.2.1.
Figure 5.11 shows the definitions of the various energies used in this calculation.
Since the original two  particles have center-of-mass energy E which may be different
than the ground-state energy of 8Be, the resonance energy in the +8Be system must
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Figure 5.11: Illustration showing the definition of the various energies used in the
calculation of the triple- reaction rates. The figure is not drawn to scale; energy
differences are exaggerated for clarity.
be adjusted. The effective resonance energy Er(E) is defined as:
Er(E) = Eres  Q  (E   E8Be); (5.27)
where Q = 7:3666MeV and Eres is the excitation energy of the state in 12C, listed in
Table 5.2 for the 1 1 and 2
+
2 states. Similarly, the -ray energy depends on both the
 +  energy E as well as the  + 8Be energy E 0:
E = E
0 +Q+ (E   E8Be): (5.28)
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Figure 5.12: Triple- reaction rates, calculated using Equation 5.23 and the
resonances measured in this experiment compared with the rates published by
NACRE [Ang99] and the JINA-REACLIB compilation [Cyb10] based on experimen-
tal results from Fynbo et al. [Fyn05]. Experimental uncertainties in the calculated
reaction rates are discussed in Section 5.3.2.
Triple- reaction rates were calculated by numerically integrating Equation 5.23
for temperatures between 0–10GK. In addition to the 1 1 and 2
+
2 states measured
in this experiment, the calculated reaction rates also included contributions from the
0+2 Hoyle state at 7:6542MeV and the 3
 
1 state at 9:641MeV. Figure 5.12 shows the
calculated triple- reaction rates along with the reaction rates published in several
compilations [Ang99, Cyb10].
5.3.2 Propagation of Uncertainties
The uncertainties in the calculated triple- reaction rates were calculated by sum-
ming in quadrature the uncertainties due to each of the four contributing states in
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12C (0+2 , 1
 
1 , 2
+
2 , and 3
 
1 ). Figure 5.13 shows the calculation of the total uncertainty
in the reaction rates.
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Figure 5.13: Uncertainties in the calculated triple- reaction rates.
The contributions from the 1 1 and 3
 
1 states to the total reaction rates are very
small (< 10 11 cm6 mol−2 s−1) at all applicable temperatures, so the contribution of
the uncertainties in these states to the uncertainties in the total reaction rates is
negligible. There is a constant 12% uncertainty in the contribution of the 0+2 Hoyle
state to the total reaction rates due to the uncertainty in the total radiative decay
width [Che10].
The experimental uncertainties in the measured 2+2 state were propagated to the
reaction rates using the full set of combinations of resonance parameters and their
associated values of 2 from the fit to the 2+2 resonance, described in Section 5.2.5.
For each combination of 2+2 resonance parameters, reaction rates were calculated for
the full temperature range between 0–10GK. Each set of reaction rates was assigned
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the 2 value from the set of resonance parameters that was used to generate it, and
the uncertainty in the reaction rates at each temperature was calculated using the
2 values associated with each of the calculated reaction rates at that temperature.
This takes into account all correlations and anti-correlations in Eres,  , and   from
the fit to the 2+2 state.
Tabulated reaction rates are listed in Appendix A.
5.3.3 Effect on Explosive Nucleosynthesis
The 2+2 state in 12C measured in this experiment results in high-temperature
triple- reaction rates which are higher than those listed in the JINA-REACLIB
compilation [Cyb10], although lower than those listed by NACRE [Ang99] (see Fig-
ure 5.12).
The possible effects of these new reaction rates on the outcome of explosive nucleo-
synthesis during core-collapse supernovae were studied in simulations performed by
Frölich [Frö13] according to the method described by Arcones et al. [Arc12]. These
simulations included the p-process (see Section 1.4), in which neutrino-driven winds
contribute to the synthesis of heavy elements by allowing neutron-deficient nuclei
to capture the neutrons which are produced when proton-rich matter interacts with
a strong antineutrino flux [Frö06]. The simulations used a trajectory developed by
Arcones et al. [Arc12] which assumes that the neutrino-driven wind terminates at
a temperature of 2GK, and that the duration of the constant temperature phase
associated with the wind termination is 0:5 s.
The simulation was run using the triple- reaction rates calculated in this work
(Appendix A) as well as the triple- reaction rates listed in the JINA-REACLIB
compilation [Cyb10] based on the experimental results of Fynbo et al. [Fyn05].
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Figure 5.14: Top: Elemental mass fractions in supernova ejecta from simula-
tions [Frö13] of p-process explosive nucleosynthesis [Frö06, Arc12], using the triple-
reaction rates calculated in this work. The dips at Z = 43 and Z = 61 correspond to
technetium and promethium, respectively. Bottom: Ratio of elemental abundances
simulated using the current triple- reaction rates to the abundances simulated us-
ing the rates published in the JINA-REACLIB compilation [Cyb10] based on the
experimental results of Fynbo et al. [Fyn05].
Figure 5.14 shows the mass fraction of each element produced in the simulated
explosive nucleosynthesis using the new triple- reaction rates, and Figure 5.15 shows
the mass fractions for each mass number A. Both figures show the results using the
triple- reaction rates calculated in this work compared with those listed in the
JINA-REACLIB compilation [Cyb10].
The new triple- reaction rates enhance the production of certain isotopes of
elements between rhodium and cadmium (Z = 45–48 and A = 100–110 ) while severely
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Figure 5.15: Same as Figure 5.14, except the simulated mass fractions are plotted
as a function of mass number A.
suppressing the production of many heavier nuclei.
The abundances and mass fractions of each isotope produced in the simulated
supernovae for both sets of reaction rates are listed in Appendix B.
5.4 Nuclear Structure
5.4.1 Isospin-Forbidden E1 Transition
In the 12C(;)8Be reaction, the target nucleus as well as all of the reaction
products are self-conjugate nuclei, so only T = 0 electromagnetic transitions can
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contribute. The 1 1 state is only accessible from the ground state through an E1
transition, but T = 0 E1 transitions are forbidden for self-conjugate nuclei [War69].
An estimate of the forbidden isoscalar contribution to an E1 radiative width can
be calculated using corrections to the long-wavelength approximation. The matrix
element for an isoscalar electromagnetic transition of multipolarity E is proportional
to a spherical Bessel function which may be expanded in powers of kr [War69]:
j(kr) =
(kr)
(2+ 1)!!
  (kr)
+2
2(2+ 3)!!
+O (kr)+4 (5.29)
In the long-wavelength approximation kr is small, and the spherical Bessel function
is approximately equal to the first term in Equation 5.29. In the case of a dipole
transition, this gives a vanishing matrix element [War69] which leads to the selection
rule which forbids isoscalar E1 transitions. An estimate can be made of the strength
of the isospin-forbidden radiative width relative to the hypothetical isovector radiative
width by comparing the first two terms in the Bessel function expansion. Using a
channel radius of r = 1:2A1=3 fm, the isoscalar fraction is [War69]:
5:5 10 8 E4

A
16
 4
3
; (5.30)
where E is in MeV.
Equation 5.30 predicts an isoscalar fraction of 5:3 10 4 for the E1 transition
from the 1 1 state in 12C to the ground state. Assuming the full (isovector + isoscalar)
radiative width to be the width for a pure single-particle state (1W.u.), then the
reduced isoscalar transition probability is B(E1 : 1 1 ! 0+1 ) = 1:8 10 4 e2 fm2.
This predicted B(E1) is a factor of 3.8 greater than the B(E1) measured in this
experiment (4:84(30) 10 5 e2 fm2), indicating that the 1 1 state in 12C is not likely
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to be a pure single-particle state.
The only other experiment to measure this E1 transition probability was per-
formed by Campos et al. [Cam95] who used electron scattering on 12C to measure
B(E1) = 3:9(20) 10 6 e2fm2, an order of magnitude smaller than the results of the
current experiment. However, it is not clear from their publication whether this value
was given for the transition from the 1 1 state to the ground state (which is what is
quoted above) or from the ground state to the 1 1 state (which would be three times
larger), leading to a factor-of-three ambiguity in their reported value.
5.4.2 -Particle Clustering
The Hoyle state has been established to be an -cluster state [Fre12a] based on
its proximity in energy to the three--particle threshold [Mor56]. The cluster nature
of this state is further supported by the failure of shell model calculations to describe
the state [Kar95, Nav00b] and the success of cluster models [Des87].
The reduced -decay width of the 2+2 state measured in this experiment exhausts
157(15)% of the Wigner limit. The Wigner single-particle limit is derived by as-
suming a square-well potential. When a diffuse Woods-Saxon potential is used the
effective single-particle limit increases by a factor f given by [Vog62]:
f  1 + 6:7 a2; (5.31)
where a is the surface thickness of the potential in fm. Assuming that the measured
value of 2 corresponds to to the full single-particle limit gives a = 0:29(4) fm, which
is in good agreement with the surface thickness a = 0:31(6) fm obtained from an
optical model analysis [Vog62] of neutron scattering data [Hug58].
The large reduced -decay width of the 2+2 state also indicates a strong single-
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-particle component to the state, which indicates that like the Hoyle state, the 2+2
state is an -cluster state [Des10]. This is consistent with the 2+2 state being an
excitation of the Hoyle state.
The reduced -decay width of the 1 1 state; however, exhausts only 8:8
+1:2
 1:1% of
the Wigner limit. This indicates a very weak single--particle component of the state
and a very low level of -clustering.
5.4.3 Hoyle State Rotational Band
Following an argument introduced by Freer et al. [Fre12b], constraints can be
made on the -cluster structure of the Hoyle state by assuming that the 2+2 state is
the first member its rotational band. There is also a rotational band built upon the
0+ ground state of the -cluster nucleus 8Be, and the first 2+ excited state in 8Be
is assumed to be the first member of that band with energy
3~2
I
[Boh75], where I
is the moment of inertia. The charge radius for an  particle has been measured to
be 1:673(1) fm [Bor78], and the first 2+ excited state of 8Be has an excitation energy
of 3:03MeV [Til04]. Using a simple semi-classical model which treats the nuclear
-clusters as constant-density spherical  particles, then the moment of inertia is
given by I = 2
 
2
5
Mr
2
 +
1
4
MR
2

, where R is the separation distance between the
centers of two  particles with mass M and radius r. The excitation energy of the
first 2+ state in 8Be can be reproduced when the centers of the two  particles that
make up the 8Be nucleus are separated by 2.4 times their charge radius [Fre12b].
Taking this to be the separation between the  particles in the Hoyle state, the
excitation energy of the first member of its rotational band, assumed to be the 2+2
state, can be calculated for various arrangements of the three  particles. If, for
example, the  particles are arranged in a linear chain [Mor56, Mor66, Suz72, Mer92],
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then the 2+2 state would be 1:0MeV above the Hoyle state at an excitation energy of
8:65MeV. The results of the present experiment exclude this configuration.
If, however, the  particles are arranged in an equilateral triangle and rotated
about an axis which passes through one of the  particles and halfway between the
other two, then the 2+2 state would be 2:75MeV above the Hoyle state at an exci-
tation energy of 10:4MeV. While the results of this experiment cannot exclude this
equilateral triangle configuration, the measured excitation energy of the 2+2 state
(10:13+0:06 0:05MeV) can be exactly reproduced with an isosceles triangle formed by
lengthening one side of the equilateral triangle to 2:58(3) times the -particle charge
radius.
This argument relies on the assumption that the Hoyle state and the 2+2 state are
members of a rotational band, an assumption which is supported by the lattice EFT
calculations [Epe12], but is contradicted by both the FMD model [Che07] and the
BEC model [Yam05] (see Section 2). One way to test the rotational nature of the
2+2 state is to search for the next member of the hypothetical rotational band, i.e.,
a 4+ excitation. If it is a member of this rotational band, this 4+ state should be a
broad, T = 0 state with 3:3 times the excitation energy of the 2+2 state relative to
the Hoyle state [Boh75], or approximately 16MeV above the ground state. There is
no known 4+ state in this region, although there is a broad state previously observed
at 15:4MeV with uncertain J and T assignment [Ajz90].
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5.5 Comparison with Previous Work
5.5.1 Comparison with Previous Experiments
1 1 State
The measured resonance energy of the 1 1 state in this work (Eres = 10:913
+0:020
 0:018MeV)
is slightly higher than the previously-measured value of 10:844(16)MeV [Ajz90]. One
possible explanation for this discrepancy is that previous measurements may have
been influenced by the high-energy tail of the overlapping 2+2 state (see Figures 5.4
and 5.5). A falling cross section from an unidentified 2+2 state would tend to shift the
peak from the broad 1 1 state to a slightly lower energy. Separating the E1 and E2
components of the cross section—as was done in this experiment—yields parameters
of the 1 1 state independent of the 2
+
2 state.
2+2 State
Table 5.3 compares the parameters of the 2+2 state measured in this experiment
with those reported by the previous experiments discussed in Section 1.3.
The parameters of the 2+2 state measured in this experiment are generally con-
sistent with those reported by the various scattering experiments, but the present
results give a somewhat higher resonance energy and width. The results reported
by the scattering experiments tend to be highly dependent on the subtraction of the
background contributions from the 0+3 and 3
 
1 states at 9:64MeV and 10:3MeV, re-
spectively. The difference in the resonance energy and width of the 2+2 state in the
present experiment may be due to the lack of the contributions from the 0+3 and 3
 
1
states. Also, the present resonance energy of the 2+2 state was determined using a
Breit-Wigner formula with energy-dependent widths (Equation 5.7). Not all other
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Table 5.3: Parameters of the 2+2 state in 12C measured in this experiment compared
with the results from previous experiments.
Experiment Ref. Ex  (MeV) (keV)
-delayed -decay [Fyn05, Dig05] (no state) —[Hyl10] 11:1(3) 1400(400)
12C(x;x0)12C
[Fre12b]y 9:75(15) 750(150)
[Fre09, Zim11] 9:6(1) 600(100)
[Ito11, Ito04] 9:84(6) 1010(150)
10=11B(3He;p=d)12C
[Smi12] 9:7 —
[Alc12] (no state) —
current measurement 10:13+0:06 0:05 2080
+330
 260
yThe results presented by Freer et al. [Fre12b] represent a re-analysis of previously
published inelastic scattering data [Fre09, Ito11, Ito04]
experimental works did this. If instead Eres were determined as the energy corre-
sponding to the peak value of the E2 cross section (9:93MeV), the 2+2 resonance
energy measured in the current experiment would agree fairly well with the values
determined from the inelastic scattering experiments.
It is not clear why no 2+2 state near 10MeV was seen in the -delayed -decay
experiments [Fyn05, Hyl10], although it was suggested by Khoa et al. [Kho11] that
the strong -cluster nature of the 2+2 state could lead to a very small overlap with the
ground state wavefunctions of 12B and 12N. These are 1+ states with T = 1 and are
isobaric analog states of the first T = 1 state in 12C at 15:1MeV [Ajz90]. This state
and its strong M1 transition to the ground state of 12C is well described as a 1p-1h
excitation of the ground state of 12C [Coh65], which should have very little overlap
with an -cluster state.
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5.5.2 Comparison with Theoretical Models
Table 5.4 compares the results from this experiment with the predictions made
by the various theories discussed in Chapter 2.
Table 5.4: Results of this experiment compared with various theoretical predictions.
Theory Ref. State Ex 
2
 B(E! 0+1 )
(MeV) (keV) (e2 fm2)
Microscopic [Des87] 1
 
1 12.50 61.5 —
Cluster 2+2 9.27 356 4.1
BEC [Yam05] 1
 
1 10.48 — —
2+2 9.7 1200 —
FMD [Che07, Nef12] 2+2 10.06y — 0.46
EFT [Epe12] 2+2 9.65 — 2(1)
current measurement
1 1 10:913
+0:020
 0:018 82:4
+10:5
 9:5 4:84(30) 10 5
2+2 10:13
+0:06
 0:05 1470
+160
 120 1:57
+0:14
 0:11
yThe FMD 2+2 energy was calculated from the predicted energy difference relative to the three-
threshold [Nef12].
The energy of the 2+2 state measured in this experiment is quite close to the
prediction made by the FMD model [Che07, Nef12], and not unreasonably different
from the predictions made by the BEC model [Yam05] and the lattice EFT calcula-
tions [Epe12]. The reduced -decay width predicted by the BEC model is in fairly
good agreement with the experimental value. The B(E2) value predicted by the
FMD model is significantly lower than the experimental value, while the B(E2) pre-
dicted by the EFT calculations agrees well with the present value, albeit with a large
uncertainty.
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5.6 Summary & Conclusions
2+2 State in 12C
The 2+2 state in 12C has been unambiguously identified for the first time. This
state was predicted over fifty years ago [Mor56] to exist as an excitation of the
Hoyle state, and this experiment definitively confirms the existence of the state as
well as the spin, parity and isospin assignments J;T = 2+; 0. The 2+2 state was
directly observed at an energy of Eres = 10:13+0:06 0:05MeV with an -decay width of
  = 2080+330 260 keV, corresponding to a reduced -decay width of 2 = 1470
+160
 120 keV.
This reduced -decay width is 1:57+0:17 0:13 times the Wigner limit, which strongly sup-
ports an -cluster description of the state. The -decay width to the ground state was
measured to be   = 135+16 12meV, which corresponds to the first measurement of the
reduced electromagnetic transition probability B(E2 : 2+2 ! 0+1 ) = 1:57+0:14 0:11 e2 fm4
or 0:963+0:083 0:069Wu .
1 1 State in 12C
The previously-measured 1 1 state in 12C [Ajz90] was identified at an energy of
Eres = 10:913+0:020 0:018MeV with an -decay width of   = 305
+40
 36 keV, and the previ-
ously assigned spin, parity and isospin assignments of J;T = 1 ; 0 were confirmed.
The reduced -decay width was measured to be 82:4+10:5 9:5 keV or 0:088
+0:012
 0:011 times
the Wigner limit, which excludes an -cluster description of the state. The iso-
spin-forbidden E1 transition probability to the ground state was measured to be
B(E1 : 1 1 ! 0+1 ) = 4:84(30) 10 5 e2 fm2 or 1:43(9) 10 4Wu .
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Theoretical Outlook
Currently, there are several ab initio theories being actively developed which at-
tempt to describe the low-lying excited states in 12C. In particular, lattice EFT calcu-
lations have progressed from descriptions of two- and three-nucleon systems [Epe10b]
into frameworks which can accurately describe the twelve-nucleon 12C system [Epe11],
even using the Hoyle state to constrain quark masses and the fine structure con-
stant [Epe13]. These lattice EFT calculations have managed to build a description
of the 12C nucleus in which -clustering spontaneously arises, and observable param-
eters related to the Hoyle state and the 2+2 state in 12C are accurately reproduced.
The results of this experiment represent observables which may help to elucidate
the structure of low-lying states in 12C. The parameters of the 1 1 and 2
+
2 states
measured here may serve to guide and constrain future ab initio lattice EFT calcu-
lations as well as any theory which attempts to describe the structure of 12C and the
-clustering phenomenon in light nuclei.
Astrophysics
The 2+2 state in 12C serves as a resonance in the 8Be(;)12C reaction and in-
creases the rate of thermonuclear helium burning at the high temperatures which are
thought to occur during core-collapse supernovae and other astrophysical phenom-
ena. Ambiguity in the existence of the 2+2 state in 12C has lead to a long-standing
disagreement in the triple- reaction rates published by the NACRE [Ang99] and
JINA-REACLIB [Cyb10] compilations, which has been resolved in the present work.
New high-temperature triple- reaction rates have been calculated using the results
of this experiment, and the effect of these new rates was studied in supernova simu-
lations [Frö13] with p-process explosive nucleosynthesis. The triple- reaction rates
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calculated in this work were found to significantly alter the outcome of heavy ele-
ment production as compared with the same simulations run using the previously
published triple- reaction rates [Cyb10].
While the mechanism and dynamics of astrophysical explosive nucleosynthesis
remain uncertain, the new triple- reaction rates presented in this work may help to
guide and constrain different possible scenarios for the production of heavy elements
in the universe.
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Appendix A
Tabulated Triple- Reaction Rates
Table A.1: Triple- reaction rates calculated using Equation 5.23. The reaction
rates below 1:5GK are identical to the ones listed in the JINA-REACLIB compila-
tion [Cyb10].
Tempurature (GK) Rate (cm6 mol−2 s−1) +1  1
0:1 2:040 10 24 2:285 10 24 1:795 10 24
0:2 9:447 10 16 1:058 10 15 8:313 10 16
0:3 4:384 10 13 4:910 10 13 3:858 10 13
0:4 7:282 10 12 8:156 10 12 6:408 10 12
0:5 3:366 10 11 3:769 10 11 2:962 10 11
0:6 8:428 10 11 9:440 10 11 7:417 10 11
0:7 1:510 10 10 1:691 10 10 1:329 10 10
0:8 2:216 10 10 2:482 10 10 1:950 10 10
0:9 2:865 10 10 3:209 10 10 2:521 10 10
1:0 3:404 10 10 3:813 10 10 2:996 10 10
1:1 3:816 10 10 4:274 10 10 3:358 10 10
1:2 4:104 10 10 4:597 10 10 3:612 10 10
1:3 4:284 10 10 4:798 10 10 3:770 10 10
1:4 4:374 10 10 4:898 10 10 3:849 10 10
1:5 4:391 10 10 4:918 10 10 3:864 10 10
1:6 4:353 10 10 4:875 10 10 3:831 10 10
1:7 4:274 10 10 4:786 10 10 3:761 10 10
1:8 4:164 10 10 4:664 10 10 3:665 10 10
1:9 4:034 10 10 4:518 10 10 3:550 10 10
2:0 3:882 10 10 4:348 10 10 3:415 10 10
2:1 3:726 10 10 4:175 10 10 3:278 10 10
2:2 3:568 10 10 3:998 10 10 3:138 10 10
2:3 3:410 10 10 3:821 10 10 2:999 10 10
2:4 3:255 10 10 3:648 10 10 2:863 10 10
2:5 3:104 10 10 3:478 10 10 2:730 10 10
2:6 2:959 10 10 3:316 10 10 2:603 10 10
2:7 2:821 10 10 3:160 10 10 2:481 10 10
2:8 2:689 10 10 3:012 10 10 2:366 10 10
2:9 2:565 10 10 2:873 10 10 2:258 10 10
120
Tempurature (GK) Rate (cm6 mol−2 s−1) +1  1
3:0 2:449 10 10 2:742 10 10 2:157 10 10
3:1 2:341 10 10 2:619 10 10 2:063 10 10
3:2 2:241 10 10 2:506 10 10 1:977 10 10
3:3 2:149 10 10 2:401 10 10 1:897 10 10
3:4 2:064 10 10 2:304 10 10 1:825 10 10
3:5 1:987 10 10 2:215 10 10 1:759 10 10
3:6 1:917 10 10 2:134 10 10 1:700 10 10
3:7 1:854 10 10 2:061 10 10 1:647 10 10
3:8 1:798 10 10 1:995 10 10 1:601 10 10
3:9 1:748 10 10 1:936 10 10 1:560 10 10
4:0 1:704 10 10 1:884 10 10 1:525 10 10
4:1 1:666 10 10 1:838 10 10 1:495 10 10
4:2 1:634 10 10 1:797 10 10 1:470 10 10
4:3 1:606 10 10 1:762 10 10 1:450 10 10
4:4 1:583 10 10 1:733 10 10 1:434 10 10
4:5 1:565 10 10 1:708 10 10 1:422 10 10
4:6 1:551 10 10 1:688 10 10 1:414 10 10
4:7 1:541 10 10 1:672 10 10 1:409 10 10
4:8 1:534 10 10 1:660 10 10 1:408 10 10
4:9 1:531 10 10 1:652 10 10 1:409 10 10
5:0 1:530 10 10 1:646 10 10 1:414 10 10
5:1 1:532 10 10 1:644 10 10 1:420 10 10
5:2 1:537 10 10 1:645 10 10 1:429 10 10
5:3 1:544 10 10 1:648 10 10 1:440 10 10
5:4 1:553 10 10 1:653 10 10 1:452 10 10
5:5 1:563 10 10 1:660 10 10 1:466 10 10
5:6 1:575 10 10 1:669 10 10 1:481 10 10
5:7 1:589 10 10 1:679 10 10 1:498 10 10
5:8 1:603 10 10 1:691 10 10 1:515 10 10
5:9 1:619 10 10 1:704 10 10 1:533 10 10
6:0 1:635 10 10 1:719 10 10 1:551 10 10
6:1 1:652 10 10 1:734 10 10 1:571 10 10
6:2 1:670 10 10 1:749 10 10 1:590 10 10
6:3 1:688 10 10 1:765 10 10 1:610 10 10
6:4 1:706 10 10 1:782 10 10 1:630 10 10
6:5 1:725 10 10 1:799 10 10 1:650 10 10
6:6 1:743 10 10 1:817 10 10 1:670 10 10
6:7 1:762 10 10 1:834 10 10 1:689 10 10
6:8 1:780 10 10 1:851 10 10 1:709 10 10
6:9 1:799 10 10 1:869 10 10 1:728 10 10
7:0 1:817 10 10 1:886 10 10 1:747 10 10
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7:1 1:835 10 10 1:903 10 10 1:765 10 10
7:2 1:852 10 10 1:920 10 10 1:783 10 10
7:3 1:869 10 10 1:937 10 10 1:801 10 10
7:4 1:886 10 10 1:953 10 10 1:818 10 10
7:5 1:902 10 10 1:969 10 10 1:835 10 10
7:6 1:918 10 10 1:984 10 10 1:851 10 10
7:7 1:933 10 10 1:999 10 10 1:866 10 10
7:8 1:948 10 10 2:013 10 10 1:881 10 10
7:9 1:962 10 10 2:027 10 10 1:895 10 10
8:0 1:975 10 10 2:041 10 10 1:909 10 10
8:1 1:988 10 10 2:053 10 10 1:922 10 10
8:2 2:001 10 10 2:066 10 10 1:934 10 10
8:3 2:012 10 10 2:077 10 10 1:946 10 10
8:4 2:023 10 10 2:088 10 10 1:957 10 10
8:5 2:034 10 10 2:099 10 10 1:967 10 10
8:6 2:044 10 10 2:109 10 10 1:977 10 10
8:7 2:053 10 10 2:118 10 10 1:986 10 10
8:8 2:061 10 10 2:126 10 10 1:995 10 10
8:9 2:069 10 10 2:134 10 10 2:003 10 10
9:0 2:077 10 10 2:142 10 10 2:010 10 10
9:1 2:083 10 10 2:148 10 10 2:017 10 10
9:2 2:090 10 10 2:155 10 10 2:023 10 10
9:3 2:095 10 10 2:160 10 10 2:029 10 10
9:4 2:100 10 10 2:165 10 10 2:034 10 10
9:5 2:105 10 10 2:170 10 10 2:038 10 10
9:6 2:109 10 10 2:174 10 10 2:042 10 10
9:7 2:112 10 10 2:177 10 10 2:045 10 10
9:8 2:115 10 10 2:180 10 10 2:048 10 10
9:9 2:117 10 10 2:182 10 10 2:051 10 10
10:0 2:119 10 10 2:184 10 10 2:053 10 10
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Appendix B
Isotope Abundances and Mass Fractions
Table B.1: Isotope abundances and mass fractions in supernovae ejecta from p-
process simulations [Frö06, Arc12] of explosive nucleosynthesis. The ‘present’ values
are the results using the triple- reaction rates calculated from the results of this
experiment (Table A.1), while the ‘JINA-REACLIB’ values are the results using
the triple- reaction rates published in the JINA compilation [Cyb10] based on the
experimental results of Fynbo et al. [Fyn05].
present JINA-REACLIB
Isotope Abundance Mass Fraction Abundance Mass Fraction present / JINA
1H 3:267 10 3 3:267 10 3 3:344 10 3 3:344 10 3 0.977
2H 1:056 10 8 2:112 10 8 1:153 10 8 2:306 10 8 0.916
3He 4:290 10 8 1:287 10 7 4:660 10 8 1:398 10 7 0.921
4He 2:260 10 1 9:038 10 1 2:267 10 1 9:070 10 1 0.997
6Li 4:949 10 15 2:970 10 14 5:283 10 15 3:170 10 14 0.937
7Li 7:072 10 9 4:950 10 8 6:294 10 9 4:406 10 8 1.124
9Be 3:672 10 18 3:304 10 17 3:954 10 18 3:558 10 17 0.929
10B 1:241 10 21 1:241 10 20 1:394 10 21 1:394 10 20 0.890
11B 1:961 10 8 2:157 10 7 2:077 10 8 2:284 10 7 0.944
12C 6:397 10 7 7:677 10 6 6:657 10 7 7:989 10 6 0.961
13C 1:221 10 7 1:588 10 6 1:329 10 7 1:728 10 6 0.919
14N 3:240 10 7 4:536 10 6 3:247 10 7 4:546 10 6 0.998
15N 1:181 10 7 1:771 10 6 1:165 10 7 1:747 10 6 1.014
16O 3:220 10 6 5:152 10 5 3:258 10 6 5:213 10 5 0.988
17O 2:460 10 8 4:182 10 7 2:193 10 8 3:728 10 7 1.122
18O 1:789 10 10 3:220 10 9 1:576 10 10 2:837 10 9 1.135
19F 3:985 10 11 7:571 10 10 3:806 10 11 7:231 10 10 1.047
20Ne 6:529 10 8 1:306 10 6 6:364 10 8 1:273 10 6 1.026
21Ne 2:090 10 11 4:389 10 10 2:132 10 11 4:477 10 10 0.980
22Ne 1:266 10 10 2:785 10 9 1:248 10 10 2:746 10 9 1.014
23Na 2:277 10 10 5:238 10 9 2:113 10 10 4:861 10 9 1.078
24Mg 5:212 10 11 1:251 10 9 4:794 10 11 1:151 10 9 1.087
25Mg 1:386 10 9 3:465 10 8 1:289 10 9 3:222 10 8 1.075
26Mg 1:117 10 9 2:904 10 8 1:040 10 9 2:705 10 8 1.074
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present JINA-REACLIB
Isotope Abundance Mass Fraction Abundance Mass Fraction present / JINA
27Al 1:071 10 8 2:892 10 7 1:000 10 8 2:701 10 7 1.071
28Si 8:510 10 8 2:383 10 6 8:054 10 8 2:255 10 6 1.057
29Si 2:616 10 9 7:586 10 8 2:470 10 9 7:163 10 8 1.059
30Si 6:672 10 8 2:002 10 6 6:424 10 8 1:927 10 6 1.039
31P 3:262 10 8 1:011 10 6 3:094 10 8 9:591 10 7 1.054
32S 4:648 10 7 1:487 10 5 4:512 10 7 1:444 10 5 1.030
33S 1:970 10 7 6:502 10 6 1:895 10 7 6:255 10 6 1.040
34S 1:818 10 7 6:180 10 6 1:859 10 7 6:319 10 6 0.978
36S 2:983 10 10 1:074 10 8 3:280 10 10 1:181 10 8 0.909
35Cl 2:009 10 7 7:033 10 6 2:008 10 7 7:029 10 6 1.000
37Cl 1:141 10 6 4:223 10 5 1:104 10 6 4:085 10 5 1.034
36Ar 3:445 10 7 1:240 10 5 3:356 10 7 1:208 10 5 1.027
38Ar 2:178 10 6 8:276 10 5 2:243 10 6 8:524 10 5 0.971
40Ar 4:809 10 9 1:924 10 7 5:258 10 9 2:103 10 7 0.915
39K 1:942 10 6 7:572 10 5 1:940 10 6 7:566 10 5 1.001
41K 2:254 10 5 9:240 10 4 2:166 10 5 8:880 10 4 1.041
40Ca 3:231 10 4 1:292 10 2 3:116 10 4 1:246 10 2 1.037
42Ca 6:498 10 6 2:729 10 4 6:339 10 6 2:662 10 4 1.025
43Ca 1:226 10 5 5:271 10 4 1:188 10 5 5:109 10 4 1.032
44Ca 2:634 10 5 1:159 10 3 2:602 10 5 1:145 10 3 1.012
46Ca 5:705 10 8 2:624 10 6 6:738 10 8 3:100 10 6 0.847
45Sc 9:886 10 6 4:449 10 4 9:877 10 6 4:445 10 4 1.001
46Ti 5:240 10 6 2:410 10 4 5:309 10 6 2:442 10 4 0.987
47Ti 1:021 10 5 4:800 10 4 1:017 10 5 4:780 10 4 1.004
48Ti 2:014 10 5 9:666 10 4 2:020 10 5 9:698 10 4 0.997
49Ti 1:030 10 5 5:048 10 4 1:037 10 5 5:080 10 4 0.993
50Ti 1:319 10 7 6:595 10 6 1:523 10 7 7:617 10 6 0.866
51V 1:038 10 5 5:293 10 4 1:035 10 5 5:278 10 4 1.003
50Cr 6:106 10 6 3:053 10 4 6:256 10 6 3:128 10 4 0.976
52Cr 7:157 10 5 3:722 10 3 6:954 10 5 3:616 10 3 1.029
53Cr 1:539 10 5 8:154 10 4 1:559 10 5 8:265 10 4 0.987
54Cr 2:463 10 7 1:330 10 5 2:806 10 7 1:515 10 5 0.878
55Mn 1:897 10 5 1:044 10 3 1:866 10 5 1:027 10 3 1.017
54Fe 9:261 10 6 5:001 10 4 9:530 10 6 5:146 10 4 0.972
56Fe 3:640 10 4 2:038 10 2 3:520 10 4 1:971 10 2 1.034
57Fe 3:044 10 5 1:735 10 3 3:145 10 5 1:793 10 3 0.968
58Fe 4:002 10 7 2:321 10 5 4:822 10 7 2:797 10 5 0.830
59Co 9:580 10 6 5:652 10 4 9:926 10 6 5:856 10 4 0.965
58Ni 1:067 10 5 6:190 10 4 1:131 10 5 6:562 10 4 0.943
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present JINA-REACLIB
Isotope Abundance Mass Fraction Abundance Mass Fraction present / JINA
60Ni 1:617 10 5 9:704 10 4 1:581 10 5 9:485 10 4 1.023
61Ni 1:070 10 5 6:528 10 4 1:082 10 5 6:598 10 4 0.989
62Ni 5:990 10 6 3:714 10 4 6:345 10 6 3:934 10 4 0.944
64Ni 7:867 10 8 5:035 10 6 9:534 10 8 6:102 10 6 0.825
63Cu 6:002 10 6 3:781 10 4 6:189 10 6 3:899 10 4 0.970
65Cu 6:427 10 6 4:178 10 4 6:214 10 6 4:039 10 4 1.034
64Zn 1:088 10 5 6:961 10 4 1:026 10 5 6:568 10 4 1.060
66Zn 6:299 10 6 4:157 10 4 6:285 10 6 4:148 10 4 1.002
67Zn 3:209 10 6 2:150 10 4 3:126 10 6 2:094 10 4 1.027
68Zn 6:408 10 6 4:357 10 4 5:652 10 6 3:843 10 4 1.134
70Zn 1:804 10 8 1:263 10 6 2:081 10 8 1:457 10 6 0.867
69Ga 4:901 10 6 3:382 10 4 4:400 10 6 3:036 10 4 1.114
71Ga 3:277 10 6 2:327 10 4 2:965 10 6 2:105 10 4 1.105
70Ge 4:049 10 6 2:834 10 4 3:810 10 6 2:667 10 4 1.063
72Ge 4:409 10 6 3:174 10 4 3:866 10 6 2:784 10 4 1.140
73Ge 3:835 10 6 2:799 10 4 3:318 10 6 2:422 10 4 1.156
74Ge 1:446 10 7 1:070 10 5 1:524 10 7 1:128 10 5 0.949
76Ge 1:891 10 9 1:437 10 7 2:408 10 9 1:830 10 7 0.785
75As 2:741 10 6 2:055 10 4 2:423 10 6 1:817 10 4 1.131
74Se 3:702 10 6 2:740 10 4 3:340 10 6 2:472 10 4 1.108
76Se 3:453 10 6 2:625 10 4 3:021 10 6 2:296 10 4 1.143
77Se 4:539 10 6 3:495 10 4 3:842 10 6 2:958 10 4 1.181
78Se 8:861 10 7 6:911 10 5 8:734 10 7 6:812 10 5 1.015
80Se 3:329 10 9 2:663 10 7 3:835 10 9 3:068 10 7 0.868
82Se 2:183 10 10 1:790 10 8 2:998 10 10 2:458 10 8 0.728
79Br 3:923 10 6 3:099 10 4 3:361 10 6 2:655 10 4 1.167
81Br 5:347 10 6 4:331 10 4 4:627 10 6 3:748 10 4 1.156
78Kr 4:008 10 6 3:126 10 4 3:439 10 6 2:683 10 4 1.165
80Kr 5:555 10 6 4:444 10 4 4:939 10 6 3:952 10 4 1.125
82Kr 6:824 10 6 5:596 10 4 5:930 10 6 4:862 10 4 1.151
83Kr 5:176 10 6 4:296 10 4 4:477 10 6 3:716 10 4 1.156
84Kr 1:993 10 7 1:674 10 5 2:188 10 7 1:838 10 5 0.911
86Kr 2:968 10 9 2:553 10 7 3:933 10 9 3:383 10 7 0.755
85Rb 4:745 10 6 4:034 10 4 4:054 10 6 3:446 10 4 1.170
87Rb 5:412 10 10 4:709 10 8 7:910 10 10 6:882 10 8 0.684
84Sr 6:263 10 6 5:261 10 4 5:622 10 6 4:723 10 4 1.114
86Sr 6:187 10 6 5:320 10 4 5:363 10 6 4:612 10 4 1.154
87Sr 5:722 10 6 4:978 10 4 5:024 10 6 4:371 10 4 1.139
88Sr 7:836 10 6 6:895 10 4 7:106 10 6 6:254 10 4 1.103
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present JINA-REACLIB
Isotope Abundance Mass Fraction Abundance Mass Fraction present / JINA
89Y 5:215 10 6 4:641 10 4 4:706 10 6 4:189 10 4 1.108
90Zr 6:974 10 6 6:276 10 4 6:279 10 6 5:651 10 4 1.111
91Zr 9:072 10 6 8:255 10 4 8:454 10 6 7:693 10 4 1.073
92Zr 1:477 10 6 1:358 10 4 1:552 10 6 1:427 10 4 0.952
94Zr 2:162 10 12 2:032 10 10 3:289 10 12 3:092 10 10 0.657
96Zr 5:344 10 16 5:130 10 14 9:719 10 16 9:331 10 14 0.550
93Nb 5:063 10 6 4:709 10 4 4:662 10 6 4:336 10 4 1.086
92Mo 7:933 10 6 7:299 10 4 7:417 10 6 6:824 10 4 1.070
94Mo 8:786 10 6 8:259 10 4 8:332 10 6 7:833 10 4 1.054
95Mo 6:489 10 6 6:164 10 4 6:173 10 6 5:864 10 4 1.051
96Mo 6:122 10 7 5:877 10 5 6:806 10 7 6:533 10 5 0.899
97Mo 1:244 10 5 1:207 10 3 1:134 10 5 1:100 10 3 1.097
98Mo 2:366 10 11 2:319 10 9 3:728 10 11 3:653 10 9 0.635
100Mo 7:645 10 10 7:645 10 8 1:222 10 9 1:222 10 7 0.626
96Ru 2:579 10 5 2:476 10 3 2:307 10 5 2:214 10 3 1.118
98Ru 1:277 10 5 1:252 10 3 1:234 10 5 1:209 10 3 1.035
99Ru 7:115 10 6 7:044 10 4 6:769 10 6 6:702 10 4 1.051
100Ru 1:774 10 5 1:774 10 3 1:536 10 5 1:536 10 3 1.155
101Ru 7:643 10 6 7:719 10 4 6:487 10 6 6:552 10 4 1.178
102Ru 3:290 10 7 3:356 10 5 3:905 10 7 3:983 10 5 0.843
104Ru 2:397 10 8 2:493 10 6 3:397 10 8 3:533 10 6 0.706
103Rh 6:449 10 6 6:642 10 4 5:065 10 6 5:217 10 4 1.273
102Pd 1:144 10 5 1:167 10 3 9:462 10 6 9:651 10 4 1.209
104Pd 1:147 10 5 1:193 10 3 8:377 10 6 8:712 10 4 1.369
105Pd 7:643 10 6 8:025 10 4 5:593 10 6 5:873 10 4 1.367
106Pd 7:233 10 8 7:667 10 6 7:909 10 8 8:384 10 6 0.915
108Pd 4:816 10 8 5:201 10 6 4:653 10 8 5:025 10 6 1.035
110Pd 1:416 10 8 1:557 10 6 1:576 10 8 1:734 10 6 0.898
107Ag 9:103 10 6 9:740 10 4 6:664 10 6 7:130 10 4 1.366
109Ag 1:083 10 5 1:180 10 3 8:809 10 6 9:602 10 4 1.229
106Cd 2:082 10 5 2:207 10 3 1:530 10 5 1:622 10 3 1.361
108Cd 1:698 10 5 1:834 10 3 1:386 10 5 1:496 10 3 1.225
110Cd 2:204 10 5 2:424 10 3 2:174 10 5 2:391 10 3 1.014
111Cd 1:129 10 5 1:254 10 3 1:101 10 5 1:222 10 3 1.025
112Cd 1:676 10 6 1:877 10 4 1:508 10 6 1:689 10 4 1.111
113Cd 1:475 10 7 1:666 10 5 1:815 10 7 2:051 10 5 0.813
114Cd 5:944 10 7 6:777 10 5 6:268 10 7 7:146 10 5 0.948
116Cd 2:752 10 11 3:192 10 9 3:351 10 11 3:887 10 9 0.821
113In 6:121 10 6 6:916 10 4 7:194 10 6 8:129 10 4 0.851
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Isotope Abundance Mass Fraction Abundance Mass Fraction present / JINA
115In 5:714 10 7 6:571 10 5 6:460 10 7 7:429 10 5 0.885
112Sn 1:446 10 5 1:619 10 3 1:755 10 5 1:965 10 3 0.824
114Sn 5:223 10 6 5:954 10 4 7:286 10 6 8:306 10 4 0.717
115Sn 1:507 10 6 1:733 10 4 2:148 10 6 2:470 10 4 0.702
116Sn 1:640 10 6 1:902 10 4 2:365 10 6 2:744 10 4 0.693
117Sn 1:629 10 6 1:906 10 4 2:363 10 6 2:765 10 4 0.689
118Sn 2:145 10 6 2:531 10 4 3:639 10 6 4:294 10 4 0.589
119Sn 1:515 10 6 1:803 10 4 2:771 10 6 3:298 10 4 0.547
120Sn 3:396 10 7 4:076 10 5 6:440 10 7 7:728 10 5 0.527
122Sn 4:516 10 8 5:510 10 6 1:076 10 7 1:313 10 5 0.420
124Sn 6:964 10 9 8:636 10 7 2:148 10 8 2:663 10 6 0.324
121Sb 9:756 10 7 1:181 10 4 2:222 10 6 2:688 10 4 0.439
123Sb 1:108 10 7 1:363 10 5 3:037 10 7 3:736 10 5 0.365
120Te 9:891 10 7 1:187 10 4 2:253 10 6 2:703 10 4 0.439
122Te 5:747 10 7 7:011 10 5 1:523 10 6 1:859 10 4 0.377
123Te 2:426 10 7 2:984 10 5 6:066 10 7 7:461 10 5 0.400
124Te 1:764 10 7 2:188 10 5 4:805 10 7 5:958 10 5 0.367
125Te 3:323 10 7 4:154 10 5 9:621 10 7 1:203 10 4 0.345
126Te 7:003 10 8 8:823 10 6 2:213 10 7 2:788 10 5 0.316
128Te 1:876 10 9 2:402 10 7 8:096 10 9 1:036 10 6 0.232
130Te 1:070 10 9 1:391 10 7 6:173 10 9 8:025 10 7 0.173
127I 2:298 10 7 2:918 10 5 8:853 10 7 1:124 10 4 0.260
124Xe 1:407 10 7 1:745 10 5 4:019 10 7 4:983 10 5 0.350
126Xe 2:430 10 7 3:061 10 5 8:770 10 7 1:105 10 4 0.277
128Xe 1:308 10 7 1:674 10 5 6:117 10 7 7:829 10 5 0.214
129Xe 6:469 10 8 8:345 10 6 2:936 10 7 3:788 10 5 0.220
130Xe 3:526 10 8 4:584 10 6 1:622 10 7 2:108 10 5 0.217
131Xe 6:554 10 8 8:586 10 6 3:287 10 7 4:306 10 5 0.199
132Xe 6:360 10 8 8:396 10 6 3:971 10 7 5:242 10 5 0.160
134Xe 2:333 10 10 3:126 10 8 2:077 10 9 2:784 10 7 0.112
136Xe 5:197 10 14 7:068 10 12 6:333 10 13 8:613 10 11 0.082
133Cs 1:949 10 8 2:592 10 6 1:598 10 7 2:125 10 5 0.122
130Ba 2:616 10 8 3:401 10 6 1:325 10 7 1:723 10 5 0.197
132Ba 3:532 10 8 4:662 10 6 2:596 10 7 3:427 10 5 0.136
134Ba 1:727 10 8 2:314 10 6 1:823 10 7 2:443 10 5 0.095
135Ba 4:960 10 9 6:696 10 7 5:418 10 8 7:315 10 6 0.092
136Ba 4:510 10 9 6:133 10 7 4:925 10 8 6:698 10 6 0.092
137Ba 2:115 10 9 2:898 10 7 2:413 10 8 3:305 10 6 0.088
138Ba 2:083 10 11 2:875 10 9 3:574 10 10 4:932 10 8 0.058
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present JINA-REACLIB
Isotope Abundance Mass Fraction Abundance Mass Fraction present / JINA
138La 1:404 10 9 1:938 10 7 1:866 10 8 2:575 10 6 0.075
139La 1:357 10 9 1:886 10 7 2:422 10 8 3:366 10 6 0.056
129Ce 2:696 10 16 3:478 10 14 5:165 10 16 6:663 10 14 0.522
136Ce 3:147 10 10 4:280 10 8 3:196 10 9 4:346 10 7 0.098
138Ce 5:707 10 10 7:876 10 8 9:234 10 9 1:274 10 6 0.062
140Ce 1:746 10 10 2:445 10 8 4:253 10 9 5:954 10 7 0.041
142Ce 4:906 10 13 6:967 10 11 1:699 10 11 2:412 10 9 0.029
129Pr 4:856 10 24 6:264 10 22 3:846 10 24 4:962 10 22 1.263
134Pr 6:378 10 18 8:547 10 16 1:544 10 17 2:070 10 15 0.413
141Pr 6:327 10 11 8:920 10 9 1:369 10 9 1:930 10 7 0.046
142Nd 1:893 10 11 2:688 10 9 4:909 10 10 6:970 10 8 0.039
143Nd 9:292 10 12 1:329 10 9 2:762 10 10 3:949 10 8 0.034
144Nd 2:301 10 12 3:313 10 10 8:104 10 11 1:167 10 8 0.028
145Nd 8:205 10 13 1:190 10 10 3:237 10 11 4:694 10 9 0.025
146Nd 1:361 10 13 1:987 10 11 6:200 10 12 9:053 10 10 0.022
148Nd 2:808 10 15 4:156 10 13 1:657 10 13 2:452 10 11 0.017
150Nd 5:820 10 17 8:730 10 15 4:153 10 15 6:230 10 13 0.014
144Sm 1:804 10 14 2:598 10 12 4:981 10 13 7:173 10 11 0.036
146Sm 6:504 10 15 9:496 10 13 2:411 10 13 3:519 10 11 0.027
147Sm 8:528 10 14 1:254 10 11 3:601 10 12 5:293 10 10 0.024
148Sm 2:864 10 14 4:239 10 12 1:144 10 12 1:693 10 10 0.025
149Sm 3:370 10 14 5:022 10 12 1:524 10 12 2:270 10 10 0.022
150Sm 5:227 10 15 7:840 10 13 2:631 10 13 3:946 10 11 0.020
152Sm 5:271 10 15 8:013 10 13 3:277 10 13 4:982 10 11 0.016
154Sm 3:679 10 16 5:666 10 14 2:967 10 14 4:569 10 12 0.012
151Eu 1:780 10 14 2:687 10 12 9:662 10 13 1:459 10 10 0.018
153Eu 1:764 10 15 2:699 10 13 1:251 10 13 1:914 10 11 0.014
148Gd 1:827 10 19 2:704 10 17 7:369 10 18 1:091 10 15 0.025
150Gd 4:630 10 18 6:944 10 16 1:614 10 16 2:421 10 14 0.029
152Gd 8:343 10 18 1:268 10 15 3:606 10 16 5:481 10 14 0.023
154Gd 2:228 10 17 3:431 10 15 1:188 10 15 1:829 10 13 0.019
155Gd 1:145 10 16 1:775 10 14 9:183 10 15 1:423 10 12 0.012
156Gd 3:353 10 17 5:230 10 15 2:666 10 15 4:160 10 13 0.013
157Gd 1:535 10 17 2:410 10 15 1:325 10 15 2:080 10 13 0.012
158Gd 3:032 10 18 4:790 10 16 2:935 10 16 4:637 10 14 0.010
160Gd 5:870 10 19 9:392 10 17 7:461 10 17 1:194 10 14 0.008
159Tb 1:887 10 18 3:001 10 16 2:042 10 16 3:247 10 14 0.009
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