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R E SU M O
Doenças Pulmonares Intersticiais (DPIs) envolvem vários padrões anormais observados 
em exames de Tomografia Computadorizada de Alta Resolução (TCAR). A caracteriza-
ção automatizada desses padrões é um componente essencial de um sistema de auxílio 
ao diagnóstico por computador (CAD) no estudo de DPIs. A escolha e otimização de 
descritores de características influencia notavelmente na construção e representação de 
conhecimento pelo computador, a qual, se não for eficiente, compromete a precisão de 
um sistema CAD. Nesse contexto, técnicas de aprendizagem profunda contornam a ne-
cessidade da escolha manual de descritores de características, uma vez que aprendem 
características diretamente dos dados de treinamento. Neste trabalho, é investigada a 
eficiência de métodos baseados em aprendizagem profunda para localizar vários padrões de 
DPIs. A primeira etapa explora e avalia a eficiência da classificação de Regiões de Interesse 
(ROIs) manualmente delimitadas com Redes Neurais Convolucionais (CNNs) e o uso das 
técnicas de transferência de aprendizagem e produção de dados sintéticos. A segunda fase 
propõe a utilização do algoritmo de detecção e classificação de objetos, Faster R-CNN, 
em conjunto com as técnicas anteriormente citadas, e aplicadas a imagens de inteiras 
de TCAR, sem a necessidade de segmentação prévia de ROIs. Os resultados obtidos na 
classificação de blocos de imagens de TCAR atingiram uma precisão de 90,95% com o uso 
da rede GoogleNet. Na detecção de imagens inteiras de TCAR com a Faster R-CNN o 
melhor resultado apresentou uma precisão média de detecção (mAP) de 53.9%, também 
utilizando a arquitetura da rede GoogleNet, a qual, detectou a classe enfisema com um AP 
de 72.3% e a classe fibrose com AP de 74.5%. Em diferentes configurações, a Faster R-CNN 
apresentou os melhores valores de AP por classe de 78.4%, 72.3%, 37.6%, 95.4% e 57.4% 
para os padrões normal, enfisema, vidro-fosco, fibrose e micronódulos, respectivamente. 
Em um comparativo com a literatura existente, os resultados são próximos aos melhores 
resultados observados no estado da arte que utilizam a mesma base de dados.
Palavras-chave: Tomografia Computadorizada de Alta Resolução (TCAR). Doenças Pulmo-
nares Intersticiais (DPIs). Detecção e classificação de tecido. Redes Neurais Convolucionais 
(CNNs). Aprendizado profundo.
A B S T R A C T
Interstitial Lung Diseases (ILD) present a variety of abnormal imaging patterns that can be 
observed in High Resolution Computed Tomography (HRCT). The automated recognition 
of such imaging patterns is an essential component of Computer Aided Diagnosis (CAD) 
systems in ILD studies. The selection and optimization of features extractors noticeably 
influences the construction and representation of knowledge by the computer, which if 
not done adequately may compromise the CAD systems accuracy. In such a context, deep 
learning techniques outline the need of a manual selection of features extractors, since they 
allow the system to recognize and learn features directly from training sample data. This 
paper researches the effectiveness of methods based on deep learning for identifying several 
ILD patterns. The effectiveness of identification of Regions of Interest (ROIs) manually 
delimited with Convolutional Neural Networks (CNNs) and the use of transfer learning 
and data augmentation techniques are explored and evaluated in the first part. Following, 
the use of previously mentioned techniques within Faster R-CNN framework to detect and 
classify ILDs in full HRCT images without performing previous ROI field segmentation is 
proposed. In this framework the classification results for the HRCT patch-based image 
representation obtained a recognition rate of 90.95% with the GoogleNet network. When 
using Faster R-CNN to detect full HRCT images the best result achieved a mean average 
precision (mAP) of 53.9% on GoogleNet network. The model achieved mAP values of 72.3% 
and 74.5% on the classes emphysema and fibrosis, respectively. In different scenarios the 
proposed algorithm performed highest AP values per class of 78.4%, 72.3%, 37.6%, 95.4% 
and 57.4% for normal, emphysema, ground-glass, fibrosis and micronodules, respectively. 
When compared with existing researches using the same database, the obtained results 
are similar to the most effective techniques tha t can be observed in the state-of-the-art 
systems.
Keywords: High-Resolution Computed Tomography (HRCT). Interstitial Lung Diseases 
(ILDs). Tissue detection and classification. Convolutional Neural networks (CNNs). Deep 
Learning.
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1 IN T R O D U Ç Ã O
O câncer de pulmão é um dos tipos de câncer mais agressivos no mundo, e a 
razão entre mortalidade e incidência é de aproximadamente 90%. No Brasil, para o ano 
de 2016, foram estimados 17.330 novos casos de câncer de traqueia, brônquios e pulmões 
entre homens e 10.890 entre mulheres. Com essa hipótese calculou-se um risco estimado 
de 17,49 novos casos a cada 100 mil homens e 10,54 para cada 100 mil mulheres (SILVA, 
2016). Além do Brasil, o câncer de pulmão é a principal causa de morte em vários países 
tornando esse tumor maligno um problema global com projeção de aumento significativo 
para os próximos anos (MALTA et al., 2016).
Nesse contexto, vários estudos evidenciam a possível relação entre Doenças Pul-
monares Intersticiais (DPIs) e a incidência de câncer de pulmão. As DPIs envolvem vários 
padrões anormais observados em imagens de Tomografia Computadorizada de Alta Reso-
lução (TCAR). Para a tomada de decisão clínica, o diagnóstico é baseado na reflexão sobre 
as evidências que são fortemente correlacionadas com a classificação precisa desses padrões 
radiológicos. Porém, a avaliação radiológica sofre restrições como a aparência similar dos 
padrões anormais, a experiência do especialista, a dificuldade de identificação a olho nu de 
alguns padrões, entre outros fatores. Por esses motivos, é importante o desenvolvimento 
automatizado de sistemas de detecção assistida por computador para complementar o 
diagnóstico de doenças pulmonares (ARCHONTOGEORGIS et al., 2012).
Na análise geral dos dados, as redes mais profundas demonstraram ser capazes de 
representar de maneira eficiente determinadas aplicações (SCHMIDHUBER, 2015). Além 
disso, houve um aumento considerável no número de trabalhos que utilizam modelos de 
aprendizado de máquina como as Redes Neurais Convolucionais (CNN) (LECUN et al., 
2015). Tal avanço no reconhecimento de imagem, é devido principalmente a disponibilidade 
de conjuntos de dados anotados em grande escala (ImageNet (KRIZHEVSKY et al., 2012)) 
que possuem características representativas de distribuição dos dados possibilitando o 
aprendizado de modelos mais precisos ou mais generalizáveis (LU et al., 2016).
Recentemente, a CNN também foi incorporada na análise de imagens médicas, 
como exemplo, pode-se citar o trabalho de Lu et al. publicado em 2016, que analisa a 
utilização da aprendizagem de uma rede pré-formada para a identificação de padrões 
de DPIs, o qual atingiu 91,1% de acurácia na classificação por blocos de imagens de 
TCAR. Ainda em imagens médicas, no trabalho de (GAO et al., 2015) foi obtida uma 
taxa de acerto de 89,6% para a classificação holística de seis padrões por meio de CNNs 
profundas. A partir de tais obervações, o presente trabalho propõe explorar os métodos de 
classificação para a predição dos padrões radiológicos utilizando um modelo de arquitetura 
profunda de rede neural convolucional projetada para reconhecer padrões diretamente a
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partir dos pixels das imagens, incorporando as tarefas de aprendizado de representação do 
conhecimento e classificação.
1.1 MOTIVAÇÃO
Com base no World Cancer Report, é inquestionável que o câncer é um problema 
global (MALTA et al., 2016). Atualmente, o câncer é um tema em destaque devido à sua 
grande responsabilidade por ser a principal causa de morte nos países desenvolvidos e 
em desenvolvimento. Vários estudos e as estimativas da Organização Mundial da Saúde 
apontam que o número de óbitos devido ao câncer aumentou 1,6 milhões no período de 
2000 a 2007. De acordo com (MALTA et al., 2016) e (BARBOSA et al., 2015) as projeções 
para o ano de 2030 revelam a ocorrência de 26 milhões de novos casos e 17 milhões de 
mortes por câncer e mostram que para os próximos 20 a 40 anos o número atual de casos 
e óbitos duplicará (SILVA, 2016; MALTA et al., 2016).
No Brasil, depois das doenças cardíacas e cerebrovasculares, o câncer é a segunda 
causa mais comum de morte (BARBOSA et al., 2015). Dentre os tipos mais incidentes de 
câncer destacam-se pulmão, mama, próstata e colorretal (MALTA et al., 2016; BARBOSA 
et al., 2015). O câncer de pulmão é uma das doenças mais agressivas em humanos, com 
uma sobrevida global na faixa de 5 a 10 anos após o início do desenvolvimento da doença 
(MALTA et al., 2016). Estudos mostram também que a sobrevida dos pacientes com câncer 
de pulmão é baixa na maioria das populações do mundo, cerca de 10% a 15%, isso deve-se, 
pelo menos em parte, por esse tipo de câncer ser detectado em estágios avançados, visto 
que não são observados sintomas em seus estágios iniciais (SILVA, 2016).
1.2 DESCRIÇÃO DO PROBLEMA
1.2.1 Doenças Pulmonares Intersticiais
As doenças pulmonares infiltrativas parenquimatosas agudas e crônicas que pos-
suem graus variáveis de inflamação e fibrose tecidual são coletivamente chamadas de 
doenças pulmonares intersticiais e estão possivelmente correlacionadas com a incidência 
de câncer de pulmão. Em geral, as DPIs evoluem ao longo de meses a anos e incluem 
distúrbios de causa conhecida e desconhecida (WELLS; HIRANI, 2008). Essas doenças 
podem ser caracterizadas pela alteração gradual do parênquima pulmonar. No entanto, 
para o reconhecimento de DPIs, existem diversas formas de diagnóstico que variam de 
acordo com o paciente, seu quadro clínico e de acordo com a aparência dos padrões 
anormais de DPIs observados nos exames médicos (BAGCI et al., 2011).
Na caracterização de Doenças Pulmonares Intersticiais, a tomografia computado-
rizada de alta resolução, Figura 1, ajuda a identificar de maneira não invasiva padrões de 
imagem específicos (Figura 2), que podem fornecer um diagnóstico ou apoiar fortemente a
15
decisão do especialista na diferenciação de DPIs. A TCAR do pulmão permite a visualiza-
ção detalhada do parênquima pulmonar possibilitando uma avaliação da aparência visual 
do tecido pulmonar saudável e do patológico que auxilia na identificação da natureza das 
lesões do parênquima e fornece indicativos de inflamação (DEPEURSINGE et al., 2011).
FIGURA 1 -  IMAGEM DE TCAR. FONTE: BAGESTEIRO et al. (2015).
(a) (b) (c) (d) (e)
FIGURA 2 -  PADRÕES RADIOLÓGICOS MAIS COMUNS: (A) NORMAL; (B) ENFISEMA; (C)
VIDRO-FOSCO; (D) FIBROSE; (E) MICRONÓDULOS. FONTE: DEPEURSINGE et
al. (2010).
A TCAR produz para cada imagem uma espessura da fatia entre 1-2mm, com 
tamanho total de 512 x 512 pixels sendo o pixel variado de 0.4 - 1mm (DEPEURSINGE 
et al., 2011). O valor numérico de cada pixel está relacionado com a atenuação de raios X, 
e é expresso em Unidades Hounsfield (HU) (DEPEURSINGE et al., 2011). A tabela 1 
apresenta os valores de unidades de Hounsfield para as diferentes estruturas orgânicas do 
corpo humano. É interessante notar que os valores gerais estão na faixa de [-1000, 1000] e 
os valores de tecido pulmonar normal estão entre [-400, -600] diferenciando-se dos outros 
materiais orgânicos.
Com o uso da TCAR na última década, houve um avanço muito grande na 
habilidade da análise clínica, diminuindo na maioria dos casos o diagnóstico diferencial, 
aquele baseado apenas nos sinais e sintomas, para um diagnóstico mais confiável. Também, 
com o uso generalizado da TCAR para avaliar pacientes com DPIs, houve uma grande 
redução na necessidade de procedimentos diagnósticos invasivos (WELLS; HIRANI, 2008).
Entretanto, assim como em todos os outros testes diagnósticos, a análise clínica 
sofre influência de alguns fatores como, por exemplo, a variação inter-observador que 
é igualmente problemática entre radiologistas experientes de TCAR, particularmente
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TABELA 1 -  VALORES DAS UNIDADES DE HOUNSFIELD. FONTE: DEPEURSINGE et al. 
(2011).
Material Orgânico Unidades Hounsfield (HU)
Ar -1000
Pulmão Normal -400 a -600
Gordura -60 a -100
Agua 0
Partes Moles 40 a 80
Osso acima de 400
nos casos mais difíceis que levam ao encaminhamento para a biópsia cirúrgica. Ainda 
assim, mesmo com a biópsia pulmonar, pode-se chegar em outro fator de confusão na 
avaliação histológica que é o problema do “erro de amostragem”: a possibilidade de uma 
amostra de biópsia ter sido retirada de uma área não representativa do processo de doença 
predominante (WELLS; HIRANI, 2008).
Diante dos fatores acima apontados, busca-se uma alternativa para reduzir as 
variantes que interferem o processo de diagnóstico clínico. Nesse contexto, o diagnóstico 
auxiliado por computador vem sendo explorando e os sistemas de auxílio ao diagnóstico 
conduzem a uma nova alternativa para apoiar a decisão clínica.
1.2.2 Sistemas CAD
A abordagem multidisciplinar é considerada o “padrão-ouro” para o diagnóstico 
de doença pulmonar difusa (WELLS; HIRANI, 2008). Diante disso, recentemente vem 
sendo explorado o potencial dos sistemas CAD que usam a resposta do computador como 
referência para o diagnóstico clínico (BAGCI et al., 2011). Estes sistemas têm um grande 
potencial para melhorar as habilidades de diagnóstico dos médicos ajudando a superar 
as limitações da memória humana, distração e fadiga, além de melhorar a capacidade de 
fazer cálculos e interpretar dados, impedindo assim, que decisões sejam afetadas por viés 
ou pré-conceitos (EADIE et al., 2012).
Os sistemas CAD possuem dois tipos de aplicações: auxílio a detecção de lesões 
e auxílio ao diagnóstico (AZEVEDO-MARQUES, 2001). Neste trabalho, será abordado 
apenas um dos tipos de sistema CAD que é o sistema para auxílio a detecção que envolve 
a quantificação de características de uma imagem e a classificação dessas características.
De forma simplificada, um sistema CAD utiliza o resultado de análises quantitati-
vas automatizadas de imagens radiográficas como uma “segunda opinião” para auxiliar o 
diagnóstico de um especialista da área médica. É de grande relevância ressaltar que no pre-
sente momento o computador apenas fornece informações adicionais para o radiologista, e 




Uma revisão publicada por (LITJENS et al., 2017), mostrou que as aplicações 
da aprendizagem profunda na análise de imagens médicas são um tópico dominante 
nas principais conferências atuais. Além disso, algoritmos que aprendem os dados de 
forma automática, em particular as redes convolucionais, tornaram-se rapidamente uma 
metodologia de escolha para a análise de imagens médicas, justificando o interesse por sua 
aplicação.
Nesse cenário, outra vantagem de escolher uma rede neural como metodologia é 
que o algoritmo pode ser generalizado para resolver diferentes tipos de problemas utilizando 
arquiteturas semelhantes. Outro ponto que deve ser considerado é que as CNNs demostram 
um desempenho superior na resolução de muitos problemas de classificação de imagens 
(LITJENS et al., 2017).
1.4 OBJETIVO GERAL
O objetivo geral do presente trabalho é classificar os padrões radiológicos normal, 
enfisema, vidro-fosco, fibrose e micronódulos observados em imagens de TCAR. Buscando 
automatizar o processo de diagnóstico de doenças pulmonares, tanto na detecção de regiões 
de interesse quanto na quantificação e classificação dessas regiões em uma imagem, é 
explorada a utilização de metodologias de aprendizado profundo.
1.5 OBJETIVOS ESPECÍFICOS
Os objetivos específicos são listados abaixo:
• Analisar o desempenho da técnica de criação de dados sintéticos;
• Observar o desempenho de uma arquitetura de Rede Neural própria criada para o 
problema de classificação de DPIs.
• Testar diferentes arquiteturas de Redes Neurais Convolucionais existentes;
• Analisar o comportamento da técnica de transferência de aprendizagem em CNNs 
para classificar blocos de imagens de TCAR;
• Descrever o desempenho da transferência de aprendizagem de outros domínios para 
o domínio de classificação de imagens médicas;
• Analisar o desempenho da Faster Region-based Convolutional Network (Faster R- 
CNN) aplicada ao contexto de detecção e classificação de imagens médicas;
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• Testar a Faster R-CNN para detectar e classificar automaticamente os padroes 
radiológicos de DPIs em imagens inteiras de TCAR;
• Processar as imagens de TCAR e testar diferentes entradas para a Faster R-CNN;
• Treinar a Faster R-CNN com diferentes configurações de anotações de dados;
• Testar a Faster R-CNN com três variações de arquiteturas de CNNs para a detecção 
e classificação de DPIs;
1.6 DESAFIOS
De maneira geral, dentre os desafios observados pode-se citar a pequena quantidade 
de amostras na base de imagens original (DEPEURSINGE et al., 2011), a aparência similar 
dos diferentes padrões radiológicos e a presença de mais de uma doença em algumas imagens 
de TCAR, problemas levados em consideração na escolha da metodologia.
Em relação a aplicação da metodologia usando CNN’s pode ser destacada a 
necessidade de uma grande quantidade de dados de treinamento rotulados. Também, deve 
ser observada a necessidade de grandes recursos computacionais e de memória para treinar 
uma CNN profunda. Outro ponto a ser considerado, é que no treinamento de uma CNN 
profunda podem surgir problemas de overfitting e convergência, os quais, exigem ajustes 
repetitivos na arquitetura ou nos parâmetros de aprendizado da rede para garantir que 
todas as camadas estejam aprendendo com velocidade comparável.
De todas as dificuldades acima mencionadas, a tarefa mais desafiadora é detectar 
e localizar os diferentes padrões radiológicos com precisão, especialmente para as classes 
não têm uma aparência bem definida. Também, deve ser observado o fato de que nessa 
etapa serão trabalhadas com fatias inteiras de TCAR e a base de dados (DEPEURSINGE 
et al., 2011) contém imagens parcialmente rotuladas. Isso ocorre quando há divergência 
de opinião na marcações feitas pelos radiologistas, sendo assim, a região questionada da 
imagem é mantida sem rotulação (DEPEURSINGE et al., 2011). Além de tudo, a própria 
detecção de objetos já é uma tarefa desafiadora em diferentes contextos, e portanto, é uma 
das principais áreas de pesquisa no campo de visão computacional (SHAFII et al., 2017).
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2 F U N D A M E N T A Ç A O  T E Ó R IC A
Neste capítulo são descritos os conceitos usados para o desenvolvimento deste 
trabalho. Inicialmente, na Seção 2.1, é apresentado o conceito de Redes Neurais Artificiais 
seguido do conceito de Aprendizado Profundo (Seção 2.2) e de Redes Neurais Convolucionais 
(Seção 2.3). Na Seção 2.4 é apresentada a técnica de Transferência de Aprendizagem, e na 
sequência a Geração de Dados Sintéticos (Seção 2.5), Detecção e Classificação com CNNs 
(Seção 2.6), e por fim na Seção 2.7 são discutidas as métricas para cálculo dos resultados.
2.1 REDES NEURAIS CONVOLUCIONAIS
As abordagens atuais para o reconhecimento de objetos fazem uso essencial de 
métodos de aprendizagem de máquinas baseados em Redes Neurais Artificiais (RNA) 
(KRIZHEVSKY et al., 2012; LECUN et al., 2015; LITJENS et al., 2017). Uma RNA é um 
algoritmo de inteligência artificial inspirado na estrutura neural de organismos inteligentes 
que adquirem conhecimento por meio da experiência (SCHMIDHUBER, 2015).
Essa rede consiste em uma sequência de neurônios artificiais conectados e organi-
zados em camadas dentro de uma arquitetura que produzem, cada um, uma sequência 
de ativações de valor real. Os dados vindos das ativações dos neurônios são repassados, 
ponderados e transformados a outros neurônios de acordo com a função utilizada pela rede. 
Este processo se repete até que a RNA promove um sinal de saída e um neurônio de saída 
é ativado, funcionando como um classificador binário linear (SCHMIDHUBER, 2015).
O neurônio artificial é constituído basicamente pelo seus pesos, bias e a função 
de ativação (ROSENBLATT, 1958). Os pesos são utilizados para amplificar ou atenuar o 
valor passado de um neurônio para outro e os bias são ajustáveis e determinam a direção 
da classificação. Além disso, uma função de ativação determina se o neurônio está ativo ou 
não por meio de ligações ponderadas para um dado conjunto de características recebidas 
como entrada. Um modelo simplificado dos neurônios utilizados em uma Rede Neural 
Artificial pode ser observado na Figura 3.
Pesos
FIGURA 3 -  MODELO DOS NEURÔNIOS UTILIZADOS NA RNA. FONTE: HAYKIN (2001).
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O treinamento com o backpropagation compõe o modelo de Redes Neurais Artifi-
ciais mais utilizado atualmente, as redes “Perceptron Multi-Camada” (MLP). Para atingir 
o aprendizado de uma rede neural é necessário passar por um processo de atribuição de 
valores, que é uma tentativa de encontrar pesos que exibem o comportamento desejado da 
rede (SCHMIDHUBER, 2015). Esse treinamento é feito nas camadas intermediárias da 
rede por meio da atualização dos parâmetros de cada neurônio (pesos, bias e ativação) em 
função do erro calculado na camada de saída.
Basicamente, após calcular o avanço na rede a partir de um padrão apresentado à 
camada de entrada, a saída obtida é comparada com a saída desejada para um padrão 
particular. Assim, quando a saída não é correta, o erro é calculado e propagado da camada 
de saída até a camada de entrada, e os pesos das conexões das camadas internas vão sendo 
modificados conforme o erro é retropropagado (LECUN et al., 2015; SCHMIDHUBER, 





FIGURA 4 -  REDE NEURAL ARTIFICIAL. FONTE: HAYKIN (2001).
O meio de encontrar uma atribuição precisa de valores no estágio de treinamento 
da rede é chamado de Aprendizado Profundo ou Deep Learning, conceito o qual é explorado 
na próxima Seção.
2.2 APRENDIZADO PROFUNDO
Técnicas de aprendizagem profunda vêm sendo aplicadas em diferentes casos, 
tais como, identificação de objetos em imagens, transcrição de fala em texto, combinação 
de itens de notícias, postagens ou produtos com os interesses dos usuários e seleção 
de resultados relevantes de uma pesquisa (LECUN et al., 2015). Como consequência, a 
aprendizagem profunda está trazendo grandes avanços na resolução de problemas que a 
inteligência artificial não alcançou por muitos anos.
Diferente dos métodos tradicionais que pré-definiam descritores de características 
para representar dados de um problema, a aprendizagem profunda busca descobrir uma 
estrutura intrínseca em grandes conjuntos de dados. Essa técnica utiliza algoritmos de 
representação da aprendizagem que possuem múltiplos níveis obtidos pela composição
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de módulos simples, os quais transformam a representação de um nível (começando com 
uma entrada bruta) em outro nível mais alto (nível abstrato). Dessa forma, é possível 
representar os dados em múltiplos níveis de abstração, visto que os modelos são capazes 
de extrair as características automaticamente, ou seja, tornam-se modelos de descritores 
treináveis (SCHMIDHUBER, 2015).
2.3 PROCESSO DE APRENDIZAGEM
A forma mais comum de aprendizado de máquina é a aprendizagem supervisionada, 
seja no aprendizado profundo ou não (LECUN et al., 2015). A partir do final dos anos 
90, as técnicas supervisionadas usadas para desenvolver sistemas por meio de dados de 
treinamento tornaram-se cada vez mais populares na análise de imagens médicas (LITJENS 
et al., 2017).
2.3.1 Aprendizado Supervisionado
O aprendizado supervisionado é utilizado para seguir um modelo e a partir dele 
possibilitar a generalização de modo que se consiga aplicar a qualquer dado de entrada. 
Essa generalização é feita durante o treinamento, onde a rede adapta os seus pesos gerando 
na saída um estado de ativação compatível com o esperado. Esse método de treinamento 
da rede, utiliza conhecimentos empíricos comumente representados por um conjunto de 
exemplos rotulados, ou seja, exemplos de dados de entrada associados com a respectiva 
saída esperada (LECUN et al., 2015).
Neste trabalho, utilizou-se Redes Neurais Convolucionais (CNNs) sob o ponto de 
vista de aprendizado supervisionado e profundo para o problema de classificação de padrões 
radiológicos. Na próxima seção, é aprofundado o conceito de CNNs para contextualização 
da metodologia proposta.
2.4 REDES NEURAIS CONVOLUCIONAIS
Nos últimos anos, houve um aumento no número de trabalhos publicados que 
incluem em sua metodologia modelos de aprendizado de máquina. Um modelo que vem 
sendo bastante disseminado são as Redes Neurais Convolucionais (CNNs ou ConvNets) 
que trabalham com o conceito de auto-aprendizagem criando extratores de características 
para tra ta r problemas que possam ser compreendidos pela máquina. As CNNs usam 
dados brutos para aprender as representações em vez de dependerem de extratores de 
características manuais (LECUN et al., 1998; LECUN et al., 2015).
As CNNs são projetadas para processar dados que vêm na forma de múltiplas 
matrizes, e são tipicamente treinadas de ponta a ponta de maneira supervisionada. Na 
Figura 5, estão representados de forma simplificada os dois grandes estágios de uma rede
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convolucional, a extração de características e a classificação. A camada de extração de 
características aprende características que são genéricas até um determinado ponto e que 
são úteis para uma tarefa destino. Além disso, as camadas de extração de características 
são capazes de extrair características invariantes a rotação de formas bidimensionais 
por meio de uma arquitetura composta de camadas convolucionais que trabalham  com 
filtros, ativações e agregações (pooling). Tais conceitos, são abordados de maneira mais 
aprofundada nas próximas seções.
Em um segundo estágio, as camadas de classificação usam as características locais 
extraídas e armazenadas em vetores de características para executar a classificação da 
entrada da rede após a aplicação de um algoritmo de aprendizagem de máquina. O objetivo 
do procedimento de aprendizado é encontrar conjuntos de matrizes que extraiam boas 
características discriminativas para serem usadas na classificação de imagens (LITJENS et 
al., 2017; ROSENBLATT, 1958; LECUN et al., 1998; LECUN et al., 2015). Dessa forma, 
a CNN é usada para extrair uma nova representação do conjunto de dados de destino, 
semelhante ao uso de um extrator de características para uma determinada entrada, o 
qual, obtém uma representação vetorial para cada amostra.
\  \ \  \
Extração de Características Classificação
FIGURA 5 -  ESTÁGIOS DE UMA REDE CONVOLUCIONAL SIMPLIFICADA. FONTE: PEEMEN 
et al. (2011).
De maneira simplificada, as quatro ideias-chave por trás de ConvNets são: conexões 
locais, pesos compartilhados, agregação e o uso de múltiplas camadas. A principal força das 
CNNs está nas camadas de neurônios convolucionais e na sua partilha de peso, explorando 
a ideia de que estruturas semelhantes ocorrem em diferentes locais de uma mesma imagem 
(LECUN et al., 1998; LECUN et al., 2015).
A arquitetura dentro de uma ConvNet típica aplicada a imagem de um cão 
Samoieda é apresentada na Figura 6. Como visto, a ConvNet é estruturada em uma 
série de estágios e na ilustração podem ser observados os primeiros estágios compostos 
pelas camadas convolucionais e camadas de agregação. No canto inferior direito estão 
as entradas RGB (vermelho, verde e azul) da imagem. Já, as saídas de cada camada 
convolucional são representadas horizontalmente, onde cada imagem retangular é um mapa 
de características para uma das características aprendidas em cada uma das posições da
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imagem. As informações seguem um fluxo de baixo para cima, onde as características 
de nível inferior atuam  como detectores de borda orientados e na saída é calculada uma 
pontuação para cada uma das possíveis classes da imagem (LECUN et al., 2015; PEEMEN 
et al., 2011).
Convoluções e ReLU
. „ ' A  Vermelho Verde Azul
FIGURA 6 -  DENTRO DE UMA REDE CONVOLUCIONAL. FONTE: LECUN et al. (2015). 
2.4.1 Convoluções
A CNN é composta pelas convoluções e o processo de convolução consiste em um 
conjunto de N filtros treinados para reconhecer automaticamente as características da 
camada de entrada. O principal papel da convolução é extrair características preservando 
a relação espacial entre os pixels e aprendendo características da imagem. A convolução 
envolve a aplicação de um filtro sobre uma imagem, gerando uma nova imagem como 
resultado. O filtro é uma matriz que “desliza” sobre toda a imagem, modificando-a. Os 
filtros definem uma pequena área, por exemplo, uma área de 3 x 3 ou 5 x 5 pixels e a 
aplicação desses N filtros resulta em N  mapas características (FIGURA 7), gerando as 
camadas de convoluções (LECUN et al., 2015).
Imagem de Entrada Mapa de Características
FIGURA 7 -  CONVOLUÇÃO EM UMA IMAGEM DE ENTRADA COM UM FILTRO 5x5. FONTE: 
LI (2015).
Os pesos das camadas convolucionais são compartilhados entre os neurônios, 
levando os filtros a aprenderem padrões frequentes que ocorrem em qualquer parte da
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imagem. Dessa forma, as convoluções fazem com que a resposta de um neurônio individual 
aos estímulos dentro de seu campo receptivo possa ser aproximada matematicamente 
(LECUN et al., 2015). Na Figura 8 é apresentado um exemplo de filtros que foram 
aprendidos por uma CNN no contexto de imagens médicas.
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FIGURA 8 -  FILTROS APRENDIDOS NO TREINAMENTO COM A CNN. FONTE: ANTHIMO- 
POULOS et al. (2016).
De forma mais detalhada, (LITJENS et al., 2017) explica que, por exemplo, ao 
considerar X como uma imagem vetorizada, os pesos podem ser compartilhados resultando 
na operação de convolução e consequentemente reduzindo a quantidade de parâmetros que 
a rede deve aprender. Em cada camada, a imagem de entrada é convoluída em um conjunto 
de k kernels (Equação 2.1) e subsequentemente bias (Equação 2.2) são adicionados, cada 
um gerando um novo mapa de características Xk. O neurônio bias aumenta os graus de 
liberdade permitindo uma melhor adaptação da rede neural ao conhecimento que está 
sendo aprendido.
W  = {W 1, W 2,..., W k } (2.1)
B = {b1,..., bk} (2.2)
As novas características são submetidas a uma função não-linear de elementos a 
(■) e o mesmo processo é repetido para cada camada convolucional l (Equação 2.3).
Xk =  a(Wk“ ‘ 0  X '- 1 + b'-1) (2.3)
Essa função não-linear ou função de ativação determina se um neurônio está 
ativo ou não. A função ReLU é uma das mais utilizadas e é uma operação aplicada a 
cada pixel que substitui todos os valores de pixels negativos do mapa de características 
por zero, determinando um limiar em zero. Essa operação tem por objetivo introduzir 
a não-linearidade na CNN pois a maioria dos problemas reais tratam-se de dados não- 
lineares (LITJENS et al., 2017). Apesar do grande uso da função ReLU e em geral do seu
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melhor desempenho, outras funções não lineares, como tanh ou sigmoid também podem 
ser utilizadas para trabalhar com a não-linearidade (LECUN et al., 2015; LI et al., 2014).
2.4.2 Agregação
A inspiração para as camadas convolucionais e camadas de agregação em ConvNets 
está diretamente relacionada as noções clássicas de células simples e células complexas 
da neurociência visual, e a arquitetura geral faz referência à hierarquia do córtex visual 
(LECUN et al., 2015). As camadas de agregação adicionam robustez ao modelo, gerando um 
modelo invariante que aprende características da imagem independente da sua localização 
na imagem.
O processo de agregação reduz a dimensionalidade de uma mapa de características 
mantendo as informações mais importantes. De forma simplificada, este processo consiste 
em deslizar uma janela quadrada de determinada dimensão sobre a imagem de forma 
que não haja sobreposição das regiões. O tamanho da janela, é definido pelo parâmetro 
passo (stride), quando o passo é igual a 1 é equivalente a usar todas as janelas de pooling 
possíveis, e o passo igual ao tamanho da área de pooling é equivalente a usar janelas que 
não se sobrepõem.
Os tipos de agregação podem ser Max, Média, Mediana, entre outros. O Max 
Pooling é o mais comum e consiste em pegar o maior valor do mapa de características 
dentro da janela definida. A Figura 9 mostra um exemplo de operação Max Pooling em 
um mapa de características.
Mapa de Características
1 1 2 4
5 6 7 8
3 2 1 0
1 2 3 4
Agregação Max com 
filtro 2x2 e stride 2 6 8
3 4
y
FIGURA 9 -  OPERAÇÃO MAX POOLING. FONTE: LI (2015).
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2.5 TRANSFERÊNCIA DE APRENDIZAGEM
Uma Rede Neural Convolucional em geral contém uma grande quantidade de 
parâmetros ajustáveis podendo atingir a ordem de milhões de parâmetros. Logo, aprender 
um grande número de parâmetros torna-se uma tarefa difícil quando o conjunto de 
amostras é razoavelmente pequeno. Como alternativa, a transferência de aprendizagem 
tenta contornar o requisito de grandes conjuntos de dados para treinamento em uma rede 
profunda com o uso de redes pré-treinadas (LITJENS et al., 2017).
Os métodos transferência de aprendizagem exploram o conhecimento acumulado 
a partir de dados do domínio de origem para facilitar a modelagem preditiva de padrões 
em um novo domínio. Ou seja, as camadas ocultas compartilhadas treinadas por uma 
tarefa de origem podem ser reutilizadas em uma tarefa de destino diferente. Para isso, 
apenas a última camada de classificação precisa ser treinada novamente, e, se necessário, 
pode ser ajustada para o novo modelo. Os parâmetros das camadas ocultas da tarefa de 
origem atuam  como parâmetros de inicialização da tarefa-alvo, tornando essa estratégia 
promissora para um modelo em que a boa inicialização é muito importante (LU et al., 
2015).
Na sequência são descritas brevemente, a arquitetura de algumas CNNs conhecidas 
na área de visão computacional e que foram utilizadas para avaliar a técnica de transferência 
de aprendizagem.
2.5.1 ImageNet
A técnica de transferência de aprendizagem juntamente com a ImageNet serve 
como suporte para melhorar significativamente muitos problemas de detecção de objetos e 
segmentação de imagens usando outros conjuntos de dados (ANTHIMOPOULOS et al., 
2016; LU et al., 2016). A rede ImageNet tem mais de 1,2 milhões de imagens de 256 x 
256 pixels anotadas em 1000 categorias de classes de objetos. A arquitetura da ImageNet 
é composta por cinco camadas de convolução (conv), duas camadas de agregação (pool) e 






















FIGURA 10 -  ARQUITETURA IMAGENET. FONTE: KRIZHEVSKY et al. (2012).
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2.5.2 AlexNet
A arquitetura da AlexNet tem cinco camadas convolucionais com ativações ReLU, 
três camadas de agregação e três camadas totalmente conectadas com aproximadamente 
60 milhões de parâmetros livres (Figura 11). A arquitetura da AlexNet alcançou um 
desempenho significativamente melhor aos outros métodos de aprendizado não profundos 
em um Desafio de Reconhecimento Visual de Grande Escala. Esta rede foi projetada para 
classificar imagens RGB e com o tamanho de entrada de 224 x 224 (ANTHIMOPOULOS 
et al., 2016; LU et al., 2016).
FIGURA 11 -  ARQUITETURA ALEXNET. FONTE: LU et al. (2016).
2.5.3 GoogleNet
O modelo GoogleNet é uma das redes mais recentes e complexas proposta na área 
de Redes Neurais Convolucionais. A arquitetura GoogleNet (Figura 12) tem duas camadas 
de convolução, duas camadas de agregação e nove camadas do módulo Inception que é um 
novo conceito que concatena filtros de diferentes tamanhos e dimensões em um único novo 
filtro. As camadas inceptions, consistem em seis camadas de convolução com diferentes 
tamanhos de Kernel e uma camada de agregação (LU et al., 2016).
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FIGURA 12 -  ARQUITETURA GOOGLENET. FONTE: LU et al. (2016).
2.6 PRODUÇÃO DE DADOS SINTÉTICOS
Visto que para usar a CNN é necessário uma grande quantidade de amostras, nesta 
seção é apresentada uma técnica utilizada para aumentar artificialmente a quantidade de 
dados usando transformações que preservam o rótulo da imagem. O método de produção 
de dados sintéticos é considerado uma técnica fácil e comum para reduzir o overfitting em 
dados de imagens. O overfitting é o termo usado quando um classificador gera superfícies 
de decisão mais complexas do que o requisitado para resolver um determinado problema 
(KRIZHEVSKY et al., 2012).
A produção de dados sintéticos utiliza diferentes filtros sobre os dados originais 
afim de aumentar a quantidade e proporcionar dados bem variados (FIGURA 13). Alguns
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exemplos que podem ser utilizados são filtros de transformações geométricas (dimen-
sionamento, rotação, recorte), variações da imagem (borramento, nitidez) e ajustes de 
iluminação (KRIZHEVSKY et al., 2012). Com o emprego dessa técnica, contorna-se a 
necessidade de ter uma numerosa quantidade de dados para o correto treinamento das 
arquiteturas densas em aprendizado profundo.
(a) (b)
FIGURA 13 -  EXEMPLO DA PRODUÇÃO DE DADOS SINTÉTICOS:
(A) AMOSTRA ORIGINAL; (B) AMOSTRAS PRODUZIDAS ARTIFICIALMENTE. 
FONTE: LAURENT (2015).
2.7 DETECÇÃO E CLASSIFICAÇÃO COM CNN
A tendência atual é criar redes mais profundas e com o maior número de camadas 
possíveis, visto que atualmente existem mais dados disponíveis para treinamento, dispõem- 
se de um maior poder computacional e de novos algoritmos desenvolvidos. Por consequência, 
as ConvNets profundas trazem resultados significativamente melhores para a classificação 
de imagens e também para a detecção de objetos (GIRSHICK, 2015; TEICHMANN et 
al., 2016). Nesse cenário, são desenvolvidas novas técnicas estimuladas pelo sucesso dos 
métodos de detecção de objetos baseados em CNNs, tais como, R-CNN, Fast R-CNN e 
Faster R-CNN, apresentadas na sequência.
2.7.1 R-CNN
A Rede Neural Convolucional baseada em Regiões (R-CNN) foi inicialmente 
desenvolvida utilizando a Convnet profunda para encontrar regiões propostas em uma 
imagem de entrada fazendo a detecção e segmentação de objetos simultaneamente, conforme 
pode ser observado na Figura 14.
A R-CNN é um sistema de detecção de objetos visuais que combina propostas de 
região de baixo para cima com características previamente calculadas pela CNN. A rede 
neural realiza essa tarefa por meio de regressão e classificação. Na regressão da rede são 
preditas as coordenadas dos objetos (bounding boxes) e na classificação é feita a predição 
da classe (GIRSHICK, 2015; SHAFII et al., 2017).
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(a) (b)
FIGURA 14 -  (A) CLASSIFICAÇÃO DE OBJETOS DA IMAGEM (B) CLASSIFICAÇÃO E DE-
TECÇÃO DE OBJETOS NA IMAGEM. FONTE: GIRSHICK (2015).
A arquitetura de uma R-CNN é composta por três módulos, no qual, o primeiro 
gera regiões propostas independentes da categoria da imagem com a técnica de busca 
seletiva, o segundo é uma grande CNN que extrai as características dessas regiões inde-
pendentes, e o terceiro classifica as características extraídas por meio de um classificador 
SVM. A Figura 15 ilustra a R-CNN, o modelo original do qual a Fast R-CNN (Seção 2.6.2) 
é inspirada (GIRSHICK, 2015; SHAFII et al., 2017).
Im agem  
de entrada




Extração de regiões 
propostas
CNN extrai características  
das regiões
Classifica e refina 
regiões
REDE NEURAL CONVOLUCIONAL BASEADA EM REGIÕES (R-CNN). FONTE: 
GIRSHICK (2015).
2.7.2 Fast R-CNN
Apesar da R-CNN ter um desempenho significativamente bom na detecção de 
objetos e a classificação de imagens, essa metodologia apresenta algumas desvantagens, 
como a detecção ser lenta e o custo computacional para treinamento ser alto. Diante disso, 
em 2015, foi proposta a metodologia Fast R-CNN com o intuito de classificar eficientemente 
objetos aumentando a velocidade de redes convolucionais profundas (GIRSHICK, 2015).
A Fast R-CNN é um algoritmo de treinamento com uma única fase que aprende a 
classificar objetos refinando suas localizações espaciais. O treinamento em um único estágio 
utilizando uma multi-tarefa de perda permite a atualização de todas as camadas da rede 
durante o treinamento o que não requisita armazenamento em cache das características. A 
rede recebe como entrada uma imagem inteira e um conjunto de propostas de objetos. A 
imagem é então processada com max pooling e camadas convolucionais e é agrupada em
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um mapa de características de tamanho fixo que, em seguida, é mapeado para um vetor 
de características por meio de camadas totalmente conectadas (FCs).
A rede tem dois vetores de saída por ROIs que são as probabilidades do softmax 
e os deslocamentos de regressão do bounding-box feito por classe (Figura 16). O uso da 
regressão com bounding-box reduz erros na detecção de objetos fazendo o ajuste fino das 
janelas de detecção para corresponder ao tamanho ideal do objeto real de interesse. Esse 
ajuste traz um ganho significativo na detecção correta de objetos.
A saída da camada FC de classificação é correspondente ao número de classes 
com adição da classe “Background” e a saída da camada FC de regressão possui para 
cada classe as 4 coordenadas dos bounding boxes. A classe “Background” é utilizada para 
representar as regiões das imagens que não contém nenhuma das classes de objetos do 
conjunto de dados original.
FIGURA 16 -  ARQUITETURA FAST R-CNN. FONTE: GIRSHICK (2015).
Uma das vantagens da Fast R-CNN é que a rede aproveita o uso da GPU para 
acelerar o cálculo da proposta de objetos (SHAFII et al., 2017). Segundo (GIRSHICK, 
2015), por meio da Fast R-CNN a velocidade de treino e teste é melhorada, ao mesmo 
tempo que a precisão de detecção é aumentada. O autor concluiu isso após um comparativo 
com a R-CNN, onde a Fast R-CNN treina a rede VGG nove vezes mais rápido, e é 213 
vezes mais rápida em tempo de teste, além de atingir um resultado mais alto de detecção 
na base de dados PASCAL VOC 2012.
2.7.3 Faster R-CNN
Pouco tempo depois do desenvolvimento da rede apresentada na seção anterior, foi 
desenvolvido por (REN et al., 2016) o algoritmo de detecção Faster R-CNN que tem como 
diferencial a adição de uma Rede de Proposta de Regiões (Region Proposal Network - RPN) 
permitindo que a rede compartilhe camadas convolucionais, enquanto que, anteriormente 
utilizava-se um procedimento separado para extração de regiões.
A RPN compõem o primeiro módulo da Faster R-CNN que identifica a região do 
objeto de interesse na imagem de entrada e o segundo módulo é uma rede que classifica 
os objetos que foram propostos. A Faster R-CNN inicialmente processa a imagem de
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entrada usando uma CNN para extrair as características da imagem e obter os mapas 
de características para serem usados pela RPN. Em seguida, a RPN varre os mapas de 
características obtidos pela janela deslizante e calcula dois tipos de pontuações. O primeiro 
cálculo indica se a janela em análise contém um objeto de interesse de acordo com o último 
mapa de características da camada de convolução e o segundo cálculo verifica se o objeto 
é de interesse ou não (REN et al., 2016).
No processo de janela deslizante, é difícil detectar objetos de várias formas e 
tamanhos se for usada apenas uma janela de tamanho fixo. Logo, para que a detecção de 
objetos de tamanhos diferentes seja possível, são usadas janelas deslizantes de tamanho 
variáveis. Ou seja, múltiplas K janelas, chamadas de caixas de âncoras (anchors boxes) 
são geradas em diferentes escalas e proporções. Uma âncora é uma região contida em uma 
janela deslizante que captura os objetos e prediz as suas coordenadas por meio do ajuste 
das dimensões. Na configuração original da Faster R-CNN são geradas 9 caixas de âncoras 
(K=9) que consiste em 3 tipos de escalas e 3 tipos de proporções definidas (Figura 17).
Classificador
FIGURA 17 -  FASTER R-CNN. À DIREITA: REDE DE PROPOSTA DE REGIÕES. FONTE: REN 
(2016).
A rede classifica como contendo objeto na âncora se a Intersecção sobre a União 
(IoU) da região for maior que um determinado valor. O IoU é um limiar no qual, um 
bounding-box é avaliado como correto se a proporção da área de sobreposição entre o 
bounding-box predito e o bounding-box verdadeiro, e a área abrangida por ambos os 
bounding boxes é maior que o IoU positivo pré-definido (Figura 18). Já, um bounding-box 
é avaliado como não sendo objeto se é menor que o IoU negativo parametrizado. Nesse 
caso, as regiões que estão entre os dois limiares não são consideradas para o treinamento 
(GIRSHICK, 2015).
O segundo módulo da Faster R-CNN é a própria Fast R-CNN vista na Seção 2.6.2 
que agrupa as regiões e encaminha para as camadas totalmente conectadas (FC) para 
fazer a classificação e a regressão. O modelo proposto de treinamento na Faster R-CNN é 
o End-to-End que treina a RPN e a Fast R-CNN em conjunto.
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FIGURA 18 -  DIFERENTES LIMIARES PARA IoU. FONTE: O autor (2018).
O autor da Faster R-CNN disponibiliza as duas arquiteturas de redes utilizadas, 
ZF e VGG. O projeto arquitetônico dessas duas redes é discutido brevemente nas próximas 
duas subseções. A versão do modelo pré-treinado da rede VGG e da rede ZF contém pesos 
aprendidos utilizando a base de dados PASCAL VOC 2007 (EVERINGHAM; W INN, 
2007) e é disponibilizada juntamente com o algoritmo Faster R-CNN.
2.7.3.1 ZF
A Rede ZF é inspirada na AlexNet (Seção 2.4.2) e recebe originalmente imagens 
de entrada de 224 x 224. A rede é composta por uma camada de entrada, cinco camadas 
de convolução, duas camadas totalmente conectadas e uma camada softmax. Na primeira 
camada de convolução, a ZF possui 96 filtros de tamanho 7 x 7 que são menores em 
relação ao tamanho de filtro 11 x 11 original da AlexNet. O número dos filtros usados nas 
camadas de convolução subsequentes são de 256, 384, 384 e 256 e o tamanho dos filtros 
são de 5 x 5, 3 x 3, 3 x 3, 3 x 3, respectivamente. A rede ZF utiliza a função de ativação 
ReLU e para função de erro utiliza a entropia cruzada.
2.7.3.2 VGG16
A rede VGG possui 16 camadas, 13 camadas de convolução e 3 camadas totalmente 
conectadas (FC). Essa quantidade de camadas foi definida após os autores obterem o 
melhor resultado criando diferentes redes que variavam o número de camadas entre 11 e 
19. As camadas de convolução da VGG são agrupadas primeiramente duas a duas e depois 
três a três, usando uma camada de ativação ReLU após cada camada de convolução e uma 
camada de pooling após cada agrupamento de camadas. O tamanho da camada de max 
pooling usada é de 2 x 2 com stride 2, o que reduz pela metade as dimensões do mapa de 
características. A rede tem como entrada uma imagem RGB de dimensão 224 x 244.
2.8 MÉTRICAS
Em modelos de aprendizagem e predição, o desempenho do sistema está relacionado 
com sua capacidade de recuperar e classificar as informações corretamente, assim como 
abstrair as informações erradas. Esta relação em um método de reconhecimento de padrões
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é claramente representada pela matriz de confusão. A matriz de confusão apresenta as 
predições realizadas por um classificador, onde em sua diagonal principal estão armazenados 
os acertos do classificador, enquanto que nas demais posições estão as confusões ocorridas 
(VISA B. RAMSAY, 2011). A tabela 2 ilustra a matriz de confusão de duas classes.
TABELA 2 -  MATRIZ DE CONFUSÃO GENÉRICA DE DUAS CLASSES. FONTE: VISA B. HAM- 
SAY (2011).
Predito Positivo Predito Negativo
Valor Verdadeiro VP FN
Valor Falso FP VN
Na matriz de confusão de n classes, é possível classificar os dados em quatro 
indicadores:
• Verdadeiro Positivo (VP): representa a proporção de casos positivos que foram 
corretamente identificados;
• Falso Negativo (FN): A taxa FN é a proporção de positivos os casos que foram 
incorretamente classificados como negativos;
• Falso Positivo (FP): A taxa de falsos positivos (FP) é a proporção de casos negativos 
que foram incorretamente classificados como positivo;
• Verdadeiro Negativo (VN): A taxa VN é definida como a proporção de casos negativos 
que foram classificadas corretamente;
A partir da matriz de confusão e seus indicadores, o modelo pode ser classificado 
pela sua acurácia, precisão e sensibilidade/recall. A acurácia consiste na habilidade que o 
modelo possui de predizer corretamente a classe de uma instância (VISA B. RAMSAY, 
2011). Esta métrica é definida pela proporção de resultados corretamente classificados 
como positivos e negativos frente ao total de classes (VISA B. RAMSAY, 2011). A métrica 
acurácia é definida pela Equação 2.4.
V P  +  V N  f ^
A c m a a  = V P  + F P  +  V N  + F N  (2'4)
Precisão é o cálculo dos acertos das predições de uma classe, no caso para as
predições positivas, esta relaciona a porcentagem de instâncias classificadas corretamente
como positivas (VP) dentre o total de instâncias classificadas como positivas (TP+FP), 
apresentada pela Equação 2.5.
V P
f r easão = V p  + F p  (2.5)
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Recall relaciona a porcentagem de instâncias classificadas corretamente como 
positivas (VP), frente todas as instâncias realmente positivas (VP+FN). A Equação 2.6 
define a relação da métrica recall.
V P
RecaU = V P + F N  (2'6)
No contexto de localização de objetos, a média da Precisão Média de Detecção 
(mAP) (do inglês, mean Average Precision) é a métrica que vem sendo utilizada para medir 
a qualidade da predição na detecção de objetos e demonstra ter uma boa discriminação 
(REDMON et al., 2016).
O cálculo do AP é dado por:
n
A P  =  ^2  Precisãoi ■ ARecalli (2.7)
i=1
Se todas as propostas estão corretas a Precisão e o Recall são iguais a 1 para cada
i, de outro modo, se nenhuma das propostas é correta o AP é igual a 0. O mAP é a média
do AP para todas as classes de um sistema.
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3 R E V ISÃ O  B IB L IO G R Á F IC A
Neste capítulo são apresentados os trabalhos recentes relacionados com a classifi-
cação de padrões pulmonares. Os artigos dessa área foram escolhidos pelo critério ano de 
publicação, compreendendo o intervalo de 2012 a 2018 e extraídos do portal de periódicos 
da CAPES que compreende textos completos internacionais e nacionais de diversas bases 
de dados. No total foram selecionados 17 artigos que aplicam extratores de caraterísticas 
e/ou classificadores no problema em questão e 1 artigo que faz a detecção e classificação 
de padrões pulmonares. Além de uma breve descrição de cada trabalho, no final deste 
capítulo, estão sintetizados os dados relacionados com a patologia, os padrões analisados, 
a base de imagens, a licença dos dados, a metodologia e os resultados individuais de cada 
trabalho.
3.1 ESTADO DA ARTE
3.1.1 Métodos de Extração e Classificação
A classificação de imagens normalmente é realizada em duas etapas: extração 
de características para codificar os pixels da imagem em descritores de características e 
a rotulagem das categorias de imagens. Vários tipos de técnicas foram propostas para
caracterizar os vários padrões de doenças pulmonares extraídos de Regiões de Interesse
(ROIs) de imagens médicas. Foi examinado principalmente, os trabalhos recentes que usam 
imagens de TCAR pulmonar em sua metodologia. Para classificar os padrões pulmonares 
dessas imagens, alguns autores usaram bases privadas e outros usaram a base de dados 
pública fornecida por Depeursinge et al. (2011), que também é adotada neste trabalho.
No estudo realizado por Chang et al. (2012), o autor relatou que a redução do 
número de características poderia ser mais eficaz na redução da complexidade computacio-
nal do que buscar melhorar algoritmos de classificação. Nesse contexto, foi proposto uma 
seleção de características com relação ao custo e uma Máquina de vetor de suporte (SVM) 
hierárquica com a abordagem One-Against-All, a fim de economizar tempo computacional 
usando primeiro classificação com características simples e, em seguida, classificação com 
características complexas. Esta abordagem garante uma classificação eficiente visto que, 
nos experimentos o tempo foi reduzido 57% e a exatidão global foi significativamente 
melhorada em comparação ao SVM One-Against-All (OAA) e SVM One-Against-One com 
seleção sequencial (SFS). Em relação a classificação, atingiu-se uma acurácia de 92,63% 
para as seis classes em questão. Como contribuição, o método desenvolvido por Chang et 
al. (2012) pode ser aplicado a outras tarefas de classificação em que o custo de aquisição 
de características é cara.
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Segundo Depeursinge et al. (2012), a affine invariance é desejável para permitir a 
aprendizagem de texturas não determinísticas sem localizações, orientações ou tamanhos a 
priori. De acordo com essa afirmação, o autor apresentou descritores de textura near-affine- 
invariant derivados de estruturas de wavelets isotrópicas para a caracterização de padrões 
de tecido pulmonar em imagens de TCAR. A quantificação dos coeficientes de wavelet 
utilizando parâmetros de uma mistura de gaussianos combinados com o histograma de 
níveis de cinza em HUs (Hounsfield Unit) caracterizou de maneira eficiente os cinco padrões 
de tecidos estudados com uma acurácia global de 76,9% mostrando-se mais eficiente quando 
comparado com características baseadas na densidade e no padrão da estrutura wavelet 
discreta.
Seguindo a mesma linha de raciocínio de Depeursinge et al. (2012), Rodriguez 
et al. (2012) também utilizou um sistema baseado na transformada wavelet incluindo a 
Diferença de Gaussianos (DoG) trabalhando com a recuperação de imagem semelhantes 
e assim, permitindo a interpretação de imagens de TCAR. As palavras visuais foram 
utilizadas para a agregação de características e para descrever padrões de tecido. Diferente 
dos trabalhos anteriormente apresentados, a classificação baseou-se na imagem original de 
TCAR e não em blocos. O resultado de classificação de 95,5% de acurácia mostra um bom 
desempenho do sistema quando os parâmetros corretos são escolhidos e que o sistema é 
capaz de aprender as grandes variações intra-classe de tecido saudável e as características 
de tecido pulmonar anormal para fornecer assistência confiável aos médicos.
Conforme os estudos sobre classificação de padrões pulmonares foram avançando, 
outros desafios surgiram e nesse cenário a publicação de Song et al. (2013) propôs enfrentar 
a baixa variação extra-classes e alta variação intra-classe projetando um método de 
aproximação de patch de imagem baseado na característica. Inicialmente, um bloco da 
imagem foi representado como um vetor de características, baseado na textura proposta pelo 
descritor Gabor-LBP invariante a rotação (RGLBP) e pelos descritores Multi-coordinate 
histogram of oriented gradients (MCHOG). Em seguida, o bloco de imagem foi classificado 
em uma das cinco possíveis categorias de tecidos, usando o classificador Patch-Adaptive 
Aparse Approximation (PASA) proposto com base em blocos de imagens de referência.
O novo método PASA foi feito com os seguintes componentes principais: critérios 
de discrepância mínimos para a classificação escassa, adaptação específica do bloco para 
aproximação discriminativa e ponderação do espaço de características. Os rótulos dos 
blocos foram então acumulados em estimativas probabilísticas para a classificação. Por 
fim, foi atribuída uma única rotulagem para cada ROI adaptativa com base na estimativa 
probabilística coletiva. O método proposto obteve mais de 80% de acerto na classificação 
de cada uma das classes.
Ainda no ano de 2013, o artigo de Zhao et al. (2013) descreveu um método 
de diagnóstico assistido por computador (CAD) para classificar padrões de Doenças
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Pulmonares Difusas (DLD) em imagens de TCAR. O método utilizado foi o Sparse 
Representation. Este método é composto por três etapas: aprendizagem de dicionário, 
codificação esparsa e agrupamento espacial. A extração de características foi feita por meio 
de valores de Tomografia Computadorizada (TC) e autovalores de matriz Hessiana para 
calcular características locais. Após a extração de características, o dicionário foi aprendido 
executando os algoritmos K - Singular Value Decomposition (K-SVD) e Orthogonal 
Matching Pursuit (OMP) iterativamente até que o erro de reconstrução fosse menor que a 
condição de parada. Em seguida, as características locais originais foram representadas 
por OMP usando o dicionário aprendido. Finalmente, o agrupamento espacial foi adotado 
para combinar os coeficientes de representação do mesmo VOI ( Volume-of-interest) em um 
descritor servindo como entrada de um classificador SVM. O método proposto tem uma 
precisão global de 95,4%, e as taxas de reconhecimento dos padrões são superiores a 90%.
Assim como Zhao et al. (2013), o estudo de Chang et al. (2013) também usou o 
classificador SVM mas com o intuito de comparar o mesmo com o classificador Bayesiano 
em três condições diferentes para investigar a precisão de classificação de padrões regionais 
nas imagens de TCAR. Na etapa de extração de características utilizou-se 22 características 
quantitativas obtidas de diferentes descritores. Primeiro, na etapa de classificação, optou-se 
por estimar a precisão dos classificadores usando imagens de scanners separadamente. 
Após isso, os dados dos scanners GE e Siemens foram utilizados para treinamento e teste. 
Em seguida, os dados de ROIs das diferentes fontes foram integrados, treinados e testados 
juntos. Como resultado, foi alcançada uma precisão de 92% e 82% nas imagens do scanner 
GE com o SVM e o classificador Bayesiano, respectivamente. Já, na classificação das 
imagens Siemens foi alcançado 92% e 86%, também com o SVM e o classificador Bayesiano, 
respectivamente, ou seja, notou-se que foram obtidas melhores precisões de classificação 
com o classificador SVM do que o classificador Bayesiano.
Ainda no propósito de auxiliar o diagnóstico clínico, um novo método utilizando 
bag-of-features para a classificação de seis tipos de padrões de DLD foi apresentado por 
Xu et al. (2013). A proposta considerou as texturas pulmonares por valores de TC e 
pela forma, assim, foram considerados um conjunto de medidas estatísticas baseadas em 
características locais calculadas a partir de valores de TC e de valores próprios da matriz 
Hessiana. As características estatísticas utilizadas foram média, desvio padrão, skewness 
e curtose. A classificação foi feita por meio de um SVM e a precisão global do método 
desenvolvido foi de 93,18%.
Observando os estudos anteriores, Anthimopoulos et al. (2014) afirmou que tipica-
mente as patologias existentes de Doenças Pulmonares Intersticiais (DPIs) são identificadas 
e quantificadas pela classificação de blocos da imagem local. Diante disso, o autor propôs 
um método para a descrição e classificação de blocos de imagem de TCAR com patologias 
de DPI com base na transformada local 2D de cosseno discreto (DCT) e na classificação por
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Floresta Randômica (RF). Para a análise espectral, utilizou um banco de filtros baseados 
em DCT. A distribuição das imagens filtradas foi descrita por q-quantiles juntamente 
com os valores de máximo e mínimo, em adição a um histograma de nível de cinza da 
imagem original. O conjunto de características altamente discriminativas combinado com 
o classificador de Floresta Randômica (RF) apresentou resultado de F-score médio igual a 
89% e acurácia igual a 85,61%.
Na sequência dos trabalhos publicados, os autores de Bagesteiro et al. (2015) 
propuseram a análise e quantificação de cinco padrões de doenças pulmonares em imagens 
de TCAR usando o descritor Complete Local Binary Pattern com um classificador SVM. 
Além da classificação dos padrões radiológicos o método proposto realiza uma segmentação 
pulmonar grosseira com a técnica de dilatação para classificar áreas corporais fora dos 
pulmões. Com isso, a principal contribuição do método proposto é a não dependência de 
um pulmão previamente segmentado, pois a segmentação grosseira é realizada por meio 
da classificação de áreas corporais fora dos pulmões. Após extrair características com 
o Complete Local Binary Pattern (CLBP) e classificar com SVM, atingiu-se 98,91% de 
acurácia na classificação de blocos não pulmonares e 91,81% de precisão na classificação 
dos padrões pulmonares normais e patológicos, apresentando resultados semelhante aos 
trabalhos da literatura utilizam a pré-segmentação do pulmão.
Após 2 anos da primeira publicação nessa área, em 2015, Song et al. (2015) 
apresenta uma nova proposta ainda com o objetivo de melhorar a precisão de classifica-
ção tratando a grande variação intra-classe e a ambiguidade inter-classe no espaço de 
características. Neste contexto, foi utilizado um novo modelo de classificação chamado 
de Large Margin Local Estimate (LMLE). Para aplicar o método LMLE, cada imagem 
foi primeiramente representada por um vetor de características de textura-intensidade- 
gradiente (TIG). Na sub-categorização dos conjuntos de referência, as subcategorias de 
referência derivadas apresentaram uma menor variação intra-classe em comparação com os 
conjuntos de referência geral. Depois disso, a representação esparsa foi usada para gerar 
as estimativas locais em nível de subcategoria. O experimento feito mostrou uma acurácia 
de 86,10% ao tra tar o problema pelo qual foi proposto.
Mais recentemente, Revathi et al. (2016) desenvolveu um sistema de identificação 
de pulmão patológico, o qual, visa fornecer uma solução genérica para a identificação 
de patologias pulmonares em TC por meio de uma abordagem com duas etapas. Na 
primeira etapa, Fuzzy-Connectedness (FC) são usados para segmentar automaticamente e 
obter o volume das imagens de pulmão que tem uma grande quantidade diversificada de 
anormalidades pulmonares. O primeiro volume utilizado foi o resultado da segmentação 
FC e o segundo foi o resultado do método Morphological Rib Cage que remove regiões 
usando operações morfológicas. Com o resultado do teste de patologia foi possível inferir a 
presença de patologia ou não pois a imagem foi classificada como patológica se existisse uma
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diferença de volume. Na segunda fase, para refinar os resultados usou-se um classificador 
de floresta randômica, que é uma coleção de árvores de decisão, em que uma grande 
gama de características de textura foram utilizadas para treinar o classificador. Esse 
classificador refina as imagens e detecta a existência de patologia. A saída do classificador 
teve uma acurácia de 99,89% apresentando como resposta se a classe era patológica ou 
não patológica.
Por último, Yang et al. (2016) utilizou textons afirmando que estes são mais adap-
táveis para tarefa de classificação com conjuntos de treinamento pequenos em comparação 
com métodos baseados em deep-learning. Nesse contexto, foi explorada a caracterização 
de texturas pulmonares com decomposição esparsa de dicionários de textons. Métodos 
baseados em textons clássicos constroem dicionários dos blocos de imagens, caracterizando 
as texturas e rotulando os blocos dentro de ROIs de acordo com o texton mais semelhante 
e, então, geram histogramas de frequência de textons. Neste trabalho, primeiro foram 
exploradas características de textura do pulmão com decomposição esparsa de dicionários 
de textons, utilizando diferentes estratégias de regularização e, em seguida, foi feita a 
redução de restrição de indução de dispersão para a construção de dicionários. Duas 
estratégias de construção de dicionário foram utilizadas, primeiro a construção baseada em 
textons e segundo a alternativa de aprendizado não supervisionado de dicionário com regu-
larização da dispersão. Em todos os modelos, exceto para o modelo de multiple-dictionary, 
foi alcançada uma acurácia de classificação superior a 90%. O dicionário concatenado 
apresentou a melhor taxa de acerto, chegando a 91,7%.
3.1.1.1 Métodos de Aprendizado Automático
Nessa seção, estão descritos os trabalhos relacionados com redes neurais na etapa 
de aprendizado de representação de conhecimento e/ou na classificação. No relato de cada 
trabalho são mostradas as arquiteturas de redes neurais propostas por cada autor.
Para diferenciar vários padrões de tecido pulmonar comumente vistos nas DPIs, 
Li et al. (2013) propõe criar extratores de características em escala múltipla com base em 
um algoritmo de aprendizado não supervisionado (Figura 19). Nesse caso, foram obtidos 
os vetores de características da imagem por um processo de convolução. A rede escolhida 
foi uma máquina de Boltzmann Restrita (RBM) que é uma rede neural estocástica e 
generativa capaz de capturar e reproduzir a estrutura estatística de um determinado 
conjunto de dados. O método Gaussiano RBM (GRBM) foi utilizado por ser capaz de 
modelar o valor real de entrada como imagens naturais.
O GRBM consiste em duas camadas de neurônios, uma camada visível e uma 
camada oculta. Os nós em camada visível e camada escondida foram conectados por 
uma matriz de pesos não direcionada, sendo que cada nó tem um valor de polarização 
associado (Figura 19). As amostras foram utilizadas em várias escalas para capturar
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características de diferentes tamanhos e três redes foram treinadas, todas, configuradas 
com 16 neurônios ocultos. O vetor de características de cada bloco foi classificado em uma 
das cinco categorias de tecido usando um classificador SVM, chegando a 84% de acurácia 
na classificação da classe micronódulos.
t í l  ^
Bloco de imagenr 
32 x 32
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5 * 5
16  fit 8* iltros 16 canais* 8  1 1
r n ï -
Convoiução com extração de 
características características
FIGURA 19 -  ARQUITETURA PROPOSTA POR LI ET AL. (2013) PARA EXTRAÇÃO DE 
CARACTERÍSTICAS. FONTE: LI et al. (2013).
O mesmo autor do artigo anteriror, em 2014, apresentou outro trabalho para propor 
uma Rede Neural Convolucional (CNN) auto supervisionada (Figura 20) que detecta os 
diferentes padrões de doenças pulmonares intersticiais usando remoção randômica de nodos 
e uma única camada convolucional. A proposta foi usar poucas camadas para simplificar 
a rede melhorando sua eficiência e evitando o problema de overfitting. O algoritmo de 
remoção randômica de um nodo funciona isolando ele na fase de treinamento. Sua saída e 
sua propagação de erro são ignoradas. A seguir, uma matriz preenchida aleatoriamente 
a cada iteração do treinamento indica os estados on e off de cada neurônio. A proposta 
apresentada mostrou uma taxa de acerto de 74%. Os resultados apresentados são valores 
aproximados pois não estão contidos no texto e foram inferidos por meio de uma análise 
da tabela de resultados do autor (LI et al., 2014).
N v
Blocos de imagem de entrada Camada de Convolução Redução por max Camada totalmente conectada
32 X 32 píxeis 16; 26 X 26 16: 13 x  13 Camadas: 100 : 50 : 5
FIGURA 20 -  ARQUITETURA PROPOSTA POR LI ET AL. (2014). PARA EXTRAÇÃO E CLAS-
SIFICAÇÃO. FONTE: LI et al. (2014).
Aprimorando mais ainda as técnicas de classificação de padrões pulmonares, Gao 
et al. (2015) faz uma classificação holística de seis padrões em imagens de TC por meio
41
de redes neurais convolucionais profundas. A principal diferença com os trabalhos vistos 
anteriormente é que o algoritmo proposto além de classificar blocos, também utiliza a 
imagem inteira como uma entrada holística evitando a necessidade das ROIs como pré- 
requisito de entrada. O método foi proposto com três escalas de atenuação com relação aos 
padrões de anormalidade pulmonar que foram capturadas por reescalonamento da imagem 
de TC original em Unidades Hounsfield (HU), as quais, sofreram redimensionamento para 
[0, 255] e serviram como entrada no treinamento e no teste. As faixas selecionadas foram as 
de padrões com menor atenuação, com maior atenuação e de atenuação pulmonar normal.
Segundo Gao et al. (2015), o uso de três faixas de atenuação oferece melhor 
visibilidade ou separação visual entre as seis categorias de DPIs. Na etapa final, para cada 
fatia de entrada 2-D, foi usada a técnica data augmentation que aplica transformações e 
gera amostras aleatórias a partir das imagens originais, em seguida, essas imagens foram 
redimensionadas para 224 x 224 pixels usando uma interpolação linear. A taxa de acerto 
obtida foi de aproximadamente 89,6% para a classificação em blocos e de 68,6% para a 
classificação a nível de fatia, sendo no segundo caso, a classe enfisema foi corretamente 
classificada em todos as vezes apareceu.
Também utilizando a técnica data augmentation que trouxe resultados promissores 
no trabalho de Gao et al. (2015), Anthimopoulos et al. (2016), indica e avalia uma CNN 
desenhada para a classificação de padrões DPI (Figura 21). A rede proposta possui 
5 camadas convolucionais com núcleo de 2 x 2 e ativações LeakyReLU, seguidas por 
pooling médio com tamanho igual ao tamanho dos mapas de características finais e 
com três camadas densas. A última camada densa possui sete saídas, equivalente ao 
mesmo número das classes de DPI em estudo. A técnica data augmentation foi aplicada 
usando 15 transformações, para cada classe, o número necessário de amostras aumentadas 
foi selecionado aleatoriamente, de modo que todas as classes atingiriam o tamanho do 
conjunto de treinamento da classe menos rara. O desempenho da classificação foi de 
aproximadamente 85,5% demostrando novamente o potencial das CNNs para análise de 
padrões pulmonares.
. LeakyReLU LeakyReLU _ LeakyReLU







I Entrada |_______________________________ Camadas de Convolução_____________________________________  ̂ Redução por média | C amada totalmente conectada |
FIGURA 21 -  ARQUITETURA PROPOSTA POR ANTHIMOPOULOS ET AL. (2016) PARA 
EXTRAÇÃO E CLASSIFICAÇÃO. FONTE: ANTHIMOPOULOS et al. (2016).
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Na pesquisa de Lu et al. (2016), além de ser estudada a classificação de doença 
pulmonar intersticial (DPI) foi estudada a detecção de linfonodos (LN) tóraco-abdominal. 
Este trabalho difere-se da maioria dos outros trabalhos por utilizar CNNs Profundas 
para Detecção Assistida por Computador com o objetivo final de classificar a presença 
ou ausência da doença. Inicialmente foram exploradas e avaliadas diferentes arquiteturas 
de CNNs. Os modelos estudados possuem entre 5 mil e 160 milhões de parâmetros e 
variam também no número de camadas. Foram então avaliadas as características dos 
conjuntos de dados e das imagens inteiras de TCAR. Como última análise foi examinado 
quando e por que a transferência de aprendizagem de uma rede pré-formada pode ser 
útil. Pelos motivos apontados em Gao et al. (2015) e por não depender da segmentação 
pulmonar, Lu et al. (2016) também optou por transformar as imagens em canais de RGB 
e usar diferentes canais de atenuação de TC para definir regiões diretamente no espaço 
HU. Quanto aos resultados, no contexto de interesse desta revisão de literatura, o melhor 
caso de classificação por fatia de DPI foi 90,2% de acurácia (GoogleNet-TL) e a melhor 
classificação por blocos atingiu 91,1% de acurácia.
Por fim, concluindo a revisão dos trabalhos baseados em aprendizado automático, 
foi selecionado o trabalho de VanTulder et al. (2016), no qual foram realizados experimentos 
para a classificação de textura pulmonar e detecção de vias aéreas em imagens de TC. Nesse 
estudo, é usada uma RBM que é um tipo de rede neural recorrente estocástica que combina 
a aprendizagem de representação discriminativa supervisionada e generativa. A RBM 
convolucional usa o padrão de compartilhamento de peso de redes convolucionais para 
aprender pequenos filtros, os quais, são aplicados para todas as posições de uma imagem 
maior. Esse compartilhamento de peso torna a aprendizagem mais eficiente e permite que 
a RBM modele pequenas características que aparecem em várias áreas de uma imagem 
facilitando a descrição de texturas. A capacidade de usar os dois tipos de aprendizagem, 
generativa e discriminativa, distingue a classificação da RBM de muitos outros métodos 
de aprendizagem representação. Foram utilizadas as representações aprendidas pela RBM 
e treinados e classificados cada bloco em uma das cinco classes de tecido. No conjunto de 
dados de tecido pulmonar, foram estudados os efeitos da combinação de aprendizagem 
com um objetivo generativa e discriminativa. O classificador utilizado foi uma floresta 
randômica e o resultado alcançou 74,2% para a classificação dos blocos de TC.
3.1.2 Detecção e Classificação de Objetos
No contexto de detecção e classificação de padrões pulmonares sem realizar 
segmentação da região pulmonar, o trabalho de Agarwala et al. (2018) utilizou o algoritmo 
Faster R-CNN e a base de dados (DEPEURSINGE et al., 2011). Os modelos pré-treinados 
das redes ZF e VGG foram ajustados para localizar padrões de DPI usando a estrutura da 
Faster R-CNN. Nesse estudo, foram utilizadas marcações de blocos não sobrepostos das 
fatias de TCAR com tamanho 16 x 16 para uma imagem de 256 x 256 e marcações de 32
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x 32 para imagens de 512 x 512, as quais, contém mais de 75% de um padrão de uma 
ROI. Essas marcações foram utilizadas para entrada da Faster R-CNN. O autor utilizou 
os três padrões consolidação, enfisema e fibrose justificando que estes são os padrões mais 
difíceis de classificar. Como resultado, foi apresentado um valor de mAP de 75% e 83% 
com a configuração das redes ZF e VGG, respectivamente.
3.2 RESUMO DO ESTADO DA ARTE
Na Figura 22 é possível visualizar um comparativo geral do estado da arte para 
classificação de padrões radiológicos. Por questões cronológicas, os trabalhos estão listados 
por ano de publicação. Em uma síntese geral podemos destacar que a melhor precisão na 
classificação de blocos de VOIs (3D) de seis classes, foi de 95,5% obtida no trabalho de 
Zhao et al. (2013) por meio da classificação com um SVM. Em outra análise (Figura 22, 
dos quatro trabalhos que utilizam CNNs a melhor acurácia alcançada na classificação de 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Na Tabela 3 é apresentado o resumo do estado da arte para a detecção e classifi-
cação de padrões pulmonares obtido pelo autor (AGARWALA et al., 2018).
TABELA 3 -  RESULTADOS DO TRABALHO AGARWALA ET AL. (2018) PARA DETECÇÃO 
DE PADRÕES PULMONARES. FONTE: AGARWALA et al. (2018).
T ra b a lh o P ato lo g ia L icençaD a ta S e t
T am a n h o  
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224 x 224 16 x 16
ZF mAP: 75%
VGG m A P : 83%
Em relação aos trabalhos publicados e referenciados no estado da arte, destaca-se 
que existe um grande número de estudos que envolvem somente a classificação de doenças 
pulmonares, enquanto que trabalhos que realizam a detecção e classificação são escassos. 
Portanto, a fim de complementar na Tabela 4 , é apresentada uma comparação entre as 
melhores arquiteturas para detecção de objetos feita pelo autor (REDMON et al., 2016). 
Este comparativo foi realizado na base de dados PASCAL VOC 2007 que possui grupos de 
treinamento e teste com aproximadamente cinco mil imagens cada e que estão rotuladas 
em 20 categorias de objetos (EVERINGHAM; W INN, 2007). Observa-se que o melhor 
resultado geral foi obtido com a arquitetura a YOLOv2 com 78,6% mAP, porém a Faster 
R-CNN é utilizada neste trabalho pois disponibiliza um modelo pré-treinado, o código é 
acessível e os resultados são próximos ao estado da arte.
TABELA 4 -  IMAGENS COM MAIS DE UMA CLASSE. FONTE: O autor (2018).
A rq u ite tu ra m A P
YOLOv2 78,6%
SSD500 76,8%
Faster R-CNN ResNet 76,4%
SSD300 74,3%
Faster R-CNN VGG-16 73,2%
Fast R-CNN 70,0%
YOLO 63,4%
Os resultados detalhados por classe podem ser encontrados em (REDMON et al., 
2016). Em geral, os resultados de detecção de objetos são ligeiramente menores que os 
resultados de trabalhos que fazem apenas a classificação. Essa variação é explicada pelo 
fato de ter mais uma etapa envolvida no processo que aumenta notavelmente o nível de 
dificuldade de reconhecimento de padrões.
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4 M E T O D O L O G IA  E RESU LTA D O S
Nos problemas de classificação de imagem, o caráter descritivo e discriminativo 
das características extraídas é um fator crítico para se alcançar um bom desempenho 
de classificação (LI et al., 2014). Portanto, neste trabalho é proposta a utilização de 
uma estrutura de aprendizagem automática baseada em neurônios para a classificação de 
imagens de DPIs.
4.1 VISÃO GERAL
A partir da escolha de CNNs como principal metodologia de classificação, o 
presente trabalho divide-se em duas grandes etapas:
• Analisar o desempenho da técnica de transferência de aprendizagem em Redes 
Neurais Convolucionais para classificação de DPIs;
• Detectar e classificar DPIs com o uso da metodologia Faster R-CNN.
Uma visão geral da primeira etapa que consiste em classificar os blocos de DPIs, 
pode ser visualizada na Figura 23. A ideia é analisar a precisão de classificação de patologias 
pulmonares por meio de redes pré-treinadas com o intuito de investigar a viabilidade da 
utilização da técnica de transferência de aprendizagem em conjunto com outras técnicas 
baseadas em redes neurais convolucionais.
I II I
-  -  — -  — _  -  _  -  _  — _  -  _  _  -  — _  -  _  _  -  — _ _ _ _ _ _ _ _ _ _
Rede Neural Convolucional
FIGURA 23 -  VISÃO GERAL DA CLASSIFICAÇÃO COM A TRANSFERÊNCIA DE APRENDI-
ZAGEM. FONTE: O autor (2018).
A segunda etapa deste trabalho propõe detectar e classificar os padrões radiológicos 
diretamente na imagem de TCAR buscando uma alternativa para automatizar o processo 
de caracterização de doenças pulmonares. Com essa técnica deseja-se suprir a necessidade 
de uma base pré-segmentada e trabalhar diretamente com as fatias inteiras de TCAR 
possibilitando a detecção de mais de uma doença por imagem. Na Figura 24, é apresentada 
uma visão geral dessa metodologia.
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FIGURA 24 -  VISÃO GERAL DA CLASSIFICAÇÃO COM A Faster R-CNN. FONTE: O autor 
(2018).
4.2 BASES DE IMAGENS
A realização deste trabalho tem como referência a base de imagens pública com 
casos de Doenças Pulmonares Intersticiais fornecida por (DEPEURSINGE et al., 2011) que 
contêm imagens de TCAR com uma espessura de corte de 1 mm. A base é composta por 
conjuntos de TCAR com casos de doenças pulmonares de 113 pacientes e, cada conjunto 
possui de 11 a 61 cortes tomográficos.
As imagens são disponibilizadas em alta resolução no formato DICOM (Digital 
Imaging and Communications in Medicine) com tamanho de 512 x 512 pixels e com uma 
espessura de corte de 1 mm. Além disso, a base fornece máscaras dos pulmões segmentados 
e também, anotações de Regiões de Interesse (ROIs) de 17 padrões de tecidos realizada 
por especialistas da área, dos quais, cinco são utilizados no presente trabalho (Figura 
25). No total são 1448 ROIs desenhadas manualmente em fatias 2-D de TCAR feitas por 
especialistas com 15 e 20 anos de experiência nos Hospitais da Universidade de Genebra.
(a) (b) _ (c) (d) (e) 
FIGURA 25 -  AMOSTRA DAS PADRÕES NAS IMAGENS DA BASE DEPEURSINGE ET AL.
(2010): (A) NORMAL; (B) ENFISEMA; (C) VIDRO-FOSCO; (D) FIBROSE; (E)
MICRONÓDULOS. FONTE: DEPEURSINGE et al. (2010).
Para aumentar o número de amostras de tecido saudável são utilizados exames de 
DPIs em estágios iniciais, pois quantidade de exames sem a presença de alguma doença 
é baixa. O diagnóstico de cada caso foi confirmado pelo exame de patologia (biópsia e 
lavagem bronco-alveolar) ou por um teste de laboratório específico. Para maiores detalhes, 
uma descrição completa da base de dados pode ser encontrada em (DEPEURSINGE et 
al., 2011).
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Uma segunda configuração extraída da base citada anteriormente e disponibilizada 
por (BAGESTEIRO et al., 2015) também foi utilizada neste trabalho. Essa base é composta 
por blocos de imagens com meia-sobreposição no eixo x e y de 32 x 32 pixels que contém 
pelo menos 75% dos pixels pertencente ao padrão da ROI (Figura 26).
FIGURA 26 -  EXTRAÇÃO DE BLOCOS DE ROIs FEITA PELO AUTOR BAGESTEIRO ET AL.
(2015). FONTE: BAGESTEIRO et al. (2015).
De acordo com (BAGESTEIRO et al., 2015), o tamanho de 32 x 32 pixels foi 
adotado com base em estudos anteriores que mostram que esse tamanho de bloco possui 
o melhor equilíbrio entre o desempenho da classificação e localização, além de justificar 
que o tamanho mínimo para preservar as formas dos padrões pulmonares deve ser de 20 
x 20 pixels. A base extraída contém 20.540 blocos de imagens de 90 pacientes rotulados 
em 6 classes: não pulmão (NP), normal (N), enfisema (E), vidro-fosco (GG), fibrose (F) e 
micronódulos (M). Todos os detalhes dessa base podem ser consultados em (BAGESTEIRO 
et al., 2015).
4.3 CLASSIFICAÇÃO COM REDES NEURAIS CONVOLUCIONAIS
Para o estudo de CNNs com técnica de transferência de aprendizagem foi utilizada 
a base de blocos de imagens disponibilizada por (BAGESTEIRO et al., 2015). A escolha 
da base justifica-se pelo fato de que cada bloco contém uma única classe visto que a 
classificação da rede é feita por imagem.
4.3.1 Pré-Processamento
Na etapa inicial deste trabalho optou-se por remover a classe não-pulmão (3.000 
blocos) da base de imagens (BAGESTEIRO et al., 2015) para que fosse possível a com-
paração dos resultados com a maioria dos trabalhos existentes. Na sequência, todas as 
imagens em formato DICOM foram convertidas para o formato PNG de modo que as 
amostras fossem compatíveis com a entrada do classificador utilizado (Tabela 5). Para a 
conversão utilizou-se os intervalos de HU no valor médio de -600 e janela de 1600 que está 
na faixa representativa do pulmão em Unidades de Hounsfield (WELLS; HIRANI, 2008).
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4.3.2 Produção de Dados Sintéticos
Depois disso, observou-se que a distribuição das amostras era muito discrepante, 
variando de 9 a 5.940 amostras por paciente, valores relativos a incidência do tipo de 
doença. Sendo assim, para corrigir o desbalanceamento das classes nos blocos de imagens 
e também para suprir a necessidade de grandes conjuntos de dados para o aprendizado 
da rede (KRIZHEVSKY et al., 2012), utilizou-se a técnica de criação de dados sintéticos 
que é exemplificada na Figura 27. Essa técnica tem sido frequentemente empregada na 
classificação de imagem, a fim de aumentar a quantidade de dados de treinamento e evitar 
a sobreposição (KRIZHEVSKY et al., 2012).
(a) (b)
FIGURA 27 -  EXEMPLO DA CRIAÇÃO DE DADOS SINTÉTICOS NA BASE BAGESTEIRO ET 
AL. (2015): (A) AMOSTRA ORIGINAL; (B) AMOSTRAS SINTÉTICAS. FONTE: O 
autor (2018).
Foram aplicados filtros de transformações geométricas nas imagens: rotação (ân-
gulos: 90o, 180o e 270o), espelhamento (horizontal e vertical) e a combinação desses filtros, 
sempre com a preocupação que as transformações geradas fossem diferentes. A escolha dos 
filtros foi motivada no fato de não ocasionar perda de informação e não alterar a textura 
das imagens no momento da geração de dados sintéticos.
Cada filtro foi aplicado sobre as imagens originais de acordo com a classe, de 
modo que todas as classes atingissem um tamanho semelhante ao conjunto de imagens da 
classe com mais exemplares. Após gerar um número semelhante de amostras por classe 
criou-se novamente dados artificiais sobre o novo conjunto de dados com o objetivo de 
aumentar a quantidade total de blocos para a classificação. O aumento de dados na base 
pode ser visto na Figura 28, e o detalhe de todas as transformações na Tabela 5 resultando 
em um total de 82.494 blocos de imagens de 90 pacientes.
TABELA 5 -  BLOCOS DE IMAGENS. FONTE: O autor (2018).
N E GG F M Total N° de Pacientes
Base Original (PNG) 5707 1017 1942 2694 5492 16852 90
Base Aumentada (PNG) 17121 15255 17478 16164 16476 82494 90
Na sequência, foi feita a divisão dos blocos de imagens em conjuntos de pacientes 
para compor os grupos de treinamento, teste e validação, garantindo que as imagens de um 
mesmo paciente não pertencessem ao mesmo tempo a grupos diferentes. Para isso, foram 
selecionadas aproximadamente 70% das imagens para treinamento, 20% para teste e 10%
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FIGURA 28 -  QUANTIDADE DE BLOCOS APLICANDO A PRODUÇÃO DE DADOS SINTÉTI-
COS. FONTE: O autor (2018).
para validação, a distribuição foi escolhida baseada no critério que o grupo de treinamento 
deve ser composto pelo maior número de amostras conforme as distribuições mais utilizadas 
nos trabalhos relacionados (ANTHIMOPOULOS et al., 2014; GAO et al., 2015; LU et 
al., 2016). Na Tabela 6 é apresentada a divisão dos grupos para a CNN aplicada a base 
desbalanceada enquanto que na Tabela 7 é apresentada a divisão dos grupos aplicada a 
base balanceada. A quantidade de pacientes por grupo pode ser observada na Tabela 8.
TABELA 6 -  DIVISÃO DOS GRUPOS PARA CNN NA BASE DESBALANCEADA. FONTE: O 
autor (2018).
Treino T este V alidação T otal
Imagens 10605 2003 1144 13752
TABELA 7 -  DIVISÃO DOS GRUPOS PARA CNN NA BASE BALANCEADA. FONTE: O autor 
(2018).
T reino T este V alidação T otal
Imagens 56943 17079 8472 82494
TABELA 8 -  DIVISÃO DOS PACIENTES POR GRUPO. FONTE: O autor (2018).
Treino T este V alidação T otal
Pacientes 69 10 9 90
4.3.3 Criação de uma Arquitetura Própria de CNN
Para o aprendizado automático foi utilizada uma estrutura de aprendizado de 
máquina neural automática específica para extrair características discriminantes dos blocos 
de imagem de treinamento e classificá-las. Por questões comparativas, antes de testar a 
técnica de transferência de aprendizagem proposta, foi criada uma arquitetura própria 
com pesos não definidos para o problema e testado o desempenho de classificação dessa 
rede no contexto de imagens médicas.
Utilizou-se como modelo de arquitetura a rede AlexNet e a partir desta arquitetura 
foram variados os parâmetros de taxa de aprendizagem, número de neurônios, número de
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camadas convolucionais, número de pooling, número filtros, tamanho do kernel e stride. 
Os parâmetros definidos foram escolhidos de acordo com estudos anteriores de CNN 
(HAFEMANN et al., 2014) que tiveram bons resultados para a classificação de textura em 
outros contextos.
A rede foi ajustada por meio de testes empíricos para a problemática apresentada 
e a melhor arquitetura construída é composta pelas seguintes camadas e parâmetros:
• Camada de entrada: parâmetros de acordo com a resolução da imagem de 32 x 32 
pixels;
• Duas combinações de camadas convolucionais e de pooling: cada camada convolucional 
com 64 filtros, com tamanho de filtro definido para cada problema e stride definido
igual a 1. O pooling possui 34 filtros de tamanho 3 x 3 e stride 2;
• Duas camadas localmente conectadas: 32 filtros de tamanho 3 x 3 e stride igual a 1;
• Camada de saída altamente conectada com 5 saídas equivalente ao número de classes 
do problema.
A matriz de confusão obtida com a arquitetura própria adaptada da rede AlexNet 
para a classificação das 5 classes em estudo é apresentada na Tabela 9.
TABELA 9 -  ARQUITETURA PRÓPRIA ADAPTADA DA ALEXNET. FONTE: O autor (2018).
N E GG F M
N 74,40% 3,18% 7,11% 5,96% 9,32%
E 21,05% 76,26% 0,00% 0,67% 2,02%
GG 0,03% 0,03% 90,39% 7,24% 0,05%
F 2,81% 5,56% 6,17% 81,17% 4,29%
M 25,53% 22,06% 0,00% 0,06% 52,34%
4.3.4 Transferência de Aprendizagem
Após a classificação inicial sem o uso de pesos aprendidos, foi testada a técnica 
de transferência de aprendizagem de um domínio de imagem diferente do domínio de 
imagens médicas. Ao contrário de uma CNN criada para um determinado problema em 
que o aprendizado da rede é iniciado do zero, uma representação já  aprendida em uma 
tarefa anterior foi utilizada como entrada da rede neural para avaliar a performance de 
classificação.
4.3.4.1 Arquiteturas de Redes Neurais
Devido a aquisição de dados ser difícil e a anotação de qualidade ser custosa, não 
existe um conjunto de dados de imagens médicas rotulados em grande escala. Diante disso,
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optou-se por elaborar os testes com as redes AlexNet, ImageNet e GoogleNet já montadas. 
Inicialmente foi testada a configuração original das redes sendo necessário redimensionar 
o tamanho da imagem de entrada de 32 x 32 pixels para o tamanho utilizado por cada 
arquitetura e considerar a imagem de tons de cinza como uma imagem de 3 canais. Além 
disso, foi alterado o número de camadas de saída para 5 e a taxa de aprendizagem para 
0.001.
Segundo (LITJENS et al., 2017), a transferência de aprendizagem e o ajuste 
fino são componentes chave para o uso de CNNs profundas em aplicações de imagens 
médicas. Portanto, depois da parametrização inicial, foi feito o ajuste fino para o problema 
apresentado por meio de testes empíricos buscando diminuir o erro de classificação.
Com o intuito de gerar um comparativo mais amplo e para destacar a importância 
da inicialização de parâmetros e o impacto do uso da técnica de criação de dados sintéticos 
foi testada a configuração acima proposta nas variações com e sem transferência de 
aprendizagem e com e sem produção de dados sintéticos, conforme apresentado abaixo:
(a) Rede com os pesos zerados e a base desbalanceada;
(b) Rede com os pesos zerados e a base balanceada;
(c) Rede com os pesos aprendidos e a base desbalanceada;
(d) Rede com os pesos aprendidos e a base balanceada;
Abaixo estão apresentados os resultados da classificação das diferentes configu-
rações testadas após o ajuste fino de parâmetros. Para ambas as tabelas, o resultado 
apresentado refere-se a melhor acurácia obtida e a época correspondente. Na Tabela 10, 
estão os resultados sem o uso da transferência de aprendizagem e sem o balanceamento das 
classes enquanto que na Tabela 11 é mostrado o resultado após a utilização da produção 
de dados sintéticos.
TABELA 10 -  REDE COM OS PESOS ZERADOS E BASE DESBALANCEADA. FONTE: O autor 
(2018).




Nos testes usando a técnica de transferência de aprendizagem e mantendo a 
mesma parametrização inicial, a rede não estava apresentando convergência da taxa de 
erro. As primeiras épocas de treinamento apresentavam uma precisão maior e conforme 
o treinamento avançava a taxa de precisão não sofria variações relevantes. Visto que 
os pesos não estavam sendo aprendidos do zero, admitiu-se como hipótese que a taxa
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TABELA 11 -  REDE COM OS PESOS ZERADOS E BASE BALANCEADA. FONTE: O autor
(2018).




de aprendizagem deveria ser menor para que a rede aprendesse do ponto de onde foi 
inicializada. Por este motivo, no momento do treinamento usando a técnica de transferência 
de aprendizagem o parâmetro taxa de aprendizagem foi alterado de 0.001 para 0.0001 e a 
rede começou a convergir e aprender novamente conforme os resultados das Tabelas 12, 13.
TABELA 12 -  REDE COM OS PESOS APRENDIDOS E BASE DESBALANCEADA. FONTE: O 
autor (2018).




TABELA 13 -  REDE COM OS PESOS APRENDIDOS E BASE BALANCEADA. FONTE: O autor 
(2018).




Um comparativo dos resultados pode ser observado na Figura 29. Os valores 
apresentados correspondem a média calculada após a execução do treinamento trinta vezes, 




■  Base Desbalanceada e pesos zerados ■  Base Balanceada e pesos zerados 
Base Desbalanceada e pesos aprendidos ■  Base Balanceada e pesos aprendidos
FIGURA 29 -  COMPARATIVO DAS CLASSIFICAÇÕES PROPOSTAS. FONTE: O autor (2018).
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Dentre as configurações testadas, a rede que apresentou melhor resultado foi a 
GoogleNet combinada com as técnicas de aumento de dados e transferência de aprendizagem. 
A matriz de confusão obtida é mostrada na Tabela 14.
TABELA 14 -  MATRIZ DE CONFUSÃO DA MELHOR CONFIGURAÇÃO PARA CLASSIFICA-
ÇÃO POR BLOCOS. FONTE: O autor (2018).
N E GG F M
N 69,41% 14,20% 9,15% 1,92% 5,32%
E 2,04% 94,11% 0,00% 1,50% 2,35%
GG 5,03% 0,07% 78,87% 10,02% 6,01%
F 0,09% 1,60% 4,14% 89,87% 4,30%
M 10,52% 0,00% 3,13% 2,18% 84,17%
4.4 DETECÇÃO E CLASSIFICAÇÃO COM A FASTER R-CNN
Como segunda etapa deste trabalho foi aplicada a técnica Faster R-CNN para 
detectar e classificar automaticamente os padrões radiológicos em imagens de TCAR. Foi 
utilizada a estrutura desenvolvida pelos autores da Faster Region-based Convolutional 
Networks (REN et al., 2016) e construída usando o Framework Caffe para o aprendizado 
profundo.
Conforme apresentado na Seção 4.2.2, os melhores resultados são encontrados 
quando combinadas as técnicas de transferência de aprendizagem e produção de Dados 
sintéticos em CNNs. Concluindo isso, nessa seção o algoritmo Faster R-CNN foi parame-
trizado para utilizar ambas as técnicas. Para aumentar a diversidade dos dados durante o 
treinamento utilizou-se a implementação existente de filtros de transformações geométricas 
da Faster R-CNN. Em relação a transferência de aprendizagem, foram empregados os pesos 
aprendidos pelas redes ZF, VGG e GoogleNet após o treinamento na base ImageNet, a 
qual, tem mais de 1,2 milhões de imagens anotadas em 1000 categorias de classes de objetos. 
Justifica-se a utilização da arquitetura da rede GoogleNet na detecção e classificação das 
DPIs pois, esta rede apresentou os melhores resultados no estudo inicial de classificação 
de DPIs.
Para analisar o desempenho da Faster R-CNN foram definidos diferentes pré- 
processamentos de imagens, configurações de anotações de dados e arquiteturas de redes 
neurais, conforme listado nos tópicos abaixo e discutido nas próximas seções:
• Pré-Processamento de Imagens
(a) Conversão em Escala de Cinza: 1 canal em Unidades de Hounsfield
(b) Conversão para RGB: 3 canais em Unidades de Hounsfield
• Configuração de Anotações
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(a) Bounding-Box por ROI do pulmão
(b) Bounding-Box por ROI de DPI
(c) Bounding-Box por Blocos de ROI de DPI
• Arquiteturas de Redes Neurais
(a) VGG original da Faster R-CNN
(b) ZF original da Faster R-CNN
(c) GoogleNet adaptada para a Faster R-CNN
4.4.1 Pré-processamento de Imagens
Para que fosse possível trabalhar diretamente com os exames de TCAR da base 
de imagens original fornecida por (DEPEURSINGE et al., 2011), foram realizados pré- 
processamentos dos dados para compatibilidade das imagens com a entrada da Faster 
R-CNN.
O primeiro pré-processamento consistiu em converter as imagens do formato 
DICOM para PNG em escala de cinza e a aplicação de um filtro de escala de HU. Para a 
conversão, foram considerados os mesmos intervalos de HU utilizados nos blocos na Seção 
4.3.1, sendo a faixa de HU médio de -600 e janela de 1600. A Figura 30 apresenta um 
exemplo do pré-processamento com a aplicação do filtro em escala de HU para entrada da 
Faster R-CNN.
(a) (b)
FIGURA 30 -  (a) CONVERSÃO SIMPLES. (b) CONVERSÃO NA ESCALA DE HU. FONTE: O
autor (2018)
O segundo pré-processamento realizado foi a conversão das imagens DICOM 
para PNG em escala RGB. A proposta da utilização de três canais foi para estar em 
concordância com as arquiteturas da CNN, que são treinadas com o conjunto de dados da 
ImageNet (KRIZHEVSKY et al., 2012), a qual utiliza os valores RGB das imagens.
Em adição, como citado no trabalho de (GAO et al., 2015), uma prática para 
otimizar os efeitos de visualização de determinados tecidos ou patologias nas tomografias 
computadorizadas é o ajuste de contraste da atenuação pelos radiologistas. Com isto, o
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autor destaca que a utilização de três faixas de atenuação oferece melhor visibilidade ou 
separação visual entre as categorias de doenças pulmonares.
Assim, foram selecionadas três janelas de atenuação de TCAR com reescalona- 
mento para [0, 255] e aplicadas nas imagens. As janelas de atenuação foram definidas no 
intervalo HU =  [-1400, -950] para baixa atenuação, HU =  [-1400, -200] para escala normal 
e HU =  [-160, 240] para alta atenuação. A partir das três imagens, uma nova imagem 
RGB foi gerada posicionando cada faixa de atenuação em um canal de cor. A Figura 
31 apresenta a união das três faixas de atenuação selecionadas, as quais, geram a nova 
imagem RGB.
Imagem TCAR
FIGURA 31 -  ESCALAS DE ATENUAÇÃO DE TC. FONTE: O autor (2018).
O total de imagens de TCAR obtido foi de 632 e de ROIs foi de 1103, a quantidade 
de imagens por classe estão descritas na Tabela 15. Na Tabela 16 também estão listados 
os pacientes que apresentam mais de um padrão de patologia.
TABELA 15 -  QUANTIDADE DE IMAGENS POR CLASSE. FONTE: O autor (2018).
C lasse N o rm a l E n fisem a V id ro-fosco F ib rose M icro n ó d u lo s T ota l
Im agen s 69 41 241 278 153 632
R O Is 148 86 284 337 248 1103
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TABELA 16 -  PACIENTES COM MAIS DE UMA CLASSE. FONTE: O autor (2018).
P ac ien te Classes Q u an tid ad e  de Im agens
017 Enfisema e Fibrose 2
142 Fibrose e Vidro-Fosco 2
160 Enfisema e Fibrose 4
172 Enfisema e Fibrose 2
205 Normal e Enfisema 1
208 Normal e Enfisema 4
4.4.2 Inicialização da Faster R-CNN
Na entrada da Faster R-CNN, além da imagem, devem ser adicionados arquivos
xml de anotações conforme o Código 4.1 com as informações do tamanho da imagem, da
classe e das coordenadas iniciais e finais de cada padrão contido na imagem.
Código 4.1 -  EXEMPLO DE ARQUIVO DE ANOTAÇÃO USADO PELA Faster R-CNN
<annotation>
<folder >ILD</folder >



















Portanto, para trabalhar com a Faster R-CNN é necessário definir as coordenadas 
iniciais e finais de uma área na qual a ROI está contida. Uma vez que a base (DEPEUR- 
SINGE et al., 2011) fornece somente informações das coordenadas do contorno de cada 
ROI, para encontrar os bounding boxes das ROIs foi utilizado o algoritmo Label Image 
Regions da biblioteca Scikit-image desenvolvida em Python (YU, 2013) que segmenta uma 
imagem e encontra cada região fechada contida na mesma. O passo a passo do algoritmo é 
descrito sequencialmente a seguir:
• Faz um limiar com o método Otsu automático;
• Fecha os pequenos orifícios com o fechamento binário;
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• Remove os artefatos das bordas que ficaram unidas;
• Mede as regiões da imagem para filtrar objetos pequenos.
Na triagem do tamanho dos objetos, foi definido um tamanho mínimo de bounding 
box de pelo menos 32 pixels de altura ou largura. Um exemplo visual da aplicação do 
algoritmo pode ser observado nas Figuras 32 e 33. Além das marcações na imagem de 
saída, o algoritmo fornece as coordenadas de cada objeto a partir da máscara contida 
na base de imagens, tais coordenadas foram utilizadas como entrada para o detector de 
objetos Faster R-CNN.
( $ )  L JI
(a) (b) (c)
FIGURA 32 -  UTILIZAÇÃO DO ALGORITMO LABEL IMAGE REGIONS PARA REGIÃO DO 
PULMÃO (A) TCAR ORIGINAL (B) MÁSCARA: ENTRADA DO ALGORITMO; (C) 
LOCALIZAÇÃO DAS REGIÕES FECHADAS: SAÍDA DO ALGORITMO. FONTE: 
O autor (2018).
(a) (b) (c)
FIGURA 33 -  UTILIZAÇÃO DO ALGORITMO LABEL IMAGE REGIONS PARA REGIÃO DE 
DPIs (A) TCAR ORIGINAL (B) MÁSCARA: ENTRADA DO ALGORITMO; (C) 
LOCALIZAÇÃO DAS REGIÕES FECHADAS: SAÍDA DO ALGORITMO. FONTE: 
O autor (2018).
Outra proposta para configuração das anotações da Faster R-CNN foi definir 
Bounding-Box por blocos de ROI de DPIs uma vez que a maioria dos trabalhos relacionados 
com DPIs estudados no Capítulo 3 utilizam essa metodologia. Além disso, refinando a 
região de interesse por blocos é garantido que pelo menos 75% da ROI pertence a área 
selecionada. Nesse caso, a entrada da rede continua sendo a imagem inteira de TCAR mas 
o Bounding-Box passa a ser blocos fixos de 32 x 32 pixels de meia sobreposição no eixo 
x e y. Na Figura 34 é apresentado um exemplo de como são definidos os blocos de ROIs 
utilizando as mesmas coordenadas da base (BAGESTEIRO et al., 2015).
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FIGURA 34 -  (A) TCAR ORIGINAL (B) MÁSCARA DA ROI (C) LOCALIZAÇÃO DE BLOCOS 
DE ROIS DE DPIs. FONTE: BAGESTEIRO et al. (2015).
4.4.3 Arquiteturas de Redes Neurais
Por padrão, na implementação original da Faster R-CNN as redes utilizadas como 
extratores de características para a CNN são a VGG e ZF (REN et al., 2016). Por não 
existir a construção da rede GoogleNet na Faster R-CNN foi feita a adaptação dessa rede 
para a arquitetura da Faster R-CNN. Foram utilizadas todas as camadas antes da saída 
da camada inception4e (conv1 - inception4e) como “extratores de características” para a 
CNN. Após isso, foram incluídas as camadas da RPN e na sequência utilizou-se as camadas 
restantes da GoogleNet (inception5a - pool5) como a “rede de Classificação”. Em detalhes, 
a construção dessa nova arquitetura pode ser observada na Figura 35.
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FIGURA 35 -  FASTER R-CNN ADAPTADA PARA A ARQUITETURA DA GOOGLENET. 
FONTE: O autor (2018).
4.4.4 Treinamento e Teste
Primeiramente, foi explorada a eficiência da Faster R-CNN no contexto de imagens 
médicas. Para tanto, foi assumida a detecção e classificação do problema binário de 
segmentação de região pulmonar. O algoritmo foi adaptado do contexto original para 
trabalhar com duas classes, ou seja, Pulmão e Não Pulmão (Background).
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Como a classificação do pulmão não é o foco do presente trabalho e é feita apenas 
para fins de avaliar o desempenho da Faster R-CNN no contexto de imagens médicas, 
a execução do algoritmo foi realizada na sua configuração original. Os resultados para 
esta aplicação estão na Tabela 17 e foram avaliadas de acordo com a Precisão Média de 
Detecção (mAP), métrica comumente utilizada para a detecção de objetos (REDMON et 
al., 2016).
TABELA 17 -  DETECÇÃO E CLASSIFICAÇÃO DO PULMÃO COM A FASTER R-CNN NA 
CONFIGURAÇÃO ORIGINAL. FONTE: O autor (2018).
Imagem Rede Épocas mAP
1 Canal ZF 10mil 87.5%
1 Canal VGG 10mil 91.1%
1 Canal GoogleNet 10mil 90.6%
Na Imagem 36, é apresentado um exemplo de detecção de pulmão com a Faster 
R-CNN, onde o bounding-box verde delimita a região que contém o pulmão e o bounding-box 
azul representa a marcação gerada pelo detector na imagem de TCAR.
FIGURA 36 -  EXEMPLO DE DETECÇÃO E CLASSIFICAÇÃO DO PULMÃO COM A FASTER 
R-CNN. FONTE: O autor (2018).
Uma vez que a Faster R-CNN detectou e classificou a região do pulmão com um 
mAP alto, o algoritmo foi adaptado novamente para trabalhar com seis classes: as cinco 
classes de interesse já  utilizadas anteriormente na Seção 4.3 (Normal, Enfisema, Fibrose, 
Vidro-fosco e Micronódulos) com adição da classe “B ackgroundFoi modificada a camada 
de saída de classificação da Faster R-CNN para ser igual a 6 enquanto que a camada FC 
de regressão foi modificada para 24, ou seja, 4 coordenadas dos bounding boxes vezes 6 
classes.
O desempenho da detecção de DPIs pulmonares foi avaliado pelo modelo proposto 
End-to-End. O conjunto de dados foi dividido em treino/validação e teste de acordo com a 
Tabela 18. A divisão dos grupos de imagens foi empregada para não conter imagens de 
TCAR derivadas do mesmo paciente no conjunto de treinamento e no conjunto de teste.
Com relação à configuração de parâmetros, muitas das configurações utilizadas 
nessa pesquisa foram herdadas das configurações originais da Faster R-CNN. No entanto,
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TABELA 18 -  DIVISÃO DOS GRUPOS PARA FASTER R-CNN. FONTE: O autor (2018).
T re ino /V alidação  Teste T otal
Imagens 540 92 632
foram realizados vários testes empíricos variando os parâmetros taxa de aprendizagem, 
tamanho da imagem de entrada, IoU positivo, IoU negativo e NMS (Non-Max Suppression).
Na primeira abordagem utilizando Bounding-Box por ROI, a imagem de entrada 
foi testada em duas escalas, na escala original 512 e na escala 1024, de acordo com estudos 
anteriores que tiveram melhor desempenho aumentando a escala da imagem (REIAZI et al., 
2018). Enquanto que na abordagem Bounding-Box por Blocos de ROI não foi aumentada 
a escala da imagem pois os blocos de ROIs têm tamanho fixo de 32 x 32 logo, utilizou-se 
a imagem original de 512 x 512. O ajuste da Supressão Não Máxima (NMS) com base no 
escore da classe também foi empregada na abordagem de Bounding-Box por Blocos de 
ROI pois, como são consideradas as anotações de objetos com meia sobreposição o NMS 
deve ser ajustado para a definir a melhor janela entre as múltiplas janelas produzidas pela 
RPN (REN et al., 2016; SUN et al., 2018; REIAZI et al., 2018).
Em ambas as abordagens os parâmetros IoU de regiões sobrepostas foram variados, 
para exemplos positivos foram testadas as configurações de IoU > 0.5 e > 0.75 e para 
exemplos negativos foram testados os valores de IoU < 0.3 e <  0.35, ambos para a RPN e 
a Fast R-CNN, em concordância com as duas configurações mais utilizadas nos trabalhos 
de detecção de objetos (GIRSHICK, 2015; REN et al., 2016; REDMON et al., 2016). 
Também, a taxa de aprendizagem variou de 0.001 (configuração original) a 0.0001 uma vez 
que observou-se que a variação desse parâmetro altera significativamente o resultado da 
classificação. Uma listagem da compilação do melhor resultado e a época correspondente 
para cada uma das configurações testadas na Faster R-CNN utilizando a anotação por 
ROI é exibida na Tabela 19 e os principais testes utilizando marcações por Blocos de ROIs 






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Para avaliação utilizou-se a curva de precisão/recall que destaca a precisão do 
detector em diferentes níveis de recall. Em um sistema ideal, a precisão é 1 em todos os 
níveis de recall. O maior valor de mAP indica robustez e efetividade da Faster R-CNN 
para localização de objetos.
A curva de precisão/recall foi gerada executando o detector treinado sobre as 
amostras de teste para os melhores resultados quantitativos obtidos pelo modelo. Na 
Figura 37 é apresentada a curva para o melhor resultado utilizando imagens em escala de 
cinza para a configuração de anotações por ROI inteira.
Precisao-Recall
FIGURA 37 -  MELHOR CURVA DE PRECISÃO-RECALL UTILIZANDO A FASTER R-CNN.
FONTE: O autor (2018).
Alguns exemplos de saída da Faster R-CNN podem ser observados na Figura 38, 
onde, cada imagem contém o bounding-box que representa a ROI original e o bounding-box 
gerado pelo detector Faster R-CNN.
4.4.5 Informações de Processamento
Todos os experimentos listados neste Capítulo foram executados na GPU (Unidades 
de Processamento Gráfico) NVIDIA TITAN Xp (Pascal) - 12GB (3840 CUDA cores) que 
é eficiente para a computação paralela e que tem uma ordem de magnitude com mais 
threads de execução do que unidades de processamento central (CPUs). Por esse motivo, a 
aprendizagem profunda em GPUs é tipicamente 10 a 30 vezes mais rápida do que em CPUs 
(LITJENS et al., 2017). O software utilizado foi o Framework Caffe (BERKELEY, 2014), 
desenvolvido e disponibilizado pela Universidade da Califórnia, que fornece interfaces 
em C + +  e Python além de bibliotecas com implementações eficientes de GPU para 
processamento de redes neurais (JIA et al., 2014).
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(d) (e)
FIGURA 38 -  EXEMPLOS DE DETECÇÃO COM A FASTER R-CNN: (A) NORMAL; (B) EN- 
FISEMA; (C) VIDRO-FOSCO; (D) FIBROSE; (E) MICRONÓDULOS. FONTE: O 
autor (2018).
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5 D ISC U SSÃ O
Os experimentos foram conduzidos de acordo com as metodologias apresentadas 
no capítulo anterior. Como previamente descrito, a primeira etapa consiste em classificar 
os blocos de DPIs com o intuito de avaliar a viabilidade da utilização da técnica de 
transferência de aprendizagem, assim como, o efeito da produção de dados sintéticos 
quando aplicadas em sistemas baseados em redes neurais convolucionais.
Como resultado inicial, o teste utilizando uma rede própria não treinada e a base 
de dados balanceada, obteve uma acurácia de 73,40% na classificação de blocos de imagens 
de DPIs. Na sequência nos resultados utilizando as redes existentes AlexNet, ImageNet 
e GoogleNet, e a base de dados balanceada, a acurácia foi de 77,92%, 85,40% e 86,00%, 
respectivamente. Ao aplicar a técnica de transferência de aprendizagem nas redes AlexNet, 
ImageNet e GoogleNet a precisão obtida foi de 75,8%, 87,32%, 90,95%, para cada rede.
No comparativo do impacto do uso da técnica de criação de dados sintéticos 
observou-se que para a maioria das arquiteturas testadas houve um aumento significativo 
de aproximadamente 6% na acurácia quando feito o balanceamento da base de dados. 
Em relação a técnica de transferência de aprendizagem, também houve um aumento de 
aproximadamente 5% para a rede GoogleNet.
Em comparação a literatura, o melhor resultado obtido na classificação de blocos
de TCAR se aproximou muito do resultado de 91.2% de acurácia na classificação de seis 
classes da mesma base de imagens que havia sido apresentado pelo autor (LU et al., 2016), 
o qual, também utiliza transferência de aprendizagem mas com a rede ImageNet em vez 
da GoogleNet.
Em uma análise geral do desempenho da técnica de transferência de aprendizagem 
para o reconhecimento de DPIs observou-se que a metodologia é promissora pois, não 
é necessária a criação de uma CNN profunda do zero para um problema específico. A 
criação de uma CNN é uma tarefa não trivial, uma vez que um grande número de valores 
de parâmetros mutuamente dependentes e escolhas algorítmicas devem ser definidas. Além 
disso, pode-se destacar a importância da inicialização de parâmetros mesmo que os pesos 
tenham sido aprendidos de um contexto diferente do contexto de imagens médicas.
O resultado superior obtido para arquiteturas de redes já existentes e pré-treinadas, 
justifica a utilização da transferência de aprendizagem e do aumento de dados em conjunto 
com outras técnicas baseadas em redes neurais convolucionais.
Tendo em vista os resultados anteriores e dando sequência ao desenvolvimento deste 
trabalho, a segunda etapa, propôs detectar e classificar os padrões radiológicos diretamente 
na imagem de TCAR com o algoritmo Faster R-CNN juntam ente com a transferência
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de aprendizagem e a geração de dados sintéticos. A ideia foi suprir a necessidade de 
pré-segmentação de regiões de interesse e automatizando o processo de caracterização de 
doenças pulmonares.
Como resultado da segunda etapa, o teste inicial para verificação da eficácia da 
metodologia Faster R-CNN na detecção e classificação de imagens médicas, apresentou 
um mAP de 87.5%, 91.1% e 90.6% para as redes ZF, VGG e GoogleNet no problema 
binário de segmentação do pulmão. Deve-se notar que na classificação binária, o teste foi 
realizado utilizando somente as classes “pulmão” e “não-pulmão”, assim independente 
da presença de patologia nas imagens de TCAR a Faster R-CNN detectou e classificou 
regiões do pulmão corretamente na maioria das imagens.
Em relação ao desempenho da Faster R-CNN no contexto de classificação das 
cinco classes de patologias, o melhor resultado obtido foi utilizando anotações de ROIs 
inteiras e a rede GoogleNet, com um mAP de 53.9%, onde as classes enfisema e fibrose 
foram detectadas com um AP de 72.3% e 74.5%. Quando alteradas as imagens para escala 
RGB e ainda utilizando marcações de ROIs inteiras, o AP da classe Fibrose aumentou 
para 95.4%, o AP da classe pulmão melhorou para 78.4% e também houve um ligeiro 
aumento da classe micronódulos de 46.3% para 57.4%, porém, na média dos resultados 
não houve melhora. Para a configuração por blocos de ROIs, a Faster R-CNN não exibe 
resultados satisfatórios, com um valor de mAP de no máximo 28.1%.
No resultado individual geral por classe, os melhores valores de AP em diferentes 
configurações foram de 78.4%, 72.3%, 37.6%, 95.4% e 57.4% para as classes normal, 
enfisema, vidro-fosco, fibrose e micronódulos, respectivamente. No geral, a classe fibrose 
apresenta o maior resultado em diferentes configurações devido ao grande número de dados 
de treinamento disponíveis dessa classe em comparação aos outros padrões.
Uma fato relevante no uso da Faster R-CNN para detecção de DPIs, é que tanto 
para anotações de ROIs inteiras como para blocos, são selecionadas apenas regiões que 
pertencem ao pulmão como propostas de regiões para classificação de DPIs, ou seja, o 
algoritmo não faz confusões com regiões que não estejam dentro da área pertencente ao 
pulmão. Quanto as redes utilizadas, em geral, a detecção com as redes VGG e GoogleNet 
apresentaram resultados próximos, porém o uso da arquitetura da GoogleNet apresentou- 
se mais viável pelo fato da execução da arquitetura VGG demandar um alto custo 
computacional que é de aproximadamente três vezes mais que a GoogleNet.
5.1 CONSIDERAÇÕES FINAIS
Devido à falta de imagens médicas anotadas em grande escala, o treinamento de 
redes neurais profundas pode ser muito desafiador. Para superar esse problema, mostrou-se 
que, ao ajustar uma rede profunda pré-treinada em um conjunto de dados médicos, pode-se
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alcançar resultados satisfatórios para a classificação de blocos de padrões radiológicos.
Na tarefa de detecção e classificação de padrões pulmonares, observou-se que o 
modelo Faster R-CNN apresenta bons resultados para as classes enfisema e fibrose, porém 
não identifica todos os padrões de doenças pulmonares em imagens inteiras de TCAR com 
um AP aceitável. A baixa performance do método pode ser justificada pelo fato do banco 
de dados (DEPEURSINGE et al., 2011) ser parcialmente rotulado conforme também 
mencionado pelo autor (AGARWALA et al., 2018), pois, no momento da rotulação, se 
houve uma contradição na opinião dos radiologistas para alguma região em particular, 
essa região não foi rotulada e permanece sem nenhuma marcação.
Além disso, conforme mencionado por (REN et al., 2016) a Faster R-CNN possui 
uma fraca capacidade de identificar textura local, supondo assim, que esta metodologia 
não aprende corretamente as classes de DPIs pois este algoritmo trabalha melhor com 
problemas de objetos que têm um contorno bem definido, como por exemplo, na detecção
do pulmão.
Em ambas as etapas deste trabalho foi possível levantar a hipótese que as confusões 
de classificação se deram pela pouca quantidade de dados em comparação com a quantidade 
de amostras normalmente utilizadas nos trabalhos de redes neurais. Além disso, a aparência 
similar dos tipos de padrões radiológicos também pode gerar confusões na detecção e 
classificação da rede neural convolucional.
Ainda, como contribuição final do presente trabalho, destaca-se a adaptação da 
rede GoogleNet para a Faster R-CNN, arquitetura, a qual, não era implementada na 
literatura existente e que apresenta ganhos significativos no custo de processamento.
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