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Abstract
This review is devoted to the problem of thermalization in a small isolated conglomerate of interacting con-
stituents. A variety of physically important systems of intensive current interest belong to this category: complex
atoms, molecules (including biological molecules), nuclei, small devices of condensed matter and quantum optics
on nano- and micro-scale, cold atoms in optical lattices, ion traps. Physical implementations of quantum comput-
ers, where there are many interacting qubits, also fall into this group. Statistical regularities come into play through
inter-particle interactions, which have two fundamental components: mean field, that along with external conditions,
forms the regular component of the dynamics, and residual interactions responsible for the complex structure of the
actual stationary states. At sufficiently high level density, the stationary states become exceedingly complicated su-
perpositions of simple quasiparticle excitations. At this stage, regularities typical of quantum chaos emerge and bring
in signatures of thermalization. We describe all the stages and the results of the processes leading to thermalization,
using analytical and massive numerical examples for realistic atomic, nuclear, and spin systems, as well as for models
with random parameters. The structure of stationary states, strength functions of simple configurations, and concepts
of entropy and temperature in application to isolated mesoscopic systems are discussed in detail. We conclude with a
schematic discussion of the time evolution of such systems to equilibrium.
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1. Introduction
The goal of this review is two-fold. First, we discuss the problem of the emergence of thermalization in isolated
quantum systems, as caused by the interaction between particles (or quasi-particles). Second, we follow an approach
that allows one to link thermalization to quantum chaos, the latter arising when the inter-particle interactions are
sufficiently strong. This approach has been developed during the last two decades in applications to nuclear and
atomic physics, as well as for appropriate random matrix models. Here, we show how this approach can be extended
to various models of interacting fermions, bosons, and spins, being therefore relevant for quantum dots, nuclear
magnetic resonance platforms, and the more recent experiments with cold atoms and molecules in optical lattices as
well as trapped ions. Our review can be considered as a complementary viewpoint on the subject of thermalization, to
which many papers have been recently devoted (see, for example, the reviews [1, 2, 3, 4, 5]).
Thermalization of isolated many-body quantum systems is a subject that belongs to the branch of science referred
to as mesoscopic physics, the broad field living in between the macroscopic and microscopic worlds. The analysis
of the mesoscopic systems deals both with the physics of complexity on a relatively small scale and the physics of
individual quantum states, which can be studied theoretically and experimentally. The wealth of ideas coming from
these seemingly opposite directions is extremely rich, instructive and promising in applications covering nuclear,
atomic, and molecular physics; condensed matter on micro- and nano-scale; quantum informatics. It can also spread
its achievements all the way to biophysics.
In a generic thermalization process, accompanied by the growth of complexity appropriately defined through
entropy-like quantities, the system acquires typical features of statistical equilibrium. We treat the onset of thermal-
ization in an isolated quantum system as the crossover from a time-periodic (regular) dynamics to a behavior described
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by the standard methods of statistical mechanics. The key point of this approach is to consider systems of a finite num-
ber of particles on a finite time scale. The problems of the thermodynamic limit as well as infinite time scale, which
are widely discussed in the literature, are only touched upon in the last section of this review. In particular we show
that this approach is applicable to integrable systems of few particles.
In classical Hamiltonian mechanics (again, apart from the thermodynamic limit), it is well understood that the
mechanism of statistical behavior is based on the so-called deterministic chaos. This term stresses that the phe-
nomenon of classical chaos occurs in strictly deterministic systems without any a priori randomness. Deterministic
classical chaos emerges due to the non-linearity of the equations of motion and is related to the high sensitivity of the
motion with respect to small changes of initial conditions. The theory of classical chaos is nowadays well developed
and quite often serves as an extreme limit to be compared with its quantum analog, if such limit exists. In the early
days of the theory of quantum chaos, the main studies were performed for quantum systems with a well defined clas-
sical limit. The simplest example is a billiard-like system where classical chaos has been proven rigorously, based
on the ergodic theory. Nowadays, the notion of quantum chaos is used in a much broader context, due to underlying
generic relations between quantum mechanics and classical wave mechanics. In both cases the employed tools of
analysis are very similar and one can relate the dynamics to the properties of their energy spectra and eigenstates.
With great success, the notion of quantum chaos has been extended to realistic many-body systems without any
randomness and with no classical limit, as well as to models with some intrinsic randomness or disorder in their
structure. The presence of randomness itself does not guarantee the onset of strong statistical properties− this depends
on the disorder strength. The current understanding of quantum chaos is broader and clearly different from its original
meaning. However, since the underlying mechanism of quantum chaoticity is wave chaos, the methods developed in
the study of quantum chaos are found to be useful in various fields of classical physics, such as acoustics, optics, and
electromagnetism.
With respect to our claim that quantum chaos provides the mechanism driving thermalization in quantum systems,
we would like to comment on the folkloric statement that quantum chaos does not exist. The notion of deterministic
chaos was originally related to the exponential divergence of classical trajectories started at close initial conditions
in the phase space. In quantum mechanics there are no trajectories and no precisely defined initial conditions in the
phase space of canonically conjugate dynamical variables; therefore, quantum chaos was claimed not to be real chaos.
However, as argued by Chirikov in Ref. [6], the world is governed by quantum mechanics. Therefore, if we accept
that quantum mechanics is real then we have to accept that classical chaos is just a mathematical approximation based
on the well developed ergodic theory. One of the main topics of this review is the discussion of manifestations of
quantum chaos in specific properties of the energy spectra and structure of eigenstates.
Another controversial question arises when considering, as in our review, quantum isolated systems. The energy
spectrum of bound systems is discrete and the dynamics is quasi-periodic, formally implying the absence of any
chaos. However, the quasi-periodicity is related to the limit t → ∞, which should be treated as non-physical. Even
though the time scale on which chaotic behavior emerges is finite, it can be much larger than any physical time scale.
This situation has been termed by Chirikov [6] as linear chaos to stress that the mechanism of quantum chaos is
different from that of classical chaos. The physical question is to establish the time scale on which quantum chaos
comes into play. As discussed by Chirikov, the mechanism leading to quantum chaos is due to a large number of
independent frequencies and random phases that are present in the evolution of a wave packet. Since this evolution is
mainly defined by the structure of the eigenstates involved in the dynamics, the problem of quantum chaos is naturally
reduced to the emergence of chaotic eigenstates, which depend on physical parameters and initial conditions.
Since the mechanism of quantum chaos is directly related to the chaotic structure of the eigenstates, our approach
quantifies chaos in terms of chaotic eigenstates, rather than in terms of local spectral statistics. The latter is a tool
to distinguish between integrable and non-integrable systems, but our interest is in the onset of relaxation rather
than integrability, so we focus on the conditions allowing to treat the eigenstates as random (or pseudo-random)
superpositions of a large number of components. To speak of the structure of eigenstates, one has, first, to define the
basis in which we consider the system evolution. The habitual objection is that the components of the eigenstates are
specific to the choice of the basis, therefore an approach based on the eigenstates rather than on the basis-invariant
spectral statistics might be not appropriate. However the basis representation is quite often well defined and chosen
by the physics of the problem. A typical example is the concept of Anderson localization where the eigenstates
are exponentially localized in the configuration representation so that the basis is naturally chosen by physics. In
many physical systems, such as atoms, molecules and nuclei, the mean field basis, being singled out by the physical
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picture and by the reaction of the system to external perturbations, is deeply ingrained in the description of numerous
processes, including that of thermalization.
The concept of the mean field is a key ingredient of our approach to many-body problems. The use of the mean
field allows one to choose the most representative basis where the structure of the eigenstates is analyzed and transpar-
ently related to the dynamics of interactions. In this approach the total Hamiltonian H = H0 +V of an isolated system
is split into two parts. The part H0 (mean field) corresponds to non-interacting particles or quasi-particles, and the
rest, V , describes the residual interaction between them. If the residual interaction, even without random parameters,
is sufficiently strong, the eigenstates of the total Hamiltonian H can be treated as chaotic superpositions of many-body
unperturbed states of H0. The interaction becomes effectively stronger with the growth of the excitation energy and
the related combinatorial growth of the level density. Therefore, in an isolated system, thermalization can emerge for
sufficiently high energy when the interaction effectively mixes the simple states.
In this review we demonstrate how this approach works for various Hamiltonians, either described by random
matrices or corresponding to realistic physical systems, such as heavy nuclei, complex atoms, trapped ions, cold
atoms or molecules in optical lattices and interacting spins. An important concept is the so-called energy shell to
which the eigenstates are compared. The partial filling of this shell is associated with the many-body localization in the
energy representation. Contrary, when the eigenstates fill completely the energy shell, this typically indicates maximal
quantum chaos. We demonstrate that the onset of chaos and thermalization in various models can be predicted by
simple analytical estimates of the width and filling of the energy shell.
The notion of chaotic eigenstates plays a key role in the statistical description of isolated quantum systems. As
mentioned by Landau and Lifshitz in their Statistical Mechanics, the full description of quantum statistical mechanics
can be done on the level of individual states, not only by means of the Gibbs distribution. However, this statement
does not answer the important questions of when or under what conditions this fact holds in practice, especially for
mesoscopic systems. The answer is: when an individual eigenstate can be treated as a very complicated superposition
of many components, in our words - in the case of chaotic eigenstates. Thus, in order to speak about thermalization
one needs to know the conditions required for the onset of chaotic eigenstates.
Characteristic manifestations of the appearance of quantum statistics in small (mesoscopic) systems are given in
Refs. [1] and [7] and where the Fermi-Dirac distributions have been found for individual eigenstates of heavy atom
and nuclei. An actual (and practical) problem is to find the conditions under which the eigenstates can be, indeed,
treated as random (or pseudo-random) ones. Our approach suggests a tool to derive these conditions and we show
how to apply it to various specific cases.
We start our review with a detailed discussion of the general setup for the Hamiltonians in the mean-field represen-
tation (Section 2.1). Few basic models are introduced to be used subsequently. As mentioned above, these models are
characterized by a Hamiltonian H = H0+V , where the first term, H0, describes the non-interacting constituents, parti-
cles or quasi-particles, while the interaction between them is embedded into the V term. This approach was originally
used by Wigner in his attempts to describe generic properties of heavy nuclei. The basic idea was that due to the very
complex interactions inside the nucleus, the many-body matrix elements corresponding to the interaction between
nucleons could be modeled as random entries, thus allowing to introduce random matrices. In the first models of such
random matrices, Wigner suggested to take H0 as a diagonal matrix with equally spaced elements and V as a banded
random matrix. In this way we come to what is nowadays known as Wigner banded random matrices (WBRM).
We introduce the WBRM model in Section 2.2 in a more general form where the unperturbed part H0 can also
have random diagonal elements with a constant spacing on average. In this way, one can relate H0 to an integrable
Hamiltonian reflected by the Poisson distribution for the nearest energy level spacings. As for V , it can be treated as
a residual interaction that cannot be embedded into H0 due to its random structure. Such matrices can be considered
as a generalization of full random matrices, described by the well developed random matrix theory (RMT). The full
random matrices can be treated as an extension of WBRM, when the mean-field part is neglected and the band size of
V spreads to the total size of the matrix.
Concerning full random matrices, it is known that their total level density has a nonphysical semicircle form. This
and other facts led to the conclusion that in order to have a closer relation to realistic many-body systems, one needs
to introduce single-particle states. This was realized by fixing a finite number of quantum particles distributed over
a number of single-particle levels. The off-diagonal matrix elements carry on an important feature of the dynamics,
namely the rank of the interactions. In many applications one can assume that the inter-particle interaction is two-body.
In this case the rank equals two and the corresponding ensemble of such matrices consisting of both the mean-field
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part H0 and the random two-body interactions V has been termed two-body random ensemble (TBRE) as discussed
in Sections 2.3. These matrices are not fully random since the two-body type of interaction leads to the emergence of
a large number of zero matrix elements and to correlations between the non-zero elements. Still, many properties of
the spectra, such as the level spacing distribution, are quite close to those known for full random matrices.
In order to show that the general approach, initially derived in terms of WBRM and TBRE models, can be effec-
tively applied to realistic physical systems, in Sec. 2.4 we introduce two one-dimensional (1D) models of interacting
spins 1/2. Since one of our goals is to compare global statistical properties emerging in integrable and non-integrable
models, we consider an integrable spin-1/2 model and a non-integrable one. In the same section we also discuss
another physical system, namely, the shell model, widely used in nuclear physics.
In Section 3 we consider the concept of the strength function (SF) introduced long ago in nuclear physics in order
to characterize the main properties of the relaxation process inside heavy nuclei. Relaxation occurs in nuclei after
the initial excitation of a given many-body state of H0, and develops due to the interaction V between nucleons. The
SF is the projection of a particular basis state, defined by the unperturbed Hamiltonian H0, onto the exact stationary
states of H. Defined in the energy representation, the width of the SF, in general, characterizes the relaxation time for
the initial state to spread among other basis states of H0. The mathematical definition of the SF is given in Section
3.1, together with the discussion of how it can be computed. The SF can be associated with the local density of states
(LDOS) used in solid state physics. We give examples of the SF obtained numerically for the nuclear shell model and
for the spin-1/2 models.
In addition to the width of the SF, another important feature is its shape. In Section 3.2 we reproduce the “standard
model” of the Breit-Wigner (BW) shape (or, mathematically referred to as Lorentzian) typical of situations where
the complicated states admixed to the initial excitation are of approximately the same degree of complexity; this
corresponds to the Fermi golden rule limit but is not necessarily related to the weakness of interaction and perturbation
theory. In typical physical systems, however, due to the finite energy range of inter-particle interactions, the tails of
the SF deviate from the Lorentzian. This fact is demonstrated with numerical data obtained for few nuclei in the
framework of the shell model. Furthermore we show that the shape of SF typically changes from Breit-Wigner to
Gaussian as the interaction increases. This crossover is thoroughly studied for WBRM and spin systems. This result
is directly relevant to the onset of chaos and thermalization. The Gaussian shape of the SF implies chaotic states that
fully occupy the energy shell defined by V , consequently leading to a fast statistical relaxation.
In Section 3.3 we use a nuclear physics example of the situation where the interaction V is very strong and
one is beyond the Fermi golden rule regime. Such a situation arises for heavy nuclei and leads to the so-called
chaotic enhancement of perturbation. This effect leads to an impressive result of the large parity violation that was
observed experimentally. We show how the enhancement of perturbation, that is directly due to the chaotic compound
eigenstates in the region of high level density, helps to explain the experimental results.
For a long time the onset of quantum chaos was mainly linked to specific properties of fluctuations in the energy
spectrum. These fluctuations were thoroughly studied for full random matrices and the results have served as a refer-
ence for the comparison with the spectral properties of realistic physical systems. The quantities associated with the
eigenvalues, such as the level spacing distribution P(s), can be instrumental in the interpretation of results obtained
with realistic many-body systems in experiments with poor resolution. Important complementary information is con-
tained in the structure of eigenstates, which justifies our focus on the problem of the emergence of chaotic eigenstates
as a function of the model parameters. In Section 4.1 we briefly mention the reasons for shifting our interest from
spectral statistics to chaotic eigenstates and discuss pioneer studies on this subject.
While some of the paradigmatic models for one-body chaos, such as billiard-type systems, are characterized
by eigenstates spread all over the unperturbed basis, this does not typically occur when many-body systems are
considered. This is due to the finite rank of the inter-particle interactions in realistic systems. As a result, the total
Hamiltonian H of real systems cannot be associated with full random matrices. Despite having a large number of
uncorrelated components, many-body eigenstates typically span over a finite region of the Hilbert space. One of the
first studies of such chaotic eigenstates was performed by Chirikov in 1985 when he analyzed experimental data for
highly excited states of the cerium atom [8]. In Section 4.1 we compare the chaotic structure of the eigenstates of
the cerium atom obtained by a direct ab-initio computation with the results of the TBRE model. We also discuss
the chaotic eigenstates of heavy nuclei, when the dimension of the many-body basis defined by the orbitals of non-
interacting nucleons turns out to be extremely large.
The notion of chaotic eigenstates plays a key role in the statistical description of isolated quantum systems. As
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mentioned by Landau and Lifshitz in their Statistical Mechanics, the full description of quantum statistical mechanics
can be done on the level of individual states, not only by means of the Gibbs distribution. However, this statement
does not answer the important questions of when or under what conditions this fact holds in practice, especially for
mesoscopic systems. The answer is: when an individual eigenstate can be treated as a very complicated superposition
of many components, in our words - in the case of chaotic eigenstates. Thus, in order to speak about thermalization
one needs to know the conditions required for the onset of chaotic eigenstates.
Due to the importance of the study of individual eigenstates, we discuss in Sections 4.2-4.4 their main statistical
characteristics. We start with the Shannon, or information, entropy. It quantifies the effective number of components
of a given eigenstate in a specific basis and can serve as a measure of chaos or complexity of individual eigenstates.
The value of this entropy characterizes the dynamical interrelationship between the basis vectors of the representation
used and the eigenbasis of the full Hamiltonian. Similarly to the studies of localization in disordered systems, the
effective number of components of an eigenstate can be associated with its localization length in the chosen basis (in
this case, in the many-body basis of the unperturbed Hamiltonian H0). As a paradigmatic example we consider in
Section 4.2 the sd-shell model of nuclear physics and study how the localization length depends on energy. In Section
4.3 the statistical moments of the component distribution are discussed. Specifically, the second moment defines the
inverse participation ratio, which is commonly studied in solid state physics. In Section 4.4 we present results for
the invariant entropy, which, contrary to the Shannon entropy, is basis independent. We show how this quantity can
be effectively used for the description of phase transitions or crossovers occurring in systems described by chaotic
eigenstates. We demonstrate the effectiveness of the invariant entropy by employing it to the nucleus 24Mg where
there is an interplay between isoscalar and isovector pairing.
Section 4.5 is dedicated to the important question of the relationship between chaotic eigenstates and the energy
shell. The latter defines the maximal energy region that can be occupied by the eigenstates with respect to the unper-
turbed energy spectrum of H0. The width of the energy shell is entirely determined by the interaction term V . With the
use of the WBRM and spin models, we show how the width of the energy shell can be estimated, and how it gets filled
as the interaction strength increases. We argue that, for a finite number of particles distributed over a finite number of
single-particle levels, the crossover to chaotic eigenstates filling the energy shell is accompanied by the change of the
strength function from the Breit-Wigner to the Gaussian-like shape. This is used to obtain approximate estimates for
the onset of fully chaotic states and thermalization. In fact, such a crossover from localized to extended eigenstates
with respect to the energy shell can be associated with many-body delocalization, a subject still under investigation.
In Section 5 we discuss how thermalization can occur in isolated finite systems of interacting particles. We start
(Section 5.1) by noting that the idea of thermalization in systems isolated from a heat bath is not usually treated
in standard textbooks on statistical mechanics. There are many possible definitions of the effective temperature in
such cases. We show that, in a finite system with a self-consistent mean field and chaotic eigenfunctions, various
thermometers used for defining the effective temperature do agree. In a sense, the system behaves as its own heat
bath and basic notions of statistical mechanics can still be employed. For example, one of the general properties
of thermalization in conventional statistical mechanics of non-interacting identical particles is the emergence of the
standard Fermi-Dirac and Bose-Einstein distributions. From these distributions one can define the single-particle
temperature. In Section 5.2 we demonstrate the emergence of the Fermi-Dirac distribution in the realistic nuclear shell
model. An essential part of this discussion supported by numerical data covers the onset of Fermi-Dirac distribution
seen at the level of individual compound states. We conclude Section 5.2 with the comparison of the single-particle
temperature to the thermodynamic temperature defined through the density of states. Under the conditions of validity
of a single-particle thermometer, the two temperatures essentially coincide, thus indicating that, indeed, one can speak
of genuine thermalization in the absence of a heat bath. We also take the opportunity to briefly discuss the meaning
of a thermometer.
Section 5.3 discusses the relevance and interrelation of the standard canonical distribution. For this, the TBRE
model with a given number of fermions occupying a finite number of single-particle levels is used. We start with the
definition of the occupancies distribution directly involving the structure of the chaotic eigenstates. The key point here
is that when the eigenstates consist of a very large number of statistically independent components, the occupation
number distribution can be evaluated in terms of the shape of the eigenstates written in the unperturbed basis. Thus, we
do not need to know the eigenstates themselves, − instead it is sufficient to know the F-function, that is the envelope
of the distribution of the projections of exact eigenstates of the total Hamiltonian H onto the unperturbed states of the
Hamiltonian H0. When computing the F-function, we do not need to average over few eigenstates, but can instead use
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the ”moving window” method for a single eigenstate. The analysis of the F−function and the strength function allows
one to identify chaotic eigenstates. In this section we also show how the occupation number distribution obtained
from an isolated eigenstate is related to the canonical distribution.
The explanation of how the Fermi-Dirac distribution emerges in the TBRE model is given in Section 5.4. If the
inter-particle interaction is weak, one cannot speak of the occupation number distribution as a smooth function of
energy. When the perturbation strength exceeds some critical value, the occupation number distribution has a form
close to the Fermi-Dirac function allowing for the introduction of temperature in a consistent way. Rough analytical
estimates allow one to describe this distribution in terms of the model parameters.
Different definitions of temperature are discussed in Section 5.5. We introduce the canonical temperature and
show how, in the TBRE model, this temperature reproduces the energy dependence of the temperature defined by
the global level density. We also provide a detailed analysis of different temperatures for a model of two interacting
spins. It is shown that for high values of spins, when the classical limit is approached, the eigenstates turn out to
be quite chaotic in some energy region. Thus, even for two interacting particles one can speak of chaotic states and
thermalization at sufficiently high energy.
In Section 6 we come to the description of dynamical properties of isolated systems by relating them to the strength
function and the structure of the eigenstates. This subject is now under close scrutiny due to the experiments with
trapped ions and with interacting particles (fermions and bosons) in optical lattices. We start with the definition of
the survival probability (Section 6.1), which is simply the Fourier transform of the strength function. It is commonly
assumed that in quantum systems the survival probability decreases exponentially in time, apart from a very short
initial quadratic decay. The exponential behavior is a direct consequence of the Breit-Wigner form of the strength
function. If the strength function has a Gaussian form, as happens at a relatively strong inter-particle interaction, the
Gaussian decay can last for a very long time prior to the typical restoration of the exponential behavior. With the use of
the TBRE model we show how these two regimes emerge depending on the interaction V . We also present analytical
and numerical arguments describing the restoration of the exponential behavior after a long Gaussian decay. In the
very long time limit, the time dependence of the decay agrees with the power law defined by the lower boundary of
the energy spectrum.
In Section 6.2 we show numerical and analytical results for the survival probability for the spin models. The same
transition in the strength function from a Breit-Wigner to a Gaussian form as a function of the perturbation strength
is observed and studied for both chaotic and integrable systems. We also analyze how the dynamics depends on the
choice of the initial state. This is particularly important for experiments with optical lattices and trapped ions, with a
relative freedom in the preparation of the system. We also show that on a certain time scale the dynamics in integrable
and non-integrable models may be very similar. Finally, we briefly discuss situations where the decay of the survival
probability is faster than Gaussian.
In Section 6.3 the relaxation process is related to the notion of the energy shell by studying the spreading of
wave packets. In contrast to one-body chaos, the spread of probability in the many-body unperturbed basis is not
diffusive but it can be described by the so-called cascade dynamics on the Cayley tree. The data for the TBRE model
demonstrate how the dynamics depend on whether the strength function has a Breit-Wigner or a Gaussian form. With
the use of the cascade model, one can obtain simple expressions for dynamical quantities, such as the Shannon entropy
of time-dependent wave functions. In some practical limits, the increase of the Shannon entropy has a simple form,
being linearly proportional to time up to the saturation due to finite size effects. This linear dependence is a generic
property of the dynamics corresponding to eigenstates fully extended in the energy shell. We also discuss how the
evolution of the participation ratio and of the occupation number distribution depend on the inter-particle interaction.
In Section 6.4 we show that the linear increase of the Shannon entropy with time can be used to detect the onset
of strong chaos and statistical relaxation. To demonstrate this we consider a one-dimensional model of interacting
bosons. The dynamics is periodic in time for a relatively weak interaction, and when the interaction strength ex-
ceeds some critical value, the Shannon entropy clearly displays a linear time dependence, in correspondence with the
analytical predictions. The crossover from the time-periodic dependence of the Shannon entropy to the linear time
dependence corresponds to the onset of the so-called Tonks-Girardeau regime which was predicted analytically long
ago.
In Sec. 7 we briefly discuss the relevance of our approach to recent studies of the onset of thermal equilibrium
in view of the so-called eigenstate thermalization hypothesis. We argue that this hypothesis, essentially equivalent to
the classical statement of Landau and Lifshitz, is a natural consequence of the onset of thermalization, but it does not
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define the conditions for it to occur. Our approach suggests the way to identify these conditions.
2. Hamiltonians
2.1. Basic ideas
In this review we consider various models of isolated systems of interacting particles described by a Hamiltonian
that usually can be separated into two parts,
H = H0 + V, (2.1)
with H0 describing a finite number of non-interacting particles or quasi-particles kept together by some field, external
or self-consistent. Frequently, the part H0 is treated as the unperturbed Hamiltonian and V is considered as residual
interaction, usually of two-body type. The strength of the interaction can be regulated driving the system from the
perturbative regime to that of strong interaction and quantum chaos. By the latter we mean specific properties of
spectra and eigenstates, that allow us to develop a statistical approach. As we demonstrate below, the main property
of quantum chaos can be attributed to a chaotic structure of eigenstates in the unperturbed basis of H0.
In what follows we discuss both the dynamical systems without any random parameters as well as the systems
where the matrix elements of the Hamiltonian (2.1) may include random entries or can be completely random and
uncorrelated. In such applications we study ensembles of related Hamiltonians which embody different realizations of
randomness. It is worth to stress that the randomness of the perturbation V by itself does not guarantee the emergence
of chaos and the validity of a statistical description. On the other hand, realistic interactions without random elements
naturally produce chaotic features in a region of a sufficiently high level density. The two-body nature of typical
interactions leads to important restrictions, such as the band-like structure of the Hamiltonian matrix and the presence
of many vanishing and repeated matrix elements, which we will discuss later on.
The separation of the total Hamiltonian (2.1) into two parts is common in the description of many-body systems,
including complex atoms and nuclei, where the starting point is the mean field approximation. The mean field can
be introduced phenomenologically or it can be derived self-consistently with the aid of variational principles. In
mesoscopic systems such as cold atoms in traps, H0 is created by external fields. In these cases, the mean field
generates a “natural” basis, where the most regular part of the dynamics is absorbed in H0 thus defining the single-
particle states (quasi-particles) with their quantum numbers and symmetries. In contrast, the residual interaction V
may include the correlations between particles and fluctuational terms which cannot be embedded into the mean field.
In this way, the system acquires both collective motion on the background of the mean field, and chaotic dynamical
features. Although the choice of the mean field is not uniquely defined, one can expect that if the most regular features
of a system are well described by H0, the main results are not sensitive to the details coming from the specific choice
of the mean field.
Many ideas for a treatment of systems with strongly chaotic properties came from the random matrix theory
(RMT), formulated in 1951-1963 by the works of Wigner, Dyson and others (see, for example, the collection of main
contributions edited by Porter [9]). The original intention of Wigner was to use random matrices in order to describe
statistical properties of complex nuclei and nuclear reactions.
Initially the applications of the RMT were limited to atomic and nuclear physics. According to the suggestion
by N. Bohr [10] to consider nuclear reactions induced by slow neutrons as proceeding in two separated stages (the
first one related to the excitation of a nucleus caused by the primary interaction of the captured neutron, and the
second one as the decay process after a relatively long internal evolution), the multiple narrow neutron resonances
correspond to compound states with a long lifetime that allows for intrinsic equilibration and actual independence
of those two stages. The processes governed by very complicated interactions in compound nuclei can be described
only statistically, and here the random matrices provide an appropriate and powerful instrument. Indeed, if one
assumes an extremely complex character of strong interactions between the nucleons in the excited nucleus at high
level density, one can imagine that in the considered energy region the Hamiltonian matrix is so complicated that
its matrix elements can be treated as random entries. This interaction keeps memory only of constants of motion
(energy, angular moment, parity, isospin in nuclei) creating exceedingly entangled quasistationary wave functions, a
process that can be compared to thermal equilibration in macroscopic bodies. In each class of states with the fixed
values of exactly conserved quantities, the components of the many-body stationary states in the mean-field basis
are practically uncorrelated, and their statistical distribution is typically close to the normal one. Through multiple
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avoided level crossings, the spectral repulsion forms aperiodic crystal structure of the levels similar to what is known
in simple billiard-like systems which reveal one-body classical chaos in an appropriate classical limit. The difference
is in the mechanism of chaotization − here it is governed by the interparticle interactions rather than by the violation
of the billiard symmetry. The complicated interactions effectively heat the system, so that the idea of many-body
chaos reveals its connection to statistical thermalization that will be one of the main topics of this review article.
Instead of a dynamical description of nuclear reactions, Wigner focused the attention on the statistical aspects of
nuclear spectra revealed by the neutron scattering data [11, 12, 13, 14]. This idea is similar to the approach used in
the modern theory of dynamical chaos emerging in classical systems due to a local instability of motion. As is now
well understood, the statistical method, that seems to be an approximation to the “genuine” deterministic description,
is in fact the only adequate way to treat chaotic systems. The link between the dynamical (with a deterministic time
evolution) behavior of a large number of constituents of a quantum system and the statistical approach can be justified
by the negligible role of tiny correlations between the “true” matrix elements of the Hamiltonian and the numerous
components of the generic initial wave function.
At a first glance, such an approach to the spectra of real systems looks misleading since every system has its own
specific set of quantum levels forming its density of states. However, the point is that locally the fluctuating properties
of energy spectra may have universal properties independently of the global evolution of the energy spectrum. At the
excitation energy where the level density is so high that the mixing of the mean-field states by residual interactions
becomes effectively strong, the wave functions expressed in the mean-field basis are inevitably extremely compli-
cated superpositions and their statistical properties acquire universal features determined mostly by the fundamental
symmetry laws. This is the starting point of the RMT. At the time of early works by Wigner [11, 12, 13, 14], this
assumption was far from being obvious. Later on, various experiments with heavy nuclei (see Refs. in [15, 16]),
complex atoms [17, 18] and many-electron molecules [19, 20] confirmed the predictive power of the RMT, even if the
chaotic RMT limit is not always fully reached in reality.
2.2. Wigner Band Random Matrices
In the first attempt to establish the relation between statistical properties of complex quantum systems and ran-
dom matrix models [11, 12, 13, 14], Lane, Thomas and Wigner introduced an ensemble of banded matrices for the
description of conservative systems like atomic nuclei [21]. Assuming time-reversal invariant dynamics, an ensemble
of real symmetric infinite Hamiltonian matrices was considered,
Hmn = ǫnδmn + Vmn, ǫn = nD, Vmn = Vnm, (2.2)
The diagonal part was modeled with an equidistant spectrum (“picket fence”), ǫn+1 − ǫn = D = 1/ρ0, where ρ0
is the level density of the “unperturbed” Hamiltonian H0 = ǫnδmn. In Refs. [11, 12, 13, 14] the absolute values
of the off-diagonal matrix elements were taken equal, Vmn = ±v, while the signs were assumed to be random and
statistically independent within the band of width 2b around the main diagonal. In a more general case thoroughly
studied in Ref. [22], the diagonal elements ǫn are random entries, the matrix elements Vmn are distributed randomly
with 〈Vmn〉 = 0 and 〈V2mn〉 = v2 for |m − n| < b, while Vmn = 0 outside the band (here and below the angular brackets
stand for the ensemble average). The assumption of random character of the “perturbation” V was a pioneering
step in the statistical description of complex quantum systems. In his seminal paper of 1955, Wigner wrote that the
considered quantum-mechanical systems “are assumed to be so complicated that statistical consideration can be
applied to them”.
In the model (2.2), the unperturbed density ρ0 is constant which simplifies the analytical treatment. In modern
presentations of banded random matrices (BRM), it is typically assumed that the unperturbed spectrum of H0 corre-
sponds to the Poisson level statistics [23], so that the eigenvalues are random entries with the constant average density
ρ0, instead of the picket fence spectrum used by Wigner. The new element here is the presence of large fluctuations
in the unperturbed spectrum.
Two important features of the BRM should be stressed. The first point is that the band-like appearance of a matrix
is not invariant with respect to orthogonal transformations of the basis. The special basis diagonalizing H0 should be
thought of as corresponding to the mean-field representation. In this way it is assumed the existence of a physically
singled out basis in which the treatment of the total Hamiltonian is preferential. The second point is that the banded
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structure reflects a finite range of interaction in the energy representation that may emerge from the physical selection
rules.
After Wigner’s pioneering work, the BRM were almost forgotten (curiously enough, by Wigner himself [11, 12,
13, 14]), apparently because of their mathematical inconvenience, namely the absence of invariance with respect to
basis rotations. Due to this, attention was paid mainly to full random matrices for which a fairly complete mathemati-
cal analysis has been developed [9, 24, 15]. However, in real physical applications full random Hamiltonian matrices
can be only used to describe the local statistical properties of spectra and not the global ones. For this reason, such
matrices were criticized by Dyson [25, 26, 27] because of the “unphysical” semicircle law of the total level density.
2.3. Two-body random interaction
In order to use the random matrix approach with a more realistic level density, an ensemble of random matrices was
suggested in Refs. [28, 29, 30, 31, 32] that takes into account the n-body nature of interaction between the particles (for
details and other references, see [15]). Since in the majority of physical applications the main contribution is due to
two-body interactions (n = 2), this kind of random matrices, known as two-body random interaction (TBRI) matrices,
has been studied in great detail. The ensemble of such matrices, referred to as the two-body random ensemble (TBRE),
is defined in the secondary quantized form as
H =
∑
ǫs a
†
sas +
1
2
∑
Vs1 s2 s3 s4 a†s1a
†
s2
as3as4 . (2.3)
Here the term H0 =
∑
ǫs a
†
sas corresponds to non-interacting particles and V absorbs the two-body interaction. In a
more general context, H0 can be treated as a regular one-body part of the total Hamiltonian written in the mean-field
basis, and V represents the residual interaction which, due to its very complicated structure cannot be embedded into
the mean field. The entries ǫs represent single-particle (or quasi-particle) energies corresponding to single-particle
states |s〉, while a†s and as are particle creation and annihilation operators for fermions or bosons. These operators
define the many-particle basis |k; n〉 = a†s1 . . . a†sn |0〉 of non-interacting particles, where the symbol k labels the whole
n-body configuration. In this basis H0 is diagonal with eigenvalues Ek =
∑
ǫs defined by the single-particle levels
occupied in the many-body state |k; n〉.
The matrix elements Vs1 s2 s3 s4 of the perturbation V describe a two-body process with indices s1, s2, s3, s4 indicating
initial (s3, s4) and final (s1, s2) single-particle states connected by this interaction. It is convenient to reorder this basis
according to the growth of unperturbed energies Ek with an increase of the index k = 1, . . . , N . The size N of the
basis for H depends on the statistics of the particles and practical truncation of the single-particle space. For instance,
in the case of Fermi-statistics, any single-particle state can be occupied by one particle only, and
N = Ns!
Np!(Ns − Np)! , (2.4)
where Ns is the number of single-particle levels and Np < Ns is the number of particles occupying these levels. The
total number of many-body states increases very fast with the particle number and the number of available orbitals.
In the TBRI model all matrix elements Vs1 s2 s3 s4 are assumed to be random independent variables. However, due
to the two-body nature of the interaction for Ns ≫ Np ≫ 1, the matrix Hkk′ turns out to be band-like, with many
vanishing elements inside the band, see example in Fig. 1. The total number K of non-zero elements Hnm in each
line of H can be estimated as K ≈ 14 N2pN2s which is much less than its size N . Moreover, many non-vanishing
matrix elements turn out to be correlated, even in the case of complete randomness of the interaction matrix elements
Vs1 s2 s3 s4 . This is a consequence of the n-body character of interactions with n ≪ Np: the interaction matrix elements
are the same for any configuration of spectator (Np − n) particles occupying single-particle states not involved in the
given matrix element V . As shown in Ref. [34], this is important when analyzing the statistical properties of some
observables. Apart from the sparsity and intrinsic correlations in TBRI matrices, another difference from the Wigner
BRM with the sharp band boundary is that the amplitudes of the matrix elements Hkl decrease smoothly away from
the diagonal. It should be stressed that all these peculiarities are quite typical for physical systems such as complex
atoms and nuclei (see, for example, [35, 1]).
Quite specific properties emerge if the Hamiltonian reveals additional symmetries so that the Hilbert space can be
decomposed into separate subspaces of states, and the dynamics within each subspace is either regular or chaotic. For
10
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
............................................................................................ ........ ... ...... ....... ... ..... ..... ... .... .... .. ... .. .. .. . . . .
........................................................................ .......... ...... ....... ... ...... ...... ... ..... ... .. ... .. .. .. ... .. . ... .. ... . .. . . . . .
....................................................... ......... ...... .... ..... ...... ... ...... ..... ... ...... ..... ... ..... .... ... .... ... ... ... .. .. .. . .. . . .
.......................................................................................... ....... ..... .... .... . ... .. .. . .... .. . . .. ... . .. .. ... .. .. . .. . . . . .
......................................... ............. ... . ......... ... . ......... ..... . ....... ...... .............. ..... ....... .... ... .... .. .. ... . .. .. . . .
.......................................................................... .... .... . .... ...... ... ...... . ... .. .. ... .. ..... .. .. .. . . . .. . ..... ... . .. . . .. . . .
................................................ ......... ..... ....... . ..... ..... . .. ..... ....... .. ..... .... .. ... ..... .. .. ... ... . .. .. .. .. . .. . .. . .. . . . . .
.................................... ........ . .. .......... . . .......... . ............. ............. .............. ....... ..... ... .... .... .. ... .. .. .. . . . .
................................................... ......... .... . . ....... ..... . ........ ..... . . ..... ...... .. .... .. ... .. ... ... .. ..... .. . . .. ... . .. . . . .
................................................ .............. ......... ..... .... .... . .... ... . .... .. . .... .... .. . .... .... . . .... .... ... .... .. ... . .. . .
.............................. ........ ..... ......... ..... ... .... ......... ............. . .......... .. ..... ....... ....... . .. .. .. . .. . ... .. .. . . . . .. . . .
........................ ........... .................... ......... .... ....... . .... . ..... . . ... .... . . . ..... ... . ... .... .. .. ... .... .. ... . .. . . . . . . .. .. .
..................................... ............ . . ........... . . ............ . ............ ....... ..... . .. ..... ... . ... .... .. .. .. .... .. ... . .. . . . . .
............................... .............. ........ ..... ......... ..... .... ... ..... . .... .. .... . . .... . ..... ...... ..... .... .... .... ... ... .. .. . . .
................. ............ ... ......... .. . ............ . ............ . ........ .... . ............. . ........... .. .... .... . . .... . .. .. . . . . .. . .. . . . .
......................................... ............. ............. ......... .... .... ...... .. . ..... ... .. . ... .... . . . .... . .. . . ..... ...... . .. . .. . .
.................................... ........ ..... ........ ..... .. . ..... . ....... . .... . ..... . . ......... ....... .. . ... ....... .... .. . . . .. . . . .. . . . .
.................. ... ....... ... ........ ..... ....... . ...... ..... . .. ..... .... .. .. .... ... .. .. ... ... .. . ... ... . .. ..... . ...... ...... ..... ... . . . .
.................... .. ......... .. ............ .. ........... . ........... . ........ ... . .... ..... .. ..... .... . . ..... ..... . .... ... .. ... .. .. .. . .. . . .
............ ........ .. ....... . .. .......... . .......... . . ............ . . ........... . ............ ........... .. ...... .. .... .. . .. . ... . .. . .. . . . . .
....... ......... ........... ............. ...... ....... ..... . ....... ...... .... . . ...... .. . . . ......... . .......... ......... ........ ...... .. .. . . .
........................ ............ ........... ............... ....... ..... ............. . ... . ...... . ...... . ... . .. ..... .... . . ... ... .. . .. . . .
.... ......... ........ ........... .... ......... ... ........ .... . . ........... . . . ...... ... . ....... . .. ... ... . .... ....... .. . .. .... . .. . . . . . . . .. .
........ ...... .. ...... .... ........ ......... ......... ..... .... .......... .......... . . .... ... .. . ... ... .. . ... ... .. . ... ... . . ... .. . .... .. .. . .
.............. ....... .................... .... ... ... .. ... .. .. .... ..... .... . .... ... .... ..... . . ........ .. . .... ... . .... ... . ... .. . . .. .. . . . . .
..... ...... .................... ........ ... ..... ..... .. . ..... .... .. . .... .. ..... . .. .... ..... . .... .. .. .. .. .... ...... . . .... .. ... .. . .. . . . .
.......... ... ....... ... ....... .... ....... .... ...... . .... ...... . .... ..... .. ......... .. ...... . ... .. ... . .. .. .. . .. .. ... . .... .... ... .. .
.... .......... ............ ............. ............. ......... . . . .......... . .. . ....... ... . ...... ..... ..... ..... .... ...... .. ..... . .. .. . . .
..... ....... .......... ............ ............ . ............. . .......... . ............ . ......... . . . ... ..... . ...... . . . .... .. .... . . . .. . . .
. .............. ......... . ......... . ......... . . ........... . . ....... ..... . ... .... .... .. . ....... . ...... ... .... ..... .. ..... .. . . . . . . .. .. .
........ .......... ............ ........... ...... ....... ....... ..... . ...... ... . . . ........ . . . .......... . . ...... ........ .... . .. ... .. . . . .
.... ... ...... ... .......... .. .......... .............. ......... ..... ....... ...... ... .. ..... ... ... ... . ... .. ... ... . . ... .. . ... .. .. . . .. . .
...... . ................. .. ......... .... ... ..... .... . .... ...... . . ........... . ...... .... . ....... .... . ... ..... ... .... . .. .. . .. . . . . . . . .
..... ......... ......... .. .......... .. .. ....... ... . . ....... .... . .. .......... .. ... ... .. ... ..... . .. . .... . .. .. . . ... .. .... . .... ... . . . .
.... ..... ....... .... ... .... ... ........ ......... ............. ......... .. . .... .... ... ... ..... . . .... ... . . ... ... . . ..... . .... . ... . . . . .
............ ......... ............ ........... .. ..... ... .. . ... .... .... .... ........ . ...... ... . . ... ... . ...... . ....... . ... . . .. . .. . . .
... ... ....... ... ..... .. ......... .... ...... . .... ....... . ..... ..... . .... .... .. . .... .... . . ...... . .. .. .. . .. .. ... .. ... . . .. .. .. .. . .
. ... ....... ... ....... .... ...... ... ...... .... ..... . ... ..... . .... .... .. ... .... .. .... ... ... ...... ........ ....... ..... .... .. .
.......... ............ ............. ........... . ........ . . . ...... . . . ........ . ......... ........... .......... .......... ..... .. .. .. . . . .
...... .......... ............ ............ .......... . . ........... . . ... ....... . ... . ...... ..... . ..... .... . .. ..... ... ... . . . ... . .. . . . .
..... .. ...... .. ......... .. .......... ............... . ............ ............ . ....... . . .. ... ... . .. ... ... . . ... ... . ... .. . .... . .. . .
............ .. .......... .. .......... . . ..... .... . .... ..... ... ...... ...... . ......... . .. ......... ........ . .... .. .. ... .. . . . .. . . . .
. .......... .... ........ .. . ........ . . .......... . . .......... ......... .... .. ... ... ... . .. . ... ... . . ..... . . ..... ...... ..... ... . . . .
......... ........... ...... .... .. ........... .. ....... . ... .. ..... ... ... . ......... .. ... ...... . ........ . ... .... .. .... .. ... . .. .. . . .
......... ...... .... .... .. ..... ...... ...... . ....... ... . . ........ . . . ......... . . .......... . . . ....... . ....... . ..... . .... . .. . . .. .
..... . ............ ........... ........ ... .............. ....... .... .... ... ..... ...... ... .. ... . .... . ... . ... ... . .. .. . .. .. . . .. . .
..... .......... .......... .. ......... .... . ... ... ..... .... ....... . ...... ..... .. .... . .... . ... . ... ..... . .. ... .... . . .. .. . . .. . . .
. ... .......... ......... .. .. ....... ... . . ....... ... .. ..... .... .. ....... ... . .... . .... ... . .. ... .. . .... . .. .. . . . . ... . .... .. .. .
....... ... ... ... .. . ... .. . .. .... . .. ........... ............... ............. ......... . .... .. . .. .. . . .. ... . . ...... . ..... . . . . .
.......... ... .... ....... .... ....... . .......... .. . ..... ... ... ... ... ... . .. ....... . . ..... ..... ...... . ..... . ....... . . . .. ... . .
.. ..... .... .. .. ...... . .......... ...... ...... .... ...... . ..... .... .. . .... .... . . ........ . . ..... .. . . .... ...... . ... .. .. . . . .
... ... .... .. .... .... ... . ... ... ... . ...... . .... ..... . .... ..... . .... .... . . .... ... . . ...... .. ...... .. .... ... ... .. .. ... . .
.......... ........... ........... ......... . . . ....... . . . . ........ . . . ......... . .......... ......... ...... .. ... .... . .... .. . . . . .
...... ........... .......... .. ............ .. . .......... . ... ....... . .... ...... . ..... ... . .... . .... .... ... .... .. . ... .. .. .. . . .
...... ........... . ...... .. . ........... . ... ........ . . .. . ...... . ..... ...... . .... . ...... ... ..... ..... .. ..... . .... . .. . . . .. .
...... .......... ........... ... .......... . ........... . ........... . ....... ... . ... ...... . . ....... . . ... .. . . .... . . ... . .. . .. . .
.. ............ ... ......... . ........... . ....... ... ...... .... .. . ..... ..... . . ..... .... .. . ..... . . ..... . ...... . ... .. . .. . . . .
. ........... .. . ........ . .. ... ...... ... ... ...... .. .... ..... . .. ........ . . ........ . .. ..... . .... .. . .. . ... . .... .... ... .. .
........... .......... . .......... .. ...... ... ... ..... ..... ... .... ...... .. ..... ...... . ....... . ...... . ..... ..... .... .... .. .
......... ........... ............ . ...... .. .. .. ......... .. . ...... . .. ........... .. ....... . . ....... . ...... .. ... .. .. . . . . . .
....... . ....... . .. ...... . ..... ..... ....... ............ . ...... ... . . ... .... . .. ....... .. ...... .. . ... .. . .... .... . ... . . .
..... .. . .. ....... . . .. ....... . ........... . .............. ........ ..... ...... ...... .. ..... .. . .. . ... . .. .... . .. ... .. . . . . .
...... . .......... ... ...... .. . .......... ... ... .......... ... .. ... . ........ .. . ..... ...... ... ... .... . .. ... .... . . .. .. .. .
..... .. ....... ........... . . . ...... .... . . ...... ... . . ........... . .... . .... . ..... . ... . .. ..... .... . . ... ... .. .. .. . .. . .
. ... ....... ... . ....... ... . . ...... ... .. ...... ... .. ..... ... .. .... . ... .. ... . ... .... .. ... .. ..... .. ..... . ..... ... .. .
... .... ... ... ... ... .... ... ...... ... . .... .... ... . ... .......... ......... . ........ . ...... . ...... . ..... . ... . . .. . .. . . .
.. .. ......... .... .. .... .. ......... ............ . ......... .. .... ... . . ... ..... . . ......... . ...... . ... . .... . ... . .. . . .
. .. ... . .... . . ... . ... .. . ... .... ... ........ ..... ..... . .... ..... . . ..... ... . . ...... . . ..... . . ..... . . ... .. .. .. . .. . .
........... ....... .. .. ..... .. ... ... ....... .... . ......... . . ......... . ......... . ....... . .... .... ....... . ... .. . ... .. . . .
......... . ...... .. .. ...... .. . . ...... . . . . .......... . . . ......... . . . ......... . ........ ......... ....... ..... .. . . .. .. .
....... ... ......... ... .......... ... ......... ..... ..... .. ...... .... . ...... ..... ... . .... .. . .... ... .. .... ..... .... .. .
........ ........ . ............. .. .. ....... . ... ......... .. . ...... . ..... ...... . ... . .... ..... . .. .... .. . ... . . .. . . . . . . .
.... .. . .......... . ........ .. .......... . ..... ....... . ... ...... .. .... .. ... ..... ..... .. .. .... . .. .. .... . .... ... . . . .
..... . ...... .... ...... .. .... ..... ...... ............. . ............ . ........... ...... . . .. .. . . .. .. .. . ...... ... . . . . .
... .............. .. .. ...... . ........... ........... ... . ... .. .. . .. ........ .. ........ .. ..... . ..... .. ..... . . . ... .. .
.. ....... .... .. . ........ . .. ......... . . ... ...... . ...... ..... . . . .... .... . ....... .. ...... . . . ... .. .... . .. .. .. .. . .
. . ......... . .. ... ...... ... ... ..... ... ... ..... ... ... .... .. . ... .... . . ... ... .. ...... ....... ....... ..... .... .. .
........... ......... .. ...... .... .. ..... ..... .. ...... ... .. ..... ..... . . ....... . . . ...... . . ..... . ..... .... ... .. .. .
.... .. . . .......... .. ........... . .. ........ .. .. ........ .. .......... .. ........ . .. ..... . ... .. . .... .. ..... . .. .. . .
........ . ...... . . ... ...... ..... .. ........ ... .. ....... . . ..... .... . . ....... .. ....... . .... ... . ..... .... .. . .. . . .
.... . . ........ . .. ........ .. .. ...... .. .. .. ..... ... .. .. ..... ... .. . .... ... . .. ..... . ....... . .... . .. .. . ... .. .. .
....... . ... .... .. . ......... ... . .... .... ..... ...... .... . ....... ..... .... .... ... . .... ... ... .... . .. . ..... . . .. . .
...... . ...... ... . ......... .. . ....... .... ............ . ... . .... . ..... . ... . ..... .... ... . ... .. . .. .. .... . .. . . . .
. ... ... ...... . . ... ...... . ........ .. . . . ..... .... . . ..... . ... .. ... . .... . ... . ... ... . .... .. . ... . .. ... .. . ... . .
... .... ... . .. ... . ... ... ... ... .... . .. ......... . .......... . . ......... . . ......... ...... .... . .. . ... . . ... .. . .
.. ....... ... ... ......... ............ ...... .... . . .... .... . . . .... ... . . .. ..... . ...... . . ..... . .... .... .. . .. ..
. .. ..... ... ... ... .... .. ... .... .. ......... . .......... . ......... . ....... . . ..... . . . .... . . .... . . ... . .. .. . .
.... ..... .. ....... ..... . ......... .... .......... .. .......... . ........ . ........ .. . .... ... .... .... .. .... . .... .. .
..... . ... ..... .... ... ....... ... . ........ . .. .. ....... . . .......... . ........ . ......... .... .. . ..... . ... . ... . . .
. ........ ......... .. ........ . . ........ . .. ........ .. .. ......... .. ...... ... . .. ..... . ..... ...... ..... ... . . . .
........ ... ........ .... ...... .. .... ..... ... . ... ..... . . ..... ..... . ... . ..... ... . . ... ... . .. .... . ... . ... .. .. .
.... .. .... ....... .. .... ....... .. .. ........ ... ......... .... ....... ..... .... ..... .. . .. . .. .. .. ...... . . .. .. . .
.... ... . . ...... .. ........... . .. ......... . .... .. ... . .... ...... . ... ..... ...... . .. ... .... .... . .... . . ... . . .
... .. .. ....... .. .. ........ .. .. .. ...... .. ... .. ..... . ... .. ..... . ... . .... ..... .. . .... ... ... . . . .. . .... .. .. .
... . .. . ..... .... .. ... ....... .. ....... ... . .... ....... . ......... . ........ . ...... .. ..... . . .... . ... . . .. .. . .
.. . ... ........ . .. ........ . ........... ............ . .... ... .. . ... .... .. ....... .. . ..... . .... .... . ... . . . .
. . ... ... .... .... ... ... . .. .. ....... . .. .... .... .. . ... ..... . . .... ... . . ...... . ...... . ..... .. ... .. .. ... . .
.......... . .......... .. .......... .. ....... .. .. ..... ... .. . . .... ... .. ...... .. . ...... . ...... .... ... .. . .. .
..... ... . ..... ... .. .... ..... ... ...... ..... . ........... . ..... . ....... . .. ......... . .... . .. ..... ... . ..
.... .... . ....... . ... ............. . ......... . . .... ... .. .......... . ... ... . ... .... .... ... . . .. .. ... . . .. .
..... .. . ........ . ... ...... . ... . ........ . . . ......... . . ....... . . ........ . . ...... .. .... . .. .. .. .. . . ... .
... . . ........ . . ......... . .. ........ .. .. ..... ... .. .. ... .. .. ..... ... .. ... . .. . .. .... . .... . .... ... .. .
... ... . ... ....... . ... .... ... . ....... .. .. ....... . ..... .... . ..... ..... .... ... .... .. .... . . . . .... ... . .
... .. ........ ... ......... .... . . ...... ..... .... . . .... ... . . .... . .... .. .. ... . ... .. . ....... ... .. .... ..
... ... .... ... ... ..... .. . . ....... . .. ...... ..... . ..... .... . ... . .... . .. . . ... ... . . .. . . ..... . . . ... . .
. . .......... ..... ...... .......... . ........... . ......... . . ....... . . ....... ..... . .... . .. . ... .. . .. .
....... ..... .. ......... .......... .......... . ......... . . ........ . ...... . . .... . .... . . ..... .... . . ..
......... ..... ........... .... ........... .. ......... . ....... . ..... . ....... ....... ........ ...... ..... .. .
..... .... . ....... . .. .......... ... . ........ . . ......... . . ........ . ... ..... ... . ... .... .. ... . ... ... .. .
.... ... .... ...... .... ......... ... ........ .. ........... . .......... . ........ . .... .. .. .. ...... . ... .. . .
...... .. ..... .. . . ........ .. ........... .. . ..... .. . . ... ...... ...... .... . ..... ....... ..... . . .. .. . .
... ... ...... ... ... ....... ... .. ....... .. . . ........ . . . ....... . ......... . ..... . ... ... . ... .... ... .. .
....... ... ......... ... ....... .. .. .. ...... . ... .. ..... . . ... .... . ... .. ... .... . .. .... ..... . ... .. . .. .
....... ... ..... ... .... .... .. ..... ...... . ..... ...... .... . ... ... . ..... ..... .... ... . . .. .... .... . ..
.... ... . . ....... . ............ . ... ........ . ... ..... ..... ...... ... ... .. .... .. . ... ... . .. . ..... . .. .
... ... .. ....... . . ......... . . ... ...... . .... . ...... .... . .... .... . .... ..... .. .... ... .. .. .... . ... .
. . .. ....... .. ... ....... .. ... .. ..... .. ... .. ..... .. .. .. ... . ... ..... . .. ... .... .. .... . ..... ... .. .
.. . ...... ... ... ... ... .. .... . .. ....... . .......... . ......... .. ........ . ....... ... . .. . ..... ... . .
. .... ......... . . ........... . ......... . . ........ .. . .... .. .. . .. .... . ........ . ...... ... ... .... ..
... ..... ... . .. .. .. .... .. . ....... . . .......... . ........ . . ....... . . . ..... . . .... . .... . . ... ... . .
.......... . ......... . ...... . .. .... .. .. ... ... ... ... .. ........ .. . ........ . ...... ... .. .. ... ...
... .. ... . .......... ... ...... .... . ......... . . . .... .. . ........ . .. .... .. ....... . .... .... ... . .. .
....... . ...... . . .. ..... .. .. .. ...... .... .. ........ .. . ....... . ...... . ..... . . .... . .... . . .. ...
...... . . .. ....... . . . ....... . .. ....... .. . ... ......... . ........ ... .... . .. .... .. ... . . . ..... .. .
.... .. . ..... . . ... ......... .... . ........ . . .. . ... . .......... .. ... .. . .. ... .... ...... . ..... ..
... .. . . ...... . .. ......... .. . ...... . . . . ....... . . ..... ... .. . .. .... . ... .... . . ... .. ... . . .... .
.... . . ..... .... .......... ... . ..... ...... ..... ...... ... . .... .... .... ... .. .. . .... . .. ... . .. .
.... ........ .. .. ....... .... . ...... ... . ..... ..... .... . ..... .. . ....... . .... . ...... .. ... . . ..
. ........... ........... .......... .......... . ....... . . ...... . . ..... .. . .... . .... .. .. . ....
. .......... ........... ........... ........... ........ . . ...... . . ..... .. ... . .... ... .. ..... .
........ ... ......... .. ......... . . . ....... .. . . ...... . . ....... . ....... ....... ..... .... ... .. .
..... .... ....... .. . .. ........ .. . . ......... . . . ........ . ... .... . .... ... .... .. ... .. ... . .. . .. .
..... ... . ......... .. . ...... . . . ......... . .... ........ ... . ... . ........ ... .... .. . .... ... .. ..
..... .. .. ........ .. ......... ... . ......... . ........ . ........ .. ...... . . ..... . .... . ... . .. .. .
. .... .. ...... .. . . . ....... . . .......... .. .... ..... . ........ ........ . ...... . ... . .... .. ... .
.. .......... ... ... ....... ... ... ... .... ... .. .. .... .. . ... ... . . ..... ...... ...... ..... .... .. .
........ .. ......... . . ........ .. .. .... .. ... ... ... . ..... .. ... ..... . ... .... .... ... .. ... ...
... .... .... ...... . .... ....... . .... . ..... .. .. . .... ... . ........ .. .. .... ... .... ... .... . .. .
... .. . . ...... .. .. .. ..... .. . .... ...... ... .. ..... ..... . ... .... ... ... . ..... . .... .. . .. ...
... . . ... . .. ..... .... . ....... . .. . ....... ... ...... ..... .... . .... .... .... . .... . . ...... .. .
... ... . ...... . . .... ........ .. . ........ . ... .. .. ...... .... .. . ..... ... ... ...... .. ..... ..
. .. .. .. .... .... ........ . . . . ...... ..... . ..... . ... ..... . .... . .. .... ... ... . . ..... . .... .
. ... .... ..... . . .......... . ........... ......... . ........ .. ..... . ...... . ... . ... ... . .. .
... .. ........ . .. ........ . . ........ .......... . ......... . ....... . .... . .... .. ...... . . ..
......... . ........ .. ....... .. .. ....... .. . ....... . ........ .. ....... . .... .... .. ... . ..
.......... . ...... . . .. ....... .. . .. ........ .. ....... .. . .... . . ..... . ...... . . ... .. ..... .
.... . ... . .... ... . ... ....... . ... . ........ . . .... .. . ........ . . .... . ..... ....... . ... ...
.... . . . ........ . . ....... . . .. ..... . .. .. ..... .. .. ...... .. .. ... .. .. . . .. . .... ... ... ...
.... .. . ........ . ......... .. .... ....... . . .... ..... . ...... . ... .... .. .. .. . .... .. .... .
... .. . ........ . .......... .. . ..... .. . . ..... ... .. .. ..... ... ..... .. . ........ ... ... ..
.. .... ....... .... ....... .... . ..... ..... ... ...... ... . .... .. .. ... .. . ..... ... .. . ....
. . .. ....... .... ........ .... ...... ..... . ... ...... ... . ... .. .. ..... . ..... .. ........ .
....... ..... . .......... .......... ......... ........ . ...... . .... ..... .. ... .. ......
..... .... .......... .... . ..... .... . . ...... .. . ........ . ....... ...... ..... ..... .... .. .
....... . . ...... . . ........ . .. ....... .... .......... . ...... . ...... ..... ..... ... . . ..
...... ... . ........ ... .. ........ .. ... ...... . ..... ... . ........ .... ... .. .. .. ... ... ...
...... . . . ...... . .. . .......... . .. ...... .. ... ..... ... ...... .... .. ...... ... ..... .. .
.. .. . .. ...... .. .. .. ....... .. .. ... .... . .......... . .... ... . ... ... ... .. ... .. .. .. ...
... .... ....... ... .... . .. ..... . ....... .......... . . ........ .. ...... ... . ........ .. .
. .... . . ........ . ... ..... .. . ......... .. ....... .. .. ... .. ......... .... . .. ...... ..
... ... .. ... .. . ... ...... . .. ......... .. . ....... . . ....... . ...... ..... . .... . ...... .
....... ... ....... .. .. ..... . ... .. .......... . ... .... ..... .... ....... ... ... ... . ..
....... . . ....... .. .. .. ..... ..... ...... .. .. ...... .. . ....... . . .... .. ... ... ..... .
.... ... ... . .... . . . ... ....... .... . ..... .. .. ... .... . ........ . .... ........ . ... ...
.. . .. . ...... .. . . . ...... ... . .. .... .... .. .. ... ... .. .... .. .. ... .. . . ... .... ... ...
... ...... ...... . .. .......... .... . .... ..... ..... .... .. . .... .... .. . . ..... .. .... .
. ..... ...... . . ... ....... . .. . ...... ... ...... ..... ... ....... . .... ........ ... ..
. ... ......... . . .......... ......... ......... . ...... .. ..... . . ...... ... .. . ....
... ......... .. .......... . .......... ........ . ....... .. ...... . ... . ... ........ .
...... .. . ......... . .. ...... .. .. ...... .. ...... .. .. .... .. ... .. . .... . ... .. .. ..
... ..... . .... .... . .. ...... .. .. ....... .. . ....... . ...... ..... ..... .. ... .. ....
... ..... . ........ . ... ..... . .... ......... ...... .. ..... .. ..... .. .. ...... . ... .
.... ... . ....... .. . .. ..... . .. ...... .. . ...... ........... ...... ...... ... ......
..... . . ........ . ......... ... .... ... . .. ... .... . .. ..... .. ... ... .... ... . ....
... .. ....... .. . ......... .. ..... .... ... ... .... .. .... .. ........ ... .. ...... .
. .... ....... . ... ...... ..... ..... .... .... ........ ...... ..... ...... .. ......
... .... .... ....... .... .. ........ .. . ........ . ...... . ...... ..... .. .. .. .... ...
............ ........... ......... ........ ...... . .... .... .... ... .........
.... . .. . ....... ... .. ....... .. .. ...... .. ....... . ........ ..... ..... ... . ... .
... ... .. ........ .. . ........ . . ........ . . ....... . . ...... . ..... .... . .. ......
...... ... .. ...... . ... ...... ...... ...... .... ... . ....... ...... ... .. .... . ..
..... .. .. .. ...... .. ......... . .. ...... . .. ...... ..... ... .... . ...... ...... .
...... . .. . .... . .. .......... . .. ...... . .... ... .... ........ . ...... ..... ...
. . . .... ...... ... ... ...... .. .... ...... .. ... ..... . .. .... .. ... ... . ....... ...
. ... . . ........ .. .......... . ........ . ........ . ..... .. ..... . .... ... .... .
... . ......... . .. . ...... .. ........ . ......... . ....... . .... ..... .... ... ..
....... ... . ...... .. .. .. .... .... .. .... .. .. ........ .. . . .. ..... . .... .. .. ..
... .. ... . .... ... .. .. ..... ... .. .... ..... . ........ .... ..... ...... .. ....
... ... ... . ...... . ........ ....... .... ... ... ... .. ....... . .. ....... . ... .
.. .. . .. . ...... .. . ......... .. ........ ............. .... .. ........ ......
.. .. ... ....... .... ....... ... . ..... .... ... ..... .. . ... .... .... ... . ....
. .. .. ....... ..... ....... .... ..... .... .... .... ... ...... . .... .. ...... .
.. . ......... . ......... . ......... ......... ...... ...... ...... .. ......
........ . . ...... . . ..... . .. ... . .. ...... .. .......... ...... ... .. . ...
..... ... . ....... . ... ....... ... ...... ........ .. .. .. ...... .. ..... ....
..... ... . ........ . . ..... . . .. .. . . .. ..... ... ................ .. .. .....
... .. .. . ..... . . ....... . ... ...... ... .. ..... .. .... ..... ...... .. ....
..... ... . .... .. . .. .... . .. ........ .... ...... .. .. ......... ... ...... .
.... .. . ..... . . ...... .... .. .... ... . ... ....... ..... . ......... ......
..... ...... ..... ..... ..... .... .... ... ...... ..... .... ... .........
........ .... .. ........... . ........ . ..... . ..... .... ..... .... .......
..... ... . . ...... .. ........ . .. ......... . ..... . ...... ..... .. ..... ..
....... ... ...... ... . ..... . . ...... . .......... . ...... ... ......... .
..... . . ..... . . .. ........ .. . ....... . ...... ........ ..... ...... ...
.. ... ........ ... ... ........ ... .. ...... .. . ..... . .... ..... .... .......
...... .. .. ........ .... .... .. .. ...... .... ..... . .. . ... ..... ... .. ..
... .. ... .. .... .. . ... ..... ..... .... ...... ...... .. .. ......... ....
........ ...... ........... .. ... .... ... ... ..... ... .. ....... . ... .
. ... .. ...... . ... ........... ...... ........ ...... ..... .... ......
. .... ......... .. ........ . ....... ....... . ........ ..... ... . ....
... .......... ... ......... ...... . ......... ....... . ... ......... .
...... .. . ...... .. . ...... . .. ..... .. ................ .... .. . ...
....... ... . .... ... ... .......... .. .... ...... .. ..... ... ..... ....
... . ... . ....... . . . ...... . . .. .... ... ................... .. .....
...... . . ..... ... . ...... .. ... .... ... .. .. ... ...... ...... .. ....
.. .. .. ........ . .. ... ... ........ .... ... .. .. ....... ... ...... .
. ... . ..... . .... ....... ... ..... ....... ....... ......... ......
. .......... . ......... . ........ ....... ..... .... ... .........
... .... . ...... . .. ...... .. . .... .. . ...... ...... ... ..........
...... .. . ....... . ...... . ............ ...... .... ... ..........
... ... . .... ... . ....... . .. .... ... ...... ..... ....... ........
.. . ... ...... .. . ....... . ..... .. .......... . .... .............
... . ..... .... . .... .... . ... .... ... ...... ..... ... .........
...... ......... .... ........ . ...... . ..... ..... .... ... ....
.... ... ......... .. ...... .. ........ . . ..... ... . ...... ... ..
.... .. .. ....... .. ....... ......... .... .... .. .. ...........
..... . ........ . .. ...... .. ....... ...... . .......... ..... .
... ......... ............. ........ . ...... ..... .... .......
...... .. .. ...... ... . ........ .. ... ....... ......... ... . ...
...... ... .... ............ .... .. .. ......... .. ...... ....
.. . .. . . ....... .. . ......... ... .......... ...... ..... .....
..... ... ...... .. .. ...... ... .... ... ....... ....... .. ....
. .. ... ....... ... ..... . ......... .. ... ...... .......... .
.. . ........ . . ......... ........ ....... .......... ......
..... ... . .... ... .. ...... .. . ....... ..... .... ..........
......... . ...... . ..... ............. ..... ... ..........
..... ... . ... ... . ....... ... ....... ... . ........ ........
. ... .. ........ . ...... .. ..... ....... .... .............
. .... ..... . .... ..... .... .... ...... ..... ... .........
..... ... . .... .. . ........ .. .... .. ..... ...............
.. ..... . ....... . ....... ...... .......... .............
.. . ... .... .... . ....... . .... .... ...... .... ..........
. .. .. ...... . . ...... . ...... .... ...... .... .........
........ .. ...... .. ..... .. . ..... . ...... ... ........
..... . . ...... . . ....... . ...... .. ...... ... ... .....
..... .. ... ...... ..... ...... ...... ...... ...... .. ...
....... ...... .. .......... .. .. ......... ..........
. .... .. ....... .... .............. ...... ... ........
..... .. ...... .. ...... ..... .............. .. ....
..... ........ . ..... .. ....... ....... ... ....... .
..... . ... .... ... .. ......... ...... ... ...........
........ . ..... ....... ........... .... ..........
.... ... . ... ... ........... .... . ................
. ..... ....... .. ...... ....... ..................
. . ........ .. ......... ....... ..... ... .........
...... .. . ........ ...... .. ...... ...............
....... . ......... ...... .... ...................
... .... ........ . .... ........... .... ..........
... . ........ . ....... .... ...... .... .........
...... . . ...... . .... . ..... ..................
... .... .... ... ...............................
.... .. ... .. .. .... . ...... ...................
... ... ......... ... ....... ..... .... ........
.... ... .... ... ....... ..... ......... .....
......................... ..... ... .........
.... . ... .... ............. .... ...........
...... ....... ...... ......... ...........
... ... .... ........... . ........ .........
.... ........ ....... . ...................
..... ..... ...... ........ ................
......... ........ .... ..... ..............
....... ..... ................ ..........
..... ......... ..... ...... .... .........
....... . ..... . ..... ..................
.... ... ... ............................
. .. .. ..... . ...... ...................
.. ....... .............................
. .......... ...........................
......... ....... ..... ... ... ......
...... ...... ......................
...... ..... ..... ................
... ...... ... ........... .........
..... ... .........................
.............. ..... ..............
.... ..... ......................
............ ....... .... .........
...... . ...... ..................
... ............................
... . ....... ...................
.. .............................
.... ...........................
................................
..........................
.... .......................
..... ....... ..............
... ....... ................
....... ...................
.........................
..... ....................
.........................
........................
.........................
..........................
.....................
....................
.....................
...................
...................
...................
.................
..................
..................
................
..............
..............
.............
.............
............
...........
..........
.........
........
.......
......
.....
....
...
..
.
0 50 100 150 200 250 300
0
50
100
150
200
250
300
n2
n1
Figure 1: Sparsity of the Hamiltonian matrix Hn1,n2 for Np = 4 particles and Ns = 11 single-particle levels. Black points are non-zero matrix
elements of two-body interaction (after [33]).
instance, an unusual result was observed in a simple simulation [36] for few fermions occupying a single level with
a large total angular momentum quantum number j and interacting through all types of two-body matrix elements
of random magnitude but restricted by rotational invariance. The new aspect here is the interrelation between non-
overlapping classes of states due to the dynamics driven by the same Hamiltonian. The unexpected result is a clear
predominance of ground states of total spin J = 0. Statistical considerations [37] qualitatively explain this by assuming
that the wave functions are randomized and prefer maximal or minimal values of total spin (precursor of ferromagnetic
or anti-ferromagnetic order). It is interesting that the observed effect seems to be different from the spin glass system
[38], where the ground state spin on average grows as the square root of the number Np of interacting spins. Other
regular collective effects also appear with significant probability in such systems with random interactions [39, 40],
where a quantitative theory is still absent.
One can also use random interactions in order to study possible landscapes arising in the sectors with different
values of random parameters. This was done in the interacting boson models [41], where it was possible to delineate
the parameter space areas corresponding to different symmetries of the system, and in the nuclear shell model [39],
where the random interactions allowed one to find out the sectors of the random parameter space responsible for the
predominance of prolate deformation of the mean field.
2.4. Realistic models
In order to demonstrate our approach to the problem of thermalization, below we consider few realistic models
of interacting spins-1/2, as well as the nuclear shell model widely used in nuclear physics. Contrary to TBRI, these
models are deterministic since they have no random entries. However, under some conditions their main properties
can be compared with those described by random TBRI Hamiltonians.
2.4.1. Spin-1/2 models
Spin-1/2 models describe systems experimentally studied with nuclear magnetic resonance, optical lattices and
trapped ions. They also model real magnetic compounds and quantum computers. Two models of interacting spins
1/2 are considered here. One is completely integrable (analytically solvable), and the other is non-integrable [42, 43].
The Hamiltonian for the integrable case (Model 1) has only nearest-neighbor (NN) interaction:
H1 = H0 + µV1, H0 =
L−1∑
i=1
J
(
S xi S
x
i+1 + S
y
i S
y
i+1
)
, V1 =
L−1∑
i=1
JS zi S
z
i+1, (2.5)
where H0 corresponds to the unperturbed part of the Hamiltonian and determines the mean field basis, and µ is the
strength of the perturbation. Above and below, L is the number of sites, and S x,y,zi are the spin operators at site i. We
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assume both J and µ positive, thus favoring anti-ferromagnetic order. The coupling parameter J determines the energy
scale and will be set to 1.
The unperturbed part H0, known as the flip-flop term, is responsible for moving the excitations through the chain.
It is integrable and can be mapped onto a system of noninteracting spinless fermions [44] or hardcore bosons [45].
The Hamiltonian remains integrable with the addition of the Ising interaction V1, no matter how large the anisotropy
parameter µ is. The total Hamiltonian H1, referred to as the XXZ Hamiltonian, can be solved with the Bethe ansatz
[46].
Model 2 is described by the Hamiltonian,
H2 = H1 + λV2, V2 =
L−2∑
i=1
J
[(
S xi S
x
i+2 + S
y
i S
y
i+2
)
+ µS zi S
z
i+2
]
, (2.6)
that includes both nearest and next-nearest-neighbor (NNN) couplings. Here the mean-field is defined by H1 which
is the same XXZ Hamiltonian as in Model 1. The parameter λ ≥ 0 refers to the relative strength of the NNN
exchange determined by the perturbation V2 and the NN couplings characterized by H1. The dynamics generated by
this Hamiltonian becomes chaotic when the strengths of the NN and NNN couplings are comparable. In particular,
for finite systems, there is a threshold value of λ above which the level spacing distribution becomes of the Wigner-
Dyson form [47, 48, 49]. The threshold value decreases as L increases suggesting that, in the thermodynamic limit,
the Wigner-Dyson distribution might be achieved with an infinitesimally small integrability breaking term [50, 51].
Both Model 1 and Model 2 conserve the total spin in the z direction, Sztot. The Zeeman splittings, caused by a
static magnetic field in the z direction, are the same for all sites and are not shown in the Hamiltonians above. We
note that the presence of random Zeeman splitting [52, 53, 54] or even a single Zeeman splitting different from the
others [55, 56, 51] can also led Model 1 to show a Wigner-Dyson distribution. A comparison between the latter case
and Model 2 is presented in Ref. [51].
Figure 2: (Color online.) Absolute values of the matrix elements of Model 1, eq. (2.5), left panel, and Model 2, eq. (2.6), with λ = 0.5 (right panel)
for L = 12 and µ = 0.5. The mean-field basis is ordered in energy. Only even states are considered. Light color indicates large values (after [43]).
In Fig. 2 the structure of the Hamiltonian matrices is shown for both models in the basis of H0 for Model 1 and
in the basis of H1 for Model 2, for typical values of control parameters. The global structure of these Hamiltonians
is similar to that emerging for the TBRI Hamiltonian (2.3), although some peculiarities of the Models 1 and 2 can
be seen. We observe a more regular structure of the Hamiltonian for the integrable Model 1 in comparison with the
non-integrable Model 2. Some kind of symmetries can be detected for Model 1, which can be treated as a fingerprint
of the integrability of this model. In spite of this, many properties of the eigenstates, as well as of the dynamics for
these two models look quite similar and can be compared with those of the TBRI model (2.3) with random two-body
interaction.
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2.4.2. Nuclear shell model
Another example of a model describing physical systems with global features similar to TBRI is the nuclear
shell model (frequently called configuration interaction). Various versions of this model have similar global features.
Here the nucleons are supposed to move in the mean field (for example, that of the isotropic harmonic oscillator
with added spin-orbit coupling or another potential well) and interact through two-body interactions allowed by the
global conservation laws (angular momentum, parity, isospin, JΠT ). The orbital space is truncated; one of the best
examples is provided by the sd-model that includes, both for protons and for neutrons, only three j-levels, d5/2, d3/2
and s1/2, whose energies are taken as parameters. Supposedly, this space should describe all isotopes between doubly-
magic oxygen, 168 O8, and calcium,
40
20Ca20. Only 63 two-body matrix elements conserving the constants of motion
are possible here; they are taken from experimental data and renormalized to account for the truncation of the space
[1]. Thousands of observables corresponding to low-lying nuclear states and transition rates between them are well
described, and this characterizes the reliability of the model as a powerful working tool [57]. Varying the input, one
can extract the matrix elements mainly responsible for specific observable trends [39]. Similar constructions are used
in atomic physics, quantum chemistry, and for cold atoms interacting in traps [58, 59, 60].
In models of this type the full large-scale diagonalization of Hamiltonian matrices in each (JΠT ) sector provides
much more eigenstates than resolved experimentally, especially at high energy where the level density increases ex-
ponentially. Then we have at our disposal a good model of interacting fermions without any random parameters. With
an increase of excitation energy and level density, the stationary states become exceedingly complicated combinations
of simple single-particle excitations. Then the fully deterministic system reveals the signatures of quantum chaos,
which, therefore, becomes a generic property of the conglomerates of interacting particles. These signatures are close
to those of band random matrix ensembles even if the distributions of many-body matrix elements are not Gaussian.
3. Strength Functions
3.1. Definitions
The original Wigner’s motivation for utilizing banded random matrices was a physical interest in the so-called
strength function. The relation to physical aspects of the strength function was for the first time introduced in appli-
cation to molecular potential energy curves by Rice [61]; the useful formulation can be found in the book [62]. The
strength function Fk(E) refers to the fragmentation of a basis state |k〉 over exact eigenstates |α〉 of the full Hamiltonian
(2.1),
H|α〉 = Eα|α〉. (3.1)
We introduce the expansion of the eigenstates in the form
|α〉 =
∑
k
Cαk |k〉, |k〉 =
∑
α
Cα∗k |α〉; (3.2)
here and below, the notations use the low indices for the basis states, and upper indices for the exact eigenstates. The
expansion of |α〉 depends on the choice of the basis and in our problem the natural choice is the basis of the eigenstates
of H0: if H0 corresponds to the mean field, the first expansion (3.2) shows the degree of mixing of “simple” mean-field
states in the actual wave function of an eigenstate.
Wigner defined the strength function (SF) as the weighted level density [see below Eqs. (3.8) and (3.9)],
Fk(E) =
∑
α
|Cαk |2δ(E − Eα). (3.3)
The strength function is normalized, ∫
dE Fk(E) =
∑
α
|Cαk |2 = 1, (3.4)
and its centroid, Ek, coincides with the diagonal matrix element of the full Hamiltonian in the basis state |k〉,
Ek ≡
∫
dE Fk(E)E =
∑
α
Eα|Cαk |2 = 〈k|H|k〉. (3.5)
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The inclusion of diagonal matrix elements of V in H0 eliminates the degeneracy often encountered in the mean-field
picture of non-interacting particles.
The second moment of the SF,
σ2k =
∫
dE Fk(E)(E − Ek)2, (3.6)
characterizes the dispersion of the fragmentation. As it is easy to see, the dispersion can be found as a sum of all
squared off-diagonal matrix elements along the k-th line of the original Hamiltonian matrix,
σ2k = (H2)kk − (Hkk)2 =
∑
k′,k
|Hkk′ |2. (3.7)
It is practically important that both quantities, centroid and dispersion, can be found from the matrix of H without
actual diagonalization. The higher moments of the strength function can be also defined in a similar way.
With the aid of the density of states normalized to the total dimension N of the Hilbert space,
ρ(E) =
∑
α
δ(E − Eα),
∫
dEρ(E) = N , (3.8)
the SF (3.3) can be written as
Fk(E) = ρ(E)〈|Cαk |2〉Eα=E (3.9)
where the averaging 〈...〉 is performed over a number of states with energy close to E. This expression justifies the
term frequently used, especially in condensed matter physics, local density of states (LDOS), for which the lattice
sites are taken as an unperturbed basis thus representing the density of electrons at a specific site.
In theoretical analysis, quite often it is more convenient to treat the average (3.9) as the ensemble average, assum-
ing that it gives the same result. In a numerical approach, it is also possible to use the so-called “moving window
average” when the averaging is performed for a specific eigenstate with energy E smoothing the function |Cαk |2 by
changing the index k. Such a procedure is justified if the global structure of eigenstates remains the same under a
small shift of the eigenenergy E. While at high level density the components of individual states can strongly fluc-
tuate, the SF assumes a smooth envelope in the energy representation for a fixed k (or, which is the same, along the
scale of the unperturbed energy ǫk of H0 associated with the basis state |k〉), see, for example, Ref. [63]). In other
words, the strength function is a smoothed projection of a basis state |k〉 onto the exact states |α〉, given in the energy
representation. If normalized to the mean energy level spacing, the strength function Fk(E) characterizes an effective
number Npc;k of principal components of stationary states |α〉 which are present in the basis state |k〉.
Alternatively, one can speak of a smooth projection of an exact state |α〉 onto the basis states |k〉 expressed in the
energy representation, due to the one-to-one correspondence between the index k and the corresponding energy ǫk of
an eigenstate of H0. Then we come to the envelope of an exact eigenstate of H in the basis of H0, termed shape of
the eigenstate, that will be discussed later in connection to the chaotic structure of eigenstates. The weight matrix of
components,
wαk ≡
∣∣∣Cαk ∣∣∣2 = |Ck(Eα)|2 , (3.10)
contains important information about the structure of both, eigenstates and strength functions.
It is important to note that the strength function and the shape of eigenstates have a well defined classical limit
in the case of fully chaotic classical motion. If the system under consideration has a clear classical analog, the
unperturbed energy E0 is not constant along a classical chaotic trajectory of the total Hamiltonian H = E. Instead,
it ergodically fills the volume created by projecting the surface corresponding to H0 onto that of H. The form of
the distribution of the energies E0 is the classical counterpart of the quantum strength function. Conversely, if one
keeps the unperturbed energy E0 fixed, the bundle of trajectories of the total Hamiltonian H that reaches the surface
H0 = E0 has a distribution of total energy E. In the quantum case, this distribution is nothing but a smooth envelope
of an eigenstate of H given in the energy representation. The quantum-classical correspondence for the strength
functions, as well as for the envelopes of eigenstates, has been thoroughly studied in Refs. [64, 65, 66, 67, 68, 69, 70,
71, 72, 73, 73] for various models of interacting particles.
From the viewpoint of time-dependent evolution, the strength function shows the spread of excitation initially
concentrated in a specific basis state |k〉 over other basis states due to the residual interaction V . If the interaction does
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not modify the boundary conditions, the unitarity of the transformation implies that the coefficients (Cαk )∗ describe the
spreading of the simple state |k〉 over stationary states |α〉. For time-reversal invariant systems, these amplitudes can
be taken as real. The knowledge of the matrix Cαk for a given basis |k〉 and of the energy spectrum Eα gives complete
information about the system.
An example of the structure of the matrix wαk is shown in Fig. 3 for the model of four interacting spins-1/2 on
a twelve-site one-dimensional lattice. One can see that both the strength functions (different α for a fixed k) and
the eigenstates (different k for a fixed α) are, globally, quite similar, occupying only a fraction of the basis |α〉 and
|k〉, respectively. The restricted spreading is due to the finite range of interaction between the particles reflected by
the band-like structure of the total Hamiltonian H in the chosen mean-field basis. The knowledge of the matrix of
components wαk allows one to predict the conditions for the onset of chaos and thermalization, as will be discussed
later.
Figure 3: Matrix wαk of squared components of eigenstates for Model 1 of interacting spins 1/2 with µ = 0.5. Enhanced lightness corresponds to
large values, black points stand for vanishing or very small values (after [43]).
When the number of significant components Cαk in Eq. (3.2) is large, the averaging and the summation can be
replaced by an integration. Strictly speaking, this is correct when these components fluctuate around their mean
values and can be considered as pseudo-random quantities. As discussed below, the condition of a large number of
pseudo-random components in exact eigenstates can be used as a criterion of chaos in quantum systems. In the case
of a completely random perturbation V , the procedure of introducing a smooth energy dependence for the SF is well
supported provided the number Npc;k of principal components Cαk is large enough.
We can illustrate this approach with examples from the nuclear shell model [63]. The exact diagonalization of the
semi-phenomenological Hamiltonian matrix describing the low-energy spectrum of 28Si in the orbital space truncated
to the sd-shell allows one to find all energies and wave functions with conserved quantum numbers (in this example
JπT = 0+0) in the mean-field basis of non-interacting particles. The space dimension in this example is equal to
N = 839 which is sufficiently large to extract statistical properties. The left part of Fig. 4 shows nine individual
strength functions Fk(E − Ek) in the middle of the spectrum. On the right part of the same figure one can see that
strong fluctuations are rapidly smeared by averaging over 10, 100, or 400 states. As a result, we come to the generic
SF as a bell-shape function around the centroid Ek.
The analytical evaluation of the strength function was found to be extremely difficult even for the relatively simple
Wigner BRM model (2.2) (for details and discussion, see Ref. [22]). Only in some limiting cases it was possible to
derive an explicit expression. In order to understand how the typical shape of the strength function depends on the
control parameters of the Hamiltonian H, we start with what is often considered as a standard model [62, 63].
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Figure 4: Left: the strength functions for individual 0+0 basis states |k〉 in the middle of the spectrum (histograms), versus the energy distance
E − Ek from the centroid of the unperturbed state |k〉. Right: the strength function averaged over 10, 100 and 400 JΠT = 0+0 basis states in the
middle of the spectrum, panels (a)-(c), respectively. The bin size is 1 MeV (after [63]).
3.2. Standard model of strength functions
In this approach we single out a specific basis state |k〉 and assume that the rest of the Hamiltonian matrix is
pre-diagonalized so that we have there an intermediate basis |ν〉, ν = 1, ...,N − 1, with diagonal matrix elements
as “unperturbed” energies eν, whereas the original state |k〉 with unperturbed energy Ek is coupled to the states |ν〉
through the matrix elements
hkν =
∑
k′,k
Hkk′〈k′|ν〉. (3.11)
This construction is playing here the role of a doorway in the sense that any external perturbation acting on the state
|k〉 will percolate to other states only through those coupling matrix elements. The idea of doorway going back to
Bohr’s compound nucleus is fruitful in many situations where the action of an external agent on a complex system
can be considered as a multi-step process started at a specific (non-stationary) state; a more general consideration can
be found in Ref. [74]. In our case, all neighboring states are of a comparable degree of complexity. It seems natural to
begin with the assumption that the omission of one “generic” state does not strongly distort the statistical properties
of the dense spectrum, so that the density of states |ν〉 is close to the genuine density of eigenstates of the total H.
The matrix with diagonal entries eν, Ek and off-diagonal elements hkν = h∗νk can be diagonalized analytically in
order to get the stationary states |α〉 whose energies Eα are the roots of the dispersion equation
Xk(Eα) ≡ Eα − Ek −
∑
ν
|hkν|2
Eα − eν
= 0. (3.12)
The new roots Eα, which do not depend on the choice of the excluded state |k〉, are located in between the values of
eν, except for a possible special “collective” state that can emerge at the edge of the spectrum. For a given energy Eα,
the squared amplitudes of the wave functions |α〉 are given by the corresponding residues of the exact Green function
G(E) = (E − H)−1 in the poles (3.12),
wαk = (Cαk )2 =
(
dXk(E)
dE
)−1
E=Eα
=
1 +∑
ν
|hkν|2
(Eα − eν)2

−1
. (3.13)
The further analysis requires additional knowledge.
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The standard model of strength functions is based on several critical assumptions: (i) the background spectrum
eν covers a large interval of energies that, for a state |k〉 far from the edges, can be considered infinite; (ii) this
spectrum is rigid with relatively weak fluctuations around the mean value of the level spacing, D, as is the case for
canonical random matrices; (iii) the coupling strengths |hkν|2 are uncorrelated with energies eν and fluctuate around
their typical value 〈h2〉; and (iv) the spectrum is dense so that D2/〈h2〉 < 1 which means that the residual interactions
are sufficiently strong. We can note that in realistic nuclear calculations the uniformity of the eigenstates is indeed
observed: the dispersion (3.6) is practically the same for all many-body states originating from the same occupation of
single-particle orbitals, both in standard shell-model examples [1] and in the modern multi-configurational approach
[75].
Using these assumptions, one can approximately calculate the sum in Eq. (3.12) and come to the SF of Breit-
Wigner shape,
Fk(E) = 12π
Γk
(E − Ek)2 + Γ2k/4
, (3.14)
where the spreading width Γk (sometimes denoted as Γ↓ in distinction to Γ↑ that describes the width with respect to
the decay into continuum) does not depend, in this approximation, on the choice of the typical state |k〉 being given by
the Fermi golden rule,
Γ = 2π
〈h2〉
D
. (3.15)
In spite of the form typical for perturbation theory, the Fermi golden rule result has broader applicability. The original
Wigner model (2.2) assumed an equidistant spectrum of the background states which is not necessary. The conditions
for the validity of the golden rule can be formulated [22] as the double inequality D ≪ Γ ≪ ∆V , where ∆V is the
bandwidth of the matrix V in the energy scale, ∆V ∼ bD ≡ b/ρ0, characterizing the effective energy width of the
interaction V . This means that the interaction is sufficiently, but not excessively, strong.
Figure 5: The Breit-Wigner fit (solid curves) and Gaussian fit (dashed lines) to the central part of the 400-state strength function (histograms), panel
(a), and the same fits on the logarithmic scale, panel (b). The bin size is 100 keV (after [1]).
The result (3.14) corresponds to a pure exponential decay in time, ∝ e−Γt, of the survival probability of the initial
quasistationary state |k〉 with the mean lifetime τ ∼ ~/Γ. Similarly to the radioactive decay [76], this cannot be exact
[77], which would lead to the divergent energy dispersion (3.6) (effectively, an infinite energy range of interaction).
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However, the golden rule might give a satisfactory approximation to the central part of the SF. Fig. 5 shows that, in
a realistic shell-model example, such an average description turns out to be reasonably good away from the remote
wings.
In the case of a full random matrix standing in place of V , the perturbation mimics an extremely large bandwidth,
b → ∞. Therefore, in this case only the left part of the inequality, D ≪ Γ, comes into play, and the Breit-Wigner form
of the SF emerges for any strong perturbation. In realistic models with one-body chaos, such as quantum billiards, the
dependence of the width of the SF on the strength of interaction with rigid walls may be tricky [78, 79].
For a more generic model (2.2) with a finite perturbation range (corresponding, for example, to the inter-particle
interaction), the form of the SF changes with increasing V and eventually approaches the standard semicircle with the
radius R = 2v
√
2b [11, 12, 13, 14, 80, 22] determined by the specific interaction V and the width b of the band. As
a result, one can conclude that, generically, the limiting form of the SF (when increasing the perturbation strength) is
given by the density of states defined by the perturbation V only. This fact was discussed when analyzing the SF for
the TBRI matrices, see details in Ref. [81].
It was demonstrated that the shape of the SF in the model (2.3) undergoes the transition from the Breit-Wigner
to the Gaussian. Such a transition is typical for closed systems of interacting particles. For the models 1 and 2 of
interacting spins, Eqs. (2.5) and (2.6), this transition is perfectly manifested by the numerical data presented in Fig. 6.
Moreover, as shown in Ref. [82], the change of the SF to the Gaussian corresponds to the predictions for Wigner
BRM. Namely, the transition between the two different shapes, Breit-Wigner and Gaussian, occurs at Γ ∼ σk, where
Γ is the Breit-Wigner width (3.14) and σ2k is the variance of the strength function defined by Eq. (3.7). Note that Γ
is proportional to the square, v2, of the perturbation strength, unlike σk which is proportional to v. As will be argued
below, such a change of the shape of the SF is directly related to the onset of strong chaos revealed both by the chaotic
structure of eigenstates and by the statistical relaxation of an initial excitation to a steady-state distribution. Analytical
attempts to derive the generic form of SF covering the whole transition from the BW to Gaussian, can be found in
Refs. [83, 2, 84, 85, 86].
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Figure 6: (Color online.) Strength functions for Model 1 (left) and Model 2 (right) for basis states away from the edges of the spectrum of the total
Hamiltonian H (as in Fig. 22). Numerical distribution: red shaded area; fitted Breit-Wigner shape in the middle panels: squares. Full curves are
Gaussians with the variance σ2k obtained from the Hamiltonian matrix through Eq. (3.7); L = 18 and Sztot = −3 (after [87]).
The “standard” model approximately works also for collective states, as giant resonances in nuclei which indeed
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play a role of doorway states in the processes of excitation by an external field of corresponding symmetry, or for
any simple mode coupled with the background of complicated states through weakly fluctuating matrix elements. It
can be generalized for the practically important case when the states under consideration do in fact belong to the
continuum [88]; then the interrelation between the characteristic spreading time and decay time of the background
states, or between the widths Γ↑ and Γ↓, plays the main role. This leads to interesting phenomena observed in the
experiment with an increase of energy: restoration of purity of the collective state and, on the other hand, loss of
collectivity when the excitation proceeds through the background states which decay before feeding the collective
state. Here the main role is played by the competition between the characteristic time of fragmentation of a collective
resonance into background states of a complicated nature and the continuum decay of those states. This physics is
outside of the scope of this review.
3.3. Beyond the standard model
There are various effects which restrict the applicability of the golden rule (3.15). In the limit of very strong cou-
pling, a doubling phase transition is expected that can be seen already from the equations of the preceding subsection.
The Breit-Wigner shape corresponds to a spreading width much smaller than the region a ∼ ND covered by the back-
ground states. In the opposite limit, Γ ≫ a, the secular equation (3.12) predicts [63] that the strength is accumulated
in two peaks on both sides of the unperturbed centroid,
Eα ≈ Ek ±
∑
ν
h2kν

1/2
. (3.16)
One can note that this limit determines the extremal spreading width Γ ≈ 2σ in terms of the dispersion (3.7) of the
original doorway state. This effect, also known in quantum optics, was observed in the Mott metal-insulator phase
transition [89] as transfer of the quasiparticle strength to the so-called Hubbard bands. In nuclear physics it appears, in
the strong coupling limit, in the spreading widths of giant resonances [90] and of highly-excited single-particle states
interacting with many phonon modes [91].
The physical mechanism of the doubling transition can be understood by analogy with the formation of collec-
tive modes usually described by the random phase approximation. The background states interact among themselves
through the selected state |k〉. If this interaction is sufficiently strong a collective state is formed as a coherent com-
bination of the background states. Having the same quantum numbers, the original state and the newborn collective
mode repel each other and form the two peaks predicted in (3.16) which concentrate the significant fraction of the total
strength [in the limit (3.16) the whole strength is evenly divided between the two peaks]. If the coherent interactions
responsible for the excitation of collective modes are absent and the system is close to chaoticity, the corresponding
limit of the SF will be a semicircle with radius R ≈ σk, where σ2k is again the average second moment (3.6) and the
effective spreading width is Γ = 2
√
3σk [1, 80].
As it usually happens, realistic atoms and nuclei are typically between the two limits, and the shape of the SF
evolves from the Breit-Wigner behavior at the center to the Gaussian behavior with faster decreasing wings. In
many practical examples, the spreading width is not proportional to the square of the coupling matrix elements as in
Eq. (3.15) but it is rather a quantity of the order of σ, i.e. depends linearly on the magnitude of the interaction. Being
a product (3.9) of the level density and the average weight of simple components, the SF in the Gaussian regime is
rather stable when the interaction is broadening the distribution keeping more or less intact the average shape. In
application to banded random matrices, various limits of the spreading width were studied in Refs. [92, 93].
The actual manifestations of Breit-Wigner and Gaussian strength functions are seen in the spreading widths of
multiple giant resonances (overtones) observed in nuclei [94, 90]. Such collective excitations can be treated as two-
and three-phonon vibrational levels. In the harmonic approximation reasonable for the qualitative description, the
spreading width Γ2 of the double excitation is given by a convolution of two single-phonon strength functions with
widths Γ1. In the Breit-Wigner limit this would lead to Γ2 ≈ 2Γ1, while for the Gaussian shape Γ2 ≈
√
2Γ1, in better
agreement with experiment. In such considerations it is implicitly assumed that the phonon spreading width does not
significantly change with excitation energy: the density of background states grows with the excitation energy while
the coupling matrix elements are quenched. For the giant resonances, as well as for isobaric analog resonances [95],
this is a reasonable assumption based on the so-called N-scaling [96, 97].
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Consider a transition between a “simple” state |k〉 and a “chaotic” state |α〉 by a “simple” operator ˆQ, let say of
one- or two-body nature,
〈k| ˆQ|α〉 =
∑
k′
Qkk′Cαk′ . (3.17)
Simple operators can change orbits of only one or two particles and, due to selection rules, the number of non-zero
matrix elements Qkk′ is small, let say νQ. For typical mixture amplitudes Cαk of the order 1/
√
N, where N is the
number of the principal components of the state |α〉, and for typical single-particle matrix elements q, we come to the
estimate of suppression,
〈k| ˆQ|α〉 ≈ qνQ√
N
. (3.18)
Similarly, we can roughly estimate the mixing between two chaotic states,
〈β| ˆQ|α〉 =
∑
kk′
Cβ∗k Qkk′Cαk′ . (3.19)
In the same spirit, taking into account the random character of the mixing coefficients and assuming the same degree
of complexity N of the states |α〉 and |β〉 we find
〈β| ˆQ|α〉 ≈
√
N
1√
N
qνQ
1√
N
=
qνQ√
N
, (3.20)
that is the same suppression as in the previous case (3.18). This way of arguing is based mainly on the assumption of
the uniform degree of complexity of mixed chaotic states, in the same energy region they “look the same” from the
viewpoint of any “simple” operator [98]. This is, as we will stress later, the root to understanding the thermalization
in an isolated system.
The existence of N-scaling leads to important trends of chaotic enhancement of perturbations. One of the spec-
tacular effects is related to weak interactions which are known to violate parity conservation. Large manifestations
of parity violation were observed in scattering of longitudinally polarized slow neutrons off various nuclei. Usual
estimates of this effect as coming from the mixing of single-particle levels of opposite parity predict the relative dif-
ference of total cross sections for left and right neutron helicities on the level of 10−7 ÷ 10−8. The actual effect is
in many cases much greater, up to 10%, see review articles [99, 100, 101, 102]. As mentioned earlier, the narrow
neutron resonances at very low energy correspond to long-lived compound states of a neutron captured by the target
nucleus. The long lifetime of such a resonance allows the intrinsic equilibration (its relation to thermalization will be
discussed later). The presence of many, N ≫ 1, incoherent simple components in the wave function of a compound
nucleus is a signature of quantum chaos. In heavy nuclei at neutron threshold energy, N reaches 106. According to
Eq. (3.20), the matrix elements of the weak interaction mix the complicated states of opposite parity, in this case s-
and p- neutron resonances, are suppressed by a factor 1/
√
N. However, in this energy region the combinatorial level
density is increased proportionally to the same factor N. Then the golden rule estimate (3.15) shows the enhancement
of parity non-conservation by
√
N, of the order 103. An additional factor of the same order comes from the kinematic
gain in the neutron width for mixed resonances, Γ(n)s /Γ(n)p ∼ 103.
Another related effect is the enhancement of the asymmetry of fission products with respect to the neutron spin
direction in fission of heavy nuclei induced by slow polarized neutrons; here there is no kinematic factor but the
chaotic mechanism again produces the enhancement of the order
√
N ∼ 103 − 104. As follows from the experiment,
the asymmetry is the same in numerous decay channels which differ in the mass distribution of fragments and kinetic
energy distribution [103]. This independence confirms that the enhancement is generated in the compound nucleus,
prior to the choice of a certain decay channel by a fissioning nucleus. For more details concerning the violation of
fundamental symmetries and chaotic enhancement we refer the reader to review articles [101, 102, 104]. There are
also numerous examples of chaotic enhancement in tunneling or mixing of very different configurations in many-body
systems that occur at close energies, for example different shapes [105] or long-lived isomers [106].
One can notice that in the regime of N-scaling the numerator and the denominator of the golden rule (3.15)
have approximately the same 1/N dependence. This is equivalent to the saturation of the spreading width when the
system reaches the chaotic limit. Isobaric analog resonances (IAR) in nuclei are the excited states, frequently in the
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continuum, which belong to the same isospin multiplet as the ground state of the neighboring nucleus [107]. A vast set
of data accumulated on the IAR [95] shows that their typical spreading width is indeed of the same order of magnitude
in different nuclei, for very different spins, isospins and excitation energy.
Finally, the remote wings of the SF are probably neither Breit-Wigner nor Gaussian. Vast numerical material stored
in the experience with large-scale shell-model diagonalization demonstrated [63, 1] that the characteristic behavior at
the tails in such cases is exponential. The exponential regime starts at a distance larger than 2σ from the centroid. This
fact, analyzed and mathematically justified in [108], was laid in the foundation of the practical method of exponential
convergence [109, 110, 111]: a regular progressive truncation of large Hamiltonian matrices ordered in a certain way
is performed starting with few steps allowing full numerical diagonalization; after that the exponential regime sets
in and the exact energy levels of low-lying states, first of all of the ground state, can be obtained by straightforward
exponential continuation in a function of the dimension. The steady pressure of many small admixtures of highly
excited chaotic states gradually included by the increase of the dimension brings the low-lying states down. Based on
ideas of quantum chaos, this approach works without exceptions. The exact knowledge of the ground state energy is
necessary for astrophysical reactions, where the level density is a vital ingredient of all calculations. Recently, on this
basis, a successful algorithm for calculating spin- and parity-dependent level density was constructed [112, 113].
4. Chaotic Eigenstates
4.1. Qualitative discussion and a little of history
The problem of quantum chaos was initially referred to one-body quantum systems, fully deterministic but with
strong chaos in the classical limit. As was discovered numerically, the properties of such quantum models as the
kicked rotor [114, 115, 116] and fully chaotic billiards [117, 118, 15, 16] strongly depend on whether the motion is
regular or chaotic in the corresponding classical counterparts. It was understood that, unlike classical chaos that is
due to the local instability of motion, in quantum chaotic systems the properties of spectra and eigenfunctions have
to be compared with those described by full random matrices. It was argued [119, 120] that for integrable systems
the nearest level spacing distribution P(s) is generically quite close to the Poisson distribution emerging as a result of
absence of correlations between eigenvalues (see also discussion and references in Ref. [116]).
For a long time the numerical check whether the form of P(s) is close to the Wigner-Dyson distribution has served
as the main tool for the characterization of quantum chaos. On the other hand, it was also numerically observed [117]
that the eigenfunctions of the stadium billiard have a quite complicated structure in the position representation. These
results have led to the conjecture that the eigenstates of chaotic billiards may be compared to plane waves with random
amplitudes [121]. Later, the complex structures of eigenstates were confirmed for many autonomous systems, as well
as for time-dependent systems with external periodic perturbations (for references, see, for example, [116]).
Initially, the study of quantum chaos was restricted to models of a single particle interacting with external fields.
As a result of extensive studies, currently the theory of one-body chaos is developed in great details (see for example,
[122, 123, 124, 125] and references therein). On the other hand, many problems of many-body chaos occurring in
quantum systems of interacting particles are not resolved yet. Recently, the burst of interest in many-body chaos has
been triggered by the remarkable progress in experimental studies of trapped systems of bosons and fermions [126]
and large-scale exact diagonalization of Hamiltonian matrices for systems of interacting particles.
It is understood now that the level spacing distribution P(s), although serving as a common test for distinguishing
between integrable and non-integrable models, is not effective in application to many-body chaos. First, this quantity
that requires precise knowledge of relatively long consecutive series of energy levels of fixed symmetry often is
far from being experimentally accessible. Second, the level spacing statistics is typically a weak characteristic of
quantum chaos that appears already in the first stages of the process of chaotization. Third, the presence or absence
of the Wigner-Dyson level spacing distribution cannot be a necessary condition for classical chaos: for instance,
a transition from the Poisson to Wigner-Dyson distribution was found in Ref. [127] in the energy spectrum of the
Bunimovich billiard, which is known to be fully chaotic. Finally, in many realistic systems the behavior of various
observables is not directly related to the spectral statistics and continues to evolve with the strength of the perturbation
after the function P(s) has been stabilized.
In this situation the knowledge of the structure of the eigenstates turns out to be decisive in understanding regular
or chaotic properties of realistic systems. In what follows, we define quantum chaos in terms of the (chaotic) structure
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of eigenstates, rather than in terms of the level statistics. This idea of shifting the definition of chaos onto individual
eigenstates, rather than just on the spectral statistics, has been exploited in Ref. [128]. Specifically, it was suggested
to define quantum chaos occurring in an individual eigenstate by the vanishing correlation function between the
eigenstate components in an appropriate basis.
In Ref. [8] the emergence of chaotic eigenstates was found when analyzing experimental data for the rare-earth
cerium atom. It was shown that excited eigenstates of four valence electrons with the total angular momentum and
parity JΠ = 1+ are random superpositions of a number of basic states. Although this number was found to be relatively
small as compared with chaotic eigenstates in heavy nuclei [62], one can speak about chaotic atomic states. Later on,
intensive analytical and numerical studies [35] have confirmed the onset of chaos in both eigenstates and spectrum
of the cerium atom. With the use of the relativistic configuration-interaction method it was shown that the structure
of eigenstates of odd and even levels of this atom with angular momentum J = 4 above 1 eV excitation energy
becomes similar to that of compound states in heavy nuclei. It was found that the atomic stationary states are random
superpositions of about Np.c. ∼ 100 components built of the 4 f , 6s, 5d, and 6p single-electron orbitals. Thus, even
four interacting electrons in the mean field of an inert core create chaotic eigenstates, see few examples in Fig. 7. In
this figure the examples of excited eigenstates from the TBRI matrices for four fermions and eleven single-particle
orbitals are shown. One can see that the eigenstates of the random matrix model (2.3) are qualitatively the same
as those of the real atom with no random parameters. These data demonstrate that the TBRI model can effectively
describe generic properties of realistic physical systems which are completely deterministic.
Here and below we discuss the structure of the many-body states presented, as in Eq. (3.2), either in the chosen
basis of the mean-field H0 or in the energy representation corresponding to this field. Being considered as chaotic,
these eigenstates do not occupy the whole many-body basis of H0 because of the finite range of the interaction. This
is in contrast with one-body chaos where chaotic single-particle eigenstates typically cover the whole basis of H0.
Such a situation occurs, for example, for chaotic billiards where the interaction with the boundaries couples all basis
states and, therefore, it can be considered as infinitely strong. Thus, the assumption of fully chaotic and extended
eigenstates as random superpositions of plane waves [121], often used as a justification of quantum chaos, may be
not valid for isolated systems of interacting particles. As shown below, instead, one has to consider the emergence of
chaotic eigenstates in the energy shell defined by the projection of the “unperturbed” Hamiltonian H0 onto the total
Hamiltonian H.
Figure 7: LEFT: The odd, Jπ = 4−, and even, Jπ = 4+ , excited eigenstates of the cerium atom. Shown are the components C j of eigenstates in terms
of basis (mean field) states, given in the energy representation due to one-to-one relation between | j〉 and E j . RIGHT: Individual eigenstates C j
in the basis of H0 of the model (2.3) with random two-body interaction for 4 particles and 11 single-particles levels with the perturbation strength
V0 = 0.12 and d0 = 1.0. Here n stands for the level number with n = 1 as the ground state (after [35]).
Let us consider, in a more general context, stationary quantum states of an isolated chaotic system in the region of
sufficiently high excitation energy and level density. As we argued above, such states in a narrow energy window and
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with the same values of exact constants of motion “look the same” [98]. The corresponding wave functions are exceed-
ingly complicated in any “simple” basis, for example in the mean field representation that is natural for a many-body
system separating in the best way regular dynamical features from incoherent collision-like interactions responsible
for the onset of chaos. Any measurement of a macroscopic variable has a typical duration ∆t and covers an energy
interval ∆E ∼ ~/∆t. In this interval we have a large number of orthogonal stationary states. The point is that due
to their complete mixing (in an appropriate basis of the macroscopic devices) and random phases of the components
of the wave functions, the results of such a measurement in practice do not depend on the instantaneous, in reality
random, phase relationships between these numerous components. Otherwise, the whole idea of thermodynamical
equilibrium would not work.
The description in terms of chaotic wave functions in fact agrees with the argumentation used in the foundations
of equilibrium statistical mechanics. Similar properties of equilibrated systems are stressed in Statistical Physics by
Landau and Lifshitz [129]: “It may again be mentioned that, according to the fundamental principles of statistical
physics, the result of the averaging is independent of whether it is done mechanically over the exact wave function
of the stationary state of the system or statistically by means of the Gibbs distribution. The only difference is that
in the former case the result is expressed in terms of the energy of the body, and in the latter case as a function of
its temperature”. Close ideas were put in the foundation of statistical mechanics by Krylov [130] who used the term
mixing for the process of equilibration. Each generic wave function of a complicated system has essentially the same
macroscopic properties as a thermal ensemble for the same values of global conserved quantities. As we understand
now, the mechanism responsible for the mixing is provided by many-body quantum chaos. Even the pioneering idea
by Boltzmann was based on the “molecular chaos” that is required to justify the kinetic approach to the equilibrium.
Similar ideas form the basis for the practical truncation of the formally exact infinite sequence of many-body correla-
tional functions (Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy [131]). In a modern language, one needs to have
phase incoherence of the components of the initial state. The decoherence can come from the surrounding or, even
in a closed system, from the presence of many degrees of freedom coupled through their interaction. The interaction
will create such complicated superpositions of simple states that the advent of quantum chaos is unavoidable.
From this viewpoint, the concept [10] of the compound nucleus has the same spirit; the famous photograph of
Bohr’s wooden model with an incoming “neutron” shows that the equilibration comes from strong intrinsic interac-
tions. If the lifetime of an open system is of the order of or greater than the Weisskopf time ~/D (with D as the mean
level spacing) of the typical periodic motion inside the system, the intrinsic degrees of freedom in a nearly closed
system mix, creating compound states which practically serve as representatives of quantum chaos similarly to the
predictions of the canonical Gaussian ensemble. Early studies of many-body quantum chaos mainly used the so-called
“nuclear data ensemble” of neutron resonance data [132, 133]. Later a broad material from large-scale atomic and
nuclear many-body calculations [35, 134, 1, 135] was added to the discussion that gave an impulse to return [1, 136]
to the problem of interrelation between quantum chaos and thermal equilibrium.
Coming on a new level to the above statement of Landau and Lifshitz, we can claim that properties of individual
chaotic eigenstates are essentially equivalent to those of the equilibrium thermodynamic ensemble [137, 138, 139,
134, 81, 1, 136, 140]. In the recent literature, this idea sometimes is called the eigenstate thermalization hypothesis.
Below we shall discuss some of the problems related to the time-dependent equilibration process [3]; here, we have
to stress that the actual problem is to understand the conditions under which the statistical approach works (i.e. the
conditions for the onset of chaotic states), rather than the statement of Landau and Lifshitz itself.
A prototypical system of interacting constituents is the gas of hard spheres, where the classical chaoticity was
rigorously established [141]. The exact results were obtained since the interaction was actually reduced to the excluded
volume of the spheres. The quantum analog of the hard sphere gas was considered in [139] where it was shown that
a chaotic initial state leads to the statistical equilibrium corresponding to the type of statistics (bosons, fermions
or distinguishable particles). Similar results, not limited by the gas of hard spheres, were derived earlier by Van
Hove [142, 143, 144]. In general, the main properties of the equilibrated system do not depend on the details of the
initial state; as in statistical thermodynamics, they are defined by the constants of motion while the time required for
equilibration is determined by the strength of the interactions.
Below we present the results of the detailed analysis of exactly diagonalizable matrix models which describe real-
istic systems of interacting quantum particles. The essential difference with the standard thermodynamics formulated
in the textbooks for large systems (thermodynamic limit) is that here we consider finite systems without an external
heat bath. The equilibration occurs as a result of internal interactions leading to many-body quantum chaos. There-
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fore, one can introduce (not uniquely) analogs of usual thermodynamic characteristics − entropy, temperature, etc. −
which however may depend on the type of the measuring device (thermometer).
4.2. Information entropy
The simplest characteristic of a chaotic state |α〉 related to the statistical interpretation is the information (Shannon)
entropy S α defined in terms of the components Cαk , see Eq. (3.2), of this state with respect to a certain basis |k〉,
Iα = −
∑
k
wαk ln(wαk ), wαk ≡ |Cαk |2. (4.1)
This quantity can be found for any individual stationary state [134]; it can change from zero, when the selected
representation basis |k〉 coincides with that of stationary states of the Hamiltonian and wαk = δαk , to the maximum value
of lnN for a “microcanonical” state when all basis states are represented with equal probability, wαk = 1/N , whereN
is the total dimension of the Hilbert space.
This basis dependence can cast doubt on the significance of the information entropy as a physical indicator of the
complexity of the state. On the other hand, here we express the interrelation between two bases and this aspect carries
an important physical knowledge. In practice, selecting the basis |k〉 in the many-body problem as that of the mean
field in a system like a complex atom, nucleus, molecule or nanostructure, we separate the regular dynamics from the
chaotic features and the information entropy is an additional useful tool for quantifying the relative complexity [134].
In condensed matter applications, especially in the presence of disorder, the appropriate representation basis can
be that of lattice sites when the information entropy describes the degree of localization of stationary electron states.
Alternatively, the Bloch wave basis can be more convenient, in particular for problems of electron-phonon interactions
or quantum signal transmission. As a characteristic of information, the same definition (4.1) can be applied to any,
not necessary stationary, quantum state |α〉. The process of quantum evolution of a generic state will show irreversible
equilibration with growth of entropy. An originally excited state |k〉 has zero entropy in the original basis, but the
interactions will lead to the fragmentation of this state corresponding to a simple analog of the H-theorem or the
second law of thermodynamics.
In the Gaussian random matrix ensembles all eigenstates have a similar degree of complexity. In the Gaussian
orthogonal ensemble (GOE) of large dimension, N ≫ 1, the real components Cα of a generic eigenstate have a
Gaussian distribution,
Pα(Cα) =
√
N
2π
exp
(
− N
2
(Cα)2
)
, (4.2)
with the variance (Cα)2 = 1/N , compare Eq. (3.18). The information entropy of such a state is [116]
S = ln(0.482N) + O(1/N). (4.3)
For a realistic system, this value serves as an upper limit of complexity.
The spectral properties typically reveal a secular behavior as a function of the excitation energy so that it makes
sense to introduce a local characteristic of complexity for the states |α〉 in a given spectral interval. Such an interval
is characterized by the local number of significant components, Nα, that determines, according to Eq. (4.3), the local
information entropy S α for the chaotic eigenstates. Instead of S α one can use the corresponding localization length in
the Hilbert space,
S αI = exp(S α), (4.4)
that defines the local number of principal components as lαS = 0.482Nα.
Fig. 8 shows the localization length (4.4) for all N = 3276 states with the same quantum numbers of spin, parity
and isospin, JΠT = 2+0, found in the exact shell-model diagonalization for the 28Si nucleus. The model contains an
inert core of 16O and twelve valence nucleons moving in the sd-shell in the mean field of the core and interacting
through the full Hamiltonian consisting of all 63 independent two-body matrix elements allowed by the conservation
laws of angular momentum and isospin in this orbital space. The strengths of the matrix elements were earlier fit
by shell-model practitioners using the data for low-lying states individually resolved in the experiment; some of the
matrix elements cannot be defined from the data so that their values were assigned more or less arbitrarily within
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Figure 8: Localization length, Eq. (4.4), of all 3276 JπT = 2+0 states in the sd-shell model [1] for 28Si. Left panel uses the actual scale of excitation
energy; in the right part the states are uniformly listed in order of increasing energy. The horizontal line shows the GOE limit, Eq. (4.3), equal to
1578 (after [1]).
reasonable limits. The results for all states are presented in two equivalent scales, as a function of excitation energy
and in the unfolded form for levels uniformly ordered by increase of energy. The shape of the distribution, being
similar to that of the level density [1], is typical for a system with finite Hilbert space (of course, for realistic nuclear
physics, only the part of the left branch can be juxtaposed to data because of the space truncation). In the mean
field basis, the stationary states rapidly become more and more complicated (delocalized in the Hilbert space) as the
excitation energy grows; the maximum of the distribution is already close to the GOE value (4.3) for Nα = N . For our
purpose here, the most important feature is the fact that the information entropy or the localization length are smooth
functions of the excitation energy, with rather small fluctuations. In this sense the characteristics of individual states
become thermodynamic quantities.
Figure 9: Localization length, eq. (4.4), of 1183 JπT = 2+0 states in the four major oscillator shell model [1] for 12C. The right branch corresponds
to the spurious states with excitation of center-of-mass motion separated by the energy shift (after [1]).
The direct physical meaning of information entropy is emphasized by a consideration of Fig. 9 where this quantity
is calculated for a different type of the shell model. The carbon isotope 12C is analyzed in a bigger space of four
major shells. With enriched interaction, the information entropy of the states in the centroid of the distribution already
reaches the GOE limit. However, the shell model with cross-shell transitions includes unphysical excitations of the
center-of-mass. These spurious states have to be eliminated, in particular for determining the physical level density
used in the theory of nuclear reactions, especially in astrophysics. There are special methods of statistical spectroscopy
for doing this [145, 112, 113] based on the correct counting of possible center-of-mass excitations for a given scheme
of active orbitals. In the shell model, alternatively, the separation of spurious states might be done by adding to the
actual Hamiltonian special terms of global kinetic energy with a large positive coefficient; then spurious states are
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artificially pushed up in energy from real excited states. Fig. 9 in the ordered energy scale clearly shows these states
as a separate branch with a similar behavior of the information length. This means that the information entropy (or
the length) is smart enough to discriminate the states of comparable complexity but different physical nature.
4.3. Moments of the distribution of components
A role similar to the information entropy or information length can be played by other structural moments of
stationary wave functions,
Mαn =
∑
k
(wαk )n; Mα1 = 1. (4.5)
For a local Gaussian distribution of the components this leads to
Mαn =
(2n − 1)!!
(Nα)n−1 . (4.6)
The quantity Mα2 determines the so-called inverse participation ratio. This allows for a complementary definition of
the local number of principal components through the average square of the probability, Nαpc = (Mα2 )−1 = Nα/3.
From those definitions we see that the information entropy and the number of principal components depend on
complementary characteristics of the structure of the eigenstates. Namely, the information entropy is more sensitive to
small components of the wave function, while the inverse participation ratio emphasizes large components. However,
if we can speak of a universal distribution of the components, those different characteristics have to be interrelated.
For the “microcanonical” wave functions, both definitions give the same value, lS = 1/M2 = N . In the case of the
Gaussian distribution a universal value of the ratio emerges,
lαS
Nαpc
= 1.44. (4.7)
As a matter of fact, in many atomic and nuclear examples of shell-model calculations, the ratio is close to this number
for the states far from the edges of the spectrum.
The moments (4.6), similarly to the information entropy, are not basis-invariant (except for the normalization M1).
We can repeat the arguments given above that the representation dependence can provide an additional information
concerning the nature of stationary states and the dynamics in the system; examples can be found in Ref. [1]. It
was also shown there that it is possible to study the behavior of complexity as a function of the strength of residual
interaction with respect to the characteristic scales for non-interacting particles in the mean field. In degenerate
models, for example if the mean field is taken as that of an isotropic harmonic oscillator, the residual interaction is
effectively very strong, so that the majority of eigenstates even at relatively low excitation energy reveal the complexity
on the GOE limit. A too strong interaction eliminates the process of chaotization bringing immediately the eigenstates
into the chaotic regime. One can say that under such conditions the “thermometer” using such measures of complexity
is not working properly − the system is “too hot” to start with, and the chaotic dynamics destroys the remnants of
regular motion.
The measures of complexity given in this and in the previous subsections reflect only the absolute values of the
components of eigenfunctions. As in statistical equilibrium, the detailed information concerning the relative phases
of the components is lost. A collective non-chaotic state, like that of a nuclear giant resonance, in principle can appear
with a large localization length being a coherent combination of many basis states, for example of simple particle-hole
excitations in a system of interacting fermions. However, such states (i) have a very low statistical weight and (ii) as a
rule are not stationary− as waves in continuous media they are damped into genuinely stationary states of complicated
nature as we mentioned earlier in relation to the growth of entropy. The practical manifestation of such states is usually
a broad bump in the energy dependence of the system response to some excitation process (see Section III on strength
functions). This response has usually a large spreading width Γ↓ that, in the case of nuclear giant resonances, is much
bigger than the decay width into continuum Γ↑. The presence of such collective waves is similar to the phenomenon
of scars in simple models of chaotic mechanics [146]. A possible tool for discriminating collective and chaotic states
through the phases of their components is given by the phase correlator to be briefly discussed below.
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4.4. Invariant correlational entropy
Although we have argued that the basis dependence of the usual measures of complexity could be useful for
gaining supplementary physical information, one should be careful in the interpretation of results obtained with the
aid of such measures. A simple example mentioned in [1] shows possible dangers. In a routine tight-binding model
of a particle in a periodic N-well potential, the number of principal components found in the lattice site basis is
Npc = (2/3)(N+1) for all standing Bloch waves. In the absence of any chaotic interaction, this exceeds the GOE limit
but has nothing to do with chaos or thermalization being generated just by the choice of the representation. Another
crucial problem is related to the possibility of phase transitions, such as magnetic spin alignment, restructuring of a
crystal, or nuclear shape deformation at a certain excitation energy (temperature). Then the mean field basis has to be
correspondingly changed. It would be useful to have a measure of complexity invariant with respect to the choice of
basis and still reflecting possible phase transformations. In this case the phase relationships between the components
can be taken into account as well.
One possible construction [147] using the density matrix of individual eigenstates can be introduced in the follow-
ing way. Let the states |k〉 form an arbitrary complete orthonormal basis of many-body states. This determines the set
of amplitudes Cαk for stationary states |α〉. We assume that the Hamiltonian of the system, and therefore eigenstates
and their components in any basis, depend on a random parameter (or parameters). The role of such parameters can
be played by the coupling constants of the same Hamiltonian varying in small intervals. For a given distribution of
these parameters (noise applied to the system), the averaging (shown by the overline) defines the density matrix found
for a given state |α〉 that is assumed to adiabatically follow the change of the parameters,
Dαkk′ = Cαk Cα∗k′ , (4.8)
normalized as Tr(Dα) = 1. The expectation value of a physical observable O over the ensemble characterized by the
density matrix (4.8) is given by Tr(ODα). Let us stress again that we still consider here a single eigenstate |α〉. If all
states under consideration belong to the same global class with fixed constants of motion, the corresponding energy
terms evolving under a continuous change of the noise parameters do not cross, so the symbol α refers to the evolution
of a given energy level.
This construction naturally leads to the entropy of a given state,
S α = −Tr(Dα lnDα). (4.9)
All such expectation values are expressed by traces and are therefore basis independent. Moreover, the result depends
on the phase relationships and correlations between the components of the wave function, which justifies the term
invariant correlational entropy.
If the neighboring states are strongly mixed and “look the same”, the above averaging can be performed over these
neighboring states of approximately the same energy, instead of noise parameters. This leads to the thermodynamic
description characterized by the corresponding entropy and temperature. Further, if the mixing is chaotic and the
components of the wave functions are uncorrelated, the averaging preserves only the diagonal components, k = k′.
Then we come to the information entropy and the corresponding thermal interpretation. In the canonical Gaussian
random matrix ensemble all eigenstates are similar, while in realistic systems one has to choose only the completely
mixed neighboring states. The absence of correlations in general is a property of a consistent choice of the mean field
(the basis) and the residual interaction (mixing agent) as we discussed earlier. From this viewpoint the equivalence of
descriptions shown in the preceding subsections is quite natural. Similar arguments were given in a different context
in Ref. [148].
Now let us consider the case when we indeed average a given energy level over the noise parameters. In particular,
we can take some parameters of an actual Hamiltonian as fluctuating in certain, usually small, limits. The strength of
a specific term in the interaction Hamiltonian can be responsible for a phase transition. This happens, for example,
for the pairing strength. In macroscopic superconductors, the Cooper instability of a normal Fermi gas with respect to
the particle attraction near the Fermi surface [149] occurs at an arbitrary weak strength. In a finite system, such as an
atomic nucleus or atoms in a trap, the discreteness of the single-particle spectrum near the Fermi surface requires that
the pairing attraction be stronger than some critical value [150]. At weaker attraction, the standard BCS theory being
asymptotically exact for macroscopic superconductors gives zero correlation energy when applied, for example, to
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Figure 10: (Color online.) The invariant entropy of the ground state of 24Mg computed on the plane λT=1 − λT=0. The three panels show the
evolution of the phase diagram depending on the overall scale of non-pairing matrix elements λnp. The averaging interval of δ = 0.05 was used,
and the entropy is scaled (divided) by 0.015 (after [152]).
semi-magic nuclei like 48Ca; the presence of significant correlations can be revealed by the exact diagonalization of
the pairing Hamiltonian [151].
Let the parameter in the interaction Hamiltonian responsible for the phase transformation fluctuate around its
critical value. Due to the phase transition, the wave functions and observables will be noticeably fluctuating between
the two phases. This should lead to the maximum of the corresponding entropy as a function of the noise strength. In
this way, the invariant entropy serves as an indicator for the phase transition regions in the phase diagram of a finite
system.
As an example, in Fig. 10 we show the phase diagram for the nucleus 24Mg where two types of pairing, isovector
(T = 1 of the pp, nn, and np pairs) and isoscalar (T = 0, quasideuteron np pairs), can compete. The variable
parameters here are the interaction strengths of these two types of pairing, λT=1 for the main isovector pairing known
to prevail in ground states of nuclei, and λT=0 for the hypothetical neutron-proton T = 0 pairing. Three panels
correspond to different values λnp of remaining, non-pairing, parts of the two-body interaction. Each panel shows
a contour map of the invariant correlational entropy calculated for the ground state wave function that is subject
to random changes of λT within small intervals used for averaging the density matrix. In the actual ground state
of 24Mg, the standard isovector pairing dominates while the phase transition to the isoscalar phase (the black spot
corresponding on the first and second diagrams to the maximum of correlational entropy) could be possible if the
corresponding interaction strength λ1 were stronger by approximately a factor of 3. This estimate agrees with another
one derived from a different perspective [153].
For a realistic strength of pairing in the usual isovector channel, the majority of states do not feel the pairing
phase transition that influences only the few low-lying states in the class with JΠT = 0+0 quantum numbers. This
is seen as well in the Fermi-liquid analysis: the presence of pairing is noticeable only at the low edge of the energy
spectrum while at higher energy the normal Fermi-liquid description is sufficient. The role of non-pairing interaction
components is important in mesoscopic systems as seen from the map at strong λnp, third panel of Fig. 10; such
incoherent interactions are capable of removing or weakening correlations and enhance chaotic trends of the dynamics.
These parts of interaction are playing a key role in smoothing the total density of states [112, 113] while in the mean-
field approach this level density shows unphysically strong oscillations.
We can mention here that the pairing interaction by itself is incapable of chaotizing the system. In a large system
it is essentially a part of the mean field introduced by the Hartree-Fock-Bogoliubov method when new quasi-particles
are based on the existence of the macroscopic condensate. The situation is slightly different for small systems with
pairing (nuclei [154], atoms in traps [155]) where the regular properties of the ground and few low-lying states coexist
with some chaotic features of excited states. Having only pairing interaction we cannot bring the system to full chaos;
increasing the pairing strength we just return to different but still regular dynamics. Only intermediate values of the
pairing strength introduce the elements of a non-fully developed chaos and the corresponding trend to thermalization.
In such situations, another related quantity can be useful in the analysis, namely the phase correlator of a given
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eigenstate [155],
Pα = 1N
∑
kk′
Cαk C
α
k′ , (4.10)
that represents the average of all matrix elements of the density matrix Dα for a given eigenstate |α〉. If the wave
function components are not correlated, their signs could be more or less random, and the main contribution to
this quantity originates from the diagonal terms giving Pα ∼ 1/N . Collective states are usually characterized by
strong correlations between the signs of components (we can repeat here that the discussion of collectivity as well as
chaoticity only makes sense with respect to a certain basis). Such correlations are recorded by the phase correlator,
giving values larger than 1/N . For a unique super-correlated “microcanonical” state, where all the amplitudes are
equal to 1/
√
N and of the same sign, the extreme limit of the phase correlator is P = 1. This allows one to distinguish
between chaotic and collective states both being delocalized in the selected basis.
4.5. Eigenstates versus energy shell
As we already noted, in isolated systems of interacting particles, chaotic eigenstates, as a rule, occupy only a part
of the available (unperturbed) basis. Therefore, the definition of such states involves two requirements, a large number
Npc of “principal components” (practically,
√
Npc & 10, see Ref. [81]), and the absence of correlations between these
components. The first condition can be mapped onto a large value of the localization length defined via either the
Shannon entropy or the inverse participation ratio. As for the second condition, to justify the absence of strong
correlations in the structure of eigenstates is not a simple task. Instead, a semi-analytical approach has been suggested
[156, 65, 64, 68, 67, 70, 69, 73, 42, 43] that allows one to predict the conditions under which chaotic eigenstates
emerge depending on the model parameters. This approach is based on the concept of energy shell with respect to
which the structure of eigenstates should be compared.
The properties of eigenstates in connection to the energy shell have been firstly analyzed in Refs. [157, 158] with
the use of the Wigner band random matrix model (2.2). The approach developed there is given in general form and
can be effectively applied to realistic physical models. Based on numerical data obtained in [92], it was understood
that the global structure of eigenstates can be described by a relatively simple theory with the only scaling parameter
βloc [157],
βloc = l/lmax, lmax = aρ0∆E , ∆E = 2R = 4v
√
2b, (4.11)
which is the ratio of actual localization length l to its maximal value, lmax. Here R is the radius of the semicircle
determined by the density of states of the interaction V , b is the width of the band, and a is a constant of order unity
which depends on how the localization length is measured. It is important that the localization length cannot be larger
than lmax, and the latter is determined by the number 1/ρ0 of basis states occupying the energy shell ∆E . Thus, the
parameter β is restricted by the value β = 1; it is increasing with an increase of interaction V . For isolated systems
with a large number of particles, the density of states defined by V has typically a Gaussian shape (see examples in
Refs. [156, 42, 43]). Therefore, the width ∆E can be also associated with the square root of the variance σ2 of the
density of states defined by the interaction term in Eqs. (2.2) and (2.3), see also Eq. (3.7).
As discussed above, the localization length lα of an individual state |α〉 can be defined through its Shannon entropy
S α or the inverse participation ratio Mα2 . Depending on this choice, the factor a in Eq. (4.11) is different, however it
remains of the order unity [157, 158]. In order to reduce fluctuations, in Ref. [157] the localization length l that enters
Eq. (4.11) was obtained by averaging the Shannon entropy S α or (Mα2 )−1 over all eigenvectors from an ensemble of
Wigner BRM (2.2) with fixed parameters N , ρ0, b,V . The detailed analysis [158] of the structure of eigenstates in
the Wigner BRM ensemble has revealed a transition from localized to delocalized states with the increasing scaling
parameter βloc(λ) where λ = b3/2/(ρv). It should be stressed that here the notion of localization/delocalization refers
to the “energy shell” which means a corresponding segment of the whole unperturbed basis. This can serve as the core
of the many-body localization occurring in both disordered [159, 160, 81] and regular isolated systems of interacting
particles [42, 43]. Due to the finite range of inter-particle interaction, the part of the unperturbed many-body basis
occupied by the eigenstates of the total Hamiltonian can be much smaller than the basis dimension (sometimes,
infinite). On the other hand, the number of components in chaotic eigenstates can be very large, thus, allowing one to
treat them as pseudo-random ones. In what follows, we assume that the localization length is smaller than the available
set of basis states defined by the width of the energy shell. Correspondingly, by delocalized states we mean chaotic
eigenstates that densely fill the whole energy shell provided by the strength and type of the inter-particle interaction.
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In fact the energy shell determines the shape and the width of the strength function when it reaches its limit on
increasing the interaction V . Indeed, for relatively small (however, non-perturbative) values of V , the SF is known
to have the Breit-Wigner shape with the half-width Γ. The latter parameter is proportional to v2 where v is the mean
value of the matrix elements of V directly participating in the creation of the SF. On the other hand, the width ∆E of
the energy shell is given by σ which is the square of the variance of the interaction V , therefore, Γ ≪ ∆E for small
v. With an increase of v, the shape of the SF changes from Breit-Wigner to Gaussian. In this case Γ tends to σ, and
the latter fully defines the shape of the SF. This crossover is clearly demonstrated by the data in Fig. 4, where for the
Models 1 and 2 the strength functions are shown as a function of the interaction strengths, in comparison with the
shape of energy shells (solid curves). As we show below, this crossover corresponds to the onset of delocalization of
chaotic eigenstates with respect to the energy shell.
The illustration of two different kinds of eigenstates is given in Fig. 11. The energy shell is shown by the thick
smooth curve, in accordance to the semicircle shape of the density of states covered by the perturbation V , see
eq. (2.2). Each circle in both panels refers to the average of wαn =
(
Cαn
)2 taken over a number of eigenstates α.
Thus, the distribution of points gives the average shape of eigenstates in the original basis. When the value of the
scaling parameter βloc is small (left panel), the number of principal components Nαpc is smaller than the total number
of basis levels inside the energy shell. Since in this case the position of the centroid of an individual eigenstate is
strongly fluctuating inside the energy shell, the average was performed after shifting the eigenstates to their individual
centroids. In this way, the full curve on the left panel manifests the localized structure of eigenstates. Contrary to
that, the circles are obtained by the average without such a shift. The comparison of the distributions with and without
shifts allows one to detect whether the eigenstates are localized or extended in the energy shell.
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Figure 11: Structure of localized (left panel) and ergodic delocalized (right panel) eigenfunctions for the Wigner band random matrices. Here
N = 2560, v = 0.1, b = 16, ρ0 = 40 on left panel, and N = 2400, v = 0.1, b = 10, ρ0 = 300 on right panel. Thick curves stand for the semicircle, and
thin curves are obtained by the average of 300 eigenfunctions with respect to their centers. Circles denote the average of the same eigenfunctions
with respect to the centroids of their energy shells. For the ergodic eigenfunctions all distributions look the same, apart from fluctuations. For the
localized eigenfunctions with βloc = 0.24, the average with respect to their centroids nc shows the localization inside the energy shell, while the
other average remains close to the semicircle with βloc = 0.99 (after [158]).
The second situation shown on the right panel of Fig. 11 refers to the eigenstates that fill the whole energy shell;
this filling is practically ergodic with no big difference between the two types of averaging. A small deviation of the
distributions (of both types of averaging) from the semicircle can be attributed to the insufficiently large value of the
scaling parameter. These data clearly demonstrate the transition from localized to delocalized states with respect to
the energy shell. In Ref. [157] it was shown that when the scaling parameter βloc approaches 1, the statistics of level
spacings tends to the Wigner-Dyson distribution revealing that the filling of the energy shell by chaotic eigenstates
corresponds to the onset of quantum chaos.
The relevance of the eigenvalue statistics to the chaotic structure of eigenstates has led in Ref. [157] to an un-
expected result: a one-to-one correspondence was numerically found between the rescaled localization length βloc
and the repulsion parameter β in the parametrization of the nearest level spacing distribution P(s). The latter was
obtained by the fit of P(s) to the Brody distribution [161] that approximately interpolates between the Poisson and
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Wigner-Dyson statistics of level spacings. The relation between βloc and β was found to be linear, βloc = β with a
high accuracy (the deviation is less than 1%). Being qualitatively natural since both quantities reflect the process of
chaotization, this intriguing result still has no quantitative explanation. Indeed, unlike the level statistics which is
basis-independent, the localization length is defined with respect to a certain basis. A similar result has been recently
obtained for the one-dimensional tight-binding Anderson model [162], and the same relation between βloc and β was
found over a large range of the model parameters (see also [163, 164, 165]).
The onset of chaos due to delocalization of eigenstates in the energy shell is a generic scenario for many-body
isolated systems, both random and deterministic. As an illustration, we refer to the results [42, 43] concerning the
study of two models (2.5) and (2.6) of interacting spin-1/2 particles. The data in Fig. 12 demonstrate the spread of
eigenstates on increasing the perturbation, µ and λ. For the non-integrable Model 2, the critical strength of perturbation
resulting in a complete filling of the energy shell is λcr ≈ 0.4. For the integrable Model 1, at µ > µcr ≈ 0.5, the
eigenstates may be treated as delocalized and chaotic-like, however, they do not fill completely the energy shell. This
lack of ergodicity can be attributed to the integrability of this model. Even for the integrable model the individual
eigenstates look quite chaotic, see details in [43]. As we discuss below, quench dynamics for both models turn out to
be quite similar, and the statistical description of the dynamics works well for both models. It should be stressed that
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Figure 12: (Color online.) Structure of eigenstates for Model 1 (2.5) (left) and Model 2 (2.6) (right) in the energy representation, obtained by
averaging over five even states in the middle of the spectrum. Histograms correspond to the average of wαn = |Cαn |2 after shifting the centroid to
the center of the energy shell. Solid curves correspond to the Gaussian form of the energy shells. Here εn stands for the unperturbed energy (after
[43]).
for the non-integrable Model 2 the same critical value λcr ≈ 0.5 emerges when exploring the level spacing distribution
P(s). A clear transition from the Poisson to Wigner-Dyson form of P(s) was detected numerically in Refs. [42, 43] for
Model 2, while for Model 1 the distribution remains Poisson for any µ. These data indicate that although the spectrum
statistics helps to distinguish between integrable and non-integrable models, the global properties of eigenstates with
respect to the energy shell are quite similar.
As shown in Refs. [81, 42, 43] the simplest analytical estimate for the emergence of chaotic eigenstates filling the
energy shell can be obtained by exploring the structure of the Hamiltonian matrix without diagonalization. To do this,
one has to compare the off-diagonal matrix element Vnm that couples the selected basis states |n〉 and |m〉 to the energy
difference d f between the levels corresponding to these states. This spacing d f turns out to be much larger than the
mean level spacing D between all states, since the two-body nature of the interaction imposes some restriction to the
coupling between many-body states. This fact is reflected by a high fraction of zero matrix elements of Vnm, even in
the TBRI model (1) in which all two-body matrix elements are non-zero (see Fig. 1 and details in Refs. [81]). For this
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reason, one has to exclude those states that are coupled with vanishing many-body matrix elements [159]. Numerical
data obtained for the TBRI model as well as for the physical Models 1 and 2 (see Eqs.(2.5) and (2.6)), indeed, give
the correct values for the interaction strengths above which the eigenstates of the total Hamiltonian look random and
extended in the energy shell. For example, the above approach gives the same critical values λcr ≈ 0.4 and µcr ≈ 0.5
as numerical data [42, 43].
5. Thermalization
5.1. Emergence of thermalization in isolated systems
As discussed above, in many physical situations the eigenstates of an isolated system of interacting particles can
be treated as chaotic superpositions of their components in an appropriate many-particle basis. This fact has been
used in Ref. [35, 34, 166, 156, 81] for developing the statistical approach to the description of various observables,
based on two key ingredients, the notion of the strength function and the shape of eigenstates in the basis of non-
interacting particles (or quasiparticles). In this way a natural question arises about the possibility of thermalization
in isolated systems in spite of the absence of a heat bath. In the canonical description of conventional statistical
mechanics, thermalization is directly related to the temperature defined by the heat bath; any definition of temperature
(for example, through the kinetic energy of an individual particle, statistical canonical distribution, or via the density
of states) gives the same result. Contrary to that, in isolated systems of a finite number of particles, these temperatures
can be different, and the difference increases with the decrease of the particle number. This is also known for classical
systems; the detailed study of different temperatures has been done for interacting classical spins moving on a ring
[167]. With an increase of the particle number N, all definitions of temperature tend to the unique value, corresponding
to the standard result of the thermodynamic limit, N → ∞. In this limit (both in classical and quantum mechanics),
the statistical behavior of systems emerges irrespectively of whether the system under consideration is integrable or
non-integrable, (see, for example, Refs.[168, 169, 170, 171, 172]).
Thus, the definition of “thermalization” in application to isolated mesoscopic systems is obscure; for this reason
we prefer to speak of thermalization in a broader context, namely, as the existence of statistical relaxation to a steady
state distribution. As rigorously shown in Refs. [168, 173], in the thermodynamic limit N → ∞ even for a completely
integrable system an infinitely small subsystem (probe) exhibits statistical relaxation, e.g. the emergence of the
Gibbs distribution. With the motion not even ergodic, one can wonder how statistical relaxation can occur since this
requires mixing. In the system considered by Bogoliubov this is explained by a perturbation spectrum of the probe
oscillator that becomes continuous in the limit N → ∞, a condition necessary for mixing (see discussion in [172]).
For finite N ≫ 1 the spectrum is discrete which implies a quasi-periodic behavior for any observable. However, the
characteristic time for revivals is typically so large that on a finite time scale (which, however, could be larger than the
lifetime of the Universe) a perfect relaxation occurs. In this sense, quantum chaos can be considered as “temporary
chaos”, however, indistinguishable from that occurring in classical mechanics on a finite time scale.
A new situation emerges for isolated systems consisting of a finite number of particles. Although in this case the
energy spectrum is discrete, the behavior of a system can reveal strong statistical properties, and the adequate theory
is based on the notion of quantum chaos. First of all, such a theory has to give an answer to the basic question: when
(or under which conditions) the statistical description is possible and practically useful for a quantum isolated system.
To answer this question one has to know the mechanism responsible for the onset of statistical behavior. In classical
mechanics this problem was solved by the concept of local instability of motion leading to chaotic behavior in spite of
completely deterministic equations of motion. In quantum mechanics the Schro¨dinger equation is linear which means
absence of local instability for the time-dependent wave function. For this reason, the chaos that emerges in quantum
systems was termed “linear chaos” by Chirikov [6], in order to stress the principal difference from deterministic chaos
occurring in non-linear classical systems.
The situation is somewhat easier when a quantum system has a well defined classical limit and the corresponding
classical motion is strongly chaotic. Such a situation was originally referred to as “quantum chaos”, the term that is
nowadays used in other applications such as optics, acoustics, etc. In contrast to classical mechanics, the description
of a quantum system is based on the energy spectrum of stationary eigenstates, so that the emergence of quantum
chaos in a closed system has to be quantified in corresponding terms. This allows one to speak of quantum chaos in
a more general context, namely, including either systems without a classical limit or disordered systems, in contrast
with deterministic ones.
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As argued in Refs.[1, 136, 81], for an isolated system of a finite number of particles (that can be quite small), the
mechanism of thermalization is due to the interaction between particles. When the interaction strength exceeds some
critical value, or the level density becomes sufficiently high, the many-body wave functions become extremely com-
plicated (“chaotic”) and this leads to thermalization. In a broad sense, this is understood as emergence of relaxation
to a steady-state distribution allowing for a statistical description. In fact, at such complexity of stationary eigenfunc-
tions expressed in the appropriate basis, the statistical description seems to be the only one reasonable. A direct link
between chaotic eigenstates and the conventional statistical distributions (Boltzman, Fermi-Dirac and Bose-Einstein
ones) was analytically established in Ref. [139] for the billiard models. Concerning the conditions for the onset of
many-body thermalization due to the inter-particle interaction, the basic ideas and their implications were reported in
Refs. [81, 70] demonstrating that the role of a heat bath is played by a sufficiently strong interaction between particles.
5.2. Fermi-liquid description
According to Landau, a non-superfluid system of interacting fermions can be considered as a result of an adiabatic
transformation of the perfect Fermi gas when we switch on the residual interaction and gradually convert this gas into
a Fermi liquid. If so, the energy spectrum of the system can be classified in the gas-like way although the quantitative
characteristics, such as effective mass, susceptibilities etc. can change. We can expect that the actual excited states
of the system, including very complicated ones, can be reasonably described with the language of a Fermi gas of
dressed quasiparticles distributed over single-particle levels |λ) with effective mean-field energies ǫλ according to
the mean occupation numbers nλ. For our purposes, this brings in the idea of a single-particle thermometer that
measures the effective single-particle temperature Tαs−p of individual eigenstates |α〉 in terms of the grand-canonical
Fermi distribution,
f αλ =
1
e(ǫλ−µα)/T
α
s−p + 1
. (5.1)
For a given many-body state |α〉 and all single-particle levels λ, the distribution function (5.1) should work with the
same values of effective temperature Tα and chemical potential µα determined, up to fluctuations, by the position Eα
of the state under consideration in the energy spectrum.
Figure 13: Single-particle occupancies found for exact stationary wave functions in the sd-shell model calculations for 28Si. Three panels refer to
different classes of states with quantum numbers JΠT equal to 0+0, panel a), 2+0, panel b), and 9+0, panel c). Three thick lines (in fact, points for
all individual states) for each panel correspond to the occupancies of s1/2, d3/2 and d5/2 orbitals, from bottom to top on the left-hand side of each
panel (after [1]).
Atomic and nuclear calculations show that the Fermi-liquid model indeed describes well the single-particle oc-
cupation numbers for exceedingly complicated stationary many-body eigenfunctions. The chemical potential varies
very little along the spectrum while the effective temperature again manifests the average behavior that we have al-
ready seen in the description utilizing the detailed information on the wave functions. In the example of the nuclear
spherical shell model, when single-particle quantum numbers are orbital, ℓ, and total, j, angular momentum, Fig. 13
demonstrates that the occupancies of each orbital, nα
ℓ j = f αℓ j(2 j + 1), with the exception of a small number of states at
the edges, smoothly evolve along the energy spectrum. At the lowest excitation energy, the pairing interaction would
require a BCS-like parametrization of the occupation numbers; the nucleus close to its ground state is rather a small
drop of superfluid matter. This will not play a considerable role at energies above the pair breaking threshold (energy
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gap). In the center of the spectrum, all occupancies f α
ℓ j become equal to 1/2 as expected for infinite temperature in a
system like 28Si with the half-occupied orbital space, sd-shell in this case. Different classes (JΠT ) of global quantum
numbers for a system as a whole behave nearly identically although, because of a different total number of many-body
states |α〉 in each class, the fluctuations are slightly different. This is another example of the correlations between sep-
arate subclasses of the Hilbert space induced by the interaction (earlier we mentioned analogous effects of a random
interaction). A similar calculation for 24Mg (1/3 of orbital space filled) confirms the same conclusions. In the original
Landau’s theory of a normal Fermi-liquid, only the weakly excited states were classified in analogy to a Fermi-gas.
Here we see that in a closed mesoscopic system, the self-consistent interaction between constituents creates compli-
cated states where the single-particle occupancies evolve as in a Fermi-gas with the effective temperature smoothly
changing along the entire spectrum of excited states.
Figure 14: Comparison of effective temperatures for the set of many-body states JΠT = 0+0 found in the sd-shell model calculations for 28Si.
Solid curves: thermodynamic temperatures found from the level density according to Eq. (5.2). Dots: effective temperatures Tαs−p extracted from
the single-particle occupancies, Eq. (5.1), for all individual states (after [1]).
It is instructive to compare the single-particle temperature Tαs−p of individual many-body states with the conven-
tional thermodynamic temperature which can be defined via the thermodynamic entropy S (E) of the microcanonical
ensemble found as a function of energy averaged over a small energy window rather than for individual eigenstates.
In statistical mechanics the entropy is determined (kB = 1) as logarithm of the statistical weight, S (E) = lnΩ(E), and
the corresponding temperature T of the ensemble is
T =
(
∂S
∂E
)−1
. (5.2)
In this language, for an isolated system with a finite number of particles and single-particle states, the growing level
density (the left half of the spectrum) describes the temperature raising from zero to infinity, while the right half
corresponds to negative temperature for the states with the inverse population of mean-field orbitals. Assuming that
the level density ρ(E) in a finite space can be modeled by a Gaussian [28, 32, 15, 1, 111] with the centroid at E = E0
and width σE , we obtain
S (E) = − ln ρ(E)  T (E) = σ
2
E
E0 − E . (5.3)
The data in Fig. 14 clearly show that the thermodynamic temperatures essentially coincide, both in the regions of
positive and negative temperatures, with the single-particle temperatures of individual many-body states determined
from the actual single-particle occupancies of each orbital. A view through a magnifying glass would show deviations
at the edges of the spectrum for a small number of eigenstates. One reason is the presence of pairing correlations; the
level density may carry the remnants of pairing effects resulting in phase transitions. However, the correct microscopic
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calculations of the level density [112, 113] show that, except for the very edges of the spectrum, the incoherent
collision-like parts of the interaction smooth out in a small system the pairing modulation of the level density; as
discussed earlier, phase transitions in such systems are also significantly washed out.
The analysis [1] reveals that the different measures of complexity of individual eigenstates are practically equiva-
lent to each other and to the thermodynamic consideration based on the level density under the important condition:
an appropriate thermometer. This is the point where the choice of the representation for the measures using the
components of the wave function in a certain basis becomes important. As we have already argued, in a many-body
system of interacting particles, the mean field representation separates in the best way regular and chaotic features
of dynamics. The solution of the many-body problem should be self-consistent. Taking arbitrarily weak or arbitrar-
ily strong residual interactions, we would introduce the discrepancy between different parts of the description. The
information entropy of the majority of states would become either uniformly low or very high (everywhere close to
the GOE limit) without demonstrating the spectral evolution. The single-particle thermometer still works at weak
interaction but becomes useless in the limit of too strong residual forces when all available orbitals along the spectrum
are occupied uniformly as for infinite temperature.
5.3. Microcanonical versus canonical distribution
An approach to thermalization in isolated systems of interacting particles based on the ground of chaotic eigen-
states was suggested in Refs. [1, 166, 81]. The main object is the set of single-particle occupation numbers ns defined
by the standard expression,
nαs = 〈α| nˆs |α〉 =
∑
k
∣∣∣Cαk ∣∣∣2 〈k| nˆs |k〉 (5.4)
with nˆs = a†sas the occupation number operator for the mean-field orbital s that has (for fermions) eigenvalues (occu-
pation numbers) equal to 1 or 0. We remind that here Cαk are the components of a specific many-body state |α〉 (exact
eigenstate of the full Hamiltonian H) presented in the basis of H0, see Eq. (3.2). The actual occupancy nαs = ns(Eα)
is the sum of the probabilities of filling the basis states used as the elements constructing the exact state |α〉. The
typical regular evolution of the occupancies along the spectrum of stationary states in a closed many-body system of
interacting fermions is illustrated by Fig. 13.
The key point of the approach is that for a chaotic eigenstate |α〉 the occupation numbers nαs are given by smooth
functions of the total energy E = Eα of the system, due to a large number of strongly fluctuating components Cαk
contributing to the stationary wave function |α〉. In this situation one can safely perform an averaging inside these
eigenstates (for example, with a moving window), or, equivalently, over neighboring states with the same values of the
global constants of motion within a small energy interval centered at Eα. Equivalence of different kinds of averaging
is in the spirit of conventional statistical mechanics for systems in contact with a thermostat. As we have already
argued, the role of the thermostat is played by the interaction producing a complex structure of eigenstates. Such an
average is similar to the microcanonical one since it is done at fixed total energy E. Thus, we have
ns(E) =
∑
k
∣∣∣Cαk ∣∣∣2 〈k| nˆs |k〉 =
∑
k
Fα(E) 〈k| nˆs |k〉 , (5.5)
where the F−function (also called shape of eigenstates),
Fα(E) ≡ 〈
∣∣∣Cαk ∣∣∣2〉Ek=E , (5.6)
is introduced similarly to the strength function (3.9). As discussed earlier, the F−function and the strength function
Fk(E) originate from the same matrix of components wαk = |Cαk |2 obtained by the diagonalization of the total Hamil-
tonian H in the k-basis: the strength function is the average projection of a basis state onto the exact ones, and the
F−function is the projection of an exact state onto the basis states. Both these projections are considered in the energy
representation rather than in the basis representation, an important point for the analysis.
Apart from the condition of a large number of components in an eigenstate, one has to be sure that these compo-
nents are effectively uncorrelated [compare the discussion of the correlator (4.10)]. Otherwise, the averaging is not
justified, and the distribution of ns will depend on tiny details of eigenstates instead of being a smooth function of
35
the total energy (and possibly of other exact constants of motion). From Eq. (5.5) one can also see that the distribu-
tion ns depends on two ingredients: the F-function and the mean single-particle occupancies 〈n| nˆs |n〉 which absorb
the requirements of quantum statistics (a similar approach works for bosons as well). A special remark should be
made for systems with a well defined classical limit. In such a case, the F−function can be found from the classical
Hamiltonian, and the problem of the shape of this function, which is central for the following analysis, is consider-
ably simplified (see [70] and references therein). It is instructive to compare the microcanonical distribution (5.5) of
occupation numbers ns(E) with the standard canonical distribution,
ns(T ) =
∑
α n
α
s exp(−Eα/T )∑
α
exp(−Eα/T ) . (5.7)
Here T is the temperature of a heat bath and the sum runs over exact eigenstates. The important difference between
the distribution (5.5) and the canonical distribution (5.7) is that in Eq. (5.5) the occupation numbers are calculated for
the fixed total energy E of a system and not for the fixed temperature T in Eq. (5.7). Their interrelation comes through
the identification of the running energy E with the canonical mean energy at the temperature T ,
E = 〈E〉T =
∑
α
Eα exp(−Eα/T )
∑
α
exp(−Eα/T ) . (5.8)
The arguments are essentially similar to those traditionally used in statistical mechanics to demonstrate the equiva-
lence of canonical and microcanonical ensembles for large systems. Here we replace the summation over α by the
integration over the density of exact energy levels, ρ(Eα),
∑
α
nαs exp (−Eα/T ) ≈
∫
nαsρ(Eα) exp (−Eα/T ) dEα (5.9)
≈
∑
k
n(k)s
∫
Fα(Ek)ρ(Eα) exp (−Eα/T ) dEα =
∑
k
n(k)s F(T, Ek),
where nks = 〈k| nˆs |k〉. Here the function F(T, Ek) is the canonical average of Fα ,
F(T, Ek) =
∫
FαΦT (E(α)) dEα (5.10)
with another canonically (thermally) averaged function,
ΦT (E) = ρ(E) exp (−E/T ) . (5.11)
In standard statistical mechanics, the product of an exponentially growing level density and an exponentially decreas-
ing thermal excitation factor produces the effective microcanonical window ∆T . As a result, one can transform the
canonical distribution (5.7) into the form similar to the ns− distribution (5.7),
ns(T ) =
∑
k
n
(k)
s F(T, Ek)∑
k
F (T, Ek) . (5.12)
This distribution can be used, for example, in the calculation of occupation numbers and other mean values for a
quantum dot in thermal equilibrium with environment.
In a large system, the position Em of the maximum of the distribution (5.12) is defined by
d ln ρ(E)
dE =
1
T
, (5.13)
and the width is given by
∆T =
∣∣∣∣∣∣d
2 ln ρ(E)
dE2
∣∣∣∣∣∣
−1/2
. (5.14)
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For isolated systems of interacting particles the density of states is typically described by a Gaussian with centroid Ec
and variance σ2, compare Eqs. (5.2) and (5.3). This leads to a Gaussian form of the thermal averaging functionΦT (E)
with a shifted centroid,
Em = Ec − σ
2
T
, (5.15)
and a width ∆T = σ. For a large number of particles the narrow function ΦT is close to a delta-function at E = Em
and the ns− distribution is close to the canonical one, see Eq. (5.10). For isolated systems with a small number of
particles, one should use the ns− distribution (5.6), see details in [166, 81].
5.4. Onset of the Fermi-Dirac distribution
Here we illustrate the emergence of Fermi-Dirac distribution with the use of the TBRI-model (2.3). If the interac-
tion V is relatively weak, the many-body eigenstates cannot be treated as chaotic. It follows that (i) the fluctuations
of the components Cαn in Eq. (5.4) do not obey the standard central limit theorem, (ii) the averaging procedure is not
supported and (iii) the fluctuations of the occupations numbers ns as a function of the energy Eα are strong, so that
they do not decrease with the number of principal components, Npc.
This can be illustrated by the results of Refs. [166, 156, 81] in the TBRI-model for just four fermions occupying
eleven orbitals, see Fig. 15. For sufficiently weak interaction, the numerically obtained ns-distribution is clearly
different from the Fermi-Dirac distribution (full diamonds on left panel), being even not a monotonic function of the
orbital energy ǫs. In this case the averaging did not wash out the fluctuations in ns and the whole picture strongly
fluctuates when changing the energy Eα of an eigenstate (see left panel in Fig. 15).
Figure 15: The ns-distribution for strongly interacting particles in the TBRI-model (2.3) for 4 fermions on 11 orbitals and ǫs = s + 1/s as single-
particle energies. The histograms are obtained by averaging over a number of eigenstates with energies E ≈ 17.33 ≫ Eg = 6.08 which is much
higher than the energy Eg of the ground level. Left: weak interaction with V = 0.02. Full diamonds correspond to the standard Fermi-Dirac
distribution and stars stand for ns computed by Eq. (5.5) with the F−function (5.6) taken in the Breit-Wigner form. Right: strong interaction with
V = 0.20. Open diamonds correspond to the shifted energy in Eq. (5.17) with the total energy E as the energy of eigenstates; the shift is defined by
Eq. (5.19). Circles stay for the Fermi-Dirac distribution obtained from Eq. (5.17), however, without the shift δE (after [81]).
However, for strong interaction resulting in a large value Npc ≫ 1, the equilibrium ns-distribution emerges (see
right panel in Fig. 15). In this case the fluctuations of the eigenstate components C(α)k have a Gaussian shape with
respect to an envelope which is a smooth function of Eα. This leads to small fluctuations of the occupations numbers
ns in accordance with the central limit theorem for the sum (5.4), namely, with ∆ns/ns ∼ N−1/2pc ≪ 1 for ns ∼ 1. In
this region the value of Npc can be estimated as Npc ∼ Γ/D where D is the mean level spacing for many-body energy
levels. As a result, the ns−distribution evolves smoothly when changing the energy of the system. Such a situation can
be associated with the onset of thermal equilibrium and the emergence of the Fermi-Dirac distribution, see Fig. 15.
The data shown in Fig. 15 can be compared with the canonical form of the Fermi-Dirac distribution,
ns =
1
1 + exp (α + βǫs) . (5.16)
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In Eq. (5.1), the parameters equivalent to α and β in (5.16) were found for each individual many-body state |α〉 of
a strongly interacting small nuclear system as local equivalents of the chemical potential and temperature which are
smooth functions of energy. According to Ref. [81], the parameters α and β can be found by solving the following
system, ∑
s
ns = n,
∑
s
ǫsns = E + δE , (5.17)
where the shift δE is given by by
δE = 〈Eαk 〉 − Eα ≃
d ln ρ0
dE σ
2
k ≃
σ2k
σ20
(Ec − E). (5.18)
Here σ2k is defined by Eq. (3.7), Ec is the centroid of the energy spectrum, and σ20 is the variance of the unperturbed
density of states for the Hamiltonian H0. The parameter δE represents the difference between the energy of an indi-
vidual state Eα and the mean energy of the system, taking into account that 〈Eαk 〉 − Eα , 0 away from the centroid
〈Eαk 〉 ≈
∫
Fαk (Ek, Eα)ρ(Eα)dEα. The correction δE emerges since the interaction shifts asymmetrically the unperturbed
levels that are lower and higher than energy Ek. In this way we take into account the modification of the energy spec-
trum due to the interaction between the particles; for details, see Refs.[81, 156]. The data in Fig. 15 are compared
with the results given in Eq. (5.17) with and without the energy shift. One can see that when the influence of the
interaction is quite strong the energy shift should be taken into account in order to get the correct results.
An instructive example of the emergence of Fermi-Dirac distribution in a realistic physical system, namely, for
multicharged gold ions Au25+ near the ionization threshold, is given in Ref. [7]. With the use of an appropriate mean
field, the authors were able to relate excited eigenstates and spectra to the radiative capture of low-energy electrons.
Moreover, the enhancement of the recombination over the direct radiative recombination was found that explains
experimental data. The situation is quite similar to the radiative neutron capture by complex nuclei in the (n, γ)-
reaction, where the resonance mechanism emerging due to chaotic compound states is also much stronger than the
direct capture [174].
A typical example of the structure of a highly excited eigenstate of Au25+ is presented in Fig. 16. This eigenstate is
obtained by the diagonalization of the Hamiltonian matrix of size N = 1254 for JΠ = (13/2)−. Its shape in the energy
representation was found to have good correspondence with the Breit-Wigner formula. For such kind of eigenstates,
the statistical approach is expected to give reliable results for the ns-distribution in the Fermi-Dirac form. This is
confirmed in Fig. 17 where few ns-distributions obtained from individual eigenstates of Au25+ are shown, as well as
by similar results for the nuclear shell model, see Fig. 13. Note that, similarly to the earlier discussed nuclear shell
model, the calculations are performed for fully deterministic systems with no random parameters in the Hamiltonian,
so that the validity of the statistical description is based exclusively on the chaotic structure of the eigenstates.
5.5. Different temperatures
For a relatively small number of particles the temperature T defined by the Fermi-Dirac distribution according to
Eq. (5.17) can be different from both the thermodynamic temperature Tth, Eqs. (5.2) and (5.13) and the canonical
temperature Tcan defined by the canonical distribution (5.7). Different temperature scales and different appropriate
thermometers already appeared in relation to Fig. 14.
Let us discuss the problem of different temperatures in more detail. Assuming a Gaussian density of states ρ(E),
the thermodynamic temperature is given by, Tth(E) = σ2/(Ec − E) where Ec and σ are the centroid and the width of
the distribution ρ(E). In Ref. [81] it was found that the canonical temperature Tcan can be expressed as
Tcan =
σ2
Ec − E + ∆ , (5.19)
where the shift ∆ is proportional to the width of the function ΦT (E) defined by Eq. (5.11). The difference between
these two equations of state, Tth(E) and Tcan(E), disappears for highly excited eigenstates, or in systems with a
sufficiently large number n of active particles. In finite systems, such as quantum dots, atoms, or nuclei, the number
of active particles (particles in an open shell) is not large. For example, for the cerium atom we have n = 4 [35] and in
the nuclear shell model for 28Si [134, 175, 1] n = 12. Therefore, the correction to the thermodynamic temperature can
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Figure 16: Top: components of the 590th eigenstate JΠ = 13/2, and the least-square fit of C2k (E) to the Breit-Wigner formula (bottom) (after [7]).
be significant, especially at low energy. The energy dependence of the temperatures Tth and Tcan for the TBRI-model
with four interacting fermions occupying eleven orbitals is shown in Fig. 18. The comparison of the two temperatures
reveals a noticeable difference for all rescaled energies χ = (E − Efermi)/(Ec − Efermi).
In the TBRI-model the inter-particle interaction is assumed to be completely random. As was argued, this model
demonstrates generic properties that typically emerge in many-electron atoms, nuclei, and in other mesoscopic sys-
tems of interacting particles. In atomic and nuclear systems one can use realistic interactions as it was done, for
example, in Figs. 11 and 12. Due to the complicated character of the interaction between particles at high level den-
sity, it is plausible to expect that the genuine deterministic interaction can be substituted by random matrix elements.
Now, it is quite instructive to see what is going on if the interaction is deterministic and the number of particles is very
small. In this case the emergence of thermalization, especially, the notion of temperature, is far from being obvious.
A detailed study [176], however, shows that one can speak about thermalization and different temperatures even
for a system of two interacting particles. The model here describes two coupled rotators with angular momenta vectors
L and M and a simple Hamiltonian,
H = H0 + V = (Lz + Mz) + LxMx. (5.20)
A similar model is also considered for two interacting quasi-spins in the pairing problem of nuclear physics. The
classical analog of this model thoroughly studied in Refs. [177, 178, 179] shows strongly chaotic motion when the
absolute values of both spins are large, L ∼ M ≫ 1. Therefore, one can expect that in this regime the quantum
counterpart reveals the properties of quantum chaos.
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Figure 17: Occupation numbers in Au25+ calculated numerically according to Eq.(5.4) at high excitation energies E. The temperature T and the
chemical potential µ are obtained with the best fits of the data to the Fermi-Dirac distribution (after [7]).
The numerical study [65, 176] was restricted by the values M = L and 1 < L < 10. Typically, when the energy
|E| is close to the maximal value Emax = L2 + 1, the classical trajectories are regular, while for E ≃ 0 (at the center
of the energy spectrum) the islands of stability become very small and chaotic motion dominates. In the quantum
problem the angular momenta are quantized according to L2 = M2 = ~2ℓ(ℓ + 1) where ℓ is integer. The Hamiltonian
matrix is more sparse than in the TBRI-model, even if its size can be large (N = 2ℓ2 + 2ℓ + 1). The properties of
the eigenstates and the strength function were studied in great detail in Ref. [65], showing the emergence of chaotic
eigenstates in the region of classical chaos. Fig. 19 shows few individual eigenstates and the distribution of occupation
numbers obtained for these eigenstates. The Hamiltonian was presented in the symmetrized two-particle basis of non-
interacting particles. As a result, the ns-distribution has to be compared with the Bose-Einstein distribution.
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Figure 18: Different temperatures versus the rescaled energy χ for the TBRI-model (2.3) with 4 particles in 11 orbitals. Triangles stand for the
thermodynamic temperature Tth and circles for canonical temperature Tcan. The data are obtained for V = 0.12 and the mean spacing between
single-particle levels d0 = 1 (after [81]).
As seen in Fig. 19, the ground state eigenfunction, panel (b1), even if characterized by a large number of com-
ponents, has clear correlations which do not allow for a statistical description of ns. Indeed, the actual distribution
of occupation numbers, panel (a1) has a very specific form. The same happens for the energy level E10, see panels
(a2) and (b2). With an increase of the energy E, the structure of eigenfunctions becomes complicated, and the Bose-
Einstein distribution emerges (and becomes close to the Boltzmann distribution due to the large values of quantum
numbers). These results are important in view of two points. First, in correspondence with the basic principles of
statistical physics, the conventional statistical properties of observables (in our case, the occupation number distri-
bution) emerge on the ground of individual eigenstates. Second, even for a simple model of two particles with a
deterministic interaction and well defined classical limit, the statistical description works quite well as expected from
the quantum-classical correspondence.
Now, in view of our previous discussion of different temperatures, let us look at the data presented in Fig. 20.
One can see that the thermodynamic inverse temperature, βth (full curve) computed by Eq. (5.13) with the use of the
Gaussian density of states (that is well confirmed numerically), is very different from βBE (crosses). The latter was
found by solving two equations,
ℓ∑
s=−ℓ
nBEs = 2,
ℓ∑
s=−ℓ
~snBEs = E, (5.21)
for temperature and chemical potential. Here the energy E = ∑s ~sns is computed from the numerical values of the
actual ns. The ns−distribution found in accordance with Eq. (5.21) fully takes into account the effect of the inter-
particle interaction. The fact that the canonical temperature Tcan does not correspond to the actual ns-distribution is
not surprising since for two particles one cannot expect the coincidence of microcanonical and canonical averages.
The temperature TBE found from Eq. (5.21) turns out to be close to that defined from the one-parameter fit to the
Bose-Einstein distribution with the only constraint of a finite number of particles, ∑ℓ−ℓ nBEs = 2. The corresponding
inverse temperature, βfit (full circles), is close to βBE = 1/TBE. This supports, on one hand, the significance of the
fitting procedure with the Bose-Einstein distribution, and, on the other hand, the validity of this distribution for isolated
systems via a proper renormalization of the energy E, see previous Section.
An interesting observation in Ref. [176] refers to the “randomized” model created by replacing non-zero off-
diagonal matrix elements in the Hamiltonian by random variables with the same mean and variance as in the original
deterministic model (5.20). In this way we destroy the inherent correlations between matrix elements, however keep-
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Figure 19: Eigenfunctions (right column) and the corresponding occupation number distribution (left column) for L = 3.5, ℓ = 19. The panels
(a1, b1) are for the ground state, (a2, b2) for the 10th state (classically integrable) , (a3 , b3) are for the 49th state (with a chaotic phase space in the
classical limit), and (a4 , b4) correspond to the 54th state (with fully chaotic phase space). Full curves on left panels are obtained by the best fit to
the Bose-Einstein distribution (after [176]).
ing the positions of the zero matrix elements that are due to the selection rules. For such a modified model, the inverse
canonical temperature, βcan (open circles) did not practically change, while both, βfit and βBE ≈ βfit considerably
change and come closer to the canonical inverse temperature, βcan. This indicates that the conventional canonical
distribution of occupation numbers may appear even in isolated systems with a small number of particles, provided
the dynamical correlations are weak due to a complicated interaction.
As for the standard thermodynamic inverse temperature defined by βT = d ln ρ/dE with ρ as the density of states
of the total Hamiltonian, the dependence βT (E) (dotted line) is different from βcan; however, it comes closer near the
center of the energy spectrum. This result was attributed in Ref. [176] to the small number of particles. For the
randomized model, βth is close to βfit(E) at high temperature where βth and βcan tend to coincide; however, it deviates
significantly at lower temperature. Note that near the edges of the spectrum the density of states is small, and the
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Figure 20: Different inverse temperatures versus rescaled energy ǫ = E/Emax . Full curve: βcan = 1/Tcan; dotted curve: βth = 1/Tth, full circles:
βfit = 1/Tfit, and crosses: βBE = 1/TBE. Open circles stand for β = 1/Tfit for random model, (after [176]).
eigenstates are not chaotic any more.
6. Statistical relaxation
Above we have discussed the interplay of chaoticity and thermodynamics applied to the set of stationary states
of a many-body Hamiltonian. We now turn our attention to the theory of non-equilibrium phenomena that was ex-
tensively developed during the last decades, being particularly influenced by the availability of new experimentally
accessible systems, such as optical lattices with a small number of atoms, and by the progress of quantum informat-
ics. The notions of quantum fidelity [180] quantum quench [181, 182, 183, 184] and quantum annealing [185, 186]
require time-dependent descriptions, where echo-like returns [187, 188] and possible quantum phase transitions dis-
play interesting physics [3]. The method most closely related to our description operates with the so-called diagonal
entropy that is a cousin of the information entropy. Many physical problems here are still not fully resolved. It was
noticed long ago [189] that, under an adiabatic evolution of the interacting systems, the characteristic time scales are
much shorter than the Weisskopf time ~/D corresponding to the inverse distance between the microscopic many-body
energy levels and therefore to the characteristic periods of wave packets in this Hilbert space. Our previous consid-
erations allow to hypothesize that the Weisskopf time describes the closest return of the wave packet, while it is not
needed for statistical equilibrium: indeed, if all states in a given energy window “look the same”, the system does not
need to probe every one of them.
Advances in the theory of non-equilibrium quantum dynamics have benefited from new experiments with highly
controllable interacting quantum systems, where the evolution remains coherent for a long time. They include solid-
state [190, 191, 192] and liquid-state [193] NMR platforms, ultracold atoms, and molecules in optical lattices [194,
195, 196, 197, 198, 199, 200]. In the first case, the experiments are performed at room temperature and the dynamics
is controlled with magnetic pulses. In the latter case, selected initial states can be prepared, and the strength of the
interactions and the level of disorder can be engineered. In parallel to experiments, new numerical methods, such as
those based on matrix product states and density-matrix renormalization group (DMRG) [201, 202, 203] as well as
linked-cluster approaches [204], have made possible the simulations of the dynamics of large quantum systems and
the analysis of infinite time averages in the thermodynamic limit.
Non-equilibrium quantum physics is a highly interdisciplinary subject. It reveals, for example, a symbiotic rela-
tionship with quantum information science. Some illustrations include the growth of entanglement as a justifier for
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the limitation to short times of the time-dependent DMRG method [205]; the manipulation of the dynamics of inter-
acting quantum systems [206, 191, 207] that emerged from the need to transfer and store information for quantum
communication; and the further advances of quantum simulators for adiabatic quantum computation and quantum
annealing [185, 186]. Non-equilibrium phenomena are also highly connected with the characterization of quantum
transport behavior, whether it is ballistic or diffusive [208, 209]; with new physics emerging at the points of quantum
phase transitions [210, 184, 3]; and with the viability of thermalization, see Sec. 7.
In this section, in order to study the statistical relaxation of observables, we concentrate on the dynamics of
isolated quantum systems prepared in an eigenstate of an initial (unperturbed) Hamiltonian H0 and evolving by a full
Hamiltonian H = H0 + V . This scenario is often referred to as quenched dynamics; it corresponds to an (almost)
instantaneous perturbation that converts H0 into the final Hamiltonian H during a time interval much shorter than any
characteristic time scale of the system. We will also discuss the case, relevant for recent experimental studies, when
the initial state is not an eigenstate of H0. In our context, this means that the initial state is not an eigenstate of the
mean field basis, even if analytical results are mainly available for this situation.
6.1. Survival probability: theoretical background
As a simple case of quench dynamics, we consider the situation where the initial state is a basis state |k0〉, i.e. an
eigenstate of the unperturbed Hamiltonian H0 in Eq. (2.1). The evolution of the state vector is described by
|Ψ(t)〉 =
∑
α
Cαk0 |α〉 exp(−iEαt), (6.1)
where the coefficients Cαk0 = 〈α|k0〉 are obtained from the expansion of the initial state over the stationary states |α〉 of
the total Hamiltonian H = H0+V and Eα is the energy eigenvalue corresponding to the eigenstate |α〉. The probability
wkk0 = |Akk0 |2 = | 〈k|Ψ(t)〉 |2 (6.2)
to find the system at time t in the state |k〉 is determined by the amplitude
Akk0 (t) =
〈k| exp(−iHt)|k0〉 =∑
α
Cα∗k C
α
k0 exp(−iEαt). (6.3)
A quantity of particular interest is the survival probability W0(t) to find the system at time t in the initial state |k0〉,
W0(t) ≡ wk0k0 (t) =
∣∣∣Ak0k0 (t)∣∣∣2 , (6.4)
where we come to the Fourier image of the strength function,
Ak0k0 (t) =
∑
α
|Cαk0 |2 exp(−iEαt) =
∫
Fk0 (E) exp(−iEt)dE. (6.5)
As seen earlier, for chaotic eigenstates the strength function Fk0 (E) is a smooth function of energy which is the key
point in the analytical evaluation of the time dependence of W0(t).
Numerical and analytical results for the survival probability in the TBRI model are considered in Sec. 6.1 and for
spin-1/2 models in Sec. 6.2 . This quantity, also known as return probability and quantum fidelity, formally coincides
with the Loschmidt echo (see reviews [188, 211]) when the two Hamiltonians involved in the echo are taken as H0
and H0 + V .
According to perturbation theory, at short times the general result is valid,
W0(t) ≈ 1 − σ2k0 t2, (6.6)
where σ2k0 is the energy variance of the initial state |k0〉 projected onto the basis generated by the total Hamiltonian H,
see Eq. (3.7). This variance defines the width of energy shell, and can be determined, prior to the diagonalization, by
the sum of squares of off-diagonal matrix elements of the matrix of H in the basis of H0, namely, as σ2k0 =
∑
k,k0 V
2
k0k.
. This expression is universal in the sense that it is exact for any kind of perturbation V [81]. The initial time scale
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for the perturbative expression (6.6) to be valid is very small, and the main interest is in the time-dependence of W0(t)
beyond this time scale, which is entirely determined by the form of the strength function. A similar initial stage is
formally present in the usual description of irreversible radioactive decay but in such applications, as a rule, the initial
moment of creation of an unstable state cannot be known precisely enough [212, 77].
As discussed above, in generic systems of interacting particles the strength function takes the Breit-Wigner form
(3.14), provided the interaction is relatively strong. The half-width Γ0 of the BW is given by the Fermi golden rule
and in our case reads as
Γ0(E) ≡ Γ(E, k0) ≃ 2π
∣∣∣Vk0k∣∣∣2ρ f (E). (6.7)
Here
∣∣∣Vk0k∣∣∣2 is the mean square value of many-body matrix elements obtained by the average over k, and ρ f (E) is
the density of the basis states directly coupled to the state |k0〉 by the interaction V . For TBRI, this density can be
roughly evaluated as follows: the basis state |k0〉 has N0 non-zero matrix elements 〈k0′|V |k0〉 for k0′ , k0. Let us define
km = Min[k0′] and kM = Max[k0′] taken over the N0 values for given k0. The values km and kM determine the width
of interaction in the chosen unperturbed many-body basis. One can associate with these two values the corresponding
eigenvalues of the total Hamiltonian EkM and Ekm ; in this way we have ρ−1f ≃ (EkM − Ekm )/N0. It should be stressed
that ρ f (E) is much smaller than the total density ρ(E) of all many-body states due to many vanishing matrix elements
〈k0′|V |k0〉. As mentioned earlier, this is attributed to the two-body nature of the interaction V .
Assuming the Breit-Wigner form of the strength function, the survival probability is described by the exponential
time dependence,
W0(t) ≃ exp (−Γ0t) , (6.8)
apart from a short-time regime t < t0 when the quadratic decrease (6.6) occurs. This situation is similar to what is
known for radioactive decay into continuum, when the short initial stage is changed by the conventional exponential
decay, see the recent short review article [77] and references therein.
For a long time it was assumed that the exponential decrease of the survival probability was the only regime which
is physically relevant to the dynamics of systems with many interacting particles. However, as discussed in Section
III, now it is understood that in many situations the form of the strength function can be close to a Gaussian. This is
related to the finite width of the interaction in the energy space reflected by the band-like structure of V in Eq. (2.3).
For the TBRI model it was shown [213] that if Γ0 < ∆E , the form of the strength function, is, indeed, Breit-Wigner.
In the opposite limit, Γ0 ≈ ∆E , of a strong interaction, the leading dependence of W0(t) is Gaussian,
W0(t) ≃ exp(−σ2k0 t2). (6.9)
This occurs on some scale 0 < t ≤ tc [213], after which an exponential dependence may emerge, see below.
Different functions have been suggested to describe the shape of the strength function in the transition region
between Breit-Wigner and Gaussian, for example Student’s t-distribution [85, 86], interpolation of the two func-
tions [83, 213], and Voigt distribution [214]. Although the rigorous analytical description of this crossover is quite
complicated, in order to evaluate W0(t), one can use the phenomenological expression suggested in Ref. [213] for the
strength function that depends on two key parameters, Γ0 and σk0 , see also Ref. [82]. For the TBRI model with Np
Fermi particles in Ns active orbitals, one has [81],
σ2k0 =
v20
12
Np(Np − 1)(Ns − Np)(Ns − Np + 3), (6.10)
where [−v0, v0] is the range within which the two-body matrix elements are distributed randomly with a constant
probability. The variance σ2k0 turns out to be independent of the specific basis state |k0〉; as already mentioned, the
same property is practically well satisfied in various versions of the nuclear shell model [1, 75], where one cannot
directly apply eq. (6.10) because of the presence of exactly conserved constants of motion dividing the Hilbert space
into non-overlapping domains.
Thus, in the case of a not too strong perturbation, the decrease of the survival probability is exponential, and with
an increase of the interaction V , one should expect a long time scale where the Gaussian form (6.9) occurs for t > tc.
These predictions are confirmed by numerical data in Fig. 21. Here and below the time t is measured in units ~/d0
where d0 = 〈ǫs+1 − ǫs〉 is the mean spacing between single-particle levels ǫs. The calculations were performed for
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Np = 6 fermions and Ns = 12 single-particle states resulting in 924 many-body states. The fit to the exponential
dependence (6.9) determines Γ0 ≈ 0.97 that can be compared with the rough estimate (see details in Ref. [82]),
Γ0 ≈
πσ2k0
d0(Ns − Np) , (6.11)
where d0 is the mean level spacing between single-particle levels. With this estimate one obtains Γ0 ≈ 1.03 which is
very close to the numerical data, see Fig. 21, left panel; here Γ0 is measured in units d0/~.
Figure 21: Survival probability W0(t) for TBRI model (2.3) with 6 particles and 12 single-particle levels. Full circles correspond to numerical
data. LEFT: Weak non-perturbative interaction, v0 = 0.12, the strength function has the Breit-Wigner form. The straight line shifted for a better
visualization is the linear fit. MIDDLE: Intermediate situation with v0 = 0.25 when both regimes, Gaussian and exponential, are characteristic
of the dynamics. Solid curve is the theoretical expression (6.9). RIGHT: Strong interaction, v0 = 0.5, with the Gaussian shape of the strength
function. Solid curve is the analytical dependence (6.9) with σ2k0 determined by Eq. (6.10) (after [82]).
In the intermediate regime between Breit-Wigner and Gaussian, there are two time scales, see Fig. 21, middle
panel. When t ≤ tc ≈ 0.3, the decrease of W0(t) has the Gaussian form (6.9), whereas for t > tc the time dependence
changes to exponential. The critical time tc that divides these two regimes can be estimated as
tc ≈ Γ0
σ2k0
. (6.12)
In fact, tc is the time to resolve the width, ∆E ≈ σk0 , of the energy shell. If this width is very large, the exponential
decrease starts on a short time scale. Such a situation is typical for one-body chaos, for example, for a particle in
a billiard: since the interaction is due to the hard walls, the energy range of interaction is extremely large (actually,
infinite), and the interaction couples all unperturbed states apart from the origin of the energy spectrum. That is why
in such models the typical shape of the strength function is Breit-Wigner, independently of the interaction strength,
see Ref. [79]. Contrary, for isolated systems of interacting particles, such as the TBRI model, for relatively small
values of ∆E , the Gaussian decrease of W0(t) starts from t ≃ 0 and lasts for a long time. According to this estimate,
we have tc ≈ 0.5 which roughly corresponds to the data. The critical time tc is not a well defined quantity and can
be determined up to a numerical factor of the order unity. Remarkably, the time of the correspondence of the data to
Eq. (6.9) turns out to be independent of the perturbation strength.
Finally, for a relatively strong interaction resulting in the Gaussian shape of the strength function, the numerical
data reported in Fig. 21 (right panel) manifest a long Gaussian-like decrease of the survival probability up to very
small values of W0, in contrast to the intermediate regime. The deviation from the Gaussian dependence towards the
exponential one (linear slope after t ≈ 0.4) begins at small values of W0(t). Therefore, practically the decrease of the
survival probability is described by the dependence (6.9). The detailed analysis performed in Ref. [213] has revealed
an unexpected result. It was analytically shown that, having an exponential tail for the time after which the Gaussian
decay ends, a non-conventional decay emerges asymptotically for a large time, given by W0(t) ≈ C exp(−Γ0t), where
the constant C can be very large, C ≈ exp[ 14 {Γ20/(∆E)2}]. Such a strong deviation from the conventional decay,
W0(t) ≈ exp(−Γ0t) can be important in realistic physical systems. It should be noted that the exponential decay cannot
last to arbitrarily long time because then the energy uncertainty of the initial state would be infinite. The long-time
regime should be of power law or something like that being defined by the threshold, the lowest end of the energy
spectrum [77].
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6.2. Survival probability: spin-1/2 systems
Here we focus on realistic, completely deterministic, spin-1/2 systems [see Eqs. (2.5) and (2.6)]. We show that
the analytical approach developed for the TBRI model works also for deterministic models provided the eigenstates
of the total Hamiltonian H can be treated as chaotic. Since the survival probability is the Fourier transform of the
strength function, the shape and filling of the latter regulate the decay of the first. This allows for the following
conclusions [215, 216, 51, 214, 87, 217, 218], which are illustrated below: (i) the decay for integrable and chaotic
Hamiltonians may be very similar; (ii) it may be exponential, Gaussian and even faster than Gaussian, the fastest
behavior being limited by the energy-time uncertainty relation; (iii) it slows down as the energy of the initial state
moves away from the middle of the spectrum.
6.2.1. Integrable vs Chaotic Regime
The gradual broadening of the strength function as the perturbation increases for the integrable Model 1 and for
the chaotic Model 2 was shown in Fig. 6. Here, that figure is translated to the non-equilibrium scenario. The initial
states are the basis states of the unperturbed Hamiltonian H0. They are evolved by H being labeled by the energies
˜Ek0 = 〈k0|H|k0〉 (6.13)
chosen away from the edges of the spectrum of the total Hamiltonian H. Note that ˜Ek0 is equal to Ek0 = 〈k0|H0|k0〉
only at the center of the energy band (see discussion in Ref.[81]). The corresponding decay of the survival probability
is illustrated in Fig. 22. When the perturbation is weak (µ = 0.2, λ = 0.2), the strength function is close to a delta
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Figure 22: (Color online) Survival probability for Model 1 (left) and Model 2 (right). Numerical results are represented by circles; the analytical
Gaussian decay, see Eq. (6.9), is given by solid curves; the exponentials in the middle panels correspond to squares. The infinite time average
is given by dot-dashed horizontal lines. The energy ˜Ek0 of the initial states is away from the edges of the total energy spectrum and closest to
ET =
∑
α Eαe−Eα/T /
∑
α e
−Eα/T
, where T = 4.4J. This choice and the parameters are the same as in Fig. 6; L = 18 and Sztot = −3 (after [87]).
function and the decay of the survival probability is very slow [top panels of Fig. 22]. As the perturbation increases
(µ = 0.4, λ = 0.4) and the strength function becomes Breit-Wigner, the decay at very short times is quadratic, as
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expected from perturbation theory, and then it switches to exponential [middle panels of Fig. 22]. When the regime
of strong perturbation is reached (µ = 1.5, λ = 1.0) and the strength function becomes Gaussian, the decay is also
Gaussian [bottom panels of Fig. 22] until saturation. Fig. 22 confirms that the behavior of the survival probability is
similar for both models, integrable and chaotic.
In the same figure, the horizontal dot-dashed lines correspond to the infinite time average. After the saturation, the
survival probability fluctuates around the value
W0 =
∑
α
|Cαk0 |4 = M2(k0) (6.14)
indicated by the dot-dashed horizontal lines. Comparing with Eq. (4.5), one sees that the value of W0 corresponds to
the inverse participation ratio M2 of the unperturbed basis state |k0〉 projected onto the total energy basis of H. As for
the variance of the temporal fluctuations, it is given by [216, 217]
σ2W0 =
∑
α,β
γ,δ
|Cαk0 |2|C
β
k0 |
2|Cγk0 |
2|Cδk0 |2ei(Eα−Eβ−Eγ+Eδ)t
=
∑
α
|Cαk0 |4

2
−
∑
α
|Ck0α |8 ≈ [M(2k0)]2. (6.15)
The second equality here holds for systems without too many degeneracies of energies and also of spacings, that is
Eα−Eβ = Eγ−Eδ ⇒ Eα = Eγ and Eβ = Eδ. Systems that fall in this category are those without level clustering [219].
They include chaotic models and those with the Poisson level spacing distribution, known to be a fingerprint of
integrable systems, but obviously exclude systems characterized by a picket fence spectrum. Defining the time, tR, as
the time it takes for the survival probability to first reach the saturation value, a simple expression can be obtained for
the cases where the Gaussian decay holds until W0 [215, 216],
exp
(
−∆2k0 t2R
)
= Mk02 ⇒ tR =
√
ln Mk02
∆k0
. (6.16)
The lifetime of the initial state is therefore determined by its level of delocalization in the energy eigenbasis and by
the width ∆k0 of the strength function.
6.2.2. Experimentally accessible initial states
Above we have studied the survival probability for initial states with average energy ˜Ek0 close to the middle of the
total energy spectrum. We restricted our focus to the dependence of the dynamics on the strength of the perturbation.
We now fix the strength and analyze the role of the energy ˜Ek0 . Specifically, we consider as initial states the site-basis
vectors. They correspond to tensor products of the states of each site, where the spin is either pointing up or down
in the z direction, such as in | ↓↓↑↓〉. They are configuration basis vectors and not the eigenstates of the unperturbed
Hamiltonian H0. These states can be prepared experimentally with cold atoms in optical lattices [220, 195, 221, 222].
The perturbation strength required to evolve a site-basis vector according to the total Hamiltonian of Model 1 or 2 is
strong, because we are basically quenching the parameter µ from infinity to a finite value. Thus, a Gaussian strength
function is expected.
It is straightforward to calculate the center ˜Ek0 and the width ∆k0 of the strength function for such initial states [215,
216]. The values are given in Table 1 for two examples typically investigated in magnetic systems. The first, referred
to as the domain wall state, |DW〉, has two well separated regions, in the first half of the chain all spins point up and
in the second half all spins point down. The second state, called the Ne´el state, |NS〉, occurs in materials exhibiting
antiferromagnetism. Note that the width ∆k0 does not depend on the anisotropy parameter µ.
The two states of Table 1 show different dependence on µ, λ, and L, with consequences further explored in the
figures below. For example, contrary to |DW〉, the width for the Ne´el state is independent of λ being the same for the
integrable Model 1 and the chaotic Model 2. For the domain wall, ∆k0 is independent of the system size. As λ increases
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Table 1: Energy of |k0〉 and width of its strength function.
˜Ek0 ∆k0
|DW〉 = | ↑↑↑ . . . ↓↓↓〉 Jµ4 [(L − 3) + (L − 6)λ]
J
2
√
1 + 2λ2
|NS〉 = | ↓↑↓↑ . . . ↓↑↓↑〉 Jµ4 [−(L − 1) + (L − 2)λ]
J
2
√
L − 1
(0 ≤ λ ≤ 1), the energy of the |NS〉 state approaches the middle of the spectrum being zero when λ = (L − 1)/(L − 2),
whereas, for the |DW〉 state, ˜Ek0 moves away from the middle.
In Fig. 23, the left panels show the Gaussian strength function for the Ne´el state projected onto the integrable
Model 1 and chaotic Model 2, and on the right panel the corresponding behavior of W|NS〉(t). The energy shell is
overall well filled, leading to the Gaussian decay up to the saturation line for both models. The curves fall on top of
each other, since ∆|NS〉 is the same for both systems, and they agree well with the analytical expression. The saturation
point, indicated with the horizontal dashed line in Fig. 23, depends on the filling of the energy shell, which improves
as ˜E|NS〉 approaches the middle of the spectrum.
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Figure 23: (Color online) Strength function for the Ne´el state (left) and the corresponding survival probability decay (right) for µ = 1, λ = 0
(circles), µ = 1, λ = 0.4 (triangles), and µ = 0.5, λ = 1 (squares); L = 16, L/2 up-spins. Solid lines: Gaussian envelope of the strength function
(left) and Gaussian decay (right) for ∆|NS〉 from Table 1. Dashed horizontal line from top to bottom: saturation point for the integrable, weakly
chaotic, and strongly chaotic case (after [215, 216]).
Figure 24 shows the strength functions and survival probability for the sharp domain wall. The same Hamiltonians
as in Fig. 23 are considered, but the results are quite different. In comparison with the Ne´el state, the decay for |DW〉
is much slower due to its low connectivity, and therefore narrow and poorly filled energy shell. Apart from short time,
the behavior of WDW(t) is neither Gaussian nor exponential. The nonmonotonous behavior of W with the apparent
transition to another exponent indicates the interference of two competing relaxation processes taking place with the
increase of λ; similar effects are seen in the theory of radioactive decay with several interfering decay chains [77].
6.2.3. Decays faster than Gaussian
Decays even faster than Gaussian are expected in at least two situations: (i) in the limit of very strong interaction
not necessarily limited to two-body or (ii) when the strength function involves more than a single peak [214]. The first
case is less realistic, but serves to provide a lower bound. The extreme scenario occurs when the final Hamiltonian
coincides with a full random matrix. Here, not only the density of states, but also the strength function approaches the
semicircular shape, as shown in Fig. 25 (a). This leads to [215, 216, 214]
W0(t) =
[J1(2∆k0 t)]2
∆2k0 t
2
, (6.17)
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Figure 24: (Color online) Strength function for the domain wall state (left) and the corresponding survival probability decay (right) for µ = 1, λ = 0
(circles), µ = 1, λ = 0.4 (triangles), and µ = 0.5, λ = 1 (squares); L = 16, Sz = 0. Solid lines (left): Gaussian envelope of the strength function for
∆|DW〉 from Table 1. Dashed horizontal line from top to bottom: saturation point for the weakly chaotic, integrable, and strongly chaotic case (after
[215, 216]).
where J1 is the Bessel function of the first kind. The agreement between this expression and the numerical results in
Fig. 25 (b) is excellent.
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Figure 25: (Color online) Strength function (left) and the corresponding survival probability decay (right). Top: Initial state from a GOE matrix
projected onto another GOE full random matrix, N = 12 870. The random numbers are normalized so that ∆k0 = 1. Bottom: Quench from the
XXZ model to a Hamiltonian with an excessive on-site energy d = 8.0 on site L/2; µ = 0.48, L = 16, 8 up-spins. The initial state is in the middle
of the spectrum. The centroid and width of the two Gaussians are respectively E1 = −3.98, E2 = 3.90, ξ1 = 0.48, and ξ2 = 0.54. Numerical results
are shown by shaded area (left) and circles (right). Solid lines correspond to the analytical expressions. Dot-dashed horizontal lines indicate the
saturation point (after [216, 214]).
Since for full random matrices, Mk02 ∼ 3/N , where N is the dimension of the matrix, tR may be obtained from the
relation,
[J1(2∆k0 tR)]2
∆2k0 t
2
R
=
3
N . (6.18)
After reaching the saturation point for the first time, the survival probability still shows some small oscillations de-
caying as t−3 [217].
The second case of faster than Gaussian decay occurs if the strength function is bimodal (or multimodal). It can
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happen, for example, when the system is initially prepared in an eigenstate of the total Hamiltonian of Model 1 and
the evolution is started by abruptly turning on a strong static magnetic field that acts only on a single site of the chain.
When the amplitude of this field is very large, inducing a large on-site Zeeman splitting, the density of states and
consequently also the strength function splits in two separated Gaussian peaks [214]. An illustration is provided in
Fig. 25 (c). Another case of the double structure was discussed in relation to Eq. (3.16).
For initial states with energy close to the middle of the spectrum, both peaks have similar width ξ, and the survival
probability is approximately given by [214],
W0(t) = cos2 (γt) exp(−ξ2t2), (6.19)
where γ is half the distance between the two peaks. A good agreement between this expression and the numerical
results is seen in Fig. 25 (d). Note that for t < π/(2γ) the probability decay coincides with the ultimate bound
established by the energy-time uncertainty relation, W0(t) ≥ cos2(γt) [223, 224, 225, 226, 227]. After reaching the
saturation point for the first time, W0(t) still shows large oscillations that decrease according to the Gaussian envelope,
W0(t) ∼ exp(−ξ2t2).
6.3. Relaxation in the energy shell
The knowledge of the strength function, and, therefore, the survival probability, allows one to estimate the
time evolution of observables that can be directly associated with experimental data. In the approach developed in
Ref. [228], it was suggested to consider the dynamics of wave packets in the TBRI-model in the following way. The
projection of the wave function Ψ(t) onto the state |k0〉 is given by Eqs. (6.2,6.3). By writing wkk0 (t) = wskk0 + wfluctkk0 (t)
and assuming, as always, that in the long-time limit the fluctuating term wfluctkk0 (t) vanishes, one obtains
wskk0 =
∑
α
|C(α)k0 |
2|C(α)k |2 ≃
∫ dE
ρ(E) Fk0 (E)Fk(E). (6.20)
The ingredients here are the two strength functions, Fk0 (E) and Fk(E), for the initial and final basis state, respectively.
The integral in Eq. (6.20) can be easily evaluated when the strength functions have either the BW or Gaussian shape.
The similar expression for W0 contains |C(α)k0 |4. For Gaussian fluctuations of the components we obtain |C
(α)
k0 |4 = 3
(|C(α)k0 |2)2. Therefore, if the number of principal components Npc of the eigenstates is very large, the probability of
return to the initial state |k0〉 in the long-time limit is, at least, three times larger than the probability to find the system
in any other state |k〉, see Fig. 26. This is the same effect as the one known as the elastic enhancement factor in the ratio
of fluctuational cross sections in elastic and inelastic channels in the processes going through the complex compound
systems [229].
In Fig. 26 the distribution of probabilities wk in the TBRI-model is shown after a very long evolution time, t = 40,
for two different strengths of interaction; the time t is measured in units ~/d0, where d0 is the average spacing. Initially,
only one basis state k0 = 462 was populated at the center of the energy spectrum in order to avoid the asymmetry
of the distribution in the basis representation. The two characteristic values of v0 are chosen in such a way that the
strength function have the BW or the Gaussian shape in the energy representation. The data shown in Figure in the
basis representation demonstrate a strong dependence of the dynamics on the shape of the strength function. The
transition between the shapes is fast compared to the small change of the interaction strength v0.
In order to study how the survival probability decays due to the perturbation V , it is convenient to introduce
sub-classes for all basis states in the following way. The first class contains N1 basis states directly coupled to the
initial state by the matrix elements Hkk0 . The second class consists of N2 basis states coupled with the initial one
in the second order of the perturbation and so on. For large times, t ≫ Γ0/(∆E)2, assuming the BW shape of the
strength function, the time dependence of occupancies of the states in different classes can be effectively described by
kinetic equations, similar to what is used in the theory of compound nuclear reactions going through the hierarchy of
intermediate states of various degree of complexity [230],
dW0
dt = −Γ0W0,
dW1
dt = Γ0W0 − Γ0W1, ... ,
dW j
dt = Γ0W j−1 − Γ0W j, ..., (6.21)
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Figure 26: Asymptotic distribution wn = wnk0 for the TBRI-model with 6 particles and 12 single-particle levels. As initial state we choose k0 = 462.
Left: v20 ≈ 0.003, Γ0 ≈ 0.50, ∆k0 ≈ 1.16, and the strength function is of the Breit-Wigner form; the average is performed over 10 matrices with
different realization of disorder. Right: v20 ≈ 0.083 , Γ0 ≈ 10.5 ,∆k0 ≈ 5.8, and the strength function is close to a Gaussian. The average is taken
over 50 matrices (after [228]).
where W j is the probability for the system to be in a state of class j. Here we consider a system far from the
equilibrium. If the system is at the equilibrium, the probabilities of all states within the energy window defined by∣∣∣Ek − Ek0 ∣∣∣ ≤ Γ0, where Ek0 is the energy of the initial basis state, are of the same order, wk ≃ N−1pc , with Npc estimated
as the total number of states inside the energy shell. In order to neglect the return flux, one needs the condition
wk ≃ W j/N j ≫ 1/Npc to be fulfilled.
The solution of the infinite set of equations (6.21) is given by the Poisson distribution,
W0 = exp(−Γ0t ) ; W j = (Γ0t)
j
j! exp (−Γ0t) =
(Γ0t) j
j! W0. (6.22)
The maximum probability W j = ( j j/ j!) exp(− j) ≈ 1/
√
2π j to be in the j-th class is determined by the condition
dW j/dt = 0 and occurs for t = j/Γ0. The solution (6.22) can be considered as a cascade in the population dynamics
of different classes. At small times, t ≪ τ ≡ 1/Γ0, the system is practically in the initial state; at times t ≈ τ the
flow spreads into the first class, for t = jτ it spreads into the jth class, etc. For an infinite chain, the normalization
condition
∞∑
j=0
W j = 1 remains valid.
A quantity of special interest is the Shannon entropy of wave packets in the many-body basis,
S (t) = −
∑
k
wk ln wk ≈ −
∞∑
j=0
W j ln
W j
N j
, (6.23)
where wk ≈ W j/N j stands for the population of basis states of the class j with N j states in this class. In fact, for
t ∼ jτ one needs to count only the states inside the energy shell since the population of the states outside the energy
interval
∣∣∣Ek − Ek0 ∣∣∣ > Γ0 is small [228]. Using N j = K j (where K is the number of basis states directly coupled by the
perturbation) and
∞∑
j=0
j(Γ0t) j/ j! = Γ0t exp(Γ0t), one comes to the following expression,
S (t) ≈ Γ0t ln K + Γ0t − e−Γ0t
∞∑
j=0
(Γ0t) j
j! ln
(Γ0t) j
j! . (6.24)
The two last terms in the right hand side of Eq. (6.24) turn out to be smaller than the first one, therefore,
S (t) ≈ Γ0t ln K[1 + f (t)], (6.25)
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where the function f (t) ≪ 1 depends weakly on time.
Neglecting the second term in Eq. (6.25) we obtain the linear increase of entropy which means that the number of
principal components Npc(t) increases exponentially with time. This behavior can be compared with a linear increase
of the dynamical entropy S cl(t) in classically chaotic systems where S cl(t) is known to be related to the exponential
divergence of close trajectories in the phase space: S cl(t) ∝ λt where λ is the Lyapunov exponent, see, for example
[231, 232, 233, 234]. The non-trivial point is that the linear increase of entropy also occurs for systems without
classical limit [234], therefore, the product Γ0 ln K may be treated as describing the “quantum Lyapunov exponent”.
It should be stressed that for short times, t ≪ Γ0/∆2k0 , the entropy increases quadratically in time, S (t) ≈ ∆2k0 t2, which
is an universal result valid for any shape of the strength function.
The cascade model assumes an infinite number of “classes”. In systems with a finite number of many-body states,
any basis state can be reached dynamically in several “interaction steps”. For example, in a system of Np = 6 particles
and Ns = 12 single-particle levels, three steps are needed in order to have all 924 basis states effectively populated
if all eigenstates are fully delocalized. If the number of classes is finite, the dynamics saturates and one can expect
the emergence of a steady-state distribution of population in the unperturbed basis. A simple expression for S (t) was
suggested for the systems with a small number of classes [228],
S (t) = −W0(t) ln W0(t) − (1 − W0(t)) ln
( (1 − W0(t))
Npc
)
. (6.26)
This expression takes into account the normalization condition ∑
k,k0
wk = 1 − W0, and has a reasonable behavior for
both small and large times, except for very short times when the quadratic dependence of S (t) on time dominates.
Since W0(t) is entirely defined by the strength function, the key parameter in Eq. (6.26) is the number Npc of principal
components, or the degree of delocalization of eigenstates in the unperturbed basis.
We can now compare the obtained analytical expressions with numerical data for the TBRI model (2.3). For the
strength function of BW shape, the time dependence of the entropy is shown in Fig. 27. The number K of the basis
Figure 27: Entropy versus time for the TBRI model with parameters Np = 6, Ns = 12, v20 ≈ 0.003, Γ0 ≈ 0.50, ∆k0 ≈ 1.16, when the SF has the
Breit-Wigner shape. Circles stand for numerical data, solid curve is Eq. (6.26), and dashed line is the linear dependence (6.28). In the inset the
same is shown for a smaller time scale (after [228]).
states directly coupled by the random two-body interaction, is determined [34] by
K = Np(Ns − Np) +
Np(Np − 1)(Ns − Np)(Ns − Np − 1)
4
, (6.27)
where the first term gives the number of one-particle transitions, and the second stands for two-particles transitions.
In the case of Np = 6 particles and Ns = 12 orbitals, considered above, the total number of basis states is N = 924
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and K = 261. The effective number nc of classes in the cascade model can be determined from the relation Knc = N .
This gives nc = lnN/ ln K ≈ 1.2. Thus, we can use the simple expression (6.26) to describe the time dependence of
the entropy. The data in Fig. 27 demonstrate an excellent agreement between the numerical results and Eq. (6.26).
A good approximate description of data on the whole time scale depends on the effective number Npc of principal
components in the stationary distribution wk(t → ∞) relating to the limiting value of the entropy, Npc = ln S (t → ∞).
This number can be estimated as discussed above from the width of the energy shell; when plotting the solid curves
in Fig. 27 we have used the value of Npc found from numerical data. The actual number of classes in the case of
Np = 6 particles and Ns = 12 orbitals is equal to 3 so that all basis states can be populated in the third step by the
two-body interaction. However, the amount of states in the second, k = 2, and third, k = 3, classes is much smaller
than what follows from the exponential relation Nk = Kk (in practice, this relation may be justified for a large number
of particles only). For this reason the one-class formula, Eq. (6.26) works well. It is also instructive to compare the
entropy with the linear time dependence,
S (t) = Γ0 t ln K (6.28)
that stems from Eq. (6.19) if the only first term is left. On some time scale, the data in Fig. 27 roughly correspond
to Eq. (6.22), but a clear difference of S (t) from the linear increase is seen in the inset. As we already noted, at short
time the universal dependence is quadratic.
Figure 28: Time dependence of entropy for the TBRI model when the strength function is Gaussian: (a) Np = 6, Ns = 12, v0 ≈ 0.083, Γ0 ≈
10.5,∆k0 ≈ 5.8, and (b) Np = 7, Ns = 13, v0 ≈ 0.12, Γ0 ≈ 14.6,∆k0 ≈ 8.13. Circles are numerical data, solid curves stand for the approximate
expression (6.20), and dashed lines represent the linear dependence (6.22) (after [228]).
Results for the strong interacting case, when the SF is close to a Gaussian, are reported in Fig. 28. The interaction
strength is chosen to have the same ratio Γ0/∆k0 ≈ 1.8, as in Fig. 27. For such a strong interaction, the half-width of
the strength function is determined by its second moment rather than by Γ0. Therefore, Γ0 in the expressions (6.25)
and (6.26) has to be substituted by the width ∆k0 ≈ σk0 . In both cases shown in Fig. 28 the numerical data give strong
evidence of the linear entropy increase,
S (t) = ∆k0 t ln K, (6.29)
before the saturation. This estimate gives a correct value for the slope of S (t). The linear dependence for S (t) has
been shifted in the figure for a better comparison with numerical data outside the initial time scale where the time
dependence is quadratic.
The linear dependence of S (t) in Fig. 28 is much more pronounced than in the BW-region, see Fig. 27. Thus, we
confirm the difference between the two cases (Breit-Wigner and Gaussian shape of the SF). This point is supported by
the recent results [235, 236, 237] that for not very strong interaction, Γ0 < ∆k0 , resulting in the Breit-Wigner shape of
the SF, there is no detailed quantum-classical correspondence for the evolution of wave packets in the energy space.
On the other hand, for the Gaussian shape of the SF, this correspondence is observed. The strength function in the
energy representation has a clear classical analog in the cases when the Hamiltonian has its well defined classical
limit. The results presented in Refs. [64, 65, 66, 67, 68, 70, 69, 72, 71, 73] give evidence for a quantum-classical
correspondence of the strength function. In the classical limit, the meaning of the strength function is just a projection
of the energy surface of H0 onto that of H, the fact that simplifies the analysis of quantum systems having a well
defined classical limit. In such a case, the strength function can be found directly from classical equations of motion,
at least numerically.
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The above analysis, applied to the Shannon entropy, can be easily extended to other dynamical observables. For
example, the expression for the inverse participation ratio M2(t) that can be associated with an effective number of
components in the wave packet Ψ(t) related to the initial state |k0〉, becomes
M2(t) = W20 I0
2 ln(W−10 )√
K
 , (6.30)
where I0(z) stands for the modified Bessel function. Numerical data confirm well this estimate, see details in
Ref. [228].
With the approach we discuss here, one can also describe the evolution of occupation numbers ns(t) towards the
steady-state distribution emerging after a long time [238]. Assume that in the TBRI model (2.3) the system at t = 0
is in a basis state |k〉 with the occupation numbers ns(0) equal to 0 or 1. In the Breit-Wigner regime, the first class is
populated within the time τ ∼ 1/Γ0 [228], or, τ ∼ 1/∆k0 in the Gaussian regime. At that time the occupation numbers
ns already strongly deviate from their initial values since the two-body interaction can move any two particles to
new single-particles levels. Thus, the characteristic time for an initial stage of thermalization is determined by the
population time τ for the first class. Note that this time is also a characteristic time for the “decay” of the probability
W0(t). The population of all nc classes in a particular system requires a longer time τnc ∼ ncτ [228]. Thus, in the case
of nc ≫ 1 (e.g. in a mesoscopic system) the thermalization of the occupation numbers may roughly occur on a time
scale smaller than the onset of a complete statistical equilibrium.
This suggests a simple derivation of the time dependence ns(t) for occupation numbers. From the normalization
condition
∑nc
j=0 W j = 1 one can find the population of all classes with j , 0 as
∑nc
j=1 W j = 1 − W0. Now we assume
that the thermalization of the occupation numbers occurs on the time scale τ. This assumption leads to the simple
expression [238],
ns(t) = ns(0)W0(t) + ns(∞) (1 − W0(t)) , (6.31)
where the occupancies ns(∞) determine an equilibrium distribution after a long evolution.
In Fig. 29 we compare numerical data for ns(t) with the estimate (6.31). Two situations are studied, corresponding
to a strength function close to a Breit-Wigner, Γ0 ≪ ∆k0 , and close to a Gaussian, Γ0 ≈ ∆k0 . For numerical simula-
tion, the TBRI model has been used with six fermions occupying twelve single-particle levels. Since the analytical
expression for W0(t) in general is quite complicated, the numerical values of W0(t) have been used in simulations.
Overall, there is a good agreement between the analytical estimate and numerical data, apart from fluctuations
that are neglected in the theory. In order to simplify the analysis, the initial basis state |k0〉 was taken from the middle
of the many-body spectrum of 924 levels. In this case the final values of the occupation numbers are expected to be
ns(∞) = 1/2 corresponding to an infinite temperature T .
The data reveal a difference between the cases of weak and strong interparticle interaction. For a weak interaction
(left panel), the transition to equilibrium values of ns has a character of damped oscillations. As the number of
principal components Npc ∼ Γ0ρ−1 in this case is not very large, there are considerable fluctuations in ns(t) even at the
equilibrium. On the other hand, for strong interaction (right panel) ns shows fast and monotonic decrease to thermal
values ns(∞) with relatively small fluctuations, see also [228]. These results also indicate that one can speak of two
time scales in the onset of thermalization. The first one is determined by τ. It characterizes an “initial thermalization”
(or pre-thermalization), and allows one to use Eq. (6.31) for the time dependence of occupation numbers. For larger
times, damped quantum oscillations (with period T ∼ ncτ) may occur in the transition to the complete equilibrium
[228].
6.4. Linear entropy increase as an indicator of thermalization
In this Section we apply the analytical estimates derived for the Shannon entropy to the fully deterministic spin
Models 1 and 2 (see Eqs. (2.5) and (2.6)), as well as to the model of interacting bosons in a 1D trap [239]. Fig. 30 serves
as an illustration of the linear increase of Shannon entropy for deterministic spin systems. Here the initial state has
been chosen far from the edges of the energy spectrum, for three different values of the perturbation strength. Similarly
to what has been observed for the survival probability, we verify again an analogous behavior for the integrable Model
1 and the chaotic Model 2.
In the top panels of Fig. 30 (weak perturbation), the growth of S (t) is slow, and it is not described by the analytical
expressions given in Eqs. (6.26), (6.28), and (6.29). In the middle panels, where the values of the perturbation strength
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Figure 29: LEFT: Time dependence of occupation numbers ns(t) for the Breat-Wigner regime (weak interaction). Thin curves with dots present
numerical data, thick smooth curves correspond to the analytical expression (6.31), see the text. Computations are made for the model with random
two-body interaction, with Np = 6, Ns = 12, Γ0 ≈ 0.50, ∆k0 ≈ 1.16. Right: Time dependence of occupation numbers ns(t) for the Gaussian shape
of the strength function with Γ0 ≈ 10.5,∆k0 ≈ 5.8 (after [238]).
give rise to the Breit-Wigner strength functions for both models [42, 43], the entropy increase, after the short-time
quadratic behavior, is linear and well described by Eq. (6.28). In addition, the entire dynamics, from short times all
the way to saturation, show good agreement with the semi-analytical Eq. (6.26). A similar scenario emerges for the
parameters in the bottom panels which induce Gaussian strength functions. In this case the dynamics agrees with
Eq. (6.26) and the linear increase is captured by Eq. (6.29). Notice that Eq. (6.23) depends only on the quantities K
and ∆k0 obtained from the elements of the final Hamiltonian matrix written in the basis of H0, so the dynamics can be
anticipated prior to the diagonalization of the total Hamiltonian H.
We stress that the expressions in Eqs. (6.26), (6.28), and (6.29) apply only for initial Hamiltonians H0 corre-
sponding to the unperturbed part of H. Also, the initial states are taken far from the edges of the spectrum where
the eigenstates of H0 are known to be non-chaotic. For comparison let us notice that the initial states discussed in
Section 6.2.2 and in Ref. [216] are not the eigenstates of H0 and the analytical predictions for the increase of Shannon
entropy are not known.
The time dependence of the Shannon entropy can serve as a good indicator for the onset of statistical relaxation in
realistic systems. Below we follow Ref. [239] where the relatively simple model of interacting Bose-particles has been
considered in view of a possible experimental realization. The model is specified by the deterministic Hamiltonian,
ˆH =
∑
m
ǫmnˆm +
g
2L
∑
m,q,p,r
aˆ†maˆ
†
qaˆpaˆrδ(m + q − p − r). (6.32)
The bosons are confined to a one-dimensional ring of length L, and the single-particle energy levels ǫm are defined by
the standard quantization, ǫm = 4π2m2/L2. The single-particle states |m〉 are labeled by the angular momentum num-
bers m = 0,±1,±2.... The interaction between bosons is defined by point-like forces characterized by the parameter
g that is inversely proportional to the 1D interatomic scattering length [240] and can be experimentally controlled.
The 1D regime can be achieved in optical/magnetic traps when the radial degrees of freedom are frozen by the tight
transverse confinement.
Experimental achievements in effective one-dimensional harmonically confined quantum systems (see, for exam-
ple, [241, 242, 243]) have stimulated several attempts to understand their main properties [244, 245]. The Hamiltonian
(6.32) corresponds to the Lieb-Liniger model; its thermodynamical properties and the excitation spectra have been
calculated analytically in Refs. [246, 247]. An unexpected feature, predicted by Girardeau [248, 249], is the onset of
fermionization when n/g → 0 where n is the particle density. In this Tonks-Girardeau (TG) regime, the density of the
interacting bosons becomes identical to that of non-interacting fermions, while, of course, the wave-function keeps
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Figure 30: (Color online) Shannon entropy vs time for Model 1 (left) and Model 2 (right). Circles stand for numerical data, dashed lines show
the linear dependence [Eqs. (6.28) and (6.29)], and solid curves correspond to Eq. (6.26) with the average performed after the saturation for
t ∈ [100, 200] in order to obtain Npc = 〈eS 〉. The horizontal solid lines represent the value S GOE ≈ 6.58 of the Shannon entropy for a GOE (after
[43]).
the bosonic symmetry. On the other hand, in the opposite limit, n/g → ∞, the system is described in the mean-field
(MF) approximation as a weakly interacting Bose gas. The crossover between these two regimes occurs near n/g ∼ 1.
In this region the MF approach breaks down and more complicated two-body correlations become crucial. Below we
show that the crossover between the two regimes is signaled by the presence or absence of a linear time evolution of
the Shannon entropy for wave packets that evolves linearly in time.
Let all bosons initially occupy the single-particle level with angular momentum m = 0. Thus, at t = 0 the system
is in the unperturbed (g = 0) ground state |Ψ0〉; note that the total angular momentum is conserved in time. Our main
interest is in the evolution of the system for different values of the control parameter n/g. Many-body basis states |k〉
are defined by the occupation numbers {nkm} of single-particle levels |m〉.
Numerically, the finite number of particles Np occupying Ns single-particle states cannot be taken very large. The
numbers Np and Ns should be chosen in a consistent way in order to have the possibility to extrapolate the results to
a large number of atoms. In a 1D geometry on a ring, Np particles define the smallest spacing, which corresponds to
the largest value of the momentum m ≈ Np; this relation was satisfied in the numerical study [239] when changing Np
and Ns = 2m + 1.
The crossover from the MF to the TG regime can be understood using the following arguments. Having all par-
ticles initially in the lowest state with m = 0, we can estimate the strength of the interaction necessary to move
two particles from the unperturbed ground state to the upper (and lower) single particle levels ±m. This interac-
tion will result in an ergodic filling (in time) of all single-particle states. The energy required for this excitation
is approximately m2/L2 ≈ N2p/L2, and the matrix element of the interaction between the corresponding states is
Vkk′ ∼ g
√
Np(Np − 1)/L. Equating these values we obtain n = Np/L ∼ g that is associated with the crossover from
the bosonic to fermionic regime. Dynamically this crossover is reflected by a rapid depletion of the occupancy of the
single-particle state with m = 0. Note that at n/g ∼ 1, the ratio N0/Np ∼ 1/2, with N0 = 〈aˆ0†aˆ0〉.
We define the Shannon entropy S (t) = −∑k |Ψk(t)|2 ln |Ψk(t)|2 of the wave packet, where Ψk(t) = 〈k|Ψ(t)〉 is the
projection of the wave function onto the noninteracting many-body basis. After switching on the interaction, the wave
function evolves, |Ψ(t)〉 = e−iHt|Ψ(0)〉, and spreads over the unperturbed basis. This spread is shown in Fig. 31 for
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Figure 31: Entropy as a function of the rescaled time gt for fixed m = 6 and different values of n/g. Data are given for Np = 6 number of the
bosons. The crossover from the oscillating saturation of S (t) for small values of n/g manifests the onset of the Tonks-Girardeau regime. The dashed
line corresponds to the theoretical prediction (6.28) (after [239]).
different values of the control parameter n/g ≫ 1. The numerical data clearly manifest that for n/g ≫ 1 the entropy
oscillates in time, while for n/g ≪ 1 there is a generic linear increase of S (t) followed by a saturation. On a short
time scale, the time dependence of S (t) is quadratic rather than linear. As discussed above, the quadratic growth of
the Shannon entropy is a generic property for any system, and out of our interest.
The onset of a linear increase of Shannon entropy can be used to mark the crossover to the Tonks-Girardeau regime
of statistical relaxation to a steady state momentum distribution. This transition can be observed experimentally by
studying the interference fringes obtained after releasing the trap and letting the boson system expand ballistically (for
details, see Ref. [239]). Similar crossover for the Shannon entropy has been also numerically observed for the case of
effectively attractive interaction between bosons [250].
6.5. Relaxation of Few-Body Observables
Experimentally, information about the dynamics of the system is obtained via observables O such as magnetiza-
tion, spin-spin correlations, and the number of atoms on a site or a region in space. The equation for the evolution of
observables contains explicitly the survival probability as
O(t) = W0(t)O(0) +
∑
k,k′
〈k0|eiHF t |k〉Okk′〈k′|e−iHF t|k0〉, (6.33)
where Ok,k′ = 〈k|O|k′〉, |k〉 are the eigenstates of the Hamiltonian that defines the initial state, and the sum involves the
states where k and k′ or both are different from k0.
In general, the dynamics of the observables is very fast. After a transient time, they equilibrate in a probabilistic
sense, fluctuating around the infinite time average,
O =
∑
α
|Cαk0 |2Oαα, (6.34)
where Oαα = 〈α|O|α〉. In systems without an excessive number of degeneracies and for initial states away from the
edges of the spectrum, in other words when |k0〉 has a chaotic structure, the temporal fluctuations decrease exponen-
tially with the system size [219]. It has been shown that this holds not only for models with a Wigner-Dyson level
spacing distribution, but also for integrable models with interaction, such as Model 1.
The size of the temporal fluctuations of observables in isolated finite systems has played an important role in
the studies of relaxation. Earlier semiclassical arguments based on full random matrices were used to describe the
exponential decay of the fluctuations [251, 138, 252, 253, 254, 255]. More recently, analytical upper bounds for
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the fluctuations were derived in [256, 257]. Analytical [258] and numerical [259, 260, 261] studies also exist for
noninteracting integrable models, where the size of the fluctuations decreases much slower, as 1/
√
L.
7. Thermal Equilibrium
Once verified that the observables equilibrate, one can ask whether a statistical approach can be used to obtain
the same result as the infinite time average. In particular, the question is about the agreement between the infinite
time average and the standard statistical ensembles of conventional thermal equilibrium. Here, we discuss under what
conditions this scenario can hold.
The question to be addressed is represented by the following equation (see, for example, [140, 138]),
O =
∑
α
|Cαk0 |2Oαα
?︷︸︸︷∼ OME ≡ 1N
˜Ek0 ,δE
∑
α
| ˜Ek0−Eα |<δE
Oαα. (7.1)
The infinite time average, on the left hand side, depends on the initial state via |Cαk0 |2, which is made explicit with
the subscript k0. The right hand side corresponds to the microcanonical ensemble (ME), where N ˜Ek0 ,δE stands for the
number of eigenstates in a small energy window δE centered at ˜Ek0 = 〈k0|H|k0〉. We would like to specify when, for a
finite system, the relation O ≈ OME holds, and what guarantees that the difference between the two averages goes to
zero in the thermodynamic limit.
Recently, it became a widespread trend to relate the conventional thermalization with the so-called eigenstate ther-
malization hypothesis (ETH) [138, 139, 253, 140]. The statement is that for an initial state |k0〉 covering a sufficiently
small energy window, the value of O will be independent of |Cαk0 |2 if the eigenstate expectation values of the observ-
able, Oαα, is a smooth function of energy [253]. In this case, a single eigenstate inside the microcanonical window
suffices to compute O and the result agrees with the microcanonical average.
As we have already mentioned, the equivalence between an observable corresponding to an individual state and
the statistical average over a small energy window is basically a restatement of the fundamental principle of statistical
mechanics [129]. The ETH per se does not clarify when this equivalence should hold. Below, we discuss the condi-
tions for the proximity between O and OME in realistic systems using our approach based on the notion of energy shell.
These conditions are intimately connected with the concept of quantum chaos, but not chaos associated uniquely with
level repulsion; instead the focus should be on the existence and properties of chaotic eigenstates.
In the extreme case of full random matrices, the eigenstates are completely delocalized in the whole basis, that
is Cαk0 are simply random numbers. For these (pseudo-)random vectors, the results for Oαα (for any observable) are
obviously independent of the particularly chosen energy eigenstate |α〉. In this case, more than just being a smooth
function of energy, Oαα is actually constant throughout the spectrum apart from small fluctuations that decrease
exponentially with the dimension of the Hamiltonian matrix. But full random matrices do not describe isolated
systems of interacting particles; typically, an exact eigenstate occupies only a fraction of the mean-field basis.
As shown above, in realistic systems strongly chaotic eigenstates have their widths comparable to the widths σk0
of the strength function, defined as σk0 = (
∑
k,k0 |Hkk0 |2)1/2 and of the same order as the width of the energy shell ∆k0 .
We remind that the strength function is defined by the projection of the eigenstates of the initial Hamiltonian onto
those of the final one. Thus, we may expect that only for those chaotic eigenstates of the final Hamiltonian which
belong to this energy window, σk0 ≃ ∆k0 , their expectation values Oαα become nearly constant so that they can be
taken out of the sum of the left hand side of Eq. (7.1). This part of the equation will then have a single value of Oαα
multiplied by ∑α |Cαk0 |2 = 1. When this happens, we will have an approximate equality with the right hand side of the
same Eq. (7.1) only if the chosen small energy window δE is smaller than the energy shell, δE ≤ ∆k0 . In this case the
microcanonical average will approximately agree with a single value of Oαα, just as the left hand side. As one can
see from Eq. (7.1), this equality holds only if |Cαk0 |2 = 1/N , namely, it is constant and does not depend on the total
energy Eα. Since this is never true, another possibility could be that Oαα does not depend on α. In this second case
the equality is always satisfied since it becomes trivial due to the normalization ∑α |Cαk0 |2 = 1.
In summary, the prerequisites for conventional thermalization are:
(1) there is a region of the energy spectrum where the eigenstates are chaotic which is given by the equality of
the width of the strength function and the width of the energy shell, σk0 ≃ ∆k0 , both being dependent on the initially
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chosen basis. This results in the existence of observables for which Oαα is nearly constant and therefore uncorrelated
with |Cαk0 |2;(2) the width of the energy window for the microcanonical averaging should be smaller than the energy shell,
δE ≤ σk0 ∼ ∆k0 .
These conditions clarify that the approximate validity of Eq. (7.1) is strictly dependent on the following parame-
ters: the width of the strength function in connection with that of the energy shell and the microcanonical energy win-
dow. They also make evident that the viability of thermalization depends on the chosen initial state [262, 263, 264, 51]
(specifically, close to the edges of the energy band this approach might be not valid). Conventional thermalization is
therefore not expected to occur for initial states whose widths of strength functions are smaller than the energy shell.
Note that an ergodic filling of the energy shell by eigenstates can emerge independently of the character of the level
spacing distribution (Wigner-Dyson or Poisson).
The analysis of how the energy of the initial state affects the viability of conventional thermalization was performed
in [262, 263, 264, 51]. In particular, it has been shown that thermalization may happen even in quenches where the
final Hamiltonian is integrable provided the initial state spans over chaotic-like states of the total Hamiltonian. In
this case the initial state samples at random different symmetry sectors of the integrable system, allowing for thermal
features to emerge. One can observe that, for isolated integrable systems of a finite number of particles , the energy
of the initial state needs to be closer to the middle of the spectrum than for chaotic systems to ensure the proximity of
O to OME.
Several studies have shown that quenches to an integrable final Hamiltonian lead to an equilibrium described by
the generalized Gibbs ensemble (GGE) [265] or generalized microcanonical ensemble (GME) [259]. Very close to
the middle of the spectrum both ensembles give approximately the same values for average observables, but away
from the center deviations have been seen even in the thermodynamic limit [204]. The generalized ensembles take
into account the symmetries associated with the integrability of the model. While for integrable systems composed
of non-interacting particles it is clear which conserved quantities should be taken into account, for integrable systems
with interacting particles, such as the XXZ model, this is still an open question [266, 267, 268, 269, 270, 271].
8. Concluding remarks
In this review we presented a summary of our approach to the problem of the onset of chaos and thermalization in
isolated systems of interacting quantum particles. The approach was developed by the authors and their collaborators
during the last two decades. For a long time, the generally accepted viewpoint was that an isolated system of a finite
number of particles cannot be treated by conventional statistical mechanics if this system was deterministic, especially
if the intrinsic dynamics was integrable. Indeed, in contrast to classical mechanics that allows the emergence of
deterministic chaos caused by local instability of motion, in quantum systems this mechanism of chaos is absent due
to the linearity of the equations of motion. This point is also reflected by the fact that the energy spectrum of a bounded
isolated quantum system is discrete, thus indicating that dynamics is periodic or quasi-periodic. This is in contrast
with classical mechanics where the spectrum of the motion can be either discrete or continuous depending whether
the motion is regular or chaotic. Yet, as our approach shows, chaos and thermalization can take place in isolated
interacting quantum systems.
At the early stage of the studies of quantum systems that were strongly chaotic in the classical limit, it was
understood that quantum chaos could be essentially quantified by specific properties of energy spectra. In Ref. [118]
it was conjectured that quantum chaos should be characterized in terms of the statistical theory of spectra developed
originally for the description of billiard-like systems and compound nuclear reactions. Since the mathematical tools of
this theory were related to random matrices, it was claimed that the properties of quantum chaos had much in common
with those of random matrices. This conjecture was numerically confirmed in Ref. [16] and since then it has been
accepted that the strongest properties of quantum chaos are manifested by local fluctuations of the energy spectra and
by the chaotic structure of the eigenstates, as predicted by random matrix theories.
For a long time, the Wigner-Dyson distribution of spacings between nearest energy levels was the main tool
for detecting quantum chaos. In this way, one-body chaos was found, both numerically and experimentally, for a
hydrogen atom in a strong magnetic field or for an electron in a quantum dot. For many-body systems, such as Bose-
particles in optical traps or Fermi-particles on a lattice, chaotic properties emerge due to the many-body effects related
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to inter-particle interactions. Thus a proper characterization of many-body quantum chaos is in terms of the chaotic
(exceedingly complicated) structure of many-body eigenstates. This structure can be properly quantified and used
as a powerful instrument in theoretical studies and in the analysis of experimental data. A particular problem is the
many-body localization, currently a subject of extensive studies (see, for example, Refs. [3, 4] and references therein).
As shown in Ref. [139], the chaotic structure of individual many-body eigenstates is directly related to the con-
ventional statistical distributions (Fermi-Dirac, Bose-Einstein and Boltzman). For isolated systems, an impressive
demonstration of the emergence of the Fermi-Dirac distribution for an isolated atom was reported in Ref. [7]. This
fact is in a correspondence with the remark given in the book by Landau and Lifshits [129], stating that conventional
statistical mechanics can appear not only due to ensemble average but also with the use of a single typical wave
function.
In this review we demonstrated how the thermalization mechanism is related to the chaotic structure of many-
body eigenstates. The crucial point here is a proper choice of the basis used for evaluating the complexity of the
eigenstate structure. For example, a discussion of the Anderson localization of electrons in a disordered potential
always assumes the configuration basis. For many-body systems in atomic and nuclear physics the mean field basis
that defines interacting constituents, particles or quasi-particles, naturally separates regular features of dynamics from
incoherent collision-like interactions responsible for quantum chaos. In specific models, it is sometimes useful to
go from one mean field representation to another in order to better understand the role of inter-particle interaction
[272,273]. In many-electron atoms or heavy nuclei, the residual interaction written in the basis of non-interacting
particles is typically quite complex. In our review, we also discussed the analogous picture for the case of lattice
models, both integrable and non-integrable. The emergence of chaotic features depends on the strength of interaction
and the energy of the considered eigenstates. The conditions for the crossover from non-chaotic to chaotic eigenstates
have been obtained by means of the concepts of energy shell and strength function. An instructive example of a proper
choice for a mean field is given in Refs. [272, 273, 274] where two models of quantum computers have been studied
in view of the onset of chaos and many-body localization emerging due to interaction between 1/2-spins.
The notion of energy shell was discussed for the first time in terms of band random matrices in Refs. [157, 158].
On increasing the interaction strength, the eigenstates of the total Hamiltonian, presented as the sum H = H0 + V of
the regular (mean-field) and residual part, begin occupying a region of the basis of H0, the size of which depends on
the form and strength of the interaction term V . The maximal energy range that can be filled by the exact eigenstates
is defined by the width of the energy shell. The latter can be estimated from the structure of the Hamiltonian matrix
in the unperturbed basis without any need to diagonalize the total Hamiltonian H.
The strength function is a quantity of special interest. It is the expansion of an eigenstate of H0 in the eigenbasis of
the total Hamiltonian H, written in the energy representation. It gives the energy spreading of the chosen mean-field
basis vector. At weak interaction, when perturbation theory is valid, the SF is a narrow peak around the unperturbed
energy, with small admixtures of other basis states due to the interaction V . With an increase of interaction, the Breit-
Wigner form of the SF emerges, the width of which is defined by the standard Fermi golden rule. This fact has been
known since early times of application of random matrices to the statistical description of energy spectra of heavy
nuclei [12, 13]. Unlike chaotic billiard-type problem that can be modeled by full random matrices, isolated many-
body systems with finite interparticle interaction are described by banded random matrices. This was first understood
by Wigner, who introduced an ensemble of such matrices (WBRM). This allowed to find an analytical form of the
SF depending on the model parameters. As shown in many studies for interacting particles in isolated systems, as the
interaction strength increases, the SF typically shows a crossover from the Breit-Wigner form to a Gaussian-like. In
our review we show that this crossover can be used to identify the emergence of chaotic eigenstates filling the energy
shell.
The knowledge of the form of the SF is crucial for the description of quench dynamics. The Fourier transform
of the SF determines the return probability W0(t) for finding the system in its initial state. For the Breit-Wigner SF,
W0(t) decays exponentially, apart from a short time scale where the standard perturbation theory predicts the Gaussian
decay. On increasing the interaction strength, the form of the SF changes and for the Gaussian SF, the Gaussian decay
of W0(t) lasts for a long time. The tails of the SF cannot follow the exponential decay that would correspond to a
diverging second moment of the SF. There is always a characteristic time after which the dynamics of a system is
non-standard, and the decay of W0(t) becomes algebraic. This time scale is associated with the lower bound of the
spectrum and is not discussed in our review.
With the form of the SF known, one can predict the dynamic properties of the wave packet in the mean-field
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representation. The appropriate analytical method to do this is the so-called “cascade model” of proliferation of
excitations developed in Ref. [228]. Relatively simple expressions allow one to find the time dependence for such
important quantities as the Shannon entropy associated with the packets and and the inverse participation ratio (the
second moment) of wave packets in the unperturbed basis. Obtained analytically and confirmed numerically is the
linear increase of the Shannon entropy for the Gaussian SF. This means that in the region of strong quantum chaos
the number of excited many-body states increases exponentially in time. This may be treated as another fingerprint of
quantum chaos and compared with the exponential instability of motion in classical systems with strong deterministic
chaos. As shown in Ref. [239], the crossover from a time-periodic behavior of the Shannon entropy to the linear
increase for interacting bosons in one-dimensional optical traps corresponds to the crossover between the mean field
and the Tonks-Girardeau regimes [248, 244]. A similar effect, namely an exponential increase of the number of
harmonics in the time-dependent Wigner function of the Ising model, has been found in Ref. [275].
We considered isolated systems with a relatively small number N of interacting particles whose dynamics was
analyzed on a finite time scale. We did not discuss the problem of thermalization in the thermodynamic limit, N → ∞.
However, few remarks are worthwhile here. When the number of particles is infinite, the system can be, in essence,
treated as a heat bath itself. According to Ref. [276], in such a case the behavior of a particle follows the standard
statistical predictions even if the system is integrable. It is known that the mechanism for the onset of the statistical
behavior in the thermodynamic limit is related to an infinite number of non-commensurate frequencies in the system
dynamics and random phases of the density matrix. As shown by Bogoliubov [168, 173] (see also the discussion
in Ref. [172]), conventional statistical properties emerge even in an integrable system of linearly coupled oscillators
under quite modest mathematical assumptions. The energy spectrum of such a system, being discrete for finite N,
becomes continuous in the thermodynamic limit. It was demonstrated in Ref. [276] that the time scale on which there
is a clear exponential relaxation to the equilibrium, strongly increases with the number of particles and tends to infinity
in the thermodynamic limit.
As argued by Chirikov [172, 6], quantum chaos is, in essence, chaos on a finite time scale. However, this time scale
can be extremely large, thus allowing to treat the dynamics as occurring in a continuous spectrum. The situation is
somewhat similar to that in classical mechanics where, before the development of the concept of chaos, the old known
mechanism for the onset of standard statistical properties was the thermodynamic limit itself. Then it is practically
irrelevant whether the considered system is integrable or not. For instance, the computation of the Lyapunov exponent
on a very long time scale in the integrable Toda lattice with a large number of particles gives the same non-zero
result as for the chaotic Fermi-Pasta-Ulam model, Ref. [277]. Along similar lines, we can think about computers.
They make computations with finite precision which means that the effective phase space is discrete, therefore all
trajectories are periodic. Strictly speaking there are no chaotic trajectories in computation. However, the time scale
on which one can detect the periodicity of the motion is extremely long. That is why any numerical manifestation of
classical chaos is nothing but chaos in the discrete spectrum, observed on a finite time scale. This very fact can be
compared with the meaning of quantum chaos.
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