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Abstract
Endovascular techniques have been embraced as a minimally-invasive treat-
ment approach within different disciplines of interventional radiology and
cardiology. The current practice of endovascular procedures, however, is
limited by a number of factors including exposure to high doses of X-ray
radiation, limited 3D imaging, and lack of contact force sensing and haptic
feedback from the endovascular tools and the vascular anatomy. More re-
cently, development of robotic platforms have aimed to improve these prac-
tices by removing the operator from the radiation source and increasing the
precision and stability of catheter motion with added degrees-of-freedom.
Despite their increased application and a growing research interest in this
area, many such systems have been designed without considering the nat-
ural manipulation skills and ergonomic preferences of the operators. Exist-
ing studies on tool interactions and behaviour patterns of operators have
been very limited, and presently there is a lack of objective and quantita-
tive metrics for performance and skill evaluation. This research proposes
a framework for automated and objective assessment of endovascular skill,
by measuring catheter-tissue contact forces and operator force/motion pat-
terns across different skill levels, relating operator tool forces to catheter
dynamics and forces exerted on the vasculature, and learning the underly-
ing force and motion patterns that are characteristic of skill. Furthermore,
a novel cooperative robotic catheterization system based on ‘Learning-from-
Demonstration’ is developed, by utilizing a learning-based approach for
generating optimum motion trajectories from multiple demonstrations of a
catheterization task, as well as encoding the higher-level structure of a task
as a sequence of primitive motions, to enable semi-autonomous catheter
navigation within a collaborative setting. The results provide important
insights into improving catheter navigation in the form of assistive or semi-
autonomous robotics, and motivate the design of collaborative robots that
are intuitive to use, while reducing the cognitive workload of the operator.
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1. Introduction
“...the vascular catheter can be more than a tool for passive means for di-
agnostic observations: used with imagination it can become an important
surgical instrument.”
This 1963 quote which is frequently used in textbooks and journals of
interventional medicine is by Dr. Charles Dotter, the man who is widely re-
garded as the father of interventional radiology. Interventional radiology has
played a significant role in pioneering modern minimally invasive medicine
through advancements in catheter technology, including the invention of
angioplasty and the catheter-delivered stent [21]. Over the past fifty years,
endovascular procedures have been embraced as a minimally invasive diag-
nosis and treatment approach within different disciplines of interventional
radiology, including procedures within the aorta and peripheral vascular
system, the cerebral vasculature (interventional neuroradiology), and car-
diac interventions (interventional cardiology). These techniques are being
widely applied for both diagnosis (angiography) as well as treatment of var-
ious complications including balloon angioplasty to widen vessels narrowed
by stenosis or occlusions, stent graft insertion for endovascular aneurysm
repair, and catheter ablation for treatment of cardiac arrhythmia in electro-
physiology. As such, the field of endovascular surgery continues to be one
of the most versatile and inventive medical disciplines [22].
Endovascular intervention is performed through visual guidance (mainly
2D fluoroscopy) and haptic cues to sense the small axial forces and torques
at the fingertips while manipulating the catheters and guidewires through
different arteries of the body. This is achieved using a combination of inser-
tion, retraction, and twisting at the proximal end of the tools in different
directions based on an implicit model of the catheter acquired through expe-
rience and a mental picture of the 3D anatomy augmented with 2D real-time
image data. The current practice of these endovascular procedures has sev-
eral limitations. Firstly, guidance is achieved mainly through fluoroscopy
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thereby exposing the operator to significant doses of X-ray radiation. Sec-
ondly, navigation of the catheter through the vasculature is conventionally
performed using 2D fluoroscopy imaging while the blood vessels are outlined
through contrast injection and static 2D digital subtraction angiography
images. As a result, significant information on the 3D anatomy of the vas-
culature is lost. Thirdly, there is a lack of force and haptic feedback from
catheter-vessel contact to the operator, which makes it hard to perceive
the contact especially for novices. The limited range of motion provided
by conventional pre-shaped catheters can further add to the complications,
especially when manoeuvring through tortuous and diseased vessels and
complex anatomy. Understanding the forces and torques that are applied
during a procedure is important to avoid injuries that can be caused by the
interactions of catheters and guidewires with the vessel walls, especially in
high risk areas and lesions that may lead to perforation or thrombosis.
Robotically controlled steerable catheter navigation systems have enjoyed
a growing interest in the field of endovascular intervention over the past
decade. These systems offer potential advantages over manual catheteriza-
tion, including reduced radiation exposure and contrast injection, increased
precision and stability of motion with added degrees of freedom, elimination
of tremor and added operator comfort. Robotic systems can offer possibili-
ties for automating whole or parts of the procedures that are more difficult
to perform, while reducing the cognitive workload of the operator. Potential
disadvantages of robotic catheter navigation systems include the consider-
able cost of the system as well as the disposable catheters, the large size
of the systems and the technical backup requirements, as well as longer
setup times. Furthermore, despite the increased use of these systems, most
commercial solutions have been designed with little consideration of natural
manipulation skills, haptic and perceptual cues, and operator behavioural
patterns, thus not fully utilizing the conventional catheterization skills that
are obtained through experience. Furthermore, very few studies have looked
at catheter movements, operator-tool interactions, and tool-tissue interac-
tions during endovascular intervention, and objective measures of skill and
performance in endovascular intervention are still not well reported. A clear
understanding of these force and motion patterns and manipulation skills is
crucial for designing next generation intuitive catheter navigation systems
by maximizing the natural bedside catheterization skills of operators.
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1.1. Research Objectives
Numerous studies have shown that successful clinical outcomes are highly
dependent on the skills and dexterous manipulation strategies of operators
and their level of experience. This highlights the importance of maintain-
ing operator skills and dexterity for successful robotic catheter navigation,
and further motivates the understanding of underlying behaviour patterns
and the development of ergonomically sound robotic catheter navigation
platforms that can utilize conventional manipulation skills learned from
standard catheterization tasks. Furthermore, given that endovascular pro-
cedures are associated with steep learning curves, surgical skill evaluation
has become a pertinent research topic for both training and assessment in
endovascular intervention. The development of frameworks for learning the
underlying characteristics of skill and extracting performance metrics using
information such as catheter contact forces, operator force and motion pat-
terns, and tool interactions can provide significant insights into optimized,
quantitative metrics for improved and objective assessment of endovascular
catheterization skills.
The aims of this thesis are to: 1) propose an endovascular navigation
and sensing framework for investigating the advantages of robotic naviga-
tion, as well as providing improved, quantitative metrics for assessment of
endovascular skill, by using novel force and motion sensing platforms to
measure catheter-tissue contact forces and operator force and motion pat-
terns across different skill levels; 2) such information is applied towards
development of a novel cooperative robotic catheterization system based
on ‘Learning-from-Demonstration’, by utilizing a learning-based approach
for generating optimum motion trajectories from multiple demonstrations
of a catheterization task such that it can be used for automating catheter
motion at different phases of the surgical procedure; 3) the framework is
extended by encoding the higher-level structure of endovascular tasks to
enable semi-autonomous catheter navigation within a shared-control set-
ting whilst addressing subject-specific variations; 4) the proposed sensing
platforms and learning-based techniques are further applied towards auto-
mated and objective assessment and classification of endovascular skill. The
thesis aims to motivate the design and development of more ergonomically
sound, hands-on, shared-control robotic platforms that take full advantage
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of natural catheterization skills, while reducing the cognitive workload of
the operator in the form of assistive and semi-autonomous robotics.
1.2. Thesis Overview
The outline of the thesis is as follows:
Chapter 2 starts by providing background information on the incidence of
cardiovascular disease and the clinical challenges associated with endovas-
cular procedures. It then continues to provide an overview on technical
developments in different aspects of endovascular intervention including
catheter instrumentation, assessment and training of endovascular skill and
behavioural studies, intra-operative imaging and navigation techniques, as
well as master/slave based robotic catheterization platforms. Furthermore,
the Learning-from-Demonstration framework used in robotics and its appli-
cations towards robot-assisted surgery are also reviewed.
Chapter 3 presents a platform which enables quantitative analysis of con-
tact forces exerted on the vasculature. The platform is used to investigate
the potential advantages of robotic navigation, by comparing contact forces
from conventional catheterization against cannulations performed with the
MagellanTM Robotic System (Hansen Medical, Mountain View, CA), for dif-
ferent arteries within a simulated endovascular suite across operators from
different experience levels. Robotic navigation resulted in significant reduc-
tions for contact forces and catheter tissue contacts during different procedu-
ral phases. The platform is also used to compare skill levels by extracting
different performance metrics from the force data, in order to differenti-
ate expertise and further understand the underlying characteristics of skill,
whilst evaluating the potential applications of contact force measurement
towards objective and quantitative assessment of endovascular skill.
Chapter 4 proposes a novel proximal sensing platform to non-intrusively
measure the forces and torques applied by operators during endovascular
procedures, and relate tool forces to catheter tip motion and overall op-
erator performance. Multiple user studies were performed across different
experience levels performing various catheterization tasks in a realistic en-
dovascular simulation environment. Different performance metrics related
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to catheter dynamics and motion efficiency, force and motion patterns, and
subject-specific manipulation strategies are extracted over different phases
of the procedures, in order to gain an understanding of underlying skills
and navigation cues that contribute to overall operator performance. The
study is also aimed to provide design specifications for future development
of ergonomic robotic catheterization platforms that utilize the natural skills
of operators.
Chapter 5 introduces a ‘Learning-from-Demonstration’ based framework
towards semi-automated robot-assisted endovascular catheterization, by gen-
erating optimum motion trajectories from multiple skilled demonstrations
of catheterization tasks. This is achieved through a proximal position sen-
sor designed for measuring the 2DoF motion of the catheter, and a learning
framework developed to encode the motion patterns that capture the main
features of the training data. Models learned from different experience levels
are validated using a hands-on robotic catheter driver, designed to provide
real-time assistance by automating the catheter motion in a phase-by-phase
manner. The proposed method provides an effective means of learning the
underlying skills and characteristic features of endovascular navigation, for
enabling automated robotic catheterization while making full use of the nat-
ural skills of operators.
Chapter 6 extends the Learning-from-Demonstration framework from Chap-
ter 5 towards model generalization and context-aware learning of complex
tasks for shared-control catheter navigation. A novel cooperative robotic
catheterization system is proposed by encoding the higher-level structure of
a catheterization task as a sequence of primitive motions, thereby address-
ing subject-specific anatomical variations. A hierarchical Hidden Markov
Model is used to model the movement primitives as well as their sequen-
tial relationship. This model is applied to generation of motion sequences,
recognition of operator input, and prediction of future movements for the
robot, using an ergonomic master/slave interface that replicates standard
bedside motions. The framework is validated by comparing catheter tip mo-
tions against the manual approach, showing significant improvements in the
quality of catheterization, while providing insight into the design of hands-
on shared-control robotic platforms that are intuitive to use and reduce the
cognitive workload of the operator.
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Chapter 7 utilizes the contact force sensing platform proposed in Chap-
ter 3 and the proximal position sensor used in Chapter 5, to propose a
framework for automated and objective assessment of performance by mea-
suring catheter-tissue contact forces and operator motion patterns across
different skill levels. Language models are used to learn the underlying
force and motion patterns that are characteristic of skill, by modeling op-
erator behaviour for varying skill levels performing different catheterization
tasks, demonstrating very promising cross-validation classification accura-
cies. This is the first work to use language models towards objective assess-
ment of endovascular skill, motivating the design of improved metrics for
skill assessment with further applications towards performance evaluation
of robot-assisted endovascular catheterization.
Chapter 8 summarizes the key findings and contributions of the thesis and
addresses emerging trends and future research opportunities towards more
widespread clinical acceptance of robotically assisted endovascular technolo-
gies.
The key contributions of this thesis include:
• Developing a force measurement platform and simulation environment
that enables detailed quantitative analysis of contact forces exerted on
the vascular anatomy.
• Demonstrating the potential advantages of robotic navigation in pro-
viding increased safety and enhanced catheter stability, by demon-
strating significant improvements in magnitude and duration of con-
tact forces compared to conventional catheterization.
• Proposing a novel miniaturized proximal force sensing platform for
relating operator tool forces to catheter motion and overall opera-
tor performance, across different experience levels performing various
complex catheterization tasks.
• Proving the potential for distal and proximal force sensing as objective
and quantitative measures of endovascular skill, by using different
performance metrics and machine-learning classifiers to differentiate
operator expertise for various catheterization tasks.
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• Providing design specifications for future development of ergonomic
robotic catheterization platforms that utilize the natural skills of op-
erators.
• Introducing a learning-based approach for generating optimum motion
trajectories from multiple demonstrations of a catheterization task,
towards robot-assisted semi-automated endovascular catheter naviga-
tion.
• Presenting a novel cooperative robotic catheterization system, based
on Learning-from-Demonstration, by encoding the higher-level struc-
ture of catheterization tasks as a sequence of primitive motions.
• Investigating the design of hands-on shared-control endovascular robotic
platforms that maintain operator skill and enable intuitive human-
robot collaborative navigation, while addressing subject-specific anatom-
ical variability.
• Producing a framework for automated and objective assessment of
skill based on catheter-tissue contact forces and operator motion pat-
terns, by utilizing language models to learn the underlying force and
motion patterns that are characteristic of skill.
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2. Current and Emerging
Endovascular Catheterization
Technologies†
2.1. Introduction
Cardiovascular disease remains the major cause of mortality in the Western
world. A number of cardiovascular conditions are responsible for this, in-
cluding the development of atherosclerosis, thrombosis, and the formation
of aneurisms. Historically, these conditions have been addressed exclusively
by vascular surgeons using open surgical techniques. However minimally
invasive intervention is now commonplace through the inception of interven-
tional radiology and its continued development. The field of interventional
radiology was first developed in the 1960s by pioneers such as Charles Dot-
ter through advancements in medical imaging and catheter technology. The
invention of angiography in the 1920s had been a significant step that al-
lowed physicians to visualize the vascular anatomy and diagnose lesions such
as stenoses and aneurysms. Catheters were first used in an interventional
capacity to dilate stenoses using inflatable balloons in a procedure known
as angioplasty. Subsequent developments led to the use of catheters in de-
ploying and positioning endovascular stents to reinforce weakened vessels
and aneurysms. Endovascular intervention became a common alternative
to open surgery by the 1990s, demonstrating improved clinical outcomes
over open techniques including faster recovery times and improved mortal-
ity rates. In addition to vascular surgery, endovascular catheters were also
developed in order to diagnose and treat arrhythmias in the field of cardiac
†Content from this chapter was published as:
Current and Emerging Robot-Assisted Endovascular Catheterization Tech-
nologies: A Review. Rafii-Tari, H., Payne C.J., Yang G.-Z.. Annals of Biomedical
Engineering. 42(4), 697-715 (2014)
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electrophysiology. A number of commercial robotic systems were developed
in the mid-2000s to address the challenges of manual endovascular catheteri-
zation for cardiac electrophysiology and later for peripheral vascular surgery
applications. These robotic systems promise improved catheter navigation
with added precision and stability, while enhancing operator comfort and
reducing radiation exposure and contrast agent utilization. The key mile-
stones in the field of endovascular therapy are presented in Fig. 2.1.
2.2. Clinical Challenges of Endovascular
Procedures
Endovascular Procedures
In developed countries, cardiovascular disease remains the major cause of
mortality (accounting for 34% of deaths each year [23]), with stroke being
the third leading cause of death as well as the leading cause of long-term dis-
ability [24]. Significant causes of cardiovascular disease include atheroscle-
rosis (thickening of arteries due to a build-up of fatty deposits that form
into a hard plaque) and the narrowing of blood vessels (stenosis) caused
by the build-up of plaque. Plaque and blood clots can become detached
and form emboli, resulting in blockage within the arterial system, which
in turn can lead to ischemia (an insufficient supply of blood to the tissue)
and cause a number of serious conditions including heart attack and stroke.
The incidence of severe limb ischemia in developed countries is estimated
to be 50-100 per 100000 every year, leading to pronounced morbidity and
mortality [25]. Aneurysmal arterial disease, corresponding to the dilatation
of weakened blood vessels, is another serious condition which can lead to
severe haemorrhaging and potentially death in the case of rupture. At least
1 million Americans suffer from abdominal aortic aneurysm [24], while other
types of aneurysm can also occur in cerebral and peripheral vascular regions.
Cardiac arrhythmias represent another common cardiovascular disease that
can become life-threatening or lead to contractile failure for patients with
rapid rhythms including atrial flutter and atrial fibrillation.
Historically, treatment of these conditions has been through open surgery
techniques but minimally invasive intervention is now commonplace. Mini-
mally invasive endovascular surgery is achieved through the use of catheters
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Figure 2.1.: Key milestones in the field of endovascular catheterization and
some of the example platforms that contributed to its devel-
opment ( c©2013 reproduced from [1], with permission from
Springer).
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and guidewires that are percutaneously introduced into the vasculature and
navigated to various locations within the cardiovascular system. Endovas-
cular procedures have been embraced for diagnosis and treatment within
the aorta and peripheral vascular system, the cerebral vasculature (inter-
ventional neuroradiology), and cardiac interventions (interventional cardi-
ology). These procedures are made possible through the use of medical
imaging, most commonly fluoroscopy, to allow for visualization and safe
manipulation of the catheters and guidewires. One of the most common
uses for catheters in endovascular surgery is to introduce a contrast agent
into the heart or vasculature to provide visualization of the vessel or heart
chamber contours, known as angiography and specifically arteriography and
venography for the imaging of arteries and veins respectively. A common
endovascular intervention is percutaneous transluminal angioplasty in which
an inflatable, annular balloon is expanded within the vessel lumen to open
up stenoses or to compact atheromatous plaque into the vessel wall. Follow-
ing angioplasty a mesh tube known as a stent can be inserted and expanded
using a balloon within the stenotic region to provide reinforcement of the
vessel and prevention of restenosis. Endovascular treatment of aneurysmal
disease is achieved through the use of stent grafts (sheathed stents) which
are deployed by catheters over the length of the aneurysm to provide a con-
duit for blood flow, in order to relieve the pressures being exerted on to the
weakened aneurysm wall. The exact placement and orientation of the stent
graft is crucial to the success of the procedure as misplacements can lead
to complications including occlusions and the occurrence of endoleaks. In
cardiac electrophysiology, catheterization techniques are employed to diag-
nose the electrical activities of the heart, determine the location and path
of an arrhythmia, and treat the rapid rhythm. A standard approach is
to use steerable ablation catheters to apply radiofrequency, ultrasound, or
laser energy to the problematic tissue for treatment of cardiac arrhythmias,
including atrial fibrillation and atrial flutter [26].
These minimally invasive technologies have allowed many patients who
are not fit for conventional open surgery to undergo treatment. Data on
endoluminal repair of abdominal aortic aneurysm report an overall technical
success rate of 90% [27]. Furthermore, studies have shown higher rates of
cardiac and respiratory complications after open surgery while depicting
improved long-term mortality rates with the endovascular approach [28].
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Clinical Challenges
In endovascular intervention the physician makes a small incision on the
groin, the arm or the neck, and uses an introducer sheath to pass the
guidewire through the lumen of the catheter and advance to the desired
treatment site to provide a stable track for the flexible catheter to follow,
while minimizing contact with the vasculature to avoid any damage. For
manipulating these catheters and guidewires through different vessels and
arteries of the body, the operator has to rely on different visual and hap-
tic cues obtained mostly from 2D fluoroscopy guidance and the small axial
forces and torques sensed at the fingertips. Navigation is achieved using
a combination of insertion, retraction, and torque at the proximal end of
the catheters and guidewires, while relying on an understanding of their
shapes and dynamics as learned by experience and a 3D understanding of
the anatomy augmented with the 2D real-time image data.
The current practice of these endovascular procedures has several lim-
itations. First, guidance is achieved by using X-ray fluoroscopy, thereby
exposing the operator to significant doses of X-ray radiation. Even though
protective apparel (lead aprons) are worn, the hands and the face are still
extensively exposed to radiation, which can overtime result in an increased
incidence of cancer, cataracts and other disease [29]. Secondly, guidance of
the catheter through the vasculature is conventionally achieved using 2D
fluoroscopy while the blood vessels are outlined through contrast injection
and static 2D roadmaps, hence significant information on the 3D vascular
anatomy is lost to the operators. Large doses of contrast agent can also
result in nephrotoxicity and complications including renal failure, and are
only used sparingly at critical points during the procedure [30]. Thirdly,
as with all minimally invasive interventions, there is a lack of force or hap-
tic feedback from catheter-vessel contact to the operator, which makes it
hard to perceive the contact especially for novices. The friction between
the catheter and the introducer-sheath also contributes to contaminating
the tactile sensations felt by the surgeon when manipulating the catheters.
The limited range of motion provided by conventional pre-shaped catheters
can further add to the complication, especially when manoeuvring through
tortuous and diseased vessels. Vessel tortuosity and angulation, which
causes difficulties in steering devices and reaching the target site, has been
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reported as one of the main causes of failure in endovascular procedures [31].
Studies have also shown that the interactions of catheters and guidewires
with the arterial wall can result in complications including embolization,
perforation, thrombosis, and dissection, especially for weakened and dis-
eased vessel walls [27]. Ergonomic considerations related to clinical prac-
tices in the operating theatre and the design of fluoroscopic equipment is
another challenge. It has been further shown that heavy protection suits
combined with the long standing hours in the operating theatre can lead to
severe orthopaedic complications for the operator, including spinal problems
as well as neck and back pain [29].
As a result, both research and commercial organizations have turned to-
wards technologies that enhance endovascular instrumentation, imaging and
navigation through the use of computer-assisted interventions and more re-
cently robotic actuation of the catheters, to improve the current state of
endovascular procedures.
2.3. Catheter Instrumentation and Endovascular
Technologies
The manoeuvrability of a catheter as well as being able to maintain stability
at target sites during passage of stiff guidewires and endovascular tools is
crucial towards ensuring safe catheterization. This has motivated research
on different technologies for controlled steering of the catheter tip. Another
key trend in catheter technology is the incorporation of force sensing and
haptic feedback. Furthermore, recent advances in stent graft technology
have enabled minimally invasive treatment of complex endovascular diseases
which have traditionally only been possible with the open surgery approach.
2.3.1. Steerable Catheters
Catheters used in endovascular procedures are pre-curved and come in dif-
ferent shapes and degrees of angulation and are selected depending on the
procedure and anatomy to assist navigation towards desired target sites.
Also depending on the application, guidewires with different degrees of
stiffness are used. Steering of conventional catheters and efficient deliv-
ery of torque at the proximal end can become complicated due to the long
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Figure 2.2.: The MagellanTM Robotic Catheter (Hansen Medical, Mountain
View, CA) is an example of a steerable catheter incorporating
pull-wire technology c©2013 Elsevier [2].
length of the catheters, the fixed shape at the distal end, and unpredictable
friction between the catheter and vessel walls. Integrating steerable tech-
nologies into the catheters enables the operator to vary the distal shape of
the catheter and select a desired direction of motion. The most common
steerable catheters make use of four main actuation mechanisms: magnetic,
pull-wire, smart material-actuated and hydraulic drives [32].
Magnetic steering relies on specialized catheters and guidewires that have
magnetic implants at the tip and are controlled via the magnetic field
of a permanent magnet at the patient side. Due to the soft tip of mag-
netic catheters, they are safer than pull-wire and smart material-actuated
catheters, which require a certain stiffness to maintain the catheter shape.
However, they are more expensive in terms of required infrastructure, in-
stallation, and maintenance. Pull-wire catheters rely on a tendon-based
continuum system, in which a profiled superelastic nitinol catheter can be
steered through actuating tendons that are terminated at the catheter tip
[33]. The use of multi-directional steerable catheters with control handles
that are based on this technology is common for mapping and ablation
in cardiac electrophysiology procedures and multiple commercial solutions
exist [34].
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Smart-material actuated catheters include shape memory alloys (SMA)
whose elastic properties vary with temperature, allowing bending and de-
flection of the catheter tip through heating and cooling of the SMA actuator
[35]. However, due to potential dangers of overheating and their mechani-
cal complexity they have not been accepted widely in commercial systems.
Electro-active Polymers (such as ICPF, IPMC) are another smart material-
actuation technique that have been used for their small sizes and low costs
[36]. Hydraulically-actuated steerable catheters use a series of bellowed seg-
ments that can bend in a single plane by injecting a solution into the bellows
[37]. The hydraulic approach forgoes the need for any electrical communi-
cation or driving circuitry; however, it is difficult to continuously control
the bending of independent segments, and this method has failed to find its
way into mainstream commercial technologies.
2.3.2. Catheter Force Sensing
For measuring contact forces between the catheter tip and the vessel walls,
different force and pressure measurement systems have been implemented.
Most of these techniques are targeted at cardiac catheterization, to avoid
excessive forces at the tip which can result in bleeding and stroke, or to main-
tain a good contact between catheter electrodes and the myocardial wall for
cardiac ablation in electrophysiology procedures. Fiber-optic-based sensors
have become the standard choice for integration within cardiac catheters
to provide force or pressure feedback to the operator from the catheter tip,
due to their MRI compatibility and lack of electrical wiring [38, 39]. One
of the main commercial ablation catheters with integrated force sensing is
the TactiCath R© catheter (Endosense SA, Geneva, Switzerland), which uses
three optical fibers at the distal end to measure the magnitude as well as
the angle of the force applied at the tip [40]. Clinical studies with this tech-
nology have shown the potential for improving long term clinical outcomes
after pulmonary vein isolation for atrial fibrillation [41, 42].
Fiber-optic sensing has also been used for measuring inflation pressure in-
side balloon catheters as well as measuring blood pressure through integra-
tion with guidewires [43, 44]. While most available force sensing solutions
are aimed at cardiac catheters, limited research has looked at measuring
catheter tip and side forces in other areas of peripheral or cerebral vascular
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Figure 2.3.: Percutaneous transluminal angioplasty (a) and self-expanding
stent (b) c©2013 Cook Medical Inc.
procedures, using different sensing techniques such as piezoresistive micro
sensors [45] or PVDF polymers [46]; however, no established commercial
solutions exist as of yet.
2.3.3. Stent Technologies
Other endovascular diagnosis and treatment tools have also seen significant
advances in recent years. In the field of percutaneous transluminal angio-
plasty, improvements in equipment and techniques have led to an increased
number of patients receiving safe and effective minimally invasive treat-
ment for narrowed and blocked arteries compared to the traditional bypass
approach (Fig. 2.3 (a)). This includes stent placement, and more recent
developments such as drug-eluting stents, to further reduce the chances of
restenosis following balloon angioplasty [47].
Endovascular treatment of thoracic and abdominal aortic aneurysms re-
lies on efficient placement of stent grafts to provide a lumen for the blood
to flow through without blocking other arteries. Recent advances in stent
graft technology have enabled the treatment of complex aneurysms via the
minimally invasive endovascular approach (Fig. 2.3 (b)); these include the
development of fenestrated and branched stent grafts which allow the treat-
ment of aneurysms that extend town to the iliac arteries, juxtarenal abdom-
inal aortic aneurysms, and aneurysms that involve the supra-aortic vessels.
These custom-made devices are made using pre-operative image data, and
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their efficacy has been proven through their low complication and mortality
rates [48]. Accurate control of the catheters and the correct placement and
orientation of the fenestrations are significant factors contributing to the
success of these complex procedures, which rely on the dexterous skills of
the operator as well as the imaging/navigation technologies available.
2.4. Ergonomic Considerations and Skill
Assessment
Since clinical success is highly dependent on the skills and dexterous manip-
ulation strategies of the operator [49], surgical skill evaluation has become
a pertinent research topic for both training and assessment in endovascular
intervention. Different factors contribute to and determine the skill level of
a surgeon. These include judgment and decision making, cognitive abilities,
as well as dexterity and technical skills. It should be noted that assess-
ment of proficiency in technical skills does not warrant expert performance
in complex and dynamic clinical environments which rely heavily on judg-
ment, professional skills, and team interactions [50].
Virtual reality (VR) simulators have seen a growing interest in recent
years as tools that can enhance surgical-team training as well as technical
skills training, by combining quantitative and qualitative performance eval-
uation [51]. However, objective measures of technical skill in endovascular
interventions are still not well reported and very few studies have looked at
tool movements, operator behaviour data and tool-tissue interactions within
simulated environments.
2.4.1. Clinical Assessment and Training of Endovascular
Skill
In the field of endovascular surgery, different tools including synthetic mod-
els, animals, cadavers, and VR simulators are being used for training of
catheterization skills. Clinical assessment of skill has been performed using
techniques such as time-action analysis, global rating scales and VR simu-
lators [52, 53]. However, there is a lack of uniformly accepted and objective
skill assessment measures and credentialing guidelines for endovascular in-
terventions. VR simulators have witnessed a growing interest in recent years
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Figure 2.4.: Patient-specific rehearsal prior to endovascular aneurysm repair
with the ANGIOMentorTM (Simbionix, OH, USA) c©2013 Else-
vier [3] (a); Simantha R© simulator (SimSuite, CO, USA) c©2007
Elsevier [4] (b); Simulated angiography image obtained with
the VIST R© system (Mentice AB, Sweden) c©2004 Elsevier [5]
(c).
as endovascular training and assessment tools that can combine quantita-
tive and qualitative performance parameters. As a result, a large number
of commercial solutions have been created for training and assessment of
different endovascular skills [54].
One of the most widely used simulators is the VIST R©-Lab (Mentice AB,
Sweden), which provides a body mannequin, tactile and force feedback with
simulated instruments, different screens for displaying simulated fluoro, cine,
or vital images, simulation modules for different arterial diseases within
coronary, carotid, renal, and iliac arteries, as well as performance metrics
such as fluoroscopy time and contrast volume use [5]. The CathLabVR sim-
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ulator (CAE Healthcare, Quebec, Canada) provides a platform for contrast
instillation and manipulation of balloons, balloon stents, guidewires and
catheters as well as a custom haptic interface. Other simulation systems
include the ANGIOMentorTM (Simbionix, OH) which provides simulated
training of different interventional radiology, electrophysiology, vascular and
cardiac surgery procedures using pre-operative data and simulated fluo-
roscopy, while enabling simultaneous access through two access sites with
tactile feedback [3], as well as the Simantha R© simulator (SimSuite, CO,
USA) which provides physics-based navigation of catheters and guidewires
[4]. Fig. 2.4 depicts some of these simulations systems and their application
for training and pre-procedure rehearsal.
2.4.2. Force/Motion Pattern and Behavioural Studies
To date, few studies have looked at operator-tool interactions and behavioural
data during endovascular procedures, and information on operator force and
motion patterns is very limited. Considering the steep learning curves asso-
ciated with endovascular catheterization procedures [49], designing methods
for quantitative and objective analysis of manipulation patterns can lead to
improved assessment and training of catheterization skills, while providing
important design specifications for ergonomically optimized catheterization
robots that take advantage of conventional manipulation skills. Srimath-
veeravalli et al. used electromagnetic (EM) sensors attached to the fingers
of the interventionalist to obtain information on velocity and motion pro-
files on animal models and commercial simulators [55], while Thakur et al.
have looked at catheter kinematics and dynamics outside of realistic set-
tings, using specialized sensors to measure velocities and accelerations of
the catheter and the forces/torques required to overcome sheath and vascu-
lature friction [56]. This information was used for actuator design in robotic
catheterization systems without providing any insights into the ergonomic
design of the master interface.
Researchers at Nagoya University have used photoelastic stress analysis
for visualization of stress fields created by catheter/guidewire contact with
patient-specific vascular models [57]. They extended their framework by us-
ing an optical encoder to measure the motion of the catheter at the proximal
end, as well as using EM motion trackers on the operator’s hands, with the
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Figure 2.5.: Examples of skill studies capturing operator motion patterns
and tool tissue interactions c©2012 John Wiley & Sons [6] (a),
as well as catheter path length c©2013 Elsevier [7] (b).
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Table 2.1.: Endovascular skill assessment studies and behavioural data.
Hand Tip Proximal Tool-Tissue Operator-Tool Realistic
Motion Motion Motion Interaction Interaction Model
Srimathveeravalli X × × × × X
et al. [55]
Thakur et al. [56] × × X × X ×
Ikeda et al. [57] × × × X × X
Tercero et al. [6] X × X X × ×
Rolls et al. [7] × X × × × X
goal of providing a system for technical skill measurement and skill transfer
[6]. Other clinical studies have used catheter-tracking software to obtain the
2D catheter tip path-length on fluoroscopic videos from the VIST R© simu-
lator, and propose that as a metric of skill assessment [7]. An overview of
different endovascular skill assessment studies is provided in Table 2.1.
2.4.3. Statistical Language Models
With increased interest in surgical robotic platforms and simulation envi-
ronments in recent years, the demand for more objective measures of skill
assessment has increased as well. In the field of laparoscopic and robotic
minimally invasive surgery (MIS), descriptive statistics based on tracking
and analysis of instrument or operator hand motions, instrument force mea-
surements, and tool-tissue interactions have been used for evaluation of sur-
gical skill. In many cases, skill evaluation is performed using structured hu-
man grading techniques such as OSATS (Objective Structured Assessment
of Technical Skills). Limitations of these methods include oversimplifica-
tion, loss of subject-specific characteristics, and objectivity issues regarding
the expert observer [58].
This has driven research in recent years towards modeling the underlying
characteristics of skill and providing a deeper understanding of skill pat-
terns through the use of machine learning techniques and language models.
Techniques such as Hidden Markov Models (HMMs) have been used in MIS
for modeling procedures at both task and subtask (surgeme) level for au-
tomated classification and assessment of skill levels [59]. These have also
been employed towards modeling as well as automatic segmentation and
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recovery of the surgical workflow at the procedure level, for purposes of sur-
gical activity recognition [60, 61]. HMMs have been trained using different
types of information including tool motions and velocities [59, 62, 63], forces
and tool-tissue interactions [64], and eye-tracking information [65]. Other
approaches including string motif-based models [66] and linear dynamical
systems [67] have also been implemented recently towards gesture and skill
classification from kinematic and video data.
While language models have been widely employed in modeling laparo-
scopic and robotic MIS procedures, their potential for modeling endovascu-
lar procedures and for skill classification and improved training and assess-
ment of endovascular skill, using information such as catheter kinematics,
operator force and motion patterns, and catheter-tissue interactions, has
not been explored as yet.
2.5. Endovascular Imaging Modalities and
Navigation Techniques
To provide pre-operative diagnosis and intra-operative guidance for endovas-
cular procedures, different imaging modalities including X-ray, ultrasound,
and MR imaging are being used. The increased interest towards MR-guided
intervention in recent years has driven research towards MR-compatible
catheter technologies and robotic navigation platforms. The tracking of
catheters, guidewires and other endovascular tools through different means
such as motion capture sensors, image-based tracking, and biomechanical
models has also received widespread attention.
2.5.1. Endovascular Imaging Modalities
Vascular imaging methods include X-ray based methods such as digital sub-
traction angiography (DSA) and CT angiography (CTA), optical techniques
such as Optical Coherence Tomography (OCT), ultrasound-based systems
such as intravascular ultrasound (IVUS) and intracardiac echocardiography
(ICE), as well as MR imaging techniques.
Intra-operative guidance relies mostly on 2D angiography and live fluo-
roscopy sequences for imaging vessels, detection of occlusions, stenoses, and
aneurysms, and placement of catheters and other endovascular tools (such as
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stent grafts). As a result, critical information of the live 3D anatomy is lost
while exposing the patient as well as the clinicians to large doses of X-ray
radiation. For DSA, contrast agents are injected whilst pre-contrast fluo-
roscopy images are subtracted from post-contrast images to produce a clear
visualization of the vessels. In order to re-create a 3D representation of the
vascular anatomy, one of the pre-operative techniques employed in recent
years is CTA. Integration of these pre-operative images into intervention
can suffer from inconsistencies with the anatomy as further registration to
live fluoroscopy would be required. Different commercial systems have also
worked on software solutions for creating high-resolution intra-operative 3D
volumetric representations of the vascular anatomy using 3D rotational an-
giography (3D-RA). These methods can be time consuming and potentially
disruptive to the medical workflow due to possible collisions, while causing
increased radiation dose and contrast administration [68].
OCT has recently emerged as a promising technique for the diagnosis of
plaque within the coronary arteries (as well as the carotid and peripheral
vasculature) with applications towards guidance of coronary intervention
and stent placement. Whilst OCT provides high image resolution at re-
duced costs, its disadvantages include reduced image quality in the presence
of blood and its temperature dependence [69]. IVUS is another modality
used for evaluation of vessel wall morphology and detection of plaques and
thrombi in the coronary arteries [70]. 3D IVUS images are typically recon-
structed by assembling a stack of 2D IVUS images obtained from an au-
tomatic pullback sequence. Recent studies on IVUS images are focused on
automated segmentation and border detection to identify the vessel lumen
[71, 72], as well as tracking of the IVUS transducer using position sensors
[73], X-ray fluoroscopy [74], or shape instantiation techniques [75], for im-
proved visualization and guidance. ICE is another widely used diagnosis tool
used during cardiac and electrophysiology procedures to provide real-time
feedback of the anatomy and hemodynamics, monitoring of radiofrequency
energy delivery during ablation, positioning of catheters, and monitoring of
procedure-related complications including thrombus formation [76].
Another technique for reconstructing the 2D or 3D anatomy of the vascu-
lature is MR angiography (MRA) [77]. Due to improved soft tissue contrast
of MRI, reduced contrast injection and lack of X-ray radiation, MR imaging
techniques have seen a growing interest in recent years for cardiovascular
47
imaging, however the ferromagnetic materials and conductive components
in most catheters and steerable catheterization systems have limited the
use of this technology and few studies have used MRI for intra-operative
guidance of cardiac interventions [78]. This has driven research towards MR
compatible catheterization techniques, including force sensing and steering
technologies [38, 79], as well as remote-control catheter navigation platforms
[80, 81]. Other challenges include the high cost of such systems, as well as
physical restrictions for any additional equipment due to the narrow bore
of most scanners. The development of hybrid imaging suites such as XMR
interventional rooms in recent years have aimed to facilitate the transition
from pre-operative MR to intra-operative X-ray guidance [82]. Different
tracking and registration algorithms have also been implemented to overlay
acquired MR images or pre-operative 3D CT images onto live X-ray [8, 83].
Difficulties in registration caused by respiratory and dynamic motions of
the anatomy have limited the use of 3D image-overlay techniques in clin-
ical practice, and have generated significant interest towards research on
dynamic motion models to compensate for vessel deformations [84].
Commercial robotic systems such as the Sensei R© (Hansen Medical, Moun-
tain View, CA, USA) and NiobeTM (Stereotaxis, St. Louis, Mo) allow in-
tegration with 3D electroanatomic mapping (EAM) technologies to provide
localization of the catheter within the 3D map of the atria. Commercial
EAM systems for mapping and ablation of the atrial chamber include the
CARTO R© system (Biosense Webster, CA, USA) and the EnSite R© system
(St. Jude Medical, MN, USA). These maps have further been combined with
registered high-resolution 3D surface models obtained from pre-procedural
images (e.g. CT) for improved guidance of the robotic catheter [85]. Pro-
cedures performed with these robotic systems have also made use of ICE
imaging within the atrium for selection of the transseptal puncture site as
well as monitoring catheter tip-tissue contact [86, 87]. While these imaging
techniques are applied towards electrophysiology applications, commercial
platforms for peripheral arterial procedures still rely on limited 2D fluo-
roscopy and DSA for guidance, presenting significant research opportunities
towards improved 3D guidance and navigation.
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Figure 2.6.: (a) MR overlay on real-time X-ray for guidance of aortic stent
implantation in an XMR facility c©2005 IEEE [8]; (b) Follow-up
CT angiography after stent graft insertion using the MagellanTM
System c©2013 Elsevier [9]; (c) Image-based automatic tracking
of multiple EP catheters in fluoroscopic images c©2012 IEEE
[10]; (d) Real-time MR guidance of steerable EP catheter with
resonant RF micro-coils (courtesy of Professors Harald Quick
and Mark Ladd; German Cancer Research Center).
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2.5.2. Catheter Navigation Techniques
Thus far, extensive research has been conducted on tracking of catheters and
guidewires to facilitate endovascular navigation based on sensors, image-
based techniques, or biomechanical models. EM trackers have been used
by many research groups for tracking and modeling the tip of catheters
and guidewires [88, 89]. In vivo studies with EM tracked catheters, in
conjunction with fluoroscopy and angiography, have shown the potential
of these systems towards improved navigation with reduced contrast and
radiation exposure [90]. Recent studies have combined position information
from multiple EM sensors attached to the catheter with physically-based
simulation of the mechanical properties in order to predict catheter motion
and shape [91].
Image based tracking of catheters and guidewires has been implemented
using image processing techniques in X-ray fluoroscopy or MR imaging.
Tracking of catheters and guidewires under fluoroscopy has been achieved
using learning-based algorithms [10, 92], filter-based techniques [93, 94],
or combinations of different algorithms (e.g. B-splines and Markov Ran-
dom Fields) for robust tracking of the shape [95, 96]. 3D reconstruction of
catheters and guidewires has also been achieved using multiple 2D projec-
tion images obtained through biplane fluoroscopy [97], or using monoplane
images combined with information obtained from 3D pre-operative data
[98]. Image-based techniques have also been applied towards detection and
visualization of other endovascular tools such as stents [99], including tech-
niques for automatic extraction of the stent under X-ray and matching 3D
models of the stent graft to the 2D intra-operative image for improved vi-
sualization and guidance of stent positioning [100], or handling occlusions
caused by the grafts to improve interventional 2D-3D registration for aortic
interventions [101].
Biomechanical models have also been studied, where the shape and mo-
tion of the catheter/guidewire is predicted based on their mechanical and
geometrical properties [102], as well as the interaction between the tools
and the anatomy [103]. For guidance of catheters/guidewires and other
interventional devices under MR, different methods including passive mark-
ers, paramagnetic contrast coatings or fillings, and RF coils have been used
[82]. These methods have been improved in recent years by enabling 3D
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tracking of the catheters using multiplanar 2D MR images [104]. The ad-
vantages of MR guided intervention (such as lack of ionizing radiation and
high contrast resolution) have led to an increasing trend in development of
navigation methods for guidance under MR in recent years.
Robotic catheterization platforms under development have made use of
EM position sensors for providing position and velocity feedback from the
catheter tip for applications such as semi-automatic positioning and navi-
gation of intracardiac steerable ablation catheters [105]. Sensor and image-
based techniques have also been used to track the catheter tip for au-
tonomous robot-assisted catheter navigation based on path reconstruction
within phantoms of the vasculature [106, 107]. To improve endovascular
planning and navigation of catheters and guidewires, other studies have im-
plemented segmentation and skeletonization of pre-operative images (such
as CT) for extracting 3D vessel shapes and automatic path planning of
endovascular tools [108]. Combining different tracking and navigation al-
gorithms with path planning information obtained from pre-operative data
can lead to improved endovascular navigation in terms of visualization, time,
and accuracy of the procedure, and improve guidance of future generation
autonomous or semi-autonomous robotic catheterization systems. The im-
portance of tracking the entire catheter rather than just the tip must be
considered to prevent potential damage to the vessel wall, as mechanical
injury of the endothelial lining of the arterial wall may initiate platelet ag-
gregation and stimulate neointimal hyperplasia.
2.6. Robotic Assistance for Endovascular
Procedures
Endovascular robotic technology, despite its widespread use in electrophys-
iology [109], is a comparatively new field of work in catheter-based arterial
intervention; nevertheless, over the last decade interest and clinical expe-
rience have been growing [110]. These systems offer potential advantages
including reduced radiation exposure (by removing the operator from the
patient and X-ray source), increased precision and stability of motion, faster
access to target times, shorter navigation paths, reduced vessel wall contact
and elimination of tremor, while also providing added operator comfort by
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enabling the user to perform the procedure in a seated position [12, 111].
The application of force sensing and force feedback is particularly useful for
robotic systems to compensate for some of the tactile cues that would be
felt by the operator during conventional catheter navigation. Despite the
increased use of robotic navigation systems, most existing commercial so-
lutions have been designed without considering natural manipulation tech-
niques that operators rely on during bedside practice. As a result, recent
designs of endovascular master/slave platforms are moving towards more
ergonomic interfaces that take advantage of the experience-related skills of
operators.
2.6.1. Robotic Catheterization Platforms
The major commercial platforms currently used in clinical practice include
the two robotic catheterization systems (Sensei R© and MagellanTM) devel-
oped by Hansen Medical (Mountain View, CA, USA). The catheters con-
sist of an inner leader within an outer sheath and the deflection of each
is controlled via tendon-drives (pull-wires), using either a 3D joystick or
navigation buttons on the workstation. The Sensei R© Robotic Catheter Sys-
tem is geared towards electrophysiology applications and has been success-
fully used for cardiac mapping and ablation [112, 87]. The platform was
also tested for endovascular aneurysm repair [13]. The CoHesionTM visual-
ization module allows integration with the 3D EAM system EnSite R© (St.
Jude Medical, MN, USA). The Sensei R© system also incorporates a distal
force measurement system (IntelliSense R©) which provides visual display of
the forces and tactile vibration of the motion controller [113]. For cannu-
lation of peripheral vascular vessels, the re-designed MagellanTM model has
been introduced recently. This system has been validated against manual
catheterization, depicting less extensive cannulation induced injuries, as well
as better performance for complex cannulation tasks [11, 114]. It is being
used in clinical practice for different endovascular procedures including fen-
estrated endovascular aneurysm repair [9], treatment of iliac and femoral
artery lesions [2], as well as uterine artery embolization [115]. However,
the MagellanTM does not provide force sensing and tactile feedback, and
guidance is achieved only in 2D using fluoroscopy imaging.
The mechanically driven AmigoTM system (Catheter Robotics Inc. NJ,
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Figure 2.7.: (a) The remote catheter manipulator (robotic arm) of the
Sensei R© system c©2011 SAGE Publications [11], (b) compar-
ison of the bigger Artisan R© catheter used with the Sensei R© and
the smaller MagellanTM catheter c©2013 Elsevier [2], (c,d) the
operator’s workstation for the Sensei R© c©2011 Elsevier [12] and
the MagellanTM c©2013 Elsevier [2].
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USA), allows steering of standard commercial mapping catheters in 3 DoF
(insertion/withdrawal, rotation, and tip deflection) using an intuitive re-
mote controller that replicates the handle of standard electrophysiology
catheters. The CorPath R© 200 System (Corindus Vascular Robotics, MA,
USA) is another remote-controlled system designed for navigation of guidewires
and stent/balloon catheters in percutaneous coronary interventions, consist-
ing of a bedside unit with proximal force sensing and a radiation-shielded
mobile cockpit comprising a touch screen and joystick controls. After clinical
studies validating its performance [116], the system received FDA approval
in 2012.
Another main commercial interventional robot for electrophysiology ap-
plications is the NiobeTM magnetic navigation system (Stereotaxis, St. Louis,
Mo), which uses a magnetic field created by two permanent magnets and
specialized catheters and guidewires with magnetic implants at the tip. The
deflection of these is controlled by changing the orientation of the outer mag-
nets using a mouse and/or a joystick at the workstation, while a mechanical
motor drive allows the advancement and retraction of the catheters. This
system has been successfully used for mapping and ablation, as well as
treatment of coronary and peripheral arterial disease [117, 86, 118, 119].
The navigation software provides integration with the 3D electroanatom-
ical CARTOTM RMT mapping system (Biosense Webster, Brussels, Bel-
gium). Advantages of magnetic navigation include the lower stiffness of
the magnetic catheters compared to the tendon driven systems, with po-
tential reduced risk of perforation and tissue damage. Another magneti-
cally steered robotic catheter system is the Catheter Guidance Control and
Imaging (CGCI) system (Magnetecs Inc., CA, USA) which uses reshaping of
magnetic fields created by eight electromagnets mounted in a semi-spherical
configuration to steer magnetized electrophysiology ablation catheters [120].
While being tested in clinical studies for electrophysiology applications, it
is marketed for future potential applications in interventional cardiology,
neurology, and obstetrics/gynaecology. Table 2.2 provides a comparison of
existing commercial endovascular robotic platforms. Fig. 2.8 depicts intra-
operative images of example robot-assisted procedures in in vivo settings.
Many research groups have also developed robotic master/slave systems
that remotely control the motion of standard catheters for both cardio-
therapy and vascular surgery applications. The SETA system is a robotic
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Figure 2.8.: (a) Fluoroscopic image of initial clinical use of a robotically
steerable catheter (Hansen Medical) for endovascular aneurysm
repair c©2009 SAGE Publications [13], (b) Externally controlled
magnetic field vector and 3D electroanatomical maps from the
CARTOTM mapping system for remote catheter ablation with
the NiobeTM magnetic navigation system (courtesy of Dr Sabine
Ernst; Royal Brompton Hospital, UK).
55
Table 2.2.: Existing commercial robotic endovascular systems.
Vascular (V) or Distal Proximal Force Intuitive 3D
Electrophysiol. Force Force Feedback Interface Navigation
(EP) Sensing Sensing
Sensei R©
EP X × X × X
(Hansen Medical) [87]
MagellanTM
V × × × × ×
(Hansen Medical) [9]
NiobeTM
EP × × × × X
(Stereotaxis) [117]
AmigoTM
EP × × × X ×
(Catheter Robotics)
CorPath R© 200
V × X × × ×
(Corindus) [116]
CGCI
EP × × × × X
(Magnetecs) [120]
catheter manipulation system capable of insertion, retraction and rotation
of a catheter as well as insertion of a coaxial guidewire through the use
of friction drive wheels and a translatable pulley stage, while torque sen-
sors coupled to the actuators provide force feedback to the user through
the master interface [55]. Other systems have also relied on force sensors
at the distal tip of the catheter and haptic manipulators such as Phantom
Omni (Sensable Technologies) and Novint Falcon (Novint Technologies Inc,
NM, USA) to provide force feedback to the operators [121, 122]. As an
alternative to friction drive wheel-based systems, researchers have also pro-
posed linear stepping mechanism, clutch-based techniques for actuation of
catheters [123].
Researchers have also developed robotic catheter manipulation systems
for driving standard electrophysiology catheters with deflectable tips [124].
In addition to inserting and rotating the catheter, a second translation stage
actuates the catheter tendon to allow steering of the distal tip. The system
is controlled using a standard 2-DoF joystick or a graphical user interface
with graphical display of forces through proximal force measurement [125].
Another teleoperated system for manipulation of standard electrophysiol-
ogy catheters is geared towards providing haptic feedback to the operator,
based on proximal force measurement in the slave system, through a gimbal-
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based master joystick [126]. A master-slave robotic system was developed
for a steerable catheter intended for vascular surgery applications using a
translatable platform rather than friction wheels to actuate the catheter,
with force sensors integrated into the friction drive system to allow force
feedback to be employed [127]. EM tracking of the catheter tip combined
with pre-operative MR data of the vascular phantoms was used to create
3D guidance with superimposed position of the distal catheter tip. Another
steerable catheter based on SMA actuation and integrated distal-tip force
sensing is presented in [128], using the Phantom Omni as the user inter-
face. Another 3-DoF teleoperated system using a deflectable catheter was
developed for cardiac interventions which used magnetic sensors at the tip
in conjunction with a kinematic model of the catheter to perform semi-
autonomous positioning of the catheter, and was tested successfully in an
in vivo setting [105].
Research groups have also investigated force control-based robotic sys-
tems to allow for safe and efficient catheterization. A hybrid impedance con-
trol scheme was developed to allow simultaneous force and position control
for robotic catheter insertion, using a 7-DoF redundant robot enabled with
proximal force sensing, for driving the catheter [129]. In catheter-based car-
diac interventions it is particularly difficult to maintain a safe level of force
when the catheter is in contact with a beating heart. A force-regulation
system was developed for this purpose and combined with real-time visual
servoing obtained from 3D ultrasound to track the motion of the moving
heart tissue [130]. Table 2.3 shows a comparison of robotic endovascular
catheterization systems emerging in the research domain.
2.6.2. Human-Robot Interaction
A seamless human-robot interface aims to exploit the high level decision
making of the operator whilst providing the enhancements of robotic con-
trol, such as improved precision, dexterity, repeatability, or force feedback.
Ergonomic consideration of the input interface and incorporation of natu-
ral skilled manipulations patterns obtained through skill assessment studies
into the system design is important in ensuring that the system is intu-
itive to use. For most of the systems reviewed in the previous section, the
human-robot interface takes the form of a multi-DoF haptic interface or
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Table 2.3.: Emerging endovascular robotic platforms in the research domain.
Vascular (V) or Distal Proximal Force Intuitive 3D
Electrophysiol. Force Force Feedback Interface Navigation
(EP) Sensing Sensing
Srimathveeravalli
V × X X × ×
et al. [55]
Guo et al. [121] V X × X × ×
Wang et al. [122] V X × X × X
Cercenelli et al. [124] EP × X × × ×
Park et al. [126] EP × X X X ×
Fu et al. [127] V × X X × X
Ganji et al. [105] EP X × X × ×
Jayender et al. [128] V X × X × ×
Thakur et al. [14] V × × × X ×
Tanimoto et al. [131] V X X X X ×
Meiß et al. [132] V X × X X ×
Payne et al. [15] V X × X X ×
joystick, thereby forgoing the conventional catheterization technique used
in practice that are obtained through experience. This has driven research
in recent years towards systems with more ergonomic interfaces that exploit
the natural manipulation skills of operators, while in some instances they
also augment the operators ability to conduct the procedure by providing
haptic feedback.
One such system senses the position and orientation of an input master
catheter in order to control the insertion and rotation of the slave catheter
[14]. Whilst this system has an intuitive input method, it only provides mo-
tion replication without providing force feedback to the operator. Another
system of a similar architecture was developed that provides force feedback
based on proximal and distal measurements using a miniature force sen-
sor mounted at the catheter tip and strain gauges integrated into the slave
system [131]. The Hapcath system provides force feedback by putting the
focus on augmenting the forces exerted on to the guidewire rather than
the catheter, by using a miniature piezoresistive force sensor mounted at
the tip of the guidewire to measure the forces exerted on to the vessel and
an actuator that retracts the guidewire from the proximal end to provide
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Figure 2.9.: The robotic systems developed by (a) Thakur et al. c©2009
IEEE [14] and (b) Payne et al. [15] (courtesy of Christopher J.
Payne; The Hamlyn Centre, UK), whose master interfaces repli-
cate the motions used during standard catheterization practice.
the operator with haptic feedback [132]. Another ‘hands-on’ master-slave
system was developed to evaluate the effectiveness of force feedback in re-
ducing the magnitude of force exerted on to the vasculature [15]. The master
consisted of an over-tube, coaxially aligned with the catheter, which was di-
rectly manipulated by the operator while force feedback was provided to the
operator by using a strain-gauge-based force sensor at the catheter tip to
measure the lateral deflections of the pre-curved catheter as it made contact
with the vessel. The system was evaluated in a user study on a phantom
which was mounted on to a force sensor and showed a significant reduction
in the amount of force being applied to the vasculature, highlighting the
importance of haptic feedback in endovascular catheter navigation. Fig. 2.9
provides examples of systems whose master interface aims to replicate the
natural manipulation skills of operators.
To further enhance human-robot interaction during robot-assisted catheter
navigation, the use of virtual fixtures for adding additional sensory feedback
to the operator in order to guide the catheter in a preferred direction has
been explored. This technique has been tested with a robotic master-slave
system for guidance of cardiac EP catheters within a motionless vessel phan-
tom [133], by measuring the distance between the catheter tip and the vessel
centreline (obtained from 2D camera images) and providing feedback to the
operator through a haptic interface. Another study implemented an ar-
tificial potential field method for virtual guidance of the tip of an active
compliant micro-robot designed for treatment of aortic aneurysms, within
3D reconstructed MRI images. They further implemented collision detec-
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tion between the passive catheter body and the aortic wall to enable haptic
rendering for the operator [134]. Advantages of using virtual fixtures for
navigation can include the elimination of a need for custom-made catheters
with embedded force sensors, as well as the ability to predict catheter-tissue
contact before the contact has already been made.
2.7. Robot Learning-from-Demonstration
Robot Learning-from-Demonstration (LfD), otherwise also known as Pro-
gramming by Demonstration (or imitation learning/apprenticeship learn-
ing), has become a growing research topic in the field of robotics since the
1980s, spanning across many research areas including human-robot interac-
tion, machine learning, machine vision, and motor control [135, 136]. The
main principle of robot LfD is to allow end-users to teach robots to perform
new tasks autonomously, without requiring the user to manually program
the desired behaviour. The aim is therefore to derive the appropriate robot
controller from observations of a human’s performance and enable the robot
to perform a task by generalizing from several demonstrations, such that
the robot’s capabilities are more easily extended or adapted to new situa-
tions. It is therefore important to note that LfD is not a record and replay
technique, but that learning and generalizing are key to the concept of LfD.
One of the key motivations of research in LfD is that by utilizing expert
knowledge, as well as allowing end-users to teach robots new tasks in a
user-friendly and intuitive way, robots will be utilized to a greater degree in
day-to-day interactions with non-experts while also allowing for skill transfer
from experts to novices [135]. Researchers have phrased the key problems
in this field, that need to be solved in order to transfer skill across different
situations, into a set of key questions namely what to imitate, how to imitate,
when to imitate, and who to imitate [137]. To date, mainly the first two
have been addressed and the last two questions remain fairly unexplored.
The main approaches for providing demonstration data to the robot
learner include three main trends: 1) Direct recording of human motions,
in which different motion tracking systems are used to solve the kinemat-
ics of the motions by recording the angular displacements of the joints
[138, 139]; 2) Kinesthetic teaching, where the human physically guides the
robot through the tasks [140, 141]; and 3) Immersive teleoperation, in which
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the human demonstrator controls the robot through the use of joysticks or
other remote control or haptic devices, thereby using the robot’s own sensors
and effectors to perform the task [142, 143].
2.7.1. Learning-from-Demonstration Control Levels
LfD can be applied at different action control levels, depending on the prob-
lem. These actions can be grouped roughly into three main control levels:
1) low-level actions for trajectory learning and motion control, 2) basic
high-level actions (otherwise known as action primitives), and 3) complex
behavioural actions for higher-level control [144].
Low level learning consists of learning the individual motions and ac-
tions and encoding the skill at the trajectory level. This is usually done by
performing statistical analysis on the demonstration data and modeling the
signals through a probability density function and various non-linear regres-
sion techniques. Different machine learning approaches that are applied for
this purpose include Gaussian Mixture Models (GMM) and Gaussian Mix-
ture Regression (GMR) [145, 146], Bayesian Network [147], and k -Nearest
Neighbors [148].
For learning high-level actions, the states are mapped to motion prim-
itives. The primitives are then composed or sequenced together to form
complete actions, and to solve complex motor tasks. They can therefore be
used to describe a large variety of tasks. Learning complex tasks that are
made up of a sequence and combination of individual primitive motions is
one of the main goals of LfD. In many cases, the approach consists of seg-
menting and learning the models for the individual motion primitives first,
using demonstrations of the individual actions, and then learn the sequen-
tial relationship between the primitives in a second stage [149, 150]. This
oﬄine model training makes an a priori assumption that all the motion
primitives are known beforehand. More recent techniques however focus on
automatic segmentation of the primitive motions as well as learning of their
sequential relationship, while observing the human perform the complete
demonstration [151, 152, 153]. As a result, both the primitive motions and
the way they should be combined are learned simultaneously.
Many different mathematical frameworks for representation of motion
primitives have been used, including Hidden Markov Models (HMMs), neu-
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ral networks, regression techniques and non-linear dynamical systems [154,
155, 156, 157]. HMMs are one of the most popular techniques, due to their
robustness to handle temporal variability which removes the need for pre-
processing of incoming observation data, as well as their ability for both
generation and recognition of movements [154, 158, 140, 159]. Dynamical
systems and dynamic movement primitives (DMP) are another growing re-
search area in LfD control, with the aim of being robust to perturbations
and dynamical changes in the environment [160, 161].
The sequential/temporal relationship between motion primitives is typi-
cally modeled in a hierarchical manner [153]. This is performed using tech-
niques such as HMMs and hierarchical HMMs [162, 159, 163], hierarchi-
cal Neural Networks [164], symbolic action grammar [165], task precedent
graphs and directed graphs [166, 152]. These primitive graphs can then be
used for generating extended novel motion sequences, recognition and detec-
tion of human activity, and prediction of future movements [152]. Similar
approaches have been used for learning, classification, and sequencing of
complex high-level behaviours, where HMMs, Bayesian likelihood methods,
and Support Vector Machines (SVMs) are used for classifying demonstra-
tions into gestures [167, 168, 169]. These high-level learning techniques also
make use of hierarchical models, where the robot learns both the sequence
of behaviours as well as the behaviours themselves [170, 171], and can be
used for both execution of a task, as well as perceiving it when performed
by a demonstrator [172].
While most of the research in LfD focuses on learning the trajectories and
kinematic motions of the joints or end-effectors, recent research has also
studied force signals and interaction forces obtained from the demonstra-
tions, in order to teach force-control tasks through human demonstration
[173, 174, 175]. This research is further motivated by recent developments in
tactile sensing solutions and haptic interfaces. Ideally, LfD systems should
be capable of learning a task from as few demonstrations as possible, to lower
the burden on the demonstrator. This means the robots can start learning
the task and gradually improve its performance while being monitored by
the demonstrator. As a result, recent research has proposed methods for in-
cremental learning of motions and task primitives [176, 138, 152, 140]. These
incremental approaches that gradually refine the model as more demon-
strations become available, ease the way towards more collaborative and
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real-time human-robot interactions.
One of the main limitations of LfD is that the learned motions will only
be as good as the human’s demonstration. As a result recent advancements
in LfD are looking towards ways to combine learning from demonstration
with other learning techniques, particularly reinforcement learning (RL), in
order to allow the robot to discover new control policies through trial and
error and exploration, and improve the robot’s performance beyond that
of the demonstrator by maximizing a reward function [177, 178, 161]. In
this way the demonstrations can be used to initiate the explorations done
by the RL, and thereby reduce the time needed for finding an improved
control policy. Other research is investigating more interactive teaching
and learning processes, by taking inspiration from the field of human-robot
interaction and making the robots more active partners in the teaching
process [179, 180, 181]. This allows the robot to request additional guidance
when needed, and the demonstrators to refine the robot’s knowledge by
providing complementary information.
2.7.2. Applications in Robotic Surgery
Tele-surgical robots have enjoyed a growing interest in recent years by facil-
itating surgeons to perform delicate and precise minimally invasive surgery.
Currently however, these systems are mostly controlled through a master
and slave tele-operation mode. Autonomous robot-assisted execution of
repetitive surgical tasks has the potential to reduce fatigue and the cognitive
workload of the operator, whilst improving surgical navigation, procedure
times, and workspace usage [182]. The increased use of tele-surgical robots
and the development of open-source platforms associated with these systems
offers new opportunities for autonomous and shared-controlled navigation,
which has led to a growing interest in applying the LfD framework used in
robotics, in different areas of robot-assisted minimally invasive surgery.
Low-level learning of motion trajectories from multiple demonstrations of
expert operators using the da Vinci R© surgical system (Intuitive Surgical)
have been used for capturing the structure of motion and generation of tra-
jectories at the subtask (surgeme) level [59, 183]. These have been tested on
common surgical tasks including suturing, knot tying, and needle passing
and applied towards automated assessment and classification of skill level.
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Figure 2.10.: (a) Automated knot tying performed by the Berkeley Surgi-
cal Robots c©2010 IEEE [16] and (b) The EndoPAR system,
performing autonomous surgical procedures by training a re-
current neural network c©2006 IEEE [17].
Another area is autonomous robotics where LfD methods are applied to-
wards complete automation of certain time-consuming and repetitive tasks
such as tying suture knots. This has been done by learning the movements
through recurrent neural networks [17], or dynamical systems based on fluid
dynamics [184]. Van Den Berg et al. have proposed an iterative approach
for learning the trajectories and having the robot execute them at much
higher than demonstration speeds [16] (Fig. 2.10).
Other research have applied LfD methods towards assistive robotics and
human-machine collaborative surgery. Higher level context learning has
been applied towards real-time recognition of operator intent, by using
HMMs for modeling and recognition of user motions, to provide assistance
in the form of virtual fixtures whose compliance can be changed online
[19, 185]. HMM-based learning has also been applied towards human-
machine collaborative surgery and semi-automation, for online recognition
of subtask completion, where portions of a task are performed autonomously
and other portions manually and the control is shared back and forth be-
tween the operator and the robotic system (da Vinci R©) [18]. Examples of
these frameworks are shown in Fig. 2.11.
One of the main issues with applying LfD techniques to clinical scenarios
is that tissue deformations and anatomical variability can introduce prob-
lems to both programming and control. More recent research has looked into
adapting trajectories learned from demonstrations to different scene geome-
tries, using techniques such as non-rigid registration, in order to generalize
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Figure 2.11.: (a) Human-machine collaborative surgery c©2011 IEEE [18]
and (b) Virtual fixtures for microsurgical applications with the
Johns Hopkins University Steady-Hand Robot c©2003 IEEE
[19].
the demonstrations to similar, yet previously unseen, initial conditions [186].
Other research has relied on adaptive online trajectory planning to deal with
dynamic changes in the environment [187]. Calinon et al. attempt to ad-
dress correspondence problems in cases where the surgeon tele-operation
device has a different structure from the robot, by using higher-level im-
itation strategies based on a combination of GMMs and inverse RL for
transferring the skill [188]. Vision-based information is also being employed
by some groups towards tool tracking and target detection, towards au-
tonomous task execution with the da Vinci Research Kit (DVRK) or Raven
platforms for repetitive surgical subtasks such as debridement and cutting
[189, 20]. Examples are shown in Fig. 2.12.
While these techniques have been applied in different areas of minimally
invasive and laparoscopic surgery, their potential towards improved robot-
assisted endovascular navigation remains unexplored. The application of
such algorithms towards optimal path planning, as well as real-time assis-
tance for improved robotic surgery in the form of assistive or autonomous
robotics, presents an interesting research direction and can hold much promise
for future designs of ergonomically optimized, shared-control robotic catheter-
ization systems.
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Figure 2.12.: Autonomous multilateral execution of debridement (a) and
pattern cutting (b) with the da Vinci Research Kit c©2015
IEEE [20].
2.8. Conclusion
Endovascular catheter-based intervention has revolutionized the fields of
vascular surgery and cardiology over the last few decades. This minimally
invasive approach is nonetheless challenging and relies on invasive medical
imaging, limited navigation and guidance, and lack of haptic feedback to the
operator. The field has evolved more recently through the advent of robotic
systems that are designed to address the challenges of endovascular inter-
vention. These robotic systems allow for dexterity, stability, and precision
beyond what is possible with manual techniques, while reducing the ioniz-
ing exposure to the interventionalist. Given the high dependency of clinical
success on the dexterous and experience related skills of operators, evalu-
ation of surgical skill for assessment and training has become a pertinent
research topic in endovascular intervention. However, objective measures
of skill and performance are still not well reported, and few studies have
looked at tool movements, operator behaviour data and tissue interactions.
A key factor to consider in the design of a robotic catheter system is
exploitation of the natural skill and manipulation patterns of experienced
operators. This, however, has not yet played a significant role in the de-
velopment of the commercially available systems. Assessment of operator
skill and obtaining a clear understanding of underlying motion patterns and
manipulation strategies is crucial towards the design of new ergonomically
optimized robotic catheterization platforms, which can offer possibilities for
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automating parts of the procedures that are more difficult to perform, and
thereby reduce the cognitive workload of the operator. As a result, the de-
velopment of learning algorithms for encoding the underlying structure of
catheterization tasks can be applied towards improved human-robot inter-
action and shared-control catheter navigation, by assisting or automating
certain steps of the surgical task within the general LfD framework used in
robotics. The development of more compact, hands-on, and intuitive robotic
catheter systems that take full advantage of operator ergonomics and skill
hold much promise for the future of endovascular catheter navigation whilst
improving patient outcomes as well as reducing costs.
67
3. Assessment of Contact Forces
During Endovascular
Manipulation†
3.1. Introduction
Endovascular manipulation in the arch and supra-aortic trunks is associated
with a significant risk of cerebral embolization, which has limited the adop-
tion of endovascular therapy especially in patients with complex anatomy.
Factors that can contribute to difficulties and increase the risk of procedu-
ral embolization include catheter instability, complex arch anatomy, carotid
plaque morphology and operator experience [190, 191]. The interactions of
these endovascular tools with the arterial wall can result in complications
including thrombosis, embolization, dissection and perforation, especially
for weakened and diseased vessel walls [27]. Quantification of the contact
forces resulting from interactions between catheters, guidewires, and other
endovascular tools with the vasculature itself can provide important insights
into potential intra-procedural risks and help understand the role of intelli-
gent catheter systems to minimize risk and increase procedural efficiency.
Robotically controlled steerable catheter navigation systems have been
enjoying a growing interest over the last decade [9, 110]. Previous studies
have demonstrated the potential of the robotic technology in improving can-
nulation times, shorter navigation paths, reduced number of vessel wall hits
and catheter movements, and improved catheter stability during wire ex-
†Content from this chapter was published as:
Reducing contact forces in the arch and supra-aortic vessels using the Mag-
ellan robot. Rafii-Tari, H., Riga, C., Payne, C.J., Hamady, M.S., Cheshire, N.J.W,
Bicknell, C., and Yang, G.Z.. Journal of Vascular Surgery. In Press (2015)
Objective Assessment of Endovascular Navigation Skills with Force Sens-
ing. Rafii-Tari, H., Payne, C.J., Bicknell, C., Kwok, K.W., Cheshire, N.J.W, Riga,
C., and Yang, G.Z.. Submitted for publication (2015)
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changes [192, 111]. The majority of these studies have relied on video-based
assessment and qualitative rating scales. The direct, biomechanical effects
of robotic as well as conventional catheter interactions with the vasculature
however, have not been quantitatively evaluated and currently remain un-
known. Direct measurement of contact forces on the vasculature is novel
for peripheral vascular interventions and may provide important insights on
the current state of robotic catheter navigation systems, and their potential
advantages compared to conventional techniques.
The study of force feedback and information on tool-tissue interactions
to prevent tissue trauma during manipulation as well as successful training
and simulation, has received attention in the field of laparoscopic MIS. Dif-
ferent studies in laparoscopic surgery have evaluated the use of force sensing
platforms for providing adjunctive force-related information towards train-
ing and assessment of surgical skill [193, 194], as well as comparing robotic
technology to conventional surgery on ex vivo models using platforms such
as the da Vinci Surgical System (Intuitive Surgical, Inc. CA, USA)[195]. A
key trend in recent years in cardiac electrophysiology is the incorporation of
force sensing technologies for measuring CF at the catheter tip, in order to
avoid excessive forces as well as maintaining good contact between catheter
electrodes and the myocardial wall for cardiac ablation[41, 42, 113]. For
peripheral vascular procedures, studies have attempted to show the signif-
icance of providing additional force feedback towards enhancing the tactile
cues felt by operators whilst reducing the potential intra-procedural risks
[15]. However, no established commercial force sensing solutions exist as
of yet, and no quantitative metrics related to tool-tissue interactions have
been studied in depth in the past.
Clinical assessment of endovascular skill has thus far relied mainly on
qualitative global rating scales, time-action analysis, and VR simulators
[52, 53]. However, endovascular skill evaluation suffers from a lack of ob-
jective quantitative skill assessment measures, as commercially available
simulators do not take into account the biomechanical properties of ma-
nipulation, the devices and the vasculature itself. The correct training of
guidewire and catheter manipulation skills based on an understanding of the
forces exerted on the vasculature, is essential in preventing damages caused
by the interactions between the tools and the anatomy and the overexertion
of force [54].
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This chapter presents a force sensing platform for detailed quantitative
analysis of contact forces exerted on the vasculature. The platform pro-
vides a means for objective and quantitative assessment of robotic catheter
technology as well as endovascular skill, by enabling accurate and direct
measurement of the forces exerted on the vasculature and thereby pro-
viding significant insights on catheter stability, accuracy of cannulations,
as well as operator force/motion patterns and navigation skills. Contact
forces are compared for robotic versus conventional cannulation of different
arteries within a simulated endovascular suite, and different performance
metrics related to the magnitude and impact duration of the contact forces,
as well as number of contacts between the catheter and the vasculature are
extracted. Similar metrics are also used to compare different skill levels
performing multiple tasks within the endovascular simulation environment,
in order to differentiate expertise and further understand the underlying
characteristics of skill. The study offers significant insights into the forces
exerted on the vasculature during endovascular manipulation and proves the
potential of such a platform in evaluating the advantages of robot-assisted
catheterization and assessment of endovascular skill.
3.2. Hardware Design and Setup of Force
Measurement Platform
This section provides details of the force measurement platform for mea-
suring distal contact forces resulting from catheter-vessel interactions, as
well as the experimental setup for creating a realistic simulated framework
enabling detailed and quantitative analysis of forces exerted during arch
manipulation.
3.2.1. Contact Force Sensor Design
In order to provide accurate and direct measurements of the forces ex-
erted on the vasculature, a distal force sensing platform was developed
(Fig. 3.1(a)). The platform consists of a silicone-based, transparent, an-
thropomorphic phantom (Elastrat Sarl, Switzerland), representing a type
I aortic arch with bovine configuration of the left common carotid artery,
mounted onto a plate and rigidly coupled to a 6-DoF force-torque (F/T)
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Figure 3.1.: The force sensing platform with an exploded view of the F/T
sensor (a), the experimental setup with the catheter within the
model (b), and the type I aortic arch model depicting the three
endovascular tasks and the different procedural phases (c).
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sensor (Nano17, ATI Industrial Automation, Inc., USA), that provides force
and torque readings in each of the three (X, Y, and Z) directions. From the
3-DoF force measurements obtained from the sensor, an average root-mean-
square (RMS) force modulus was calculated, indicating the total forces ex-
erted on the vascular model. The catheter was inserted through a custom-
made introducer sheath and flexible section of tubing before entering the
phantom. The introducer sheath was isolated and decoupled from the force
measurement platform, so that only local force measurements corresponding
to direct catheter-vessel contact were measured, without the friction in the
introducer sheath contaminating the measurements, as shown in Fig. 3.1(b).
The sensor was mounted close to the platform’s center of gravity to reduce
the effects of torsional vibration. Furthermore, in order to remove any resid-
ual vibrations resulting from catheter-vessel contact, an isolation damper
was seated between the sensor and the plate attached to the vascular model.
3.2.2. Simulation Environment and Experimental Setup
A camera was mounted above the phantom, with the video feed projected
onto a monitor to be used by operators for navigation. In order to sim-
ulate 2D fluoroscopy guidance, the live images obtained from the camera
were processed using contrast, brightness, and colour adjustments, so as to
remove the contours of the vessels and prevent depth perception while still
allowing visualization of the catheter and guidewire.
Acquisition and synchronization of the video feed and force data was
achieved by multi-threaded custom software created in C++ to record the
force data through LabVIEW (National Instruments Corp., TX, USA), and
the OpenCV (Open Source Computer Vision) library for processing, dis-
playing, and recording the video feed. The F/T sensor transmits data at
a frequency of 25 Hz, and is able to detect forces to a resolution of 4 mN.
The F/T sensor was zeroed in order to omit the weight of the phantom and
platform, and re-zeroed at the beginning of data collection for each individ-
ual run, to ensure that the force readings represent only the contact forces
between the catheter/guidewire and the vascular phantom.
Three endovascular tasks were defined for this study: cannulation of the
left subclavian artery (LSA), the left common carotid artery (LCCA), and
the right common carotid artery (RCCA) of the type I aortic arch phantom,
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as shown in Fig. 3.1(c). Conventional arch vessel cannulation was performed
multiple times across 14 operators of varying endovascular experience: ex-
perts (n = 4, experienced endovascular specialists who had performed > 300
endovascular procedures), and novices (n = 10, who had performed < 10
endovascular procedures). Each operator was asked to cannulate each of the
arch vessels three times in a randomized order, with each run considered as
an independent trial, resulting in a total of n = 42 cannulations for each tar-
get vessel across the expert (n = 12) and novice (n = 30) operator groups.
Operators were provided with appropriate endovascular tools including a
conventional 5F shaped catheter and Terumo guidewires.
3.3. Reducing Contact Forces in the Arch and
Supra-aortic Vessels using the MagellanTM
Robot
This study investigates the potential advantages of robotic navigation by
analyzing the forces exerted during arch manipulation in order to under-
stand the role of intelligent catheter systems in minimizing risk and increas-
ing procedural efficiency. Contact forces are compared for robotic versus
conventional catheterization within a simulated endovascular suite by ex-
tracting different performance metrics related to the magnitude and impact
duration of the contact forces, as well as number of significant contacts
between the catheter and the vasculature.
3.3.1. The MagellanTM Robotic System
The development of the next-generation MagellanTM system (Hansen Medi-
cal, Mountain View, CA, USA) was based on the original Sensei R© platform
- originally designed for transvenous cardiac mapping and ablation proce-
dures - but with significant modifications [9]. In brief, it is an electrome-
chanical master-slave system, consisting of the operators workstation and
the remote catheter manipulator (robotic arm), which delivers the steerable
robotic catheter (Fig. 3.2(a)). The robotic catheter consists of an inner
leader (inner diameter 3 Fr , outer diameter 6 Fr) within an outer sheath
(inner diameter 6 Fr, outer diameter 9 Fr), and 6 DoF control of both sheath
and leader is enabled via four pull-wires drivers with maximum articulation
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Figure 3.2.: Experimental setup depicting the robotic catheter (a), the op-
erator workstation (b), and example simulated fluoroscopy im-
ages used for guidance for each of the robotic (c) and manual
approaches (d).
angles of 180◦ and 90◦ respectively. The system offers full rotational ability
and a leader workspace defined by a bend of up to 180◦ and a 21 cm exten-
sion, and more importantly independent torque control at the tip without
catheter shaft rotation. Furthermore, a robotic wire manipulator allows re-
mote insertion, rotation and retraction of conventional 0.018 and 0.035” hy-
drophilic wires. The mobile workstation incorporates the master controller,
the 3D hand-operated joystick with 7 degrees of freedom and the display
screens, and is situated away from x-ray radiation, as shown in Fig. 3.2(b).
3.3.2. Study Protocol and Data Analysis
Vessel cannulations using the robotic platform were performed by seven
operators of varying experience: experts (n = 2, endovascular specialists
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with previous Magellan experience) as well as novices (n = 5, who had no
previous experience in using the robotic platform). Robotic cannulations
were performed using a Terumo wire and the robotic catheter (consisting
of the inner “leader” within the outer “sheath”) without the use of any
conventional catheters. Novice operators underwent a short teaching ses-
sion followed by a practical demonstration on the robotic system, before
commencing the study. Each target vessel was cannulated n = 30 times in
a randomized order across the experienced (n = 15) and novice (n = 15)
operator groups. The processed video feed from a camera mounted above
the vascular model was used by operators for navigation as simulated 2D
fluoroscopy guidance (Fig. 3.2(c, d)).
The procedure path for each target vessel was divided into three phases:
a) advancement of wire/catheter in the descending aorta, b) navigating the
aortic arch, and c) cannulation of the arch vessel. These procedural phases
are displayed in Fig. 3.1(c). The force measurements recorded for each run
were post-processed to remove any force bias, by subtracting all forces from
the minimum recorded force value of that procedure, corresponding to no
tool-tissue interaction. Different performance metrics were then extracted
for each of the three phases of the procedure. These metrics include: max-
imum force value (N); force impact over time (FIT) (N.s), calculated by
measuring the area under the force signals (corresponding to the force-time
integral); standard deviation of forces (N); number of force peaks, which
was chosen to correspond to the number of significant contacts between the
catheter and the arterial wall above a threshold of 0.3 N, calculated by
finding the local maxima in the force signal above that threshold; mean
force (N), which was calculated for forces larger than 0.1 N, in order to be
above the noise ceiling of the sensor and restrict data to tool-tissue inter-
actions while preventing task delays from affecting the mean force assigned
to a trial. All data processing and statistical analysis were performed with
the Matlab software (The MathWorks Inc., MA, USA). Differences between
robotic and manual performance were assessed using the non-parametric
Wilcoxon rank-sum significance tests. A value of P < 0.05 was considered
statistically significant.
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Table 3.1.: Median values for statistically significant differences (P < 0.05)
between metrics for robotic vs. manual cannulation of the LSA,
LCCA, and RCCA, at each of the three phases of the procedure.
Descending aorta Aortic arch Arch Vessel
Robotic Manual Robotic Manual Robotic Manual
LSA
Max. force (N) 0.06 0.20 0.06 0.27 0.08 0.83
FIT (N.s) 0.36 0.73 0.16 0.56 0.24 1.30
STDEV (N) 0.02 0.04 0.00 0.54 0.01 0.17
No. peaks NS NS 0 4 0 5
Mean force (N) 0.0 0.14 0 0.18 0 0.27
LCCA
Max. force (N) 0.05 0.22 0.19 0.68 0.32 1.59
FIT (N.s) NS NS NS NS 1.62 7.92
STDEV (N) 0.01 0.04 0.03 0.13 0.05 0.33
No. peaks NS NS 0 8 1 30
Mean force (N) 0 0.14 0.14 0.25 0.21 0.37
RCCA
Max. force (N) 0.05 0.25 0.25 0.78 0.29 1.19
FIT (N.s) 0.43 0.68 NS NS 1.17 2.95
STDEV (N) 0.01 0.05 0.05 0.18 0.04 0.23
No. peaks 0.5 2.1 0 10 0 9.5
Mean force (N) 0 0.16 0.15 0.30 0.21 0.31
(NS = not statistically significant. Metrics with P < 0.001 are highlighted in bold.)
3.3.3. User Study Results
Robotic navigation resulted in significant reductions for mean and maxi-
mum forces for each procedural phase and for all targets. Table 3.1 shows
differences in performance metrics between robotic versus manual vessel can-
nulation for the LSA, LCCA, and RCCA respectively, depicting the values
for statistically significant differences during each procedural phase. Signifi-
cant improvements can also be seen in the other metrics, particularly at the
target vessel ostium, and for the more anatomically challenging procedural
phases.
Contact forces were reduced from 1.20 N with an interquartile range
(IQR) of 0.98-1.56 to 0.31 N IQR (0.26-0.40; P < .001) for the RCCA;
1.59 N (1.11-1.85) to 0.33N (0.29-0.43; P < .001) for the LCCA; and 0.84 N
(0.47-1.08) to 0.10 N (0.07-0.17; P < .001) for the LSA, as shown in Fig. 3.3.
Force reductions using robotic technology were evident for both novice and
expert groups.
Fig. 3.4 illustrates the differences between manual and robotic techniques
76
Figure 3.3.: Bar chart shows the median values for the maximum contact
forces exerted during cannulation of each of the arteries for the
robotic vs. the manual approach, across all operators. The error
bars represent the interquartile ranges (Wilcoxon rank test).
using RCCA cannulation as an example of the forces measured over time,
for a novice (a) and expert (b) operator. The three colours depict the three
distinct procedural phases, whereas the lighter and darker colours demon-
strate conventional versus robotic navigation techniques respectively. These
graphs highlight the significantly lower force values seen during robotic ma-
nipulation. For the expert operator, the robotic approach takes longer than
the manual technique; however, the forces particularly over the aortic arch
and at the target vessel ostium are significantly reduced. For the novice
operator, the robotic approach significantly improves the performance both
in terms of cannulation speed as well as the magnitude of forces exerted
on the vasculature. This is more noticeable during manipulation near the
supra-aortic trunks and target vessel ostium.
Fig. 3.5 depicts the catheter path within a mesh of the vascular phan-
tom during cannulation of the same RCCA, for the robotic (a) versus the
manual (b) approach, performed by an expert operator. The color gradient
depicts the magnitude of the force applied on the vascular model, over the
catheter path which is notably lower using the Magellan robot. The catheter
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Figure 3.4.: Examples of contact forces exerted by novice (a) and expert
(b) operators, with the conventional (light colour) and robotic
(dark colour) approach. The colours show the three phases of
the procedure for cannulation of the RCCA.
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Figure 3.5.: Colour gradient depicting the magnitude of the contact forces
over the catheter path for the robotic (a) vs. manual (b) ap-
proach, for cannulation of the RCCA by an expert operator.
path further demonstrates the more controlled vessel centerline navigation
capabilities of this technique over the manual approach.
Median values for FIT (in N.s) and for all the operators were also reduced
from 3.52 (1.41-5.48) to 0.80 (0.56-1.44, P < .001) for successful cannulation
of the LSA, from 9.66 (6.64-13.60) to 4.88 (2.43-9.89, P = .007) for the
LCCA, and from 6.11 (4.59-8.24) to 4.16 (2.36-9.73, P = .29), as shown in
Fig. 3.6(a). The number of significant contacts on the aortic arch wall was
also significantly reduced with the robotic catheter system, irrespective of
the endovascular experience of the operator. The median number of contacts
were reduced from 8 to 0 (P = .017) for the LSA, from 37 to 3.5 (P < .001)
for the LCCA, and from 21 to 1 (P < .001) for the RCCA (Fig. 3.6(b)).
Table 3.2 shows the percentage improvements in the average maximum
force and average mean force values for robotic catheterization as com-
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Figure 3.6.: Bar charts show the median values for the force impact over
time (a), as well as the median values for the number of force
peaks (significant contacts) with the aortic arch wall (b), during
cannulation of each of the arteries for the robotic vs. the manual
approach across all operators. The error bars represent the
interquartile ranges (Wilcoxon rank test).
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Table 3.2.: Percentage improvements for expert and novice operators from
conventional to robotic catheterization in average mean force and
average maximum force at each procedural phase for cannulation
of each artery.
Descending aorta Aortic arch Arch Vessel
Expert Novice Expert Novice Expert Novice
LSA
Avg. max. force (%) 57.0 76.9 79.2 82.2 81.7 88.9
Avg. mean. force (%) 53.2 94.6 76.2 92.4 78.8 83.2
LCCA
Avg. max. force (%) 43.2 81.7 65.3 65.0 40.3 80.0
Avg. mean. force (%) 46.5 99.9 48.0 41.0 0.0 54.2
RCCA
Avg. max. force (%) 49.4 83.1 63.2 70.3 55.7 80.3
Avg. mean. force (%) 45.2 99.9 50.1 46.4 2.6 40.6
pared to conventional catheterization for each experience group. The results
compare the improvements between expert operators and novice operators
at each procedural phase for cannulation of each of the LSA, LCCA, and
RCCA. As shown, the novice group has a higher percentage of improvement
with the robotic technology, as compared to the expert group.
3.4. Assessment of Skill with Contact Force
Sensing during Endovascular Catheterization
This section investigates the potential of using the contact force sensing
platform as a means of improved characterization of operator skill and sur-
gical performance. Contact forces are compared for different skill levels per-
forming multiple tasks within an endovascular simulation environment and
different performance metrics related to the magnitude and impact duration
of the contact forces, as well as number of contacts between the catheter and
the vasculature are extracted in order to differentiate expertise and further
understand the underlying characteristics of skill. Furthermore, from these
force signals, Support Vector Machine (SVM) classifiers are trained for dif-
ferent catheterization tasks to perform binary classification of user skill, and
k -fold cross validation is performed to assess the classification accuracy for
the different models.
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3.4.1. Performance Metrics and Classification of Skill
Here, as before, the procedure path for each of the three cannulations tasks
was divided into three phases: a) traversing the descending aorta, b) mov-
ing through the aortic arch, and c) cannulation of each of the target arch
vessels (Fig. 3.1(c)). In order to remove any force bias and capture only
tool-tissue interactions, the RMS force modulus recorded for each run was
post-processed by subtracting all forces from the minimum recorded force
value for that run (corresponding to no tissue interaction). From the re-
sulting force signal, different performance metrics were then extracted for
each phase of the procedure. These metrics include: mean, median, and
maximum force values, FIT (calculated by measuring the area under the
force signals, corresponding to the force-time integral), standard deviation
of forces, and number of force peaks (chosen to correspond to the num-
ber of significant contacts between the catheter and the arterial wall above
a threshold of 1 N, calculated by finding the local maxima in the signal
above that threshold). Differences between the two experience levels were
assessed using the non-parametric Wilcoxon rank-sum significance tests. A
value of (P < 0.05) was considered statistically significant. All data pro-
cessing and statistical analysis were performed with the Matlab software
(The MathWorks Inc., MA, USA).
SVM binary classification of skill level
To further validate the hypothesis that contact force measurements dur-
ing endovascular intervention contain distinguishable patterns of behaviour
that are characteristic of skill, SVM-based binary classifiers were trained on
the force signals in order to assess skill level for the different catheteriza-
tion tasks. In order to obtain constant-size feature vectors across different
users, the 1D force signals were sampled at regular intervals for different
sample sizes n by sampling the signals (length T ) every T/n data points.
This resulted in fixed size feature vectors f for each of the 126 observation
sequences acquired across the 3 tasks.
From these feature vectors, binary SVM classifiers with radial basis func-
tion (RBF) kernels were trained for each of the catheterization tasks, for
experts vs. novice classification with their corresponding known class la-
bels. Using this kernel function, SVM classification non-linearly maps the
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input observations into a higher dimensional space and finds a separat-
ing hyperplane with maximum margin between the two classes through an
optimization step. The optimum parameters for the SVM model were esti-
mated by performing a grid-search, and the performance of the classifier was
evaluated through the k-fold cross-validation technique by dividing the
training set into k subsets, and sequentially testing each left-out subset on
the classifier trained from the remaining k − 1 subsets. Common measures
of performance corresponding to precision, recall, and accuracy were then
calculated for each of the SVMs:
precision = tp/(tp + fp) . (3.1)
recall = tp/(tp + fn) . (3.2)
accuracy = (tp + tn)/(tp + tn + fp + fn) . (3.3)
Where tp is the number of true positives (experts classified as experts),
tn is the number of true negatives (novices classified as novices), fp is the
number of false positives (novices classified as experts), and fn is the number
of false negatives (experts classified as novices).
Fig. 3.7 shows an example of the ‘grid-search’ to find the optimum param-
eters for the RBF kernel, that would result in the highest cross-validation
accuracy for the classifier.
3.4.2. User Study Results
Table 3.3 shows the differences in performance between expert and novice
catheterization for cannulation of the of the LSA, LCCA, and RCCA respec-
tively, by depicting the median values for statistically significant differences
between the distal force metrics at each procedural phase. Mean, median,
and maximum force values are significantly lower for experienced operators
for the first and last phase, for all target vessels. Significant improvements
can also be seen in other metrics (FIT, standard deviation of forces, and
number of significant contacts) particularly during the vessel cannulation
which is the more anatomically challenging procedural phase. More high-
lighted differences can be seen for cannulation of the LCCA, which for this
model was the most difficult vessel to cannulate.
Fig. 3.8 shows examples of the distal contact forces for experienced vs
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Figure 3.7.: Example of grid search in order find the optimum parameters
(C and γ) for the RBF kernel.
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Table 3.3.: Median values for statistically significant differences (P < 0.05)
between metrics for expert vs. novice cannulation of the three
LSA, LCCA, and RCCA arteries at different phases of the
procedure.
Phase Metric Expert Novice
LSA
Descending Aorta Median Force (N) 0.03 0.07
Arch Vessel FIT (N.s) 0.63 1.47
LCCA
Descending Aorta Median Force (N) 0.04 0.06
Arch Vessel Mean Force (N) 0.11 0.39
Median Force (N) 0.10 0.20
Max. Force (N) 0.54 1.75
FIT (N.s) 1.71 9.11
STDEV (N) 0.09 0.42
No. Peaks 0 12
RCCA
Descending Aorta Median Force (N) 0.03 0.05
Arch Vessel Mean Force (N) 0.13 0.24
Median Force (N) 0.07 0.13
Max Force (N) 0.84 1.40
FIT (N.s) 2.23 3.26
STDEV (N) 0.12 0.3
No. Peaks 0 4
(Metrics with P < 0.001 are highlighted in bold.)
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Table 3.4.: Binary SVM classification performance (RBF Kernel) for expert
vs. novice trials for different sampling sizes (n).
n Accuracy(%) Precision(%) Recall(%)
LSA
32 82.5 75.0 50.0
64 80.0 80.0 67.0
128 80.0 83.3 41.7
LCCA
32 90.0 90.0 75.0
64 90.0 90.0 75.0
128 87.5 81.8 75.0
RCCA
32 90.0 76.9 83.3
64 87.5 81.8 75.0
128 82.5 71.4 83.3
novice operators, for cannulation of the LSA, the LCCA and the RCCA
of the type I aortic arch phantom. As shown in the figure, significant dif-
ferences can be seen in the magnitude, duration and repeatability between
the forces exerted by each of the skill levels. While experienced operators
demonstrate significantly lower forces and more controlled motion with re-
duced number of contact points, the signals also depict distinct patterns
of contact forces across certain phases of the procedure, hinting at more
dexterous underlying experience related skills.
Table 3.4 shows the result of the SVM classification performance for the
three cannulations tasks (LSA, LCCA, RCCA) for expert vs. novice skill
level. The feature vectors f were created using different sampling sizes
n = {32, 64, 128}, and the SVM classifiers were trained from the feature
vectors and their corresponding class labels using the LIBSVM library [196].
The k-fold cross-validation was run 10 times by changing the left-out
sequence randomly, and the precision, recall and accuracy measures were
calculated. The results show 82.5% classification accuracy for the LSA,
90% classification accuracy for the LCCA, and a classification accuracy of
90% for the RCCA with 32 samples. Larger number of samples seem to
reduce the performance, due to added variability. The results depict higher
classification accuracies for the LCCA and the RCCA which, compared to
the LSA, are more difficult to cannulate and therefore more indicative of
skill.
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Figure 3.8.: Examples of distal contact forces for experienced vs. inexpe-
rienced operators, for cannulation of each of the LSA, LCCA
and RCCA. The three procedural phases are depicted in differ-
ent colors.
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3.5. Discussion and Conclusion
Conventional endovascular manipulation in the arch is associated with a
high risk of cerebral embolization and stroke. In existing commercial robotic
systems such as the Magellan, the lack of force sensing and haptic feedback
prevents the transmission of catheter-tissue interaction forces and haptic
cues that would be felt by the operators during the conventional technique.
Catheter force sensing technologies for peripheral vascular procedures still
remain in the research stage due to miniaturization problems associated
with the smaller size of the catheters. Furthermore the need for measur-
ing not just tip but also side forces resulting from the interaction of the
entire catheter shape with the vasculature remains unresolved. Proximal
force sensing of the catheters is a potential solution, however this method
cannot distinguish between friction in the introducer sheath and collisions
between the catheter and vasculature. Therefore the direct effects of the in-
teractions between catheters/guidewires and the anatomy have so far been
unknown. This chapter presented a force measurement platform for detailed
quantitative analysis of contact forces exerted on the vasculature, in order
to investigate the potential advantages of robotic navigation as well as using
this information as a means of improved characterization of operator skill
and surgical performance.
The data from this study offers significant insights into the forces exerted
on the vasculature during endovascular manipulation in the arch and supra-
aortic vessels, while depicting significant improvements in the mean and
maximum forces, force impact over time, and number of catheter contacts,
with robot-assisted navigation over the conventional approach. The results
demonstrate significant improvements for all metrics (mean and maximum
forces, FIT, standard deviation of forces, number of significant contacts)
with the robotic approach, for the different procedural phases as well as
cannulation of different target arch vessels. The maximum exerted force by
the robotic system is significantly lower for all three phases of the procedure,
and for all three arteries. The FIT shows significant improvements with the
robotic approach, particularly during the cannulation phase at the ostium
of the artery. The standard deviations of the forces are also significantly
lower for all three phases of the procedure, indicating a more continuous,
repeatable, and stable contact with the vasculature for the robotic catheter.
88
The number of significant contacts with the vessel walls are also significantly
reduced with the robotic approach, particularly for the more complex parts
of the anatomy (navigating around the arch and targeting the vessel os-
tium). This is more evident during cannulation of the LCCA, which in this
experimental model was the most anatomically challenging vessel due to
its bovine configuration. Mean forces are reduced to a median of zero for
all phases when cannulating the LSA and when advancing through the de-
scending aorta for the LCCA and RCCA, and are also significantly lower for
the next two phases of the procedure. Reduced magnitude and time impact
of the forces, as well as a reduction in vessel wall contacts for the robotic
catheter, are indicators of the increased safety and enhanced catheter sta-
bility provided by the robotic catheter, as well as more controlled vessel
centerline navigation capabilities of this technique, which may potentially
reduce the risk of embolization and stroke. These improvements may fur-
ther be attributed to elimination of tremor and added operator comfort by
enabling the operator to perform the procedure in a seated position with
the robotic technology.
Numerous studies have highlighted the steep learning curves associated
with safe carotid artery cannulations, and successful clinical outcomes which
are highly dependent on operator experience [49]. The results of our study
suggest that, despite the short training time of the operators on the robotic
platform, significant improvements were observed in the average mean and
maximum forces exerted during the cannulation with the robotic technique,
irrespective of the operators endovascular experience. Higher percentage
improvements were seen for the novice group, as compared to the expert
cohort, showing the potential of robotic catheterization in reducing the steep
learning curves associated with these procedures as highlighted in previous
reports [197]. These findings highlight the ease of use and intuitive nature
of robotic technology, with important implications towards clinical adoption
and training. It should be noted that the expert cohort presented in this
study included both experienced vascular surgeons as well as interventional
radiologists, while the novice cohort included subjects from both a clinical
and non-clinical background. Further studies on a larger group of subjects
and separate analysis on each of these sub-groups is suggested to fully assess
the learning curves between different skill levels and different subsets of
clinical expertise.
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The results of this study also provide significant insights into underlying
force and motion patterns of operators and experience related skills that
affect the quality of catheter navigation as well as the forces exerted on the
vasculature. The data depict significant difference in the mean and maxi-
mum forces exerted on the vasculature, the force impact over time and the
catheter contact with the arterial wall, between experienced and novice op-
erators. The results for the distal force sensing platform demonstrate better
performance for all metrics (mean, median and maximum forces, FIT, stan-
dard deviation of forces, number of significant contacts between catheter
and vascular anatomy) for experienced operators during cannulation of dif-
ferent target arch vessels. Median forces are significantly lower for most
procedural phases for all three arteries. The FIT shows better performance
with more experienced skill levels for all three catheterization tasks, partic-
ularly during the arch vessel cannulation phase. The standard deviations
of the forces as well as the number of significant contacts with the vessel
walls are also significantly reduced, particularly for the more complex tasks
(LCCA and RCCA) and the more challenging part of the anatomy (targeting
the arch vessel), indicating more stable, continuous and repeatable catheter
contact with the vasculature for more skilled operators. The differences are
more evident during cannulation of the LCCA, which for this phantom was
the most anatomically challenging vessel to target. The reduced magnitude
and time impact of the forces, as well as a reduction in catheter-vessel wall
contacts, are indicators of underlying dexterous skills, enhanced catheter
stability, and more controlled vessel centerline navigation achieved by expe-
rienced operators. This can have significant implications towards reduced
risk of dissection, perforation, embolization and stroke. The high accuracies
of the binary SVM classification between expert and novice skill levels using
the distal force measurements further confirm the validity of the hypothesis
that contact force measurements can be considered as objective assessment
metrics that are discriminative of skill.
The force measurement platform proposed for this study was custom de-
signed for the anthropomorphic phantom of the type I aortic arch with
bovine configuration. Further studies on phantoms with different anatom-
ical complications including more complicated angulations, aneurysms or
stenosis are suggested in order to fully understand and explore the advan-
tages of robotic technology in improving catheter stability as well as differ-
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ences between different skill levels for navigation within more complicated
anatomies. Furthermore the use of in vitro phantoms has inherent limita-
tions by not reflecting the mechanical properties of real tissue and all the
clinical challenges associated with catheter navigation in an atherosclerotic
arch. Further studies with ex vivo porcine as well as cadaver tissue are
encouraged with the proposed platform, to provide more realistic biome-
chanical properties and tool-tissue interactions. This may also have further
implications for Transcatheter Aortic Valve Implantation (TAVI) [198], and
other invasive cardiology procedures, as well as neurointervention. The
proposed platform and F/T sensor can be used to understand the role of
endovascular tools to minimize risk and increase procedural efficiency, with
further applications towards objective and quantitative training and assess-
ment of endovascular skill.
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4. Assessment of Endovascular
Skill with Haptic and
Navigation Cues†
4.1. Introduction
Numerous studies have shown the steep learning curves associated with
endovascular catheterization, and that clinical outcomes are highly depen-
dent on operator experience [49, 191]. However, studies on operator-tool
interactions as well as biomechanical and behavioural data are very limited.
Furthermore, despite the growing interest in robotic steerable catheter nav-
igation systems in recent years [9, 110], most of these systems have been
designed with little consideration of underlying perceptual cues and operator
behavioural patterns, thus not fully utilizing natural ergonomic skills used
during conventional catheterization that are obtained through experience.
A clear understanding of these force and motion patterns and manipulation
skills is crucial for designing next generation intuitive catheter navigation
systems by maximizing natural bedside catheterization skills of operators.
Designing metrics that enable accurate analysis of these manipulation pat-
terns within a realistic simulation environment can also significantly improve
assessment and training of catheterization skills.
In practice, manual catheterization is based on 2D visual guidance (flu-
†Content from this chapter was published as:
Assessment of Navigation Cues with Proximal Force Sensing during En-
dovascular Catheterization. Rafii-Tari, H., Payne, C.J., Riga, C., Bicknell, C.,
Lee, S.L., Yang, G.Z.. In: MICCAI 2012, LNCS vol. 7511, pp. 560-567 (2012).
Objective Assessment of Endovascular Navigation Skills with Force Sens-
ing. Rafii-Tari, H., Payne, C.J., Bicknell, C., Kwok, K.W., Cheshire, N.J.W, Riga,
C., and Yang, G.Z.. Submitted for publication (2015).
Skill Assessment with Proximal Force Sensing for Endovascular Catheter-
isation. Rafii-Tari, H., Payne, C.J., Riga, C., Bicknell, C., Lee, S.L., Yang, G.Z.. In:
Hamlyn Symposium 2012. pp. 93-94 (2012).
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oroscopy) and haptic cues to sense small axial forces and torques at the
fingertips while manipulating catheters and guidewires. This is achieved
using a combination of pushing, pulling, and twisting at the proximal end
of the tools in different directions based on an implicit model of the catheter
acquired through experience and a mental picture of the 3D anatomy aug-
mented with 2D real-time image data. Factors that can contribute to dif-
ficulties and increase the risk of procedural complications include catheter
instability, operator experience, as well as vessel tortuosity and angula-
tion which cause difficulties in steering devices and reaching the target site
[190, 31]. Understanding the forces and torques that are applied during a
procedure is important to avoid injuries that can be caused by the inter-
actions of catheters and guidewires with the vessel walls, especially in high
risk areas and lesions that may lead to perforation or thrombosis.
Despite the growing interest of robotic catheterization systems in both
the commercial and research domain, for most of these systems the master
takes the shape of a multi-DoF haptic interface that potentially alters the
the natural behaviour and motion patterns of experienced operators. To
date, very few studies have looked at operator behavioural data and catheter
dynamics. These studies have mostly focused on finger motion patterns [55],
measuring catheter kinematics and forces to overcome introducer sheath
friction [56], visualization of contact between the tools and the anatomy
through photoelastic stress analysis [6], or 2D fluoroscopy-based catheter
tip tracking [7]. Direct measurement of proximal tool forces applied to
the catheter and relating these to catheter tip motion can provide critical
information on endovascular manipulation skills and present useful design
characteristics for improved robotic catheter navigation systems.
This chapter proposes an endovascular sensing platform for assessing de-
tailed navigation cues of different operators. A novel F/T sensor attached to
the proximal end of the catheter is developed, together with a position sen-
sor at the catheter tip, for directly relating tool forces applied by operators
to catheter tip motion and overall operator performance. Performance re-
sults, including subject-specific manipulation strategies, are compared over
different experience levels performing multiple catheterization tasks in a re-
alistic endovascular simulation environment. Different performance metrics
relating to force and torque patterns, catheter motion quality and efficiency,
as well as haptic and navigation cues are evaluated to gain an understanding
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of underlying skills that contribute to overall operator performance. The
study provides important design specifications for the future development of
ergonomically optimized catheter manipulation platforms with added hap-
tic feedback, whilst taking full advantage of natural skills of the operators
for endovascular intervention.
4.2. Proximal Force Sensor Design
In order to assess the forces and torques exerted by the interventionalist on
to the catheter, a proximal F/T sensing unit was devised (Fig. 4.1). The
sensing unit incorporates a flexible co-axial over-tube that the operator
grasps instead of the catheter itself. This over-tube is coupled to a me-
chanical assembly incorporating sensors that measure axial (push/pull) and
torsional (clockwise/counterclockwise twist) loads. The sensing unit itself
is designed to be unobtrusive to the operator; it is compact and lightweight
to avoid interfering with the catheter dynamics during manipulation. The
over-tube couples to a load transmission component that is seated in low
friction polymer bearings. This ensures that only axial and torsional loads
can be transmitted on to four force sensors (FSS1500NS, Honeywell) that
are seated within the sensing unit casing. These force sensors were selected
for their high linearity, low weight, and small physical footprint; they were
calibrated against a Nano17 F/T sensor (ATI Industrial Automation Inc.,
USA). A spring-loaded clamp allows the sensing unit to clasp the catheter,
the sensing unit can thus be positioned anywhere along the length of the
catheter that is comfortable to the operator. The clamp is designed so as to
avoid catheter bending which would increase the friction between over-tube
and catheter. The over-tube has a high crush resistance so that the op-
erator cannot inadvertently grip the catheter through the over-tube which
would interfere with the force transmission. The over-tube also has a tor-
sional stiffness and outer diameter close to that of the catheter to preserve
the same tactile sensation that the operator would feel in manipulating the
catheter directly.
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Figure 4.1.: The F/T sensor mounted on the catheter with an exploded view
of the four force sensors and the transmission component.
4.3. Haptic Cues Assessment using a Novel
Proximal Force Sensor
A preliminary phantom study was performed to obtain tool forces and
torques applied by operators with varying endovascular skills, and to re-
late catheter tip motions and velocities to forces applied at the proximal
end. It was also designed to extract skill related patterns and underly-
ing factors that affect catheter navigation and overall performance within
different phases of an endovascular procedure.
4.3.1. Experimental Setup and Study Protocol
To obtain information on catheter tip position, velocity, and path length,
a 6 DoF electromagnetic (EM) position sensor (Aurora, Northern Digital
Inc.) was attached to the tip of the catheter. A silicone-based, transparent,
anthropomorphic phantom (Elastrat Sarl, Geneva, Switzerland) represent-
ing a type I aortic arch was used for this study (Fig. 4.2). Eight subjects
of varying endovascular experience were recruited and separated into two
groups: experienced (n=3, more than 100 endovascular procedures) and
inexperienced (n=5, 0 endovascular procedures). All operators were right-
handed. Each operator was asked to cannulate the right common carotid
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Figure 4.2.: Experimental setup depicting the 2D projected phantom image
(a), the EM tracking system (b), and the F/T sensor being used
by the operator (c).
artery (RCCA) of the phantom three times. Each trial was considered an
independent test, thereby providing sufficient experiments for comparing
the two distinct skill sets. In order to simulate 2D fluoroscopy guidance
in the OR, a laparoscopic camera was mounted above the model, with the
2D image projected on a monitor to be used by operators for navigation
(Fig. 4.2(a)). All operators underwent a short training session to familiar-
ize themselves with the use of the force sensor before commencing the study.
Appropriate endovascular tools, including wires and 5F shaped catheters,
were available. Force measurements were read into Labview using an acqui-
sition card (NI-USB6009, National Instruments Corp., USA) at 25 Hz.
Depending on the location of the catheter within the vasculature, force
values and tip movements can vary significantly, therefore the procedure
path was divided into three phases as shown in Fig. 4.3(a) : traversing the
descending aorta (phase A), passing through the aortic arch (phase B), and
finally cannulating the RCCA ostium (phase C). Results were compared
over each phase of the procedure for different experience levels. Different
performance metrics were measured for each phase of each procedure. These
included median and maximum tip velocity, mean proximal forces in each
axial direction, mean torques in each rotational direction, mean tip distance
from the origin (catheter path length), smoothness of motion (corresponding
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to the change in slope of the tip displacement signal), number of twists
applied at the proximal end, and procedure time. To identify underlying
factors that explain causalities and patterns of correlation between these
observed variables, factor analysis was performed on six of these variables for
each experience group. The factor loadings were extracted with a maximum
likelihood estimate (MLE) for two common factors using a Varimax factor
rotation. Differences between experienced and inexperienced operators were
also assessed with a non-parametric Mann-Whitney U significance test on
all the metrics over each phase of the procedure (P < 0.05).
Skill-related patterns of behaviour can be further extracted by comparing
graphs of proximal forces, torques, and catheter tip displacement between
operators. Dynamic time warping (DTW) [199] was also used to allow
non-linear synchronization and mapping of the signals within a common
time-line and to analyze the similarities of these parameters between one of
the most and one of the least experienced operators over the three different
phases of the procedure. Differences between these two operators were also
assessed using nonparametric analysis (Kruskal-Wallis test, P < 0.05). The
range of forces and torques applied over all procedures are reported for the
two experience groups. Furthermore, information regarding hand motion
patterns were also obtained by attaching two 6-DoF EM position sensors
(Aurora, Northern Digital Inc.) to the thumb and index finger of one of
the most experienced interventionalists, and comparing the hand motion
dynamics across different phases of the procedure. The statistical analysis
for this study was performed with the SPSS software (SPSS Inc., Chicago,
Il) and Matlab’s statistical toolbox (The MathWorks Inc., MA, USA).
4.3.2. User Study Results
Fig. 4.3 depicts the path of the catheter within a mesh of the vascular
model (obtained from a segmented CT scan of the model and registered
to the coordinate system of the Aurora), guided by an experienced (b) vs.
inexperienced (c) operator. The color gradient depicts the magnitude of
the torque applied by the operator at the proximal end of the catheter,
over the entire catheter path. Distinct difference can be seen in terms of
motion smoothness as well as the magnitude and type of forces exerted on
the catheter between the two experience groups.
97
Figure 4.3.: Vascular phantom depicting the three phases of the procedure
(a), catheter path inside the model for experienced (b) and
inexperienced (c) operator, with color gradient depicting the
magnitude of the torque measured at the proximal end.
Table 4.1 shows the result of the factor analysis on six variables (median
speed, mean displacement, mean push force, mean torque-CCW, number of
twists, and time) with two extracted factors at each phase of the procedure.
Each value represents the correlation between the variable and the underly-
ing factor (the largest loadings are highlighted). For the descending aorta,
mean catheter tip displacement, number of twists, and time are highly cor-
related for experienced operators as opposed to inexperienced operators,
therefore the underlying factor could be a measure of operator efficiency
and gain in motion to advance the catheter inside the aorta. In the aortic
arch section, there is a high loading on torque, twisting and catheter motion
for experienced operators, as compared to push force for inexperienced op-
erators. This emphasizes trained catheter manipulation skills of operators
in high-risk areas to avoid damage to the vessels. Results for the artery also
depict the reliance of experienced operators on torque (rather than force)
for tip displacement, in order to avoid contact with the narrow walls of the
artery.
The results of the non-parametric test between the experienced and in-
experienced operators depict significant differences for mean displacement
(P = 0.02), number of twists (P = 0.02) and time (P = 0.05) in the
first part of the procedure (descending aorta). In the arch section, average
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Table 4.1.: Factor analysis with 2 common factors over each section of the
procedure for experienced and inexperienced operators. Highly
correlated factors are shown in bold.
Descending aorta Aortic arch RCCA
Expert Novice Expert Novice Expert Novice
1 2 1 2 1 2 1 2 1 2 1 2
Speed 1.0 0.0 0.5 0.8 -0.1 -1.0 -0.6 -0.1 -0.8 0.3 -0.6 -0.6
Disp. 0.2 0.8 -0.3 -0.0 -0.9 0.3 0.6 0.0 0.1 0.6 0.6 -0.1
Force 0.5 -0.5 0.2 -0.6 0.0 -0.3 0.4 0.5 0.3 0.2 -0.8 -0.3
Torque -0.9 0.1 0.2 0.2 0.4 0.8 0.0 0.4 0.1 -1.0 0.9 0.4
Twists -0.2 0.6 0.7 0.1 0.7 0.3 0.1 0.9 1 0.0 0.5 0.8
Time -0.2 0.9 0.9 0.1 0.9 0.5 0.9 0.4 0.9 0.1 -0.0 1.0
torque was the more significant variable (P = 0.01), while for the RCCA
section median speed (P = 0.04) and mean displacement (P = 0.03) showed
significant differences between operators.
Table 4.2 shows the difference in performances for these significant met-
rics in each phase of the procedure. For the descending aorta, the median
values for catheter displacement and number of twists show that experi-
enced operators are more ergonomic by using less repetitious movements
while achieving a higher gain in tip displacement. The difference in torque
in the second part of the procedure proves our previous results that experi-
enced operators rely much more on dexterous manipulation skills and torque
when maneuvering the catheter through high-risk areas such as the arch.
The difference in speed for the last phase of the procedure shows cautious
and smooth navigation skills of experienced operators to achieve slower yet
more efficient catheter motion through narrow arteries.
Fig. 4.4 shows the result for force, torque and displacement of an expe-
Table 4.2.: Median values of statistically significant parameters for the two
experience groups at each phase of the procedure.
Descending aorta Aortic arch RCCA
Displacement Number Time Torque-ccw Speed Displacement
(mm) twists (s) (N.mm) (mm/s) (mm)
Expert 32.2 29 25 1.36 2.6 90.2
Novice 20.3 70 37 0.48 5.5 82.5
99
rienced vs. inexperienced operator over the whole procedure. Distinct pat-
terns can be detected, especially over the more complex parts of the anatomy
(aortic arch and RCCA). Experienced operators rely on torque and small
forces for maneuvering through these areas, and maximum torque is applied
when transitioning from the arch to the artery. Overall forces applied by
the experienced user are smaller and more uniform, and large forces are only
used for specific controlled maneuvers such as advancing the catheter up the
aorta or entering the aortic arch. Catheter displacements for experienced
operators are also much smoother and contain less back and forth move-
ment, while depicting difficulties for inexperienced operators when entering
the arch as well as forcing the catheter from the arch into the narrow artery.
The similarity cost values obtained from DTW between the experienced
and inexperienced operators for the three phases of the procedure show
large differences in displacement in the first and last part of the procedure
(1.55e3, 1.27e3, 1.92e3), highlighting the movement efficiency of experienced
operators. Differences in torque are higher in the aortic arch and the carotid
artery sections (441.18, 563.09, 894.29). There are also high differences
between pull forces in the first and last part of the procedure (747.28, 351.32,
671.94), related to the back and forth movement of inexperienced operators.
These findings directly map with the factor analysis results presented above.
Table 4.3 shows significant differences between one of the most and one
of the least experienced operators (Kruskal-Wallis test, P < 0.05) for the
mean values of the metrics for each procedural phase. More highlighted
differences are observed in the high-risk areas (aortic arch and RCCA) where
the experienced operator’s superior skill is evident.
Furthermore, maximum catheter tip accelerations (on average) over all
the procedures and operators for each of the three phases were 16369.7
mm/s2 in phase A, 10885.9 mm/s2 in phase B, and 9185.0 mm/s2 in phase
C, for experienced operators. The corresponding values for inexperienced
operators were 19436.3 mm/s2 in phase A, 11109.7 mm/s2 in phase B, and
15033.3 mm/s2 in phase C, depicting smoother motion for experienced op-
erators over all three phases of the procedure. The maximum force values
(on average) in the axial direction over all procedures, for each of the three
sections are 2.09 N, 3.03 N, and 2.93 N for experienced operators. The corre-
sponding values for inexperienced operators are 2.86 N, 3.16 N, and 2.80 N.
The maximum torque values for experienced operators over these sections
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Figure 4.4.: Force, torque and displacement signals for experienced vs. in-
experienced operator, with different colors showing the different
phases of the procedure.
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Table 4.3.: Mean values for statistically significant differences between met-
rics for the most experienced vs. least experienced operator.
Phase Metric Expert Novice
Descending Aorta Displacement (mm) 33.2 17.8
Smoothness (mm) 342.6 529.4
Aortic Arch Force-push(N) 2.58 0.70
Torque-ccw (N.mm) 1.42 0.30
Number of twists 10 47
RCCA Displacement (mm) 89.6 76.3
Smoothness (mm) 90.5 235.2
Torque-ccw (N.mm) 2.50 1.54
Number of twists 10 72
Time(s) 27.0 62.7
Table 4.4.: Average speed of motion for the thumb and index finger of the
experienced operator.
Mean thumb speed Mean index speed
(mm/s) (mm/s)
Descending Aorta 46.1 45.0
Aortic Arch 32.0 31.8
RCCA 35.2 34.9
are 2.84 N.mm, 5.26 N.mm, and 6.05 N.mm as compared to 1.87 N.mm,
2.00 N.mm and 6.71 N.mm for inexperienced users.
The average speed of motion for the thumb and index finger, for a sin-
gle experienced operator performing the procedure are given in Table 4.4.
The motion of the fingers are slower in the aortic arch and RCCA, further
demonstrating cautious dexterous operator skills in higher risk areas.
4.4. Assessment of Navigation Skills Across
Multiple Anatomies with Force Sensing
The study of endovascular performance using proximal force sensing was
further expanded with extensive validation on a larger pool of endovascular
surgeons and interventional radiologists performing various catheterization
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tasks within complex anatomical settings of both the abdominal and tho-
racic aorta, with clinical complications ranging from aneurysms to tortuous
arteries. The experimental setup was improved to create a more realis-
tic endovascular simulation environment while smaller sensors were used to
minimize the effects on catheter dynamics. The software framework was im-
proved to enable automatic synchronization between the different sensing
modalities, and a more thorough set of performance metrics was extracted
from the measurements to further highlight the underlying characteristics
of skill in force measurements.
4.4.1. Experimental Setup
Two silicone-based, transparent, anthropomorphic phantoms (Elastrat Sarl,
Geneva, Switzerland), consisting of 1) an abdominal aneurysm model
with a tortuous iliac artery and 2) an aortic arch model with an aneurysm
in the descending aorta, were filled with water and used for this study
(Fig. 4.5). In order to simulate 2D fluoroscopy which is the standard intra-
operative guidance technique, live images obtained from a camera mounted
above the phantoms were processed using contrast, brightness, and color
adjustment, so as to remove the contours of the vessels and prevent depth
perception while still allowing visualization of the catheter and guidewires.
Furthermore, pre-processed static images of each of the vascular models,
obtained at different angles, were used for simulating 2D digital subtraction
angiography (DSA) road-maps. Both the live simulated fluoroscopy and
DSA road-maps were projected onto a monitor, to be used by the operators
for navigation (Fig. 4.5 (b, c, d)).
Information regarding catheter tip motion was extracted by integrating
a 5-DoF EM position sensor (Aurora, Northern Digital Inc. CA) at the tip
of a 5F conventional shaped catheter. The sensor consisted of a φ0.5 mm×
8 mm sensor coil and was selected for its small size and flexibility, so as to
preserve the catheter’s original size and shaped tip whilst minimizing the
effects on catheter dynamics and natural motion. In order to obtain direct
measurements from the catheter tip while protecting the sensor from water,
the sensor was attached to the tip of the catheter using medical-grade bio-
compatible thin-walled heat shrink tubing (wall thickness = 0.0005 inches,
Vention Medical Inc. USA). Since the sensor origin is not located at the tip
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of the sensor, a pivot calibration was performed to find the offset between the
sensor origin and the tip of the sensor. This was performed by fixing the tip
of the sensor on a custom-designed pivot block and changing the orientation
of the sensor, thereby obtaining 800 samples at different orientations. The
results showed an offset of 3.60 mm with an RMS error of 0.57 mm.
Acquisition and synchronization of the force data, EM position data,
and the video feed was provided by multi-threaded custom software writ-
ten in C++, which utilized UDP communication to record the force data
through LabVIEW (National Instruments Corp., TX, USA) and the EM
data through the Aurora application program interface (NDI, CA), together
with the OpenCV (Open Source Computer Vision) library for processing,
displaying, and recording the video feed. The force measurements were
read into LabVIEW using an acquisition card (NI-USB6009, National In-
struments Corp., USA) at a frequency of 25 Hz. The EM data was read at
a frequency of 40 Hz.
Five endovascular tasks were defined for this study: cannulation of the
left subclavian artery (LSA), the left common carotid artery (LCCA), and
the right common carotid artery (RCCA) in the aortic arch model with an
aneurysm, as well as cannulation of the left renal artery (LRA) and the right
renal artery (RRA) in the abdominal aneurysm model. Cannulation of each
of the arteries was performed multiple times across 16 operators of varying
endovascular experience who were separated into two groups: 6 experienced
operators (n = 18, experienced vascular surgeons and interventional radiol-
ogists who had performed > 100 endovascular procedures) and 10 novices
(n = 30, who had performed < 10 simulator/endovascular procedures). All
operators were right-handed. Each operator was asked to perform each of
the five cannulation tasks three times in a randomized order. Each trial was
considered as an independent test, thereby providing sufficient samples for
comparison of the two distinct skill sets. Before commencing the study, all
operators underwent a short training session in order to familiarize them-
selves with the use of the sensor. Appropriate endovascular tools, including
guidewires with different stiffnesss, were provided to all operators.
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Figure 4.5.: The experimental setup with the vascular model (a), simulated
fluoroscopy (b) and DSA images (c,d) used for guidance, and
the two phantoms with the three procedural phases (e,f).
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4.4.2. Assessment of Haptic and Navigation Cues
The operator’s force and torque patterns and catheter dynamics can vary
significantly, depending on the location of the catheter within the vascula-
ture. Therefore, the procedure path for each of the cannulation tasks was
divided into different phases. For the aortic arch model with the aneurysm,
each tasks consists of the following three phases: a) traversing the descend-
ing aorta, b) navigating the aortic arch, and finally c) cannulation of each
of the arch vessels, as depicted in Fig. 4.5(e). For the abdominal aneurysm
model, the procedure was divided into the following three phases: a) ad-
vancement of the catheter through the tortuous left common iliac artery and
in the abdominal aorta, b) selection of the renal artery, and c) cannulation
of each of the renal arteries, as shown in Fig. 4.5(f).
Using the proximal force and torque signals as well as the 3-DoF posi-
tion information obtained from the EM sensor at the catheter tip, different
performance metrics were extracted at each phase of the procedure. These
metrics include: median and maximum tip velocity, median and maximum
tip acceleration, smoothness of motion (corresponding to the change in slope
of the tip displacement signal), number of peaks in catheter tip displace-
ment (corresponding to the back and forth movements of the tip, calcu-
lated by measuring the local maxima in the tip displacement signal), 3D
total catheter path length (corresponding to the efficiency of motion), mean
proximal forces in each axial direction (push/pull), mean torques applied in
each rotational direction (clockwise/counterclockwise), and procedure time.
Differences between the two experience groups were assessed using the non-
parametric Wilcoxon rank-sum significance test on all metrics over each
phase of the procedure. A value of (P < 0.05) was considered statistically
significant. Skill-related patterns of behaviour are further assessed by com-
paring signal plots of proximal forces and torques between expert and novice
operators for each of the different cannulation tasks. In order to provide a
baseline for future references, the range of forces and torques applied over
all procedures for the two experience groups is also reported. All the pro-
cessing and statistical analysis was performed in Matlab (The MathWorks
Inc., MA, USA).
DTW similarity cost: To further access the repeatability and simi-
larity in performance among different experience levels, DTW was used to
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allow for non-linear synchronization and temporal alignment of the force
and torque signals, and to analyze signal similarities between one of the
most and one of the least experienced operators over all five of the endovas-
cular catheterization tasks. Each operator has repeated each of the tasks N
times, resulting in a series of N recordings for each of the tasks:
{
ri
}
1≤i≤N .
Each recording consists of time-series force and torque signals ri =
{
f i, ti
}
of length
∣∣ri∣∣. Using DTW, each signal was temporally aligned to the signal
whose length was closest to the average length of all recordings:
N∑
i=1
∣∣ri∣∣ /N .
Each alignment consists of finding a path, within an allowable range of
steps, that maximizes the local match between the two signals. The cost of
alignment Ci between each signal and the reference signal can therefore be a
good indication of their similarity. The average similarity cost of all signals
is then used as a measure to access the repeatability of that operator:
Average Similarity Cost =
N∑
i=1
Ci
N
. (4.1)
4.4.3. User Study Results
Table 4.5 shows the results for the non-parametric test with median values
for statistically significant differences between the two experience levels at
each phase of the procedure for cannulation of the LRA and RRA arteries in
the abdominal model. Significant differences in force/torque patterns and
catheter tip motion can be seen for cannulation of each of the LRA and RRA
arteries, particularly when passing through the tortuous iliac artery and the
abdominal aorta with the aneurysm (phase a). The results depict smoother
and more stable catheter tip motion at lower speeds and accelerations and
with reduced number of back and forth movements, combined with reduced
forces and twists at the proximal end, for experienced operators.
Table 4.6 shows the median values for statistically significant differences
between the two skill levels at different phases of the procedure for cannula-
tion of the arteries in the thoracic model. As before, significant differences
can be seen in the force/torque patterns and catheter tip performance for
cannulation of each of the LSA, LCCA, and RCCA arteries, particularly
when passing through high risk areas such as going around the aortic arch
and arch vessel cannulation (phases b and c). Pull forces and twists are
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Table 4.5.: Median values for statistically significant differences (P < 0.05)
between proximal force metrics for expert vs. novice cannulation
of the LRA and RRA of the abdominal model at different phases
of the procedure.
Phase Metric Expert Novice
LRA
Aorta Med. Speed (mm/s) 2.08 3.77
Med. Accel. (mm/s2) 44.3 92.56
Smoothness (mm/s2) 2.1e5 4.4e5
No. Peaks 43 87
Path Length (mm) 414.44 613.40
Pull Force (N) 0.01 0.05
Torque-CW (N.mm) 0.27 0.44
Artery Selection No. Peaks 20 56
Cannulation Torque-CCW (N.mm) 0.17 0.57
Torque-CW (N.mm) 0.22 0.56
RRA
Aorta Med. Speed (mm/s) 1.92 4.13
Path Length (mm) 421.49 613.75
Pull Force (N) 0.01 0.05
Torque-CCW (N.mm) 0.16 0.42
Torque-CW (N.mm) 0.23 0.53
Artery Selection Max. Speed (mm/s) 359.8 551.4
Max. Accel. (mm/s) 9.7e3 1.5e4
Push Force (N) 0.08 0.60
Cannulation Push Force (N) 0.60 1.12
Pull Force(N) 0.02 0.11
Torque-CW (N.mm) 0.10 0.54
(Metrics with P < 0.001 are highlighted in bold.)
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Table 4.6.: Median values for statistically significant differences (P < 0.05)
between proximal force metrics for expert vs. novice cannulation
of the LSA, LCCA, and RCCA arteries of the thoracic model at
different phases of the procedure.
Phase Metric Expert Novice
LSA
Aortic Arch Max. Speed (mm/s) 132.06 421.51
Max Accel. (mm/s2) 4.0e3 9.96e3
Smoothness (mm/s2) 3.56e4 2.51e5
No. Peaks 8 58
Path Length (mm) 77.09 505.36
Pull Force (N) 0.02 0.13
Torque-CW (N.mm) 0.26 0.89
Time (s) 8.90 23.90
Arch Vessel Pull Force (N) 0.03 0.18
Torque-CCW (N.mm) 0.16 1.17
LCCA
Descending Aorta Push Force (N) 0.53 0.73
Pull Force (N) 0.02 0.06
Aortic Arch Pull Force (N) 0.04 0.13
Torque-CCW (N.mm) 0.39 1.20
Torque-CW (N.mm) 0.46 0.61
Time (s) 29.19 52.10
Arch Vessel Torque-CCW (N.mm) 1.26 2.50
RCCA
Descending Aorta Pull Force (N) 0.02 0.06
Torque-CW (N.mm) 0.31 0.45
Aortic Arch Pull Force (N) 0.05 0.07
(Metrics with P < 0.001 are highlighted in bold.)
significantly lower for experienced operators for different phases and during
cannulation of all target vessels, whilst achieving smoother and more stable
catheter navigation with reduced back/forth movements at the tip and a
reduction in total catheter path length.
Fig. 4.6 shows the average similarity cost calculated through DTW, be-
tween one of the most and one of the least experienced operators, for the
force and torque signals over multiple runs of each of the five catheterization
tasks. The lower costs obtained with the expert operator, for all five proce-
dures, allude to more repeatable and controlled force and torque patterns
achieved at higher skill levels.
Fig. 4.7 shows examples of the force and torque plots for experienced vs
novice operators, for cannulation of the LSA, the LCCA and the RCCA
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Figure 4.6.: Average similarity costs, obtained through DTW for each of the
force and torque signals, between expert and novice operator for
cannulation of each of the five arteries.
of the aortic arch model with aneurysm, and cannulation of the LRA and
RRA in the abdominal aneurysm model. The plot shows significant differ-
ences in the force/torque patterns between the two experience levels, whilst
highlighting the distinct and repeatable patterns of experienced operators
across the different phases of the procedure. The signals for skilled opera-
tors also depict less back and forth movement and more controlled proximal
motion, with a tendency to rely on small forces and more dexterous twists
and torques to maneuver the catheter through the more complex parts of
the anatomy, such as the arch vessel cannulation phase and selection of the
renal arteries.
Table 4.7 shows the maximum force values (on average) in the axial direc-
tion as well as the maximum torque values (on average) in each rotational
direction, between experienced and novice operators. While depicting lower
forces exerted by experienced operators for all three phases of the procedure
and for all five arteries, the results also show the higher reliance on torque
for maneuvering the catheter through certain high-risk procedural phases
such as the aneurysm in the aortic arch (phase A of the thoracic model).
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Figure 4.7.: Examples of proximal force and torque signals for experienced
vs. inexperienced operators, for cannulation of each of the five
arteries.
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Table 4.7.: Maximum force and torque values (on average) between experts
and novice operators over the three phases, for each of the 5
cannulation tasks.
Phase A Phase B Phase C
Expert Novice Expert Novice Expert Novice
LRA
Max Force (N) 2.57 2.64 1.24 2.09 3.01 3.14
Max Torque (N.mm) 1.82 2.89 2.13 3.03 1.39 3.29
RRA
Max Force (N) 2.39 2.60 0.82 1.52 1.66 2.63
Max Torque (N.mm) 1.67 2.77 3.40 4.37 1.34 2.42
LSA
Max Force (N) 1.68 1.98 1.51 2.22 1.89 2.03
Max Torque (N.mm) 4.24 2.21 1.70 3.76 2.68 4.41
LCCA
Max Force (N) 1.56 1.90 2.56 2.68 1.77 1.74
Max Torque (N.mm) 3.86 2.55 2.62 5.26 5.52 6.77
RCCA
Max Force (N) 1.83 1.90 2.60 2.99 1.75 2.26
Max Torque (N.mm) 2.98 2.58 3.71 3.91 5.56 6.52
4.5. Discussion and Conclusion
A novel miniaturized proximal sensing platform is proposed to non-intrusively
measure forces and torques applied during endovascular procedures and pro-
vide information on catheter dynamics and force and motion patterns used
by operators over different levels of experience. Multiple user studies were
performed for relating tool forces applied by operators to catheter tip mo-
tion and overall performance, over different phases of various endovascular
catheterization tasks. Different performance metrics related to catheter dy-
namics, proximal forces and torques, manipulation skills, and procedure
time were compared for two groups of operators and patterns of correlation
were extracted.
The data from this study offers significant insights into underlying force
and torque patterns of operators and experience related skills that affect the
quality and success of catheter navigation. The results show significant dif-
ferences in all performance metrics (tip velocity and accelerations, smooth-
ness of motion, back and forth movements, total catheter path length, prox-
imal forces and torques applied to the catheter) between experienced and
novice operators. For the abdominal model, the differences are more evident
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in the first phase, passing through the tortuous iliac artery and abdominal
aorta with the aneurysm, which was the more anatomically challenging
phase for this model. The results for this phase show smoother and more
stable catheter tip motion at lower speeds and accelerations and with re-
duced number of back and forth movements, combined with reduced pull
forces and twists at the proximal end, for experienced operators. For the
second and last phase as well experienced operators depict lower forces and
less twists while achieving smoother and more cautious tip motion at lower
speeds and with reduced number of movements, proving the more dexter-
ous and ergonomic navigation skills of experienced operators. Smoother
tip movements, fewer back/forth movements, and a reduction in total path
length could potentially translate into reduced vessel wall contact and there-
fore less risk of dissection, perforation, thrombosis and embolization, par-
ticularly in the presence of diseased vessels.
The results for the thoracic model also depict stronger differences between
the two experience groups when passing through high-risk areas such as go-
ing around the aortic arch and arch vessel cannulation. The results show
reduced proximal push and pull forces for the first phase of the procedure for
experienced operators. For the second phase experienced operators achieve
safer and more cautious catheter navigation at lower speeds and accelera-
tions with reduced back and forth movements and a reduction in catheter
path length, while relying on lower pull forces (retractions) and reduced
twists at the proximal end. The final cannulation is also achieved with re-
duced force, retractions and twists when passing through the narrow artery,
depicting the higher efficiency safety of experienced operators while reduc-
ing the potential of embolization and risk of stroke. Furthermore, the range
of forces and torques exerted over all procedures for the two skill sets, as re-
ported in this study, provides a valuable baseline and point-of-reference for
future studies on operator behaviour patterns and manipulation strategies.
It should be noted that the forces applied by the operator include forces to
overcome friction from the introducer sheath as well as the vasculature.
Successful clinical outcomes are highly dependent on operator experience,
and numerous studies have highlighted the steep learning curves associated
with endovascular procedures [49, 191]. The high discrepancy in perfor-
mance metrics between experienced and novices operators as presented here
further highlights the importance of designing methods and platforms for
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objective and quantitative assessment of skill towards improved training for
endovascular intervention. The results of our analysis on similarity costs,
calculated through DTW on multiple runs of the procedure performed by
the same operator, further confirm the more repeatable execution patterns
of experienced operators against the difficulties encountered by novices while
performing repeated runs of the same procedure. It should be noted that
the expert cohort presented in this study included both experienced vascu-
lar surgeons as well as interventional radiologists, while the novice cohort
included subjects from both a clinical and non-clinical background. Sepa-
rate analysis on each of these sub-groups is suggested to fully assess differ-
ent sub-sets of skill among experienced operators with different specialties
within endovascular intervention, as well as novice endovascular trainees in
different stages of their training.
The results of this study highlight the importance of underlying fac-
tors and experience related skills that affect the efficiency, success and
ergonomics of catheterization. Quantification and understanding of these
measures can result in significant improvements in assessment and training
of catheterization skills. The force sensing platform and the proposed met-
rics have further potential to be used with ex vivo porcine or cadaver tissue
as a means of assessing the safety of tissue manipulation based on the mag-
nitude and types of forces and torques that are exerted on the catheter, and
thereby provide criteria for relating the applied forces to the risk of tissue
damage within different parts of the endovascular anatomy. Furthermore,
the proximal sensor can easily be miniaturized to become less obtrusive, and
made with sterilizable material, to further facilitate the ease of use in clin-
ical settings. The outcome of this research can provide important insights
into the force/torque patterns and perceptual cues that can be used for
optimized design of robotic catheter navigation systems while maintaining
natural operator skills required for conventional catheter navigation.
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5. Learning-based Modeling of
Endovascular Navigation for
Robotic Catheterization†
5.1. Introduction
Remote-controlled steerable catheter navigation systems are enjoying grow-
ing interests in recent years, particularly for endovascular surgery. Ad-
vantages of these robots include increased stability, elimination of tremor,
added operator comfort and reduced exposure to ionizing radiation as com-
pared to manual catheterization [1]. Robotic systems can offer possibilities
for automating whole or parts of the procedures that are more difficult to
perform, while reducing the cognitive workload of the operator [182]. Most
current designs, however, do not take into consideration the skilled motion
patterns and operator-tool interactions used in practice. Using multiple
demonstrations of catheterization tasks to capture these underlying pat-
terns, and applying them towards autonomous robotic catheter insertion
within a collaborative framework can have a significant impact on improv-
ing the performance of catheterization tasks.
As mentioned before, one of the main commercial robotic platforms for en-
dovascular intervention, including aneurysm repair and balloon angioplasty,
is the Magellan System (Hansen Medical, CA, USA) [9]. Extensive research
has also been conducted for the development of robotic master/slave solu-
tions for remote control of standard catheters, with added proximal or distal
†Content from this chapter was published as:
Learning-Based Modeling of Endovascular Navigation for Collaborative
Robotic Catheterization. Rafii-Tari, H., Liu, J., Lee, S.L., Bicknell, C., Yang,
G.Z.. In: MICCAI 2013, Part II. LNCS, vol. 8150, pp. 369-377 (2013).
Collaborative Robot-assisted Endovascular Catheter Navigation using
Learned Models. Rafii-Tari, H., Liu, J., Lee, S.L., Yang, G.Z.. In: Hamlyn Sympo-
sium 2013. pp. 45-46 (2013).
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force sensing and haptic feedback to the operator [55, 122, 200]. Control
of the catheter in most of these cases however is achieved by using a joy-
stick or a haptic device (e.g. Novint’s Falcon, Phantom Omni), therefore
forgoing the natural catheter/guidewire manipulation skills and haptic cues
used during bedside practice. This has called for the development of robotic
systems whose master interface replicates the motions used during standard
catheterization practice [15, 14]. Complete autonomous robotic control of
the catheter has also been attempted [106], without taking operator motion
patterns and behaviour data into account.
Results from previous chapters have shown the distinct differences be-
tween expert and novice operators in the force/torque patterns exerted
on the catheter and their relation to catheter motion. The steep learn-
ing curves associated with endovascular intervention further motivate the
understanding of underlying behavioural patterns and the development of
ergonomically sound robotic platforms that can replicate the natural ma-
nipulation skills learned from standard catheterization tasks. This can have
a significant impact on reducing complications that are caused as a result
of interactions between the catheter and the arterial wall, including dis-
section, thrombosis, embolization and perforation [27]. Thus far, all the
motion and sensing information captured during endovascular intervention
are mainly used for the purpose of skills assessment. It is envisaged that
such information can also be used for automating certain steps of the surgi-
cal task under the general Learning-from-Demonstration (LfD) framework
in robotics [144]. Learned models from multiple demonstrations of tele-
robotic surgical motions have already been implemented in other areas of
minimally invasive surgery towards skill classification [183], and complete
automation of repetitive tasks such as knot tying [17, 16].
This chapter presents a learning-based approach for robot-assisted en-
dovascular catheterization. A proximal position sensor is designed to mea-
sure the axial/rotational motion of the catheter and a LfD framework is de-
veloped to encode the motion patterns and generate smooth trajectories that
capture the main features of the training data. A hands-on robot for real-
time assistance within a collaborative setting has been developed, through
which guidewire manipulation is controlled manually by the operator while
catheter motion is automated by the robot. Since successful catheterization
relies on in-sync manipulation of both catheter and guidewire, this scheme
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utilizes operator skill and ensures safety through fine-tuning the motions
if needed. Different motion trajectories are generated from demonstrations
of novice, intermediate-level and expert operators and validated using the
robot across multiple inexperienced operators. The performance of the sys-
tem is evaluated by comparing catheter motion quality with and without
the use of the robot incorporating adaptive learning. Issues concerning
inter/intra-operator variability for learning from multiple demonstrations
across different operators have also been addressed by dividing the pro-
cedure into phases. The proposed method provides an effective means of
learning underlying skills and extracting characteristic features of endovas-
cular navigation to enable automated robotic catheterization, with generic
applicability to other surgical robots.
5.2. Motion Sensor Design and Experimental
Setup
This section provides details of the sensor design used for measuring the
proximal motion of the catheter, as well as the experimental setup for col-
lecting demonstrations of the procedure from novice, intermediate-level, and
experienced operators.
5.2.1. Proximal Motion Sensor Design
To collect training data across multiple demonstrations, a motion sensor
is designed to measure the two DoF linear and rotational motion of the
catheter applied by the operator at the proximal end as shown in Fig. 5.1,
by using two independent sensors consisting of contact-less magnetic ro-
tary encoders (4096 counts/rev resolution, AS5145H Austriamicrosystems).
Axial position measurement was obtained by passing the catheter through
customized micro-rollers, with the magnet of the encoder directly coupled to
the shaft of one of the rollers. Multiple sets of rollers with custom-designed
grooves were used to ensure sufficient friction with the catheter while avoid-
ing buckling of the catheter. Radial motion is measured using a gear-based
coupling between the axial component and the base. The sensor measure-
ments were read into LabVIEW using an acquisition card (NI-USB6009,
National Instruments Corp.). Axial measurements were calculated from the
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Figure 5.1.: Proximal motion sensor for measuring the 2DoF axial and ro-
tational motion of the catheter using two contact-less magnetic
rotary encoders.
sensor readings using the circumference of the roller, resulting in a motion
sensitivity of 0.0054 mm/count in the axial direction and a sensitivity of
0.0879 degrees/count in the radial direction.
5.2.2. Experimental Setup
For the collection of motion data and validation of learned trajectories, a
silicone-based, anthropomorphic phantom (Elastrat Sarl, Switzerland) of
a type I aortic arch was used for this study. The selected procedure was
cannulation of the innominate artery in the model. Using the axial and rota-
tional motion data obtained from the proximal sensor, motion models were
learned from multiple demonstrations of the task by users from different
experience levels. The framework was first validated through a preliminary
study with three inexperienced operators (n = 9, no endovascular experi-
ence). The validation was then extended by learning motion models from
multiple demonstrations performed by an expert operator (n = 6, more than
100 endovascular procedures) as well as demonstrations by two intermediate
level operators (n = 8, less than 10 simulator/endovascular procedures) and
separate trajectories were extracted for each group. A camera was mounted
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Figure 5.2.: Experimental setup of the motion measurement unit (a), phan-
tom of the aortic arch (b), and proximal position sensor (c,d).
above the phantom and the 2D projected image was used by operators for
navigation. A 5F shaped catheter and a Terumo guidewire were used in this
study. For validation purposes, information regarding the catheter tip mo-
tion were also obtained using a six DoF EM position sensor (Aurora, NDI)
attached to the catheter tip. The experimental setup is shown in Fig. 5.2.
5.3. Learning-based Modeling of Catheter Motion
The axial and rotational signals obtained from the proximal position sensors
were first smoothed using a moving average filter (span = 3). To address
inter/intra-operator variability and ensure generation of smooth trajectories
that translate to seamless robot execution in stages, the obtained motion
data were divided into three phases: traversing the descending aorta, mov-
ing through the aortic arch, and cannulation of the innominate artery. To
improve the quality of data regression, the data at each phase were first tem-
porally aligned using Dynamic Time Warping (DTW) [199]. As a result,
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different training sets consisting of the axial displacement (xj = {xt,j , xs,j})
and the rotation (θj = {θt,j , θs,j}) were generated for each of the two ex-
perience groups at each phase of the procedure, where the first and second
parameters correspond to the temporal and spatial components respectively.
In order to create a probabilistic representation of the temporally aligned
phase data that were obtained from the demonstrations, a Gaussian Mix-
ture Model (GMM) was used. By encoding the time signals directly into
the model (as an additional dimension) a smooth signal can then be ob-
tained through regression. For a data set represented by xj a GMM of K
components is defined by the following probability density function:
p(xj) =
K∑
k=1
p(k)p(xj |k) . (5.1)
p(xj |k) = N (xj ;µk,Σk) is the conditional probability density function,
p(k) is the prior and {µk,Σk} define the mean and covariance matrix of
the Gaussian component k respectively . The standard Expectation Maxi-
mization algorithm was used to perform maximum-likelihood estimation of
the Gaussian mixture parameters through an iterative approach [201]. The
algorithm requires an initial estimate, which was obtained through a rough
k-means clustering approach [202]. The Gaussian parameters are then de-
rived from the k-means clusters [146]. The optimal number of components
(K) for the GMM model was found using the Bayesian Information Crite-
rion (BIC) [146]. The BIC score is calculated as follows:
BICscore = −L+ np
2
log(N) . (5.2)
Here L = ∑Nj=1 log(p(xj)) is the log-likelihood of the model using the
demonstrations as testing set. np is the number of free parameters required
for a GMM of K components: np = (K− 1) +K(D+ (1/2)D(D+ 1)). N is
the number of data points in the D-dimensional training set. By estimating
multiple GMMs with increasing number of components (K = 1 to 10), the
model with the minimum BIC score was selected. As a result, individual
mixture models were created at each phase of the procedure for the axial
and rotational motion trajectories.
120
To reconstruct smooth trajectories that capture the essential features
of the data encoded in the mixture models, Gaussian Mixture Regression
(GMR) was implemented by using a sequence of time-steps (xt) as query
points and estimating the expected corresponding spatial distribution (xˆs)
through the regression [146]. The temporal and spatial components of the
GMM are separated and the conditional expectation (xˆs,k) and conditional
covariance (Σˆs,k) for each Gaussian k, given xt, are calculated. These are
then combined for a mixture of K components, based on the probability of
the Gaussian component k (5.3), to calculate the expected spatial distribu-
tion and associated covariances {xˆs, Σˆs} at different time steps xt.
βk =
p(xt|k)∑K
i=1 p(xt|i)
. (5.3)
As a result, a smooth generalized form of the axial and radial motion
trajectories and their associated covariance matrices was produced for each
of the novice, intermediate, and training sets at each phase of the procedure.
5.4. Robotic Catheterization Platform for Motion
Replication
5.4.1. Design of Robotic Catheter Driver
The robotic catheter driving system designed for validating the generated
trajectories (Fig. 5.3), uses a similar design to the measurement unit. The
design consists of two servomotors (Dynamixel MX-28, RobotIS) that drive
the catheter to follow a desired input trajectory (axial and rotational mo-
tion) based on a PID controller. The smooth trajectories obtained from the
regression are sent to the motors sequentially for each phase of the proce-
dure (Matlab, RS485 serial communication). At the end of each phase the
software interface awaits input from the operator before continuing catheter
advancement to the next phase. This allows for operator input and adjust-
ment of the guidewire motion if needed. The software interface for control-
ling the catheter driver is implemented in Matlab (The MathWorks Inc.,
MA, USA).
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Figure 5.3.: Experimental setup depicting the robotic catheter driving unit.
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5.4.2. Study Protocol and Data Analysis
Using the robotic driver, cannulation of the innominate artery of the phan-
tom was performed multiple times (n = 12) with each of the motion mod-
els/trajectories learned from the different experience levels, across four in-
experienced operators. Using the position sensor attached to the tip of the
catheter different performance metrics were extracted for each phase of the
procedure. These correspond to mean and maximum tip velocities, mean
and maximum tip acceleration, number of peaks in catheter tip displacement
(corresponding to the back and forth movements of the tip), and smooth-
ness of tip motion (corresponding to the accumulative change in slope of
the displacement signal). By using these metrics, the performance of the
robotic catheterization based on each learned model was compared to the
training data obtained from each of the novice, intermediate, and expert
operators in the manual setting. Differences between manual and robotic
performance were assessed using the non-parametric Wilcoxon rank-sum
significance test (P < 0.05) on all metrics over each phase of the procedure.
Further analysis on repeatability of catheter tip movement is also provided.
Improvements in catheter dynamics between the learned robotic drive and
the manual drive are further analyzed by comparing smoothness and over-
all motion patterns across catheter tip trajectory and displacement plots.
All the processing and statistical analysis for this study was performed in
Matlab (The MathWorks Inc., MA, USA).
5.5. User Study Results
5.5.1. Preliminary Results from Novice Models
Fig. 5.4 shows the trajectory obtained from the GMR for both the axial and
radial motions, from the novice operators’ demonstrations, at each of the
three procedural phases. The generated path from the GMR is depicted in
dark red, with the covariances shown in light red.
Fig. 5.5 shows the catheter tip displacement and paths from the robotic
drive based on the learned model against examples of the respective training
set. The results depict much smoother and more homogeneous motion with
the robot compared to the manual catheterization.
The significant differences (P < 0.05) between robot-assisted catheteriza-
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Figure 5.4.: Plots of the generated trajectories from the GMR for axial mo-
tion (top row) and radial motion (bottom row), learned from
the novice demonstrations for each of the three phases of the
procedure.
Figure 5.5.: Catheter tip displacement and path for robot-assisted catheter-
ization (a,b) compared to manual catheterization (c,d) from
novice demonstrations.
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Table 5.1.: Median values for statistically significant differences (P < 0.05)
between robot-assisted learned procedures vs. novice manual
training data.
Phase Metric Robot Novice
Descending Aorta Mean speed (mm/s) 3.45 10.44
Mean accel. (mm/s2) 67.94 278.49
Smoothness (mm) 52.69 158.70
Aortic Arch Mean speed (mm/s) 2.78 10.06
Mean accel. (mm/s2) 52.74 264.42
Smoothness (mm) 28.11 73.04
Innominate Artery Mean speed (mm/s) 2.99 11.80
Mean accel. (mm/s2) 56.78 257.03
Smoothness (mm) 18.49 24.71
tion and the corresponding manual training set for the median values of the
metrics at each procedural phase are shown in Table 5.1. The results de-
pict much smoother catheter motion at lower speeds and accelerations with
the robotic approach, as a result of steadier movement with less back/forth
motion.
Table 5.2 shows the standard deviation in catheter tip displacement for
the robotic drive, as compared to the manual approach. The results show
that more repeatable catheter motion can be achieved with the learned tra-
jectories implemented on the robotic catheter driver, as opposed to manual
catheterization.
Fig. 5.6 compares the maximum catheter tip accelerations (median val-
ues) between the robot-assisted approach and the manual training data at
each phase, over all procedures. The significant differences observed show
that safer and more stable catheter motion at lower accelerations can be
Table 5.2.: Standard deviation in mean catheter tip displacement for robot-
assisted vs. manual catheterization based on novice model.
Robotic STDEV Manual STDEV
(mm) (mm)
Descending Aorta 4.53 8.96
Aortic Arch 3.47 4.93
Innominate Artery 2.23 3.13
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Figure 5.6.: Maximum catheter tip accelerations (median values) for
robotic-assisted vs. manual training data for novice operators.
Error bars represent the interquartile ranges.
achieved by the robot, which can correspond to less sudden movements and
deflections at the catheter tip and a reduced risk of damage to the arterial
wall.
5.5.2. Extended Validation Results from Intermediate and
Expert Models
Fig. 5.7 shows the mixture model and the trajectory obtained from the
regression for the axial motion at each phase of the procedure, as learned
from the experienced operator’s demonstrations. The GMM plots depict
the optimum number of states for each phase (K = 5), as selected from the
BIC score. The generated path from the GMR is also depicted (in dark
green and the covariances in light green).
Table 5.3 shows the result of the non-parametric test, with median val-
ues for statistically significant differences between metrics (P < 0.05). It is
evident that there are significant performance differences between the robot-
assisted catheterization based on each learned model and the corresponding
manual training set. Differences can be observed in speed, acceleration, and
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Figure 5.7.: Plots of GMMs and generated trajectories from the GMRs for
the axial motion, learned from experienced demonstrations for
each of the three phases of the procedure.
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Table 5.3.: Median values for statistically significant differences (P < 0.05)
between robot-assisted learned procedure vs. corresponding
manual training data at each phase.
Descending aorta Aortic arch Innominate Artery
Robot Intermediate Robot Intermediate Robot Intermediate
Mean speed (mm/s) 3.3 8.7 2.9 9.1 2.5 10.2
Max speed (mm/s) 31.5 184.1 47.4 168.9 25.9 112.9
Mean accel. (mm/s2) 69.2 228.1 62.9 242.2 49.4 272.7
Max accel. (mm/s2) 8.7e2 4.8e3 1.5e3 5.4e3 6.0e2 3.3e3
No. peaks 18 34 NS NS NS NS
Robot Expert Robot Expert Robot Expert
Mean speed (mm/s) 4.0 11.6 2.9 9.4 NS NS
Max speed (mm/s) 54.5 213.2 41.8 81.1 NS NS
Mean accel. (mm/s2) 73.1 270.1 53.1 268.7 NS NS
Max accel. (mm/s2) 1.4e3 5.5e3 9.8e2 2.7e3 NS NS
No. peaks NS NS NS NS 24 61
(NS = not statistically significant.)
smoothness of the catheter tip motion, for all the procedural phases, and for
both models from each skill level. More significant differences are seen be-
tween the intermediate-level performance and the robot-assisted approach,
as compared to the experienced operators.
Fig. 5.8 shows the catheter path and tip displacement obtained from the
catheter when it was driven by the robot with each of the models from the
expert group (a,b) and the intermediate group (d,e), against an example of
their respective training sets (expert in (c), intermediate in (f)). In both
cases the results show smoother and more continuous tip motion of the
robotic-driven catheter compared to the performance of the training data
that was used to generate the proximal motion trajectories, across all three
phases of the procedure. The catheter paths (a,d) also depict the distinct
difference in approach between the two experience groups.
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Figure 5.8.: Catheter tip trajectory and displacement achieved by the robot
based on the expert model (a,b) and the intermediate model
(d,e) and examples of manual catheterization from each of their
respective training sets (c) and (f).
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5.6. Discussion and Conclusion
This chapter proposes a learning-from-demonstration framework for robot-
assisted catheterization, which offers new possibilities for operator-robot
collaboration and semi-automation of procedures to reduce the cognitive
workload of the surgeons. The proposed approach allows for generation of
optimum motion trajectories across different phases of an endovascular pro-
cedure, as learned from multiple demonstrations of skilled catheterization.
Motion models generated from different experience levels were validated
using a robotic catheter driver across inexperienced operators. The interac-
tive framework allows for manual control of the guidewire to utilize natural
operator skill and ensure procedure safety.
The results depict significant improvements in the quality of catheter
navigation with the robot-assisted approach, particularly over more com-
plex parts of the anatomy, with all the models learned from the differ-
ent experience levels. The results from the novice model depict signifi-
cant improvements in the smoothness and stability of catheter tip motion
with the robot-assisted approach. The results from the model learned from
intermediate-skilled operators also show smoother and safer catheter motion
at lower speeds and accelerations across all three phases of the procedure
compared to the manual performance. For the expert-based model the re-
sults show better performance in terms of acceleration and speed in the first
two phases. For the last phase the systems achieves smoother motion with
reduced number of movements when passing through the narrow artery,
which is the more complex part of the procedure. Steadier movement with
less back/forth motion could potentially translate into reduced vessel wall
contact and therefore less risk of embolization and stroke, particularly in
the higher-risk phases of the procedure.
It is important to note the distinct differences in approach used by the
different skill sets in cannulating the same artery, as captured by the learned
motion models. This can be seen in the catheter path achieved by the robot
with the different models, learned from each of the experience groups. Fur-
thermore, the results show more significant differences between the novice
and intermediate-level operators and the robot-assisted approach, as com-
pared to the experienced operators, further highlighting the importance and
influence of skill on successful catheterization and positive clinical outcomes.
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The framework can be further extended by using the motion primitives
for each phase to describe anatomical variations across multiple phantom
settings with physiological motion and pulsatile flow. The study provides
significant insights into the design of more ergonomically sound, hands-
on, shared-control robotic navigation platforms that maintain and utilize
the natural skills of operators. The presented approach can have further
applications toward creating improved metrics for automated skill assess-
ment, by comparing motion models obtained from inexperienced operators
against learned models from experts, thereby also improving training and
assessment of catheterization skills.
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6. Hierarchical Learning of
Navigation Primitives for
Cooperative Robotic
Catheterization†
6.1. Introduction
Recent advances in steerable catheter technology and master/slave catheter
navigation systems have aimed to improve standard catheterization prac-
tices by increasing the precision of motion, removing the operators from
the radiation source, and providing added operator comfort [1]. However,
most existing solutions have been designed without advanced ergonomic in-
terfaces that utilize the natural skills of operators. Increased interest in
robotic surgical systems and their growing presence offers new possibili-
ties for real-time assistance through human-robot cooperation and shared-
control. Capturing the high-level structure of endovascular navigation by
learning the primitive motions from few demonstrations of a catheterization
task, and applying them to shared-control catheter navigation within dif-
ferent anatomical settings, can improve the quality of catheterization while
reducing the cognitive workload of the operator.
Despite the growing interest in robot-assisted endovascular catheteriza-
tion technologies in both the commercial and research domain, most exist-
ing solutions do not consider conventional experience-related catheterization
techniques, and only recently very few designs have moved towards more
ergonomic master interfaces that replicate the natural motion patterns of
†Content from this chapter was published as:
Hierarchical HMM Based Learning of Navigation Primitives for Coopera-
tive Robotic Endovascular Catheterization. Rafii-Tari, H., Liu, J., Payne, C.J.,
Bicknell, C., Yang, G.Z.. In: MICCAI 2014, Part I. LNCS, vol. 8673, pp. 496-503
(2014).
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operators [14]. An ideal human-robot interface aims to utilize the high-
level decision making process of operators whilst providing the advantages
of robotic control, including repeatability, precision and stability of motion.
Learning of underlying navigation gestures, and the incorporation of these
into the development of ergonomic shared-control robotic catheterization
platforms, is important in ensuring that they are intuitive to use.
The increasing use of surgical robots offers new opportunities for au-
tonomous and shared-control navigation, which has led to a growing inter-
est in applying the learning-from-demonstration framework used in robotics
[144] in different areas of minimally invasive surgery. These techniques have
been applied towards complete automation of repetitive surgical subtasks
[16, 20], as well as low-level learning of motion trajectories for automated
assessment and classification of skill level [183]. Higher level context learn-
ing has been applied to real-time recognition of operator intent to provide
assistance in the form of virtual fixtures [185], as well as semi-automation
through recognition of subtask completion for sharing the control between
operator and robot at certain steps of a procedure [18]. While the previous
chapter presented the application of such techniques in the field of endovas-
cular intervention for low-level learning and automation of optimum motion
trajectories from multiple experienced demonstrations, their application to-
wards model generalization and context-aware learning of complex tasks for
shared-control catheter navigation has not been explored as yet.
This chapter proposes a novel surgical human-robot cooperative system
for endovascular intervention, based on Learning-from-Demonstration (LfD),
by decomposing the procedure into a division of primitive motions and learn-
ing the model of each primitive as well as the higher-level structure of the
task. In the proposed approach, Hidden Markov Models (HMMs) are used
to model each movement primitive, while a higher abstraction level HMM
is also learned to capture their sequential relationship. The learned mod-
els are applied towards generating sequences of motions, detecting operator
input, and predicting future movements, using a hands-on robotic catheter
driver with an ergonomic master interface that replicates standard bedside
motions. Models learned from few demonstrations of a single catheter-
ization task by an expert operator within a standard anatomy have been
validated using the cooperative robotic system across multiple intermediate-
level and novice operators, performing various complex tasks within different
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anatomical settings. The performance is evaluated by comparing catheter
tip motion quality and navigation performance with the robot-assisted ap-
proach against manual catheterization. The learning framework addresses
subject-specific anatomical variability by enabling intuitive human-robot
collaborative navigation, and provides important insights into the design of
shared-control robotic platforms that maintain the natural skills of opera-
tors.
6.2. Hierarchical Learning Framework
The goal of this learning framework is to encode the high-level structure of
a catheterization task, by decomposing it into a sequence of primitive mo-
tions and learning the model of each primitive as well their sequential rela-
tionship, to enable human-robot cooperative catheter navigation. This will
allow generalization of the learning capabilities, since many of the primitive
manoeuvres performed by operators are common across different anatomies.
The learned models are applied towards generating motion sequences for the
robotic driver, real-time recognition of operator input when correcting the
motion of the robotic driver, and predicting future movements for the robot.
6.2.1. Learning of Motion Primitives
Several mathematical frameworks for representing motion primitives have
been employed in the past (e.g. neural networks, HMMs, dynamical models)
[144]. This work uses HMMs to model the primitive movements, due to
their ability to handle both spatial and temporal variability across multiple
demonstrations, and since the same model can be used for generation of
motion sequences as well as recognition of new motions.
The models were learned from few manual demonstrations of an expert
operator (n=5, >100 endovascular procedures), cannulating the innomi-
nate artery of a silicone-based, transparent, anthropomorphic phantom of
a healthy type I aortic arch (Elastrat Sarl, Switzerland, Fig. 6.2(b)). The
two DoF axial (x) and rotational (θ) motion of the catheter applied by the
operator was measured using the same proximal position sensor described
in Chapter 5, consisting of two contact-less magnetic rotary encoders and
a roller-based mechanism. Each dataset {x, θ} was manually segmented
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into three main primitive motions: a pushing motion, a pull and counter-
clockwise twist, and a clockwise twist. Each primitive gesture was modeled
as a fully-connected HMM with N states. An HMM is represented by
λ = (pi,A,B) consisting respectively of the initial state distribution, the
state transition probability distribution, and the observation probability
distribution [203]. Here, a continuous observation model based on a Gaus-
sian distribution was used: bi(o) = N (o|µi,Σi) where o is the observation
vector and µi and Σi are the mean and covariance matrix in state i. The
HMMs were trained using the standard Baum-Welch algorithm, based on
the generalized Expectation Maximization algorithm, and the optimal num-
ber of states (N) for each HMM was selected using the Bayesian Information
Criterion (BIC) [158].
6.2.2. On-line Gesture Recognition and Motion Generation
The HMMs were then used for on-line recognition of the operator’s input
gesture during the procedure, by calculating the log-likelihood between the
input trajectory O and each of the primitive HMMs λp ∈ {λp1, λp2, λp3}
using the forward-algorithm of the HMMs [203], and classifying the gesture
using the HMM with the maximum log-likelihood:
arg max
λp∈{λp1,λp2,λp3}
logP (O|λp). (6.1)
In order to recreate a generalized version of the motion from the HMM
corresponding to each primitive, the Viterbi algorithm was used to recon-
struct the optimal sequence of state transitions [158]. The µi of the Gaussian
distributions for each state was then used to extract a set of key-points at
the mean time between two state transitions. By interpolating between
these key-points (using piecewise cubic Hermite polynomials) and normal-
izing in time, a desired trajectory {x, θ} is extracted from the HMM of each
primitive. These motions were then smoothed using a moving average filter
(span=10) to enable smooth transitions for the robotic driver.
6.2.3. Hierarchical HMM Modeling
To represent the structure of movement patterns and how the motion primi-
tives are sequenced, a second higher-level, fully-connected HMM (pih, Ah, Bh)
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was learned, where each motion primitive corresponds to a single hidden
state in the model [163]. For this model, the initial state distribution pih
represent the likelihood that a motion sequence will begin with a certain
primitive, and the state transition probabilities Ah encapsulate the sequen-
tial relationship between the primitive motions. The output observation
distribution for each state was defined as the likelihood that a motion se-
quence segment could have been generated by the model of that primitive:
bhi (O
s) = P (Os|λi). (6.2)
Here λi is the lower level HMM of the motion primitive at state i, O
s is
an observation motion sequence segment, and the probability P (Os|λi) was
computed using the forward-algorithm [203]. Using the set of motion prim-
itives [λp1, λp2, λp3] and the observed sequence of segmented motions from
the demonstrations, the initial state distribution and the state transition
probabilities were trained using the standard Baum-Welch algorithm [203].
The state transition probabilities Ah were then used to detect and monitor
the input of the operator and predict the future movements of the robotic
driver.
6.3. Shared-Control Robotic Platform
This section provides details of the shared-control robotic driver with the
ergonomic master interface, and the validation experiments across multiple
operators performing different catheterization tasks within complex anatom-
ical settings.
6.3.1. Experimental Setup and GUI
The learned model from the expert is used for human-robot cooperative
catheterization of multiple arteries within different complex anatomical set-
tings by inexperienced and intermediate-level operators, using a master-
slave framework consisting of the proximal position sensing unit and a
robotic catheter driver as shown in Fig. 6.1. The catheter driver uses two
servomotors that drive the catheter to follow a desired trajectories based on
a PID controller.
The motions generated from the HMMs of each primitive were sent to
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Figure 6.1.: The intuitive master-slave framework consisting of the proximal
position sensing unit and the robotic catheter driver.
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the robotic driver sequentially based on the learned hierarchical model. A
camera mounted on top of the phantom provides a 2D projected image
that is used by operators for navigation, while simulating 2D fluoroscopy
guidance. A graphical user interface (Labview, National Instruments Corp.)
displays the current and upcoming motions of the robot to the operator
at each stage, and allows the operator to indicate when they decide to
correct the motion. During the correction phase the operator controls the
master catheter at the proximal sensing unit and the robotic driver follows
the motion of the operator (Fig. 6.2 (a)). After the operator indicates
that they are satisfied with the correction, the hierarchical model recognizes
the primitive corresponding to the operator input and decides the future
automated movement of the robotic driver.
The framework was validated for cannulation of the LSA and the RCCA
of two silicone-based, anthropomorphic phantoms of an aortic arch with an
aneurysm, and a longer aortic arch with a re-created stenosis (Elastrat Sarl,
Switzerland, Fig. 6.2 (c)), and compared to completely manual catheteri-
zation. 5F shaped catheters and guidewires were used for this study, and
guidewire manipulation was controlled manually by the operator. Informa-
tion regarding catheter tip motion were obtained using six-DoF electromag-
netic position sensors (Aurora, NDI) attached to the catheter tip. Fig. 6.2
shows the experimental setup used for validation.
6.3.2. Study Protocol and Data Analysis
The procedure was repeated multiple times across five inexperienced opera-
tors (n = 10, no endovascular experience) and two intermediate-level oper-
ators (n = 8, ∼ 10 simulator/endovascular procedures), on each of the LSA
and RCCA of the two phantoms with each of the robot-assisted and manual
approaches. Different performance metrics that were extracted for each can-
nulation through the position sensor attached to the catheter tip include:
mean and maximum tip acceleration, smoothness of motion (correspond-
ing to the accumulative change in slope of the tip displacement), and total
3D catheter path length (corresponding to motion efficiency and back/forth
movements at the tip). Through these metrics the performance of the pro-
posed robot-assisted approach was compared to the manual technique and
differences were assessed using the non-parametric Wilcoxon rank-sum sig-
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Figure 6.2.: Experimental setup of the proposed cooperative robot-assisted
approach and the manual approach (a), phantom of the healthy
arch used for learning the initial hierarchical model (b), and
phantoms of the aortic arch with aneurysms and stenosis used
for validation (c).
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nificance test (P < 0.05). The catheter path and tip trajectory plots are
also used to further demonstrate improvements in smoothness and stability
of catheter motion. For this study all the processing and statistical analysis
was performed in Matlab (The MathWorks Inc., MA, USA).
6.3.3. Assessment of Repeatability
In order to further access the repeatability and similarity in performance
between the robot-assisted approach versus the manual approach, a cross-
correlation analysis was performed on the displacement signals obtained
from the position readings at the catheter tip. Signal similarities were as-
sessed for cannulation of each of the arteries within the two anatomies, for
the displacements obtained with the robot-assisted approach, against the
signals obtained with manual catheterization. Cross-correlation can mea-
sure the similarities between two discrete-time sequences, as a function of
the lag of one signal relative to the other. Each cannulation was repeated
M times with each approach, resulting in a series of M recordings for each
of the tasks:
{
di
}
1≤i≤M . Each recording consists of time-series displace-
ment signals of length
∣∣di∣∣. Each signal was cross-correlated to the signal
whose length was closest to the average length of all recordings:
M∑
i=1
∣∣di∣∣ /M .
The cross-correlation XCorri between each signal and the reference signal
can therefore be a good indication of their similarity. The average cross-
correlation score of all signals for each approach is then used as a measure
to access the repeatability of that approach:
Average Cross-correlation Score =
M∑
i=1
XCorri
M
. (6.3)
6.4. User Study Results
Fig. 6.3 shows the lower level HMMs for each movement primitive, as learned
from the expert operator’s demonstrations. The generalized version of the
motion extracted from each primitive is also displayed. The different colors
represent the states for each of the HMMs, corresponding to N = 8, 7 and
6 respectively. The ellipses correspond to the covariances at each state.
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Figure 6.3.: Training data from the expert demonstrations (gray lines),
learned HMMs with different states represented in different col-
ors, and the generalized form of the motion (red line) retrieved
from the HMMs, for each of the primitive motions.
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Table 6.1.: Median values for statistically significant differences (P < 0.05)
between the cooperative robotic approach vs. the manual ap-
proach, for cannulation of varying arteries within the stenosis
model across the two experience groups.
Stenosis Model
LSA RCCA
Manual Robotic Manual Robotic
Novice
Mean accel. (mm/s2) 2.1e3 50.9 1.9e3 71.9
Max accel. (mm/s2) 2.3e4 1.4e4 4.7e4 1.0e4
Smoothness (mm) 2.5e3 3.3e2 3.6e3 3.8e2
Path length (mm) 3.6e3 5.5e2 5.7e3 7.1e2
Intermediate
Mean accel. (mm/s2) 1.5e3 64.6 3.2e3 84.5
Max accel. (mm/s2) 2.3e4 7.5e3 3.4e4 1.8e4
Smoothness (mm) 1.8e3 2.7e2 3.2e3 3.3e2
Path length (mm) 2.9e3 4.4e2 4.4e3 6.4e2
Table 6.1 shows the results of the non-parametric test, with median val-
ues for statistically significant differences (P < 0.05), between the manual
approach and the cooperative robotic approach for each of the arteries in
the stenosis model across the two experience levels. Table 6.2 shows the
results for the aneurysm model. Significant performance differences can be
seen for cannulation of each of the LSA and RCCA arteries within the two
anatomies for the two experience levels. In each case, the robotic approach
displays smoother and more stable catheter tip motion at lower accelera-
tions. Smoother motions and a reduction in catheter tip movement and
total path length could potentially translate into reduced vessel wall con-
tact and therefore reduce the risk of complications that are caused as a
results of interaction between the catheter and the arterial wall, including
embolization and stroke.
Fig. 6.4 depicts examples of the catheter tip displacement obtained with
the proposed robot-assisted approach against the manual approach, for
novice operators cannulating the RCCA artery of each of the aneurysm
and stenosis anatomies. In both cases the results show smoother and more
continuous tip motion of the robotic-assisted approach, compared to the
manual performance. For the robot-assisted approach the input and correc-
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Table 6.2.: Median values for statistically significant differences (P < 0.05)
between the cooperative robotic approach vs. the manual ap-
proach, for cannulation of varying arteries within the aneurysm
model across the two experience groups.
Aneurysm Model
LSA RCCA
Manual Robotic Manual Robotic
Novice
Mean accel. (mm/s2) 1.6e3 55.5 2.4e3 62.1
Max accel. (mm/s2) 3.0e4 5.3e3 3.1e4 6.0e3
Smoothness (mm) 4.6e3 3.6e2 4.1e3 3.1e2
Path length (mm) 6.3e3 5.8e2 6.8e3 6.0e2
Intermediate
Mean accel. (mm/s2) 1.0e3 49.5 1.8e3 67.8
Max accel. (mm/s2) 1.9e4 5.9e3 2.9e4 3.5e3
Smoothness (mm) 2.6e3 2.6e2 3.8e3 2.7e2
Path length (mm) 6.0e3 4.1e2 6.2e3 5.7e2
tions made by the operator are displayed in a different color (green).
Fig. 6.5 displays examples of the catheter path during catheterization of
different arteries and anatomies with the proposed robotic approach against
the corresponding manual approach for each experience level. For the robot-
assisted approach, the input and corrections of the operator are displayed in
a different color. The results depict the improved quality of catheterization
in terms of precision, smoothness, and stability of motion, compared to the
manual approach, for both of the novice and intermediate experience levels.
Table 6.3 shows the results of the cross-correlation repeatability analysis
between the robot-assisted approach and the manual approach. The average
cross-correlation scores depict higher similarities between the displacement
signals for the robot-assisted cannulations, for each of the arteries in both
the stenosis and the aneurysm models. The results prove the higher re-
peatability and control of catheter dynamics achieved with the robot, as
compared to the manual approach.
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Figure 6.4.: Examples of catheter tip trajectory achieved by the robot-
assisted approach vs. the manual approach, for RCCA can-
nulation of each of the anatomies across novice operators.
Table 6.3.: Average cross-correlation scores between the cooperative robotic
approach vs. the manual approach, for cannulation of the LSA
and RCCA arteries within each of the stenosis and aneurysm
models.
LSA RCCA
Manual Robotic Manual Robotic
Stenosis
Cross-correlation score 1.43e7 6.32e7 9.94e6 6.80e7
Aneurysm
Cross-correlation score 2.04e7 5.07e7 1.67e7 7.06e7
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Figure 6.5.: Catheter path achieved by the robot-assisted approach vs. the
manual approach within different models and arteries, across
the two experience groups. The corrective motions of the oper-
ator are depicted with a different color.
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6.5. Discussion and Conclusion
In this chapter a novel surgical human-robot cooperative system for en-
dovascular catheterization, based on learning-from-demonstration, has been
proposed. By learning the higher-level structure of task as a sequence of
primitive motions, the framework allows for context-aware learning and gen-
eralization to different anatomical settings while addressing subject-specific
variations. Models learned from few expert demonstrations of a single task
have been validated across intermediate-level and inexperienced operators
performing multiple catheterization tasks within different complex anatomi-
cal setting, using a hands-on robotic catheter driver and a proximal position
sensing unit within an intuitive cooperative master-slave framework.
The results depict significant improvements in the quality of catheteriza-
tion in terms of stability and smoothness of motion and overall path length,
with the proposed robot-assisted approach, as compared to the manual ap-
proach. Differences can be seen for both the novice and the intermediate-
level skill groups, for cannulation of both of the LSA and LCCA arteries
within each of the aneurysm and the stenosis anatomies. The differences are
more evident for cannulation of the RCCA artery in each of the anatomies,
which is the more challenging artery to cannulate. Smoother movements
and a reduction in total path length correspond to more stable catheter tip
motion with a reduced number of back and forth movements, which can
translate into reduced vessel wall contact. This can have a significant im-
pact on reducing complications that are caused as a results of interaction
between the catheter and the arterial wall, including dissection, perfora-
tion, thrombosis and embolization, particularly in the presence of diseased
vessels and complications such as aneurysms and stenoses. Further differ-
ences can be observed between the performance metrics of intermediate-level
and novice operators, with intermediate-level operators displaying improved
performance in most of the metrics as compared to the novice group.
The results of the repeatability assessment performed by calculating a
cross-correlation score across multiple repeated cannulations performed with
each of the robot-assisted and manual approaches, depict higher similari-
ties in the motion achieved with the robot-assisted approach. This can be
seen for cannulation of each of the arteries in both of the stenosis and the
aneurysm phantoms. This is particularly evident for cannulation of the
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RCCA artery in each of the the two models, which was the more anatomi-
cally challenging artery to cannulate. While manual cannulations depicts a
lower repeatability score for this artery as compared to the LSA, the robot
maintains the high repeatability for either artery.
The shared-control robotic platform presented in this chapter was de-
signed with the goal of being non-obtrusive, low-cost, and compatible with
existing catheters used in standard catheterization procedures, without the
need for steerable technologies or additional sensors added to the catheter,
in order to facilitate translation and ease of use in clinical settings. The
robot is intended to utilize the high-level decision making process of the op-
erator whilst providing enhancements of robotic control, such as improved
precision and stability, when maneuvering through high-risk areas of the
anatomy. While the main application presented here was towards human-
robot cooperative, semi-automated catheter navigation, the presented tech-
niques can also be applied to improve human-robot interaction in the form
of virtual fixtures or active constraints, by providing feedback to the oper-
ator in order to guide the catheter in a preferred direction as learned from
experienced demonstrations. This can have further significant applications
towards improved training and performance assessment of novice operators
as well.
While the motion primitives learned here were targeted towards cannula-
tions of the aortic arch vessels, the same framework can be further extended
to learn the high-level structure of catheterization tasks within other parts
of the anatomy, such as arteries of the abdominal aorta. The study moti-
vates the design of hands-on shared-control cooperative robotic platforms
that utilize operator skill, whilst reducing the cognitive workload of the op-
erator. The ability to generalize the learned motion models towards cannu-
lation of multiple arteries within different complex anatomies is a significant
step towards successful clinical translation.
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7. Automated Surgical Skill
Evaluation of Endovascular
Tasks using Force and Motion
Signatures†
7.1. Introduction
Given the high dependency of clinical success on dexterous and experience
related skills of operators, and the steep learning curves associated with
endovascular procedures [49], evaluation of surgical skill for assessment and
training has become a growing research area in endovascular intervention.
While many studies have evaluated objective and automated assessment
of skill in different areas of laparoscopic and robotic MIS [58], objective
assessment of performance in the field of endovascular catheterization is
still not well documented and only few studies have analyzed skill related
behaviour patterns through studying tool movements and tool-tissue inter-
actions [6]. As a result, learning the underlying force/motion signatures of
operators and developing techniques for quantitative evaluation of operator
navigation patterns can result in automated and improved assessment of
endovascular skill, whilst providing insights into the design of ergonomic
robotic catheterization platforms that utilize natural skill of operators.
For training of catheterization skills, different tools such as synthetic mod-
els, animals, cadavers, and VR simulators have been used in the past, while
clinical assessment of skill has been performed by means of global rating
scales, time-action analysis, and VR simulators. However, the field of en-
†Content from this chapter was published as:
Towards Automated Surgical Skill Evaluation of Endovascular Catheteri-
zation Tasks based on Force and Motion Signatures. Rafii-Tari, H., Payne,
C.J., Liu, J., Riga, C., Bicknell, C., Yang, G.Z.. In: IEEE International Conference
on Robotics and Automation (ICRA 2015), pp. 1789-1794 (2015).
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dovascular intervention is still lacking a uniform set of accepted guidelines
and objective measures for skill performance [52]. In recent years, VR simu-
lators are enjoying a growing interest as tools that can combine both quanti-
tative and qualitative metrics for performance assessment, which has given
rise to a large number of commercial solutions targeting different types of
endovascular skill [54]. These range from full body mannequins with sim-
ulation modules for different arterial illnesses and automated performance
metrics (such as contrast volume and fluoroscopy time) [5], to simulators
used for pre-procedure rehearsal of different vascular, cardiac, and electro-
physiology procedures using pre-opeperative data with tactile feedback [3].
With increased interest in surgical robotic platforms and simulation en-
vironments in recent years, the demand for more objective measures of skill
assessment has increased as well. In the field of laparoscopic and robotic
MIS, descriptive statistics based on tracking and analysis of instrument or
operator hand motions, instrument force measurements, and tool-tissue in-
teractions have been used for evaluation of surgical skill. In other instances,
structured human grading techniques such as OSATS are the standard norm
for skill evaluation, however these methods can suffer from observer objec-
tivity concerns, over-simplifications, and loss of subject-specific skill charac-
teristics [58]. This has driven research in recent years towards modeling the
underlying characteristics of skill and providing a deeper understanding of
skill patterns through the use of language models. Techniques such as Hid-
den Markov Models (HMMs) have been used in MIS for modeling procedures
at both task and subtask (surgeme) level [59] as well as modeling surgical
workflow at the higher procedure level [60], for purposes of surgical activity
recognition and skill assessment. HMMs have been trained using differ-
ent types of information including tool motions and velocities [59, 62, 63],
forces and tool-tissue interactions [64], and eye-tracking information [65].
Other approaches including string motif-based models [66] and linear dy-
namical systems [67] have also been implemented recently towards gesture
and skill classification from kinematic and video data. While language mod-
els have been widely employed in modeling laparoscopic and robotic MIS
procedures, their application for modeling endovascular procedures towards
improved classification and assessment of skill, using catheter kinematics,
operator force and motion patterns, and catheter/tissue interactions, has
not been explored as yet.
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This chapter proposes platforms for measuring catheter contact forces and
motion patterns of operators from various skill levels for endovascular inter-
vention, and uses language models to learn the underlying characteristics of
skill as a means of improved and automated assessment of surgical perfor-
mance. The force sensing platform presented in earlier chapters is used for
measuring contact forces resulting from catheter-vessel interactions, while
the position sensor presented in Chapter 5 is used to measure the motion
of the catheter applied by the operator at the proximal end. In the pro-
posed approach discrete HMMs are used to learn the underlying force and
motion patterns of operators across different skill levels for performing dif-
ferent catheterization tasks, and leave-one-out cross validation is performed
to assess the classification accuracy of the different skill models. To the best
of our knowledge this is the first work that uses language models towards
automated and objective assessment of endovascular skill, by using operator
motions and catheter-tissue interaction forces. These techniques can further
provide significant insights into designing improved metrics for assessment
and evaluation of robotic endovascular catheterization skills.
7.2. Force and Motion Sensing Platforms
This section provides details of the two sensing platforms, and the ex-
perimental setup for measuring catheter contact forces and motion pat-
terns of operators from varying skill levels performing multiple endovascular
catheterization tasks.
7.2.1. Contact Force Sensing Platform and Experimental
Setup
The original design of the contact force sensing platform has been presented
in Chapter 3. In brief, a silicone-based, transparent, anthropomorphic phan-
tom of a type I aortic arch (Elastrat Sarl, Switzerland) was mounted onto
a plate that was rigidly coupled to a six-DoF F/T sensor (Nano17, ATI In-
dustrial Automation, Inc., USA) (Fig. 7.1 (a,b)), with the goal of providing
accurate and direct measurement of the forces exerted on the vasculature.
The 3D force measurements obtained from the F/T sensor were used to
calculate an average RMS force modulus, representing the contact forces
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Figure 7.1.: Detailed view of the force measurement platform and F/T sen-
sor (a,b) and the vascular model depicting the three tasks (c).
exerted by the catheter on the vascular model. In order to isolate and
decouple the friction forces at the introducer sheath, the catheter was in-
serted through a custom-made introducer sheath and a flexible section of
tubing before entering the vascular model. This way only local force mea-
surements (due to direct contact between the catheter and vessels) were
measured. Furthermore, in order to remove any residual vibrations result-
ing from catheter-vessel contact, an isolation damper was seated between
the sensor and the plate attached to the vascular model.
Data is read from the F/T sensor at a frequency of 25 Hz (resolution of 4
mN) into LabVIEW (National Instruments Corp., TX, USA). The F/T sen-
sor was zeroed so as to omit the weight of the platform, and re-zeroed at the
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beginning of each individual run, so that the force readings only correspond
to the contact forces between the tools and the model. A 2D video feed of
the model projected on a monitor was used by the operators for navigation,
while appropriate 5F shaped catheters and guidewires were provided to the
operators. Three tasks were defined for this platform: cannulation of the
left subclavian artery (LSA), the left common carotid artery (LCCA), and
the right common carotid artery (RCCA) (Fig. 7.1 (c)). Each task consists
of three phases: traversing the descending aorta, moving through the aortic
arch, and finally cannulation of the target vessel. Cannulation of each of the
three arch vessels was performed multiple times (n = 40) across 14 opera-
tors from two experience levels: 4 experienced operators (n = 12, who had
performed more than 300 endovascular procedures) and 10 novice operators
(n = 28, with less than 10 endovascular procedures).
7.2.2. Catheter Motion Sensor and Experimental Setup
The custom-designed motion sensor used for extracting proximal motion
patterns from operators, as presented in Chapter 5, makes use of two
contact-less magnetic rotary encoders (4096 counts/rev resolution, AS5145H
Austriamicrosystems) to measure the two DoF axial and radial motion of
the catheter (Fig. 7.2). Rotational motion is measured through a gear-
based coupling (sensitivity of 0.0879 degrees/count), while linear catheter
positions are measured by passing the catheter through a series of micro-
rollers, coupled to the encoder (sensitivity of 0.0054 mm/count in the axial
direction).
The same type I aortic arch model was used, with the task set to be
the cannulation of the RCCA of the model. Proximal motion data were
obtained from multiple cannulations (n = 23) across 6 operators from the
two experience groups: experienced operator (n = 6, more than 300 en-
dovascular procedures) and novice operators (n = 17, less than 10 simula-
tor/endovascular procedures). The cannulations were performed using a 5F
shaped catheter and guidewires.
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Figure 7.2.: Proximal position sensing unit for measuring the 2DoF axial
and rotational motion of the catheter using two encoders (a,b).
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7.3. HMM-based Endovascular Skill Modeling
In this work, the time-series force and motion data at each skill level were
modeled using a discrete HMM with N states. A discrete HMM is repre-
sented as:
λ = (pi,A,B) (7.1)
where pi is the initial state distribution, A is the state transition proba-
bility distribution, and B is the observation probability distribution [203].
These were used to train skill-dependent task models across the two skill-
levels for each of the contact force and proximal motion data sets.
Preprocessing of Data. To generate a discrete representation of the
continuous force and motion observations, the k-means clustering algorithm
was used [202]. The 2D motion data {x, θ} were discretized using 8 cluster
centers, while the 1D force vectors were discretized through 10 clusters. The
number of clusters were selected based on empirical testing, with values
ranging from 5-15.
HMM Modeling and Evaluation of Skill. From the discretized force
and motion observations, HMMs were trained for each of the expert (λExp)
and novice (λNov) skill levels using the Baum-Welch algorithm (based on the
generalized Expectation Maximization algorithm) [203]. The HMMs were
trained using the toolbox written for Matlab [204]. Each model was trained
with 100 iterations and a convergence threshold of 1e-4. Since these pro-
cedures are performed in 3 phases (corresponding to catheter advancement
through the descending aorta, going through the aortic arch, and finally
cannulation of the arch vessel), the number of states N for the HMMs were
set to 3, however no prior training labels were used to allow for the gener-
alized Expectation Maximization algorithm to train the best structure for
the hidden states.
The trained models were then evaluated by calculating the log-likelihood
between an observed output sequence Oobs and each of the skill related
HMMs λskill ∈ {λExp, λNov} using the forward-algorithm of the HMMs
[203], and classifying the skill using the HMM with the maximum log-
likelihood:
arg max[logP (Oobs|λExp), logP (Oobs|λNov)]. (7.2)
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7.3.1. Assessment of HMM Classification Accuracy
The accuracy of the HMM-based classification method, for each of the mo-
tion or force based skill models, was evaluated through the leave-one-out
cross validation technique. In each round one occurrence of the task was
used for testing while the remaining sequences were used to train an HMM
for that skill level. The testing sequence was then classified based on the
log-likelihood.
Further analysis can be provided by measuring the relative distance be-
tween a HMM model trained from the observed test sequence λobs and each
of the skill models λskill, in order to analyze how well the observations
generated by model λobs match model λskill, compared to their own model
[59]:
D(λskill, λobs) =
1
Tobs
[logP (Oobs|λobs)
−logP (Oobs|λskill)]. (7.3)
Here Tobs is the length of the observed sequence Oobs, while D provides a
measure of calculating the distance between a test sequence and each of the
skill HMMs, which also correlates with the log-likelihoods described above.
7.4. Skill Classification Results
7.4.1. Results for Contact Force-based Skill Models
Fig. 7.3 provided examples of the contact forces exerted by operators from
each of the two skill levels, performing each of the three cannulation tasks
over time. The plots depict the significantly lower contact forces exerted
by experienced operators, while also showing distinct and repeatable force
patterns with more experienced operators across the different phases of the
procedures which hint at underlying skill characteristics hidden in the op-
erator force data.
In order to evaluate the accuracy of the skill level classification, a leave-
one-out cross validation was performed, whereby in each round one obser-
vation sequence was left out as the ‘testing sequence’ and the remaining
sequences were used to train the HMMs for each skill level for each of
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Figure 7.3.: Examples of contact forces exerted by expert (darker color) and
novice (lighter color) operators for cannulation of each of the
LSA, LCCA, and RCCA arteries. The 3 phases of the proce-
dures are depicted in different colors.
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Table 7.1.: Classification accuracies based on contact force skill models for
each experience level across the three tasks.
Expert Novice Occurrences
LSA
Expert 0.92 0.08 12
Novice 0.0 1.0 28
LCCA
Expert 0.92 0.08 12
Novice 0.04 0.96 28
RCCA
Expert 1.0 0.0 12
Novice 0.0 1.0 28
the tasks. From the total of 120 observation sequences acquired for the
3 tasks, the classification accuracy for expert sequences was 94% (34/36)
while novice sequences were classified correctly 98% of the time (83/84).
Table 7.1 shows the fraction of sequences whose skill was accurately classi-
fied for each of the three cannulation tasks (LSA, LCCA, and RCCA), and
for each expertise level. The diagonal entries show the correctly identified
sequences for each of the two skill labels.
Fig. 7.4 shows the average distance, over all the occurrences, of the left out
‘testing sequence’ to each of the force-based skill models, for each of the three
cannulation tasks, calculated using equation (7.3). Each skill level has the
minimum distance when compared against its own HMM skill model, further
confirming the classification accuracies presented above corresponding to
models with higher log-likelihood.
7.4.2. Results for Proximal Motion-based Skill Models
Fig. 7.5 shows examples of the linear and rotational motion of the catheter,
applied by the operators at the proximal end, for experienced (darker color)
against novice (lighter color) operators, across different phases of cannulat-
ing the RCCA of the vascular model. While depicting smoother and more
continuous motions for the expert operator, the plots also depict controlled,
skill-related patterns of behaviour across the different phases of the proce-
dure.
For the motion models, as with the force models, the accuracy of skill
classification was evaluated through leave-one-out cross validation. From
the 23 observation sequences obtained for the cannulation of the RCCA,
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Figure 7.4.: Average distance over all occurrences of the left out expert and
novice trials, to each of the force-based HMM skill models, for
the three cannulation tasks.
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Figure 7.5.: Examples of axial and radial motion of operators applied to
the catheter, for experienced (darker color) and novice (lighter
color) operators during cannulation of the RCCA. The 3 phases
of the procedures are depicted in different colors.
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Table 7.2.: Classification accuracies based on the proximal motion-based
skill model for each of the experience levels.
Expert Novice Occurrences
RCCA
Expert 0.83 0.17 6
Novice 0.06 0.94 17
Table 7.3.: Average distance of left out expert and novice trials against each
of the motion-based HMM skill models.
Average distance STDEV
Expert left-out
Expert HMM 0.35 0.12
Novice HMM 0.59 0.14
Novice left-out
Expert HMM 0.66 0.28
Novice HMM 0.32 0.23
the accuracy for classification of expert sequences was 83% (5/6), whilst
the novice observations were classified accurately in 94% (16/17) of the
cases. Table 7.2 shows the fraction of sequences for which the skill, as
compared to the motion-based skill models for expert and novice operators,
was accurately classified. Diagonal entries, corresponding to the correctly
identified sequences for each of the two skill labels, prove that these learned
motion models can be considered as objective assessment metrics that are
indicative of skill.
Table 7.3 shows the average distances, over all the occurrences, of the left
out ‘testing sequence’ to each of the motion-based skill models, calculated
using equation (7.3). The results further confirm the previously obtained
classification accuracies, as the HMM skill models with smaller distances
correspond to the ones with the higher log-likelihood.
7.5. Discussion and Conclusion
In this chapter a novel framework for automated, objective assessment of
endovascular skill, through learning of force and motion pattern of opera-
tors across different skill levels has been proposed. Language models are em-
ployed to learn the underlying characteristics of skill, using operator motion
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and catheter-tissue contact forces measured through two custom-designed
sensing platforms. The underlying force and motion patterns of operators
are learned through discrete HMMs across difference skill levels for various
catheterization tasks. The accuracy of these models in correct classification
of the expertise and skill-level is validated through a leave-one-out cross val-
idation technique, and further evaluated by measuring the relative distance
between observed sequences and each of the learned skill models. This is the
first work to make use of language models towards objective and automated
assessment of endovascular navigation skills.
The results depict promising classification accuracies using the learned
skill models across varying experience levels for performing different catheter-
ization tasks. For the force-based skill models, the results show classification
accuracies as high as 94% for expert sequences, while novices were classi-
fied accurately 98% of the time. The signal plots also depict significantly
lower contact forces exerted by experienced operators whilst highlighting
distinct repeatable force patterns across the three phases for the different
catheterization tasks. For the motion-based skill models, expert sequences
were classified correctly 83% of the time, while the classification accuracy for
novice sequences was as high as 94%. The motion plots further highlight the
differences between the two skill levels in terms of smoother, more controlled
movement patterns for more experienced operators. The high classification
rates prove that tool-tissue contact forces and catheter motion patterns can
provide valuable, objective measures that are indicative of operator skill.
The relative distance measurements between the HMM model trained from
each ‘testing sequence’ and the two skill models further show that each skill
level has the minimum distance when compared against its own HMM skill
models. The differences are significant for both the force-based and motion-
based skill models. This further confirms the high classification accuracies
described above, as the HMM models with smaller distances correspond to
the ones with higher log-likelihood.
The work presented constitutes a pilot study conducted on a small cohort
of experienced and novice operators, to validate the feasibility of the pro-
posed approach towards automated and objective assessment of endovascu-
lar skill using learned underlying force and motion patterns. Further studies
on a larger pool of endovascular specialists are recommended to further eval-
uate its applicability and use. Furthermore, while the models were learned
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for cannulations of arch vessels within a type I aortic arch, additional studies
on phantoms with different anatomical complications including aneurysms,
stenoses as well as cannulations of arteries within the abdominal aorta are
suggested to fully highlight the differences in skill. The proposed approach
motivates the design of improved metrics for endovascular skill assessment,
whilst the learned skill patterns provide significant insights into designing
more ergonomic, hands-on, shared-control robotic catheterization platforms
that would utilize the natural skills of operators.
The methods can be further applied towards modeling endovascular skill
at lower sub-task levels to capture operator behavioural patterns across dif-
ferent phases of a catheterization task, in order to obtain an understanding
of which phases in the procedure are more indicative of skill. This can
have significant implications on optimized training of novice intervention-
alists. The same methods can also be used for modeling, recognition and
classification of the different types of tasks or sub-tasks of endovascular
catheterization, and used towards surgical workflow analysis and recogni-
tion of different phases of an endovascular procedure. In addition to assess-
ing the performance of conventional endovascular catheter navigation, the
proposed platforms have further potential for evaluating the advantages of
robot-assisted catheterization as well as improved assessment and training
of robotic catheterization skills [15, 205].
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8. Conclusions and Future
Research Directions
8.1. Achievements and Contributions of this
Thesis
Despite the growing interest and increased use of steerable robotic catheter
navigation systems for endovascular intervention procedures, current master-
slave platforms have been designed with little consideration of underlying
perceptual cues, operator-tool force interaction and behavioural patterns,
thus not fully utilizing natural ergonomic skills used during conventional
catheterization that are obtained through experience. Most current designs
are based on master interfaces which tend to alter these natural operator
tool interactions. This introduces problems to both ergonomics and shared
human-robot control. Furthermore, information on tool forces, operator be-
haviour data and tool-tissue interactions is often very limited and there is
a lack of uniformly accepted and objective skill assessment measures and
credentialing guidelines for endovascular intervention. Since clinical suc-
cess is highly dependent on operator experience, a clear understanding of
these force and motion patterns and manipulation skills, as learned from
skilled demonstrations of catheterization tasks, is important for designing
the next generation intuitive catheter navigation systems by maximizing
natural bedside catheterization skills of operators. The goal is to enable
improved human-robot interaction and shared-control catheter navigation,
by assisting or automating certain steps of the surgical task and thereby
reduce the cognitive workload of the operator.
The extensive review in Chapter 2 provides an overview on key technical
developments in different areas of endovascular intervention. Catheter in-
strumentation technologies for controlled steering of the tip, as well as key
trends in catheter force sensing have been reviewed. The existing tools for
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training and clinical assessment of endovascular skill are discussed, and the
potential of learning-based approaches towards providing improved, quanti-
tative and objective measures of performance for endovascular intervention
are highlighted. A thorough overview of existing commercial and research-
based robotic catheterization platforms is provided, demonstrating the im-
portance of exploiting the high level decision making of operators towards
designing next-generation improved human-robot interfaces. The applica-
tion of ‘Learning-from-Demonstration’ towards optimal path planning and
real-time assistance, in the form of assistive or autonomous robotics, is
presented as an approach that holds much promise for future designs of
ergonomically optimized, shared-control robotic catheterization systems.
The contact force sensing platform presented in Chapter 3 enabled de-
tailed quantitative analysis of contact forces exerted on the vasculature,
as a means of investigating the potential advantages of robotic navigation.
Robotic catheterization with the MagellanTM Robotic System resulted in
significant reductions in the magnitude and duration of contact forces and
number of contacts during different procedural phases, demonstrating the
potential advantages of robotic navigation in providing increased safety and
enhanced catheter stability. The platform was also used to provide in-
sights into underlying force and motion patterns of operators across differ-
ent skill levels. By extracting different performance metrics and performing
machine-learning based skill classification in order to differentiate expertise,
the results demonstrate the potential of the platform towards objective and
quantitative training and assessment of endovascular skill.
A novel proximal force/torque sensor is proposed in Chapter 4, in order
to obtain behavioural data across different experience levels and identify
underlying factors that affect overall operator performance. Tool forces and
catheter motions are evaluated across different experience levels performing
various catheterization tasks in a realistic simulation environment. The re-
sults depict significant differences in manipulation skills between experience
groups, thus providing insights into different patterns and range of forces
applied during routine endovascular procedures. These studies present dis-
tal and proximal force sensing as objective measures of endovascular skill
training and assessment, whilst also providing design specifications for fu-
ture development of ergonomic robotic catheterization platforms that utilize
the natural skills of operators.
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Chapter 5 introduced the LfD framework for robot-assisted, semi-automated
endovascular catheterization. The approach allows encoding of motion pat-
terns and generating optimum trajectories from multiple skilled demon-
strations of catheterization tasks. A proximal position sensor is designed
for measuring the 2-DoF motion of the catheter, and a hands-on robotic
catheter driver provides real-time assistance by automating the catheter
motion in a phase-by-phase manner, based on the learned models. Catheter
tip motions are compared against the manual training sets for validating the
proposed framework, depicting significant improvements in the quality of
catheterization in terms of smoothness and stability of motion. The method
proposed provides an effective means of extracting characteristic features of
endovascular navigation to enable semi-automated robotic catheterization,
with generic applicability to other surgical robots.
A novel cooperative robotic catheterization system is proposed in Chapter
6, based on extending the learning framework in Chapter 5. By encoding
the higher-level structure of a catheterization task as a sequence of primitive
motions, this framework aims to achieve prospective learning for complex
tasks whilst addressing subject-specific anatomical variations. A hierarchi-
cal model is used to model each movement primitive and their sequential
relationship, which is then applied towards generating sequences of mo-
tions, detecting operator input, and predicting future movements, using a
hands-on robotic catheter driver with an ergonomic master interface. The
learning framework provides important insights into the design of shared-
control robotic platforms that maintain the natural skills of operators, and
enables intuitive human-robot collaborative navigation, while reducing the
cognitive workload of the operator.
A framework for automated and objective assessment of skill is proposed
in Chapter 7, by measuring catheter-tissue contact forces and operator mo-
tion patterns across different skill levels, using the contact force measure-
ment platform first presented in Chapter 3 and the proximal sensing unit
presented in Chapter 5. Using machine-learning-based techniques and lan-
guage models, the underlying force and motion patterns of operators across
different skill levels have been learned for performing different catheteriza-
tion tasks. To assess the classification accuracy of the proposed approach,
leave-one-out cross validation was performed for each of the skill models.
This is the first work to propose language models as measures for objective
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assessment of endovasuclar skill, and it provides further significant insights
into designing improved metrics for assessment and evaluation of robotic
endovascular catheterization.
8.2. Future Research Directions
The design of conventional catheters and guidewires has seen many improve-
ments over the years to offer solutions with different shapes and angulations,
and different degrees of stiffness. The development of steerable technolo-
gies has further enhanced the dexterity of catheters by providing control
of the distal shape of the catheter. While at the present only magnetic
and pull-wire technologies are used in clinical scenarios, their application
is limited and further improvements in miniaturization, control and cost of
steerable technologies are needed to increase their widespread use. Imple-
mentation of force sensing within the catheters is another growing research
area, and commercial solutions are available for providing distal-tip force
sensing in ablation catheters. Fiber-optic technologies have attracted inter-
est for catheter force measurement, due to advantages such as compatibility
with MR imaging. While most solutions focus on measuring catheter tip
forces, the need for measuring tip as well as side forces particularly for
peripheral vascular procedures remains unresolved.
Until now very few studies have looked at tool movements and operator
behavioural data during endovascular procedures, mostly for purposes of
skill comparison, and information on tool-tissue interactions and operator
force/motion patterns is still limited. Designing realistic simulation envi-
ronments that enable accurate, quantitative and objective measurements of
manipulation patterns, operator tool interactions, and forces exerted on the
vasculature can significantly improve training and assessment of endovas-
cular skill. The results presented in Chapter 3 and Chapter 4 validate the
feasibility of the proposed distal and proximal force-sensing platforms in
studying the potential advantages of robotic catheter technology, as well
as providing improved metrics for assessment of endovascular performance
and skill. While the studies were validated on in vitro phantoms, further
studies with ex vivo porcine as well as cadaver tissue are encouraged, to
provide more realistic biomechanical properties and tool-tissue interactions.
This can provide significant insights into assessing the safety of tissue ma-
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nipulation based on the magnitude of forces and torques that are exerted
on the catheter, and provide criteria for relating the applied forces to the
risk of tissue damage. The proximal sensor can be miniaturized and made
sterile to further facilitate the ease of use in clinical settings. The proposed
frameworks may also have further implications for TAVI and other invasive
cardiology procedures, as well as neurointervention.
The use of learning algorithms and language models to extract the under-
lying navigation patterns and characteristics of skill, as presented in Chapter
7 of this thesis, can have significant future applications for improved and au-
tomated classification of endovascular skill. While similar techniques have
widely been applied in other areas of laparoscopic and robotic MIS, their
potential for endovascular intervention using information such as catheter
kinematics, tool-tissue interactions, and operator force/motion patterns had
not been explored before. These methods can be further applied towards
modeling endovascular skill at lower sub-task levels, and provide an un-
derstanding of which phases in the procedure are more indicative of skill.
Similar techniques can also be used for modeling, recognition and classifica-
tion of the different types of tasks or sub-tasks of endovascular catheteriza-
tion, and thereby be applied towards surgical workflow analysis and phase
recognition. Furthermore, in addition to assessing the performance of con-
ventional endovascular catheter navigation, the proposed framework holds
great potential for improved assessment and training of robotic catheteri-
zation skills.
Despite recent advances in terms of imaging techniques, most intra-operative
guidance, particularly for peripheral arterial interventions, relies on live 2D
fluoroscopy and static DSA. Therefore significant information of the 3D
anatomy of the patient is lost to the operator. Respiratory and dynamic
motion of the live anatomy has further complicated the use of 3D image
overlays that are obtained from pre-operative data sets, and has motivated
recent research towards dynamic motion models that can compensate for
vessel deformation in image overlay techniques. Another potential research
area is the incorporation of 3D shape prediction techniques such as live dy-
namic shape instantiation which provide intra-operative 3D reconstruction
of organ shapes and effective tracking of tissue deformation [206]. Another
future trend for guidance of endovascular procedures is the use of MR imag-
ing for interventional catheterization, which has led to a growing interest
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for developing MR compatible catheter technologies. These on-going devel-
opments and improved MR imaging and visualization software, combined
with further validation - through clinical trials - of the advantages of this
technique compared to X-ray can lead to the broader implementation of
MRI for interventional guidance of endovascular procedures.
In peripheral vascular procedures a lot of the contact between the catheter
and the vessels occurs not just at the tip, but also along the length of
the catheter, particularly for tortuous anatomy. One way to track the en-
tire catheter shape would be through attaching multiple small EM sensors
along the length of the catheter. An example of this is shown in Fig. 8.1,
where four 5-DoF EM position sensors (Aurora, Northern Digital Inc.) are
placed at the tip and further down the length of the catheter. The positions
obtained from the EM sensors are interpolated using cubic Catmull-Rom
splines, in order to extract the shape of the catheter close to the tip. While
motion capture sensors are used by many researchers for tracking of man-
ual as well as robotic catheters, their clinical application is restrained due
to limitations caused by integrating these sensors with the catheters and
guidewires, as well as magnetic interference caused by the ferromagnetic
materials in the operating theaters. For image-based tracking of catheters
and guidewires under fluoroscopy, limitations still exist due to the limited
visibility and quality of the images, as well as the respiratory and dynamic
motions of the vasculature. Most research for 3D reconstruction and track-
ing of the shapes has focused on multiple 2D projections from different
angles of the C-arm, thereby limiting the widespread clinical use of these
techniques. As mentioned earlier, the need for tracking the entire catheter
rather than just the tip, is important for preventing mechanical injuries to
the arterial wall. Recent developments in fiber-optic shape sensing tech-
nologies (Luna Innovations Incorporated, VA, USA) hold great potential in
this area if they can be used to reconstruct the catheter’s three dimensional
shape in real-time.
Future growth of robotic catheterization platforms offers possibilities for
automating parts of the procedures that are difficult to perform, and thereby
reduce the cognitive workload of the operators. The development of learning
algorithms for encoding the underlying structure of catheterization can sig-
nificantly improve human-robot interaction by automating or assisting cer-
tain steps of an endovascular task under the Learning-from-Demonstration
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Figure 8.1.: Catheter with multiple EM sensors attached to the tip and
along the length (a), shape estimation within registered 3D CT
model (b).
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framework in robotics, as shown by the novel cooperative robotic catheter-
ization system presented in Chapters 5 and 6. The application of such a
framework towards designing ergonomic, hands-on, shared-control robotic
platforms that utilize natural skills and improve the technical performance,
while minimizing the likelihood of vessel contact, presents an interesting
future research direction. The learned models have further potential to be
used in the form of active constraints to allow the operator to refine the
motion only within a certain area around the nominal trajectory, while ad-
ditional incorporation of proximal force sensing and force feedback can fur-
ther enhance the stability and safety of the procedure. Further extensions
of this work should include the incorporation of anatomical information
and the interactions of the catheter with the vascular anatomy, in order
to further improve the real-time navigation framework for robot-assisted
catheterization. These information can be provided through medical image
data, such as pre-operative CT volumes of the anatomy or extracted cen-
trelines of the vessels. Examples of such techniques are shown in Fig. 8.2,
which depicts centrelines extracted through the ‘Vascular Modeling Toolkit’
(VMTK) from CT volumes obtained from different phantoms of the aortic
arch. These information can be used to update the learned trajectories
that are sent to the robotic driver, thereby incorporating and addressing
subject-specific anatomical variability.
The application of robotics in endovascular intervention, particularly for
peripheral vascular procedures, is still in its infancy. Factors that prohibit
the widespread uptake of commercial robotic catheter systems are their
considerable cost in terms of investment, consumables and infrastructure
requirements, the large sizes of these systems, and their potentially long
set-up times. Another shortcoming is the lack of force sensing and tactile
feedback to the operator in existing commercial robotic systems such as
the MagellanTM, which prevents the transmission of catheter-tissue inter-
action forces and haptic cues that would be felt by the operators during
the conventional technique. Proximal force sensing of the catheters is one
solution that has been suggested, since it can be integrated with standard
non-proprietary, low-cost catheters. This method however cannot distin-
guish between friction in the introducer sheath and collisions between the
catheter and vasculature. On the other hand, distal-tip sensing solutions
for peripheral vascular procedures suffer from miniaturization issues asso-
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Figure 8.2.: Vessel centreline extraction for phantoms of the aortic arch with
different anatomical complications, including type I arch with
bovine configuration (a), aneurysm (b), and stenosis (c).
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ciated with the smaller size of the catheters, and the cost of implementing
this feature on disposable catheters, and as such still remain in the research
stage.
Extensive research has been conducted for development of master-slave
teleoperated systems for remote-control of standard catheters. Whilst there
is merit in reducing the radiation exposure to the interventionalist, it is
unlikely that this would be the sole reason for healthcare providers to in-
vest in a robotic catheter system. An alternative approach is to reduce
the amount of imaging and radiation exposure during a procedure by de-
veloping more ergonomic and efficient solutions that are cost-effective and
allow for simple integration into current clinical practice. For most existing
robotic solutions, the master takes the shape of a joystick or a haptic device,
therefore potentially altering the natural behaviour and motion patterns of
experienced operators. This has driven research towards robotic systems
whose master interface replicates the natural motions of the operator dur-
ing bedside practice. The development of ergonomically-sound, hands-on
robotic platforms that maintain the natural skill of the operator is a rich
area for future research, and can have significant implications towards the
more widespread use of robotic catheterization systems.
The proposed future research challenges can be summarized as follows:
• Implementation of catheter force sensing technologies for peripheral
vascular procedures, with extensions towards measuring tip as well as
side forces. Fiber-optic-based technologies hold promise in this area.
• Extending the validation studies for the proposed proximal and distal
force sensing frameworks to ex vivo porcine and cadaver tissue, in
order to provide more realistic biomechanical properties for tool-tissue
interaction.
• Further miniaturization of the proposed proximal F/T sensor and ster-
alization to further facilitate the ease of use in clinical settings.
• Application of proposed learning algorithms and language models to-
wards modeling endovascular skill at lower sub-task levels, as well as
modeling of different types of tasks or sub-tasks, for applications in
surgical workflow analysis and phase recognition.
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• Improving intra-operative image guidance, by using dynamic motion
models to compensate for vessel deformation in image overlay tech-
niques, as well as incorporation of 3D shape prediction methods such
as dynamic shape instantiation.
• Developments towards use of MR imaging for guidance of endovascular
procedures, including MR compatible catheter technologies.
• Incorporation of fiber-optic shape sensing technologies towards recon-
struction and tracking of the catheter shape in real-time.
• Further extensions of the proposed LfD framework towards design-
ing ergonomic, hands-on, shared-control robotic platforms with added
force sensing and force feedback, and incorporation of active con-
straints.
• Improving the navigation framework for the proposed robotic catheter-
ization system through incorporation of anatomical information, in-
cluding pre-operative CT data or extracted vessel centrelines.
8.3. Conclusion
Endovascular techniques, despite being widely used within different disci-
plines of interventional radiology and cardiology, are limited by a number of
factors including radiation exposure, limited 3D imaging, and lack of contact
sensing and haptic feedback from the endovascular tools and the vascular
anatomy. The development of robotic platforms in recent years have aimed
to improve these practices by reducing radiation exposure, increasing pre-
cision and stability of motion, and added operator comfort. However many
such systems have been designed without considering the skilled motion pat-
terns and operator-tool interactions that are used in practice. Furthermore,
existing studies on operator behaviour patterns have been very limited. Suc-
cessful clinical outcomes are highly dependent on experience-related skills
and dexterous manipulation strategies of operators, further motivating the
understanding of these underlying force and motion patterns and the devel-
opment of ergonomically-optimized robotic catheterization platforms that
utilize the conventional manipulation skills learned in practice.
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The research presented in this thesis proposes endovascular sensing and
navigation frameworks for investigating the advantages of robotic naviga-
tion, as well as providing improved, quantitative metrics for assessment of
endovascular skill, by using novel force and motion sensing platforms to
measure catheter-tissue contact forces and operator force/motion patterns
across different skill levels. This information is applied towards develop-
ment of a novel cooperative robotic catheterization system, by utilizing a
learning-based approach for generating optimum motion trajectories from
multiple skilled demonstrations of a catheterization task, as well as encoding
the higher-level structure of a task as a sequence of primitive motions, in
order to enable semi-autonomous shared-control catheter navigation within
a collaborative setting. The proposed sensing platforms and learning-based
techniques are further applied towards automated and objective assessment
and classification of endovascular skill. The results presented in this thesis
motivate the design and development of more ergonomically sound, hands-
on, shared-control robotic platforms that are intuitive to use, while reducing
the cognitive workload of the operator, and provide important insights into
improving catheter navigation in the form of assistive or semi-autonomous
robotics.
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A. Appendices
A.1. Clinical Abstract: Contact force evaluation
during endovascular manipulation in the
arch and supra-aortic vessels†
Endovascular manipulation in the arch and supra-aortic trunks is associated
with a significant risk of cerebral embolization, especially in the presence
of complex anatomy. Quantification of the contact forces (CF) resulting
from interactions between catheters, guidewires, stent delivery devices and
the vasculature itself, can provide important insights into potential intra-
procedural risks and act as a measure of skill for training and assessment
purposes. This study presents a platform for detailed analysis of forces
exerted by catheters, guidewires, and stent delivery devices, during arch
vessel cannulation within a simulated framework.
A silicone-based, transparent, anthropomorphic phantom with bovine
configuration was used. The phantom was mounted onto a platform at-
tached to a six-degree-of-freedom force/torque (F/T) sensor (Nano17, ATI
Industrial Automation, Inc., USA) developed to provide accurate and direct
measurement of the forces exerted on the vasculature. The average root-
mean-square force was calculated from the three orthogonal sensor readings,
indicating the total forces exerted on the vascular model. Fifteen arch vessel
cannulations performed by a single experienced operator were studied (5 left
subclavian (LSA), 5 left common carotid (LCCA), 5 right common carotid
(RCCA)). The procedure path for each target vessel was divided into six
phases: a) advancement of wire/catheter in the descending aorta, b) aor-
†Content from this section was published as:
Contact force evaluation during endovascular manipulation in the arch and
supra-aortic vessels; understanding unmet needs for intelligent catheter
design and skills training. Rafii-Tari, H., Riga, C., Payne, C.J., Bicknell, C.,
Hamady, M., Cheshire, N., Yang, G.Z.. British Society of Endovascular Therapy
Annual Meeting. June 2013.
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tic arch, c) arch vessel cannulation, d) stiff guidewire exchange, e) catheter
pullback with wire in place, f) stiff wire pullback. In addition, the operator
introduced a thoracic stent delivery device into the phantom landing at the
level of the LSA, with subsequent retraction over a wire. The mean and
maximum forces for each phase were measured.
The mean forces (µ ± σ) exerted during each phase were as follows: a)
descending aorta 0.07± 0.05N (max = 0.40± 0.24N); b) aortic arch 0.25±
0.12N (max= 0.7± 0.25N); c) arch vessel cannulation 0.32± 0.16N (max=
1.47±0.46N); d) stiff guidewire exchange 0.1±0.05N (max = 0.2±0.07N);
e) catheter pullback 0.2±0.07N (max = 0.45±0.26N); f) stiff wire pullback
0.19± 0.08N (max = 0.75± 0.52N). Significant differences during catheter
pullbacks with the wire in place were seen between the LSA (median=0.33N)
and the RCCA (median = 0.42N); P=0.008. For the stent introduction into
the aortic arch the mean insertion force was 2.96±0.78N (maximum =12.4±
6.17N) and the retraction force was 1.57±0.51N (maximum =3.82±1.36N).
The data from this study offers significant insights into the forces exerted
on the vasculature during endovascular manipulation in the arch and supra-
aortic trunks. During specific manoeuvres, significant differences were seen
between target vessels of varying anatomical complexity and angulation.
The proposed platform and F/T sensor can be used to understand the role
of intelligent catheter systems to minimize risk and increase procedural ef-
ficiency with skills training and assessment.
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A.2. Vision-guided Learning by Demonstration
for Adaptive Surgical Robot Control†
Autonomous robot-assisted execution of repetitive surgical tasks has the
potential to reduce fatigue, whilst improving surgical navigation, proce-
dure times and workspace usage. The increased use of tele-surgical robots
and development of open-source platforms offers new opportunities for au-
tonomous navigation which has led to a growing interest in applying the
LfD framework used in robotics towards complete automation of repetitive
tasks [182]. While vision information has been used towards towards tool
tracking and target detection for autonomous task execution [20, 189], the
combination of LfD with vision-based 3D landmark recognition and tool
tracking towards adaptive trajectory transfer has not been explored. This
work proposes a LfD framework for automating surgical robotic execution
of subtasks under stereo vision guidance, using the da Vinci Research Kit
(DVRK). The approach consists of learning optimum motion trajectories
for different subtasks of a suturing task, and using stereo vision for 3D
anatomical landmark recognition and needle tracking, to allow adaptation
of learned trajectories to different clinical scenarios with moving camera
views.
A.2.1. System Architecture and Learning Algorithm
This work made use of the DVRK development platform provided by Intu-
itive Surgical with the software implementation based on the cisst/SAW
libraries [207]. Two large needle driver tools were used at the patient
side manipulator. A custom-made PVA cryogel phantom (providing simi-
lar elastic and tensile properties as normal tissue) with customized built-in
wounds (width = 6 mm) was made for these experiments. Motion models
were learned from multiple experienced demonstrations (n=6, > 10 simu-
lator/surgical procedures) performing a running suture with three needle
insertions. The suturing task is considered to consist of a set of subtasks
to be modeled individually and executed by the robot automatically in a
†Content from this section was published as:
Vision-guided Learning by Demonstration for Adaptive Surgical Robot
Control. Rafii-Tari, H., Vandini, A., Zhang, L., Hughes-Hallett, A., Yang, G.-Z..
In: Hamlyn Symposium 2015. pp. 39-40 (2015)
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sequential order. However, the focus of this study was ‘Subtask 1: needle
insertion through the wound with the right instrument’, which for this task
can be considered the more dexterous subtask. This subtask is preceded by
an initialization step involving moving the needle to the correct insertion
point by the right instrument.
Each demonstration {T,R} consisting of the 3D Cartesian positions (T )
and the rotations (R) (represented as 4D quaternions) of the needle driver
tip was manually segmented. The trajectories were first normalized by
subtracting from their initial positions (so that T1 = 0, R1 = I), allowing
the relative learned trajectories to be applied to the position of the tool tip
at the moment when automatic execution is started. In order to temporally
align the trajectories from the multiple demonstrations, the 3D position data
were synchronized using DTW, while the quaternions were aligned using
spherical linear interpolation (SLERP). For learning the movement patterns
and reproducing trajectories that capture the main features of the training
data, this work makes use of Hidden Semi-markov Model (HSMM) [208], a
form of explicit-duration HMM, where any movement x is represented as a
combination of linear systems with a velocity x˙, computed iteratively as:
x˙ =
K∑
i=1
hi(x, t)(Aix+ bi) . (A.1)
Here K is the number of states, Ai and bi form a matrix and vector
associated with each state i, and hi is a weight defined by the HSMM.
A simple HMM structure is represented as {pii, ai,j , µi,Σi}1≤i≤K consisting
respectively of the initial state distribution pii, the transitional probability
ai,j from state i to state j, and the mean µi and covariance matrix Σi of
the Gaussian in state i, with one Gaussian per HMM state. The HMMs are
trained using the Expectation Maximization algorithm. Using the fixed set
of self-transition probabilities of standard HMMs however does not provide
a good model of state duration. To counter this limitations and to be
able to retrieve smooth trajectories, a HSMM replaces the self-transition
probability ai,j of each state i with a parametric model pi(d) of the state
duration d ∈ {1, 2, ...dmax}, determining the maximum number of iterations
that the system can stay in a state, and providing a better balance between
temporal and spatial constraints. Each of the training sets consisting of the
3D Cartesian positions T and the rotations R was trained using the HSMM,
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Figure A.1.: The running suture task (a) and the learned motion for ‘Sub-
task 1’ (b) as reproduced from multiple demonstrations using
the HSMM. The ellipses correspond to the covariances for each
state of the HSMM.
and the optimal number of states (K) was selected using BIC [146]. As a
result, a smooth generalized form of the motion for the desired subtask was
learned.
The proposed vision algorithm is used for two main purposes: 1) wound
detection for extracting the geometry and orientation of the wound under
different anatomical variations/camera views 2) needle tracking in order to
provide real-time 3D positioning of its tip. In order to move the needle
from an arbitrary initial position to desired target insertion point, after
which automatic execution of the learned trajectories for Subtask 1 can be
performed, the inverse kinematics of the robot is used. The transformation
between the coordinate system at the base of the robot and at the stereo
endoscopic camera was calculated oﬄine through hand-eye calibration.
A.2.2. Experimental Results
Fig. A.1 shows the running suture task (a) as well as the HSMM structure
for Subtask 1, as learned from multiple experienced demonstrations, and
the smooth generalized version of the motion extracted (b), with different
colors corresponding to the different states of the HSMM.
The proposed method was validated by automating the needle initializa-
tion towards the target insertion point, using the vision system, followed
by automated playback of the learned trajectory for Subtask 1. The whole
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Figure A.2.: Examples of the needle driver tip trajectory for automated
initialization of the needle at the desired insertion point (or-
ange) followed by automated playback of the learned motion
for the first subtask (blue) under different initial conditions in
the robot base coordinate system [mm].
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execution was considered successful if the needle tip passed through the
wound, and exited on the other side, enough to be grasped by the left in-
strument. The automation has been tested with the wound under different
camera views, ranging from a viewing angle of -10 degrees to +10 degrees
with respect to the camera, as well as different initial poses and distances
of the needle with respect to the wound. The algorithm was validated mul-
tiple times (n = 7) under these different initial conditions. In each case the
wound detection algorithm estimates the 3D pose of the anatomy which was
used to drive the needle towards the desired target insertion point. Fig. A.2
shows examples of the needle driver tip trajectory for automated initializa-
tion of the needle at the desired insertion point in the robot base coordinate
system (depicted in orange), followed by automated playback of the learned
motion for Subtask 1 (depicted in blue). The initialization step is sensi-
tive to the accuracy of the wound detection, the robot kinematics, and the
hand-eye calibration. The results depict successful and smooth execution
of the desired motion under different initial conditions.
A.2.3. Discussion
A LfD approach for learning and automating motion trajectories for differ-
ent subtasks of a suturing task under vision guidance by using the DVRK
framework was proposed. By using stereo vision for 3D perception, anatomi-
cal landmark detection and needle tracking, the approach addresses different
clinical scenarios under varying initial conditions and camera views, thereby
allowing for subject-specific variability and tissue deformation. Future work
should further extend the framework for adapting the learned trajectories
to more complex anatomical variations by combining the needle tracking
with visual servoing, to further overcome the inherent errors in the needle
initialization.
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A.3. Image Re-use Permissions
IEEE Images
All images replicated in this thesis from IEEE publications have been ref-
erenced according to the following statement from the IEEE:
“The IEEE does not require individuals working on a thesis to obtain a
formal reuse license, however, the following statement may be used as a
permission grant:
In the case of illustrations or tabular material, we require that the copy-
right line c©[Year of original publication] IEEE appear prominently with
each reprinted figure and/or table”.
Elsevier Images
The images replicated from Elsevier have been referenced according to the
following format: c©[year of publication] Elsevier [citation to original arti-
cle]. Individual licenses for each of the reused images have been obtained
from Elsevier.
• Fig. 2.2, Elsevier license number: 3700990367258
• Fig. 2.4 (a), Elsevier license number: 3700440449039
• Fig. 2.4 (b), Elsevier license number: 3700440638054
• Fig. 2.4 (c), Elsevier license number: 3700440912804
• Fig. 2.5 (b), Elsevier license number: 3701020150169
• Fig. 2.6 (b), Elsevier license number: 3701350909165
• Fig. 2.7 (b,d), Elsevier license number: 3700990367258
• Fig. 2.7 (c), Elsevier license number: 3699570951699
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Springer Images
The images replicated in this thesis from Springer publications have been
referenced according to the following format: ( c©[year of publication] re-
produced from [citation to original article], with permission from Springer).
Individual licenses for the reused images have been obtained from Springer.
• Fig. 2.1, Springer license number: 3700420468294
John Wiley and Sons Images
The images reused in this thesis from John Wiley and Sons have been refer-
enced according to the following format: c©[year of publication] John Wiley
& Sons [citation to original article]. Individual licenses for each of the reused
images have been obtained from John Wiley and Sons.
• Fig. 2.5 (a), John Wiley and Sons license number: 3701011221608
SAGE Publications Images
All images replicated in this thesis from SAGE Publications have been ref-
erenced according to the following statement:
“Permission is granted at no cost for use of content in a Master’s Thesis
and/or Doctoral Dissertation.”
c©[Year of original publication] SAGE Publications.
Images from Companies
• Fig. 2.3, permission for use granted by Cook Medical Inc., Blooming-
ton, Indiana.:
“Cook Incorporated hereby authorizes the extended use of our Cook
Medical product images shown herein...Permission is for use in the
introduction chapter of your PhD thesis, entitled ‘Modeling and Skill
Assessment for Robot-assisted Endovascular Catheterization.’ ”
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Images from Individual Researchers
• Fig. 2.6 (d) is reused according to the permission from Prof. Mark E.
Ladd and Prof. Harald H. Quick (German Cancer Research Center)
in private email correspondence.
• Fig. 2.8 (b) is obtained from Dr Sabine Ernst at the Royal Brompton
Hospital (London, UK).
• Fig. 2.9 (b) is obtained from Christopher J. Payne at the Hamlyn
Centre for Robotic Surgery (Imperial College London, UK).
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