ABSTRACT: Developing temperature transferable coarse-grained (CG) models is essential for the computational prediction of polymeric glass-forming (GF) material behavior, but their dynamics are often greatly altered from those of all-atom (AA) models mainly because of the reduced fluid configurational entropy under coarse-graining. To address this issue, we have recently introduced an energy renormalization (ER) strategy that corrects the activation free energy of the CG polymer model by renormalizing the cohesive interaction strength ε as a function of temperature T, i.e., ε(T), thus semiempirically preserving the Tdependent dynamics of the AA model. Here we apply our ER method to considerin addition to T-dependencythe frequency f-dependent polymer viscoelasticity. Through smallamplitude oscillatory shear molecular dynamics simulations, we show that changing the imposed oscillation f on the CG systems requires changes in ε values (i.e., ε(T, f)) to reproduce the AA viscoelasticity. By accounting for the dynamic fragility of polymers as a material parameter, we are able to predict ε(T, f) under coarse-graining in order to capture the AA viscoelasticity, and consequently the activation energy, across a wide range of T and f in the GF regime. Specifically, we showcase our achievements on two representative polymers of distinct fragilities, polybutadiene (PB) and polystyrene (PS), and show that our CG models are able to sample viscoelasticity up to the megahertz regime, which approaches state-of-the-art experimental resolutions, and capture results sampled via AA simulations and prior experiments.
■ INTRODUCTION
Predictive multiscale modeling is a prerequisite for the computational study and design of glass-forming (GF) materials such as polymers. All-atom (AA) molecular simulations can provide insight into complex relaxation dynamics and mechanical properties of GF liquids. However, it is challenging to apply these simulations with limited computational speed to study thermomechanical behaviors over extended time and length scales. This is especially prominent at lower temperatures, where the onset of collective motion gives rise to relaxation phenomena of great interest in the engineering application of polymers and other GF liquids. 1−6 For instance, the onset of viscoelasticity in the GF regime governs the performance of polymers in dynamic mechanical applications, such as automotive tires, 7 dampers, 8, 9 structural coatings and barriers, 10 and energy-dissipating armors. 11 Predictive understanding of GF dynamics is of great importance for the computational design of these materials, which necessitates coarse-grained (CG) modeling of the component polymers. Coarse-graining techniques offer access to extended spatiotemporal scales by reducing atomistic degrees of freedom and thereby increasing computation speed. However, the chemical specificity of the AA system is partially lost. Approaches such as the inverse Boltzmann, multiscale coarsegraining, and relative entropy coarse-graining methods can be employed to retain the potential of mean force (PMF) of the system, thus retaining key chemical features of the AA system under coarse-graining. 12−14 However, the dynamics of CG models developed from these methods is highly difficult to retain as the thermodynamic properties, e.g., the configurational entropy s c and the cohesive energy, are invariably lost upon coarse-graining. This in turn gives rise to an increase in the difference in the activation free energy E a of relaxation in glass formation between the AA and CG models, as the smoother potential energy landscape of the CG model is expected to yield a lower E a than that of the AA model. 15 Prior works have proposed several strategies to correct the accelerated dynamics that manifest in CG models. One strategy is to use "dynamic" scaling factors. 8−12 Such dynamic scaling factors are empirically derived from the ratio of the meansquared displacement (MSD) or diffusivity between AA and CG models. They are effective at reproducing AA dynamics at a given state point, particularly at high temperature, but must be recalibrated for different temperatures. Moreover, recent work by Agrawal et al. 10 found that a constant MSD scaling factor is unable to capture the relaxation of CG polymers at longer times. They found that a bimodal time-dependent scaling function was effective in capturing the relaxation dynamics in the temperature range of their study. Although effective in capturing long-time relaxation in an empirical sense, this approach does not provide a theoretical framework for determining the scaling factor at different temperatures, ultimately restricting its usage in the prediction of properties. Another strategy is to use "friction" factors within the framework of dissipative particle dynamics, 16−18 which can be used in conjunction with those methods described above to capture both structure and dynamics of the AA counterpart. A demonstration of this strategy was shown by Davtyan et al. for example at relatively higher temperatures, 19 although it is not yet known whether friction factors alone can be used on a CG model to capture the slowdown in the dynamics of polymers approaching, or existing below, the glass-transition temperature, T g . 20 Recent works have shown that the entropic contribution to the free energy must also be rescaled in the CG model to properly account for the slowdown in dynamics close to the T g , and that perhaps a combination of entropic and Langevin-type frictional correction was sufficient to capture the T-dependent diffusive dynamics of polymer systems. 21, 22 These works adopted potentials that utilized the Ornstein−Zernike equation 23 and have demonstrated success in replicating structural properties, thermodynamic properties such as isothermal compressibility, 24 and diffusive properties. 21 These approaches as well as the aforementioned PMF-based approaches represent innovative solutions by the CG modeling community to capture both the structural and dynamic properties of atomistic polymers, especially in a transferable manner. As hinted earlier, the current demonstration of their success has been on polymers in the melt regime (well above T g ) where liquidlike behaviors prevail. It would be of great interest to explore transferability of CG force fields in capturing atomistic dynamics in the low-T limit, where polymers start exhibiting GF behaviors and eventually become amorphous glassy solids.
Here, we take an alternative approach to the PMF or Langevin type methods in order to achieve transferability in dynamics into the deeply supercooled regime and thus cover all three aforementioned temperature regimes. In our prior works, we demonstrated that by borrowing ideas from the generalized entropy theory (GET) and the Adam−Gibbs theory of glass formation, we could correct the accelerated dynamics of the CG model in a temperature-transferable manner. 25, 26 This was done by realizing that E a can be "renormalized" by tuning the cohesive interaction strength parameter ε, which is readily accessible in commonly used nonbonded potentials such as the Lennard-Jones (LJ) potentials. The influence of ε on polymer dynamics has been vindicated in recent simulations. 27−29 By systematically varying ε through a renormalization factor α(T), i.e., ε(T) = α(T)ε 0 , our energy-renormalization (ER) approach was able to replicate the dynamics of the AA model at temperature regimes relevant for an amorphous polymer including the supercooled glass regime, the GF regime, and the melt regimewhich was a feat yet to be demonstrated in a CG model. While the renormalization process was empirically donee, it was noted that the sigmoidal trend of the resulting α(T) was exactly consistent with the differences in E a between AA and CG models and with the shape of the CRR size evolving with T (i.e., Adam−Gibbs' measure of E a ). 30 Here, we follow up on a crucial question concerning what α(T) must look like when sampling rate or frequencydependent rheological behaviors are probed, and whether our ER strategy can be extended to describe viscoelastic response of polymers involving large scale chain motions. This question is of obvious importance in polymer science since one of the foundational properties of polymers is their frequency-dependent dynamic mechanical properties, i.e., linear viscoelasticity, which take on greater importance at larger time scales beyond the glassy relaxation regime. At the outset, we may hypothesize that the frequency-related effects must have a coupled effect on α(T) due to the so-called time−temperature equivalence of linear polymers; however, how exactly this coupling is manifested remains unclear. We also know from the experimental studies of Sokolov and co-workers 31−33 that the fragility of GF polymer materials is generally length scale dependent. This observation would appear to require an energy renormalization that depends on frequency (or scattering wave vector q) to describe the viscoelastic response of polymers.
To examine these questions, we perform oscillatory shear using molecular dynamics (MD) simulations and show that changing the imposed oscillation f on the system results in a horizontal shift of α(T), which is proportional to the polymer's dynamic fragility. By accounting for the dynamic fragility of polymers as a material parameter, we are able to predict how much α(T) must shift with respect to f (in a manner similar to time−temperature superposition) in order to capture AA viscoelasticity, and thus E a , across a wide range of T and f, i.e., ε(T, f), relevant to the α-relaxation regime. We demonstrate this achievement on two polymers of well-known differences in fragilities: 1,4-cis-polybutadiene (PB) and atactic PS. The more "fragile" PS exhibits a steeper increase in relaxation times with respect to temperature near the glass transition temperature T g , whereas the more "strong" PB shows a comparatively more linear increase in relaxation times with respect to temperature. We show that in spite of this difference in T-dependent dynamics, the CG models developed from our ER method can predict viscoelasticity for both PS and PB over a wide range of T and several decades of f, which are consistent with both AA simulation results and earlier experimental measurements. Our results show promises of applying CG modeling for the study of time-and temperature-dependent behaviors of polymers and soft matter.
■ COARSE-GRAINING METHOD
Overview of the Energy Renormalization Strategy. We recently proposed an energy-renormalization (ER) approach to capturing AA polymer dynamics under coarse-graining 25,26 by renormalizing the cohesive interaction strength parameter ε (via the "entropy−enthalpy compensation" effect) 34 −38 in a temperature-dependent manner, i.e., ε(T) = α(T)ε 0 , where α(T) is a renormalization factor and ε 0 is a constant value. The sigmoidal variation of α(T) [and ε(T)] obtained from our ER method is consistent with the variation of the extent of collective motion (or alternatively, the size evolution of the cooperatively rearranging regions) predicted by the GET of glass formation. 30 A similar operation on the cohesive interaction length-scale parameter σ is also performed to preserve the density. This is important as density is increasingly recognized as a crucial parameter for describing polymeric fluids, for instance, their vibrational dynamics, 39, 40 which are in turn related to long-time relaxation dynamics. 41 Recent coarsegraining efforts have also elucidated the importance of maintaining density as an active variable for capturing structural and thermodynamic properties of polymeric fluids. 23 The estimate of σ yields a weakly T-dependent linear function β(T), wherein σ(T) = β(T)σ 0 . Using the ER scheme, we could capture AA dynamics under coarse-graining over the entire temperature range of glass formation, ranging from the high-T melt to the segmental and low-T glassy regimes. Some sacrifices in structural and thermodynamic information were made to achieve this, such as the isothermal compressibility and the full radial distribution function (RDF). However, we were still able to preserve some key thermodynamic and structural properties such as density, strain energy density (proportional to the modulus), and also the primary peak location of the RDF.
25
Capturing both thermodynamics and dynamics accurately at different state points remains a challenging endeavor.
To coarse-grain PB and PS polymer models using the ER approach, we first build atomistically informed CG models, where the force centers of the corresponding CG beads are shown in Figure 1A . For this study, we utilize polymer models of N = 10 repeat units per chain to illustrate our coarse-graining approach for computational expediency, since increasing N can significantly increase relaxation time and thus computational costa critical problem particularly for atomistic simulations. The probability distributions are used to derive the CG potentials of the bond, angle, and dihedrals for the 1-bead CG-PB model via the inverse Boltzmann method (IBM), 14 while those of the 2-bead CG-PS model are adopted from our prior work. 42 The resulting CG structures of PB and PS are illustrated in Figure 1B , and a detailed treatment of the coarsegraining procedure of the bonded interactions can be found in the Supporting Information.
This leaves the parametrization of the nonbonded potentials via the ER factors α and β for the cohesive interaction strength and length-scale parameters (i.e., ε and σ), respectively, in the 12−6 Lennard-Jones (LJ) potentials. In our prior work of CG PS, α was taken to be temperature-dependent based on calculations of the diffusivity D and segmental relaxation time τ α , i.e., α(T), while β was determined by preserving the Tdependent AA density ρ under coarse-graining, i.e., β(T).
25 It was found that α(T) had a significant effect on the dynamics of the CG polymer, while β(T) could be estimated roughly at first and then readjusted after calibrating α(T) as to bring the CG model density into alignment with the AA model. As mentioned above, the results of this operation for PS yield a sigmoidally T-dependent function for α(T) and a linear Tdependent function for β(T).
25 To generalize our results for the second polymer in question, PB, we perform the similar renormalization procedures based on the criteria mentioned above (the methods are detailed extensively in section 4 of the Supporting Information). Our results show that PB also exhibits a sigmoidally T-dependent function for α(T) and a weakly T-dependence for β(T) which ends up as a single value (i.e., σ = 0.45 nm) to a good approximation ( Figure S3 in the Supporting Information). The functional forms of α(T) and β(T) for both PS and PB are listed in Table S2 of the Supporting Information.
We note that the calculations are based on what we henceforth refer to as equilibrium molecular dynamics (EMD) simulations; these refer to simulations involving equilibration without any applied external stresses or deformation to the polymers, wherein D, τ α , and ρ are measured. By contrast, viscoelastic properties such as the complex shear modulus G* are obtained by externally deforming the simulation box at a prescribed strain rate, which necessitates nonequilibrium molecular dynamics (NEMD) simulations. In particular, viscoelastic properties of the polymers obtained by performing oscillatory shear via the NEMD simulations are dependent on shear frequency f. This complicates our approach of using ER factors α(T) and β(T) to capture dynamics, as the sampling f is intrinsically related to the thermal state (i.e., T) of the polymer, a phenomenon called "time−temperature superposition". This is because polymer relaxation typically exhibits a strong dependence on the chain segment size (manifested, for example, in intermediate scattering measurements where τ α is highly dependent on the magnitude of the wave vector q), 43 and relaxation processes of different number of segments are activated at different frequency f. Thus, for obtaining properties that require NEMD studies such as linear viscoelasticity, the ER factor for cohesive interactions must be tuned with respect to both T and f, i.e., α(T, f).
44−46
To streamline our definition for both polymers, we define α(T, f) such that ε(T, f) = α(T, f)ε A , where ε A is the plateau value of ε in the high-T Arrhenius regime for each polymer (more details in section 3 of the Supporting Information on nonbonded potential definitions). The Arrhenius regime represents the T range where the activation energy of GF system is temperature independent, and its onset can be approximated by the temperature where the α(T, f) function reaches a plateau value. 25 For subsequent NEMD studies and parametrization of α(T, f), we use β(T) values obtained from EMD simulations.
Energy Renormalization for Viscoelastic Properties. To determine α(T, f) for studying viscoelasticity, we perform AA and CG measurements of viscoelasticity (i.e., the complex shear moduli G*) at various T and f in the GF regime via smallamplitude oscillatory shear (SAOS) simulations as illustrated in Figure 2A . We sample approximately 40 oscillatory shear cycles and process the sinusoidal stress output σ xy (t) ( Figure 2B ) to obtain the complex shear modulus G* through the relation G* = σ 0 /γ 0 , where σ 0 and γ 0 are the stress and strain amplitudes, respectively. The real-part storage modulus G′ and the imaginary-part loss modulus G″ can be calculated by the relations G′ = G* cos(δ) and G″ = G* sin(δ), respectively, where δ is the phase lag between stress and strain ( Figure 2B) . A caveat to this procedure is that the viscoelastic stress outputs can only be assumed to be linear when the prescribed γ 0 is sufficiently small. Thus, we first perform amplitude sweep tests on AA-PB to find the limit of the linear viscoelastic regime, which is estimated to be γ 0 ≤ 0.03, as shown in Figure S4 . More details on the amplitude sweep test as well as the fitting procedure used to identify viscoelastic parameters such as σ 0 and δ are discussed in section 5 of the Supporting Information. Systematic NEMD simulations for CG-PB using different α values at f = 10 10 Hz and at T = 140 to 300 K for PB indicate that cohesive interactions have a prominent effect on G* (Figure 2C) , which is consistent with recent work that showed a predominant role of ε in capturing dynamic and mechanical behaviors of polymers. 42 It is evident that to match AA-PB's G* values, ε must be renormalized at each temperature in the nonArrhenius GF regime, where the ER factor α must increase as temperature is lowered. Figure 3A shows the α values obtained for PB at T from 100 to 320 K and f from 2.0 × 10 9 to 2.0 × 10 10 Hz by matching AA G* values; Figure 3B shows the α values for PS at T from 350 to 530 K and f from 3.3 × 10 9 to 2.0 × 10 10 Hz. All results are obtained from three trials with random initial configurations. In a similar vein as the sigmoidal α(T) from EMD, we find that α from NEMD also takes a sigmoidal functional form, where the magnitude of α increases from a nearly constant value in the high-T Arrhenius regime to plateaus approaching the glassy state upon cooling. As we hypothesized earlier, we find that α(T) exhibits frequency dependence (see insets in Figure  3A ,B). From an isothermal perspective, this translation is nearly vertical. Indeed, the magnitudes of NEMD ε A at f = 10 10 Hz are observed to be larger than those derived from EMD calculations (detailed in the Supporting Information): they are 1.22 and 1.33 times larger for PB and PS, respectively. This suggests that a higher strain rate necessitates a greater ER factor, which is largely consistent with our sigmoidal representation of α in the GF regime since glassy states require a larger α. The differences in α A between EMD and NEMD may also arise from the effect of applied flow fields on the system's entropy and the alteration of bonded potentials, which may alter E a beyond those governed by the cohesive interactions. In the non-Arrhenius relaxation regime of glass formation, it is convenient to visualize the shift in α as being horizontal, wherein higher frequency readings will shift α to the right, and vice versa. This can readily be captured by the T and f dependent ER factor α(T, f)
where α g and α A refer to α values in the glassy and Arrhenius regimes, respectively, and Φ is the two-state logistic function taking the form 48 where k is a fitting parameter describing the breadth of the transition of α(T, f) and T T is the transition temperature separating the Arrhenius and glassy regimes. Note that the same functional form captures α(T) in the absence of f effects as discussed above. Employing this function allows for the collapse of the α curves of PB and PS into single sigmoidal curves that accounts for the f-dependence of α(T) by normalizing T with T T ( Figure  3A ,B), which scales with f ( Figure 3A ,B inset). Representative T sweeps for the α-tuned CG models of PB and PS with respect to G′, G″, and G* measured at two different f are shown in Figure S5 .
Obtaining viscoelastic properties at lower f requires predictive extrapolation of T T (f). Several prior studies have noted that the f-dependence of a polymer's dynamics can be well described by an Arrhenius relationship of the form (2) where f 0 is a prefactor, ΔH a is an apparent activation energy, and T char is a characteristic temperature, for instance, T g . 45, 46 Similarly, as T T ( f) describes approximately the midpoint of the GF regime, we should expect this quantity to follow a similar Arrhenius dependence. Figure 3C shows the plot of T T ( f) for PB and PS, normalized by the onset Arrhenius temperature T A and the fragility parameter K. Figure S3 . As discussed in the Introduction, a highly fragile polymer with large K will experience a larger variation in dynamics with respect to T during glass formation. These procedures, i.e., plotting ln f vs
A , collapse all our data for both polymers, which are then described by a linear Arrhenius fit (solid line) from eq 2 ( Figure 3C ). These results suggest that T T can be considered as a characteristic temperature associated with GF behavior and also that the f-dependence of α bears close relationship with the GF liquid's fragility. This latter conclusion is intuitive as α(T, f) is predicated on correcting the diverging GF dynamics between AA and CG models, the extent to which will differ depending on the polymer's fragility. The Arrhenius assumption of T T ( f) is expected to hold over a moderate range of frequency, 45 and crucially, these fits for T T ( f) can be extrapolated to estimate low-frequency renormalization factor α(T, f) for both polymer systems. All the parameters used in eqs 1 and 2, including the values of T A and K for PB and PS, are listed in Table 1 .
■ RESULTS
We now use the derived α(T, f) as T-and f-dependent renormalization of the cohesive interaction parameter ε for our two polymer models and sample viscoelasticity by measuring G* in the GF regimes for AA and CG systems of both polymers. To do so, we perform SAOS analysis at T = 220−320 K and f = 10 7 −10 10 Hz for CG-PB and T = 370−530 K and f = 10 8
−10
10 Hz for CG-PS. We note that the ranges explored by the CG-PB model approaches frequency regimes of experimental rheology setups, such as the quartz crystal microbalance, which can sample viscoelasticity at f = 1.5 × 10 7 Hz. 50 For the AA models, the accessible f range is slightly smaller than those of the CG-PB model due to the more fine-grained bead definitions ( Figure S2 ). Figure 4A shows the G* master curves for AA and CG models of PB and PS at reference temperatures T The horizontal shifting factor a T is the scaling required to converge the different T data into a single master curve and is related to a polymer's glass-transition. 51 The AA density values are later shown in Figure 6 . The horizontally shifted frequencies in Figure 4A are then normalized with respect to a reference maximum frequency f max and the logarithmic frequency is then multiplied by the fragility parameter K, in similar vein as the normalization function in eq 2. f max is defined to be the shifted frequency where AA-PB and AA-PS share AA-PS's maximum b T G* ≈ 10 8.9 Pa. The normalization procedure shifts the data to the same f domain, while the multiplication operation collapses the fragility-dependent softening that manifests in the GF regime of the viscoelastic master curves upon cooling. Both the AA and CG data for the two polymers are reasonably well captured by the master curve, which indicates that the models retain the fragility-dependent viscoelasticity of the two polymers. Figure 4B shows the collapsed a T values for all four systems, with the temperature normalized by T A and the logarithmic shift factor multiplied by K. AA-PB, AA-PS, and CG-PS values can be described with a single Williams−Landel− Ferry (WLF) function:
(fitting param- Table S3 ). However, for the CG-PB, the values of shift factor a T diverge below T ≈ 260 K for reasons we discuss later.
In Figures 5A and 5B, we show Van Gurp−Palmen plots 53  a plotting method that compares G* with δ and thus removes a T from considerationthat compare our AA and CG model results with experimental results. Specifically, we compare our results with those measurements of PB by Palade et al. (M n = 70 000 g mol −1 and M w = 70 600 g mol −1 , with a mixed microstructure of 41% cis, 48% trans, and 11% vinyl) 54 , with an atactic microstructure). 55 Direct comparisons cannot be made here as there are substantial differences as follows. First, there are differences in molecular masses, which can cause divergences in relaxation times and fragility parameter K, and thus the maximum δ of the polymers. This can be more obvious for more fragile polymers such as PS. Second, there are differences in microstructure content, particularly for PB. Third, there are differences in cooling rates, which can cause different GF dynamics as discussed by many prior studies. Nevertheless, there are no precedents that have probed GF viscoelastic behavior in similar computational settings as our study, and thus a reasonable agreement observed here is a promising sign for the efficacy of our CG modeling strategy. Indeed, as shown in Figures 5A and 5B, the CG models can capture general characteristics of the respective polymers in the GF regime, such as the peak of δ and the softening dispersions in the case of PS that follow. This softening behavior is evident in both experimental and CG-NEMD results. The softening dispersion manifests as a large variation in δ observed in experimental measurement, 55 and this problem is exacerbated in our CG systems. Noisier δ values are observed in our polymer samples at lower frequencies ( Figures 5A and 5B) as the SAOS fitting analysis must deal with more thermal noise at lower frequencies and higher temperatures.
It was mentioned that we used f-independent β(T) for both CG-PS and CG-PB throughout the NEMD calibration of α(T, f). Although the reasoning was that the density ρ is invariant of the sampling f, as our α(T, f) function necessarily changes cohesive energy with f, we may expect that ρ must also change as a result. We find however, that our approach of using an findependent β(T) yields a decent prediction of ρ across all temperatures ( Figure 6A for PB and Figure 6B for PS). We see that NEMD systems are slightly denser, particularly at higher T, at f = 10 10 Hz, which is consistent with the aforementioned fact that NEMD α(T, f = 10 10 Hz) are 1.2−1.3 times higher in magnitude than EMD α(T) (from which β(T) were derived) for both polymers. Nevertheless, cohesive interaction strength ε has a much weaker effect on density compared to the lengthscale parameter σ, 25 and accordingly we find that the NEMDbased ρ values are still within ± 0.05 g cm −3 of AA ρ values. Therefore, our approximation for using β(T) seems to yield a fairly accurate representation of ρ, particularly in intermediate and lower temperatures.
■ DISCUSSION
We have shown that an explicit parametrization and extrapolation scheme for α(T, f) as a function of the polymer's fragility K yields a CG force field that is able to reproduce the viscoelastic properties of the atomistic polymer in the glassforming regime. These studies were conducted with a chain length of N = 10 for mainly computational expediency, since larger N requires significantly longer computation time to properly execute (section 7 of the Supporting Information). We may expect, however, that G* from the CG models should deviate slightly from the AA models using the same α(T, f) but with increasing N, as the glass-transition phenomenon of polymers is N-dependent. Thus, it would seem appropriate to make some modifications to α(T, f) (eq 1) based on N, as parameters like T T , describing the crossover temperature between a glass and a melt, are T g -dependent. Our follow-up simulations based on our current computational resources based on α(T, f) as derived via N = 10 for PB suggest that the difference should not be major ( Figure S7 ), but a more comprehensive follow-up study would be worthwhile to properly assess the N-dependence of α(T, f).
Throughout the present study, we have shown that the fdependent behavior of α(T, f) follows the expected fragility dependence, wherein the variance in T T ( f) for the more fragile PS is greater than that for PB ( Figures 3A,B) . We note, however, that this fragility dependence does not hold for the Tdependent behavior of α(T, f), despite the same glass formation physics that is at play. Should it hold, a larger sigmoidal scaling for PS relative to PB would have been observed, wherein α g for PS > α g for PB. However, the trend is actually the opposite as shown in Figures 3A,B . These are two different polymers, and universality is not necessarily expected a priori, but the reversal of the expected trend is still a curious result. We hypothesize that this contrasting behavior arises from the larger degree of coarse-graining λ for the 1-bead PB relative to 2-bead PS (the difference in bead sizes are demonstrated by the differences in CG model bonded potentials in Figure S2 ), which has affected many of our results thus far. First, we observe that CG-PB generally samples a lower range of frequency (f = 10 7 −10 10 Hz) compared to CG-PS (f = 10 8 −2.0 × 10 10 Hz and potentially higher). Beyond f = 10 10 Hz, α is nearly independent of frequency for CG-PB, which indicates that the CG-PB is unable to capture relaxations at ultrahigh frequencies. These highfrequency dynamics are primarily associated with the Johari− Goldstein 56 type β-relaxation (or even γ-relaxation at even higher frequencies 57 ), which are much more intramolecular in nature compared to α-relaxation. 58, 59 Thus, it is expected that coarser descriptions of the bonded potentials may cause a loss of resolution in β-relaxation.
This problem is apparent in Figure 4B , which shows a deviation of the WLF function for the CG-PB relative to all other systems at T = 260 K. This temperature coincides with the temperature at which the AA-PB begin to fall out of equilibrium (T at which τ ≈ 1 ns as shown in Figure 4C ) and also when the G″ becomes unresolvable with the fully parametrized α(T, f) ( Figure S5 ) or with different iterations of ε and σ ( Figure S6 ). All of these results indicate that upon approaching vitrification, the CG-PB model with higher degree of coarse-graining λ (i.e., number of atoms per CG bead in average) is less capable of capturing its localized dynamics. We note, however, that the reverse also appliesthat is, the more "fine-grained" CG-PS model with less λ is less able to capture segmental dynamics in the α-relaxation regime as it cannot access lower frequencies and also exhibits larger noise ( Figures  5A,B) . Recent studies have confirmed the importance of λ on large-scale diffusive dynamics 60 and have investigated how λ changes the temperature-dependent dynamics in CG models in the high-temperature regime. 61 Yet, to our knowledge, no recent work has quantitatively addressed how this effect may manifest near the glass-transition temperature where relaxation dynamics become more local in nature. We may hypothesize that λ, and bonded potentials derived via IBM, becomes increasingly important near lower temperatures due to localized glassy dynamics, and our results are consistent with this idea. More quantitative assessment of the relationship between the resolution limits provided by different λ at different temperatures is worthy of future investigation. With this being said, the loss of resolution in high-frequency glassy regimes may be trivial for CG modeling purposes. After all, the AA model should be sufficient for sampling dynamics in these fast regimes. Our findings indicate that the larger scaling of the α(T, f) for CG-PB at lower temperatures may be compensatory in nature with λ. Thus, we expect that reducing λ would decrease the magnitude of α(T, f) scaling in PB, in a manner largely consistent with its fragility relative to PS. It would be worthwhile to confirm these hypothesis and open a pathway for developing universal CG model energetic parameters of glass formers based on K and λ.
Lastly, we wish to discuss the generality of our findings with respect to alternative approaches to capturing the dynamics of CG models. In the Introduction, it was mentioned that previous studies have utilized kinetic scaling factors, 61 frictional factors (following the Mori−Zwanzig formalism), 16−19 and also a combination of frictional and entropic factors 21, 22 to correct for T-dependent dynamics of polymers in T-regimes that are primarily characterized via self-diffusion coefficients. With our finding that the cohesive energy parameter can be tailored to capture dynamics into the deeply supercooled amorphous solid regimein particular, in a sigmoidal mannerit would be of great interest to see how these alternative scaling factors must evolve with decreasing T to capture atomistic dynamics. 
■ CONCLUSION
In this work we have presented a generalized framework for capturing the viscoelastic properties of polymers in the α-relaxation regime, demonstrated on disparate polymers PB and PS. By employing a theoretically informed calibration of the activation energy of glass formation via cohesive interaction strength parameter ε and taking dynamic fragility into account, we have shown that we can capture viscoelastic dynamics in the megahertz frequency regimea regime approaching experimental resolutionsand capture important dynamical properties in this regime such as the maximum in tan δ. The efficacy of our strategy suggests that renormalization of cohesive energy can be generalized to different GF polymers based on parameters such as fragility and degrees of coarse-graining. Such universalization of the energy renormalization in CG model development would be promising in achieving the predictive and multiscale modeling of GF polymer materials over a wide temperature range. The work presented in this study represent an important stride toward such goals.
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