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Small multiples play a vital and growing role in the display of complex 
information.  They are particularly useful for depicting spatiotemporal data, for which 
more traditional graphs and maps are inadequate.  However, the scientific investigation of 
the usefulness of small multiples has been limited and often misdirected.  In five 
experiments, small bar graphs are used to investigate several factors that could influence 
the comparability of the small graphs that comprise a small multiples graph.  These 
factors include the distance between the graphs, the alignment of the graphs, the 
orientation of the bars, the length of the bars, and whether the graphs contain a single bar 
or multiple bars.   In all cases, the most important factor affecting the comparability of 
the graphs was the difference in lengths, or difference in the increase of lengths, that the 
participants were asked to compare.  The effects of distance were greater when the bars 
were closer to each other than when they were farther apart, suggesting that the bars are 
compared using central vision.   For pairs of graphs with a single bar each, comparability 
decreased as the distance between the graphs increased, although this effect was more 
prominent measured by accuracy than response time.  Graph arrangements with 
horizontal alignments and vertical orientations were more comparable, although these 
effects were more subtle than the distance effects.  For pairs of graphs with two bars 
each, the distance between the graphs had no effect on the accuracy of the comparison, 
and only a slight effect on the response time.  Alignment and orientation had no effect on 
the comparability of graphs with two lines.  The similarity of the lines in each graph, 
including but not limited to the critical length increase, significantly affected the 
comparability of the graphs.   
 
Part of a graph difficulty principle for small multiple graphs is offered as advice 
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Chapter 1: Introduction 
We live in a complex and changing world, and to describe that world visually, we 
often need complex graphs.  In recent years, there has been an explosion in the variety of 
complex graphs available in media such as newspapers and the World Wide Web.  
One aspect common to many complex graphs is known as small multiples.  This 
term, coined by Tufte (1983), refers to a collection of small, similar graphs that are 
component parts of a larger, complex graph.  A viewer may look at one small graph at a 
time to examine the data it represents, or compare different small graphs to one another to 
determine how the underlying data sets differ. 
This project is focused on identifying and quantifying how certain choices made 
by the graph designer can assist or hinder these comparisons, using bar graphs as the 
underlying graph type.  These choices include how the small graphs are arranged in the 
larger graph (distance and alignment), and how the bars are oriented.  Other factors such 
as the complexity of the bar graphs and similarity of the bars are also examined. 
In this chapter, I first describe why complex data visualization is necessary, and 
why I believe small multiples are an essential tool for data visualization, using the 
motivating example of spatiotemporal data.  Next, I describe the literature about 
judgments and comparisons of line length, and explain why the research described here 
focuses on bar graphs.  Finally, I give an overview of the experiments I conducted. 
Spatiotemporal Maps and the Need for Complex Graphs 
Some of the most difficult, yet essential kinds of data to represent visually are 





challenging type of high-dimensional graph (Andrienko & Andrienko, 2006; Tufte, 
1983).  Like any thematic map, spatiotemporal maps show how particular data differ 
geographically, but spatiotemporal maps also show how that data differ over time.  Most 
graphs that display time do so using the horizontal dimension, but most maps use both the 
horizontal and vertical dimensions to display geographic space.  Thus the map designer 
can’t simply rely on these conventions in order to show how an attribute varies over time 
and space without making some kind of concession (Bertin, 1967/1983).  There are many 
approaches to displaying data in spatiotemporal maps, and some of these are discussed in 
the Types section below.   
Terms 
Spatiotemporal maps can be either static, meaning they do not move and could be 
printed in a book or newspaper, or dynamic, meaning they move or change.  Dynamic 
maps include animated maps, which change without requiring input from a user, and 
interactive maps, which respond to input.  Some maps are both animated and interactive.  
To be a spatiotemporal map, information from more than one time must be shown.  
Peuquet (2002) discusses that the question of how to segment space and time has been 
unsettled for thousands of years.  Here, time refers to a particular point in the space-time 
continuum; other terms like moment (which Andrienko & Andrienko, 2004, use), epoch, 
or time slice are other choices for this term.  Time is intentionally somewhat vague here, 
and could refer to a time interval of a year or a single instant, but must be defined clearly 
for any particular spatiotemporal map.  I will use the convention of referring to distinct 






The data being represented in a map are attributes, so if we imagine, as 
Andrienko and Andrienko (2004) do when they used the terms below that I will use here, 
a map of crime rates in the U. S., crime rate would be the attribute.  The entire U. S., 
which is the total geographical space being represented, is the territory.  Within the 
territory some maps predefine several locations, areas smaller than the territory, which in 
this example are the states.  In some maps, the data do not need to be aggregated beyond 
the resolution of the overall map.  Figure 1, a map of the world at night (Mayhew, C. and 
Simmon, R., 2008), does not have predefined regions; there are as many locations in the 
map as there are pixels to show them.  (Note that although the images that Figure 1 is 
based on were taken at different times, the map does not depict data from more than one 
time at a particular location, and therefore it is not a spatiotemporal map.)  In a map of 
crime rates, for which data are less abundant and precise than those available to NASA 
for their map, the data are likely to be based on predefined locations, so each location has 






Figure 1.  A map of Earth at night.  
This map, created by NASA from satellite images, shows light around the world at night. 
Mayhew, C. and Simmon, R. (2008). 
Spatiotemporal map readers want to know how the value of the attribute varies 
across space and time.  Any variation constitutes a difference, but Andrienko and 
Andrienko (2004) use particular terms for certain kinds of differences.  A change is a 
difference between two times in a single location, and a trend is a pattern of differences 
in a single location over three or more times.  The distribution is the pattern across the 
territory at a particular time.  Of course, it might be reasonable to talk about the change or 
trend in a region of the territory, or the distribution within one.  
Data may be represented on maps in many ways.  Areas of the map may be 
colored differently to show different values of an attribute.  When this coloring is done on 
the basis of predefined locations, the result is a choropleth map, like the one in Figure 2.  
(Figure 2 and similar maps have distorted state boundaries to allow space for the bar 
graphs that appear in later figures.) Data may also be represented with signs (Bertin, 






textures, etc.  Bertin calls these retinal variables to distinguish them from the planar 
variables of the X and Y dimensions.  Brewer (2008) discusses effective color schemes 
for choropleth maps.  
 
 
Figure 2.  A choropleth map. 
Darker colors represent higher total population in the represented State, according to the 2010 Census. 
Tasks 
Andrienko and Andrienko (2006) point out that there are a nearly infinite number 
of tasks that can be performed using spatiotemporal maps.  However, they do organize 
them into nine rough questions that can be asked of the data, which are paraphrased 






1a.  What is the value of the attribute at one location at Time 1?  
1b.  What is the distribution of the attribute across the territory at Time 1? 
2a.  What is the change in the attribute from Time 1 to Time 2 at one location? 
2b.  What is the distribution of changes in the attribute from Time 1 to Time 2 
across the territory? 
2c.  What is the change of the distribution of the attribute from Time 1 to Time 2 
across the territory? 
3a.  What is the trend in the attribute at one location? 
3b.  How do the trends in the attribute at Location 1 and Location 2 compare?  
3c.  What is the distribution of trends in the attribute across the territory? 
3d.  What is the trend of distribution of the attribute across the territory? 
 
Questions 1a and 1b can be asked of any thematic map, as they do not involve 
more than one time.  Question 2a can be asked of any time series graph that shows 
georeferenced data.  Questions 2b and 2c require the same data to answer, but are 
different questions.  Imagine a map of crime data in the U. S. (as Andrienko & 
Andrienko, 2004, use).  If crime dropped in Maryland from 1990 to 2000, but remained 
steady elsewhere, the answer to 2b would be that the change was in the negative direction 
in Maryland, and there was no change elsewhere.  The answer to 2c might be that crime, 
which had been concentrated in Maryland, was now evenly distributed across the 
country.  But it might be that crime was still concentrated in Maryland, or was now 
lowest in Maryland, depending on what the distribution was in 1990 and the severity of 






would not change the overall pattern.  So while we would answer question 2b by saying 
that there were negative changes everywhere, we would answer 2c by saying there was 
no change. 
Trends are inherently more complex than changes, and are thus more difficult to 
describe.  Lee, Butavicius, and Reilly (2003) found it difficult to formulate and evaluate 
questions that involved more than a few pieces of information.  Question 3a, like question 
2a, can be asked of any time series graph.  An answer to this type of question might be 
that crime is decreasing more slowly in Maryland than it had been.  Question 3b is a 
comparison of two time series.  An answer to this type of question might be that crime is 
leveling off faster in Maryland than in Virginia.  Question 3c makes this even more 
general, and requires a more complex answer.  An answer to this type of question might 
be that crime is leveling off faster in the Northeast than in the South, is beginning to rise 
in the West, and is just beginning to drop in the Midwest.  Finally, question 3d requires a 
similarly complex answer, such as that while crime was moving from high concentrations 
in the Northeast and South to the Midwest, it is now starting to move to the West.  The 
added complexity of these later questions sometimes makes it difficult to express the 
answers precisely in words, making the use of information graphics even more beneficial. 
Types 
There are many kinds of spatiotemporal maps, and I have listed some of them 
here.   All spatiotemporal maps show at least one attribute at least two times and at least 
two locations, although the word map suggests more than two locations.  The map types 





static or dynamic.  The number of attributes and locations depicted are also important, but 
are generally less useful for classifying maps.  It is possible to create new, more complex 
visualizations of spatiotemporal data by combining these maps with other graphs like 
time series line graphs or scatterplots.  This list is not intended to be exhaustive, only to 
show many of the spatiotemporal maps in common use and those being developed by 
researchers. 
Static Maps Showing a Limited Number of Times 
These maps show how some attribute changes over time, but their design 
inherently limits how many times they depict. 
Change Map.  A change map is a single map that shows a single attribute:  the 
change in some data from Time 1 to Time 2 (Figure 3).  It is good for answering the 
questions about change (questions 2a, 2b, and 2c), but can not be used to answer the 
simplest question (1a) about values at a particular time and place.  Thus, change maps are 
not true spatiotemporal maps, because they only represent one time, namely the time 








Figure 3  A change map. 
This change map depicts the population growth rate of each State from 2000 to 2010, measured as a 
percentage of current population.  Darker greens indicate greater percentage growth.  The light pink of 
Michigan represents a decrease in population.  There is no way to determine from this map which States 
have large populations. 
 
Map Pair.  A map pair is two maps of the same territory, each depicting the same 
attribute at different times, arranged next to one another.  Any thematic map depicting an 
attribute at one time can be made into a map pair by adding a second map representing a 
second time.  It is the simplest form of small multiple map.  Map pairs can be used to 






Figure 4.  A map pair. 
This map pair shows the Arctic ice cap in 1979 (left) and 2003 (right). NASA (2003). 
 
 
Habitat Loss Map.  This is a choropleth map in which the colors represent the 
extent of some attribute at different times (Figure 5).  As more times are added, more 
colors become necessary, making the map increasingly difficult to interpret, especially 
because it is difficult to remember an ordering of variables like color (Bertin, 1967/1983).  
These maps are fine for depicting areas that shrink or grow monotonically, such as 
natural habitats or urban sprawl, but fail when depicting more nuanced data.  If a wild 
animal population recovers, or part of a city is destroyed, the map must become more 
complex or less precise.  Note the ambiguity in the map in Figure 5; we do not know 






would be necessary to depict these areas.  If a third time were added, up to four more 
colors would be necessary to show which areas the tigers lived in at various times.  One 
way to alleviate this confusion is to use different retinal variables (outlines, patterns, etc.) 
for different times (Bertin, 1967/1983; MacEachren, 1995).  See Maps With More Than 
One Way of Showing the Attribute below. 
 
Figure 5.  Habitat loss map. 
In this map of tiger habitat, areas that were not tiger habitat in 1900 or 1990 are depicted in green.  Areas 
that were tiger habitat in 1990 are depicted in red.  The other areas, depicted in orange, represent habitat 








Static Maps Showing and Unlimited Number of Times 
These maps do not necessarily depict continuous or data, or infinite amounts of 
data, but it is relatively easy to add new times to one of these types of maps, by adding 
new bars, lengthening line graphs, adding small maps, etc. 
Bar Graph Map.  A bar graph map is a map with small bar graphs embedded in it 
at each location.  Each bar in the small graph represents a different time.  The bar graphs 
can have as few as one bar in them, but the map is spatiotemporal when they have two or 
more (Figure 6).  Line graphs or other time series graphs can also be used.  Bertin 
(1967/1983) calls these chartmaps, that is, maps embedded with small charts.  Chartmaps 







Figure 6.  A bar graph map. 
The population of each State, measured by decennial Census data, is shown using bar graphs. 
 
Map Array.  A map array is a series of maps, each showing a different time, 
arranged near each other, usually in a row or several rows (Figure 7).  This is the 
extension of the map pair that allows the user to answer questions about more than two 







Figure 7.  A map array. 
The population of each state is shown for each census year from 1910 to 2010.  Darker grays indicate 
higher population. 
 
Maps With More Than One Way of Showing the Attribute.  A map could show 
the values of an attribute at Time 1 as a choropleth map, with bars or other signs 
indicating changes from Time 1 to Time 2 and beyond.  Andrienko and Andrienko (2006) 
discuss maps with arrows showing the migratory patterns of birds.  Football diagrams 
show the starting position and how each player is supposed to move and change direction 
when the play begins.  There are many possible maps of this type that may be useful for 
specific tasks.  Maps showing historical battles often use shaded areas or lines to show 
where military forces began the battle, with arrows or other illustrations of the 
movements of those forces.  The most famous of these is Minard’s map (Figure 8) of 
Napoleon’s disastrous campaign in Russia (Tufte, 1983), which shows the army getting 
smaller as time goes on using a band that gets thinner.  The orientation of the band, and 
several geographic and other graphical elements included in the map allow it to depict six 
variables (Tufte, 1983).  Although the attention this map has gained is well deserved, it is 







Figure 8.  Minard's map. 
http://en.wikipedia.org/wiki/Charles_Joseph_Minard 
Dynamic Maps. 
These maps require an electronic medium such as a computer or television.  These 
maps convey some of their information by changing their state over time or in response 
to input from the user. 
Animated Map.  Just as the name implies, an animated map is a map in which the 
image changes to show the attribute at different times. Weather maps on television or the 
web use animation to show changing weather patterns.  Animated maps are often 
promoted as particularly useful because they represent the dimension of time with 
changes in the depiction over time, albeit at different scales.  Tversky, Morrison, and 
Betrancourt (2002) call this the congruence principle.  Without some level of 
interactivity, they say, animations have limited applications.  Controllable animations are 
common on the web.  Figure 9 shows a web-based weather map that allows the user to 










Cube Map.  A cube map is a 2-D projection of a 3-D cube in which two 
dimensions represent space, and one, time, and the attribute is represented as signs, such 
as spheres in this 3-D space (Andrienko et al., 2003; Andrienko & Andrienko, 2006).  
Cube maps are usually used for point data, not for data with predefined locations.  
Rotating the cube makes it possible to see the signs in their virtual space, and clusters 







Figure 10.  A cube map. 
The dimension perpendicular to the map surface represents time.  Each dot corresponds to a particular point 
on the map, here, a particular State.  Dots higher in the vertical space represent more recent data.  Green 
dots represent a growth rate of over 20% from the previous Census.  Red dots represent any negative 
growth rate from the previous Census. 
 
Multi-Component Interactive Maps. Visualizations can have related components 
that are linked such that each reacts when any of them are manipulated by the user.  
These can include line graphs, scatterplots, tables, or any other component (Figure 11).  
Many such systems have been developed and described, including by MacEachren, Dai, 
Hardisty, Guo, and Lengerich (2003), Andrienko and Andrienko (1999) Andrienko and 
Andrienko (2004), Guo, Chen, MacEachren, and Liao (2005), and Carr, Chen, Bell, 






Figure 11.  A multi-component interactive map. 
This still image is from GeoViz Toolkit, a GIS program that includes linked interactive maps and graphs.  
Hardisty, Myers, & Liao (2007). 
 
There is a broad variety of ways of displaying spatiotemporal information.  Each 
new method has some kind of drawback, and is usually best suited for looking at 
particular kinds of data or answering particular kinds of questions.  Another common 
feature is that each new method builds on a simpler method (or more than one).  Thus the 
presence of new and exciting visualizations should encourage research into how people 






An Example: 2008 Presidential Polling Data 
Presidential elections in the United States are decided by the Electoral College, 
the members of which, called “electors,” are chosen according to which candidate they 
are pledged to support by the voters of each state and the District of Columbia (which is 
like a state in this process, and will be treated as one for the remainder of this example).  
Because different electors are chosen by each state, close followers of presidential 
politics often want to predict which candidates will win each state, based on past trends, 
demographics, and polling data.  During a presidential election cycle, it is common to see 
maps of the U. S. colored in various shades of red, white, and blue, depicting which 
candidate led in each state, and the strength of his lead, according to recent polls.  These 
maps appear in newspapers and magazines, and on web sites.   Some web sites include 
animated versions of these maps, showing how the lead changes over time (Figure 12 
shows some examples from the 2008 presidential election cycle).  Comparisons of these 
maps, either simultaneously or sequentially, allows the viewer to see changes, like 
Obama’s surprise win in Indiana, or trends, like Obama’s gradual increase in support in 
several Southeastern States, three of which he eventually won.  Another common 
visualization of poll data is a line graph showing the level of support for each candidate 
with a colored line.  The reader can observe the relative positions of these lines at various 
times on the X axis to see which candidate led, and by how much.  The most common 
versions of these graphs show estimates of the overall popular vote, but some show 
estimates of the final tally of the Electoral College instead (Figure 13).   The chartmap in 
Figure 14 shows a new way to display this information.  The standard two-line graph is 





coded to represent the leading candidate.  Local trends and the distribution of these trends 
are made clear by showing small graphs arranged as a map.  A drawback is that the 
distribution at any one time is not displayed prominently, although this could be solved 
by highlighting (Andrienko & Andrienko, 2006), or another technique added to an 
interactive version of the electoral chartmap. 
 
  
September 4, 2008 October 4, 2008 
 
  
November 4, 2008 (final prediction) December 31, 2008 (final results) 
 
Figure 12.  Maps showing 2008 Presidential polling and results. 
Blue represents Obama, and red, McCain.  Darker colors indicate stronger levels of support for the leading 
candidate in each state, while white indicates a toss-up.  The red-and-purple coloring of Nebraska in the 
final map represents that state splitting its electoral delegation. 







Figure 13.  Line graph predicting the electoral college outcome of the 2008 U. S. Presidential election. 







Figure 14.  A chartmap of the state-by-state polling data. 
 
Each state has its own graph.  Each colored vertical bar represents a poll.  The color of the bar represents 
which candidate led, and the length of the bar indicates the size of that candidate’s lead.  The gray 
horizontal line through each graph represents 50% of the poll, so if a bar is completely under the line, 
neither candidate polled 50% or more.  The shapes and sizes of the states have been distorted to allow all 
the graphs to fit on one page, without overlapping.  The numbers indicate the electoral vote totals for that 
state.  The colors of the state abbreviations indicate the final winner of the state, as does the rightmost bar 
of each graph.  The pink and light blue lines are interpolations. 
http://lap.umd.edu/LAP/People/benjamin_smith/Polls.html 
The Case for Small Multiples 
With the many kinds of graphs available to depict spatiotemporal information, 
why should we pay particular attention to small multiples?  First of all, small multiples 
are easy to create because they are made up of familiar forms.  Our knowledge about how 
to draw effective bar graphs or choropleth maps can be reused to make effective small 






multiples of existing forms.  Third, although small multiples do not require interactivity, 
they can be an integral part of an interactive system, even in a small space, as illustrated 
in Figure 15 (Apple, Inc. 2009).   
 
Figure 15. Small multiples as part of a complex interactive interface. 
Small multiples show a timeline for movies captured on an iPhone. (Apple, Inc. 2009). 
 
A fourth reason is that despite their increasing popularity, small multiples remain 
somewhat controversial.  Few scientific studies of the usefulness of small multiples have 
been conducted until fairly recently (Bauer, Geurlain, & Brown, 2010), and some of 
those have only attempted to show how other visualizations are better for a specific 
purpose (Griffin, MacEachren, Hardisty, Steiner, and Li, 2006; MacEachren, 1995).  See 





The purpose of graphs is to assist people in acquiring and comprehending 
information by taking advantage of our considerable perceptual resources.  This is true 
whether or not the graph is created for the purpose of promoting a particular 
interpretation of the data.  Much of the discussion on effective visual communication 
centers on how to frame graphs, what labels to add, what information to include or not 
include on a graph.  Tufte (1983) divided this information into data ink, meaning only 
those marks on the page that directly convey and identify the actual values of the 
underlying attributes, and chartjunk, which is everything else.  Tufte cautions that 
chartjunk can distort the data, and confuse the graph reader.  Monmonier (1996), 
describes the same phenomena from a different angle in How to Lie With Maps, 
instructing the reader in how to identify, and, if necessary, employ, graphic techniques to 
promote a particular viewpoint.  Tufte discusses the importance of not lying with the data 
ink, but rather keeping the data and the ink used to depict it proportional.  Bertin 
(1967/1983), however, cautions that the ink used and how that ink is interpreted are not 
always proportional.  He describes how, when using black and white shading, 
proportional increases in the percentage of shading will be interpreted as more significant 
near total blackness or whiteness, and thus proposes a nonlinear system of shading to 
portray equal classes of information.  The desire to avoid the slippery slope of 
disproportional depiction, along with its broad utility, led me to choose length as the 
retinal variable in the experiments described below.  Different lengths are generally 
judged to be proportional in accordance with their objectively measurable proportions, 






Small Multiples and Theories of Graph Reading 
Several theorists have considered how graphs help us take advantage of the 
abilities of our visual processing system to better understand data.  All of these theorists 
prefer simpler graphics to more complex ones when the added complexity does not assist 
the graph reader in comprehending or interacting with data.  However, they reach 
different conclusions about the practicality of small multiples. 
Bertin’s Semiology of Graphics (1967/1983) describes principles of map and 
graph making inspired by Gestalt principles.  Color, for example, can be used to group 
objects in different places, allowing the graph reader to attend to only one group at a 
time, an ability called selective perception.  Some other retinal variables, such as shape, 
do not afford this ability.  But others, such as size, do, and offer the added ability of 
ordering, meaning that the reader can easily determine how different objects vary on 
some scale.  Although there are many ways to display the same information, Bertin 
argues, the best methods maximize the efficiency with which a graph reader can answer 
questions about the information displayed.  The most efficient type of graphic depends on 
the kinds of questions it must answer.  Bertin draws a distinction between two types of 
graphics: an image, in which all of the information can be comprehended in a single 
“instant of perception,” and a figuration, in which multiple instants of perception are 
necessary, and the comparison of the information from those instants requires some 
mental cost.  Images are not necessarily smaller, and do not necessarily contain less 
information than figurations, although this is often the case.  Bertin gives the example of 
a large, detailed map that contains only one kind of information as an image, and a basic 





to figurations generally, when a graphic needs to convey more than a small number of 
variables, figurations are necessary.  These figurations include both graphs with multiple 
kinds of signs or with signs that differ in more than one quality, and collections of 
smaller, simpler graphics.  Bertin considers most chartmaps and most small multiples to 
be figurations.  Figurations are useful for graphics that record lots of information in a 
fairly raw state, and Bertin gives guidelines for how to construct these.  Graphics that 
convey too many kinds of information may end up unusable for any purpose, because the 
signs are too complex to comprehend.  Ultimately, Bertin argues, in order to use graphics 
to express a particular message, the information must be simplified to the point where it 
can be drawn in an image, because people can only remember images. 
Pinker (1990) proposed a Graph Difficulty Principle, that information is harder to 
retrieve when top-down encoding and inferential processes are necessary to comprehend 
it.  Pinker's preference was to have the quantitative information readable directly from the 
graph, and for the reader to then apply that information to the relevant conceptual 
question.  He gave the example of two variables, both increasing over time.  In a table, it 
is easy to determine the exact value of either variable at any given time, by reading the 
number.  If the variables are presented in a bar graph, it is harder to determine the exact 
value of a variable at a given time; the comparison of the bar height to the values on the 
axis is a kind of top-down processing.  However, the bar graph makes it easier to 
compare the ratios of the values at a given time, because the comparison of the bars is a 
visual process.  Replacing the bars with a line graph of the variables makes it harder to 
compare the ratios, but easier to compare the relative trends by looking at how the lines 






graphs with multiple lines are preferred to multiple graphs with a single line each, for a 
small number of lines. 
Tufte (1983, 1990), coined the term small multiples, and promoted them as an 
efficient way to display highly dimensional data.  He notes that they allow a reader to 
find interesting features, compare one multiple against another, use spatial dimensions for 
more than one variable without causing confusion, and in fact take advantage of more 
than one spatial dimension to find complex patterns.  Tufte calls the ability afforded to 
the reader of examining local or global patterns micro/macro readings, similar to Bertin’s 
(1967/1983) concept of the image.  By contrast, some graphs and most tables can not be 
comprehended as wholes, which Tufte calls flatland, similar to Bertin’s figuration.  
Problems comparing small multiples, Tufte argued, can be alleviated by reducing lines or 
other non-data ink that provide visual interference, leaving only thin lines as guides when 
necessary to help the reader read the graph.  He describes how color, used sparingly, can 
make graphs easier to read by focusing the reader’s attention on the key details of each 
graph. 
Shneiderman’s (1996) Visual Information Seeking Mantra of “overview first, 
zoom and filter, then details-on-demand,” is aimed at the designers of interactive 
information visualization systems, with the goal of supporting the tasks that will help 
users acquire the knowledge they are after.  Shneiderman and Plaisant (2005) give several 
examples of interfaces that use small multiples as a starting point for this process (the 
overview), with the component signs and pictures moving and changing as the user 





Andrienko and Andrienko (2006) use and recommend small multiples, chartmaps, 
and complex interactive systems including the cube map.  They have a set of ten 
principles (based on those of Shneiderman, 1996) for visualizing spatiotemporal data, 
that begin with “see the whole,” and work their way to “attend to particulars.”  These 
principles also include “simplify and abstract,” and, “zoom and focus.”  These kinds of 
operations are made easier through the use of small multiples in the forms described 
earlier, and different forms of small multiples are better for particular tasks.  The cube 
map is for “looking for the recognisable,” precise graphs for “attending to the 
particulars.”  
There seems to be agreement on a few points.  First, small multiples are useful as 
a way of displaying large amounts of complex data.  Second, a desirable use of a complex 
display is for the reader to easily discover both global and local patterns.  Where the 
theorists differ is their belief about small multiples fulfilling this second use in addition to 
the first.   
Controversy Over Small Multiples 
Efforts to create new kinds of spatiotemporal maps have increased with the 
development of computer graphics, but researchers disagree over which basic approaches 
are the most useful, and research in this area has been inconsistent. Morse, Lewis, and 
Olsen (2000), and Chen and Yu (2000) found that not enough of the discussion of map 
reading (including spatiotemporal maps and small multiples) was based on objective 
research.  Exceptions include Purchase (2000), who tested people using graphs designed 






Tufte (1983, 1990) argued for the usefulness of “small multiples” for conveying 
multidimensional information, and for small multiple maps in particular as one useful 
way of showing changes in space over time.  Monmonier (1990) concurred, showing how 
small graphs can simplify complex comparisons.  These maps were criticized, however, 
by MacEachren (1995), on the grounds that he and his colleagues did not like them for 
this purpose, preferring animated maps.  MacEachren, et al., (2003), argued later that 
small multiples were useful as part of an interactive system.  
Griffin, MacEachren, Hardisty, Steiner, and Li (2006) attempted to show that 
animated maps were better than small multiple maps for detecting cluster movement.  
The clusters were groups of nearby dark hexes on a uniform hex grid, with the center of 
the cluster moving from one time, represented by a frame of the animation, or small map, 
to the next.  They set up equivalent animated and small multiple maps and asked people 
to find moving clusters.  They did in fact find that people were better at identifying 
moving clusters when viewing an animation than when viewing the small multiples.  This 
was not a surprising finding, because the apparent motion created by animation attracts 
people’s attention (Ware, 2004), and the maps had no fixed features that someone could 
use to help them make comparisons.  Furthermore, in the small multiples condition, the 
maps were on two rows, forcing the participants to move diagonally while trying to find 
clusters that were also moving diagonally.  Unfortunately, no attempt was made to 
understand why the difference existed or whether it could be alleviated, allowing people 
to be more effective at using small multiples for this particular task.  Koussoulakou and 
Kraak (1992) found that animated maps produced faster responses than static maps that 





animated maps required interactivity.  Tversky, Morrison, and Betrancourt, (2002) 
described the key advantage of animation as the fact that it follows the Congruence 
Principle, that time is represented by time, and space by space.  When animations fail, 
they say, it is because they do not follow the Apprehension Principle, that the structure 
and content should be easy to understand.  Animations, they say, may be hard to 
perceive, and users may think of time, in some cases, as discrete events as opposed to a 
smooth flow.  Another issue is change blindness (Simons, 2000), the phenomenon of 
people not being able to detect changes in what they see if those changes are very slow or 
if the view is interrupted. 
Although the discussion to this point has focused on spatiotemporal maps, small 
multiples are often used for other purposes, which have produced more experimental 
research.  One such purpose is to assist people monitoring complex mechanical 
processes.  The most common way to do this is with an instrument panel, or a computer 
monitor showing various critical values at various locations on the screen.  A criticism of 
this approach is that it takes time for people to move their eyes to various parts of the 
screen, wasting time that could be critical when the state of a system changes rapidly.  A 
proposed alternative called RAP COM or RSVP uses a single display location and 
changes the content of that display periodically, once a second, or faster.  Initial studies 
of RAP COM systems (Payne & Lang, 1991) showed people reacting to them quickly, 
but less accurately that with multiple displays arranged on a screen.  Later studies 
(Konrad et al, 1996) showed that the accuracy penalty may have been related to response 






Spence, et al., (2002) tested people’s memory for pictures using either a static grid 
of pictures; a large, rapidly changing picture; or a mixed mode of four pictures that 
changed at a slower pace.  They found the lowest error rates and highest user preference 
for the mixed mode, followed by the static mode, particularly when the total time allowed 
for viewing the images was short.  They found that people tended to look at the center of 
the screen where the four pictures met in the mixed mode, reducing the need for eye 
movements. 
There are two important points to consider for our discussion of small multiples 
as a way of displaying spatiotemporal information, or similar complex datasets, as 
opposed to monitoring.  First, as Payne and Lang (1991) point out, it is difficult for a 
person being presented with rapidly changing information to absorb all of that 
information before the display changes.  Second, because these systems are automated, it 
is not easy to make detailed comparisons between two nonconsecutive graphs.  
Overcoming these obstacles requires an interactive, not merely a dynamic system, and 
ultimately, a small multiple might be best for the final detailed comparison.  Bederson, 
Shneiderman, and Watenberg (2002) used an interactive system with small multiples 
arranged hierarchically to allow people to find images quickly. 
Graph Difficulty Principle for Small Multiples 
The goal of this research is to provide a Small Multiple Graph Difficulty Principle 
that addresses concerns specific to small multiples.  Research will help to test the 
competing theories of small multiple reading and provide guidance to the graph maker.  





or pictures.  If graphs are close together, fewer and smaller eye movements are needed to 
examine them.  But if we are limited to showing only graphs that are near one another, 
the potential benefits of graphs with many displays are lost to us.  Tufte (1990), Bertin, 
(1967/1983), and Andrienko and Andrienko (2006) all showed graphs made up of 
hundreds of multiples, and all discussed the benefits of interpreting a complex graph as a 
whole.  A second concern is how the signs used to convey attributes can affect how well 
the graph can be read.  Bertin suggests that individual graph readings must be fast and 
easy, based on retinal variables, to enable these kinds of readings.  A third concern is how 
a too-complex graph, or one laden with too much chartjunk or too few guides to allow 
comparisons, can impair graph readers.   
Hollands and Spence (1998, 2001) tested people reading various graphs, basing 
their experiments on the idea that perceptual variables are the easiest visual information 
to comprehend.  They found that for judgments of proportion, the whole must be 
represented as a perceptual variable for optimal readability.  Jessa and Burns (2007) 
added redundant orientation information to a bar graph and found that it assisted users in 
noticing changes, whereas another kind of redundant information did not.  Van den Berg, 
et al. (2008) found that orientation was useful, but has a limited usable range of values, 
and was often dominated by other cues. 
To begin investigating a graph difficulty principle for small multiples required 
some decisions to be made about which aspects of small multiples to study, including 
which to vary experimentally.  One aspect that did not vary was the type of sign used; all 






Why bar graphs?  I initially studied small choropleth maps (see Figure 16), and 
found that people were able to make detailed comparisons of small maps at different 
scales with reasonable accuracy.  There were some drawbacks to using small maps as the 
component graphs of an investigation of small multiples visualizations.  First, the 
inherent complexity of maps allows for a great variety of aspects to manipulate, and a 
great many tasks, including complex tasks, for graph readers to perform.  There were too 
many to pick from.  Second, as a result of this complexity, items took a fairly long time, 
on the order of ten seconds per item.  This would make it impractical to run the hundreds 
of trials necessary to investigate more than a very small number of conditions.   
Bar graphs were chosen as a simple alternative for these experiments, so the focus 
could be on small multiples, rather than map reading.  It is therefore left to future 






Figure 16.  A screen from an earlier experiment on comparing small choropleth maps. 
 
Three aspects of how small multiples can differ were investigated.  First is the 
arrangement of graphs on the page, including the alignment of the graphs and the 
distance between them.  These differences are critical to understanding small multiples, 
because constructing even the simplest small multiple visualization (compare Figure 4 to 
Figure 7, which represent time with different dimensions) requires a decision to be made 
about how to arrange graphs.  A poor choice can limit the usefulness of the visualization. 
A second aspect was how a difference in the sign used can affect the 
comparability of graphs.  Rather than investigate the many kinds of signs that can be 
made into a small multiple visualization, I picked a simple difference, the orientation of 
the bars in the graphs.  Both horizontal and vertical bar graphs are common, including as 






with the alignment of the graphs they were part of.  Culbertson and Powers (1959) found 
that vertical bars were more somewhat more comparable than horizontal bars under some 
circumstances, but not how the orientation and alignment interacted. 
A third aspect was the number of bars in the graph.  A fourth was the presence of 
non-data ink, including additional graphs that were not relevant for the task, and graph 
axes.  Finally, although not least, I considered different kinds of tasks that a graph reader 
might want to perform using small multiple graphs. 
Judgments of Size and Line Length 
Judging the size of a distant object is a basic task of the human visual system.  It 
is one we perform whenever our eyes are open and the light from distant objects enters 
them.  Philosophers and scientists have been trying to figure out how we do it since 
before even this basic fact of the visual system was understood.  Euclid (Smith, 2001), for 
instance, believed that the eye emits rays, known as visual flux, and that people 
determine the size of an object by the number of rays touched by the object.  Objects that 
are distant enough are invisible because they fall into the gaps between these rays.  Close 
objects are perceived better because more rays touch them.  Whether Euclid believed 
these rays to be a literal mechanical explanation of vision (as Smith believes), or simply a 
tool for explaining its geometry, the model does address the most important factor for 
determining the apparent size of objects:  the degree of visual angle that those objects 
subtend in our field of vision.  It does not, however, explain the paradox of how a small, 
close object, and a larger, farther object, which subtend the same degree of visual angle, 





Ptolemy refined Euclid’s model somewhat, changing flux from tightly packed 
rays to a continuous cone of vision (Smith, 2001).  That cone’s vertex was in the center 
of the eye, and the flux was strongest in the center of the cone.  Ptolemy understood light 
to be important in the visual process, something that Euclid’s model does not address.  
Rather than the light of distant objects entering the eye, however, light was necessary for 
the distant object to color the visual ray.  Ptolemy’s model added an important ability to 
the visual system:  the innate sense of how far away an object is, an ability provided by 
the cone of visual flux.  Using this distance, the degree of visual angle subtended by a 
distant object, and geometry, the observer is able to determine the size of objects.  
Ptolemy, with his focus on color and geometry, was also aware of other clues that our 
visual systems use for this task.  The dimmer of two equally sized objects, for instance, 
will be perceived as both farther away and larger than the brighter of the two, a trick used 
even then by visual artists. 
Alhacen, writing circa 1038 (Smith, 2001) was one of the first thinkers to 
understand that light entering the eye was the true basis of vision.  He described the parts 
of the eye, and how they interact, including the transmission of visual information 
through the optic nerve.  Alhacen understood that the angle subtended by the light from 
distant objects was part of how we determine the size of those objects, but that there were 
other factors that could override this angle.  Familiar objects, for instance, are understood 
to be a certain size, and moving the forwards or backwards relative to the eye will not 
change this perception under ordinary circumstances.  Alhacen understood that the 
distance between the eye and the object, used in combination with the angle subtended by 






Alhacen also understood, as did Ptolemy, that the viewer was resistant to the changes in 
angle and size of lines that occur when object are tilted. 
Psychophysics 
The study of comparisons of line length as an experimental, rather than 
philosophical, exercise began with Weber (1834/1978), who drew lines of varying 
lengths on pieces of paper, and had people compare pairs of these to determine which line 
was longer.  The shortest line was 100 mm, the others ranged from half a mm longer to 
several mm longer.  Observers who were skilled artists, or who had practiced the task 
extensively, could discriminate reliably between the 100 and 101 mm lines, although they 
sometimes made mistakes when tired.  Other observers could reliably discriminate 
between the 100 and 105 mm lines.  Weber measured people’s perceptual abilities by 
what ratio of stimuli they could reliably discriminate between, and thus noted that the 
first group could discriminate the lines that differed by one percent, and the second group 
by five percent.  Weber also discussed the issue of comparing two lines that are at 
different distances from one another, noting that it is easier to compare the lengths of two 
parallel lines that have the same baseline, if they are closer together than if they are 
farther apart.  Weber's hypothesis is that we imagine a line that connects the tops of the 
two visible lines, and that the larger the angle of this line to the horizontal, the easier the 
comparison is. He was also aware that the center of the retina is much stronger than the 
rest of the retina, and that lines closer together can be seen simultaneously with the retina.  
(This argument, oddly enough, is part of a larger argument that things are easier to 





all vision is done sequentially, because the most sensitive part of the retina is so small, 
and we need to turn our eyes to see different objects in detail.)   
Fechner (1887/1987) formalized and expanded on Weber’s principle of constant 
ratios of discriminablity, calling it Weber’s Law.  Using the example of comparing line 
lengths, the artist/practiced group could notice a difference of 1%, and the other group 
could notice a difference of 5% of the length of one of the lines.  Fechner, like Weber, 
believed that the noticeable differences varied with the magnitude of the stimulus, 
resulting in a consistent ratio.  Fechner treated these Just-Noticeable Differences, or 
JNDs, as a countable measure of sensation.  He believed that these ratios would hold for 
any kind of sensation.  Thus a small JND between two short lines or soft sounds was 
equal to the large JND between two long lines or loud sounds.   
A distinction that Fechner described was that of outer psychophysics and inner 
psychophysics.  Outer psychophysics describes mathematical relationship between 
outside stimuli that can be objectively measured, and the reports people make of their 
sensations of these stimuli.  Inner psychophysics describes the specific details of how this 
process is achieved, such as the workings of the eyes and ears, neural pathways, and so 
on.  Fechner knew that he was limited to studying outer psychophysics, but that inner 
psychophysics would be studied by future scientists.  This distinction is still used as 
scientists from different branches try to reconcile findings about sensation and 
perception.   
Fechner’s theory stood for some time despite numerous challenges (Boring, 
1950). Stevens (1975) showed that JNDs were not a constant function of the intensity of a 






quickly than the objectively measurable intensity level of the stimulus.  Stevens proposed 
the power law as a substitute for the logarithm-based JND.  The perception of each kind 
of stimulus can be described by an equation , where  is the perceived 
intensity,  the objectively measured intensity,  a constant related to units of 
measurement, and  the exponent that gives the power law its name.  For many kinds of 
stimuli, such as sound, the exponent is less than one, producing curves that are similar to 
the logarithm curves of Weber’s law.  For line length, the exponent is 1, meaning that 
perception of line length is not distorted at large or small values, making it an excellent 
basis for comparison to other stimuli.  There has been wide acceptance that the power law 
is more generally accurate than the logarithmic law, although there have been debates 
about Stevens’s measurement methods and what sort of data analysis is appropriate 
(Wagenaar, 1975, Parker, Schneider, and Kanow, 1975, Billock and Tsou, 2011). 
Two theories of size perception 
Holway and Boring (1941) finally addressed the topic of just how we compare 
distal and proximal images that subtend equal degrees of visual angle upon our retinas.  
Observers (including the authors) viewed circles that were projected onto screens in a 
dark hallway in the middle of the night.  There was a comparison stimulus 10 feet away, 
and a standard stimulus projected onto a screen that was farther away, down a long 
hallway.  The hallways were orthogonal to one another, so the observers had to turn to 
look at each one.  The observers had to adjust the comparison stimulus until they believed 
that the physical sizes of the two stimuli were the same by communicating with the 















was always 1° of visual angle, so it was larger when projected onto a screen farther away 
from the observer. 
Holway and Boring wanted to test two theories of how people perceive the sizes 
of objects at a distance.  Under the law of the visual angle, the apparent sizes of objects 
depend on the amount of visual angle that they subtend.  So under this theory, the 
observers would not adjust the size of the comparison stimulus when the standard 
stimulus was farther away and physically larger.  Under the law of size constancy, objects 
of equal physical size should be perceived as equally sized, regardless of distance.  Under 
this theory, observers would increase the size of the comparison stimulus as the standard 
stimulus gets farther away, which would be graphed with a slope of tan 1°.  Thus the 
stimuli would actually be the same size. 
What Holway and Boring found was their observers (who included themselves) 
increased the size of the comparison stimulus to be very close to the actual physical size 
of the standard stimulus, closely resembling the law of size constancy.  In some cases, the 
comparison stimulus was actually made larger than the standard stimulus, by about 12%, 
which they attribute to some unidentified experimental error.  This ability depended on 
observers picking up on faint light sources, such as reflections off of the floor.  Titchener 
and Pyle (1907) had studied the effects of faint light on line length perception using a 
Müller-Lyer illusion, although without showing a reliable effect.  Holway and Boring 
tried blocking the already existing faint light sources, and found that these caused their 
observers to adjust the comparison stimulus more in line with the law of visual angle than 






Judgment Time as a Measure of Difficulty 
The earliest measure of the difficulty of a psychophysical judgment was 
introspection, as used by Weber (1834/1978), for example.  Weber also considered the 
accuracy of judgments, as described above, but mostly as a means to finding the absolute 
limits of discriminability, not as a measure in and of itself.  Holway and Boring (1941) 
measured accuracy, not in terms of percent correct in the study described above, but by 
measuring a subject-controlled stimulus with a ruler and comparing it to an experimenter-
controlled stimulus.  Another measure of the difficulty of a judgment is the time required 
to make that judgment. Henmon (1906, 1911), claimed that judgment time was a better 
measure of the difficulty of a judgment than the accuracy of the responses. Henmon 
noted that judgment time had been used by previous researchers as well, such as by using 
a metronome (Martin and Müller, 1899) in an experiment about judging lifted weights.  
Henmon measured judgment time using precise timers that were connected to a 
mechanical apparatus that exposed stimuli to the observers quickly, and recorded 
responses quickly.  The judgments in these experiments included comparisons of the 
lengths of horizontal lines.  Judgments were made more quickly when the differences 
between the lines were greater.  For instance, in one experiment (Henmon, 1906), a 
standard line was 10 mm, and comparison lines were 10.5 mm to 13 mm, in .5 mm 
increments.  I have plotted the results of this experiment in Figure 17, taking the data 
from Henmon’s tables 13 and 14.  Reaction times were shorter when the difference 
between the lines was small than when this difference was large.  The difference was 
most pronounced between a 5% length difference and a 10% length difference, with little 





confidence judgments after each response.  Correct responses were faster, overall, than 
incorrect ones.  Confidence was also strongly correlated with accuracy.  Within each 
confidence category, however, incorrect answers were shorter than correct ones, 
indicating that in many cases people got the answer wrong because they answered too 
quickly, but in other cases they spent a long time trying to make a judgment, and then 
made the wrong decision.  Henmon designed his experiment expecting to get accuracy 
near 84%, and got accuracy just less than that overall. 
 
Figure 17.  Reaction Time as a function of Line Length Difference, data from Henmon, 1906. 
H and S were two subjects.  A 5% difference was equal to .5 mm, or about .057 degrees of visual angle. 
 
Link used a computer-controlled oscilloscope to sequentially present pairs of lines 
to participants, who judged their lengths to be either the same or different by pressing one 
of two switches (Link, 1971, Link & Tindall, 1971).  The lines were horizontal, with a 






with the comparison the same as the standard on half of all trials.  These judgments were 
made under 3 time constraint conditions: 260 ms limit, 460 ms limit, and no limit.  
People were able to adjust their reaction time to the time condition, although under a 260 
ms time limit this caused a serious loss of accuracy.  Under 460 ms time constraints or no 
time constraint, there were large differences in accuracy between lines differing by 1 mm 
and those differing by 2 mm, and less as the differences became larger.  In the speeded 
260 ms condition, this difference did not exist; instead, accuracy steadily improved as the 
two lines became more different. 
Eye Movement in HCI research 
The part of the retina in the center of the visual field, known as the fovea, has the 
most photoreceptors, the highest concentration of the cones used for fine and color 
vision, and the clearest optic pathway of any part of the eye.  The concentration of cones 
drops rapidly from the very center known as the foveola.  Until about 1 degree of visual 
angle away from the center, the concentration of cones is greater than the concentration 
of rods.  To take advantage of the finer vision available at the fovea, we routinely move 
our eyes towards interesting features in the environment, in what are called saccades.  
Although saccades are very fast, they disrupt vision for a short period.  Furthermore, 
because visual acuity decreases away from the fovea, it sometimes takes several 
saccades, each relying on peripheral vision, to acquire a visual target.  Thus the distance 
in the visual field between two objects affect the amount of time it takes to look from one 





For as long as people have been studying interface design, these eye movements 
have been an important topic (MacKenzie, 1992).  Fitts, Jones, and Milton (1950) studied 
how pilots look from one instrument to another, finding that pilots looked longer at 
instruments that were more difficult to interpret.  The arrangement of instruments also 
mattered; it was more efficient to have instruments that were related positioned close to 
one another.  This is due to the decrease in visual acuity from central to peripheral vision, 
and the time it takes to move the eye to reposition central vision at the new target.  This 
time has received different treatment in HCI literature.  Card, Moran, and Newell (1983), 
treated this time as a constant.  More recent researchers have measured the importance of 
minimizing the number of long eye movements to help people find information in a 
computer interface (Goldberg and Kotval, 1999).  One common technique is to treat eye 
movements the same way as other movements in HCI, namely pointing devices. Miniotas 
(2000) treated eye movements explicitly as a pointing device and found that Fitts’ law 
(Fitts, 1954) described them accurately. 
The experiments described here include several in which the stimuli are separated 
by different distances, so it is informative to consider Fitts’ Law (1954) and its 
implications.  Although researchers argue over which version of the formula to use 
(MacKenzie, 1992), in all versions, pointing time increases with the log of the distance, 
(perhaps with some adjustments).  This means that as the distance increases, the pointing 
time increase decreases.  Thus if response time increases faster than the distance, we 
would be able to conclude that the time taken to look at the different stimuli was not only 






For instance, the accuracy of comparisons may be affected by the extra time taken 
to make comparisons, because the memory used to make visual comparisons degrades 
over time.  Phillips (1974) showed that visual comparisons were more accurate when the 
stimuli were seen within 100 ms of one another, and less accurate as the stimuli were 
separated by longer periods.  Baddeley and Hitch (1974) proposed a multi-component 
system of short term memory called Working Memory, versions of which remain the 
predominant model today.  Both of these papers proposed a system with very short term, 
very accurate iconic memory, and a longer-term, but limited capacity visual working 
memory that is prone to interference (Baddeley and Andrade, 2000).  It will be important 
to determine how the extra time or other interfering factors affect the accuracy of 
comparisons. 
Research Overview 
A number of experiments were undertaken to replicate the findings about 
comparisons of line length, and to measure how those comparisons are affected by 
conditions that could arise as those lines are drawn as part of a visualization containing 
multiple small bar graphs. 
Experiment 1 was a pilot study in which participants compared single lines.  
Some of the independent variables in this experiment were further studied in later 
experiments, and some were dropped, so that those experiments could focus on other 
variables.  This experiment is described in Chapter 2. 
Experiments 2 and 3 focused on the comparison of single lines.  In Experiment 2, 





orientation and alignment.  In Experiment 3, the lines were at the same distance in all 
conditions, but were oriented and aligned differently.  These experiments are described in 
Chapters 3 and 4. 
In Experiments 4 and 5, participants were no longer comparing single lines, but 
small bar graphs made of pairs of lines.  The participants indicated which of the two 
graphs had the larger absolute difference between the two lines.  In Experiment 4, the two 
graphs were separated by different distances in different conditions.  In Experiment 5, the 
two graphs were separated by the same distance, but the graphs were aligned differently 
in different conditions.  These experiments are presented in Chapters 5 and 6. 
Chapter 7 is a general discussion of the findings of this research. 
Research Questions 
I did not have an a priori working hypothesis for every possible question that 
could be asked of the data I collected.  I use the term research question to refer generally 
to issues I hope to resolve with my experimental analysis, and hypotheses to specific 
expectations about how these research questions will be resolved.  Sometimes different 
authors’ findings or theories suggest different hypotheses, and I have tried to indicate 
which hypotheses were based on my own suspicions and which were presented without 
my specific endorsement.  Rather than present an exhaustive list of research questions 
and hypotheses here, I describe the general research questions here (denoted with a G) 
and longer lists of research questions and hypotheses about each experiment in its 






General Research Questions 
Research Question G-1.  How is the comparability of lines affected by the 
distance between the lines? 
Research Question G-2.  How is the comparability of lines affected by the 
alignment of the lines? 
Research Question G-3.  How is the comparability of lines affected by the 
orientation of the lines? 
Research Question G-4.  How is the comparability of lines affected by the 
interaction of the alignment and orientation of the lines? 
Research Question G-5.  How is the comparability of small bar graphs affected by 






Chapter 2: Experiment 1 
This chapter describes a pilot study in which small bar graphs were placed on the 
screen separated by some distance, and participants were asked to choose the graph 
containing the longer bar.  Different conditions from one block of trials to another were 
designed to investigate how the comparability of graphs is affected by various factors that 
are present in real visualizations that include small multiples.  These were the distance 
between graphs, the alignment of graphs on the page, the orientation of the lines, and the 
presence of lines on the screen that were not those being compared:  other bars in a graph, 
axes drawn around the graph, and task-irrelevant graphs. 
The basic design of the experiment was to have a participant look at two graphs 
containing bars of different lengths, decide which of two bars was larger, move the 
mouse cursor to the location of the larger bar, and click on it.  Performance was measured 
in two ways:  accuracy, meaning the proportion of the trials for which the correct, larger 
bar was selected, and speed, measured as how quickly responses were made, expressed in 
responses per second.  The term comparability is used below to refer to both higher 
accuracy and speed. 
Research Questions 
This experiment was designed to test a few basic assumptions about how well 
bars could be compared at a distance, and to provide answers to questions for which no a 







Small multiples require the user to compare graphical elements at a distance.  This 
is more difficult than comparing elements that are near each other.  This experiment was 
designed to explore how the comparability of graphical elements (small bars of varying 
lengths) changes as the elements are moved in space relative to one another.  This 
includes both varying the distance between the elements and the angle at which they are 
arranged on the page, which is here called alignment.  Two elements may be aligned 
horizontally, vertically, or on some diagonal.  It also explores how changes to the 
elements, in this case, the orientation of the bars, interacts with these differences in 
alignment.  A further component looks at how extra elements, such as additional data 
bars or visual guides (axes) affect the comparability of elements. 
Hypotheses and Research Questions 
Hypothesis 1-1a.  As the distance between two bars increases, the comparability 
of those bars will decrease. 
Hypothesis 1-1b.  There should be a drop in comparability as the bars move far 
enough away from each other that they can not both be seen with central vision at the 
same time. 
Research question 1-1c.  After this drop, will comparability decline at a faster 
rate, or decline only steadily?   
Hypothesis 1-2a.  Vertically oriented bars aligned diagonally should be more 
comparable than those aligned vertically, but less comparable than those aligned 





dimensional image, but can not simply compare the vertical position of the tops of the 
two bars. 
Hypothesis 1-2b  There will be an interaction between the alignment of two 
graphs and the orientation of the elements within those graphs.  Comparability will be 
better when the alignment and orientation are cross-dimensional, that is, one is horizontal 
and one vertical.  The cross-dimensional bars will form a trapezoid when the illusory 
contour (Ware, 2004) of lines connecting the end points of the bars are created by the 
graph reader, allowing a richer representation to be created than for the collinear bars.   
Research question 1-2c.  Will collinear bars be easier to compare when they are 
aligned and oriented horizontally or vertically? 
Research question 1-2d.  Will cross-dimensional bars be easier to compare when 
the alignment is horizontal and orientation is vertical, or when the alignment is vertical 
and the orientation is horizontal? 
Hypothesis 1-3a.  The presence of extra bars similar to those being compared, 
widely spaced on the screen, should decrease comparability.  The extra bars should 
increase visual interference.  (An alternative possibility is that they will increase 
comparability by giving the user something else to compare stimuli to.) 
Hypothesis 1-3b.  The presence of extra bars similar to those being compared, 
closely spaced to the bars being compared, should decrease comparability.  The extra 
bars should increase visual interference.  (An alternative possibility is that they will 






Hypothesis 1-3c.  The presence of axes should increase the accuracy of 
comparisons, and may speed them up.  (An alternative possibility is that they will 
interfere with perception, decreasing comparability.) 
Method 
Participants 
Students in University of Maryland psychology classes participated for credit in 
April and May 2009.  Thirty-two participants took part in the experiment.  Nine of these 
participants were excluded from these analyses because their response times were under 
an average of 150 ms for at least one condition, leaving an n of 23.  Many of the excluded 
participants also had accuracy rates below chance for a number of conditions, but this 
was not used to select which participants to exclude.  Of the 23 subjects whose data are 
analyzed here, 16 were male and 7 female, and the mean age was 20.2 years. 
Apparatus and Materials 
The experiment was programmed in Java and embedded in a web page.  
Participants used Mac or Windows desktop computers with the Safari or Firefox 
browsers, which did not change the experiment beyond minor points of font rendering.  
Participants used the mouse, not a trackpad or other input device.  No attempts were 






The graphical elements to be compared by the participant were black bars set 
against a white background. The bars were two pixels (.5 mm) in the shorter dimension 
(usually width) and between 5 and 21 pixels (2.5 to 10.5 mm) in the longer dimension 
(usually height).  Figure 18 shows the bars to scale with one another, with the bars 
aligned horizontally and oriented vertically.  In the conditions with horizontally oriented 
bars, the bars were two pixels in height and between 5 and 21 pixels in width.  The size 
of the bar along its longer direction will be called length avoid confusing the vertical size 
of a bar with its vertical position of the screen. and to make comparisons across the two 
orientations of bars easier.  Each trial had one of two standard bars, either 10 or 16 pixels 
in length, and one comparison bar, which was 5, 7, 9, 11, 13, 15, 17, 19, or 21 pixels in 
length.  Each standard bar was matched with each comparison bar four times in each 
block of trials.  On two of those trials, the positions of the standard and comparison bars 
were switched.  For instance, on trials with the bars aligned horizontally, the standard bar 
was on the left twice and on the right twice.  Figure 19 shows how graphs were aligned 
and oriented in the various conditions. 
 









Figure 19.  Graphs used in Experiment 1. 
The gray box is the ready box, where the mouse pointer began each trial.  All graphs in this figure are 
shown at 200 pixels distance.  a. vertically oriented bars aligned horizontally (Block 3).  b. horizontally 
oriented bars aligned horizontally (Block 8).  c. vertically oriented bars, aligned vertically (Block 6).  d. 
horizontally oriented bars, aligned vertically (Block 9).  e. vertically oriented bars, aligned at a 45 degree 
diagonal (Block 5).   f. graphs made up of closely-spaced vertically oriented bars, for which participants 
were asked to compare the rightmost bars of each graph only (Block 10).  g. vertically oriented bars with 
thin X and Y axes (Block 11).  h. vertically oriented bars with other vertically oriented bars around them 
(Block 12). 
 
The two bars were separated by some distance, which varied by block.  This 
distance was either horizontal, vertical, or a 45 or -45 degree diagonal, also varying by 
block.  Note that this distance was measured from he bottom left corner of a 50 pixel by 
50 pixel rectangle (not visible to the participants) that touched the vertically oriented bars 
at their bottom point, and the horizontally oriented bars at their leftmost point.  The bars 





In three conditions, there were other graphical elements on the page (see Figure 18).  
These were other bars, widely spaced and representing other graphs, or other bars, closely 
spaced to the bars of interest, representing other data in the same bar graph, or thin (1 
pixel) gray vertical and horizontal lines representing the axes of the bar graph.  These 
lines were along the bottom and left edges of the 50-pixel by 50-pixel rectangle that 
contained the bars. 
Conditions 
The 12 blocks were randomly ordered, as were the trials within each block.  Each 
block contained four trials with each combination of one of the two standard bars and one 
of the nine comparison bars, for a total of 72 trials.  For two of the four trials, the 
standard bar was in one of the positions, and in two, the other position.  The conditions 










Alignment Orientation Extras Analysis 
1 
 
50 0° horizontal vertical  none distance 
2 
 
100 0° horizontal vertical  none distance 
3 
 





400 0° horizontal vertical  none distance 
5 
 
200 45° diagonal vertical  none alignment 
6 
 
200 90°  
vertical 




200 -45° diagonal vertical  none alignment 
8 
 
200 0° horizontal horizontal none orientation 
9 
 
200 90°  
vertical 
horizontal none orientation 
10 
 










200 0° horizontal vertical  widely-
spaced bars 
none (would have 
been extras) 
Table 1.  Conditions of Experiment 1. 
Pictures are simplified and not to scale. 
 
Four blocks had vertically oriented bars aligned horizontally (0 degrees), at 
distances of 50 (Block 1), 100 (Block 2), 200 (Block 3), and 400 (Block 4) pixels.  These 





Four blocks had vertically oriented bars at a distance of 200 pixels, with 
alignments of 0 degrees (Block 3), 45 degrees (Block 5), 90 degrees (Block 6), and -45 
degrees (Block 7).  These blocks were analyzed to test the effects of alignment on 
comparability. 
Two blocks had horizontally oriented bars at a distance of 200 pixels.  One was 
aligned horizontally (Block 8) and one vertically (Block 9).  These were analyzed along 
with Blocks 3 and 6 to test the effects of orientation and the interaction of orientation and 
alignment on comparability. 
Three blocks had visual elements other than the critical standard and comparison 
bars.   All had the critical bars at a distance of 200 pixels, aligned horizontally.  Block 10 
had four vertical bars of various widths close to, and to the left of, the critical bars.  The 
bars were spaced 2 pixels apart.  Block 11 had 1-pixel gray x and y axes placed to the left 
and bottom of each graph.  The x axis touches the bottom of the critical bars.  Block 12 
had bars spaced out at 50-pixel intervals between and around the critical bars.  Due to a 
programming error, the results of Block 12 could not be analyzed.  Blocks 10 and 11 
were analyzed along with Block 3 to test the effects of extra elements on comparability. 
Procedure 
The instructions were followed by practice items, then twelve blocks of regular 
items.  The two graphs appeared in the same location for the duration of each block so the 
participants knew where to look for them.  The other conditions of the block described 
above were also consistent within a block; the only things that changed from one trial to 






four practice trials, with bars of 5 and 21 or 7 and 19 pixels.  If the participant answered 
any of these practice trials incorrectly, they were instructed to try again, beginning with 
the first practice trial.  Thus each participant began each block by making four correct 
comparisons.  This was done to familiarize the participants with the conditions of each 
block and to make sure they understood what they were supposed to do.  No participants 
expressed confusion or asked any questions about the procedure to the experimenters. 
Each trial began by the participant clicking a ready box on the screen located in 
the lower middle part of the screen, in a spot below where the graphs are displayed (See 
Figure 20a).  Two fixation crosses were displayed in the locations of the two graphs, and 
the ready box turned gray (Figure 20b).  After half a second delay, the crosses were 
replaced by the two graphs (Figure 20c).  The participant chose one of the two bars as 
being longer, and moved the mouse pointer towards the graph they chose.  Once the 
mouse pointer left the ready box, the ready box disappeared (Figure 20d), and the two 
graphs were replaced by masks made of a gray, white, and black pattern.  The moment 
the mouse pointer left the ready box was the end of the trial for purposes of determining 
how long the trial took, and thus the speed of the trial (this was not explained to the 
participants).  Note that the participant had not clicked the mask yet.  The participant then 
moved the mouse pointer to, and clicked on, the mask that was in the same location as the 
graph of their choice (Figure 20e).  (In blocks 10, 11, and 12, the extra elements also 
disappeared when the mouse pointer left the ready box.  Masks did not replace the 
widely-spaced extra bars in block 12.)    Once the participant had clicked on one of the 
masks, feedback about accuracy was given.  The feedback is not shown in Figure 16, but 





experiment screen.  At this point the participant could begin the next trial by clicking the 
ready box, which was now visible again (Figure 20f). 
 
 
Figure 20. Trial Procedure for Experiment 1. 
 
Results 
The data were grouped into four (overlapping) analyses to answer different 
hypotheses and research questions: distance (1-1a, 1-1b, and 1-1c), alignment alone (1-
2a), alignment and orientation (1-2b, 1-2c, and 1-2d), and extra elements (1-3a, 1-3b, and 
1-3c).  For each analysis, two measures of comparability were evaluated:  accuracy and 
response time.  (The results were also analyzed using speed, or 1/time.  This measure had 
the advantage that more comparable conditions were more positive, just as with accuracy.  
However, it became unwieldy to convert speed results back to time when discussing the 
meaning of the results, so the speed measure was dropped in favor of the time measure.) 
Several methods of data analysis were performed, but the most useful ones 
involved eliminating some conditions, and creating some new variables.  The first of 
these new variables is the difference between the lengths of the standard and comparison 






initially analyzing Experiment 1.  To maintain consistency with later analyses, however, 
the analysis here does not include cDiff, but instead two new variables: absDif, the 
absolute difference between the lengths of the lines, and longerSC, which is the sign of 
cDiff, in other words -1 if the standard bar is longer, and 1 if the comparison bar is 
longer.   
Trials for which absDif was greater than 5 were excluded from this analysis.  This 
represents 24 of the 72 trials for each condition, which had absDif values of 7, 9, and 11.  
The outcomes of these trials were very similar to the trials in their conditions for which 
absDif was 5.  These conditions were generally easy, and the larger differences did not 
affect the response measures much. 
The analyses were repeated measures ANOVAs.  The factors were: 1. the length 
of the standard bar, abbreviated sLength, 2. absDif, 3. longerSC, and 4. and 5. factors of 
interest for each hypothesis.  These factors were distance, alignment, orientation, and 
presence of extra elements.  
Data were averaged for each combination of standard bar length and comparison 
bar length, for a total of 18 conditions per block (of which the present analysis uses 12 for 
reasons described above).  The accuracy measure is the percent correct, averaged over the 
repetitions. Response time refers to the time between when the bars became visible to the 
participants, and when the mouse cursor left the gray ready box, and does not depend 
upon the time it took to click on one of the two gray response boxes (see Figure 20).  The 
response time measure is the mean of the response times for all repetitions.  Note that 





the results presented represent those that were used to design the later experiments.  All 
times were measured at the millisecond level, and are expressed in milliseconds.   
Distance 
These analyses compared two vertical bars at 50, 100, 200 and 400 pixels of 
horizontal distance, and tested hypotheses 1-1a and 1-1b and research question 1-1c. 
Accuracy 
Table 2 shows the results of the repeated-measures ANOVA for accuracy.  The 
abbreviated names of the variables are used in the tables and graphs, including dist for 
distance, to save space.  In this, and subsequent ANOVA tables, DFn and DFd refer to 
the numbers of degrees of freedom in the numerator and denominator of the F test.  The 
letters [GG] indicate that the p value has been adjusted using the Greenhouse-Geisser 
correction.  An alpha level of .05 was used.  Partial omega squared is shown as a measure 
of effect size for significant effects. 
No significant differences in comparability, as measured by accuracy, were found 
across the four distances.  There were also no significant interactions involving distance.   
The only significant effects were sLength, absDif, and their interaction.  These are plotted 
in Figure 21.  The absolute difference in length proved to be the most significant 
predictor of comparability, as measured by accuracy, with 1-pixel differences much more 
difficult to distinguish than 3 or 5-pixel differences.  This pattern holds for all 
experiments.  The effect of the length of the standard was more subtle, with 
comparability better for shorter standard bars under some conditions.  This effect, and its 








Table 2. Repeated-Measures ANOVA for accuracy (Experiment 1 distance conditions). 
In this and subsequent ANOVA tables, “[GG]” next to a p value indicates that the p value shown represents 








Figure 21. Accuracy by Distance, absDif, and sLength  (Experiment 1). 
Error bars represent the standard error of the mean. 
Response Time 
The distance between the bars had a significant effect on the response time (Table 
3), with longer distances leading to longer response times.  Participants also took 
significantly more time to respond to pairs of lines with more similar lengths (absDif), 
and these were the only significant factors.  
Figure 22 shows the differences found in the distance and absDif conditions.  
Note that the initial response time increases in a roughly linear fashion as a function of 
the distance between the two lines.  There is a bend in the line when absDif is 1 between 

































the distances of 50 and 100 and 100 and 200.  This bend indicates a particular advantage 
for comparing very similar lines when those lines are very close.  Although the 
interaction of absDif and distance is not significant here, this was an interesting enough 
potential finding that it influenced the design of subsequent experiments. 
 
 







Figure 22.  Response Time by Distance and absDif (Experiment 1). 
Alignment 
These analyses compared two vertical bars at 200 pixels distance, arranged in four 
alignments, and tested hypothesis 1-2a. 
Accuracy 
Table 4 shows the results of the repeated-measures ANOVA.  No significant 
differences were found in accuracy across the four alignments.  The only significant 
factors were absDif, sLength, and their interaction.  Figure 21 shows that responses were 



























very accurate (above 95%) for conditions in which absDif was 3 or 5, and above 80% 
when it was 1 pixel.   
 







Figure 23.  Accuracy by Alignment and absDif (Experiment 1). 
Small pictures of each condition have been added for reference. 
 
Response Time 
Table 5 shows the results of the repeated-measures ANOVA for response time.  
Each factor was significant, but none of the interactions were.  Again, absDif has the 
largest effect, but alignment has the second largest effect, with horizontal alignments 
eliciting the fastest responses, and vertical alignments the slowest.  Diagonal alignments 
















Figure 24.  Response Time by Alignment, absDif (Experiment 1). 








Alignment and Orientation 
These analyses compared bars of two orientations (vertical and horizontal bars) 
crossed with two alignments (vertical and horizontal positioning), all at 200 pixels 
distance.  The diagonal alignment conditions were not included in this analysis. 
Accuracy 
Table 6 shows the repeated-measures ANOVA for accuracy for the alignment and 
orientation conditions.   Alignment was a significant factor, with horizontally aligned 
graphs resulting in more correct responses.  This effect was very small, however (Figure 
25).  The orientation of the bars was not a significant factor, nor was the interaction of 
these factors.  Other significant effects were sLength and absDif, along with a few 






Table 6. Repeated-measures ANOVA for accuracy (Experiment 1 alignment/orientation conditions). 









Figure 25.  Accuracy by Alignment and Orientation (Experiment 1). 
Small illustrations (not to scale) of each condition have been added for reference. The effect of alignment, 
represented here as the left and right sides of the graph, was significant, but the effects of orientation 
(represented by the black and pink lines) and the interaction were not. 
 
Response Time 
Table 7 shows the repeated-measures ANOVA for the alignment and orientation 
conditions.  Again alignment was a significant factor, with people responding faster to 





of alignment and orientation was significant, with cross-aligned graphs eliciting faster 
responses than co-aligned graphs. 
 
Table 7. Repeated-measures ANOVA for response time (Experiment 1 alignment/orientation conditions). 








Figure 26.  Response time by Alignment and Orientation (Experiment 1). 
Small illustrations (not to scale) of each condition have been added for reference.  The alignment and 
interaction effects are significant. 
 
Extra Elements 
These analyses compared two vertical bars at 200 pixels distance, aligned 
horizontally, with or without other elements that might distract or assist the user in 





vertical bars (block 10), thin gray x and y axes (block 11), and extra bars representing 
other graphs (block 12). 
Accuracy 
Due to a programming error, the accuracy of the responses in block 12, the 
widely-spaced extraneous bars, could not be analyzed.  The presence of extra elements, 
including other bars in the bar graphs, or thin, gray X and Y axes, did not affect the 
accuracy of responses (Table 8, Figure 27).   
 








Figure 27.  Accuracy by Presence of Extra Elements (Experiment 1). 




The presence of extra elements increased the response time (Table 9).  Figure 28 
shows that the presence of additional bars in a bar graph had a larger effect than the 
presence of thin X and Y axes.  The closely spaced bars slowed the responses more than 
the axes did.  Block 12, with widely-spaced bars, was not included in either ANOVA, but 















Figure 28.  Response Time by Presence of Extra Elements (Experiment 1). 








The distance between two bars did not affect how accurately the bars were 
compared in this experiment.  The response time did increase as the distance increased, 
so Hypothesis 1-1a is supported. 
The initial response time increases more quickly, as a function of distance 
between the bars, between the shortest distances (50 and 100 pixels) than between the 
other distances (100 and 200 pixels, 200 and 400 pixels).  The increase in response time 
increases with the distance from 100 to 400 pixels.  It is not possible to draw a firm 
conclusion about Hypothesis 1-1b or Research Question 1-1c, but there is no evidence 
that accuracy decreased with distance or that response time increases any faster than the 
distance between the bars. 
There is a possibility that some of the difference in initial response time was due 
to differences in how responses were made to different item types.  Specifically, in the 
50-pixel condition, the participants knew that they would move the mouse towards the 
middle of the screen.  The farther apart the bars, the farther apart the participants would 
eventually need to move the mouse.  This anticipation may have also contributed to some 






Alignment and Orientation 
It matters how bars are arranged if their lengths are to be compared.  Hypothesis 
1-2a was supported by the data, which showed that a horizontal alignment of bars was 
superior to the two diagonal alignments, which in turn were superior to the vertical 
alignment. 
The direction in which bars are drawn matters as well.  There is support for 
Hypothesis 1-2b, which said that cross-dimensional bars would be easier to evaluate than 
collinear bars.  The evidence for this in terms of speed.  The unexpected finding was that 
people responded to collinear horizontal bars a bit faster than the vertically aligned 
horizontal bars.  The collinear horizontal bars were faster than the collinear vertical bars, 
answering Research Question 1-2c.  Of the two cross-dimensional conditions in Research 
Question 1-2d, the horizontally-aligned vertical bars drew faster (and more accurate) 
responses than the vertically-aligned horizontal bars.  One thing to consider, though, is 
that most conditions (9 of the 12) featured horizontally aligned vertical bars, so 
familiarity may have been a factor as well.  The worst-performing of these conditions, the 
vertically-aligned horizontal bars, were the only condition in the entire experiment that 
differed in more than one way from Condition 3, the horizontally-aligned vertical bars. 
Other than familiarity, what might explain the better performance for horizontal 
alignments?  One possibility is that, because people’s eyes are aligned horizontally, the 
visual field that is wider than it is tall.  Fine vision is much better near the fovea than the 
periphery of the visual field, and one eye or the other might well find the target lines 
faster moving sideways than up and down.  A second possibility is that people are better 





one, involves many more side-to-side than vertical eye movements.  If we are looking at 
similar objects, these objects are more likely to be at different horizontal positions in our 
visual field than vertical positions.  A related explanation is the bias we have to interpret 
things that are higher in our visual field as farther away, and thus larger for the amount of 
visual angle we see. 
Extra Elements 
It is not surprising that the presence of extra bars near the standard and 
comparison bars slowed down responses, as predicted by Hypothesis 1-3b.  They 
required the participant to determine which bars to compare, and although these were 
always in the same place, the extra bars provided some visual interference.  It is 
important to note that this delay caused these responses to be slower than in any of the 
other conditions.  Thus having graphs to compare, and not just single items arranged on a 
page, will cause people to take more time to make a close comparison.  The responses 
were not significantly less accurate, and were still made in an average of less than a 
second. 
The thin axes did not help people make more accurate responses, and did slow 
people down significantly, refuting Hypothesis 1-3c.  It seems that even thin, light-
colored lines interfered more than they helped.  What we do not know is whether more 
detailed guidelines, ones with horizontal bars at regular intervals, would help people 
make accurate responses, or what role the time pressure played on participants’ 







Hypothesis 1-3a could not be evaluated due to a programming error that affected 
block 12, but the slow responses suggest that many graphs can also slow down the 
process. 
General Discussion 
The research participants were able to determine which one of two bars was 
longer with a high degree of accuracy, over 90%, in all but one of the contexts examined 
here.  Speed, therefore, was the primary measure by which demonstrated the differing 
comparability of the different contexts.  The experimental design could have been 
changed to make accuracy the primary variable, by decreasing the length differences 
between the bars, or fixing the amount of time that the participants could view the lines.  
I rejected this approach for a few reasons.  First, I wanted the outcome of this project to 
have practical application for the graph maker, so a more naturalistic experimental 
design, in which people look at graphs until they understand how they differ, is preferable 
to a more artificial one, in which people view graphs for a split second and then make this 
decision.  The general research question for any context is, "how quickly can people 
make a decision when graphs are presented in this context?"   
Second, the question of the utility of small multiples is not just about comparing 
graphs with slight differences, but also moderate or even large differences.  For example, 
Bertin's (1967/1983) criticism of a group of pie charts was not that the pie charts were too 
similar, but that the reader could not integrate the information from one segment to 
another.  Having already restricted my experiments to bar graphs, I do not wish to restrict 





The design of the subsequent experiments was similar to that of Experiment 1, but 
the procedure was changed.  There was a potential source of bias or noise when 
comparing the distance and alignment conditions, because the participants moved the 
mouse cursor in different directions in different conditions.  The new procedure, 
described in the next chapter, was also faster. 
The focus of the later experiments was put on the factors of distance, alignment, 
and orientation.  The conditions based on extra elements were cut, for a few reasons.  
First, how to arrange the small graphs by distance, alignment, and orientation are 
fundamental decisions that a graph maker must make.  The presence of axes or other 
guidelines are a less fundamental decision; although they may prove helpful or distracting 
based on the particulars of the visualization or user preference, they can be added or 
removed, or even switched on and off in an interactive visualization, without making any 
other changes.  Second, it is already clear from that small multiple bar graphs, without 
any enhancement, do not provide a pop-out answer to the question of how a variable was 
distributed at any particular time (see Figure 14 and the discussion surrounding it), and 
this is consistent with the considerable slowdown in the comparison of bars when there 
are other bars nearby that are not under comparison (Figure 28), although accuracy is not 
affected (Figure 27).  Third, although the effect of surrounding graphs on graph 
comparison has some potential for a worthwhile experiment, it did not seem compelling 






Chapter 3: Experiment 2 
This chapter describes an experiment in which simple graphs of one line each 
were placed at a distance from one another.  The participant compared the graphs to 
identify the one with the longer bar. In Experiment 2, the graphs were aligned 
horizontally, and placed at different distances. These included the four distances from the 
pilot study, as well as smaller and longer distances, for a range of 25-800 pixels.  
The procedure was similar to that of Experiment 1, although the input device used 
by the participants was changed to a game controller to reduce the error associated with 
having to move the mouse in different directions depending on the condition.  The old 
computers and chairs used in Experiment 1 were replaced with new computers and chairs 
for Experiment 2 and later experiments, to reduce any experimental error associated with 
the old equipment.  Furthermore, the distance from the participants’ eyes to the stimuli 
was standardized.  The experiment was also removed from the web page to reduce any 
possible error associated with different browsers. 
Research Questions 
This experiment was designed to answer the following questions about comparing 
small lines at various distances: 
Research Question 2-1. How does the distance between lines affect their 
comparability? 
In Experiment 1, comparability was lower for more distant lines than for closer 
ones, as measured by response time, but not accuracy.  I expected that with a larger 





distance would be evident in both measures, or else that it would be clear that accuracy 
was not affected by distance under these conditions. 
In Experiment 1, there appeared to be a larger slope in the response time measure 
between 50 and 100 pixels and 100 to 200 to 400 pixels.  This suggested that distances 
within the cofoveal range were greater than distances outside of this range.    
Research Question 2-2. How does the difference in length interact with the 
distance effect? 
This interaction was not significant in Experiment 1 for either comparability 
measure.  This finding, if it held up, would be surprising, because it would mean that 
there is no particular advantage, when comparing similar lines, to have them close 
together, beyond the advantage gained when lines of any size are close together. 
Research Question 2-3.  Is the absolute or relative difference in lengths a better 
predictor of comparability?  Psychophysical theories such as Fechner’s and Stevens’ 
suggest that the relative length of lines should predict their comparability, all other 
factors being equal.  Another possibility is that the absolute difference in the size of the 
bars, and thus the proportion of the field of vision subtended by them, is a stronger 
predictor of comparability than the relative difference. 
Method 
Participants 
Sixty-four students in psychology classes participated for partial class credit as 






range was 18 to 26, with a mean of 19.8.  Participants were required to have normal or 
corrected-to-normal vision.  No vision tests were performed on the participants, although 
none complained that they could not see the stimuli. 
Apparatus 
All tests were administered on Apple iMac computers with Intel Core 2 Duo 
processors and 2 gigabytes of RAM, running Mac OS X 10.6.  The screen resolution is 
1680 horizontal by 1050 vertical pixels.  The overall diagonal screen size was 20 inches.  
Each pixel was a .25 mm square, corresponding to approximately 0.057 degrees of visual 
angle. 
The participants completed the consent forms and questionnaires using the mouse 
and keyboard.  For the graph comparison task, participants used a Logitech® Dual 
Action™ Gamepad (Figure 29), a game controller which was plugged into the iMac by 







Figure 29.  Logitech® Dual Action™ Gamepad. 
The hat switch, left thumbstick, and “2” buttons are labeled. 
All consent forms and questionnaires were administered on a web browser.  I 
wrote the experimental software used in the graph comparison tasks in the Java 
programming language.  The experimental program was positioned at the top middle of 
the computer screen. 
Participants sat in adjustable office chairs, and were encouraged to find a 
comfortable sitting position.  The chairs were positioned such that the distance between 
the participant’s eyes and the top of the iMac screen was one meter.  An experimenter 
checked this distance for each participant using a one meter long piece of string.  
Participants were asked not to move around or lean in their chairs while completing the 
experiment, and an experimenter was on hand to observe the participants and make sure 







The experimental program showed a white rectangle, 980 pixels wide by 780 
pixels tall.  A 10-pixel wide light gray border was drawn around the outside of this 
rectangle, making the entire window 1000 pixels wide by 800 pixels tall (about 10 inches 
wide and 8 inches tall).  Note that this gray border was always present, even when the 
screen is described below as going blank, and that references to the center or edges of the 
screen refer to the experiment screen unless stated otherwise.  The program contained the 
instructions for how to complete the experiment.  These instructions were presented one 
page at a time, without any scrolling.  Participants used the “hat switch” (see Figure 29) 
on the game controller to move through the instructions.  All text was written in Lucida 
Grande, a sans-serif font.  The title text of each page was written in 36 point size, and the 
body of the instructions was written in 22 point size.  Figure 30 shows the first instruction 
page; subsequent instruction pages had a similar appearance.  No participants expressed 






Figure 30.  Welcome screen (Experiment 2). 
 
During each trial, participants were shown two small graphs.  Each graph 
consisted of a single black vertical line, 2 pixels wide, and between 5 and 21 pixels tall.  
The backgrounds of each graph, as well as the background of the experiment screen, were 
white, with only the same thin gray border around the outside of the experiment screen.   
Figure 31 shows a typical trial screen.  A light blue rectangle containing the words, 
“Press and release 2 to begin”, and “READY”, in white, was shown before each trial, 
centered on the screen.  Before each trial, medium gray crosses were shown in place of 
the graphs, and at a certain point in the trial, the graphs were replaced by a medium gray 






which was the maximum size of the graph.  The feedback shown after each trial was 
either the word “Correct!” in 36 point black, or “Incorrect” in 36-point red.   
 
Figure 31.  Trial screen from Experiment 2. 
The lines are 100 pixels apart.  The line on the left is 11 pixels long; the line on the right is 16 pixels long.  
Both lines are 2 pixels wide. 
Design 
Table 10, below, summarizes the conditions of this experiment, excluding 
practice trials.  The trials were grouped into blocks, with the positions of the two graphs 





was one practice block, followed by 18 test blocks.  Excluding the practice block, there 
were 6 position conditions, each with the two graphs separated in the horizontal direction 
by a particular number of pixels, as measured from the center of the graph.  The distances 
were 25, 50, 100, 200, 400, and 800 pixels.  In the practice block, the distance was 300 
pixels.  There were three blocks of trials for each of the 6 positions.  The order of the test 
blocks was randomized, with counterbalancing that ensured that the same block condition 
would not appear twice before another appeared once, nor three times before another 
appeared twice, and that no block condition would appear twice within a run of three 
blocks. 
Each block consisted of four practice trials followed by 48 test trials in a random 
order.  In those trials, each of the two standard length lines was placed either in the left or 
right position (this is called “position of standard” in the table), and paired with each of 
its 6 comparison bars.  Each of these combinations was shown 2 times.  This made 48 test 







Between block conditions Number of levels Levels 
Distance 6 25, 50, 100, 200, 400, 800 
Block repetitions 3  
Total number of blocks 18  
Within block conditions Number of levels Levels 
Standard line length 2 10, 16 
Comparison line length 6 per standard 10: 5, 7, 9, 11, 13, 15 
16: 11, 13, 15, 17, 19, 21 
Position of standard 2 left, right 
Trial repetitions  2  
Number of trials per block 48  
Total number of trials 864  
Table 10.  Conditions of Experiment 2. 
 
Procedure 
Each block began with a short reminder about the instructions.  This was followed 
by four easy practice trials.  If the participant successfully completed all four of these 
trials, the test trials followed immediately.  If the participant responded incorrectly to a 
practice item, they were immediately notified of their error, and shown the instructions 
again.  They then repeated the practice trials until they answered all four correctly.  This 
procedure was meant to ensure that the participants understood the trial procedure and to 
reduce the impact of the longer response times that often occurred on the early trials in a 
block. 
The trial procedure is illustrated in Figure 32.  Each trial began with a blue 
rectangle, called the “Ready Box” in the instructions, shown in the center of the screen 
(Figure 32a). When the participant was ready, he or she pressed and released the “2” 





screen went blank for 100 ms.  Then the two crosses appeared, in the two graph positions 
of the current block, for 500 ms (Figure 32b).  Then, the screen went blank for another 
100 ms.  Then the two graphs, (each consisting of a single line) appeared on the screen 
(Figure 32c).  These graphs remained on the screen until the participant pressed the “2” 
button again.  Then the graphs disappeared and were immediately replaced by gray 
square masks (Figure 32d).  These masks remained until the participant indicated which 
graph contained the longer line by moving the left thumbstick in the direction of their 
choice.  Once the thumbstick was moved, feedback about the accuracy of the response 
was shown, in the form of the words “Correct!” or “Incorrect”.  If the response was 
correct, the “Correct!” message was shown for 500 ms (Figure 32e).  If the response was 
incorrect, the “Incorrect” message was shown for 2000 ms (Figure 32f).  The time 
discrepancy was a mild punishment to discourage careless responding.  After the 
feedback message, the screen went blank for 200 ms, and was replaced by the ready box 
for the next trial. At the end of a block, an instruction screen was shown, indicating how 







Figure 32.  Screens from Experiment 2. 
Results 
Comparability is measured by the accuracy of comparisons and the time it takes 
to complete them.  Repeated measures ANOVAs were performed for both of these 





the length of the standard line (“sLength”), the absolute difference in length between the 
two lines (“absDif”), and whether the standard or comparison line was longer 
(“longerSC”).  These last two factors are derived from the difference between the 
standard and comparison lines (“cDiff”).  For instance, if the length of the standard line is 
10, and the length of the comparison line is 7, then the cDiff is -3, which in these 
analyses would be treated as an absDif of 3, and a longerSC of -1, meaning that the 
standard line was longer.  In other words, absDif is the absolute value of cDiff, and 
longerSC corresponds to the sign of cDiff.  The reason for this change was to illustrate 
that, as the analysis shows, the absolute difference matters much more than whether the 
standard or comparison line is longer. 
Condition Number of levels Levels 
dist 6 25, 50, 100, 200, 400, 800 
sLength 3 10, 16 
absDif 3 1, 3, 5 
longerSC 2 -1 (standard line is longer),  
1 (comparison line is longer) 
Table 11. Factors for Repeated-Measures ANOVA, Experiment 2. 
All other conditions were combined for these analyses, so in the accuracy 
ANOVA, the score was a proportion of the 12 trials that were correctly responded to.  In 
the time ANOVA, the score was the median of these 12 times.  The median was chosen, 
rather than the mean, to diminish the impact of outliers in the long response direction.  
Although I considered alternative methods of controlling for outliers, the median was 
both the simplest and the most robust.  In later experiments, for instance, there were cases 
in which all of the trials that made up a score were responded to incorrectly, so it would 
not be possible to only count accurate trials.  Furthermore, because there were only 2 







Table 12 shows the results of the repeated-measures ANOVA for Experiment 1, 
using accuracy (proportion correct) as the dependent variable. The conditions of the three 
blocks, two repetitions, and two standard positions were summed, for a total of 12 trials 
per cell.  
 
Table 12.  Repeated-Measures ANOVA table for accuracy (Experiment 2) 
 
The distance between the two lines was a significant predictor of comparability, 
with accuracy decreasing as the distance increased.  The largest effect was that of the 
absolute difference in size between the two lines.  The interaction of these variables was 
also significant, as were a few other variables. 
Figure 33 shows accuracy graphed against the distance between the two graphs, 
with the different conditions of absDif and sLength drawn as separate lines.  The thinner 
bar in each color represents the condition in which the standard bar was 10 pixels long; 
the thicker bar, 16 pixels.  The variable representing which bar was longer (longerSC) is 





by only a single pixel.  These were the hardest conditions, and the graph shows it.  
Accuracy was near 90% when the two lines were close enough to be easily seen without 
an eye movement, but accuracy quickly dropped off when the lines grew further apart, 
eventually falling below 75%.  For bars that differed by 3 or 5 pixels, shown as green and 
blue bars, respectively, the distance effects were mild.  Even when the bars were 
separated by 800 pixels, accuracy remained above 90%.   
 
Figure 33. Accuracy by distance, absDif, and sLength (Experiment 2). 
There was a significant effect of absDif, meaning lines of similar length (smaller 
absDif) were less comparable than lines that were more different in length (larger 

































absDif).  The comparability difference was more pronounced between 1 and 3 pixels than 
between 3 and 5 pixels, in line with Henmon’s (1906) finding (see Figure 17). 
Response Time 
Table 13 shows the ANOVA table for response time.  Recall that response time 
refers only to the time between the appearance of the two graphs and when the 2 button is 
pressed. Because of the very short response times, an interruption of a second or two 
could have added quite a bit of noise.  The average of these times was calculated using a 
median, not a mean, of the 12 trials, which reduced the noisiness of the data. 
 
Table 13.  Repeated-Measures ANOVA table for response time (Experiment 2). 
Distance is a significant predictor or response time, as is absDif, and some 
interactions.  Here, sLength is not significant, and neither is longerSC.  The average 
response time is plotted in Figure 34, with separate lines for each absDif condition.  The 
distance conditions are laid out on the x axis in proportion to the distance between the 





straight.  Instead, there is a slight increase in RT in each cDiff condition when the 
distance is increased from 25 to 50 pixels, then a sharp increase from 50 to 100 pixels, 
then smaller increases to 200, 400, and 800 pixels.  Although the RT increases with the 
distance between the lines, this increase is less than linear for distances greater than 100 
pixels. 
 
Figure 34.  Response time by distance and absDif.  (Experiment 2). 
The effect of absDif on comparability holds for this measure as well, and again, 
there is a larger difference between absDif of 1 and 3 than between 3 and 5.  There is 
little (although significant) interaction between the distance and absDif.  People take 



























longer to respond to more similar bars, but this is not much magnified by the distance 
between the bars. 
Figure 35 shows the same data plotted with the distance on a scale of log base 2.  
If the effect of distance on comparison time is due to looking between the two lines, Fitts’ 
Law (Fitts, 1954, Miniotas, 2000) predicts that the response time should increase linearly 
with the log of the distance, so the lines should be straight as plotted.  This comes close to 
describing the graph from 50 pixels to 800 pixels, although as noted earlier, there is very 
little difference between the response times at 25 and 50 pixels distance.  This is not 
surprising, because Fitts’ Law often describes movement times poorly at very short 
distances, and particularly so for eye movements (Goldberg & Kotval, 1999, Miniotas, 
2000), and because at 25 pixels, it would have been possible to compare the lines without 
moving the direction of gaze at all.    Even after 50 pixels, there is a slight upward curve 
for absolute differences of 3 and 5 pixels, indicating that people are either taking longer 
to look at the lines when they are more distant, or are looking back and forth more often.  
It is not possible to distinguish between these possibilities because eye movements were 
not recorded.  Nevertheless, the deviations from the predictions of Fitts’ Law (above 50 
pixels) are not great, and in particular, they are not greater for the more difficult items 






Figure 35. Response time by distance and absDif, distance plotted on a log scale (Experiment 2). 
Absolute and relative differences 
The six different values of cDiff (-5, -3, -1, 1, 3, 5) were chosen to make some 
comparisons easier and some more difficult.  The different values of sLength (10, 16) 
were chosen to encourage participants to look at both lines, not just one.  Because of 
these different values, the length difference between the lines is not the same, depending 
on whether it is measures as an absolute or relative difference.  Thus it is possible to use 
these results to test the psychophysical theory that relative length, not absolute length, is 
the best predictor of comparability.  This was not the goal of this design, so there are not 
Experiment 2 Response Time by Distance, absDif (log scale)


























for instance, two conditions that have the same relative difference, but different absolute 
differences.  There were, however, three sets of four conditions with the same absolute 
length difference, and different relative length differences, and one pair of conditions for 
which the absolute and relative differences in length make different predictions about the 
comparability of the lines. 
Figure 36 shows response times in Experiment 2 using the relative difference 
between the lines on the X axis, and the three colors used earlier for the absolute 
difference.  There are 12 data points, one for each combination of cDiff and sLength.  
Relative difference is calculated as the absolute difference divided by the length of the 







Figure 36. Response Time by relative and absolute differences in length (Experiment 2). 
The most interesting points on this graph are the two on either side of .4 on the x 
axis.  These represent pairs of lines that are 7 and 10 pixels (the green point at about .43) 
and 16 and 21 pixels (the blue point at about .31).  The psychophysical law predicts that 
the lines with the larger relative difference should be more comparable, but we find faster 
comparisons for those with the larger absolute difference.  This difference is fairly stable 
across different distances, as seen in Figure 37, which plots just these two points at each 
distance.   




























Figure 37.  Response Time for two pairs of lines at each distance (Experiment 2). 
 
Similar graphs for accuracy ( Figure 38, Figure 39) show smaller differences, but 
nothing that suggests that relative difference is a better predictor than absolute difference. 
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Figure 38.  Accuracy by relative and absolute differences in length (Experiment 2). 
 































Figure 39. Accuracy for two pairs of lines at each distance (Experiment 2). 
Discussion 
We can now answer the research questions for this experiment: 
Research Question 2-1. How does the distance between lines affect their 
comparability? 
Lines that were farther apart were less comparable, both in terms of accuracy and 
response time.  This is in contrast to the findings in Experiment 1, but in line with what 
Weber (1834/1978) predicted. 
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Research Question 2-2. How does the difference in length interact with the 
distance effect? 
Using the time metric, there was fairly little interaction between these effects, and 
the amount of time taken increased about linearly with the distance between the lines, as 
that distance increased from 100 pixels to 800 pixels.  The increase was greater between 
25 and 100 pixels. 
Using the accuracy metric, lines that differed by only a single pixel became less 
comparable rapidly when the distance between them increased from 25 to 100 pixels, and 
continued to decline until the furthest distance measured, 800 pixels, at which point 
accuracy was under 75%.  Accuracy also declined for comparisons of lines that differed 
by 3 or 5 pixels, but much less so than the pairs of 1 pixel difference. 
Note that for both measures of comparability, the pattern changes around the 100-
pixel mark.  This distance is about 1.4 degrees of visual angle, which is near the limit of 
central vision.   
Research Question 2-3. Is the absolute or relative difference in lengths a better 
predictor of comparability? 
The absolute difference in length between two lines was a better predictor of the 
comparability of the lines, than was the relative difference, using both the accuracy and 
response time measures.  The psychophysical theories of Weber, Fechner, and Stevens, 
which all state that it is the relative difference, not the absolute differences, that affect 
comparability, do not hold in this situation.  Why?  One possibility is that this 
experiment, like the situation depicted in Weber (1834/1978) used lines that were aligned 






differences detectable as different heights of the lines (different y-axis coordinates).  
Thus only the tops of the lines, not the bottoms, were relevant for length judgments, 
which may have caused people to ignore the bottoms of the lines.  Stevens (1975) gives 
an example of lines at various orientations, presented in nonaligned pairs, for which this 
kind of judgment is impossible.  Another possibility is the constant width of the lines, 2 
pixels, caused the participants to view what I have been calling “lines” as thin rectangles 






Chapter 4: Experiment 3 
This chapter describes an experiment in which simple graphs of one line each 
were placed at a distance to one another, and the participant identified the graph with the 
longer bar, just as in Experiment 2.  In Experiment 3, the two graphs were always 200 
pixels apart, but their alignment and orientation differed from one condition to another.   
Research Questions 
This experiment was designed to answer the following questions about small 
multiple bar graphs: 
Research Question 3-1.  How does the alignment of lines affect their 
comparability? 
Most studies of comparison of line length use stimuli that are side by side.  An 
exception is the study of optical illusions of perspective, for which visual cues are 
included to encourage viewers to interpret the lines as nearer or farther parts of a 
naturalistic scene.  Because this study is focused on small multiple graphics, I did not 
include any such cues, and I expected any perspective-based illusions to have minimal 
impact. 
For the diagonal alignments, there were two hypotheses.  The diagonal alignments 
might be worse than the horizontal or vertical alignments, because people are 
unaccustomed to comparing visual objects that are not aligned either vertically or 
horizontally.  Alternatively, diagonally aligned lines might be somewhere between 
vertical and horizontal lines in terms of comparability, for reasons explained below under 






Research Question 3-2.  How does the orientation of lines affect their 
comparability? 
I had no strong theory about whether horizontal or vertical lines would be easier 
to compare, independent of their alignment.  Horizontal and vertical lines have both been 
used as research stimuli, as have diagonal lines, which I did not include here.  (I excluded 
diagonals for the sake of controlling the number of conditions, because of the imprecision 
of length of diagonal lines rendered on a computer screen, and because diagonal lines are 
not commonly used to draw bar graphs.  Even in line graphs, which do use diagonals, the 
length of the line does not represent a particular attribute.) 
Research Question 3-3.  How do alignment and orientation interact? 
I expected, as per Weber (1834/1978), that it would be easier to compare vertical 
lines aligned horizontally, or horizontal lines aligned vertically, because the ends of the 
lines make an angle under these cross-aligned conditions, and there is no angle under the 
co-aligned condition. 
If the lines are more comparable in the cross-aligned conditions than the co-
aligned conditions, the diagonally aligned conditions might split the difference, allowing 
the viewer to form a trapezoid using the two endpoints of each line, and compare the 
angles of the imagined lines to determine the longer line. 
Research Question 3-4. How does the difference in length interact with these 
effects? 
I did not have an a priori theory about how the difference in length would interact 





Research Question 3-5.  Is the absolute or relative difference in lengths a better 
predictor of comparability? 
The alignment conditions allow a test of the hypothesis that absolute length 
differences trumped relative length differences in Experiment 2 because the viewers 
could ignore the bottom half of each line. 
Method 
Participants 
Forty-two students in psychology classes participated for partial class credit as 
part of the psychology participant pool.  There were 18 males and 24 females.  The age 
range was 18 to 25, with a mean of 19.7.  Participants were required to have normal or 
corrected-to-normal vision.  No vision tests were performed on the participants, although 
none complained that they could not see the stimuli. 
Apparatus and Materials 
The apparatus and seating procedure were exactly the same as those used in 
Experiment 2. 
The instructions and test program were similar to those in Experiment 2.  The 
only changes were the different stimuli, described in the design section below, and 







Table 14, below, summarizes the conditions of this experiment, excluding 
practice trials.  The trials were grouped into blocks, with the positions of the two graphs 
always consistent within a block, and always changing from one block to the next.  There 
was one practice block, followed by 16 test blocks.  Excluding the practice block, there 
were 4 alignment conditions and 2 orientation conditions, which were completely 
crossed.  The alignment conditions (how the two graphs were arranged on the page) were 
-45° (upper left/lower right), 0° (side by side, as in Experiment 2), 45° (upper right/lower 
left), and 90° (one over the other).  The orientations were 0° (horizontal bars) and 90° 
(vertical bars, as in Experiment 2).  The distance between the graphs was 200 pixels.  In 
the practice block, the distance was 300 pixels, the alignment was 65°, and the orientation 
was 90°.  There were two blocks of trials for each of the 8 combinations of alignment and 
orientation.  The order of the test blocks was randomized, with counterbalancing that 
ensured that the same block condition would not appear twice before another appeared 
once, and that no block condition would appear twice within a run of five blocks. 
Between block conditions Number of levels Levels 
Alignment 4 -45°, 0°, 45°, 90° 
Orientation 2 0°, 90° 
Block repetitions 2  
Total number of blocks 16  
Within block conditions Number of levels Levels 
Standard line length 2 10, 16 
Comparison line length 6 per standard 10: 5, 7, 9, 11, 13, 15 
16: 11, 13, 15, 17, 19, 21 
Position of standard 2 left, right 
Trial repetitions  2  
Number of trials per block 48  
Total number of trials 768  







Figure 40. Alignment and Orientation Conditions for Experiment 3. 
Each labeled line, paired with the unlabeled line, represents one of the combinations of alignment and 
orientation conditions.  On the left, the vertical orientation conditions (orient = 90).  On the right, the 
horizontal orientation conditions (orient = 0).  The gray labels are for reference only. 
 
Each block consisted of four practice trials followed by 48 test trials in a random 
order.  In those trials, each of the two standard length lines was placed either in the left or 
right position (or top or bottom position, for vertical alignments; this is called “position 
of standard” in the table), and paired with each of its 6 comparison bars.  Each of these 
combinations was shown 2 times.  This made 48 test trials per block, for a total of 768 







The procedure was almost exactly the same as that of Experiment 2.  The only 
difference was the direction that the participant moved the left thumbstick.  The 
instructions indicated only that the left thumbstick should be moved in the direction of 
the longer bar.  For trials with vertical alignments, a response was registered when the 
left thumbstick was moved forward or backward.  For trials with diagonal alignments, a 
response was registered when the thumbstick was moved forward, backward, left, or 
right.  Because the left thumbstick moves omnidirectionally, the participant could move it 
diagonally, and did not have to choose one of these directions.  Recall that response time 
was measured by when the 2 button was pressed, not when the thumbstick was moved, to 
minimize any differences caused by moving the thumbstick in different directions. 
Results 
As in Experiment 2, the comparability of the graphs is measured in both accuracy 
and time. The repeated measures ANOVAs have 5 factors: alignment (“align”), 
orientation (“orient”), the length of the standard line (“sLength”), the absolute difference 
between the standard and comparison lines (“absDif”), and which line was longer 
(“longerSC”). As in Experiment 2, absDif and longerSC are separated out from cDiff. 
Accuracy 
Table 15 shows the results of the repeated-measures ANOVA for Experiment 3, 
using accuracy (proportion correct) as the dependent variable. The conditions of the two 





per cell.  Alignment was a significant predictor of response accuracy, but neither were 
orientation or the interaction of these factors.  The horizontal alignment, with two lines to 
the left and right of one another, led to the most accurate responses.  This effect was 
smaller than some significant effects related to the lengths of the lines.  Figure 41 shows 
the effects of alignment and orientation on accuracy.   
 









Figure 41.  Accuracy by Alignment and Orientation (Experiment 3). 
The black points represent vertical lines; the pink points represent horizontal lines.  The alignment effect is 
significant; the orientation and interaction effects are not. 
Figure 42 shows an interesting interaction of alignment and absDif.  For the pairs 
of lines that were most similar in length (absDif = 1), responses were more accurate when 
the graphs were side by side (alignment = 0) than when they were arranged a different 
way.  In other words, the alignment effect was stronger when the lines were more similar 
in length.  





























Figure 42. Accuracy by alignment and absDif (Experiment 3). 
Response Time 
Table 16 shows the results of the repeated-measures ANOVA for Experiment 3, 
using response time as the dependent variable. The conditions of the two blocks, two 
repetitions, and two standard positions were summed, for a total of 8 trials per cell.  
Orientation, but not alignment or the interaction of these factors, is a significant predictor 
of response time, with vertical lines being compared faster.  Again, however, the factors 
related to the lengths of the lines had larger effects.  Figure 43 shows the effects of 
alignment and orientation on response time.   






































Figure 43. Response Time by Alignment and Orientation (Experiment 3). 
The significant effect here is the faster response times for vertical bars, depicted as the black points, than 
the horizontal lines, depicted as pink points.  Alignment and the interaction are not significant. 
Absolute and relative differences 
These data can be analyzed to test the psychophysical theory in the same way as 
Experiment 2.  Figure 44 shows accuracy plotted by relative and absolute differences.  
The influence of relative difference is clear, although absolute difference makes a better 
prediction about the two cases in which the predictions are different.  



























Figure 44. Accuracy by relative and absolute differences in length (Experiment 3). 
Figure 45 shows the graph for response time.  Again, there is a clear effect of 
relative differences.  The two cases with different predictions have similar response 
times.   






























Figure 45. Response Time by relative and absolute differences in length (Experiment 3). 
Discussion 
Research Question 3-1.  How does the alignment of lines affect their 
comparability?   
The effects of alignment on comparability were small.  Horizontal alignments led 
to more correct responses than other alignments, but not by much.  There was no 
significant effect of alignment on response time, suggesting that the large effect seen in 
experiment 1 (Figure 24) was an artifact of the response procedure. 



























Research Question 3-2.  How does the orientation of lines affect their 
comparability? 
The orientation of the lines did not affect the accuracy of responses, but vertical 
lines were compared a bit faster than horizontal lines.   
Research Question 3-3.  How do alignment and orientation interact? 
Surprisingly, alignment and orientation were not shown to interact significantly.  
This suggests that at the 200 pixel distance, for which viewers must move their eyes to 
compare graphs, the trapezoid effect described by Weber (1834/1978) and Ware (2004) 
does not play much of a role. 
Research Question 3-4. How does the difference in length interact with these 
effects? 
The most difficult comparisons were those of two lines that differed by only a 
single pixel in length, and these were performed most accurately, and in similar amounts 
of time, when the graphs are arranged side by side. 
Based on these results, graph designers constructing visualizations of multiple bar 
graphs would likely best communicate information by making the bars vertical, and 
aligning them horizontally. Considering that the distance effects described in the previous 
chapter were generally larger than those described here, a compact, squarish arrangement 
would be generally preferred to a wider arrangement.  A tall arrangement would be less 
preferred still.  Of course, depending on the purpose of the graph, other alignments or 
orientations may be preferable.  
Research Question 3-5.  Is the absolute or relative difference in lengths a better 





Both absolute and relative length differences affect comparability.  Absolute 






Chapter 5: Experiment 4 
This chapter describes an experiment in which graphs of two lines each were 
placed at a distance from one another.  The participant identified the graph for which the 
absolute length difference between the two lines was larger.  In Experiment 4, the graphs 
were aligned horizontally, and all of the bars were vertical.  The graphs were separated 
by one of four distances. 
This experiment, and Experiment 5 described in the following chapter, were 
conducted at the same time, although by different participants.  The goal was to see 
whether the patterns of results observed in Experiments 2 and 3 would carry over from 
comparing lines to comparing graphs.  The graphs of two bars each are similar to the one-
bar graphs of the previous experiments, and two of them make a simple small multiples 
graph.  Such an arrangement of small graphs could represent a simple true spatiotemporal 
map representing two places at two times, for example.  See Figure 6 for a chartmap with 
graphs of 3 bars each, and Figure 14 for a more complex example.  
Each comparison screen showed four lines, each of which varied by trial as 
described in the design section below.  Due to this larger number of varying lines, I had 
to reduce the number of levels of other conditions to keep the experiment at a reasonable 
length.  I eliminated the 25 and 50 pixel distances for this reason.  These shorter distances 
were eliminated to make it clear that the two graphs were distinct, as there were no axes 
or shading around each graph, and because I thought it would be more useful to know 
about the comparability of distant graphs than very close graphs. 
Another simplification I made for this experiment, as well as the Experiment 5, 





Of course this is only one of many possibilities of bar heights, but I wanted to make the 
task as straightforward as possible for the participants, and to collect many data points on 
the same conditions to increase the statistical power of the analysis. 
Research Questions 
Research Question 4-1. How does the distance between bar graphs affect their 
comparability? 
I expected the response time to increase as the distance increased, but I did not 
know whether accuracy would be strongly affected by distance. 
Research Question 4-2. How does the absolute difference in length increases in 
bar graphs interact with the distance effect? 
The term absolute difference in length increases is explained in the design section 
below.  It is roughly the equivalent of the absolute length difference in the previous 
experiments, the difference that the viewers are asked to judge.  The question here is 
whether the more difficult comparison will be more severely affected by the larger 
differences than the easier comparison. 
Research Question 4-3. What is the effect of the relative heights of lines on the 
comparability of bar graphs? 
The task in this experiment is to compare two graphs and judge which has the 
larger increase from the left bar to the right bar.  The left bar of each graph is of a 
different height.  The question here is whether it is easier to compare graph that have 








Thirty-seven students in psychology classes participated for partial class credit as 
part of the psychology participant pool.  There were 15 males and 22 females.  The age 
range was 18 to 26, with a mean of 19.7.  Participants were required to have normal or 
corrected-to-normal vision.  No vision tests were performed on the participants, although 
none complained that they could not see the stimuli. 
Apparatus and Materials 
The apparatus and seating procedure were exactly the same as those used in 
Experiments 2 and 3.  Each graph consisted of two lines instead of one.  Lines were 2 
pixels wide, and the two lines within a bar graph were separated by 2 pixels of white 
space.  All lines were vertical, and the lines were aligned at the bottom. 
Design 
Table 17, below, summarizes the conditions of this experiment, excluding 
practice trials.  The trials were grouped into blocks, with the positions of the two graphs 
always consistent within a block, and always changing from one block to the next.  There 
was one practice block, followed by 8 test blocks.  Excluding the practice block, there 
were 4 position conditions, each with the two graphs separated in the horizontal direction 
by a particular number of pixels, as measured from the center of the graph.  The distances 





was 300 pixels.  There were two blocks of trials for each of the 4 positions.  The order of 
the test blocks was randomized, with counterbalancing that ensured that the same block 
condition would not appear twice before another appeared once, and that no block 
condition would appear twice within a run of three blocks. 
Each trial had two graphs: a standard graph and a comparison graph.  Each graph 
had a shorter line on the left and a longer line on the right.  There were no graphs with 
decreases or with equally sized lines.  The left, base line of the standard graph 
(abbreviated sBase) was either 3 or 11 pixels long.  The right line was equal to the base 
line plus either 8 or 14 pixels, for a total of 4 combinations.  This value of 8 or 14 pixels 
is called the standard increase, abbreviated sInc. The base line of the comparison graph 
(cBase) was either 4 or 10 pixels long.  The right line was equal to the base line plus one 
of four values (comparison increase or cInc) shown in Table 17, depending on the 
standard increase for that trial.  The difference between the comparison increase and the 
standard increase (csIncDif) was what the participants were asked to judge; the values 
were always either -4, -2, 2, or 4.  In the ANOVA tables and graphs, csIncDif is broken 
into csIncAD (the absolute difference in increase, either 2 or 4 pixels) and csIncSign 
(which increase was larger, equivalent to longerSC).  The composition of the graphs by 
sBase, sInc, cBase, and cInc is depicted in Figure 47. 
Each block consisted of eight practice trials followed by 64 test trials in a random 
order.  The number of practice trials was increased from the previous experiments.  This 
represented two pairings each of all of the combinations of standard and comparison 
graphs, one with the standard graph in the left position, and one with it in the right 







Table 17.  Conditions for Experiment 4. 
 
 
Figure 46.  Distance Conditions for Experiment 4. 
Each of the four labeled graphs, paired with the unlabeled graph, represents one of the four distance 
conditions.  The lines and distances are to scale. The gray labels represent the distance in pixels between 







Figure 47. Length Conditions for Experiment 4. 
These lines represent two graphs that were presented during a trial.  In this example, the left pair is the 
standard graph, and the right pair, the comparison graph.  The left line of each graph is the base, sBase and 
cBase, respectively, and the right line is longer than the base, by an amount indicated by sInc and cInc, 
respectively.  The red color is shown here to highlight the increase amounts, but the lines in the experiment 
were all black.  The gray labels indicate the number of pixels represented, and are for reference only.  In 
this example, csIncDif is -2, csIncAD = 2, and csIncSign =-1, the standard increase being larger. 
Procedure 
The procedure was similar to Experiment 2.  The participants moved the left 
thumbstick towards their choice of which graph had the larger increase from the left line 
to the right line.   
Results 
Accuracy 
Table 18 below summarizes the results of the repeated-measures ANOVA for 
Experiment 4, using accuracy (proportion correct) as the dependent variable.  Most 4-






from the table to save space.  The conditions of the two blocks and two standard positions 
were summed, for a total of 4 trials per cell. 
Distance was not a significant predictor of response accuracy.  Figure 48 shows 
the effects of distance and csIncAD, which was the strongest predictor of accuracy.  
Distance had no effect.  The difference in increase between the lines of each graph had an 
effect of about 10 percentage points.  For both conditions of csIncAD, accuracy was 
lower than in the 3 and 5 pixel conditions of Experiment 2 (Figure 33), but higher than 






Table 18.  Repeated-measures ANOVA table for accuracy (Experiment 4). 







Figure 48. Accuracy by Distance and csIncAD (Experiment 4). 
Response Time 
Table 19 below summarizes the results of the repeated-measures ANOVA for 
Experiment 4, using response time as the dependent variable.  Most 4-way, 5-way, and 
the 6-way interaction were not significant; the non-significant ones have been removed 
from the table to save space.  The conditions of the two blocks and two standard positions 
were summed, for a total of 4 trials per cell.   





























Table 19. Repeated-measures ANOVA table for response time (Experiment 4). 










Although distance was a significant predictor of response time, the effect was not 
monotonic. Figure 49 shows that a distance of 200 pixels produced the fastest responses.  
The response time difference between the two conditions of csIncAD was about 100 ms.   
 
Figure 49.  Response Time by Distance and csIncAD, (Experiment 4). 
 






























Participants in this experiment were asked to compare small graphs, not just 
individual lines.  In some cases, the left line of each graph was of a similar height 
(differing by 1 pixel), and in some cases those lines differed by 7 pixels.  It would be 
worthwhile to know how this difference affected the comparability of the graphs.  Recall 
that we are assuming that all four pieces of information are necessary in this graph, and 
that reducing the graphs to show only a single bar depicting the change would cause a 
loss of otherwise necessary information contained in the baseline heights. 
The variables we are interested in here are sBase and cBase, the lengths of the 
standard and comparison graph base lines.  Using accuracy as the measure, the 
interaction of these effects is significant, with similar sBase and cBase values (4 and 3 or 
11 and10, respectively) leading to more accurate responses (Figure 50).  Conditions with 
the smaller cBase value were also more accurate than those with a larger cBase value, 








Figure 50.  Accuracy by sBase, cBase (Experiment 4). 
 
Using response time as the measure, there is no interaction between the sBase and 
cBase variables, but each variable is a significant predictor (Figure 51).  In both cases, 
smaller baselines lead to faster responses.   
 





























Figure 51.  Response Time by sBase and cBase (Experiment 4). 
Although the differences are small, response time increased significantly between the smaller and larger 
base line heights for each graph, with no significant interaction. 
 
Discussion 
Research Question 4-1. How does the distance between bar graphs affect their 
comparability? 




























Distance had little to no effect on the comparability of these bar graphs.  It took 
slightly longer to respond when the graphs were 400 or 800 pixels apart than when they 
were 200 pixels apart or closer, but accuracy was not affected. 
Research Question 4-2. How does the absolute difference in length increases in 
bar graphs interact with the distance effect? 
As expected, the similarity of the graphs in terms of their increase, which was 
what was being compared, affected the accuracy and response time.  More similar pairs 
of graphs were more difficult to compare. 
Research Question 4-3. What is the effect of the relative heights of lines on the 
comparability of bar graphs? 
Graphs with similar base line heights were compared with greater accuracy, by 
about 10 percentage points.  There were also slight comparability advantages to smaller 
base line heights, suggesting effects of relative length differences. 
 
These graphs were more difficult to compare than single lines, but this difficulty 
was not compounded by increases in distance.  Provided the graph maker can ensure that 
the relevant information can be read and compared, he or she need not worry that two 





Chapter 6: Experiment 5 
This chapter describes an experiment in which graphs of two lines each were 
placed at a distance to one another. The participant identified the graph for which the 
absolute length difference between the two lines was larger.  In Experiment 5, the graphs 
were arranged in one of four alignments, the same as in Experiment 3.  Unlike 
Experiment 3, all lines were oriented vertically. 
Why study alignment and not orientation in this experiment, when Experiment 3 
showed that both orientation and alignment have some effect on the comparability of 
lines?  First, alignment is a more essential decision for the small multiple graph designer 
to make than orientation.  Orientation is a decision about the small graph, but alignment 
is a decision about the larger graph.  In other words, the knowledge gained about 
alignment is more likely to be broadly applicable to arrangements of small multiples, 
whereas the orientation knowledge is less likely to.  Second, Experiment 3 established 
that vertically oriented lines were slightly more comparable than horizontally oriented 
bars across all alignments, as measured by response time, with no significant differences 
found for accuracy.  Thus there is no compelling need to study small horizontally 
oriented bar graphs.  Third, as in Experiment 4, the number of conditions had to be 
reduced for time considerations. 
Research Questions 







In Experiment 3, lines were more comparable, as measured by accuracy, when 
they were side by side, as opposed to aligned diagonally or one over the other. It would 
be useful to know whether this effect persists for small graphs. 
Research Question 5-2.  How does the absolute difference in length increases in 
bar graphs interact with the alignment effect? 
In Experiment 3, there was a significant interaction between the absolute 
difference between the lines and the alignment, as measured by accuracy.  It would be 
useful to know whether this effect persists for small graphs. 
Research Question 5-3.  What is the effect of the relative heights of lines on the 
comparability of bar graphs? 
This is the same as Research Question 4-3, and I therefore expect similar results. 
Method 
Participants 
Thirty-eight students in psychology classes participated for partial class credit as 
part of the psychology participant pool.  There were 16 males and 22 females.  The age 
range was 18 to 23, with a mean of 19.7.  Participants were required to have normal or 
corrected-to-normal vision.  No vision tests were performed on the participants, although 





Apparatus and Materials 
The apparatus and seating procedure were exactly the same as those used in 
Experiments 2, 3, and 4.  The materials were similar to those used in Experiment 4. 
Design 
Table 20, below, summarizes the conditions for Experiment 5.  The design was 
exactly the same as that of Experiment 4, except that there were four alignment 
conditions instead of four orientation conditions.  The alignment conditions were the 
same as those in experiment 3, and are depicted in Figure 52.  All pairs of graphs were 
separated by 200 pixels, as measured by the center of each graph. 
 
Between block conditions Number of levels Levels 
Alignment 4 -45, 0, 45, 90 
Block repetitions 2  
Total number of blocks 8  
Within block conditions Number of levels Levels 
Standard base length 2 3, 11 
Comparison base length 2 4, 10 
Standard increase 2 8, 14 
Comparison increase 4 per standard increase 8: 4, 6, 10, 12 
14: 10, 12, 16, 18 
Position of standard 2 left, right 
Trial repetitions  1  
Number of trials per block 64  
Total number of trials 512  








Figure 52.  Alignment Conditions for Experiment 5. 
Each of the four labeled graphs, paired with the unlabeled graph, represents one of the four alignment 
conditions.  The lines and distances are to scale. The gray labels show the alignment angle, and are for 
reference only.  There were no horizontal lines in Experiment 5. 
Procedure 
The procedure was similar to that in Experiments 3 and 4.  The participants 







Table 21 below summarizes the results of the repeated-measures ANOVA for 
Experiment 4, using accuracy as the dependent variable.  Most 4-way, 5-way, and the 6-
way interaction were not significant; the non-significant ones have been removed from 
the table to save space.  The conditions of the two blocks and two standard positions were 
summed, for a total of 4 trials per cell.  The main effect of alignment was not significant, 
nor were any 2-way interactions including alignment.  As in the experiment 4, the largest 
effect was that of csIncAD, the difference being compared.   Figure 53 shows the effects 







Table 21. Repeated-measures ANOVA table for accuracy (Experiment 5). 







Figure 53. Accuracy by Alignment and csIncAD (Experiment 5). 
Response Time 
Table 22 below summarizes the results of the repeated-measures ANOVA for 
Experiment 4, using response time as the dependent variable.  Most 4-way, 5-way, and 
the 6-way interaction were not significant; the non-significant ones have been removed 
from the table to save space.  The conditions of the two blocks and two standard positions 
were summed, for a total of 4 trials per cell.  Again alignment is not a significant effect, 
nor are its interactions.  Figure 54 shows the effects of alignment and csIncAD. 






































Figure 54.  Response Time by Alignment and csIncAD (Experiment 5). 
Discussion 
Research Question 5-1.  How does the alignment of bar graphs affect their 
comparability? 
The alignment of small bar graphs did not significantly affect their comparability 
in any way, under the conditions of this experiment.  All of the graphs were separated by 
200 pixels; it is not possible to rule out the possibility that alignment would play some 
role in comparing graphs that were closer together. 




























Research Question 5-2.  How does the absolute difference in length increases in 
bar graphs interact with the alignment effect? 
There was no evidence of an interaction between alignment and any kind of 
length difference. 
Research Question 5-3.  What is the effect of the relative heights of lines on the 
comparability of bar graphs? 
The effects are similar to those seen in Experiment 4.  It was easier to compare 
graphs for which the critical length increase was greater, and easier to compare graphs 
with more similar base lengths. 
 
Just as we saw that the effects of distance were more subtle when 2-line graphs 
were compared than when single lines were compared, the effects of alignment are more 
subtle, so much so that they are not significant here.  The constructor of a graph 
containing multiple small bar graphs need not be concerned about how the alignment of 





Chapter 7:  General Discussion 
This chapter summarizes the results of the five experiments and describes the 
limitations of the research. This is followed by suggestions of ways in which graph 
designers might use this knowledge to construct better graphs, and by discussion of how 
future research can answer remaining questions about the comparability of small graphs. 
Summary of Findings 
The general research questions are restated below, and the answers are grouped 
by topic in three sections:  Distance, Alignment and Orientation, and Complexity of 
Graphs.  The summaries highlight the results of the later experiments when these conflict 
with those of Experiment 1. 
Research Question G-1.  How is the comparability of lines affected by the 
distance between the lines?  See Distance, below. 
Research Question G-2.  How is the comparability of lines affected by the 
alignment of the lines?  See Alignment and Orientation, below. 
Research Question G-3.  How is the comparability of lines affected by the 
orientation of the lines? See Alignment and Orientation, below. 
Research Question G-4.  How is the comparability of lines affected by the 
interaction of the alignment and orientation of the lines? See Alignment and Orientation, 
below. 
Research Question G-5.  How is the comparability of small bar graphs affected by 
the factors described in questions 1, 2, 3, and 4?  See Distance, Alignment and 







Larger distances between lines decreased the comparability of those lines, 
measured by both the time taken to compare the lines and the accuracy of those 
comparisons.  In terms of response time, the most substantial effect was the difference 
between bars at 50 pixels (about 0.72 degrees of visual angle) and 100 pixels (about 1.4 
degrees of visual angle).  Notably, for distances larger than 100 pixels, response time 
increased at a lower rate than did distance (see Figure 34).  So we would not expect there 
to be some distance at which the information in a graph displayed on a computer screen 
could not be understood because it took too long for people to compare lines. 
The accuracy of the comparisons was also affected by distance, although this 
effect was strongly influenced by the difference in length of the two lines.  Very similar 
lines (those differing by 1 pixel, or .014 degrees of visual angle) could not be compared 
with an acceptable degree of accuracy when they were far enough apart that both could 
not be seen with central vision at the same time.  Lines differing by 3 pixels or 5 pixels 
could be accurately compared, even at 800 pixels distance, with only mild effects of 
distance. 
Neither of these effects were seen when 2-line graphs, rather than single lines, 
were compared.  The distance between the graphs had no effect on the accuracy of the 
comparisons, and only slight, non-monotonic effects on the response time (see Figure 
49).  The fastest responses were made to graphs 200 pixels distant, not 100 pixels distant. 
These results are consistent with the model of two visual memory systems, a fast, 
accurate iconic memory with a longer-term visual working memory that is prone to 





When two lines are compared simultaneously (because they require no saccades or only 
tiny saccades) they can be compared accurately even if they are quite similar in length.  
This iconic memory fades as the saccades get longer, leading to increased interference 
and lower accuracy for comparisons of very similar lines.  For less similar lines, the 
visual working memory is sufficient to maintain a representation of the two lines that 
allows accurate comparisons.  Increased saccade time does not provide much further 
interference, so accuracy does not degrade sharply at longer distances. 
For comparisons of graphs of two lines, the lines of each graph can always be 
compared simultaneously, but not the two graphs to each other, because they fall outside 
the 50-pixel range that facilitates these very fast comparisons.  Thus accuracy is not much 
affected by distance for Experiment 4. In fact, response time was not much affected by 
distance either, suggesting that the slower time course in Experiment 2 is due to speed-
accuracy trade off decisions made by the participants, not long saccade times.  This 
would not be surprising given that saccades are very fast. 
Alignment and Orientation 
The effects of the alignment (how graphs were arranged relative to one another, 
side-by-side, one over the other, or diagonally) and orientation of bars (vertical or 
horizontal) at 200 pixels distance were quite subtle.  People responded more accurately to 
bars aligned horizontally (graphs placed side-by-side) than to bars aligned vertically or 
diagonally (see Figure 41).  This difference was most prominent for the most difficult 






vertically oriented bars than horizontally oriented bars (see Figure 43), but with no 
significant difference in accuracy.   
Alignment had no effect on the comparability of 2-line graphs by either measure, 
and orientation was not tested for these graphs. 
Complexity of Graphs 
What conclusion can we draw about how people compare small graphs, as 
opposed to comparing individual lines?  It seems that something about the small graphs 
greatly reduces or eliminates the effects of distance and alignment.  In that sense, small 
graphs might have a kind of protective effect on the information they depict, allowing it 
to be compared as part of a large or complex graph.   
However, the overall accuracy and response times indicated that the small graphs 
were less comparable than corresponding single lines.  For example, response accuracy 
for the 2-line graphs that differed in increase by 4 pixels was about 88%, worse than the 
response accuracy for single lines that differed in length by 3 pixels.  The response times 
were also slower in experiments 4 and 5 than in 2 and 3 across the board. 
It’s worth remembering that these differences were expected.  The 2-line graphs 
are more complex than the single-line graphs, and we are assuming that multiple lines are 
displayed, representing multiple data points per graph, because these data points, and not 
just the length increase between them, are potentially important information for the graph 
to convey.  What is interesting here is how distance and alignment affect the different 






This study was conducted using a limited range of young student participants with 
normal or corrected-to-normal eyesight, doing repetitive tasks, devoid of context, in a 
small, windowless room for no pay.  Only a small fraction of the potential variables were 
explored, and only a few conditions were tested among those variables.  It would be 
foolish to assume that the specific outcomes will be applicable to all persons using all 
media in all situations.  Graph designers should use common sense and test their designs 
on potential users.  In the following section on practical advice, I have tried to frame the 
advice in general terms, not pixel-by-pixel instructions of how to draw any conceivable 
small multiple bar graph. 
Practical Advice for Graph Makers 
An aim of this project was that the results be directly relatable to the task of 
constructing small multiple graphs.  Although the evidence gathered here comes only 
from bar graphs, it is likely that similar principles apply to other types of graphs.  See 
later sections for a discussion of how future research can expand the graph difficulty 
principle for small multiples. 
The first piece of advice people constructing small multiples graphs can take from 
this project is to be sure that if two individual elements must be compared to make a 
judgment, that those elements must be comparable with near perfect accuracy when they 
are positioned very close, or else their comparability will rapidly deteriorate when they 






.043 degrees of visual angle, were compared accurately over 90% of the time, even when 
they were 800 pixels apart. 
Second, the most accurate comparisons are those made of elements that are very 
close to one another, within about half a degree of visual angle apart, (25 pixels, or .036 
degrees of visual angle in Experiment 2). Even the tiniest differences were correctly seen 
nearly 90% of the time when they were this close.  That said, if the differences are not 
tiny, distance has much less effect on accuracy, so there is no need for the designer to try 
to cram the elements close together.  In general, it would be much better to make the 
elements distinct, and then include as many of them as necessary at whatever distances 
are appropriate to the situation. 
Third, designers should remember that many small factors affect the 
comparability of graphs.  It was easier to compare graphs for which the left line was of a 
similar height than those with left lines of different heights.  Both the absolute and 
relative differences of the lengths of lines affect the comparability of the lines.  The 
practical advice here is to make the graphs as similar as possible, except in ways that are 
relevant to the kinds of comparisons you expect people will do. 
Fourth, the best way to arrange small bar graphs to make the bars as comparable 
as possible is to place them side by side, with the bars vertical.  This advice is based on 
the single bars compared in Experiment 3.  In Experiment 5, there was no significant 





Directions for Future Research 
The research described here was intended as a starting point, not an ending point, 
for determining a graph difficulty principle for small multiples.  The small graphs, larger 
graphs, and tasks are all simplified as much as possible.  There are a few main branches 
of future research that could prove beneficial to the development of a graph difficulty 
principle for small multiples: 
Break the response time into its component parts 
It would be possible to deconstruct the amount of time taken to compare distant 
graphs in the task presented here into its component parts of moving the gaze from one 
graph to another and possibly to other parts of the screen, and staring at each graph to 
extract information from it.  From this it could be possible to determine why 
comparability decreases as it does under different circumstances.  For example, it might 
be that the long eye movements interfere with the memory of one graph, or it might be 
that the time taken during that eye movement interferes with the memory, and clever 
experimental design could distinguish between these sources of error somewhat.  This 
could also be done using an eye tracking system.   
Maximize the comparability of graphs like the ones studied here 
This is more promising than trying to reinvent vision research.  Consider the 
problem of the comparability of 2-line graphs.  These graphs were often less comparable 
than single lines under similar conditions of distance and alignment. In Experiment 1 






interfere with the comparison of the graphs.  Might informative gridlines or selective use 
of color, as suggested by Tufte (1983, 1990) for instance, help make small bar graphs 
more comparable?  It might be the case that the relatively poor comparability of 2-line 
graphs can be alleviated, making small multiple bar graphs a more appealing practical 
option.  Comparisons of different corrective measures could be quite practical. 
Expand empirical studies to more complex graphs 
I think a fruitful path for this project would be to increase our understanding of 
what makes small graphs readily comparable.  This is where I would prefer to see this 
project go, along with some related maximizing studies.  The world of complex data 
graphics is still growing, and it still needs guidance.  Some suggested studies follow. 
Comparisons of more than two graphs, and of complex graphs 
The purpose of small multiples is to depict complex information, often 
representing different times, places, and other variables.  With increased complexity of 
information comes increased complexity in integrating that information.  The 
psychophysical methods used here may not work when more graphs are added because 
they rely on participants making simple, quick decisions.  Already Experiments 4 and 5 
pushed the limits of this simplicity with four bars.  I doubt that they would work to 
effectively integrate even three graphs with three lines each, let alone something 





Comparisons of other types of graphs 
This project was limited to bar graphs for simplicity.  But many other types of 
graphs are popular.  While I suspect that the basic lessons from this project would apply 
to other kinds of graphs, there might be some details about small multiple line graphs, 
scatterplots, or even pie charts that could be useful.  For example, it can often be difficult 
to compare scatterplots.  If the information in scatterplots could be drawn so as to make 
comparisons quick and accurate, then we would expect, based on the findings of the 
present research, that the large displays of scatterplots used to illustrate intercorrelations 
would be more interpretable. 
Comparisons of Spatiotemporal Maps 
The motivation for this project was spatiotemporal information, and how best to 
display it.  The basic questions about how best to display this kind of information 
described by Andrienko and Andrienko (2006) still need to be answered.  For instance, 
when a reader wants to understand the complex nature of a spatiotemporal data set, 
including the most complex questions of trends of distributions and distributions of 
trends, what kinds of small graphs (or maps) and larger graphs (or maps) best facilitate 
this kind of understanding?  Do different types of questions require different types of 
visualizations, or might a very good chartmap or map array help a graph reader in 
unexpected ways?  Of course, for information this complex, and interactive system can 








This research will not, by itself, relieve the tension between the desire for 
complex, data rich graphs, and the desire for simple, easy to comprehend graphs (Bertin 
1967/1983; Pinker, 1990; Shneiderman, 1996; Tufte, 1983, 1990).  I do believe that the 
results here can be interpreted as support for the idea, expressed and interpreted 
differently, but common to these theorists, that for graphs to be maximally useful, the 
information must be instantly perceptible, and that if they are, the mere size of a graph 
does not prevent it from being useful as a whole.   
I also see it as part of a positive trend away from HCI research intended to prove 
that a particular complex system is better than another particular complex system, and 
towards a new kind of HCI research grounded in the tradition of basic research, trying to 
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