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Kurzfassung
Multilabel-Klassifizierung bezeichnet die Aufgabe, eine Zuordnung von Objekten zu Men-
gen von möglicherweise sich überlappender Klassen zu lernen. Dieses Feld hat in letzter
Zeit stark an Aufmerksamkeit gewonnen. Ein praktisches Anwendungsszenario wäre die
Zuweisung von Schlüsselwörtern zu Dokumenten. Ein Problem, das häufig im Gebiet
der Text-Klassifizierung anzutreffen ist. Durch die aufkommenden Web 2.0 Technologien
wird dieses Gebiet um eine Reihe von Szenarien erweitert welche sich hauptsächlich
mit dem Empfehlen von Tags und Schlagwörtern konzentrieren. Der Trend geht dabei
unausweichlich zu noch mehr Datenpunkten und noch mehr Labels. Die vorliegende Ar-
beit bietet eine umfassende Einleitung in das Thema Multilabel-Klassifizierung mit einer
detaillierten Formalisierung und einer ausführlichen Erläuterung der aktuellen Verfahren,
die den Stand der Technik repräsentieren.
Ein gängiges Verfahren, um Multilabel-Probleme zu lösen, stellt die Zerlegung des Orig-
inalproblems in mehrere Teilprobleme dar. Diese Teilaufgaben sind üblicherweise leicht
mit konventionellen Techniken zu lösen. Im Vergleich zu der direkten Methode, dem Ler-
nen eines Klassifizierers pro Klasse, der dann für jede Klasse unabhängig von den anderen
die Relevanz vorhersagt (Binary Relevance), legt diese Arbeit ihren Schwerpunkt auf den
Ansatz der paarweisen Zerlegung. Hierbei wird eine Entscheidungsfunktion für jedes Paar
von Klassen gelernt. Der Hauptvorteil dieser Methode, die Verbesserung der Qualität der
Vorhersagen, steht allerdings im Gegensatz zum Hauptnachteil, nämlich der quadratis-
chen Anzahl von Klassifizierern. Diese Anzahl berechnet sich in Abhängigkeit der Anzahl
der Labels. Diese Dissertation stellt ein Framework von effizienten und skalierbaren Lö-
sungen für die Verarbeitung von hunderten und sogar tausenden von Labels vor, die trotz
der quadratischen Abhängigkeit verarbeitet werden können.
Wie sich herausstellt, kann das Trainieren eines paarweisen Ensembles von Klassifizier-
ern in linearer Zeit geschehen. Der Unterschied zum simplen Binary Relevance (BR) Ver-
fahren beträgt hierbei nur einen kleinen Faktor, der der durchschnittlichen Zahl von as-
soziierten Labels pro Objekt entspricht. Zusätzlich konnte durch die Anwendung eines
intelligenten und dynamischen Auswertungsschemas, inspiriert durch das System der
Sport-Ligen, die quadratische Anzahl an Auswertungen von Basis-Klassifizierern auf eine
in der Praxis log-lineare Abhängigkeit reduziert werden. Die Kombination mit einem
einfachen aber schnellen und mächtigen linearen Klassifizierer erlaubte die Echtzeit-
Verarbeitung von Daten mit sehr vielen, hoch-dimensionalen Datenpunkten. Eine Auf-
gabenstellung, die davor dem paarweisen Lernen nicht zugänglich war.
Der verbleibende Flaschenhals, die explodierenden Speicheranforderungen, wurde
durch die Ausnutzung einer interessanten Eigenschaft von linearen Klassifizierern über-
wunden, nämlich die Möglichkeit der dualen Reformulierung als Linearkombination
der Trainingsbeispiele. Die Tauglichkeit dieses Verfahrens wurde auf dem neuartigen
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Textdatensatz EUR-Lex demonstriert, welches insbesondere die Skalierbarkeit des paar-
weisen Ansatzes auf die Probe stellt. Mit seinen fast 4.000 Labels und 20.000 Doku-
menten stellt EUR-Lex eine der anspruchsvollsten Testdatensätze für Multilabel-Lernen
dar. Die duale Formulierung ermöglicht es, ein Modell im Speicher zu halten, welches
den 8 Millionen Basislernern, die bei der konventionellen Lösung für EUR-Lex nötig
wären, entspricht, und das bei gleichen Speicherbedarf wie Binary Relevance. Darüber
hinaus wurde BR in den Experimenten klar geschlagen. Ein weiterer Beitrag dieser Ar-
beit, basierend auf einer hierarchischen Zerlegung und Anordnung der Originalaufgaben-
stellung, ermöglicht sogar die Reduzierung der Abhängigkeit von der Anzahl der kleiner
als linear. Dieser Ansatz öffnet einer großen Auswahl an neuen Herausforderungen und
Anwendungen die Türen, aber es werden dabei auch die Vorteile des paarweisen Lernens
beibehalten, nämlich die exzellente Qualität der Vorhersagen. Im Vergleich mit dem kon-
ventionellen, flachen Ansatz konnte sogar gezeigt werden, daß sich bei Problemen mit
vielen Labels ein besonders positiver Effekt beim Ausbalancieren von Recall und Precision
einstellt.
Die verbesserte Skalierbarkeit und Effizienz ermöglichte es, den paarweisen Ansatz
auf eine Menge von großen Multilabel-Problemen anzuwenden, die alle eine gemein-
same, parallele Datenbasis aber unterschiedliche Domänen von Labels besitzen. Dieses
Szenario von parallelen Tasks stellt einen ersten Schritt dar, die Fähigkeiten des paar-
weisen Ansatzes für die Ausnutzung von Label-Abhängigkeiten zu untersuchen, mit
ersten vielversprechenden Ergebnissen. Die Verwendung von Multilabel-Verfahren für
die automatische Annotation von Texten stellt eine weitere offensichtliche, aber bislang
verkannte Verbindung zu Multi-Task und Multi-Target-Learning dar. In der vorgeschlage-
nen Lösung wird das gleichzeitige Markierung von Wörtern mit unterschiedlichen aber
möglicherweise überlappenden Annotationsschemata als Multilabel-Problem betrachtet.
Dieser Ansatz wird voraussichtlich von Verfahren, die Label-Abhängigkeiten berücksichti-
gen, profitieren können. Die Fähigkeit des paarweisen Ansatzes hierfür ist klarerweise auf
paarweise Relationen beschränkt. Deshalb wird in dieser Arbeit eine Technik untersucht,
die Konstellationen von Labels erforscht, die nur lokal in Untergruppen der Datenpunkte
zu finden sind. Zusätzlich zu dem festgestellten positiven Effekt dieser zusätzlichen In-
formationen bietet die experimentelle Auswertung auch interessante Erkenntnisse über
das unterschiedliche Verhalten von aktuellen Verfahren bezüglich der Optimierung und
besonderen Bevorzugung von Multilabel-Evaluationsmaßes, ein kontroverses Thema im
Gebiet der Multilabel-Klassifizierung.
II Kurzfassung
Abstract
Multilabel classification learning is the task of learning a mapping between objects and
sets of possibly overlapping classes and has gained increasing attention in recent times.
A prototypical application scenario for multilabel classification is the assignment of a set
of keywords to a document, a frequently encountered problem in the text classification
domain. With upcoming Web 2.0 technologies, this domain is extended by a wide range
of tag suggestion tasks and the trend definitely is moving towards more data points and
more labels. This work provides an extended introduction into the topic of multilabel
classification, a detailed formalization and a comprehensive overview of the present state-
of-the-art approaches.
A commonly used solution for solving multilabel tasks is to decompose the original
problem into several subproblems. These subtasks are usually easy to solve with conven-
tional techniques. In contrast to the straightforward approach of training one classifier
for independently predicting the relevance of each class (binary relevance), this work
focuses particularly on the pairwise decomposition of the original problem in which a
decision function is learned for each possible pair of classes. The main advantage of this
approach, the improvement of the predictive quality, comes at the cost of its main dis-
advantage, the quadratic number of classifiers needed (with respect to the number of
labels). This thesis presents a framework of efficient and scalable solutions for handling
hundreds or thousands of labels despite the quadratic dependency.
As it turns out, training such a pairwise ensemble of classifiers can be accomplished in
linear time and only differs from the straightforward binary relevance approach (BR) by
a factor relative to the average number of labels associated to an object, which is usually
small. Furthermore, the integration of a smart scheduling technique inspired from sports
tournaments safely reduces the quadratic number of base classifier evaluations to log-
linear in practice. Combined with a simple yet fast and powerful learning algorithm for
linear classifiers, data with a huge number of high dimensional points, which was not
amenable to pairwise learning before, can be processed even under real-time conditions.
The remaining bottleneck, the exploding memory requirements, is coped by taking
advantage of an interesting property of linear classifiers, namely the possibility of dual
reformulation as a linear combination of the training examples. The suitability is demon-
strated on the novel EUR-Lex text collection, which particularly puts the main scalability
issue of pairwise learning to test. With its almost 4,000 labels and 20,000 documents it
is one of the most challenging test beds in multilabel learning to date. The dual formula-
tion allows to maintain the mathematical equivalent to 8 million base learners needed for
conventionally solving EUR-Lex in almost the same amount of space as binary relevance.
Moreover, BR was clearly beaten in the experiments.
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A further contribution based on hierarchical decomposition and arrangement of the
original problem allows to reduce the dependency on the number of labels to even sub-
linearity. This approach opens the door to a wide range of new challenges and appli-
cations but simultaneously maintains the advantages of pairwise learning, namely the
excellent predictive quality. It was even shown in comparison to the flat variant that it
has a particularly positive effect on balancing recall and precision on datasets with a large
number of labels.
The improved scalability and efficiency allowed to apply pairwise classification to a set
of large multilabel problems with a parallel base of data points but different domains of
labels. A first attempt was made in this parallel tasks setting in order to investigate the ex-
ploitation of label dependencies by pairwise learning, with first encouraging results. The
usage of multilabel learning techniques for the automatic annotation of texts constitutes a
further obvious but so far missing connection to multi-task and multi-target learning. The
presented solution considers the simultaneous tagging of words with different but pos-
sibly overlapping annotation schemes as a multilabel problem. This solution is expected
to particularly benefit from approaches which exploit label dependencies. The ability of
pairwise learning for this purpose is obviously restricted to pairwise relations, therefore
a technique is investigated which explores label constellations that only exist locally for
a subgroup of data points. In addition to the positive effect of the supplemental informa-
tion, the experimental evaluation demonstrates an interesting insight with regards to the
different behavior of several state-of-the-art approaches with respect to the optimization
of particular multilabel measures, a controversial topic in multilabel classification.
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1 Introduction
It is a human necessity to comprehend and organize the environment. Hence, things in
the real world are often analyzed, characterized, described, collected, archived, ordered,
grouped and catalogued. One of the most studied objects are writings. Libraries of texts
on papyrus in Ancient Egypt are known to have existed more than a thousand years BC.
Even in these early antique collections, the writings were ordered or grouped according
to certain characteristics. Nowadays, we find books ordered according to authors, titles,
publication years, languages etc., and classified into genres, topics, subjects and so on.
These assignments were usually made by humans. The aim of Machine learning is to
provide tools and algorithms which facilitate an automatic machine-driven assignment.
Learning or classification algorithms e.g. learn from previously seen assignments of classes
to objects and aim at using this “experience” for the automatic classification of new, un-
seen objects. Such things or objects in this context are often also referred to as examples
or instances. Objects that are used to learn are commonly called training examples, and
an automatic classification or prediction is done on a test example.
A classic exercise in machine learning is multiclass classification. The task consists in
learning an assignment of objects to one class in a set of alternatives. Returning to our
library example, the possible classes could be genre labels such as fiction, literature, ro-
mance, crime etc. Multiclass classification is very well studied and many solutions have
been developed for this problem. In recent years however, a related task has gained in-
creased attention: Multilabel classification assumes that classes are not necessarily disjoint
and, hence, that a thing can be assigned to multiple classes simultaneously. The given ex-
ample of the list of genres indeed seems to indicate that this is not an exceptional but
rather the usual case.
However, the limited degree of previous research on multiclass problems had very
concrete reasons. Firstly, available catalogs often did not allow multiple assignments.
This ensured simplicity and hence efficiency (e.g. in locating books) on the one hand
and effectivity (no copies needed, see below) on the other. Classification systems with
elaborated topic hierarchies were specifically developed in order to prevent multiple as-
signments. In the exceptional case that a multilabel assignment was needed, things were
either assigned to the most descriptive, fitting class, or they were just replicated and then
put into several classes. If multiple assignments could not be avoided, separate classifi-
cation system were defined according to orthogonal facets, with one facet serving as the
main one. Secondly, the practical and self-imposed restriction to the multiclass case in
the past considerably helped the research community to understand some of the general
foundations of learning algorithms. Moreover, the available resources, both in terms of
data and computationally, were restricted.
1
With the rise of electronically available information and the “digital revolution of infor-
mation society”, most of the stated classic limitations have become unnecessary. The vast
amount of electronically available data demands for new solutions and approaches since
pure human classification has become impractical. A prototypical example for the new
challenges and possibilities are the meanwhile ubiquitous participatory networks, the so
called Web 2.0. They make it easy for a user to label “things” with keywords, without
restrictions regarding the number of assignments to an item.
Efficient approaches are more than ever necessary in order to tackle this large amount
of data. However, previous advances, especially regarding the accuracy of automatic clas-
sification, should not be ignored.
One of these notable advances concerns the initial decomposition of the original task.
The division into several tasks is a commonly applied technique in order to simplify
the original problem so that it becomes amenable to existing learning approaches. The
decomposition into one problem for each class is the oldest and simplest approach in
machine learning: A classifier is learned to distinguish objects of one specific class from
objects not belonging to this class, which is why it is usually called one-against-all. In
pairwise decomposition we learn classifiers that are able to distinguish two classes, i.e.
whether it belongs to one or to the other.
The approach of pairwise comparison was first scientifically investigated in 1927 by
Thurstone in the context of psychology and the measurement of personal feelings and
preferences. In machine learning, the first attempts encompass the works of Knerr et al.
(1990) and since then the superiority to one-against-all was shown in several studies
(cf. Section 3.5.7). Moreover, many machine learning software tools use pairwise decom-
position as the default setting, including two popular implementations of the state-of-the-
art support vector machines algorithm (Chang and Lin 2001, Witten and Frank 2005), so
that we can expect that its use is wide-spread. The main reason for the advantage over
one-against-all is, intuitively, that it is easier to learn to distinguish between two classes
than between one and all of the remaining classes.
However, one obvious drawback of pairwise decomposition lies in the fact that a class
has to be compared to each other class separately; hence a quadratic number of classi-
fiers, with respect to the number of classes, is necessary. Fürnkranz (2002) showed that,
surprisingly, it is more efficient in the multiclass setting to learn this quadratic number of
classifiers than the linear number of classifiers needed for one-against-all. Still, applying
the pairwise classifiers is more expensive than for the one-against-all approach.
Furthermore, it has not been clear to what extent these statements apply to the more
complex multilabel classification setting. In face of the increased demands due to the
explosion of available data, it is also not clear how classical techniques, and in particular
pairwise learning, will behave. Of course, the hope is to be able to benefit from the impor-
tant advantages and improvements of the pairwise approach even under these adverse
circumstances. The main objective of this work shall thus be to investigate methods and
techniques for efficient pairwise multilabel classification.
The next section will identify the main challenges in automatic classification and in
particular in multilabel classification.
2 1 Introduction
1.1 Challenges in Pairwise Multilabel Classification
Decomposition, and in particular pairwise decomposition, is a general approach for clas-
sification that decomposes a global task into several sub-tasks which have to be solved
with conventional algorithms and tools from machine learning. Therefore, the limitations
and dependencies of the underlying solvers are commonly shared. In addition, new re-
strictions arise from the particular method of the pairwise decomposition, namely from
the explicit consideration of all possible pairs of classes.
The following enumeration will state the main challenges in pairwise multilabel clas-
sification. We will see which problem variables of a multilabel problem may affect scala-
bility, efficiency and predictive quality of the pairwise approach.
Without going into more formal details, we define efficiency as the processing speed in
terms of objects per time and scalability as the ability of a learning approach to handle
a growing quantity. We will generally consider the predictive quality separately from
the aforementioned quantities. Obviously, scalability is bounded by efficiency, since if
efficiency decreases with a growing variable, an approach has demonstrated its inability
to scale. Thus, in our context of learning and classifying, scalability is mainly concerned
with memory issues, since speed is already covered by efficiency.
We will commonly assume, without loss of generality, a task of learning and classifi-
cation of multilabel texts since text problems frequently cover several of the following
issues. However, our considerations are not limited to these fields, and in fact multilabel
classification come up in applications as diverse as music classification, image, video and
semantic scene classification and protein function classification (cf. Section 2.9.1).
• Dimensionality of input: the number of features
In classification, an object is described by a set of features and feature values, also
called attributes and attribute values (cf. Section 2.1). A common representation for
text e.g. is to indicate for each word (feature) the number of times it appeared in
the text (value). Obviously, this could lead to very high number of features for vast
document collections. Many learning algorithm are very susceptible to this quantity
for different reasons. Decision trees and rule learners e.g. have to explore the space
of the features since they rely on patterns of feature values. On the other hand, the
classification costs are usually not affected so much, since the number of feature
tests is relatively low. For other approach such as linear classifiers (cf. Section 4.1.1)
the training costs are less controlled by the number of features, but instead the
memory requirements.
Pairwise classification shares these dependencies on the number of features since it
decomposes the original problem and has further to apply conventional approaches
to the generated subproblems. Fortunately, several methods in machine learning
aim at a pre-selection or reduction of features. They provide an effective way of
keeping the influence on scalability and efficiency constant, so we will resort to
these if necessary.
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• Quantity of data: the number of examples
Particularly in the early days of machine learning, appropriate data for experimen-
tation was costly and hence scarce. Nowadays, we face vast amounts of data, which
is mainly reflected in the number of examples a particular database contains. A
view on two collections available from the Reuters agency demonstrates this. While
the first one, retrieved in 1987, contained a little bit more than 20,000 news arti-
cles,1 the second one already collected more than 800,000 documents in one year
(beginning in August 1996, see Lewis et al. 2004). The Internet has also frequently
served as a potentially infinite source for new classification benchmarks since then
(cf. Section 2.9.1).
Learning algorithms behave very differently with respect to the number of data
provided for training. Some support vector machines (cf. Section 4.1.6) implemen-
tations e.g. have to compare each training example with all other training exam-
ples, which makes them infeasible for the aforementioned cases. Lazy techniques
also quickly become impractical, since they almost have zero training costs, but
they must compare each test example to each training example during prediction.
Moreover, both approaches have to maintain at least a part of the training data in
memory. Hence, great care has to be taken at the time of selecting the appropriate
base classifier and it is absolutely necessary to foresee possible limitations.
The increasing availability of data and hence the need for efficient processing was
one of the main starting points of the present work. Since a reduction of the accel-
eration of data growth cannot be expected, this issue remains a key challenge for
the future.
• Availability of data: real-time processing
This point may be seen as a direct consequence of the previously discussed explo-
sion of the availability of data. Part of the effort shall hence be dedicated to the
investigation of approaches which enable processing of multilabel data with almost
no or small delay. This includes the immediate consideration of new training exam-
ples for successive predictions as well as the instantaneous classification of a new
example in the sense that a prediction is not delayed by the continuous training. In
machine learning, these two aspects are typically described as online or incremental
training (cf. e.g. Sebastiani 2002, Sec. 6.6) and anytime classification, respectively.
• Dimensionality of output: the number of classes
In classification, the output usually refers to the prediction of a classifier and the
number of alternatives that may be predicted is higher the more classes we have.
Therefore, the number of classes is also a variable of great importance to multiclass
classification.
1 This is the oldest multilabel dataset used in machine learning research known to the author (Hayes
and Weinstein 1991, Lewis 1992, 2004). In the 20-newsgroups dataset postings may also belong to sev-
eral folders, but the dataset was simplified to multiclass by replicating the instances (Mitchell 1997).
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Figure 1.1: Schematic complexity diagram comparing pairwise decomposition and one-against-all.
Training and testing (x-axis, sub-indices 1 and 2, respectively, are used if not equal), memory (y-axis)
are shown with respect to the number of classes n.
But the output dimensionality plays the key role particularly in pairwise classifica-
tion, since the number of classifiers which have to be learned quadratically depend
on the number of possible classes. A few recent examples emphasize this: a dataset
extracted from the social bookmarking page del.icio.us had documents assigned to
almost 1000 possible tags. And the EUR-Lex collection of official documents of
the European Union presented in this work is indexed with a taxonomy contain-
ing almost 4000 keywords. This would require a number of pairwise classifiers
that reaches the magnitude of millions. Without adequate solutions such scenarios
would definitively reach the boundaries of scalability and efficiency of the pairwise
approach. The number of classes is therefore the main challenge for pairwise
learning.
A schematic comparison of the distinct complexities of one-against-all and pairwise
decomposition is shown in Figure 1.1. The diagram shows the dependence of the
training and prediction costs (projection on the x-axis) and memory (y-axis) on the
number of classes n for multiclass problems. For multilabel problems, we can expect
further movements to the upper-right corner, as we will see in the next paragraph.
But the goal shall be to approach the bottom-left corner. A resolution including the
solutions in this work will be given at the end of the work in Figure 11.1.
Two additional issues emerges from the fact that the multilabel setting allows as-
signing an arbitrary number of labels to one instance. Firstly, and this is common
to all multilabel solutions, dropping the multiclass restriction suddenly leads to ex-
ponential grow of the number of alternatives. Whereas in multiclass classification
the output space was the set of classes, it is the power set of the set of classes for
1.1 Challenges in Pairwise Multilabel Classification 5
multilabel classification. This issue is alleviated by simplifying the task to predicting
a ranking over the labels, but this entails further complications, as we will see in
this work. Secondly, and this is specific to pairwise learning, the training efficiency
is decreased since the costs grow with the possible combinations between true and
false labels. In multiclass classification the number of combinations is always con-
stant and approximately the number of classes, but in multilabel data the size of
the correct labelset becomes arbitrary and the number of combinations grows ex-
ponentially. The present work will also analyze in more detail this efficiency aspect.
Note that the number of classifiers, and hence scalability and prediction efficiency,
is not touched by this issue.
• Dependencies between the Labels
A point which clearly distinguishes multilabel from multiclass problems are the
possible dependencies between the classes. Labels can co-occur or correlate with
other labels and this might be an indication for certain dependencies. Imagine e.g.
a book which was assigned to the keyword murder. We could surely suspect that it
was also annotated with crime. Indeed, this relation could be imperative, but note
that the opposite is not as probable.
A frequent concern in multilabel research from the beginning (for an early example,
see McCallum 1999) is hence the modeling and exploitation of this additional data
for producing more accurate results. This point will also be covered in this work, but
to a smaller degree than our main issue of efficiency and scalability. The concern
will rather be to investigate whether and to which degree the pairwise approach
can exploit label dependencies under the constraints of high efficiency.
1.2 Contributions and Organization of the Work
In light of the stated demands and challenges of current and modern multilabel classifi-
cation, this work makes the following main contributions:
• A general review of pairwise decomposition in multilabel classification is provided.
• A new multilabel dataset is provided which is currently the most challenging bench-
mark available in multilabel classification research due to the high dimensionality
on the classes.
• A family of pairwise and combining learners is developed that provide the appro-
priate instruments in order to respond to any combination of the stated challenges
and demands on efficiency and scalability.
• The suitability of the frame is substantiated by a detailed formal and empirical
investigation of the computational costs of the different decompositive approaches,
particularly of the introduced pairwise learners.
6 1 Introduction
The following listing shows the organization of the present work. A short summary
is given for each chapter presenting further contributions which could not be reflected
above in the condensed enumeration of the major contributions. In addition, significant
parts of this thesis have previously appeared in publications of the author. The most
relevant are accordingly indicated.
• Chapter 2
This chapter introduces concepts, notations and the corresponding basic formal def-
initions required throughout this work. Furthermore, I discuss and review relevant
existing and newly introduced evaluation measures, methods of comparison, prior
learning approaches and the multilabel data available for research.
• Chapter 3
The basic decompositive approaches to multilabel classification are presented in
Chapter 3. The formal analysis of the pairwise decomposition approach provides
the basis for later analyses in this work. Critical aspects and limitations as well as
advantages and disadvantages of the pairwise approach are discussed and summa-
rized.
• Chapter 4
This chapter connects to the prior work of the author (Loza Mencía 2006, diploma
thesis), which presented the efficient MLPP ranking algorithm. MLPP is extended so
as to incorporate calibration (Brinker et al. 2006), a new technique in the frame-
work of pairwise preference learning which naturally enables to predict a set of
labels. An extensive empirical study, the first of its sort, confirms the superiority
of the pairwise approach, the suitability of calibration and the ability for real-time
processing of a high quantity of data of CMLPP.
– Loza Mencía and Fürnkranz 2008c
– Fürnkranz, Hüllermeier, Loza Mencía and Brinker 2008
• Chapter 5
CMLPP is naturally combined with the approach of QVoting (Park and Fürnkranz
2007) to QCMLPP (Loza Mencía et al. 2009), which is able to break the main lim-
itation of the pairwise approach with respect to efficiency, namely the quadratic
number of evaluations during prediction. It is demonstrated in a comprehensive
empirical evaluation that it is possible to considerably improve this to a log-linear
dependency on the number of classes. Moreover, the results show again the supe-
riority over the competing decompositive approaches, regardless of the employed
base learner (QCLR).
– Loza Mencía, Park and Fürnkranz 2009
– Loza Mencía, Park and Fürnkranz 2010
• Chapter 6
A vast collection of legal document from the European Union with a set of roughly
1.2 Contributions and Organization of the Work 7
4000 classes is introduced in this chapter. Whereas this high number impeded
employing pairwise decomposition in a first study (Loza Mencía and Fürnkranz
2007a), MLPP was subsequently reformulated to the mathematically identical Dual
MLPP which enables scaling pairwise decomposition to the resulting 8 million
classifiers. In contrast to MLPP, the pairwise base linear classifiers in DMLPP are
represented in the dual as linear combination of the training examples instead of
explicitly as a decision vector. The training set and the necessary coefficients eas-
ily fit in memory in contrast to conventional MLPP. The dual variant substantially
outperformed the baselines on the EUR-Lex dataset in terms of predictive quality.
– Loza Mencía and Fürnkranz 2007a
– Loza Mencía and Fürnkranz 2008a
– Loza Mencía and Fürnkranz 2010
• Chapter 7
The combination of QCLR with a hierarchically decomposing approach named
HOMER (Tsoumakas et al. 2008) provides a more than suitable basis for even more
challenging cases. HOMER decomposes the original problem into a hierarchy of
considerably simpler multilabel problems, where each subproblem corresponds to
a meta-label in the parent problem. The subproblems are then solved with QCLR.
As it turns out, both approaches harmonize perfectly and the one-against-all base-
line is again outperformed in terms of predictive quality, but also in training and
testing efficiency, whereas the memory requirements only differ by a constant fac-
tor. In contrast to DMLPP, H-QCLR’s formulation is not equivalent anymore, but the
simplification preserves the positive effects of pairwise classification.
– Tsoumakas, Loza Mencía, Katakis, Park and Fürnkranz 2009b
• Chapter 8
This chapter describes a first attempt at exploiting label correlations with pairwise
classifiers. It is shown that a globally trained classifier is superior to a locally trained
one in a multilabel multi-task setting, which demonstrates the ability to exploit
inter-label connections. The advances in the previous chapters prepared the ground
for these experiments, since the multi-task setting multiplies the number of labels
in the global problem.
– Loza Mencía 2010b
• Chapter 9
The issue of label dependencies is also the focus of this chapter, which describes a
first investigation in order to connect conventional multilabel classification to local
pattern discovery. Locally exceptional patterns in the labels are extracted and an
empirical study shows the benefit of this approach, not only for pairwise decompo-
sition.
– Duivesteijn, Loza Mencía, Fürnkranz and Knobbe 2012
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• Chapter 10
The work described in this chapter is related to Chapter 8 but has information
extraction and the common approach to learn each type of information separately
as major concern.
– Loza Mencía 2010a
• Chapter 11
The last chapter summarizes the findings and results of the previous chapters. The
big picture is drawn and the perspectives for possible future works are shown.
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2 Fundamentals of Multilabel
Classification
Before we focus on the problem of multilabel classification, we have to state the general
setting of a classification task in machine learning (Sections 2.1 to 2.4). The multilabel
scenario is then demarcated from related types of problems in Section 2.5. Section 2.7.3
and 2.10 are dedicated to the evaluation and comparison of the prediction quality of
multilabel classifiers, which we can train on the datasets presented in Section 2.9.1.
2.1 Input Object Space
In the field of machine learning, classification denotes the task of learning an association
of objects to classes in a supervised manner. An object may be anything, a document,
an image, person, etc. In order to being able to process the objects, we require that the
object can be represented by a list of characteristics or attributes.2 In particular, we will
represent an instance or object as a vector x of real-valued attribute or feature values in
a feature space X
x= (x1, . . . , xa) x ∈ X X ⊆ Ra (2.1)
with a as number of features. From the popular perspective of probability theory, x is
often considered an independent and identically distributed random variable drawn from
a fixed but unknown distribution over X .
We will commonly not distinguish between input and feature space although they
might not always be identical.3.
2.2 Classification Mapping
Each instance x is related to one or several classes. A class may represent any arbitrary
characteristic of an object. However, often it denotes a particular category an object may
2 This is in fact specifically a requirement for classification. In object ranking e.g., roughly speaking
the task of mapping from a user to a ranking of documents in dependency of a query, it may not be
necessary to provide a description of the user when representations of the documents are available.
3 An instance may contain features that are not directly representable in R without prior transformation,
e.g. nominal attributes. We may say that the original instance is given in the input space before being
transformed into a feature space vector. Similarly if kernels are used the input space is different from
the feature space, since the instance vectors are implicitly transformed into the higher dimensional
feature space (cf. Section 4.1.6).
11
belong to, which is why classification is also often called categorization, especially when
the objects are text documents. Another often used term, especially in the context of
multilabel classification, is labels instead of classes (cf. Section 2.5.3). Formally we denote
a class association as a relation f between the input space X and the output space Y
f : X ×Y → {true, false} (2.2)
Under the assumption that an object x and its representation always has the same class
or classes associated and also that this mapping does not change over time,4 we can
define the relation as a function f : X → Y of x, which is commonly neither injective nor
necessarily surjective
y := f (x) , y ∈ Y ⇔ object x is mapped to y (2.3)
2.3 Learning a Model and Predicting
A learning algorithm for classification is an algorithm that tries to learn the mapping
between objects and classes from a set of given exemplary mappings. More specifically, it
learns a hypothesis, model, predictor or classifier function
h : X → Y
which aims at behaving like the original mapping f . The function h is learned from,
induced from or trained on a sequence of given mappings, which we formulate as
Train := 〈(x1,y1), . . . , (x|Train|,y|Train|)〉 (2.4)
and we may write hTrain to specify on which data a model was learned. Especially in batch
learning this sequence is often defined as a set and hence called training set, although real
training data may contain duplicates and the ordering of the elements may be relevant
for the learning algorithms. We shall only distinguish between both definitions if it is
relevant for the current setting.
The outcome
yˆ := h(x) yˆ ∈ Y (2.5)
is referred to as the prediction of the classifier and x is called a test example in this context.
A classifier is hence usually evaluated on a test set measuring the discrepancy between
4 Note that this cannot be guaranteed in practice: noisy data or insufficient characterization due to
e.g. too strong feature subset selection can lead to several non identical objects with equal feature
vectors. Several approaches exist for dealing with this case. In this work we will usually just accept
that inconsistent data may exist and assume a robust processing of the underlying algorithm.
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the predictions and the true mappings. Without loss of generality, we define the test set
as a sequence of test examples following the sequence of training examples:
Test := 〈(x|Train|+1,y|Train|+1), . . . , (x|Train|+|Test |,y|Train|+|Test |)〉 (2.6)
It is important to note that although we have given the true mappings yi in
Eq. 2.6, they are unknown and not available to the learning algorithm. Hence, only
〈x|Train|+1, . . . ,x|Train|+|Test |〉 is presented to the algorithm.
Usually we are interested in evaluating the induction ability of a learning algorithm,
i.e. the ability of inducing from the training set Train the correct, true classification y
for a (test) example x, which was previously not seen or known and for which the only
available information is that it was presumably i.i.d. drawn from the same distribution as
the objects in Train. Therefore, it is very important to ensure that the intersection between
both sets is empty,
Train ∩ Test = ; (2.7)
i.e. that no training examples are used to evaluate a classifier.5
The difference between the true assignment y and the predicted output yˆ is measured
by an error function which receives the true and a predicted output6
δ : Y ×Y → [0;∞)⊂ R ∀y ∈ Y . δ(y,y) := 0 (2.8)
and which is usually selected according to the particular problem setting and user de-
mands, see also Section 2.7 for the options.7 A popular approach is to define the process
of learning the mapping f as finding a risk-minimizing classifier h∗ (e.g. Dembczyn´ski
et al. 2010a,c). Such model minimizes the expected loss of a classifier h over the joint
distribution P of the input and output spaces X and Y , i.e. it is given by
h∗ := argmin
h
E(x,y)∼P δ(y,h(x)) (2.9)
In other words, if we are able to choose our classifier in this way, it should minimize the
error on our test set, since the test examples are drawn from P. A discussion on implicitly
and explicitly minimizing multilabel measures and generally good working classifiers can
be found in Section 2.7.5.
5 On the other hand, evaluating the classifier on examples from the training set corresponds to evaluat-
ing the consistency degree of a learning algorithm. An algorithm is declared consistent on a (training)
set T if ∀x ∈ T . hT (x) = f (x) holds. Another purpose of evaluating on the training data is to see
if the data is separable with respect to a specific (class of) classifier(s), e.g. linear classifiers (cf. Sec-
tion 4.1.1).
6 We restrict at this point our focus, with some loss of generality, on error functions that evaluate per
example in contrast to possible errors that may be only computed on example sets: δ : Y |T | ×Y |T | →
[0;∞). See also Section 2.7 and Section 2.7.1.
7 Many existing measures do not adhere to Eq. 2.8 in their original definition since they are e.g. formu-
lated as quality function where greater values are better. However, every measure can be reformulated
as error function conforming to Eq. 2.8
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2.4 Output Label Space
Before we further define the output y and output space Y , we will analyze class as-
sociations from a more intuitive set-theoretic point of view. Note that the following
formulations give a generic definition of classification which will be further restricted
appropriately depending on the considered subproblem.
The finite set of n classes an object might be associated to is defined as follows:
L := {λ1, . . . ,λn} n= |L| (2.10)
The set of classes P a particular object is actually associated to has the form
P ⊆ L N := L \ P P,N ∈ 2L (2.11)
so that P ∪ N = L and P ∩ N = ;. 2A shall symbolize the powerset of a set A. We denote
the classes in P as positive or relevant, and the classes in N as negative or irrelevant,
respectively. Especially in the context of multilabel classification, we denote P as the
positive or relevant labelset associated to an example. We shall differentiate it from the
set of possible classes or labels L. If it is clear to which arbitrary or particular object x we
refer, we omit the indices and write e.g. P instead of Px such as in Eq. 2.11.
Given the definitions of L and P, we define the n-dimensional vector output space Y
of a n-classes problem as
Yn := {0,1}n (2.12)
The values 1 and 0 were chosen arbitrarily for the sake of formal simplicity in following
definitions, but any other two-elements set A with |A| = 2 and an (total) order on both
elements is valid. A different very common representation is e.g. {−1,1}. In both cases
1 denotes the presence of an association, {−,+} would be hence a very appropriate
symbolic representation. If n is fixed and clear, we shall omit the index and write only Y .
We further define the allocation of an output vector y as
y= (y1, . . . , yn) ∈ Y yi :=
{
1 if λi ∈ P is relevant
0 otherwise (if λi ∈ N) (2.13)
as an additional specification to Eq. 2.3.
The definition of the mapping from objects to classes from a set-theoretic and from a
vector representational perspective allows simpler, more intuitive and more adjusted for-
mulations depending on the actual situation. We will often include both representations
throughout this work.
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Table 2.1: Classification type matrix depending on cardinality and dimension of the problem set-
ting. The columns denote the dimensions, the rows the cardinality. |L|= |P|= 1 is not possible, cf.
p. 16 in Section 2.5.1.
cardinality \ dimension |L|= 1 |L|> 1
|P|= 1 – multi-class classification
0≤ |P| ≤ |L| binary classification multilabel classification
2.5 Types of Classification Problems
The type of classification problem is determined by the characteristics of the output space
Y . We distinguish mainly between two properties, the dimension of the output space and
the cardinality of the mappings, and particularly whether they are different from one.
The number of dimensions, i.e. the number of classes, determines whether we are ad-
dressing a binary or a multiclass problem, single-label or multilabel classification depends
on the cardinality.8 If additionally there exists a partially ordering relation on the classes
resulting in a rooted tree over the classes, then we call the problem hierarchical.
The cardinality of a labelset P or an output vector y of a document x is defined as
|y| := |P|= ∑
1≤i≤n
yi (2.14)
with the operator |.| applied on a set counting the number of elements contained. If we
only allow a cardinality of one for every possible instance, then the problem is called
single-label, otherwise it is called a multilabel problem. A binary problem is given when
the set of classes only contains one element, otherwise it is called multiclass.
An overview of the different combinations of cardinality and dimensions is given in
Figure 2.1. The different resulting types of classifications are worked out and formalized
in more detail in the following.
2.5.1 Binary Classification
In binary classification, an instance is associated with one of two possible distinct outputs.
An instance is hence associated to a binary variable or binary class. The binary class may
be e.g. a certain property of the object that shall be either present or absent.
This example or setting is commonly also referred to as concept learning, which is
dedicated to infer a model or description of a target concept from specific examples of
it (see e.g. Domingos 1997, Sec. 2.2, Mitchell 1997, Ch. 2). Based on this perspective of
the problem, an instance, for which the characteristic is present, is hence called a positive
8 We emphasize the high relevance in machine learning of ”multilabel“ (especially in this work) and
”multiclass“ classification by employing the closed compound form of the terms, which is often adopted
when a concept has been established. Compare the accepted ”online“ to ”on-line“ or the original ”on
line“.
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example. A negative example is consequently an instance for which the characteristic is
not true. It is therefore common to denominate this task a two-class classification task,9
since we map objects to the positive class or to the negative class.
Concept learning focuses on one side, the positive class, for which it assumes a clear
semantic. This is not done for the opposite non-concept side, hence learning algorithms
used traditionally in concept learning are mainly interested in finding convenient rep-
resentations of the concept. In contrast, binary classification as the general setting does
not assume asymmetry, therefore it does also not assume any particular meaning of the
possible outputs. However, it is common for practical purposes to differentiate between
positive and negative though the determination of one of the possible outputs as positive
is formally aleatory.
In fact, the paradigm of learning by pairwise comparison (cf. Section 3.4), on which this
thesis mainly builds on, clearly deviates from the semantic of positive and negative used
in concept learning. As an example we may see the task of identifying the color of objects.
Whereas in traditional concept learning we would learn to detect whether an object is
red or not red, in pairwise learning the target would be to differentiate between red and,
for instance, blue objects. It is important to note this also in context of the following
definition. More comments on concept learning with respect to multilabel learning can
be found in Section 3.1.
Formally we define binary classification as fulfilling the following property:
|L|= 1 Ybin := Y1 (binary class) (2.15)
That means that we actually formally define binary classification as only being concerned
with exactly one class, the positive class λ1. However, informally we may say that an
object belongs to the negative class if it is associated with the empty labelset P = ;. Put
differently, the term two-class problem refers to the two possible mappings P = {λ1} and
P = ;.
The differentiation of cardinality does not consistently apply to binary classification
since it is neither single-label nor actually multilabel: an example must not belong to the
positive and negative class simultaneously (multilabel), on the other hand the cardinality
of an output vector y is not always one (single-label). Note again that it would be pos-
sible to formalize binary classification as a multiclass problem with two classes, but we
prefer the given definition since it is more coherent with the set-theoretic definition and
simplifies the transfer from multiclass to binary.
The two-class perspective would naturally allow the very rare multilabel binary setting,
i.e. where it is desired or required that an example is allowed additionally to belong to
both classes simultaneously or to none (e.g. Angulo et al. 2006). We would address this
setting as a multilabel problem with two classes, which has indeed formally the same
form.
Binary classification is one of the classical problems in machine learning. Separate and
conquer rule induction learners (Fürnkranz et al. 2012) are representative algorithms
9 Another used term is dichotomous classification.
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particularly used for concept learning tasks, whereas linear classifier algorithms (cf. Sec-
tion 4.1.1) represent a category of more general approaches. Since binary classification
tasks are comparably simple and straightforward, non-binary problems are very often
explicitly or implicitly transformed into binary problems, as we will see in Chapter 3.
2.5.2 Multiclass Classification
Another classical setting in machine learning is multiclass classification. Most of the
datasets in the widely used UCI Machine Learning repository (Frank and Asuncion 2010)
are of this type. Many classical algorithms like Naive Bayes and decision tree learner (see
Mitchell 1997, Sec. 6.9 & 3) solve specifically multiclass problems.
Indeed, usually multiclass classification refers to single-label multiclass classification, i.e.
we define it for a fixed n as
|L|= n> 1 Ynmc ⊆ Yn (multiclass) (2.16)
∀x . |Px|= 1 Ynmc = {y ∈ Yn  |y|= 1} (single-label) (2.17)
This means that the factual output space is restricted to the subspace of Yn for which
exactly one arbitrary dimension yi is unequal 0. Combinatorially, this restricts the number
of possible labelsets {Px} ∈ 2L to the number of available classes n.
2.5.3 Multilabel Classification
Multilabel classification (MLC) problems have gained increasing attention in recent times
(cf. e.g. the workshops organized recently by Tsoumakas et al. 2009c, Zhang et al.
2010a). It denotes the setting in which it is possible to assign several classes to an
object. Since the classes can be attached arbitrarily to an object, they are preferably
called labels in this context. Other names for the problem scenario include multi-topic
categorization.
According to our definitions in Section 2.5, the longer correct denomination of the
problem setting is multilabel multiclass classification and we define it for a fixed n as
|L|= n> 1 Ynml ⊆ Yn (multiclass) (2.18)
∀x . 0≤ |Px| ≤ n Ynml := Yn (multilabel) (2.19)
Potentially, there are 2n different allowed allocations of y or P, which is a dramatic growth
compared to the n possible states in the multiclass setting. This, and especially the result-
ing correlations and dependencies between the labels in L, make the multilabel setting
particularly challenging and interesting compared to the classical field of binary and
multiclass classification.
The multilabel setting can be seen as a general framework for any type of ordinary
classification problems. In fact, binary classification can be considered a special case of
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Label Ranking
bipartite ranking (P,N)
Multilabel
Classification
one class
|L|= 1 |P|= 1
single label
Binary
Classification
Multiclass
Classification
Figure 2.1: Taxonomy of problem settings from general to special. The descriptions on the edges
present informally and formally the restriction on the parent setting which characterizes and spec-
ifies the child problem.
multilabel classification for which the number of classes is exactly one, and multiclass
classification is a specialization for which the size of the labelsets is fixed to one. In other
words, since binary and multiclass classification problems are contained in the space of
multilabel problems, they particularly can be directly represented as multilabel problems
and hence be solved with multilabel algorithms. However, the mapping of multilabel pre-
dictions back to multiclass may not be trivial if the predicted labelset does erroneously not
contain exactly one label. In this case the prediction can simply be considered as wrong,10
though in practice an order on the label can often be additionally induced (see next sec-
tions). Approaches for solving it in the opposite direction, i.e. transforming multilabel to
binary or multiclass problems, are possible and are described in full detail in Chapter 3.
Other authors take this possibility as an argument to define binary classification as a gen-
eralization of multilabel classification (cf. Sebastiani 2002, Sec. 2.2). However, from the
point of view of abstraction, a solvable-by relation is not enough to assume subsumption,
since this does not imply that binary classification contains the multilabel classification
problem setting. Moreover, there is no single, direct, imperative way of transforming
multilabel problems to binary problems. In fact, there are several different possibilities,
which additionally weakens this opposite view.
As can be seen from the visualization of the relationships in Figure 2.1, there is addi-
tionally the concept of label ranking that subsumes all previously described settings and
which is described in the following Section 2.5.4.
10 However, in the multiclass settings there exist sometimes the option to abstain from predicting ("reject"
or "none of the above" option) or to provide a set of candidates (non-deterministic classification, cf. del
Coz et al. 2009). In such settings the formally "wrong" output would be in line again and an evaluation
would be possible.
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2.5.4 Label Ranking
The task of a classifier is to select between several possible predictions. In multiclass clas-
sification for example the alternatives are constituted by the set of classes. To this end,
most of them compute internally an ordered list over the options, a ranking. Especially
the output of probabilistic classifiers, that aim at producing valid probabilistic estima-
tions, is clearly a ranking. Even discrete predictions of so called soft classifiers are often
accompanied by (continuous) scores, which can be interpreted as confidences.
A ranking over the classes is interpretable in a clear way, and as such it is straight-
forward in binary and multiclass classification to reconstruct an output in the original
discrete output space Y , namely by predicting the top ranked class. Moreover, a ranking
often allows a better evaluation of the performance of a classifier since it is not only pos-
sible to determine whether the correct class was missed but also to which degree. The
position error used in multiclass classification e.g., which is closely related to the margin
loss in MLC (cf. Section 2.7.4), computes the deviation of the correct class from the top
position.
Hence, label ranking in the context of multiclass classification is often defined as the
task of predicting a ranking on the set of classes but given a mapping from objects to
single classes as training input. We will resolve this asymmetric problem statement further
below.
But first, let us define a total ranking r as a permutation over the class indices N≤n:
r := 〈pi1, . . . ,pin〉 ∈ Πn ⊂ (N≤n)n
N≤n := {i ∈ N  1≤ i ≤ n}
Πn :=
{
r
 {pi1, . . . ,pin}= N≤n} (2.20)
For the sake of simplicity, we allow the following overload for the function r defined on
the ranking r which returns the position of a certain label, or the inverse respectively:
r−1(p) := λpip
r(λi) = r(i) = ri := p ⇔ λi = r−1(p) (2.21)
Given the ranking r, we can formulate a binary order relation r on the labels in L as
∀ 1≤ i 6= j ≤ n . λi r λ j ⇔ r(λi)> r(λ j) (2.22)
which is strict and total, i.e. irreflexive, transitive and all pairs of classes are comparable.
In other words, it defines a complete ranking with no ties λpi1 r . . . r λpin on L. This
order can be interpreted as a preference relation, i.e. a class is preferred over another
class if it is ranked above. Label ranking is hence strongly related to preference learning
(see Fürnkranz and Hüllermeier 2010, Hüllermeier et al. 2008) and we will often see the
connection throughout this work (cf. Section 3.4.2).
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In order to model multiclass classification in the framework of label ranking, we need
the possibility to express that one class is ranked (i.e. preferred) over the group of all
the remaining classes, which in contrast do not have to be ordered. We achieve this by
extending our framework in order to allow multi-partite rankings, i.e. we rank (non-
overlapping) sets of labels rather than the individual labels. We refer to this setting as
multi-partite label ranking and consequently slightly reformulate Eq. 2.20 as
r := 〈pi1, . . . ,pi|r|〉 ∈ Πn1,n
pi⊂ N≤n
Πnu,v :=
{
r
 u≤ |r| ≤ v , ⋂
1≤i≤|r|
pii = N≤n ,
⋃
1≤i< j≤|r|
(pii ∩pi j) = ;} (2.23)
with Πnu,v as the ordered partition of the indices set N≤n with minimum u and maximum
number v of parts, and the ranking function as
r−1(p) := {λi  i ∈ pip}
r(λi) = r(i) = ri := p ⇔ λi ∈ r−1(p) (2.24)
though we may use the previous notation if applied to a total ranking for which |pi| = 1
holds. With respect to the preference relation in Eq. 2.22 we do not have to change
the formulation, however we lose the totality property, i.e. there may be pairs of classes
which are not comparable.
Such a relation defines a strict weak ordering, which corresponds to a ranking with ties
if we interpret incomparability as tie, and results in the desired higher-level strict total
ordering {λi  i ∈ pi1}r . . .r {λi  i ∈ pi|r|} over a partition r of L.11
Multiclass classification can now be instantiated as a label ranking problem with |r|= 2
and |pi1|= 1. Analogously, we specify multilabel classification with the restriction |r|= 2,
i.e. bipartite label ranking, and set for both pi1 = P and pi2 = N . The case of total label
ranking, which is commonly simply denominated label ranking, is present when |r| = n,
i.e. we have |pii| = 1 for all 1 ≤ i ≤ n. The illustration in Figure 2.2 demonstrates these
specializations of multi-partite label ranking.
Hence, based on Eq. 2.3, we can define a multiclass or multilabel classification problem
as a mapping function
f : Πn2,2→ Πn2,2 (2.25)
11 We could obtain the same meta ordering with a presumably more direct interpretation of ties by
giving up the strictness of  and defining a total preorder (non-strict weak order)  on L. However,
this would lead to the interpretation that two classes λi ,λ j contained in a part pip are equally ranked
or preferred, i.e. λi r λ j ∧λ j r λi , which is even less accurate, since we usually have the case that
we do not know anything about preferring λi or λ j (in multiclass classification e.g. we only know that
one class is preferred over all the remaining classes, but not whether or how the remaining classes
are ordered), and this is exactly covered by incomparability. See also in this context the discussions
and clarifications on the differences between indifference/conflict and incomparability/ignorance in
the field of fuzzy preference learning (cf. e.g. Hühn and Hüllermeier 2009, Hüllermeier and Brinker
2008).
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r= 〈pi1, pi2, pi3, pi4〉
{λ1} r {λ2} r {λ3} r {λ4}
(a) total label ranking
r= 〈pi1, pi2〉
{λ1} r {λ2,λ3,
λ4}
(b) bipartite
Figure 2.2: Examples of different instantiations of multipartite label ranking. In the left figure (a),
an exemplary total ranking over all classes L = {λ1, . . . ,λ4} is given, |r| = n, pii = i. In the right
figure (b), we can observe a label ranking example with two parts |r| = 2, such as in multiclass
or multilabel classification. The pi1 indices correspond to P and pi2 to N . The relation r symbolizes
that all classes somewhere on the left are pairwise preferred over all classes somewhere on the
right, hence we obtain 10 preferences on the left and 3 on the right figure.
with the additional constraint for multiclass associations that |pi1|= 1.
However, as already mentioned in the beginning of this section, many learning algo-
rithm learn a function h : Πn2,2→ Πnn,n from a bipartition to a total ranking. A function or
technique that transforms a full ranking into a bipartite ranking is called bipartitioning,
or depending on the approach used, thresholding or calibration, and is given by
b : Πnn,n→ Πn2,2 (2.26)
For multiclass classification, defining such a function is trivial, b(r) = 〈pi1,⋃n2pii〉,12 lead-
ing to the concatenated classifier b ◦ h. However, for MLC it is a much more complex
problem that will be addressed in more detail in Section 2.5.5 discussing also the advan-
tages and disadvantages of such a, at first sight, detour.
2.5.5 Multilabel Label Ranking
For MLC the advantages of producing a ranking rather than predicting a labelset are not
directly obvious. The size of the output space is increased from 2n to n! and reconstruct-
ing a labelset from a ranking is not as straightforward as for multiclass classification.
Regarding the first point, just as the complexity of labelset prediction can be reduced in
practice by omitting very infrequent cases, many rankings are indeed equivalent, espe-
cially considering the evaluation measure used. For a user13 e.g. it is usually irrelevant
which of two correct labels is ranked above or below as long as they are on top of the
negative labels. In fact all of the ranking evaluation measures introduced in Section 2.7.4
12 Note that Eq. 2.23 does explicitly not exclude the empty set for pi1 or pi2 in Πn2,2, i.e. empty labelsets|P|= ; in MLC are covered by this representation.
13 We define a user informally as something or somebody using a learning algorithm, i.e. training classi-
fiers and consuming predictions. Usually we can assume a human as the user without loss of generality.
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at most consider the order of the positive and negative labels without regarding their par-
ticular indices. In other words, the observed rankings are simply sequences of + and −,
see also Figure 2.3. We can clearly see that this transforms the problem to ranking rel-
evant over irrelevant labels, and that there are
  n|P| different possible sequences. So, if
we grossly simplify and suppose that the size of the output space is determined by the
ratio of correct and incorrect to correct predictions, we obtain a size of ≤ n2/4.
Label ranking is therefore often reduced to estimating the relevance of the individual
labels in a way that relevant labels ideally obtain higher relevance scores than irrelevant
ones. This is a well studied and often used approach in multiclass classification and this
makes it simple to apply and benefit from such techniques in MLC. In fact, many MLC
approaches are prototype based (cf. Section 3.1) or use generative class models (cf. Sec-
tion 2.8.2). Recent works of Dembczyn´ski et al. (2010a,c) indicate that concentrating on
individual class predictions is potentially sufficient in order to minimize certain losses,
especially if the labels are independent (cf. Section 3.5.5).
In particular fields of application, especially in those in which a full automation is not
expected but a learning system is comprehended as supportive, it is often sufficient to
present a ranking of labels from which a user then selects the appropriate ones. Because
of this and because of the outlined advantages, MLC is often simplified to the prediction
of label rankings, refer to Elisseeff and Weston (2001), MMP (Crammer and Singer 2002,
2003) in Section 4.3 and also basic MLPP in Chapter 4 and 6. Notably, a separation of
predicted positive and negative labels can easily be produced by splitting the ranking at a
certain position: all labels above the split are considered positive and all below negative.
This approach is called thresholding or more generally bipartitioning and is detailed in
Section 3.5.4.
2.5.6 Hierarchical Classification
We define a hierarchy as a non-strict partial order over a set of classes that results in
a rooted directed tree (arborescence graph). The relation may have a subsumptive or
compositional semantic, i.e. child nodes are either a specialization of their parents classes
(is-a relation) or they are part of their parents (inverted composed-of relation).
In hierarchical multiclass classification (cf. e.g. Cai and Hofmann 2004) such a hierar-
chical ordering H on L is always pre-specified and only implicitly present in the actual
data, since only one class (node) can be assigned to each object. No distinction between
flat and hierarchical data is possible. In hierarchical multilabel classification (HMLC) the
particular order is usually reflected in the data, i.e. all labels between the most specific
one and the root node (all parents) are set as relevant. Of course, several most specific
labels can be assigned in HMLC. Hybrid settings as by Wang et al. (2011) allow only one
path to be set.
Specialized learning algorithms take the hierarchical structure into account, by adapt-
ing their problem decomposition or learning strategy, by the organization of the hypothe-
sis space, or by specifically minimizing hierarchical losses. Although much of the available
data is inherently hierarchical, this additional information is often ignored and the prob-
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lems are usually considered to have a flat structure in MLC for the sake of fundamental
research (cf. Section 2.9.1 and citations therein). However, upcoming social tagging tech-
niques usually assume flat labels (cf. Section 2.9) and hence this strategy has gained more
than ever its right to exist. Moreover, firstly, hierarchical relations in the output space are
often not in accordance with (spatial closeness in) the input space (Fürnkranz and Sima
2010, Sima 2008, Zimek et al. 2010). Secondly, inconsistencies between the specified
output space and the actual output vectors may appear, which is why some recent ap-
proaches in HMLC move on to extracting the hierarchy from the data (Brucker et al.
2011b, Zimek et al. 2010). Thirdly, though there is evidence that exploiting the hierar-
chical structure has advantages over the flat approach (e.g Cesa-Bianchi et al. 2006, Vens
et al. 2008), Zimek et al. (2010) claim that if a strong flat classification algorithm is used
the lead vanishes. This could be e.g. a learner that does implicitly take the order on L
into account by directly exploiting any type of label dependencies (cf. Section 2.6). Lastly,
from a practical point of view, the comparison of flat predictions are much easier than
using hierarchical measures due to their great variety and necessary parameterizations
(cf. Brucker et al. 2011a).
In this work we follow the generalizing strategy of ignoring possible structuring re-
lations over labels. However, in Chapter 7 we introduce an algorithm with an artificial
hierarchical problem decomposition and model organization, which may be perfectly
used in a HMLC scenario.
2.6 Label Dependencies
From a probabilistic point of view, one of the main differences between multilabel and bi-
nary or multiclass classification are the possible dependencies in the label output space. In
binary and multiclass problems the only observable probabilistic dependence is between
the input variables, i.e. the attributes x j, and the label variables λi. The dependence di-
rectly results from the mapping function in Eq. 2.3. A learning algorithm tries to learn
exactly this dependence in form of a classifier function h. In fact, if a classifier provides
a score or confidence for its prediction Pˆ, this is often regarded as an approximation of
P(P = Pˆ
 x), i.e. the probability that Pˆ is true given a document x.
As mentioned above, we may additionally observe dependencies between labels in mul-
tilabel classification. I.e. we may observe that the occurrence or absence of single labels
under certain circumstances correlate with each other. From the early beginning of MLC,
there have been attempts to exploit these types of label correlations (cf. Section 2.8, 8.1).
However, only recently Dembczyn´ski et al. (2010b) provided a clarification and formal-
ization of label dependence in multilabel classifications. Following their argumentation,
one must distinguish between unconditional and conditional label dependence. Roughly
speaking, unconditional dependence or independence of labels does not depend on a spe-
cific given input instance (the condition) while conditional dependence does. An example
may illustrate this.
Suppose a label space indicating topics from news articles, and suppose further that λu
is the topic politics and λv corresponds to foreign affairs. Especially if the topics are orga-
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nized in a hierarchy and it holds that λu  λv (cf. Section 2.5.6), there will obviously be
a dependency between both labels. We will hence observe yu with a different probability
P(yu = 1) < 1 when yv is also observed, since P(yu = 1|yv = 1) = 1. The probability
P(yv = 1|yu = 1) of seeing an article about foreign affairs on a page in the politics section
will in turn be also much higher than by just randomly opening the newspaper, which
corresponds to P(yv = 1). These probabilities are unconditional since they do not depend
on a particular document. Suppose now that a news article is about the Euro crisis. The
conditional probabilities P(λu = 1|x), P(λv = 1|x) and P(yv = 1|yu = 1,x) would likely
increase and hence be different from the unconditional ones. However, if an article was
about the cardiovascular problems of Ötzi, we would observe that both labels are condi-
tionally independent, since (very likely) P(yu = a|yv = b,x) = P(yu|x) = 1 − a for all
a, b ∈ {0,1} and interchanged u and v .
Formally,14 we define the joint probability for a label vector as P(y) and compute the
marginal distribution of a label as
P(yi = b|x) =
∑
y∈Y ,yi=b
P(y|x) (2.27)
for b ∈ {0,1}. Note that in contrast to multiclass and binary classification, it does not
hold that
∑
i P(yi = 1) = 1 but instead
∑
y∈Y P(y) = 1 due to the different output spaces.
According to the product rule of probability, the joint distribution can be written as
P(y|x) = P(y1|x) · P(y2|y1,x) · . . .= P(y1|x)
n∏
i=2
P(yi|y1, . . . , yi−1,x) (2.28)
Hence, a vector of labels y is called conditionally (in)dependent or unconditionally
(in)dependent, respectively, if
P(y1|x)
n∏
i=2
P(yi|y1, . . . , yi−1,x) (=)6=
n∏
i=1
P(yi|x) (conditionally) (2.29)
P(y1)
n∏
i=2
P(yi|y1, . . . , yi−1) (=)6=
n∏
i=1
P(yi) (unconditionally) (2.30)
Note that neither dependence implies the other.
Similarly, we can define the dependence between only a subset of labels. The degree
of dependencies is categorized by Zhang and Zhang (2010) into relations of first, sec-
ond, and high-order according to the number of labels involved. This division is used to
categorize multilabel learners in response to the degree of labels correlations they con-
sider or are able to model and detect. Hence, first-order learners correspond to classifiers
14 We follow the explanation of Dembczyn´ski et al. (2010b), but will loosen and simplify the argumen-
tation and notation in order to just present the main intuitive idea. In particular, we shall not make a
(clear) distinction between realization and corresponding random variable or vector.
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which just try to estimate the marginals independently of other labels, while second-order
approaches are able to consider pairwise dependencies of the form P(yi|y j) 6= P(yi),
whereas it is not said per se whether conditional or unconditional, and high-order learn-
ers go beyond. Some learners which explicitly respect correlations are reviewed in Sec-
tion 8.1, 2.8 and 3.5.7.
2.7 Evaluation Measures of Predictive Quality
There is no generally accepted procedure for evaluating multilabel classifications. There-
fore, several measures from multiclass classification and from information retrieval were
adopted and adapted in order to measure multilabel effectivity. Depending on the type
of prediction a evaluation function considers, we distinguish between two types of
metrics: bipartition and ranking evaluation measures. The first type of error functions
δ : 2L×2L→ [0;∞) (in a different representation using label vectors, δ : y×y→ [0;∞),
cf. Eq. 2.8) receives the correct labelset P and the predicted one Pˆ. Accordingly we define
the predicted negative labelset as Nˆ . The second type of measures compares the predicted
ranking rˆ with the given true labelset: P: δ : L×Πn.
There exists a wide range of different metrics for MLC, and each measure focuses
on and evaluates a different aspects of the classifier. This hence allows to evaluate a
classifier according to the specific needs of the application setting or the user, but on
the other hand this makes it difficult to evaluate and compare the, roughly speaking,
general performance of learning algorithms, though certainly the perfect, and hence the
best generally performing, classifier is clearly defined (the one which always predicts the
true labelset). This aspect will be further discussed in Section 2.7.5.
Firstly, we will review the most popular bipartition or labelset comparing measures
in Section 2.7.3. Secondly, the loss functions given in Section 2.7.4 allow to evaluate
classifiers that only or in addition return rankings.
2.7.1 Aggregation and Averaging
Most of the metrics analyzed are based on evaluations per examples or example-pivoted
measures, i.e. a metric is computed for each text example, and not for the global pre-
diction on a whole test set. This is reasonable, since the classifiers analyzed produce
predictions h(x) based on an individual and independent example x. However, there are
settings where global predictions may be desirable, particularly e.g. in object ranking
(given a label), but also in classical MLC. Especially bipartition measures are often label-
based, while this is rather uncommon for ranking losses (for exceptions see e.g. Rubin
et al. 2011). Therefore, this work only considers label-based bipartition measures, which
are introduced in Section 2.7.3.
We first introduce two aggregations operators which we will need for the formal defi-
nitions of measures and different averaging forms. Let Ci be a sequence of addable and
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scalable results, such as (confusion) matrices or simple scalars, i = 1, . . . ,n, then we
define the following aggregation operators:
n∑
i=1
Ci := C1⊕ . . .⊕ Cn (2.31)
n
avg
i=1
Ci :=
1
n
n∑
i=1
Ci (2.32)
where ⊕ denotes the cell-wise addition A⊕ B = (ai j + bi j)i j in case of matrices and
A⊕ B = A+ B in case of scalars. The definition of the sum might seems superfluous and
trivial, but this general formulation allows a simple extension to other types of results
such as rankings.
From multiclass classification, information retrieval and many other fields, there exist
two well-known averaging strategies in order to obtain a single comparable value on a
test set, namely micro- and macro-averaging. Mainly, the difference lies in the order of the
aggregation and the application of the evaluation function: micro-averaging first aggre-
gates, i.e. adds up, the results, which are then evaluated (once) with the error function,
while macro-averaged values result from first applying the evaluation function on all
available results independently and then aggregating, i.e. building the arithmetic mean,
over the computed errors. Hence, micro- corresponds to δ ◦∑ and macro-averaging to
avg◦δ, with ◦ denoting the concatenation of operations.
Since there exist two dimensions in MLC over which it is possible to iterate in order to
aggregate to one value, namely the labels and test instances, there exist six possible com-
binations of aggregation, of which only four are mathematically distinct. Let i iterate over
all labels λ1 . . .λn and j over the test examples x1 . . .x|Test |, then the four combinations
are given by
δ ◦∑
i
◦∑
j
= (label and example-based) micro-averaged δ
δ ◦∑
j
◦∑
i
avg
j
◦δ ◦∑
i
example-based (macro-)averaged, label-based micro-averaged δ
avg
i
◦δ ◦∑
j
label-based (macro-)averaged, example-based micro-averaged δ
avg
i
◦avg
j
◦δ = (label and example-based) macro-averaged δ
avg
j
◦avg
i
◦δ
Most of the bipartition-based measures and all ranking-based measures are example-
based averaged, i.e. a metric is computed per example and the resulting test values are
averaged with the arithmetic mean operator. Moreover, no computation based on labels
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is normally possible for ranking based measures in general. We therefore usually present
the final score of an evaluation function on a test set Test as
δtest(h,Test) =
|Train|+|Test |
avg
j=|Train|+1
δ(Pj,h(Pj)) (2.33)
We will refer to scores that were aggregated in this way example-based averaged or shorter
example-averaged.
2.7.2 Cross Validation
If cross validation is used, we randomly partition a dataset T into b non-overlapping sets
of the same size T i , i = 1 . . . b and compute b scores δitest = δtest(hT \T i ,T i), which we
average in the same way:
δCVtest :=
b
avg
i=1
δitest (2.34)
Note that if all buckets T i ideally have the same size, each instance in T does receive the
same weight in the averaged score. We omit indices of δ if the context is clear.
2.7.3 Bipartition Evaluation Measures
Our approach is to consider a multilabel classification problem as a meta-classification
problem where the task is to separate the set of possible labels into relevant labels and
irrelevant labels. Hence, the bipartition evaluation measures are mostly based on already
existing measures for multiclass classification, and as such, they are often based on or
can always be computed from confusion and contingency matrices.15 A general, binary
confusion matrix is a 2× 2 dimensional matrix counting the true and false positives, and
the true and false negatives of a prediction:
C predicted not predicted
relevant tp fn
irrelevant fp tn
An atomic confusion matrix, i.e. the matrix with the maximal possible distinction of
cases, refers to a specific class λi and a specific instance x j and is denoted by C
i
j . Hence the
element tp (tp ji ) is one if the class was correctly predicted as positive, i.e. if yi = 1∧ yˆi = 1
for the example x j, and zero otherwise. f p, tn and fn accordingly cover the cases for
which yi = 0∧ yˆi = 1, yi = 0∧ yˆi = 0 and yi = 1∧ yˆi = 0 apply.
A bipartition evaluation function is defined in terms of a confusion matrix, i.e. δ :
N2×2 → [0;∞). For the evaluation on a test set Test we obtain m · n atomic confusion
15 Indeed, we make no distinction between the terms confusion matrix based and bipartition or labelset
evaluation measure since they denote mathematically exactly the same.
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matrices, but since we want to obtain one final (one-dimensional) score, it is necessary
to aggregate confusion matrices or scores. Since we are mainly interested in example
evaluating measures, we will formulate the evaluation functions if possible in terms of
an example-based aggregated confusion matrix, i.e. in terms of the true labelset P, the
predicted one Pˆ and the complementary negative labels N and Nˆ :
C j =
∑
i C
i
j predicted not predicted
relevant |Pj ∩ Pˆj| |Pj ∩ Nˆ j| |Pj|
irrelevant |N j ∩ Pˆj| |N j ∩ Nˆ j| |N j||Pˆj| |Nˆ j| |L|
From such a sequence of confusion matrices C j, we can compute the following well-
known measures:
• Recall, Precision and F -measure
Precision (PREC) computes the percentage of predicted labels that are relevant, re-
call (REC) computes the percentage of relevant labels that are predicted, and the
F1-measure is the harmonic mean between the two. In terms of tp, f p, tn, fn of a
confusion matrix C , we obtain the following general definition:
PREC(C) :=
tp
tp+ f p
(2.35)
REC(C) :=
tp
tp+ fn
(2.36)
F1(C) :=
2
1
REC(C)
+ 1
PREC(C)
=
2REC(C)PREC(C)
REC(C) + PREC(C)
(2.37)
But since we focus on example based predictions, we use the following more handy
formulation based on the label-based micro-averaged C j or P and Pˆ, respectively:
PREC(C j) = PREC(Pj, Pˆj) :=
|Pˆj ∩ Pj|
|Pˆj| (2.38)
REC(C j) = REC(Pj, Pˆj) :=
|Pˆj ∩ Pj|
|Pj| (2.39)
F1(C j) = F1(Pj, Pˆj) :=
2
1
REC(Pj ,Pˆj)
+ 1
PREC(Pj ,Pˆj)
=
2REC(Pj, Pˆj)PREC(Pj, Pˆj)
REC(Pj, Pˆj) + PREC(Pj, Pˆj)
(2.40)
In the literature, we find both example and label-based micro-averaged as well as
example-averaged label-based micro-averaged recall, precision and F -values (e.g.
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Lewis et al. 2004, Sebastiani 2002, Yang and Liu 1999). We use the following ab-
breviations:
mm PREC = PREC(
∑
i, j
C ij) mm REC = REC(
∑
i, j
C ij) mm F1= F1(
∑
i, j
C ij)
(2.41)
Mm PREC = avg
j
PREC(
∑
i
C ij) Mm REC = avg
j
REC(
∑
i
C ij) Mm F1= avg
j
F1(
∑
i
C ij)
(2.42)
The (macro-)averaging over the examples considers each example with the same
weight, in contrast to the mmδ measures, which take examples with greater asso-
ciated labelsets more into account than those with small labelsets. Note e.g. that
the precision on an example with |P|= 1 only contributes with 1/(∑mj=1|Pj|) to the
overall precision instead of 1
m
in the case of macro-averaging. On the other hand,
and independently of whether it may be desirable or not to emphasize correct pre-
dictions on examples with a higher number of labels (which could be reasonably
considered more difficult to correctly classify), recall and precision are not defined
on examples for which |P|= 0 or |Pˆ|= 0, respectively. The difficult and often unmo-
tivated decision, whether recall and precision are defined as zero or one for these
cases, or the examples are simply ignored, makes it preferable for many authors and
many applications (e.g. datasets where this could happen) to use the micro-micro
averaged versions.
These complications could also be the reason why the label-based (macro-) av-
eraged, example-based micro-averaged aggregation and the label/example-based
macro-averaged aggregation of recall and precision are classically only rarely com-
puted or compared in the literature (cf. e.g. surveys Sebastiani 2002, Tsoumakas
and Katakis 2007), though macro-averaging over the labels is known to allow a
more commensurate and balanced evaluation of the performance on small labels,
i.e. labels with a small number of associated examples. On the other hand, very
small labels are often not interesting for the application in focus. Montejo Ráez
et al. (2004) e.g. actively eliminate models for labels for which the predictive ac-
curacy is too low, resulting effectively in ignoring small labels. As the authors point
out, this approach only slightly hurts recall but should enhance precision. Note also
that just as micro-averaging could underestimate small classes, macro-averaging
could underrate the effectiveness on big classes, though their high frequency is of-
ten precisely a sign for their high importance. This aspect is also emphasized in the
discussion of the macro-averaged Hamming loss in the following.
As a convention for simplification, we may omit the micro and macro indicating
indices if it is clear from the context and especially if example and label-based
micro-averaging is being used.
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• Hamming Loss
The Hamming loss (HAMLOSS) computes the percentage of labels that are misclas-
sified, i.e., relevant labels that are not predicted or irrelevant labels that are pre-
dicted. In terms of a single example x j, the Hamming loss is defined as
HAMLOSS(Pˆj, Pj) :=
1
|L|
Pˆj4Pj (2.43)
The operator 4 denotes the symmetric difference between two sets and is defined
as A4B := (A\ B)∪ (B \ A), i.e. Pˆx4Px has all labels that only appear in one of the
two sets.
Hamming loss basically corresponds to the macro-averaged classification error in
the confusion matrix, i.e. HAMLOSS(C j) = avgi I[yi 6= yˆi], as was already pointed
out by Tsoumakas and Vlahavas (2007). In terms of the confusion matrix, in we
write it as
HAMLOSS(C j) :=
fp+ fn
tp+ fp+ tn+ fn
=
fp+ fn
n
(2.44)
It is therefore also very popular in the literature, but unfortunately Hamming loss
generally favors algorithms with high precision and low recall. The following intu-
itive argumentation illustrates this.
Since the average labelset size avg j|Pj| is usually much smaller than n, predicting
the empty labelset is already a good strategy for optimizing Hamming loss. And
starting from this, it will hence almost never pay out to predict close to or more than
avg j|Pj| labels on average, since the probability rapidly increases that the Hamming
loss is deteriorated from changing a prediction yˆ = 0 to yˆ = 1. Roughly estimated,
an algorithm can only expect to benefit from giving a positive prediction for a label
if the probability that this class is relevant is higher than 1− avg j|Pj|/n, which is
usually rather high.
In this particular case, we see that macro-averaging gives too much weight to unfre-
quent labels and simultaneously underrates the most frequent classes. Hence, recall
and precision (or F1) allow a much more commensurate evaluation of a classifier.
• Subset Accuracy
The subset accuracy (ACC), sometimes also called classification accuracy, indicates
whether a prediction Pˆ exactly matches the true labelset P (cf. e.g. Ghamrawi and
McCallum 2005, Zhu et al. 2005).
ACC(Pi, Pˆi) := I

Pi = Pˆi

(2.45)
The example-averaged mean hence denotes the percentage of perfectly predicted
labelsets on the test set.
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Figure 2.3: Diagrams of predicted label rankings and measures. Blue rectangles denote positive
classes, red circles negatives. First ranking: perfect classification, all relevant classes are ranked over
irrelevant ones, all measures are zero, except from AVGP and F1|P| = 1. Second and third ranking:
classes on position 4 and 6 are misplaced, thus 5 of 12 possible pairs of labels are not correctly
ordered, top class is correct, RANKLOSS = 5/12, MARGIN = 4, ONEERR = 0, ISERR = 1, AVGP = 2/3,
F1|P| = 1/3. Last ranking: top class is wrong, ONEERR = 1.
Although this metric evaluates exactly the fulfillment of the main objective of an
multilabel classifier, namely to correctly predict the true labelset, its strictness
makes the measure almost useless for problems with a high number of classes or
which are hard to learn. For these problems, the measure becomes almost zero
and the differences between different approaches become very small or disappear
though differences may be obvious for correct partial prediction.
If not otherwise stated, the example-averaged means of the metrics are given in exper-
imental results.
2.7.4 Ranking Quality Measures
In order to evaluate the predicted ranking we use different ranking losses. The losses
are computed comparing the ranking with the true set of relevant classes, each of them
focusing on different aspects. We recall that r(λ) returns the position of label λ in a
ranking r and that r−1(p) has as outcome the label at position p. Since there is no true
ranking, only the predicted ranking, we omit the otherwise used distinctive sign in rˆ.
Based on this and given a test example x, the different metrics are computed as follows
and as illustrated in Figure 2.3.
• Is-Error Loss
The is-error loss (ISERR) determines whether r(λ) < r(λ′) for all relevant classes
λ ∈ P and all irrelevant classes λ′ ∈ N . It returns 0 for a completely correct, perfect
ranking, and 1 for an incorrect ranking, irrespective of ‘how wrong’ the ranking is.
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With the help of the error set E of incorrectly ordered label pairs, we define ISERR
as follows:
E := {(λ,λ′)  r(λ)> r(λ′)}⊆ P × N
ISERR(P, r) := I[E 6= ;] (2.46)
Note that is-error is closely related to subset accuracy on page 30. If a label ranking
classifier is used that uses thresholding for predicting a labelset from the ranking,16
then Is-Error already gives an upper bound of 1− ISERR for the obtainable subset
accuracy. In other words, is-error evaluates the label ranking effectivity of such a
classifier while the gap to subset accuracy indicates the bipartition quality of the
used approach.
• One-Error Loss
The one-error loss (ONEERR) determines whether the top-ranked label is relevant or
not, and ignores the relevancy of all other labels.
ONEERR(P, r) := I

r−1(1) 6∈ P (2.47)
• Error Set Size and Ranking Loss
The error set size loss (ERRSETSIZE) computes the number of pairs of labels which
are not correctly ordered (Crammer and Singer 2003). As ISERR, it is 0 for a perfect
ranking, but it additionally differentiates between different degrees of errors.
ERRSETSIZE(P, r) := |E | (2.48)
The normalized version ranking loss (RANKLOSS) is more frequently used and com-
putes the average fraction of erroneously ordered pairs of labels.
RANKLOSS(P, r) :=
|E |
|P| · |N | (2.49)
Note that ERRSETSIZE determined on a test set cannot be normalized afterwards to
RANKLOSS since the denominator may change for each test example. Error set size
loss gives examples that have more labels associated, and hence could suffer more
prediction errors, more weight than ranking loss.
Note also the close connection of ranking loss to other metrics from other fields,
such as the Kendall’s tau τ distance between two rankings, which analogously
measures the number of discordant pairs. As Kotłowski et al. (2011), Rubin et al.
(2011) pointed out, ranking loss is also equivalent to the area ‘over’ the ROC curve
(cf. p. 34), i.e. RANKLOSS = 1−AUCROC.
16 More specifically, some type of ranking cut-off strategy in which the labels are selected from the be-
ginning of the ranking until a certain position but without leaving gaps, see also Section 3.5.4.
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• Margin Loss
The margin loss (MARGIN) returns the number of positions between the worst
ranked positive and the best ranked negative classes, and was first introduced
by Loza Mencía (2006) and subsequently used e.g. by Rubin et al. (2011). This
metric is directly related to the number of wrongly ranked classes, i.e. the positive
classes that are ordered below a negative class, or vice versa. We refer to this set
by F .
F :={λ ∈ P  r(λ)> r(λ′),λ′ ∈ N}
∪{λ′ ∈ N  r(λ)> r(λ′),λ ∈ P}
MARGIN(P, r) :=max
 
max{r(λ)  λ ∈ P}
−min{r(λ′)  λ′ /∈ P}, 0
=max(|F | − 1,0) = |F | − ISERR(P, r)
(2.50)
Margin loss is very similar to Coverage (cf. e.g. Tsoumakas et al. 2010), which counts
the number of positions in the ranking until all relevant labels are covered.
• Average Precision
Average precision (AVGP) is commonly used in Information Retrieval and computes
for each relevant label the percentage of relevant labels among all labels that are
ranked before it, and averages these percentages over all relevant labels.
AVGP(P, r) :=
1
P
∑
λ∈P
|{λ′ ∈ P  r(λ′)≤ r(λ)}|
r(λ)
(2.51)
These ranking measures are computed for each example and then averaged over all
examples, in contrast to the following metrics.
• Median Recall, Precision and F -measure
For a label ranker without any explicit bipartition strategy, a reasonable strategy is
to always predict the number of labels that can be expected by observing the train-
ing set. Therefore, we compute the median over the labelset sizes in the training
set and use this value as the position where the rankings are cut off (cf. Fürnkranz
et al. 2008).
Let tk : Πnn,n → N2×2 be a function that generates the confusion matrix for a cut
off at position k, i.e. the confusion matrix corresponding to the prediction Pˆj ={r−1(1), . . . , r−1(k)}, let d be the median over all |Pj| in the training set Train, then
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we define the example and label-based micro-averaged median recall, precision and
F1-measures as:
mm PRECd := PREC(
|Test |∑
j=1
θd(r j)) (2.52)
mm RECd := REC(
|Test |∑
j=1
θd(r j)) (2.53)
mm F1d := F1(
|Test |∑
j=1
θd(r j)) (2.54)
• Idealistic F1
For the (micro-averaged) idealistic F1 (F1|P|), we compute analogously to the me-
dian variants the F1-measure as if exactly the right number of |Pj| labels was re-
turned for each test example x j (cf. Fürnkranz et al. 2008):
mm F1|P| := F1(
|Test |∑
j=1
θ|Pj |(r j)) (2.55)
Since the denominators in Eq. 2.37 coincide, mm F1|P| is equal to mm PREC|P| and
mm REC|P|. This equivalence could suggest to determine the metric as break-even
point of precision and recall. But note that the performance that we called “idealis-
tic” is not necessarily the optimal choice in the sense that it is the highest achievable
value. Higher F1-values are achievable if we deviate from the original number of
labels, because of a suboptimal ranking of the labels. The optimal boundary for
each example depends on both the example and the predicted ranking.
• ROC and Recall/Precision Curves
In order to visualize graphically the behavior over all possible boundaries, we can
compute the receiver operating characteristic (ROC) and recall/precision curves.
This is done by building a confusion matrix θb(r j) for each possible boundary b =
0 . . .n (i.e., on all positions in the ranking) and test example x j. The respective
recall/precision and true positive/false positive values are then plotted resulting
in a polygon with n segments. We use micro-averaging to average these curves by
computing summary matrices
|Test |∑
j=1
θb(r j) (2.56)
for b = 0 . . .n. Recall/precision and ROC curves are plotted using the re-
call/precision and tp/ fp values from these confusion matrices.
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2.7.5 Discussion
This section tried to provide a comprehensive overview of the landscape of multilabel
metrics. However, though several measures were presented, we focused on those that
appear in the experimental section of this thesis and hence only a subset of the existing
and employed metrics in the literature were gathered. The list of hierarchical measures
is even more extensive (cf. Brucker et al. 2011a).
In the following, we try to group the presented measures in order to allow a reasonable
and balanced selection at time of evaluation. We focus on possible equivalences and
general objectives.
• PREC , REC, F1 and AVGP reward predictions with a high density of relevant labels
at the top. Particularly precision and recall allow a fine grained analysis of bipar-
tition ability of an algorithm. The interesting macro-average performance is often
omitted in the evaluations, mainly due to the mentioned complications in the com-
putation and of course also because it is mostly much lower than the respective
micro-averaged measures (which should obviously not be a criterion). AVGP and
the idealistic variant of F1 allow to evaluate rankings, though F1|P| additionally
serves as a bound for micro-averaged F1. Note that AVGP does often not correlate
to RANKLOSS or similar measures particularly in the magnitude of the differences
due to the different objectives.
• RANKLOSS, MARGIN, coverage, area under the ROC curve (AUC) measure the ranking
performance. Though MARGIN and coverage do not measure errors in the pairings,
RANKLOSS is bounded by these too. Hence, if the interpretability of MARGIN is not
needed, it is sufficient to concentrate on RANKLOSS (or the reverse AUC).
• ACC and ISERR both indicate the ratio of perfect predictions for ranking and bipar-
titioning. Therefore, ACC is bounded by 1− ISERR. In combination they allow hence
a good evaluation of the bipartitioning capabilities of an algorithm.17
• HAMLOSS and ONEERR share the same property of limited expressiveness particu-
larly for a large number of labels. Hamming loss could be replaced by the Jaccard
distance 1−|P∩ Pˆ|/|P∪ Pˆ|= (fp+ fn)/(tp+ fp+ fn), which only measures the error
on labels that are set or were predicted and hence alleviates the problem of the
large number of true negatives.
Some of the measures were analyzed by Sokolova and Guy (2009) in view of invariance
and their ability to detect changes in the confusion matrix.
In the sum, the author believes that micro-averaged recall, precision for bipartitioning
approaches and in addition RANKLOSS, AVGP and the potential F1|P| for ranking allows a
commensurate, general evaluation of a multilabel classifier. If the number of classes is
low, it is further advisable to measure ACC and ISERR.
17 Another interesting point is that one can deduce the example-based mean of any other measure on the
mistakes in the test set using the overall mean by computing δ/ ISERR or δ/(1−ACC) respectively.
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However, this always depends on the particular application. Moreover, as Dembczyn´ski
et al. (2010c) pointed out, some of the measures, e.g. subset accuracy on the one side
and hamming loss on the other, are not compatible in the sense that optimizing one does
not necessarily optimize the other.18 This makes it also clear that the objective should
be clarified before the selection or development of a learner. Hence, statements about a
general or average good performance of a new method with respect to a set of different
measures without differentiating and without interpretation should be taken with care.
A purposeful analysis should be preferred.
2.8 Multilabel Learning Algorithms
In a survey on multilabel classification, Tsoumakas and Katakis (2007) distinguish be-
tween two categories of approaches, namely, those which employ a transformation into
a set of binary classification problems and approaches adapting existing methods to han-
dle multilabeled data directly. As it turns out, it is sometimes difficult to separate both,
since many adapted approaches consist in transforming the original problem into a series
of easier problems. On the other hand, a series of learners have been developed in the
meanwhile that are conceptually at least not directly based on existing approaches but
were specifically developed with the multilabel setting in mind.
Thus, we use the following (not exhaustive) coarse division in this work: transforma-
tional and holistic approaches. The first group corresponds to the notion of transforma-
tion and decomposition techniques and this work is specifically dedicated to one of the
possible techniques. The following section provides a basic description. A profound ex-
planation and analysis is provided in Chapter 3. The latter group of learners try to solve
the global problem directly without transforming it into subproblem(s). An overview of
existing techniques is given in Section 2.8.2.
As described above, it is sometimes difficult to draw the boundary and some of the
developments described in the following may not fit this categorization perfectly well.
The sections after Section 2.8.2 review some of the main, older and newer, techniques
encountered in multilabel learning. Since many of the cited works combine multiple
techniques, some of them could indeed be categorized into several classes – a multila-
bel categorization. We refer to the discussion sections in the corresponding chapters of
this thesis for further relevant and interesting literature. Particularly Section 2.5.6 for
hierarchical learners, 3.5.4 for generally applicable thresholding techniques, 6.5 for par-
ticularly scalable methods, 8.1 for approaches dedicated to label correlations, 9.7 for
stacking, 3.5.6 and 5.5 for pairwise approaches and Section 3.5.7 for a comparison of
these with one-against-all decomposition. A further source of information are the excel-
18 Note however that the optimal prediction is always defined for all metrics, namely predicting exactly
the correct labelset. But a Hamming loss optimized learner will approach the optimum in a different
way than an accuracy optimized one. Graphically, on a graph with HAMLOSS on the one axis and ACC
on the other, one type of learner would approach the optimum in the upper left corner from below the
diagonal and the other from above, possibly in form of a curve.
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lent surveys of Tsoumakas and Katakis (2007) and Tsoumakas et al. (2010) and, for the
particularly interested reader, the respective related work sections in the cited literature.
2.8.1 Transformational Approaches
We focus on three basic transformation schemes, namely binary relevance, label pow-
erset and pairwise decomposition. The main idea of these methods is to transform the
problem into non-multilabel tasks, particularly binary tasks (except for label powerset,
which requires one further step), which can then be solved separately with existing bi-
nary learners. Section 4.1 e.g. revises the basics of linear learners such as support vector
machines (SVM) and perceptrons. Other learners used in this work include C4.5 decision
trees and Naive Bayes. We refer to (Mitchell 1997, Witten and Frank 2005) for explana-
tions of these and other approaches. In the case of transformation into several subtasks,
the approach is denoted to be decompositive.
In the binary relevance (BR) or one-against-all (OAA) method, a multilabel problem
with n possible classes is decomposed into n binary problems. For each subproblem, a
binary classifier is trained to predict the relevance of the corresponding class. In the pair-
wise decomposition approach, one classifier is trained for each pair of classes, i.e., the
original problem is decomposed into n(n−1)
2
smaller subproblems. The binary classifiers
are trained on examples with a clear preference for one of the two classes. During clas-
sification, each base classifier is queried and the prediction is interpreted as a vote for
one of its two classes. In the label powerset approach (LP), a meta multiclass problem
is constructed where each appearing label combination Pi is interpreted as one separate
class. The meta problem is then solved with a normal multiclass algorithm or with the
previously presented decomposition methods. More thorough explanations and analyses
are given in the next chapter.
2.8.2 Holistic Approaches
We consider holistic approaches to be approaches that try to solve a multilabel problem
globally and jointly. This often involves solving one single optimization problem to find
the decision function(s). Therefore, this strategy is called single-machine by Rifkin and
Klautau (2004) or all-at-once by Rueda et al. (2010). Holistic approaches are often able
to learn risk minimizing models with respect to a particular metric. Rifkin and Klautau
compares solving n independent optimization problems, each finding a function hi for
class λi, to solving one global problem containing the n functions hi. The findings indi-
cate that the local approach is more advantageous for the particular case of using SVMs
on multiclass problems, although this is not directly transferable to the multilabel case
(cf. Section 3.5.7).
The work of Elisseeff and Weston (2001) on adapting the SVM algorithm to the multila-
bel case is probably one of the most frequently cited works in MLC. A global optimization
problem is formulated in order to minimize the ranking loss (RANKLOSS), i.e. that no
2.8 Multilabel Learning Algorithms 37
irrelevant labels are ranked above relevant ones (Rank-SVM). The hypothesis space con-
sists of n hyperplanes in the input space (cf. Section 4.1.1), just as it would be the case
for a BR ensemble of SVMs. BP-MLL is a popular neural networks algorithm for multi-
label data which is trained in order to minimize the number of incorrectly paired labels
in the output ranking (Zhang and Zhou 2006). To this end, RANKLOSS is reformulated
as a differentiable version, which is a prerequisite for being used in back propagation.
BP-MLL is similar to MMP, but more than one hidden layer is used, similarly to MLPP
(cf. Chapter 4 and Section 4.5.1). The multiclass multilabel perceptron algorithm (MMP)
(Crammer and Singer 2002, 2003) learns similarly to Rank-SVM one prototype for each
label by globally optimizing an arbitrary ranking loss (cf. Section 2.7.4). But opposed to
Rank-SVM, this is done incrementally for each training example (cf. Section 4.3).
For the general case, we can also consider so called cased-based or lazy approaches
and rule-based learners such as decision trees as holistic methods, as long as they are not
based on binary models.
Case-based
The k-nearest neighbor approach (cf. Witten and Frank 2005, Sec. 3.8) to multilabel
classification (ML-kNN) is inspired by Bayesian reasoning (Zhang and Zhou 2007). It
combines the label distributions of the k neighbors and the a priori distribution in order
to make a prediction. The concept that is followed in (Brinker and Hüllermeier 2006)
is closely related to the calibration technique described in Section 3.4.5. Each training
instance is assumed to be associated with a tri-partite ranking Px x λ0 x Nx. The rankings
of the k nearest neighbors are aggregated to one predicted ranking by computing the
average ranks of the labels among the k tri-partite rankings.
Rule-based learner
An associate multilabel rule learner with several possible labels in the head of the rules
was developed by Thabtah et al. (2006). These labels are found in the whole training set,
while the multilabel lazy associative approach of Veloso et al. (2007) generates the rules
from the neighborhood of a test instance during prediction. Hoeffding trees were adapted
for learning large multilabel data streams by Read et al. (2010). These trees are incre-
mentally trainable and it is proven that they approximate non-incremental decision trees
trained with infinite training examples. Unfortunately, they are not suitable for streams
with concept drifts. Both Zhang et al. (2010b) and Kong and Yu (2011b) propose to use
ensembles of random decision trees (RDTs) for multilabel classification. The main idea
of these trees is described in more detail in Section 4.6.7.
2.8.3 Generative Approaches
The early work of McCallum (1999) constructs generative models for labelsets, which
consist of a mixture of topic based word distributions. Parametric mixture models consist
of probabilistic generative models for each label, in form of class prototypes (Ueda and
Saito 2002). However, the different labelsets are modeled on top with respect to the
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class prototypes. The greedy approach successively adds one label to the currently most
probable labelset until it finds the maximum. The approach of Streich and Buhmann
(2008) assumes that documents are drawn from superpositions of n distributions X i, one
for each label. Unlikely label combinations are discarded during the prediction process
in order to reduce the number of comparisons 2n needed by the brute force approach.
Latent Dirichlet allocation (LDA) is an unsupervised approach usually applied in order
to generalize whole document corpora which assumes that a document is sampled from
a mixture of word distributions, the (virtual) topic models. Rubin et al. (2011) estimate
these word distributions directly on the training data adopting the labels as topics. An
additional LDA process on top of the labels is applied in order to model dependencies
between the labels. More details on this approach can be found in Section 6.5.
2.8.4 Ensembles
One of the first multilabel ensemble techniques was boosting: The text and speech classi-
fication system Boostexter (Schapire and Singer 2000) is based on the multilabel exten-
sions of AdaBoost described by Schapire and Singer (1999). Rakel builds an ensemble of
m label powerset classifiers (Tsoumakas et al. 2011a). Each LP learner focuses on a ran-
domly chosen subset Li ⊂ L with k = |Li|, i.e. the i-th learner receives Px∩Li as training
signal for an instance x. Rakel is hence potentially able to model label dependencies from
1 to k-order breaking the limitation of pure LP, which is only able to detect simultaneous
absences or presences of label combinations {Pi} given in the training set. Interestingly,
the k parameter can be seen as a fader between BR and LP, from fully independent to fully
connected classes. Read et al. (2008) follow a very similar approach with their ensembles
of pruned sets (PS). PS uses the LP transformation but prunes away infrequent labelsets
P or decomposes them into more frequent subsets P ′ ⊂ P. The ensemble is created by
applying PS on random subsets of the training data and these models seem to outperform
Rakel ensembles, which used similar training time. Ensemble variants of probabilistic and
simple classifier chains (Dembczyn´ski et al. 2010a, Read et al. 2009, 2011) ensure a cer-
tain robustness towards different sequences of the models. Read et al. further analyze the
combination with bagging, i.e. using random subsets of training instances and features.
He finds that around 40% of the instances and features are sufficient in order to obtain
comparative accuracy. This also holds for ensembles of BR classifiers and would likely
also apply to pairwise ensembles. See Section 3.5.7 for a discussion on general classifier
chains.
The following authors use a neural network alignment of the model, but essentially
use ensemble techniques in order to determine the hidden layer. Zhang (2009) builds a
(non-linear) neural network with one hidden layer (ML-RBF). The neurons in this layer
are simply a predetermined number of k centroids of each class, computed via k-means
clustering (cf. Witten and Frank 2005, Sec. 4.7). They achieve consistently better results
than another neural network (BP-MLL, see above), boosting approaches and Rank-SVM
on scene, yeast and yahoo. The very recent LIFT algorithm similarly selects centroids
(by k-means) in the positive and negative examples of each one-against-all problem and
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then replaces the original features of an instance by the distances to these representatives,
separately for each BR subproblem (Zhang 2011). Shi et al. (2011) trains an ensemble of
ML-RBF networks and shuffles the prototypes in the hidden layers using an evolutionary
operator by optimizing simultaneously accuracy and diversity of the predictions. They
outperform the baseline, ensembles of classifier chains and Rakel (see above) on yeast,
scene and yahoo.
2.8.5 Instance Input Space Transformations
Several approaches rely on enriching or even replacing the input instance attributes by
new features that are expected to provide additional information. The hope is often to
be able to encode characteristics that help to exploit (conditional or unconditional) label
dependencies. An example is the approach in Chapter 9, which adds features indicat-
ing the presence of exceptional local feature-labelset combinations. Stacking, i.e. the use
of classifier predictions as features for the main learner at the bottom, is another pop-
ular approach in this context and several techniques will be revised in more detail in
Section 9.7. A special group of stacking approaches organize their learners in chains
so that the prediction for a particular class depends on the predictions for the previ-
ous classes. Classifier chains (CC, Read et al. 2011) are more exhaustively discussed in
Section 3.5.7. Probabilistic CC generalize this concept by using probabilistic base classi-
fiers (Dembczyn´ski et al. 2010a). Their approach ensures a Bayes optimal decision ac-
cording to the conditional label dependencies, since Eq. 2.28 is indeed approximated by
P(y|x)≈ h′(x)∏ni=2 h′i(x, y1, . . . , yi−1) in their setting.
Some kernel based approaches are presented in the following: Kazawa et al. (2005)
adds label specific features to the input-space and uses a specialized kernel in order
to measure the label vector similarities. During prediction, a test example is subse-
quently enriched with the features for all possible label combinations and the highest
scoring labelset is predicted. The authors derive an algorithm which is more efficient
than this brute-force approach, but still requires O(nm3). Similarly, the general frame-
work of SVMs for structured output spaces also supports the MLC setting by defining
an appropriate kernel (Tsochantaridis et al. 2005). Here, too, a heuristic is necessary in
order to circumvent the prohibitively high costs of enumerating all possible outputs.
2.8.6 Label Output Space Transformations
Transforming the label output space Y into a substituting, lower dimensional Y ′ is a
relatively new idea. It is based on the observation that the output space is usually very
sparse in multilabel problems (cf. Section 2.9.1) and relies on techniques such as principal
component analysis, which ”compresses“ by projecting to lower dimensional spaces. The
objective of these approaches is not the improvement of accuracy, but the reduction of
computational costs caused by the often observed direct dependence of training and
testing time on the number of possible classes. This dependency is one of the leitmotifs
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in this work and hence the development of this topic is followed with special interest by
the author. Unfortunately, the works observed so far have to use regression algorithms
since the reduced space R|Y ′| is not binary anymore. Hashing, and particularly semantic
hashing such as spectral hashing (Weiss et al. 2008), is a promising solution in order to
be used in the (strictly binary) frame of this work.
Compressed sensing (Hsu et al. 2009b) exploits the sparsity of the output space and
uses a compressing linear matrix A, which is filled with Gaussian, Bernoulli or uniformly
distributed values. The binary output space is transformed (AY ⊂ Rk) into a k = O(d)
dimensional continuous space. Reconstruction techniques known from error correcting
output codes (cf. Section 3.3) map the prediction back into the original label space. Tai
and Lin (2010) in contrast interpret the label output space as a n-dimensional hypercube
with the labelsets at the vertices. A singular value decomposition is used in order to de-
termine new principal directions ei. The ei hence form the projection matrix A and the
new y′ contain the projections of the original y on the |Y ′| directions ei. Again, regres-
sion algorithms are then used to learn (x,y′). Bi and Kwok (2011) focus on hierarchical
problems. The label output space is preprocessed in order to consider the hierarchical
information and then compressed via kernel PCA (kernel dependency estimation) to an
alternative space of only 50 dimensions. Their experiments on biological datasets with
more than 4000 classes showed that their 50 regressors consistently improved time costs
and accuracy compared to several hierarchical learners cited in Section 2.5.6. Rueda
et al. (2010) compare linear dimensionality reduction of the output space applied on the
whole problem, solving a single optimization problem, with applying it to each of the
pairwise subproblems. It is found that pairwise decomposition is more beneficial in terms
of accuracy.
2.8.7 Alternative Structures and Formulations
Known multilabel problems often result from a simplification of more complex origi-
nal tasks, such as hierarchical classification (cf. Section 2.5.6). It is often also possible to
induce certain structures on multilabel data which may help the learning process. The fol-
lowing approaches have in common that they rely on such an extended (re)formulation.
Sun et al. (2008) consider a multilabel task as a hypergraph with the instances as
nodes and n-ary edges for each label connecting all associated instances. This repre-
sentation aims at exploiting label correlations by analyzing the hypergraph spectrum.
Tsochantaridis and Hofmann (2002) see MLC in the context of collaborative filtering and
interpret labels as users and documents as items. The label matrix (yi)i is hence used
in order to compute a probabilistic latent semantic analysis model which encodes the
unconditional inter-label dependencies. Feeding a transductive SVM with this additional
information outperforms the baseline SVM. Kong and Yu (2011a) similarly uses kernels
on the label output space in order to exploit label correlations on multilabel graph data.
They claim that different kernels cover different k-order dependencies and subsequently
find that (infinite-order) RBF kernels substantially outperform polynomial kernels of dif-
ferent degrees and the linear kernel. The work of Kong et al. (2011) relies on relational
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multilabel data. Additional features are assumed that connect instances in the training
set, e.g. co-authorship for author objects or common directors for movies. These con-
nections are used to define a vicinity of the instances. The feature set for each training
example is then extended by aggregating the neighbors’ input and also output features in
order to capture intra and inter-instance label dependencies. During prediction, a greedy
process begins with the original features and subsequently adds features from the ex-
panded neighborhood. This collective approach clearly outperforms classifier chains and
BR.
2.9 Datasets and Application Scenarios
Multilabel classification problems appear in a wide range of real world situations and
applications. We will give in the following some examples organized by different aspects
of the scenarios.
The first distinguishing property is the domain of the objects as well as the labels in a
MLC problem.
• Text
Text is probably one of the oldest domains in which the demand for categorization
appeared, particularly multilabel categorization (cf. Sebastiani 2002). Moreover,
data is easily accessible and processable and vastly available. Hence, it was also
one of the first research fields for MLC and continues to be the most represented
(see also Section 1.1 and particularly Footnote 1).
Documents can be of very different types: news articles, scientific articles, books,
emails, law documents, web pages, subtitles, (micro-)blogs, etc. The great variety is
also reflected in the possible dimensions of categorizations: genres, topics, authors,
keywords, epochs, writing styles, languages . . .
• Multimedia
We denote by multimedia any kind of image or auditive data such as photographs,
films, music titles, audio recordings etc. Many of the possible categorizations for
text also apply for multimedia material. In addition we have object and person
recognition, optical character recognition, scene categorization, and for audio the
recognition of music instruments, emotions, styles, epochs . . .
• Biology
Biology and bioinformatics is a relatively new field for computerized data process-
ing. For machine learning, possible domains include the classification of genes and
proteins according to their functions.
We can usually classify the label domains according to their structure. Typical hierarchi-
cal structures come from topic hierarchies, taxonomies and ontologies (cf. Section 2.5.6).
Non-hierarchical structures can be found in the indexing of documents, e.g. the assign-
ment of keywords or keyphrases to scientific articles. Flat hierarchical structures have
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gained increasing attention with the emergence of the participatory world wide web (cf.
e.g. Katakis et al. 2008, Tsoumakas et al. 2008). In this context, keyword indexing is often
called collaborative or social tagging and the resulting structure is called a folksonomy
(for definitions cf. e.g. Peters 2009). The term tagging shall indicate that the vocabulary
used is not controlled.
As in multiclass classification, MLC algorithms can be used in applications in which
full automation is desired as well as for supportive usage. Examples are bookmarking,
email filtering or even news categorization (cf. Chapter 4), in contrast to the suggestion
of keywords from a huge set of alternatives in the Web 2.0 (see also Chapter 6), possibly
presented as a ranked list (compare to label ranking in Section 2.5.4). The latter sce-
nario may demand for semi-supervised approaches as well as for incremental multilabel
learners for the processing of masses or streams of data (cf. Chapter 4).
Related applications to which MLC may be applied are information extraction (e.g.
ontology based information extraction or syntactic parsing, cf. Chapter 10), and multi-
target, multi-task classification or multi-variate regression, where several target variables
have to be predicted simultaneously (cf. Chapter 8). Extended applications take the de-
grees of assignments into account, e.g. popularly assignments of 0 to 5 for rating action,
fun, romance etc. of movies in TV guides, which we may call ordinal or graded multilabel
classification (Cheng et al. 2010).
Many of the introduced scenarios are covered by the multilabel datasets presented in
the next section.
2.9.1 Benchmark Datasets
The datasets that are included in the experimental setups throughout this work cover
the main three application areas in which multilabeled data is frequently observed: text
categorization (8 datasets), multimedia classification (6 collections) and bioinformatics
(two benchmarks). Table 2.2 summarizes the main properties, which are the following:
• Dimensionality of the output space
The total number of labels n is the main characteristic of a (single- or multilabel)
multiclass task (cf. Section 2.5). It is a crucial factor for determining the complexity
of a dataset. The scalability of a learner often decisively depends on n. Therefore
we find Table 2.2 sorted by this property.
• Cardinality of the output space
The average size d = avgx|Px| of the labelsets in a dataset distinguishes multiclass
from multilabel datasets. For multiclass problems the size is one, and also for mul-
tilabel problems the value is rather small, in relative as well as absolute terms. This
means that usually d << n and d < k with usually single-digit k.
The average labelset size often has an impact on the computational costs of a
learner, e.g. for pairwise decomposing (cf. Section 3.4) or generative (cf. Sec-
tion 2.8.3) approaches.
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Table 2.2: Statistics of multilabel datasets used in this work ordered according to the number of
classes. The attribute number indicates the original number without any feature subset selection
or expansion. Labelset size d denotes the average number of labels per instance, and label density
indicates the average number of labels per instance d relative to the total number of classes n.
dataset name domain #instances #attributes #labels labelset size density distinct
m a n d d
n
|{Px}|
scene image 2407 294 6 1.074 17.9 % 15
emotions music 593 72 6 1.869 31.1 % 27
yeast biology 2417 103 14 4.237 30.3 % 198
tmc2007 text 28596 49060 22 2.158 9.8 % 1341
genbase biology 662 1186 27 1.252 4.6 % 32
medical text 978 1449 45 1.245 2.8 % 94
enron text 1702 1001 53 3.378 6.4 % 753
mediamill video 43907 120 101 4.376 4.3 % 6555
rcv1 text 804414 231188 101 3.241 3.1 % 13922
r21578 text 11367 21474 120 1.258 1.0 % 533
jmlr2003 image 65362 46 153 3.071 2.0 % 3115
bibtex text 7395 1836 159 2.402 1.5 % 2856
eccv2002 image 47065 36 374 3.525 0.9 % 3175
hifind music 32971 98 623 37.304 6.0 % 32734
delicious text 16105 500 983 19.020 1.9 % 15806
EUR-Lex text 19348 166448
subject matter ” ” ” 201 2.213 1.1 % 2504
directory code ” ” ” 410 1.292 0.3 % 1615
EUROVOC ” ” ” 3956 5.317 0.1 % 16467
• Label Density
The density denotes the relative cardinality of a multilabel problem, i.e. the pro-
portion of labels that are on average relevant for an instance in the dataset. The
sparsity of the output label matrix is usually very high for multilabel problems,
especially for high dimensional datasets with respect to the total number of labels.
• Diversity of the output space
The number of distinct labelsets Px in a dataset is an indicator for the dependencies
between labels. The smaller this value, the fewer patterns in Y were used and the
more correlated the labels are expected to be. A rough estimation of the upper
bound shall be (1+ d/n)n ≤ 2n.
Some of the points correspond to the general challenges presented in Section 1.1, as do
the following properties, which are not specific to multilabel datasets:
• Number of instances
Fully classified data is usually sparse, since manual annotation by experts is very
time-consuming and expensive. With the recent emergence of new technologies on
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the world wide web and the massive participation of normal users in the organi-
zation of data, the availability of data has substantially increased. Nevertheless the
number of (training) instances continues being a crucial time factor in classifier
training.
• Dimensionality of the input space
The number of attributes (cf. Section 2.1) is particularly high for text classification
problems. This circumstance often requires a feature subset selection since many
learning algorithms are very susceptible to this factor. On the other hand, the input
vectors are often very sparse (the density of the input matrix is not reflected in
Table 2.2), which can be exploited especially by learners working directly in the
vector space (cf. Section 4.5.2.4).
Further details, such as feature selection and train/test-splits employed, are given in
the sections describing the particular experiments if necessary.
2.9.1.1 Text
For the first three text corpora presented it was necessary to do text preprocessing. The
last one was even collected, processed and constructed entirely by the author. The re-
maining corpora were directly used in the form they were published in the respective
repositories (cf. Section 2.9.2).
The Reuters Corpus Volume I (rcv1) is one of the most widely used test collection for
text categorization research. It contains 804,414 newswire documents. In general, we
use a version which was split into 535,987 training documents (all documents before
and including April 26th, 1999) and 268,427 test documents (all documents after April
26th, 1999) for experimentation. We used the token files of Lewis et al. (2004) called
RCV1-v2/LYRL2004, which are already word-stemmed and stop word reduced. However
we repeated the stop word reduction as we experienced that there were still a few occur-
rences. The 25,000 most frequent features on the training set were selected and weighted
with TF-IDF weights (Salton and Buckley 1988). We did not restrict the set of 103 cate-
gories although one class does not contain any examples in the training set. More precise
details to the preprocessing can be found in Section 6.1 describing EUR-Lex or in pre-
vious work of the author (Loza Mencía 2006). Details on the distributions of labels, in
particular in comparison to EUR-Lex, can also be found in Section 6.1.
We also experimented with the older Reuters 21578 corpus (r21578) (Lewis 2004),
which has 11,367 examples and 120 possible labels. Through similar preprocessing as in
the rcv1 dataset, we obtain 10,000 features for this dataset.
The EUR-Lex is the most challenging dataset in our collection, containing 19,348 leg-
islative documents from the European Union. It was introduced by Loza Mencía and
Fürnkranz (2007a) and made publicly available in July 2009 at http://www.ke.tu-
darmstadt.de/resources/eurlex/.The documents are classified according to three dif-
ferent classification schemes: subject matter with 201 classes, directory code with 410
classes and EUROVOC with 3956 classes, although slightly differing versions were used
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since the first publication by Loza Mencía and Fürnkranz (2007a). After a similar prepro-
cessing as for rcv1 and r21578, we obtained 5,000 features. Full details of the prepro-
cessing and the characteristics of the dataset are presented in Section 6.1.
Other text classification datasets include medical from the Computational Medicine
Center’s 2007 Medical Natural Language Processing Challenge that aimed at assigning
codes from the International Classification of Diseases to clinical free texts (Read 2012),
the enron dataset of business-related emails from the Enron Corp. management19, book-
marks and bibtex, collections from the social bookmarking platform BibSonomy (Katakis
et al. 2008), the tmc2007 dataset from the SIAM Text Mining Workshop 2007 of avia-
tion safety reports assigned to flight problem types (Srivastava and Zane-Ulman 2005),
and the large delicious dataset extracted from the del.icio.us social bookmarking platform
(Tsoumakas et al. 2008).
2.9.1.2 Multimedia
The task in the scene dataset (Boutell et al. 2004), one of the most popular datasets in
the literature, is to recognize which of six possible scenes (beach, sunset, field, fall foliage,
mountain, urban) can be found in a 2407 pictures. Many pictures contain more than
one scene. For each image, spatial color moments are used as features. Each picture is
divided into 49 blocks using a 7× 7 grid. A picture is then represented using the mean
and variance of each color band of each block, i.e., using a total of 2× 3× 7× 7 = 294
features.
The hifind collection contains 32,769 music titles annotated on average with 37 from
632 different labels (Pachet and Roy 2009). Details on the acoustic classes are given in
Section 8.4.
Duygulu et al. (2002) constructed eccv2002, a popular benchmark for image classi-
fication and annotation methods, which is also frequently named corel5k in a slightly
different form (Tsoumakas 2012). It is based on 5000 Corel images, 4500 of which are
used for training and the rest 500 for testing.
The collection jmlr2003 is produced from the first subset (001) of the data accompa-
nying (Barnard et al. 2003). It is based on 6932 images, 5188 of which are used to create
the training set and the remaining 1744 to create the test set. The dataset is also named
corel16k in the research communitiy (Tsoumakas 2012).
The mediamill benchmark is based on the Mediamill Challenge dataset (Snoek et al.
2006). It contains pre-computed low-level multimedia features from the 85 hours of
international broadcast news video of the TRECVID 2005/2006 benchmark.
In emotions, the task is to assign emotions to music (Trohidis et al. 2008). The col-
lection consists of 593 songs selected from 233 music albums and represented by 72
auditive timbre features extracted from a 30 seconds excerpt of each song. The songs
were manually annotated with six classes of emotions by three human experts.
19 Originally from the UC Berkeley Enron Email Analysis at http://bailando.sims.berkeley.edu/enron_
email.html
46 2 Fundamentals of Multilabel Classification
2.9.1.3 Biology
The learning task in yeast (Elisseeff and Weston 2001), one of the first non-textual and
hence most popular multilabel classification problems, is to associate genes with a subset
of 14 functional classes from the Comprehensive Yeast Genome Database of the Munich
Information Center for Protein Sequences20. Each of the 2417 genes is represented with
103 features.
The last dataset in the list, genbase, contains a protein classification task (Diplaris et al.
2005). It consists of 663 protein chains represented by a vocabulary of 1186 short amino
acid chains and sequence alignments associated with 27 distinct functional families.
2.9.2 Sources and Repositories
The Reuters rcv1 dataset was retrieved from the online appendix of the article of Lewis
et al. (2004), the older r21578 from Lewis (2004). The EUR-Lex text collection is avail-
able at http://www.ke.tu-darmstadt.de/resources/eurlex/ (Loza Mencía and Fürnkranz
2010). The remaining benchmark datasets were mainly retrieved from the very com-
plete repository (Tsoumakas 2012) of the Mulan Java Library for Multi-Label learning
(Tsoumakas et al. 2011b). Other resources include the repository (Chang and Lin 2012)
of the LibSVM library for support vector machines (Chang and Lin 2001) and the col-
lection accompanying the multilabel extension of WEKA (Read 2012). Other available
datasets which were not employed in this work include the popular yahoo text classifi-
cation benchmark (Ueda and Saito 2002) and the 2802 abstracts mapped to 1093 topics
from high energy physics (Montejo Ráez et al. 2004).
2.10 Statistical Comparison of Classifiers
In Section 2.7, we saw how to evaluate the effectivity of a classifier and Section 2.7.2
showed how to maximally exploit the sparsely available data by using cross validation. To
draw conclusions between classifiers simply by comparing the averaged metrics or even
comparing results between different datasets is not reliable at all. This section describes
statistical tests used in experimentation in order to validate the found differences.
For convenience, we will assume two classifiers A and B applied on a sequence of sam-
ples s j, j = 1 . . .N , in our case test instances or test sets, resulting in a sequence of (paired,
and independent and identically distributed) observations δAj ,δ
B
j , j = 1 . . .N , i.e. in the
context of machine learning experimentation the metric scores on the test cases. From
the (averaged) observations one can easily determine a dominance relation between both
classifiers characterizing whether A outperformed B or the opposite (intuitively, no fur-
ther tests are necessary if A and B tied). Roughly speaking, statistical tests allow us to
determine a probability p that the difference was simply produced by chance. Or con-
versely, that the difference was not produced by chance with a probability of 1− p. If this
20 http://mips.gsf.de/genre/proj/yeast/
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significance value p is below an upper bound α, the results are validated and the differ-
ences are determined to be reliable and statistically significant under a significance level
of α. Usually accepted values for α are 1%, 5% or 10%.21
We describe three different test approaches which are all non-parametric as recom-
mended by Demšar (2006), i.e. we do not assume any particular distribution on the
observations. Other popular approaches such as ANOVA assume the normal distribution,
which may results in a too inaccurate simplification.
The very simple sign test compares two classifiers and only counts the signs of the dif-
ferences between the observations. It is recommended if observations are not comparable
between samples and for a high number of samples. However, if the number of samples
is low we may switch to the more powerful22 Wilcoxon signed-ranks test, which addi-
tionally takes the magnitude of the differences into account. The differences should be
comparable and commensurate between samples, and hence the test is especially recom-
mended for cross validation experiments. For comparisons between multiple classifiers on
multiple datasets, we describe the Friedman test and its post-hoc tests. The requirement
here is a strict independence of the samples, hence no observations from same datasets
such as in cross validation are allowed.
Is is easy to get carried away from the result of a statistical test and hence draw the
wrong conclusions. A statistical test is closely tied to the actual experimental setting and
one has to be very careful if the results shall be transferred to different settings. In fact,
the presented statistical tests do not allow any statement about even the repetition of
tests, i.e. tests performed with samples drawn from the same population. Even if experi-
ments were performed on multiple distinct datasets, and much more if only one dataset
was used (sign test), a generalized transferability of the results is difficult to substantiate.
Another pitfall appears if no significance was detected. Roughly speaking, it is only
possible to detect the presence but not the absence of statistical significance. E.g. every
test fails for a specific small number of observations, and independently of the magnitude
of the differences, but no conclusions in any direction can actually be drawn (only) from
these failed tests. Moreover, statistical significance does generally not imply practical
significance, and vice versa. This discussion is continued e.g. by Demšar (2008).
2.10.1 Sign Test
A sign test is a very simple non-parametric test in order to compare paired observations.
Hence, it can be used e.g. to compare two classifiers that were applied to a sequence
of test sets when the computed absolute metric scores are not comparable between dif-
ferent test sets. Consequently, the sign test only counts the number of samples NA for
21 Formally speaking, we assume the null hypothesis that the observation sequences have the same
distribution (two-sided test). p denotes the probability that the observations were obtained under this
hypothesis. If p is below a small significance quantile α, the null hypothesis becomes implausible and
is rejected. We can then assume that the observations are differently distributed.
22 The power of a statistical test is the probability of detecting significance when there is actually signif-
icance. Less powerful tests commit more false negatives.
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which a first algorithm was better (wins) and the number of times N B where a second
algorithm was better (losses). If both algorithms perform equally, NA and N B should be
distributed according to the binomial distribution B(1/2;N). If there is a significant devia-
tion from this distribution, we can declare the performance of both algorithms statistically
significantly different according to the sign test.
This simplest version of the sign test ignores the situation where both algorithms per-
form equally, i.e. there are tied observations. Three basic strategies exist for dealing with
ties: 1) one half of the ties N0/2 is added to both NA and N B, respectively, 2) ties are
omitted and a distribution according to B(1/2;N − N0) is assumed for NA or N B, respec-
tively, or 3) the ties are randomly distributed between both algorithms (cf. Bian et al.
2011, Coakley and Heise 1996, Putter 1955).
Following the second strategy, Putter (1955) proposed an asymptotic uniformly most
powerful non-randomized test (ANU sign test) which is particularly suited for problems
with a large proportion of ties. Assuming a large number of samples N > 25 the test
statistic
z =
NA− N Bp
NA+ N B
(2.57)
is asymptotically distributed like the standard normal distribution N(0;1). Hence, both
algorithms are statistically significantly different with a p-value of
p = 1−Φ(z) (2.58)
and Φ as the cumulative standard normal distribution function.
A sign test is simple, it does not make any assumptions about the distribution of the ob-
servations, and it is quite conservative (significance with the sign test implies significance
with more sensitive tests but not vice versa). The ANU test showed a high asymptotic rel-
ative efficiency and was therefore recommended in a comparative study of several sign
tests that allow for the possibility of large numbers of ties (Coakley and Heise 1996).
Fong et al. (2003) proposes a modified, more powerful version of the test and a recent
work by Bian et al. (2011) uses a trinomial distribution that models ties directly and
hence allows for even more powerful tests.
However, the ANU test is not appropriate if the number of samples is low. E.g., in
the case of 10 fold cross validation Eq. 2.57 maximally results in a p-value of 5.7% at
NA = 10 and exact tables begin at NA = 8 (p = 5.5%). In these situations, we use instead
the following more suitable and powerful test.
2.10.2 Wilcoxon Signed-Ranks Test
The Wilcoxon signed-ranks test (Wilcoxon 1950) has emerged as a non-parametric alter-
native to the still popular paired Students t-test, which shows several important weak-
nesses in the context of machine learning evaluation (Demšar 2006). In comparison to
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the simpler sign test, it takes the magnitude of the differences into account, leading to an
incremented expressiveness, i.e. power. On the other hand this requires comparability of
the differences ∆ j := δ
B
j −δAj . Hence, strictly speaking, samples should be drawn from
the same population, which is the case for cross validation.
For the Wilcoxon test we have to sort the paired observations according to their as-
cending absolute differences, i.e. |∆pi1 | ≺ . . . ≺ |∆piN |. Then we count the ranks of the
positive and negative differences
W+ :=
∑
∆pir>0
r W− :=
∑
∆pir<0
r W :=min(W+,W−) (2.59)
and obtain the test statistic W . For small N < 25, the p-value can be looked up in tables,
W and α pairs are e.g. (14,10%), (10,5%), (5,1%) for N = 10. Otherwise,
z =
W − 1
4
N(N + 1)Æ
1
24
N(N + 1)(2N + 1)
(2.60)
provides a viable approximation based on Eq. 2.58.
We assign average ranks for equal |∆pi j | = |∆pi j+1| = . . . and evenly assume |∆ j| > 0
or < 0 for zero differences, ignoring one observation and reducing N by 1 if the number
of |∆ j| = 0 is odd (Pratt 1959). This approach was found by Conover (1973) to be the
asymptotically most efficient strategy if ∆ is uniformly distributed.
2.10.3 Friedman and Post-Hoc Tests
We use the methodology described by Demšar (2006) for the comparison of multiple
classifiers on multiple datasets. First, we perform a Friedman test (Friedman 1937, 1940)
to determine whether the classifiers all perform similarly. Let k be the number of tested
classifiers, let r ij be the ranks of the observations s
i
j on the j-th test case, s
pi1
j  . . .  spikj ,
r ij = x↔ pix = i (cf. Eq. 2.21, we assign average ranks in case of ties) and let r i = avg j r ij
be the average rank over all N test cases for classifier hi. The null hypothesis now states
that all classifiers perform equivalently and so their average ranks should be equal. Under
this null hypothesis, the Friedman statistic
χ2F =
12N
k(k+ 1)
∑
i

r i − k+ 1
2
2
=
12N
k(k+ 1)
 ∑
i
(r i)2− k(k+ 1)
2
4
!
has a chi-squared distribution with k − 1 degrees of freedom, when N and k are suffi-
ciently large.
If the null hypothesis is rejected, we can determine which classifiers are significantly
better than others with a post-hoc test. Demšar (2006) proposes to use the Nemenyi test
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(Nemenyi 1963). The test entails that the performance of two classifiers is significantly
different if the difference between their average ranks is at least the critical difference:
CD = qα
r
k(k+ 1)
6N
where qα are critical values based on the Studentized range statistic divided by
p
2.
Demšar also describes the more powerful Bonferri-Dunn, Holm, Hochberg and Hommel
tests which are based on pairwise comparisons between classifiers and used in compar-
isons against a control classifier. They all rely on the test statistic z = (r i−r j)/
Æ
k(k+1)
6N
and
a corresponding division of the resulting p-value. However, García and Herrera (2008)
legitimate these tests also for performing all pairwise comparisons and in addition rec-
ommend the more powerful and complex Shaffer and Bergmann-Hommel tests. Details
on the computation can be found in the cited publications.
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3 Decompositive Approaches to
Multilabel Classification
Decompositive approaches transform an original problem into several subproblems of
a different type which can hopefully be solved more easily, more efficiently, or more
effectively. In multilabel learning, the main purpose is to enable the use of existing state-
of-the-art base learners. However, the choice of the decompositive approach certainly has
an impact on efficiency, scalability and effectivity.
The predominant approach in multilabel classification is binary relevance learning
(cf. Section 3.1). It tackles a multilabel problem by learning one classifier for each class,
using all objects of this class as positive examples and all other objects as negative ex-
amples. Pairwise decomposition in contrast learns one classifier for each pair of classes.
These pairwise classifiers are only trained in order to distinguish the corresponding two
classes (cf. Section 3.4).
Tsoumakas and Katakis (2007) and Tsoumakas et al. (2010) classify both methods as
problem transformation approaches. This also includes approaches which transform the
problem into one single "sub"-problem, which is however different from the original one.
We additionally make the following two distinctions: A transformational (or decompos-
itive) approach is a binarization technique if the resulting subproblem(s) are (is) binary
(cf. Section 2.5.1).
A further interesting property of decompositive approaches is the extent of the result-
ing subproblems, specifically whether they contain all points in the original data or only a
subset. In binary relevance decomposition e.g. the union of the positive and negative ex-
amples of the subproblems results in the whole training set. This type of approaches are
dedicated to separating a subspace from the whole instance space X , whereby the sub-
space is represented by a set of positive examples and all the remaining known examples
are assumed to be outside of this particular subspace, i.e. in the inverted subspace. Typi-
cally the presence of a particular property or characteristic is associated with the positive
examples. We may hence consider the decomposition into comprehensive subproblems as
a formalization of concept learning. This connection is further discussed in Section 3.1.
The most well-known counter-example for non-comprehensive subproblem generating
approaches is pairwise decomposition, where a subproblem contains examples of two
classes, and only these. The second class is not the inversion of the first class, as in binary
relevance, but represents itself an explicitly given subspace. Hence, the subproblems only
cover a subspace of X .
Error correcting output codes (ECOC, Section 3.3) produce comprehensive subprob-
lems, while the more general ternary ECOCs do not (cf. Section 3.5.8). Section 3.5.3 dis-
cusses tri-class learners and variations which are also non-comprehensive. An overview
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Table 3.1: Overview of transformation approaches and properties. The total number of labels is
denoted with n and the number of the examples in the training set with m.
transformation approach number of type of extent of Section
subproblems subproblems subproblems
binary relevance decomposition linear (n) binary comprehensive (m) 3.1
label powerset transformation one multiclass comprehensive (m) 3.2
error correcting output codes arbitrary (≥ n) binary comprehensive (m) 3.3
ternary ECOCs arbitrary (≥ n) binary subset (< m) 3.5.8
pairwise decomposition quadratic ( n(n−1)
2
) binary subset (< m) 3.4
of the main properties of the different approaches presented in this chapter is given
in Table 3.1. Boutell et al. (2004) and Tsoumakas and Katakis (2007) list some addi-
tional transformation methods based on training example omission and repetition which
are commonly not employed in practice (anymore). Section 9.3 and Figure 9.2(b) also
shortly cover one of these methods (MC) in the context of feature selection.
3.1 Binary Relevance Decomposition
In the binary relevance (BR) decomposition, also known as one-against-all (OAA) or one-
against-the-rest/others particularly for multiclass classification, a multilabel training set
with n possible classes is decomposed into n binary training sets of the same size m =
|Train| that are then used to train n binary classifiers.
So for each input example (x j,y j) in the original training set Train, n different examples
of the form (x j, y j,i) with i = 1 . . .n are generated resulting in the binary sets
T irain = 〈(x1, y1,i), . . . , (xm, ym,i)〉 , i = 1 . . .n (3.1)
with the new binary label output space y j,i ∈ Ybin. Note again that all of these n de-
composed training sets are of the same size as the original training set. A brief visual
description of this technique is available in Figure 3.1.
Hence, n different hi = hT irain binary base classifiers are trained in order to determine
the relevance of λi, i.e. to recognize if an instance is included in their respective class
λi. In consequence, the combined prediction of the binary relevance classifier for a test
instance x would be the output vector
yˆ := (h1(x), . . . ,hn(x)) (3.2)
or alternatively, in set notation,
Pˆ := {λi  hi(x) = 1} (3.3)
As already pointed out in Section 2.5.4, many base classifiers produce some type of
relevance scores, which can be used to compare and rank classes. No assumption has to
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Figure 3.1: Subproblems in binary relevance classification for multilabel classification: original
three-class problem (green, blue and black classes, shown as overlapping clouds in left picture)
is divided into green vs. rest (second picture), black vs. rest (third) and blue vs. rest two-class sub-
problems. Separating hyperplanes, denoted by red lines, have to respect all examples (inside the
clouds). Clouds of negative examples have dotted lines.
be made at this point about the value range of the score predictions, though mostly the
range is either [0;1] or [−1;1]. We will denote these predictions with h′ : X → R. The
binary prediction h is obtained by means of thresholding at the middle θ of the range23
tθ (s) := I[s > θ] , s,θ ∈ R (3.4)
and hence, we can define the following relationship for scoring classifiers
h= tθ ◦ h′ (3.5)
If the context is clear, we may simply write h instead of h′.
Consequently, we define a prediction score vector as
vˆ := (h′1(x), . . . ,h′n(x)) ∈ Rn (3.6)
and the corresponding sorted label ranking as24
r= 〈pi1, . . . ,pin〉 ∈ Πnn,n ∀pii,pi j, i < j . h′pii (x)> h′pi j (x) (3.7)
Note however, that θ must not be 0.5, although it is the most natural value since it was
the objective to decide at that point. But, in fact, many approaches exist in order to select
deviating thresholds and even to choose a different θi for each classifier h
′
i. A review can
be found in Section 3.5.4.
There exists a strong connection between binary relevance decomposition and concept
learning. As already detailed in Section 2.5.1, concept learning is dedicated to learning
23 The use of > or ≥ is arbitrary in practice, however, since we predict whether a label is relevant, it is
more consistent to interpret a tie as neither relevant nor irrelevant than as relevant and irrelevant, and
this is achieved with the present definition
24 Without loss of generality, we assume that no ties happen in order keep the more elegant definition of
r as a total order. In practice, we may break ties randomly or according to the prior probability of the
labels.
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the presence or absence of a specific concept among instances. When several target con-
cepts are possible or given for the same set of instances, we formally have a multilabel
problem. In fact, there was an early understanding of the multilabel setting in the re-
search field of concept learning. The first multilabel classification system known to the
author, namely the Construe topic identification system used by Reuters (Hayes and Wein-
stein 1991), followed the paradigm of concept definitions and used a separate rule base
for recognizing each label. Binary relevance could be seen as a solution to multilabel
learning using concept learning since it decomposes a multilabel task into several sub-
problems which can be semantically considered concept learning problems. However, this
is not the only valid possible interpretation. E.g., remind the example of the recognition
of the color of an object in Section 2.5.1. Let the first (binary) class y1 in Y determine
whether an object is red or blue, and let the second class y2 represent either a circular
or a rectangular object, etc. The resulting subproblems using binary relevance decom-
position cannot be interpreted as concept learning problems anymore since there are no
clear positive examples. Hence, binary relevance should be seen as a formally defined
method in order to decompose multilabel problems in binary problems, regardless of the
base learner used and the semantics of the labels and of the resulting binary problems.
Decomposition according to concept learning is an instantiation of it which may be used
if convenient.
The system of Joachims (1998) is among the first works known to the author which
explicitly employed the generalized binary relevance decomposition approach with sup-
port vector machines for the binary subproblems. This method was later called the binary
approach by Elisseeff and Weston (2001) and (curiously) cross-training by Boutell et al.
(2004) until Brinker et al. (2006) coined the term used in this work.
3.1.1 Computational Complexity
The analysis of the computational complexity of BR uses the following variables: the
total number of classes n and the training size m = |Train|. In addition, we use the fol-
lowing two algorithm dependent variables for our extended analysis: Let p denote the
training complexity grade with respect to the number of training examples, i.e. let the
training computational complexity be O(mp). Analogously, let the testing complexity for
a single test example be O(mq). In addition, for simplicity and because both values often
correspond, we will also use q for declaring the model size O(mq).
Some examples clarify p and q. Naive Bayes is linear in the number of training exam-
ples, i.e. p = 1, and q = 0 as for all linear classifiers that explicitly store the separating
hyperplane. Support vector machines usually behave super-linearly, i.e. p > 1 (cf. Sec-
tion 4.1.6). The testing efficiency depends on the number of support vectors, which is
O(m), hence 0 ≤ q ≤ 1, except for linear SVMs. k-Nearest Neighbor is a clear represen-
tative of the case of p = 0 and q = 1 (cf. Witten and Frank 2005, Sec. 3.8).
The variables p and q are not necessarily constant for one particular learning algorithm.
They often strongly depend on the specific training data: difficulty of separation, balance
of positive and negative examples, sparsity of features, etc. Even in the same domain
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p and q may not coincide. Especially for BR the complexity may change from (equal-
sized) subproblem to subproblem. However, for the sake of simplicity of the analysis and
comparisons, we will assume constant p and q, respectively, and e.g. interpret them as
average complexity over all possible subsets of the same size on the particular training
set (see also Fürnkranz 2002, Footnote 8). In addition, we will always provide an analysis
that does not rely on these simplifying assumptions.
Training
BR replicates each training example n times for using it for training each of the n clas-
sifiers. Hence, it follows from Eq. 3.1 that BR uses n · m training examples. Since each
classifier is trained with the full training set and using the extended notation, the com-
plexity for training on Train is O(nmp).
Predicting
Binary relevance has to store one classifier for each class, i.e. n models. The memory
consumption of each model depends on the base learner, hence the complexity increases
to n ·O(mq) = O(nmq). Usually we will have to add at least O(m) space costs during
training for the storage of the training data itself.
The prediction costs change analogously. BR has to evaluate n classifiers for each test
example, hence testing an example costs O(nmq) operations.
3.2 Label Powerset Transformation
In the label powerset approach (LP), a meta multiclass problem is constructed, where each
appearing label combination Pj is interpreted as one separate class (cf. Boutell et al. 2004,
Tsoumakas and Katakis 2007). The meta problem is then solved with a normal multiclass
algorithm or with the decomposition methods presented in this chapter. Hence, the core
of LP is formally not a decompositive nor a binarization approach, but only a special form
of problem transformation. However, LP is often combined with a binarization step, in
particular one-against-all.
Formally, the resulting single-label multiclass problem has the following properties:
LLP := {Pj  1≤ j ≤ m}= {λ′1, . . . ,λ′n′} ∈ 2L , n′ = |LLP | (3.8)
y′ = (y ′1, . . . , y ′n′) ∈ Yn′mc , y ′i =
{
1, if P = λ′i
0, otherwise
(3.9)
T LPrain := 〈(x1,y′1), . . . , (xm,y′m)〉 (3.10)
The predictions yˆ′ = hT LPrain can be directly processed: the classifier predicts the labelset
Pj = λ′i with λˆi
′
= 1. This also demonstrates that only labelsets that were present in
the training set can be predicted for the test set. The higher the number of labels and
the label density, the higher the probability that each example has a distinct labelset
associated (cf. Table 2.2), and hence the lower the probability that the LP approach is
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able to predict the correct labelset on a test set. However, given that the new labelsets in
the test set are similar to known labelsets in the training set, this scenario does usually
not prevent LP of being able to obtain good (yet not perfect) results and even outperform
other approaches (except of course for subset accuracy, cf. Section 2.7.3).
No ranking can be directly computed under normal circumstances. However, it is pos-
sible for probabilistic base classifiers (cf. Section 2.6).
3.2.1 Computational Complexity
In the worst case, the resulting multiclass problem has an increased amount of classes
of n′ = |{Pi  1 ≤ i ≤ m}| = min(m, 2n), where m is the number of training examples.
This number tends to be much lower than the given bound for many real world datasets
(evident counterexamples are hifind, delicious, EUROVOC in Table 2.2, but even then
the number of powerset classes may be prohibitively high.
The particular complexities for training, testing and memory then depend on the em-
ployed multiclass solver. For one-against-all and pairwise decomposition (with d = 1)
e.g. the analyses given in Sections 3.1.1 and 3.4.6 apply.
3.3 Error Correcting Output Codes
Error-correcting output codes (ECOC) is a generalized framework for binary decomposi-
tion which potentially allows any type of arbitrary and also randomized decomposition
(Dietterich and Bakiri 1995). A decomposition scheme is represented as a matrix with
the classes at the rows and the base classifiers at the columns. A 1 in a cell means that
positive examples of the corresponding class are also used as positive examples for the
corresponding classifier, while a −1 means that the examples are used as negatives. As
an example, the n×n matrix of the one-against-all classifiers for the problem depicted in
Figure 3.1 would be
λ1
λ2
λ3
h1 h2 h3 1 −1 −1−1 1 −1
−1 1 1
 (3.11)
However, ECOC starts from the premise of dynamically filled matrix, e.g. randomly.
During prediction, a vector is filled with 1 or −1 according to the predictions of the
binary classifiers. The row with the smallest distance (e.g. Hamming, cf. Eq. 2.43) is
determined and the corresponding label is chosen.
Allwein et al. (2000) extend the framework to ternary matrices allowing also zeros. If
a cell contains a zero, the examples from the associated examples are just ignored. This
makes it possible to represent the pairwise decomposition introduced in the next section,
shown in Eq. 3.34.
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Figure 3.2: Subproblems in pairwise multilabel classification : original three-class problem is divided
into green vs. blue (second picture, black examples are ignored), green vs. black (blue is ignored)
and blue vs. black two-class subproblems. Separating hyperplanes have to respect only examples
from two classes in contrast to BR in Figure 3.1. Dotted lines denote the ignored class.
3.4 Pairwise Multilabel Decomposition
Pairwise learning came up as an alternative approach to one-against-all binarization for
multiclass classification. While one-against-all is essentially concerned with the indi-
vidual detection of particular classes, which is effectively achieved by considering all
other known examples as not belonging to the respective class, the main idea of pairwise
learning is to learn to discriminate between pairs of classes. Hence, other used denom-
inations are one-against-one, all-against-all, or all-pairs in addition to pairwise classifica-
tion/decomposition/binarization, round robin classification (Fürnkranz 2002) and learning
by pairwise comparison (LPC).
We divide the explanation of pairwise learning into two parts: the next section intro-
duces the decomposition of the original problem by first reviewing pairwise decompo-
sition for multiclass classification, Section 3.4.3 describes the combination of the base
classifiers to form an overall prediction. A general analysis of the computational com-
plexity is given in Section 3.4.6.
3.4.1 Decomposition
As already shortly sketched, one classifier is trained for each pair of classes in pairwise
learning, i.e., a problem with n different classes is decomposed into n(n−1)
2
smaller binary
subproblems. For each pair of classes (λu,λv ), only examples belonging to either λu or
λv are used to train the corresponding base classifier (BC) hu,v . All other examples are
ignored.
In the multilabel case, and assuming u < v , the process is equivalent: An example is
added to the training set for classifier hu,v if λu is a relevant class and λv is an irrelevant
class or vice versa, i.e., if (λu,λv ) ∈ P × N or vice versa (λu,λv ) ∈ N × P with N = L\P
as negative labelset (cf. Figure 3.2). Thus training examples of class λu will receive a
training signal of 1, whereas training examples of class λv will be classified with 0.
More formally, the binary subproblems are generated as follows:
T u,vrain := 〈(x, yu) ∈ Train×Ybin
 yu+ yv = 1〉 1≤ u< v ≤ n (3.12)
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Note that yu + yv = 1 is simply a compact formulation of the equivalent expression
(yu = 1) XOR (yu = 1) = (yu = 1)∧(yv = 0)∨(yu = 0)∧(yv = 1) or (λu,λv ) ∈
P × N ∨(λu,λv ) ∈ N × P exploiting our convention in Section 2.4 and Eq. 2.12. The
statement shows the decomposition from the perspective of a classifier hu,v = hT u,vrain and
is reflected in Figure 3.2. Note again that T u,vrain only contains examples for which the label
assignments yu and yv are distinct.
The following equation shows the decomposition from the perspective of a training
example (x, P). In particular, it shows for which subproblems the input vector x is con-
sidered a positive or negative example.
(x, 1) ∈ T u,vrain ⇔ λu ∈ P,λv ∈ N ,u< v
(x, 0) ∈ T u,vrain ⇔ λv ∈ P,λu ∈ N ,u< v (3.13)
This corresponds to the illustration in Figure 3.3, which also shows pairwise learning
from the point of view of preference learning and is introduced in the following.
3.4.2 Pairwise Preference Learning
Preference learning (cf. Section 2.5.4), which aims at modeling and learning preferences
between a set of alternative objects, provides a suitable basis for the decomposition ap-
proach described in the previous section and hence justifies its use. More specifically, we
stick to the framework of pairwise preference learning (Fürnkranz and Hüllermeier 2003,
Hüllermeier et al. 2008), which focuses particularly on decomposing problems into fine-
grained preference relations between pairs of objects. To this effect, we break down a
multilabel problem into preference statements between pairs of classes and try to learn
these.
A classifier hu,v is trained in order to detect the preference λu x λv or λv x λu for
a particular instance x. Obviously, we can only state a preference relation between λu
and λu for an instance x from multilabel data if both labels are not contained in the
same set Px or Nx, since no distinction can be inferred between labels inside one of these
two labelsets. The only available information is that labels in Px are relevant and hence
preferred over the labels in Nx, which are irrelevant for the particular instance.
Based on Section 2.5.4 and Eq. 2.22, we see multilabel classification as a label ranking
problem with bipartite rankings r= 〈P,N〉 and hence define the preference relation on L
formally as follows:
λu x λv ⇔ λu ∈ Px∧λv ∈ Nx (3.14)
Correspondingly, we can generalize the training of the base classifiers in Eq. 3.12 by
T u,vrain := 〈(x, yu) ∈ Train×Ybin
 yu x yv ∨ yu x yv 〉 (3.15)
Due to the strictness and totality of x, instances with λu,λv ∈ P are ignored by hu,v .
This point is discussed in more detail in Section 3.5.3.
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Figure 3.3: Pairwise multilabel training: training example x belongs to P = {λ1,λ2}, N ={λ3,λ4,λ5} are the irrelevant classes. The arrows represent the learned preferences, i.e. the trained
classifiers (Fig. based on Brinker et al. 2006).
Note that we may break with the convention of u < v and assume symmetric training
sets
T v ,urain = 〈(x, 1− y)
 (x, y) ∈ T u,vrain〉 (3.16)
If a learning algorithm does not produce symmetric classifiers, i.e. hu,v (x) 6= 1− hv ,u(x)
for all x ∈ X , such as for many rule learners, it is possible to explicitly train both hu,v and
hv ,u in order to eliminate a possible bias in the base learner (Fürnkranz 2002). However,
we will assume symmetric classifiers in this work.
3.4.3 Aggregation
During classification, the predictions of the base classifiers hu,v are interpreted as pref-
erence statements that predict for a given example which of the two labels λu or λv is
preferred. We will use the term aggregation to refer to the combination of the pairwise
base predictions into an overall, global prediction. More specifically, we will only deal with
approaches which generate a ranking over the labels. As an example, a simple strategy
for combining the predictions into a ranking is known as max-wins, plurality or majority
voting (Kuncheva 2004, Sec. 4.2). It interprets each binary preference as a vote for the
preferred class, thus obtaining a sum of votes for each label. Aggregation is thus often
also called voting.
Indeed, we can define aggregation as summation over votes: Without loss of generality,
let ax : [0;1]→ R be a voting function, let h′ : X → [0;1] be a soft binary classifier with
θ = 0.5 (cf. Section 3.1) that is symmetric so that h′u,v = 1− h′v ,u. Then the aggregation
of the (n−1)n/2 base predictions h′u,v (x), 1≤ u,v ≤ n into a voting vector v ∈ Rn according
to ax is given by
vu =
∑
1≤v≤n
v 6=u
vu,v =
∑
1≤v≤n
v 6=u
ax

h′u,v (x)

(3.17)
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A ranking r over the labels can be obtained by ordering according to the descending
sums of votes vu so that r(u) < r(v )⇔ vu > vv .25 Usually, the voting function will be
monotonically increasing, but even ax(0) ≤ ax(1) cannot be generally guaranteed (e.g.
for stacking based approaches). Note that ax is dependent on x since some aggregation
strategies may compute vu,v in dependence of the other outcomes h
′
i, j(x), i 6= v , j 6= v .
However, we will exemplarily focus on two simple strategies, which are the most widely
used (cf. Galar et al. 2011, Hüllermeier and Vanderlooy 2010) and which compute ax
independently of x.
• Simple Voting
Also known as 0-1-voting, binary voting or simply voting, uses the indicator function
as ax, hence only full votes 0 or 1 are distributed to the classes. Obviously, simple
voting does not need continuous predictions.
vu =
∑
1≤v≤n
v 6=u
I

h′u,v (x)> 0.5

=
∑
1≤v≤n
v 6=u
hu,v (x) (3.18)
• Weighted Voting
The output scores of the base classifiers are interpreted as a type of confidence or
preference degree, and hence partial or weighted votes are dispensed. The voting
function is the identity function.
vu =
∑
1≤v≤n
v 6=u
h′u,v (x) (3.19)
Both approaches have in common that each base classifier has equal voting mass which
can be distributed among two classes. Therefore, all labels can at most receive n−1 votes:
1= ax

h′u,v (x)

+ ax

h′v ,u(x)

vu ≤ n− 1 1≤ u,v ≤ n,u 6= v (3.20)
Figure 3.4 shows a possible result of classifying the sample instance of Figure 3.3. Base
classifier h1,5 predicts the first class (correctly). In consequence, λ1 receives one vote and
class λ5 receives zero votes (denoted by h1,5 = 1 in the first and h5,1 = 0 in the last
row). All 10 base classifiers (the values in the upper right corner can be deduced based
on the assumption of symmetry) are evaluated, although only six are ‘competent’ since
only those were trained with the original example.
A discussion on the competence aspect and on the appropriateness of voting strategies
in general is found in Sections 3.5.2 and 3.5.6, respectively.
25 In order to obtain a total ranking, if not otherwise stated, we break ties arbitrarily. Other approaches
consist in ordering according to the apriori class probability, or in considering the base pairwise com-
parisons.
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h1,2 = 1 h2,1 = 0 h3,1 = 0 h4,1 = 0 h5,1 = 0
h1,3 = 1 h2,3 = 1 h3,2 = 0 h4,2 = 0 h5,2 = 0
h1,4 = 1 h2,4 = 1 h3,4 = 1 h4,3 = 0 h5,3 = 0
h1,5 = 1 h2,5 = 1 h3,5 = 1 h4,5 = 1 h5,4 = 0
v1 = 4 v2 = 3 v3 = 2 v4 = 1 v5 = 0
Figure 3.4: Pairwise voting: an example x is classified by all 10 base classifiers hu,v ,u 6= v , λu,λv ∈
L. Note the redundancy given by hu,v = 1− hv ,u. The last line counts the (positive) outcomes for
each class.
3.4.4 Bipartitioning
As already mentioned, we obtain a ranking over the classes with the help of the vote vec-
tor v in Eq. 3.17. Therefore, LPC in this form is also called ranking by pairwise comparison
(Fürnkranz et al. 2008). We have learned in Section 2.5.4 that multilabel classification
can be considered an instantiation of label ranking and is also often evaluated as such
(cf. Section 2.7.4), and we will get to know the advantages of such a perspective in the
discussion in Section 3.5.5. In fact, MLC is often reduced to ranking classes (i.e. the task
of label ranking) in the literature (e.g. Crammer and Singer 2003, Elisseeff and Weston
2001).
Notably, a separation of predicted positive and negative labels can easily be produced
by splitting the ranking at a certain position: all labels above the split are considered
positive and all below are considered negative. This approach is called thresholding or
more generally bipartitioning.
A general bipartitioning function was already introduced in Eq. 2.26. We specify the
definition in order to use vote vectors
b : Rn→ 2L (3.21)
Other approaches rely on the produced rankings or even on the input vectors x, and
use learners to learn these functions or simply use static thresholds. Some of the methods
are revised in Section 3.5.4. But for the following technique the definition given above is
sufficient.
3.4.5 Calibration
To convert the resulting ranking of labels into a multilabel prediction, we use the cali-
brated label ranking approach (Brinker et al. 2006, Fürnkranz et al. 2008). This technique
avoids the need for learning a threshold function t for separating relevant from irrelevant
labels. The key idea is to introduce an artificial calibration label λ0, which represents the
split-point between relevant and irrelevant labels. Thus, it is assumed to be preferred over
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(b) complete set P x N , P x λ0 x N
Figure 3.5: Calibrated pairwise multilabel learning: virtual label λ0 is introduced which separates
P and N , i.e. λ1,λ2 x λ0 x λ3,λ4,λ5. Additionally trained base classifiers h1,0,h2,0,h0,3,h0,4,h0,5
correspond to BR’s h1, . . . ,h5. The whole set of learned preferences from Figure 3.3 and (a) is
depicted in (b) (Fig. based on Brinker et al. 2006).
h0,1 = 0 h1,0 = 1 h2,0 = 1 h3,0 = 0 h4,0 = 0 h5,0 = 0
h0,2 = 0 h1,2 = 1 h2,1 = 0 h3,1 = 0 h4,1 = 0 h5,1 = 0
h0,3 = 1 h1,3 = 1 h2,3 = 1 h3,2 = 0 h4,2 = 0 h5,2 = 0
h0,4 = 1 h1,4 = 1 h2,4 = 1 h3,4 = 1 h4,3 = 0 h5,3 = 0
h0,5 = 1 h1,5 = 1 h2,5 = 1 h3,5 = 1 h4,5 = 1 h5,4 = 0
v0 = 3 v1 = 5 v2 = 4 v3 = 2 v4 = 1 v5 = 0
Figure 3.6: Pairwise voting from Figure 3.4 extended with calibrating label λ0: an example x is
classified by all 15 base classifiers. The last line counts the positive outcomes for each class. Only
labels λ1 and λ2 would be ranked above the virtual label and hence predicted as relevant.
all irrelevant labels, but all relevant labels are preferred over λ0. Essentially, we transform
the bipartite ranking given by P and N into the tripartite ranking r (cf. Section 2.5.4)
P r λ0 r N (3.22)
The introduction of the additional label during training is graphically depicted in Fig-
ure 3.5(a), the combination with the normal pairwise base classifiers is shown in Fig-
ure 3.5(b).
As it turns out, the resulting n additional binary classifiers {h0,v  v = 1 . . .n} are
identical to the classifiers that are trained by the binary relevance approach.26 Thus,
each classifier h0,v is trained in a one-against-all fashion by using the whole dataset with
26 Following Brinker et al. (2006) and Fürnkranz et al. (2008), if λu is relevant for x, then x is a positive
training example for hu, and a negative one for h0,u since λu x λ0. The opposite holds for λu being
irrelevant. Due to the symmetry of the base learners, h0,u equals 1− hu.
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{x  λv ∈ Px} as negative examples since λv x λ0, and {x  λv /∈ Px} as positive examples
since λ0 x λv . This results in additional n training sets27
T 0,vrain := 〈(x, 1− yv ) ∈ Train×Ybin〉 1≤ v ≤ n (3.23)
At prediction time, we will thus get a predicted ranking r over n + 1 labels (the n
original labels plus the calibration label) and the additional label will indicate the zero-
point
λpi1 r · · · r λpid r λ0 r λpid+2 r · · · r λpin (3.24)
with d = |Pˆ|. With respect to the predicted voting vector, the projection to a pure multi-
label output is similarly quite straightforward:
Pˆ = tλ0(v) := {λv  vv > v0} (3.25)
As for solving ranking ties, we may throw a die for λv if vv = v0 or use vv ≥ v0, which
favors recall.
Figure 3.6 extends the example from Figure 3.4 and shows a possible result of classi-
fying with the calibrated label λ0. It shows the ideal case, i.e. the base classifiers were
trained according to Figure 3.5(b) and predict correctly. For instance, the relevant classes
λ1 and λ2 may receive a vote, respectively, in direct comparison with the calibrated label.
After evaluating all base classifiers, the number of votes for the calibrated label v0 is used
as the split-point to discriminate relevant classes from irrelevant classes. In this example,
λ1 and λ2 are returned as the set of relevant classes Pˆ.
We denote the approach of using an additional virtual label in training the pairwise
ensemble calibrated label ranking (CLR).
3.4.6 Computational Complexity
We rely for the analysis on the variables given in Section 3.1.1, i.e. m for the number of
training examples, n for the number of possible labels, p and q for algorithm complexity.
In addition, we introduce l =
∑
x∈Train |Px| as the total number of all relevant labels in the
training set and d = l/m as the average labelset size in Train.
The analysis on basis of the complexity factors p and q has to be taken with more
care than in Section 3.1.1, since we idealistically assume class-balanced subproblems,28
27 Following Eq. 3.1 and due to the symmetry of the base learners, h0,i = 1− hi holds (Brinker et al.
2006, Fürnkranz et al. 2008).
28 Note that subproblems of equal size are ideal for the analysis but not necessarily for the actual ef-
ficiency. It is not clear whether and under which circumstances a class-balanced scenario is more
beneficial than unbalanced classes: unbalanced classes can lead to some (slow) large binary subprob-
lems, but also to many small problems and unbalanced subproblems, which may be much easier and
quicker to solve.
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Table 3.2: Complexity comparison between BR and LPC with respect to used training examples
and number of classifiers that need to be stored and that are queried while testing one example.
Computational costs are given in terms of the number of classes n, training set size m and average
labelset size d. The symbol≤ indicates (tight) bounds instead of exact calculation. For CLR the rows
of BR and LPC have to be summed up.
training examples number of classifiers
BR nm n
LPC ≤ nmd n(n−1)/2=O(n2)
LPC/BR ≤ d n−1/2=O(n)
which is almost never the case in practice. However, we are able to provide an intuitive
and expectably valid estimation which allows to easily and briefly compare to other de-
composition methods like BR. A more formal and more general analysis was done by
Fürnkranz (2002) for simple multiclass pairwise decomposition. The analysis without
taking into account the dependency on p and q is mainly based on the works by Brinker
et al. (2006) and Fürnkranz et al. (2008) and was only slightly extended.
We will try to deduce exact values or close upper bounds, but we may provide esti-
mations in Landau big O notation where it seems opportune in order to emphasize the
asymptotic behavior or because of a more compact presentation. While Table 3.2 shows
the findings of Section 3.4.6.1 and 3.4.6.2, Table 3.3 summarizes the analysis under
idealistic assumptions (cf. Section 3.4.6.3).
3.4.6.1 Training
In previous work, it has been shown that training a pairwise classifier requires O(nm)
training examples (Fürnkranz 2002). To see this, note that each of the m original training
examples will only appear in the training sets of n−1 models. Therefore the total number
of training examples that have to be processed is (n− 1)m.
For multilabel classification, pairwise decomposition will additionally compare a train-
ing example’s |P| relevant labels to all |P| = n− |P| labels that are not relevant for this
example.
Thus, each example occurs in
|P| · |N |= |P|(n− |P|) = n|P| − |P|2 (3.26)
training sets. Let l =
∑
x∈Train |Px| be the total number of all relevant labels in the training
set, let m= |Train| be the training set size and d = l/m the average labelset size, then the
total number of training examples in all training sets is∑
x

n|Px| − |Px|2

= n ·∑
x
|Px| −
∑
x
|Px|2 ≤ nl − l = (n− 1)l (3.27)
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with |Px|2 ≥ |Px|.29
Thus, the total number of training examples needed to train the n(n− 1)/2 base clas-
sifiers is O(nl) = O(nmd). For the n(n+ 1)/2 base classifiers of the calibrated version,
we additionally need nm examples for training h0,v , 1 ≤ v ≤ n, leading to the increased
total number of (n− 1)md + nm< nm(d + 1) =O(nmd).
This result shows that the complexity of training the pairwise ensemble depends crit-
ically on the total number of relevant labels in the training examples. For conventional
pairwise classification, i.e. l = m, the derived bound reduces to the linear O(nm) bound
that was shown by Fürnkranz (2002). Multilabel classification increases this bound by a
factor of l/m to O(nm · l/m) = O(nl), i.e., the complexity of CLR is within a factor of
l/n= d of the O(nm) examples needed for training a BR classifier.
Thus, the crucial factor that determines the complexity of the approach is d, the av-
erage number of labels per example. We would like to point out that in many practical
applications, this factor is determined by the procedure that is used for labeling the train-
ing examples, and is independent of n. A typical example is the number of keywords
that are assigned to a text, which typically is a low number and does not depend on the
number of available keywords. For example, in the rcv1 text categorization dataset, the
median value of keywords is three, and the percentage of documents with more than ten
keywords is approximately one per thousand (cf. also Figure 4.5). Even for the highly
dense hifind, only nearly 6% of the labels are set on average per instance (cf. Table 2.2).
Thus, for many practical applications, the complexity of pairwise decomposition is
within a small constant factor d of BR’s complexity. Of course, the worst-case complexity,
which would occur when all possible labels are a priori equally likely for every example,
is O(n2m).
3.4.6.2 Predicting
The above results, that show that the effort is linear in the total number of labels in the
training set, only apply to the training time. We still have to store a quadratic number
of classifiers, and, in principle, all of them have to be queried at classification time. Even
with methods reducing the number of base classifier evaluations (cf. Chapter 5), the
quadratic storage complexity remains, which may become a practical burden for large
number of classes.
Formally, the number of models that have to be stored in the original formulation of
the pairwise ensemble is n(n−1)
2
and this is also the amount of classifier evaluations. If
CLR is used, we have to add n for the additional classifiers, which is certainly a smaller
overhead than for the number of training examples used. For the training data itself
and assuming an appropriate storage strategy using pointers, we require space for O(m)
training examples during training.
29 Note that a slightly different estimation |P|(n − |P|) ≤ |P| · n is used by Brinker et al. (2006) and
Fürnkranz et al. (2008), resulting in a slightly less tight bound ≤ nl.
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Table 3.3: Extended complexity comparison under idealistic assumptions of equal-sized classes with
dm/n examples each and non-linear or non-constant dependency, respectively, on the number of
training examples. Additional assumptions are 1≤ p ≤ pˆ for non-linear training and 0≤ q ≤ qˆ ≤ 1
for non-constant testing and memory. The training cost on the complete training set Train, the
prediction costs on one test example and the total memory space are given for BR, LPC and each
of their base classifiers (BCs) in terms of number of classes n, training set size m and average
labelset size d.
training time
prediction time &
memory requirements
BR’s BCs O(mpˆ) O(mqˆ)
BR O(nmpˆ) O(nmqˆ)
LPC’s BCs O((dm/n)p) O((dm/n)q)
LPC O(n2−p(dm)q) O(n2−q(dm)q)
LPC/BR
≤O(mp−pˆd pn1−p) (1<p<pˆ)
≤O(d pn1−p) (1<p=pˆ)
≤ d (p=pˆ=1)
d (q=qˆ=1)
≤O(mq−qˆdqn1−q) (0<q<qˆ<1)
≤O(dqn1−q) (0<q=qˆ<1)
≤ n/2 (q=qˆ=0)
3.4.6.3 Super-linear Base Learner
Note that we have limited our focus in the training time analysis on the number of train-
ing examples, which is indeed only linearly proportional to the actual training time for
base learners with linear complexity with respect to the number of examples. For some
types of learning algorithms (such as decision trees, rule learners and also support vec-
tor machines) for which this relation is super-linear the pairwise approach may in fact
benefit from distributing the work-load on a quadratic number of smaller problems.
In order to obtain a (rough) estimation of the behavior of these super-linear classifiers,
we assume a class-balanced training set, i.e. each label shall have l/n = dm/n examples
assigned. Consequently, we shall obtain subproblems with |T u,vrain| ≤ 2 · l/n training exam-
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ples for pairwise decomposition.30 We proceed as in Section 3.1.1 and set the training
costs for a problem with |Train| to (|Train|)p.
Under these circumstances, the higher bound of the training complexity ascends to
n(n− 1)
2

2dm
n
p
= O

n2−p(dm)p

(3.28)
As it became clear, there is a trade-off between number of documents and label assign-
ments l = dm which is fixed by the complexity grade p. Thus, the higher p, the more we
can neglect the size of L and the more we are dependent on the density l of the label
matrix
 
yi

i, 1≤ i ≤ m.
We remind the reader that the complexity of BR is nmp, thus we obtain the following
ratio between pairwise decomposition and BR
n(n−1)
2

2dm
n
p
nmp
=
n− 1
2

2d
n
p
¯ d p

2
n
p−1
(3.29)
with the assumption n−1≈ n for the interesting case of large n. We achieve runtime par-
ity between the pairwise and comprehensive subproblems approaches (approximately) at
n
2
p−1
= d p. Pairwise decomposition is hence more efficient as soon as
p >
log 2
n−1
log(2 d
n
)
§
log 2
n
log(2 d
n
)
=
log2− logn
log2− logn+ log d (3.30)
For a learner with quadratic runtime, i.e. p = 2, both approaches are equivalent if the
label density d/n is 1p
2(n−1) , or d =
np
2(n−1) §
p
n
2
. Since the density of MLC problems is
usually rather small, this point is quickly reached. From the opposite perspective, for the
rcv1 dataset e.g. this point would be already reached for a base learner with p = 1.42.
If we additionally assume that the simpler subproblems lead to more compact models,
i.e. that p itself depends on the training set (cf. Section 3.1.1), we can compute an addi-
tional reduction. Let p be the exponent for learning a problem of size 2 ·md/n and pˆ for
learning a problem of size m, let p/pˆ < 1. Then the comparison between pairwise and the
one-against-all binarization is (upper bound)
n(n−1)
2

2d m
n
p
nmpˆ
¯ mp−pˆd p

2
n
p−1
(3.31)
with n−1¯ n. The more examples in the original problem, the less the label density and
the more pronounced the ratio p/pˆ, the sooner we arrive at parity.
30 The equality is only given for multiclass problems, i.e. |Px|= 1 for all x. The gap that results otherwise
corresponds to examples that are part of both opposing classes, which can be a considerable number.
Following Eq. 3.27 the sum of the differences
∑
1≤u<v≤n

2 · l/n− |T u,vrain|

is
∑
x|Px|2 − |Px|.
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As already mentioned in the present analysis, the fraction in Eq. 3.29 is in any cases at
most d (for p = 1). Note also that if calibration is used, this ratio can never be in favor
of the pairwise approach since CLR always has to train additionally the one-versus-rest
classifiers of BR.
While training of the base classifier can be linear or super-linear, the model and hence
the testing complexity is usually constant or at most linear. We adopt the same assump-
tions as for the analysis of training and set the model complexity of a base model to
O(|Train|q) with q > 0 (and usually q ≤ 1). Then the storage complexity, as well as the
testing complexity, is similarly to Eq. 3.28 as follows
n(n− 1)
2

2dm
n
q
(3.32)
and the same ratios apply. Particularly, the ratio is bounded by n
2
and d for 0 ≤ q ≤ 1.
Assuming a similar dependence of q on the size of the training set, the same relation as
in Eq. 3.31 with q and qˆ instead of p and pˆ holds. They are provided in big O notation
and in tabular form together with the remaining estimations deduced in this section in
Table 3.3.
Previous analyses in the literature have often assumed an equivalence between number
of classifiers and total model size and in particular actual prediction time, and neglected
the dependency on the number of training examples and other factors like problem hard-
ness (cf. partially Fürnkranz 2002, Fürnkranz et al. 2008), though Rifkin and Klautau
(2004) already casually referred to this point in context of support vectors and SVMs.
In fact, Milgram et al. (2006) were clearly surprised by their experimental results. On a
digit recognition task training the one-against-all SVMs (cf. Section 4.1.6) took 50 times
more time, and on a 26 letters task 12 times longer. The BR model also contained 48%
and 21% more support vectors, making the pairwise ensemble even faster in predicting.
3.5 Discussion
The following sections discuss learning by pairwise decomposition under several aspects,
particularly in comparison to binary relevance decomposition. The decomposition itself
and its direct effects are discussed in Sections 3.5.1, 3.5.2 and 3.5.3. The aggregation
into label rankings (Section 3.5.5) using different voting strategies (Section 3.5.6) and
the subsequent bipartitioning, particularly compared to calibration (Section 3.5.4), are
points that are also thoroughly discussed. Section 3.5.7 and 3.5.8 extensively show the
differences to the comprehensive subproblems generating decomposition schemes BR
and ECOC. We conclude with a summary of the advantages and disadvantages of pairwise
decomposition in Section 3.5.9.
3.5.1 Easier Subproblems
The pairwise binarization method is often regarded as superior to binary relevance be-
cause it profits from simpler decision boundaries in the subproblems. In an early com-
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parative study Fürnkranz (2002) confirmed the advantage of the pairwise decomposition
technique on a set of multiclass problems from the UCI database (Frank and Asuncion
2010) for a rule learning algorithm as base classifier and Hsu and Lin (2002) found
similar results for using SVMs. Knerr et al. (1992) observed that the classes of a digit
recognition task were pairwise linearly separable (cf. Section 4.1.1), i.e. a function was
found that perfectly discriminated between the examples of two digits, while the corre-
sponding one-against-all tasks were not linearly separable.
One explanation for these improved results is the decomposition into smaller subprob-
lems. In the case of an equal class distribution, the subproblems have 2
n
, and in the case
of MLC, 2d
n
times the original size while binary relevance maintains the size (cf. Sec-
tion 3.4.6.3). Typically, this goes hand in hand with the discriminating and generalizing
power of a base learning. The discussion in Section 4.5.1 contains an illustrative expla-
nation of this effect for a linear classifier.
3.5.2 Non-Competent Base Classifiers
We consider a classifier discriminating λu and λv as non-competent for a given instance x j
if λu,λv ∈ Pj or λu,λv ∈ N j. Recalling Figure 3.4 and Section 3.4.3, it may be disturbing
at first sight that many non-competent base classifiers are involved in the voting process:
h1,2 is asked though it cannot know anything relevant in order to determine if x belongs
to λ1 or λ2 since it was neither trained on this example nor on other examples belonging
simultaneously to both classes λ1 and λ2 (or to none of both). In the worst case the
resulting noisy votes (votes from non-competent base classifiers) concentrate on a single
negative class, which could lead to misclassifications.
But note that any class can at most receive n − 1 votes, so that in the extreme case
when the competent BCs all classify correctly and the non-competent ones concentrate
on a single class, a positive class would still receive at least n−|P| and a negative at most
n−|P|−1 votes. Class λ3 in Figure 3.4 is an example for this case: It receives all possible
noisy votes but still loses against the positive classes λ1 and λ2.
Loza Mencía (2006, Section 5.6) continued the analysis and found that the expected
margin vu − vv , λu ∈ P,λv ∈ N between votes for the positive and negative labels is
n(1
2
− ERR), with ERR as the average error of a base classifier and assuming a non-biased
prediction of the non-competent classifiers. Hence, the margin is independent of the num-
ber of |P|(n− |P|) competent and  |P|
2

+
 n−|P|
2

non-competent BCs, i.e.,interestingly, it
is independent of the size of P.
3.5.3 Instances in the Label Intersections
Note that we explicitly do not consider or model the case where both labels are simul-
taneously present, i.e. a classifier hu,v ignores instances with λu,λv ∈ P. The reason is
that we consider multilabel learning from the perspective of preference learning (cf. Sec-
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tion 2.5.4). I.e., we model and learn preference relations between labels which are strict
and total, and hence no statement λu x λv or λv x λu can be given for the above case.
The advantages of this restriction are, firstly, the reduced complexity of the pairwise
problems since we only have to learn one discrimination between λu and λv . Moreover,
the problematic examples which lie in the intersection can be ignored (cf. Figure 3.2),
further simplifying the learning of the separation. In fact, several extensions of the pair-
wise approach, such as pairwise correcting classifiers (Moreira and Mayoraz 1998) and
tri-class SVMs (Angulo et al. 2006), integrate the remaining examples into the training
process. The first one trains for each pairwise classifier hu,v an additional two-vs-rest
classifier huv ,r , which discriminates examples of class λu and λv to all other classes. By
assuming that hu,v and huv ,r correspond to the probabilities P(x ∈ λu
 x ∈ λu ∨ λv )
and P(x ∈ λu ∨ λv ) respectively, their product corresponds to the probability that test-
ing instance x belongs to one specific class. The prediction is then done by returning the
class which has the highest probability. The latter one integrates the remaining examples
by changing the original optimization problem of SVMs such that the remaining exam-
ples, roughly said, have to lie in the margin space. Petrovskiy (2006) learn SVMs that
separate examples only in λu, i.e. yu = 1∧ yv = 0, from the remaining (yv = 0), and sim-
ilarly SVMs for the opposite case only yv . The predictions are interpreted as probabilities
and combined following a pairwise probabilistic model in an expensive minorization-
maximization optimization which is already unfeasible for n > 100. In several exper-
iments these three approaches have lead to an improved performance, but which has
to be paid with a considerable increase in training time, and more complex decision
boundaries for the involved classifiers.
Secondly, it is not clear how the process can be made compatible to the current aggrega-
tion strategy. It would be necessary to develop a voting strategy that is semantically clean
and consistent. E.g., if a classifier predicts both classes, distributing 0.5 votes to each
would underestimate the statement, but distributing 1 to each would give this individual
classifier more weight than others.
Certainly, one problematic case it that of hierarchical data if considered as a multilabel
problem (cf. Section 2.5.6). Suppose that a class λu is the parent of λv , i.e. λu  λv .
Then hu,v would only receive positive training examples since there are no examples
where yu = 0∧ yu = 1. There are several possibilities to deal with this case: firstly, the
case λu vs. λv could be ignored. This would require to accordingly normalize the votings,
since both classes will see their maximal number of votes diminished. Secondly, one could
opt for predicting the a priori more probable class, namely λu. This would be semantically
correct but of course would constitute a limitation, since λv would miss one vote. Note
however, that in practice the problem generally disappears with increasing number of
labels, since the remaining n−2 votes outweigh the missing vote. Moreover, note that the
intersection respecting pairwise approaches mentioned above will face similar difficulties
since there are no examples for λv and not λu.
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3.5.4 Bipartitioning and Calibration
As was already mentioned in Section 3.4.4 and 2.5.5, multilabel classification is often re-
duced to predicting a ranking of labels or estimating the relevance of the individual labels.
We are hence often confronted with a vector v ∈ RL of scores, probabilities, confidences,
votes or similar (e.g. Eq. 3.6 for BR or Eq. 3.17 for LPC), which has to be translated into
a subset of labels. A diverse set of solutions exist for this. However, we will focus in this
section on methods that learn a function t that either returns an absolute threshold on
vi, which can then be used as in Eq. 3.4 or 3.25, or the number of top classes in a ranking
that should be returned. Therefore, we will assume for the general case, and without loss
of generality, a bipartitioning or thresholding function as in
t : Ra′ → R (3.33)
with a number of input dimensions a′, which has yet to be determined. The function b in
Eq. 3.21 hence either predicts {λi  vi ≥ t} or {λi  r(λi)≥ t}.
Given these preconditions, bipartitioning approaches can be categorized according to
the following aspects. However, as we will see further below, some methods do not per-
fectly fit into this schema.
• Input space: For the input data on which the estimator will base its prediction, the
original input vectors in Ra can be maintained (a′ = a) or replaced (a′ = n) by the
score vectors (v1, . . . , vn), by sorted score vectors (vpi1 , . . . , vpin), or by the ranking
positions (r(λ1), . . . , r(λn)).
• Target: The algorithm usually either learns to predict the label cardinality or a
threshold on the scores vi.
• Estimator: For learning the target either regression (Witten and Frank 2005, Sec.
4.6) or (ordered) multiclass learners are possible. Static estimators always predict
the same value.
• Training: If the original data is used as input, all necessary information is already
available so that the estimator can be trained directly on the training data. If the
scores are used, these are usually computed on the training set (which can lead
to overfitting) or a separate validation set. In the latter case one may use cross
validation if the estimators can be aggregated.
Yang (1999) discusses and evaluates a few straightforward approaches for determining
a zero-point. The first one, RCut, uses a fixed cardinality for all examples (the mean on
the train set). The second one, SCut, proposes to optimize score thresholds for each label
on a separate validation set. The final one, PCut, is actually out of scope of Eq. 3.33 since
it is applied on the whole test set and predicts proportionally the same amount of relevant
instances for each class as in the training set. Note that particularly RCut should not be
considered a practicable approach, but rather an evaluation method (cf. Section 2.7.4).
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One of the earliest approaches that adjust the thresholds for each individual example
is described by Elisseeff and Weston (2001). It learns a linear t : Rn → R, which pre-
dicts a threshold on the scores, by the method of least-squares. Petrovskiy and Glazkova
(2006) analyze a technique that computes a linear combination of the ranks which re-
turns the cardinality and a more sophisticated method which additionally scales and
translates the scores. A similar approach was presented by Fan and Lin (2007), which de-
termines new thresholds for each underlying SVM individually using a validation set. The
thresholds can be adapted according to a particular metric. Depending on whether micro
or macro-averaged F1 should be optimized, several iterations of the greedy algorithm
are required. The baseline is improved with respect to the selected measure. However,
several additional techniques are necessary in order to restrict the risk of extreme dis-
tributions of the scores. Tang et al. (2009) extend the first approach of Petrovskiy and
Glazkova and additionally try out scores and sorted scores as input, concluding that us-
ing X performs best. Ioannou et al. (2010) provide an extensive study on the usage of
RCut, SCut, labelset size and threshold predictors for different rankers such as ML-KNN,
BP-MLL (cf. Section 2.8.2), BR and CLR.
The last study specifically compares the virtual label of CLR to 25 thresholding variants
and it is shown that calibration is, admittedly, improvable.31 Though the approaches were
compared with respect to the problematic Hamming loss (cf. Section 2.7.3), CLR faced
some difficulties regarding the correct prediction of the cardinality in our evaluations
throughout this work, too. Section 4.6.9 will discuss possible reasons.
Nevertheless, calibration perfectly fits into the framework of pairwise preference learn-
ing and hence provides a natural extension to LPC in order to determine a zero-point for
the predicted label rankings, which additionally directly depends on the underlying test
instance. Note that calibration is not restricted to pairwise decomposition, but can be
elegantly integrated in all label ranking methods that make use of pairwise preferences
between labels as training signal. Furthermore, it is recommendable due to its simplicity
also regarding the prerequisites: the base classifiers are not expected to produce accu-
rate probabilities or scores. On the other hand we can certainly expect that more precise
confidences improve the bipartitioning performance since better scores come hand in
hand with better binary predictions. Moreover, though some efficient approaches are
conceivable, it is generally more expensive to produce training data on validations sets
for learning a threshold function than training and applying the additional L binary
classifiers.
3.5.5 Label Ranking
We already elaborated on the advantages of predicting label rankings in multiclass and
multilabel classification in Section 2.5.4: the vast availability of soft classifiers, a clear
31 Interestingly, the best approach estimates a fixed threshold for all vi on the training set, which could in-
dicate that relevant labels receive a certain minimum number of votes regardless of the actual varying
labelset sizes.
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Table 3.4: Example of joint and marginal probabilities for a label set {y1, y2, y3} given a particu-
lar example x. The right column indicates the joint probability for the labelsets given on the left
columns. The last row indicates the marginal probabilities of the labels. The table on the right
indicates the probability given λ1 is positive.
y1 y2 y3 P(y= (y1, y2, y3))
0 0 0 .05
0 0 1 .05
0 1 0 .10
0 1 1 .25
1 0 0 .15
1 0 1 .10
1 1 0 .20
1 1 1 .10
.55 .65 .50 P(yi = 1)
y1 y3 P(y1, y3
 y2 = 1)
0 0 .15
0 1 .38
1 0 .31
1 1 .15
.46 .54 P(yi = 1
 y2 = 1)
interpretation of rankings and the exploitation of the more informative predictions, e.g.
for a more exhaustive evaluation.
Label ranking, as described in Section 3.4.2 and 3.5.4, constitutes a restriction for
multilabel setting since it is not possible to enumerate all possible labelsets with the
help of a simple threshold. If the labels are sorted according to their relevance, or in
other words, according to their marginal probability, it is generally not always possible to
predict the true labelset, even if all positions in the ranking are evaluated as possible cut-
off points. Consider the example given in Table 3.4: if the label were ordered according
to their marginals (last row), the sequence would be λ2 x λ1 x λ3. It would hence not
be possible to predict the correct labelset {λ2,λ3}, which certainly would optimize every
loss.
On the other hand this does not necessarily constitute a conceptual restriction. If a
classifier is certain about a particular labelset, it can just predict it at the top of the
ranking and set the predicted cut-off correspondingly. Hence, learners that aim at opti-
mizing the joint distribution are not restricted in their expressiveness by the label ranking
framework.
Furthermore, even if a ranker determines the output ranking according to the marginal
probabilities, this does not generally exclude a perfect prediction. More complex biparti-
tioning approaches, that work as in the more abstract definition in Eq. 3.21, are able to
manipulate the predicted ranking. A simple example was given in Section 3.5.4: the tech-
nique of Petrovskiy and Glazkova (2006) can add a bias to each label score and hence do
a reorganization of the labels. The more sophisticated approach of Park and Fürnkranz
(2008) models unconditional label dependencies on the training data in form of associ-
ation rules on the output space. This could already suffice in our example if there was a
general dependence λ2 x λ3 as e.g. in a hierarchical setting. Otherwise, the framework
of Park and Fürnkranz is easily extensible in order to define such constraints on the local
vicinity of a test example (cf. also the induction of local patterns in Chapter 9).
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A different approach specific to the pairwise setting (regarding the costs) is described
by Hüllermeier and Fürnkranz (2007). The authors describe an aggregation algorithm
called ranking through iterated choice (RIC) based on empirical conditioning that works as
follows: First, the conventional voting process is performed and we obtain a voting vector
v(1). The top class λ(1)pi1 is then removed and the voting process is repeated as if λpi1 did
not exist. Again, we receive a vector v(2) (which can actually be efficiently computed from
v(1) in the pairwise setting) and put λ(2)pi1 at the second position after λ
(1)
pi1
. This continues
until the last label λ(n)pi1 is determined.
RIC was initially developed in the context of multiclass classification in order to pro-
duce an accurate alternative if the predicted class was not correct, i.e. the classifier h(i) in
the i-th iteration approximates P(λ j|λ(1)pi1 ,λ(2)pi1 . . . /∈ P,x) for each λ j not already selected as
the top class. It does not take much effort to re-interpret h(i) as P(λ j|λ(1)pi1 ,λ(2)pi1 . . . ∈ P,x) in
the multilabel setting (for which |P|= 1 does not hold), i.e., as the probability of λ j given
that λ(1)pi1 was already selected and is correct. Under this assumption, the product rule of
probabilities in Eq. 2.28 and similarly to the probabilistic classifier chains described in
more detail in Section 2.8.5, it is the intuitive notion of the author that RIC approximates
the Bayes optimal ranking of labels. Certainly, applied to our example in Table 3.4, RIC
would expectably choose λ3 assuming P(λ1,λ3|λ2,x) is correctly estimated by h(2)(x).
We leave this idea for further research.
I would like to make a note on the criticism of Dembczyn´ski et al. (2010c) that, roughly
speaking, it is possible to optimize labelset-independent losses such as Hamming loss,
but also the ranking loss (Kotłowski et al. 2011), by just finding a classifier that correctly
predicts the marginal probabilities, and that it is therefore not necessary to take label
dependencies into account if these losses are the objective. Without deeply analyzing
this point, we can make the following observation on our toy example: A classifier that
perfectly predicts the marginals (last row, risk minimizer in terms of Dembczyn´ski et al.)
would neither minimize Hamming loss nor ranking loss, but this would happen for a joint
distribution optimized classifier. The experimental evaluation in Section 9.6.3 is not fully
conclusive in this respect, also because Hamming loss is not considered, but it indicates
that independently trained BR classifiers produce rather bad rankings while the label
powerset classifiers focused on joint distributions perform quite well. We leave this as an
open question and refer to the works of the referred authors for further reading.
In conclusion, despite the arisen points, we see label ranking in general and ranking
by pairwise comparison in particular as a suitable framework for solving and modeling
multilabel tasks. The shortcomings in flexibility are outweighed by the gained simplicity,
and several approaches were presented in order to tackle most of the concerns regarding
the limited expressiveness. As the next section shows, the aggregation strategy in the
pairwise framework provides reliable rankings, which is the basis for a “good” multilabel
classification.
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3.5.6 Aggregation and Voting
Many different approaches were developed in order to combine the pairwise predictions
into one overall result. Wu et al. (2004) analyzed different approaches under the aspect
of accurate probability estimations, while Galar et al. (2011) provide a thorough compar-
ison between a long list of aggregation schemes for pairwise and also binary relevance
decomposition. Even the quicksort algorithm was adopted in order to produce rankings
from pairwise comparisons (Ailon and Mohri 2008). Most of these methods were devel-
oped for being used in pairwise multiclass classification, however the results are usually
transferrable to the multilabel case since there is no difference in the aggregation.
Nonetheless, the preferred method throughout this work is simple voting (cf. Sec-
tion 3.4.3), though the presented learners do not exclude other schemes. We will motivate
this in the following based on empirical as well as theoretical evidence.
First of all, simple voting can be used with any base classifier, since it only needs a bi-
nary prediction. Other approaches depend on soft or probabilistic classifiers that provide
a score. Moreover, these estimates can usually not be adopted without further preprocess-
ing. The outputs of (non-linear) SVMs e.g. usually lie piled around 1 or−1 (cf. Platt 2000,
due to Eq. 4.6) and require an additional step of fitting a ”normalizing“ and smoothing
sigmoid function (Lin and Lin 2003, Platt 2000). Similar difficulties can be observed
for rule learners, decision trees and even Naive Bayes. Simple voting in contrast is not
committed to accurate probabilistic or confidence estimations.
Furthermore, it is known from ensemble techniques that simple voting provides theo-
retical guarantees of returning the correct decision. Kuncheva (2004, Sec. 4.2.1) shows
that the accuracy of a voting process approximates 1 with increasing number of voters if
the error of the base deciders is greater than 0.5. Similarly, previous work of Loza Mencía
(2006, Sec. 5.6) shows (under the assumption of unbiased incompetent base classifiers,
cf. Section 3.5.2) that the average margin in votes between relevant and irrelevant classes
increases linearly with the number of labels and is further only dependent on the error
rate of the base classifier.
Theoretical guarantees can also be given for the other simple approach: weighted
voting (WV). WV is shown to minimize the Spearman rank correlation (Hüllermeier
et al. 2008), which is a distance between rankings that sums the squared rank dif-
ferences. Furthermore, weighted voting approximates the optimal adaptive voting pre-
diction (AV), which is claimed to provide a so called maximum a posteriori (MAP)
probability prediction (Hüllermeier and Vanderlooy 2010). This strategy assumes a cer-
tain distribution over the scores h′u,v (x), similarly to sigmoid fitting (cf. above), and
chooses the parameters αu,v separately for each classifier in order to fit the distribu-
tion. The voting function a : [0;1]→ (−∞; 0] then produces the (static) adapted scores
− log(1+ exp(αu,v (1− h′u,v (x))).32 Strong, accurate classifiers (more clear scores near 0
32 Interestingly, using the aggregation scheme of Price et al. (1994), which sums up the reciprocals of
the predicted scores as penalties, results in a very similar equation if sigmoid fitting is applied to the
classifiers. The idea behind this scheme is to penalize classes which obtain clear votes against. In the
comparative study of Wu et al. (2004) this method showed very stable results though it was compared
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and 1) receive higher α’s, while the amplitude of the adapted scores for weak predictors
is reduced.
Under certain assumptions which are easily (or often) satisfied, Hüllermeier and Van-
derlooy prove that WV approximates the MAP prediction and hence produces equal or
similar label rankings than AV. However, WV makes less assumptions and is thus expected
to be more robust than AV if the underlying model is not met. The similar power of WV
is confirmed in an experimental evaluation on a set of multiclass problems (Frank and
Asuncion 2010).
These experiments also demonstrate that simple voting performs similarly at the same
degree. Particularly, it is observed that simple voting performs less good in predicting the
top class (with one clear loss against AV and WV for three different base learners), but
on the other hand much better (one clear win) on position error (comparable to MARGIN,
Eq. 2.50). This is to some extent in line with the results of Wu et al. (2004), which saw
simple voting as a poor probability estimator, but a good ranker. A revision of the results
of Galar et al. (2011, Table 4) further reveal that LVPC, WV and simple voting (in that
order) achieve the highest mean and median of the 6 average ranks given for the 6 base
classifiers used and comparing 8 different aggregation strategies on 19 UCI datasets.
Learning valued preference for classification (Hühn and Hüllermeier 2009, Hüllermeier
and Brinker 2008) decomposes a pairwise prediction ru,v = h′(x) into the three fuzzy
components strict preference, conflict and ignorance, which are then combined into a
weighted vote and which Galar et al. compute, effectively, as vu,v = ru,v + (mu/m− 1/2) ·
min(ru,v , 1− ru,v ) with mu as the number of positive examples for training h′u,v and m as
the total number of examples in the subproblem.
In conclusion, several studies show a, overcautiously expressed, comparable perfor-
mance of simple voting with the other simplistic scheme, weighted voting, as direct
competitor. Since simple voting neither requires soft-classifiers nor any pre-adaptation
of the scores, we opine that using this voting strategy constitutes a very reasonable and
arguable decision.
3.5.7 Comparison to Binary Relevance Decomposition
The discussion about whether one-against-all (OAA) or the pairwise approach is prefer-
able is very old and originates from the fact that pairwise decomposition was the first
other binarization technique beside OAA, before ECOCs in the year 1995 and of course
long before label powerset, which came up with multilabel classification. As the only di-
rect competitor, pairwise decomposition was by default compared to OAA. In the next
section, we review some of the main works comparing OAA and the pairwise approach
and some of the most debatable points and criticisms.
to more sophisticated approaches. However, both approaches bear the risk that the distribution of
small scores is underestimated by the chosen distribution model, and consequently that small scores
are over-penalized. As the authors of AV point out, their assumption that the scores are distributed
according to a truncated exponential distribution does often not hold in practice.
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The first work in the field of machine learning which employed pairwise decompo-
sition that is known to the authors was in 1990 by Knerr et al., who continued their
effort in some other early works. They observed e.g. that the classes of a digit recogni-
tion task were pairwise linearly separable, while the corresponding one-against-all task
was not solvable with their linear neural network. Several other works followed, which
mainly showed the same picture but were not dedicated to binarization techniques (cf.
references in Fürnkranz 2002). These were considered only as an additional tunable
configuration setting. The first methodological studies were presented by Hsu and Lin
(2002) and Fürnkranz (2002). The first work compared OAA with conventional pairwise
decomposition and an alternative aggregation strategy specific to multiclass problems.
LPC consistently outperformed OAA. Fürnkranz presented the first formal analysis of
pairwise decomposition and showed that, surprisingly, training a quadratic number of
base classifiers was more efficient than training the linear number of OAA models.
In a direct response to this study, Rifkin and Klautau (2004) firmly argued in favor
of OAA. Their main claim was that if the base learners, in their case support vector
machines, were appropriately tuned, then there should be no advantage for neither ap-
proach. Their intuition is that when SVMs are tuned (C and kernel parameter, see also
Section 4.1.6), only mistakes are made for examples that “simply for all practical pur-
poses look more like a member of an incorrect class”, and that to correctly classify this
type of examples is very difficult, for any decomposition approach. Rifkin and Klautau
themselves deliver the cases where LPC expectedly achieves an advantage. Firstly, op-
timizing SVM parameters is very costly. Indeed, a greedy approach is used in order to
find good global parameters, in contrast to the recommended grid search (cf. Chang and
Lin 2001) on every subproblem separately. Secondly, the authors expect that using weak
or improperly tuned base learners will have an adverse impact on OAA. Their second
point can be confirmed to a certain extent later in the present thesis, where the fast but
also simple perceptron algorithm is shown to be a backbone for the efficient pairwise
multilabel classification of large data. Very recently, Galar et al. (2011) presented an ex-
tensive study comparing OAA and a dynamically ordered version (see Fürnkranz 2002,
for statically ordered OAA) to nine different pairwise aggregation strategies. The pair-
wise approaches clearly outperform OAA for six different base learner. However, none of
the base learner was tuned and two were certainly weak (k-NN with with k = 1 and 3).
The perhaps most important statement in the work of Rifkin and Klautau (2004) is
however, that their main claim is explicitly only valid if the classes are independent,
which is certainly true for multiclass data but rarely for multilabel data. As a consequence,
many studies in the frame of multilabel classification comparing pairwise decomposition
favorably to binary relevance appeared, including most of those cited in Section 2.8 (BR
is, again, almost always used as a baseline) and including the studies about pairwise
classification brought together and presented in this thesis.
However, recently, two new works appeared in defense of BR (Read et al. 2009, 2011).
The proposed method of classifier chains (CC) fixes a particular order of the BR base
classifiers and subsequently adds the outputs of the preceding classifiers as new features.
Hence, the i-th classifier hi : X ×Y i−1→ Y1, with Y = {0,1}, is trained on j = 1 . . .m ex-
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amples ((x j, y j,1, . . . , y j,i−1), y j,i) and predicts on a test instance (x,h1(x), . . . ,hi−1(x, . . .)).
The objective of such an approach is clear: to tackle the main drawback of BR, the igno-
rance of the dependencies between labels (as stated by Rifkin and Klautau). The proposed
method clearly satisfies this multilabel-specific demand. It is shown by Dembczyn´ski et al.
(2010a) that CC takes conditional dependencies into account (cf. Section 2.6) and deter-
ministically approximates the optimal Bayes classifier.
But it is the firm opinion of the author that CC cannot be submitted as an argument
in defense of the BR approach since it is conceptually not equivalent to BR. The chaining
part has to be considered as a novel and intelligent method of stacking which is used on
top of BR. But stacking itself is not restricted to BR or any other decomposition approach
since it simply relies on extending or replacing the input space (cf. Section 2.8.5) and
was already extensively used in the context of multilabel learning (cf. Section 9.7). In the
eyes of the author, the main contribution of CC is hence this novel, intelligent and very
interesting stacking approach. In conclusion, stacking can not be used as an argument
for a systemic or conceptual advantage of BR, just as the stacked variants of pairwise
classifiers recently introduced by Madjarov et al. (2012) cannot be instanced in favor of
a general superiority of pairwise decomposition.
The steady argumentation in favor of BR is due to the emphasized beneficial scalabil-
ity properties of BR, since BR (and also CC) scale linearly with the number of classes
(cf. Section 3.1.1). However, as we have clearly seen in the comparison in Section 3.4.6,
LPC is comparable or under certain circumstances even faster than BR in training, which
is the phase mainly considered by Read et al.. Surprisingly and for unknown reasons,
CLR does not terminate on relatively small text datasets with 22 and 29 classes in their
experiments, whereas we were able to apply similar SVMs as they used them on datasets
with up to 159 classes without any problems. Moreover, Read et al. use an ensemble
of CCs for their comparison to other approaches, which further decreases efficiency and
scalability by a predetermined factor, usually by 10 or 50 times. An additional note is that
with increasing number of classes (to an order of magnitude of 1000s) the positive effect
of the stacking vanishes and ensemble CC even drops below BR for some losses.
In summary, despite the occasional criticisms, we see strong arguments in favor of pair-
wise learning compared to binary relevance decomposition. Pairwise learning has shown
to dominate BR in a large number of experimental studies on multiclass problems, and
more recently, on multilabel problems. Part of this empirical evidence is provided by
the studies of the author and reflected in this thesis. However, also in this work, we
see circumstances were BR-based approaches can be more advisable, particularly regard-
ing highest scalability and highest efficiency demands. The MMP algorithm is a good
example for this (cf. Chapter 4), although, performing certain simplifications, pairwise
classification is applicable even under these circumstances (cf. Chapter 7).
3.5.8 Comparison to Ternary ECOC
Note that pairwise classification can be seen as a special case of the generalized ternary
Error Correcting Output Codes (ECOC) framework (Allwein et al. 2000) with a fixed en-
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coding matrix. Similarly to Section 3.3, the decoding matrix for the example in Figure 3.2
would be
λ1
λ2
λ3
h1,2 h1,3 h2,3 1 1 0−1 0 1
0 −1 −1
 (3.34)
We believe that the pairwise scheme is a case that deserves special attention for sev-
eral reasons. First and foremost, it has clearly defined semantics. Each binary classifier
determines which of two labels is to be preferred for a given example. This is the smallest
piece of information that is needed for establishing an order between all labels. Sec-
ond, it is a fixed, domain-independent and non-stochastic decomposition method that
has a good overall performance. In several experimental studies (including Allwein et al.
2000), it performed on par or better than competing decoding matrices. The chief reason
for the good performance is that two-class problems are often linearly separable, even
in low-dimensional spaces (cf. Section 3.5.1). Finally, it is also among the most efficient
decoding schemes.
In some sense, our philosophy is orthogonal to ECOC: While ECOC puts its efforts
into choosing a good encoding matrix, we fix the encoding to the all-pairs approach
and concentrate on the decoding phase. We believe that many practical problems can
be reduced to estimating pairwise probabilities. These can then be combined in various
ways, optimizing different performance criteria with a single, fixed pairwise ensemble
(cf. Section 3.5.6).
3.5.9 Summary: Advantages and Disadvantages
The following listing summarizes the multiple advantages and disadvantages of learning
by pairwise comparison (LPC) in the frame of multilabel classification, particularly in
comparison to binary relevance (BR). They can mainly be categorized as systemic (system
inherent) versus empirical arguments, though it is the objective of this work to provide
the experimental evidence in the following chapters. Some obvious points are introduced
for the first time in this list.
• LPC is comparable to BR in training complexity within a small factor, which is
determined by the average label cardinality in the training data (cf. Section 3.4.6).
With a super-linear base learner, the comparison can even turn out to be favorable
for LPC (cf. Section 3.4.6.3)
• LPC has to train and evaluate a quadratic number of base classifiers (cf. Sec-
tion 3.4.6) and maintain them in memory. It is the main objective of this work
to analyze and develop solutions in order to overcome this bottleneck.
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• LPC allows a high degree of parallelization, which becomes even more important
with increasing number of cores per processor and advantages in distributed com-
puting in the cloud. In contrast to BR, the number of possible parallel jobs is incre-
mented by a factor linear in the number of classes.
• LPC allows adding or removing classes from the model even after training. It allows
class-incremental training and testing.
• LPC decomposition produces smaller problems which are easier to learn, with re-
spect to accuracy as well as time (cf. Section 3.5.1).
• LPC and the chosen model of strict total preferences only considers the case of
pairwise exclusion and ignores pairwise co-occurrence of labels, which could lead
to the loss of valuable information (cf. Section 3.5.3).
• Basic LPC is parameter-free. No configuration and costly parameter fitting is nec-
essary. Moreover, no prerequisites are made to the underlying base learner, which
also makes the base learner easier to configure.
• The extension of calibration naturally integrates into framework of pairwise pref-
erence learning. It provides an elegant solution to bipartitioning and also works
absolutely parameter-free out of the box (cf. Section 3.4.5, 3.5.6).
• Within the general framework of preference learning, LPC allows to encode and
model the smallest piece of information available, namely pairwise relations be-
tween classes (cf. Section 3.5.8).
• LPC training does not allow for direct minimization of a particular measure such
as e.g. holistic approaches (cf. Section 2.8.2). However this step is transferred to
the aggregation on the basis of instance-dependent pairwise preferences, for which
several specialized solutions exist (cf. Section 3.5.6). Moreover, in contrast to holis-
tic approaches also considering pairwise preferences between labels in a global
optimization problem, such as Rank-SVM (Elisseeff and Weston 2001) or SVMrank
(Joachims 2002, 2006), LPC is much more efficient in training.
• And finally, LPC has shown to be superior to BR in a wide range of studies on
multiclass and multilabel classification with respect to predictive quality (cf. Sec-
tion 3.5.7).
The following chapters will particularly focus on the first two points in the list regarding
the efficiency of pairwise decomposition and present appropriate solutions. However, the
remaining points will accompany us through the whole work and new aspects will be
subsequently added.
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4 Pairwise Learning of Efficient
Perceptrons
A main challenge for multilabel classification in general and for pairwise classification
in particular is the amount of instances that have to be processed (cf. Section 1.1). This
chapter introduces several possible solutions, all based on the usage of an efficient base
learner. The examination is not restricted on the solution of this particular challenge. This
study also allows to experimentally evaluate the most relevant approaches in Chapter 3,
namely binary relevance and pairwise decomposition and the associated calibration tech-
nique, and to empirically confirm some of the advantages and disadvantages claimed in
Section 3.5.
Crammer and Singer (2003) combined the one-against-all (cf. Section 3.1) method
and the label ranking (cf. Section 2.5.4) idea in their multiclass multilabel perceptron
algorithm (MMP). Instead of learning the relevance of each class individually and inde-
pendently, MMP incrementally trains the entire classifier ensemble as a whole so that
it predicts a real-valued relevance score for each class. This is done by always evaluat-
ing the performance of the entire ensemble, and only producing training examples for
the individual classifiers when their corresponding classes are incorrectly ordered in the
ranking.
Perceptrons are used as base classifiers. This algorithm has recently received increased
attention, especially in text classification, since it is simple, efficient and effective. In addi-
tion, perceptrons allow incremental training, which makes them particularly well-suited
for large-scale classification problems such as the large Reuters Corpus rcv1 benchmark
(cf. Section 2.9.1).
It is composed of more than 800,000 documents, which are assigned to on average 3.2
of 101 possible classes. This collection constituted a new challenge in text classification
and in particular in multilabel classification. It is still one of the datasets with the largest
amount of documents, one of the key dimensions of MLC scalability (cf. Section 1.1). The
rcv1 corpus is also an early representative for similar collections from the Web 2.0, which
came up to an increased extent in the years following the publication of rcv1 in 2004.
In this chapter, we propose the use of pairwise decomposition as an alternative train-
ing method for an effective and efficient ensemble of perceptrons. Multilabel pairwise
perceptrons (MLPP) are trained and used as described in Section 3.4, i.e. we train one
classifier for each possible class pair and we test by producing one overall label ranking
by combining the predictions of the individual classifiers by simple voting.
This first study demonstrates the multiple advantages of learning and classifying by
pairwise comparison, as well as using the fast perceptrons as base learner: Despite the
quadratic number of perceptrons and the additional information between labels pro-
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cessed, MLPP’s training is competitive to BR’s and MMP’s since its costs only differs by a
constant factor. In addition, the work of Loza Mencía (2006), followed by Loza Mencía
and Fürnkranz (2007b, 2008c), was one of the first works confirming the superiority of
the pairwise approach on the multilabel and label ranking task. The main reason for this
is that, while BR and MMP propose to include information about the ranking task into the
training signals, the pairwise approach addresses the ranking and bipartition problem by
breaking the ranking signal down into elementary binary preferences that induce a final
ranking (cf. Section 3.4.2). As it turns out, perceptrons seem to particularly benefit from
the smaller and thus simpler pairwise subproblems.
The basic version of MLPP described herein still evaluates a quadratic number of per-
ceptrons for prediction, and we will see in Chapter 5 how to substantially improve this
circumstance. However, the study in this chapter still demonstrates that pairwise percep-
trons are very suitable for the demands and challenges that are imposed by large datasets
with a vast amount of documents such as the Reuters rcv1. At the time of development, it
was also the most exhaustive evaluation of pairwise classification in terms of label dimen-
sionality, and probably also in terms of number of features. To the best of our knowledge,
it is also the first and unique study dedicated to incremental pairwise learning.
Furthermore, we extended MLPPs by the calibration technique introduced in Sec-
tion 3.4.5. This chapter reflects the examination on four dataset from different domains
carried out by the first major study33 on this extension of the pairwise preference learning
framework (Fürnkranz et al. 2008). The study demonstrated the effectivity of the arti-
ficial label and combination with the conventional relevance classification approach in
order to produce accurate bipartitions based on the label ranking outputs. Although we
did not evaluate competing thresholding techniques (cf. Section 3.5.4), the experimen-
tal framework chosen allows us to evaluate independently from bipartitioning. Hence,
we are still able to deduce that even using highly accurate thresholding techniques, the
calibrated pairwise approach would outperform the BR approaches.
This chapter is organized as follows: Firstly, we introduce the base learning algorithm,
the perceptron, in Section 4.1. Sections 4.2 and 4.3 continue with the description of the
competing multilabel algorithms, the MLPP algorithm itself is discussed in Section 4.4.
While Section 4.5.2 provides an extensive analytical comparison, Section 4.6 evaluates
the approaches experimentally. Section 4.6.9 discusses the results and Section 4.7 sum-
marizes the study in this chapter.
4.1 Perceptrons
A perceptron is a binary classifier initially developed as a model of the biological neuron
(Rosenblatt 1958, 1988). Internally, it computes a linear combination of a real-valued
input vector and predicts the positive class if the result is positive, and the negative class
33 Brinker et al. (2006) firstly introduced the calibration technique, but their evaluation was only on a
very small subset of rcv1 and on only one additional dataset. In addition, this work focused on the
comparison of pairwise and uni-label-focused decomposition, while the present chapter takes actual
improvements and adaptations to label ranking into account.
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otherwise. Therefore, it belongs to the family of linear classifiers, which is defined in the
following.
4.1.1 Linear Classifiers
A linear classifier consists of a weight vector w ∈ X = Ra and a threshold b ∈ R and is
given by the following classifier function for an input instance x:
h′(x) := x ·w+ b h(x) = I h′(x)> 0 (4.1)
with the indicator function I (cf. also Eq. 3.4).
We can interpret a linear classifier as a hyperplane with the formula x ·w=−b that di-
vides the a-dimensional space into two halves. An instance is a point in this space and its
position determines whether it is considered as belonging to one class or the other. If the
two sets of positive and negative points, respectively, can be separated by a hyperplane,
they are called linearly separable. As a consequence, irrespective of the training algorithm
used, linear classifiers such as the perceptron cannot arrive at correct predictions for all
potential instances unless the negative and positive instances are linearly separable.
4.1.2 Perceptron Training Rule
In order to find a possibly existing separating hyperplane, the perceptron algorithm adapts
the weights after each training example xi with the binary class yi ∈ {0,1} according to
the following training rule:
αi = (yi − hi(xi))
wi+1 =wi +αixi
bi+1 = bi +ηαiδ (4.2)
with hi(x) := I

wix+ bi > 0

.34 Hence, αi indicates if there was a classification error
on the current example (αi 6= 0), and if, and only if, this was the case, the model is
updated by adding or subtracting the training example to the weight vector depending
on the sign of the error (the bias is updated accordingly). This moves the hyperplane
towards the misclassified point.
The bias term δ is usually being set to 1 (Section 4.1.3) and the initial weights w0, b0
are set to zero without loss of generality. The learning rate η can be ignored if set to be
constant (Bishop 1995), as it will be usually the case in this work. Note also that this
34 Linear classifiers are per definition symmetric, i.e. a classifier h′− predicting the negative instead of
the positive class is simply given by −h′(x) =−xw− b (cf. Eq. 4.1). However, neither the test h′(x)> 0
nor h′(x) ≥ 0 completely suffice the symmetry, since h(x) + h−(x) 6= 1 for h′(x) = 0. In theory, > 0
leads to a more conservative strategy that enforces perceptrons to undo such an inconsistent state. In
practice however, h′(x) = 0 is very improbable due to the random initialization with continuous values
of w and ≥ 0 can be safely used in implementations, as we did.
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implicitly corresponds to subsequently decreasing the learning rate, since with increasing
i (or more specifically, with increasing number of errors αi 6= 0) the norm of the vector
bi+1 increases so that the impact or influence on the model of a correction αixi decreases
(see also Section 4.6.7 for a comparison).
As can be clearly seen from Eq. 4.2, perceptrons are incrementally trainable, or in other
words, the perceptron algorithm is an online-learner: the model is immediately updated
after each training example in the training sequence and immediately ready for being
used for a prediction (cf. Sebastiani 2002, Sec. 6.6). Hence it is additionally an anytime
classifier. In fact, the perceptron algorithm begins with the classification of the current
training example in the first line of Eq. 4.2. The perceptron can be trained in several
epochs, i.e. after the last example xm in Train was seen in the first epoch, the training
continues with xm+1 = x1 until Tm training examples were used in total for training in T
epochs.
If the training examples are seen iteratively in this way and the data is linearly sepa-
rable, the algorithm provably finds a dividing hyperplane (in a finite number of epochs).
This is called the perceptron convergence criterion (cf., e.g., Bishop 1995). Irrespective
of training until convergence not always being desirable, this property does not reveal
anything about the performance on unseen data.
4.1.3 Bias and Threshold
Certainly, the δ value becomes important when the perceptron is trained in only one
epoch: it is easily shown that |wm+1| ≤ |W | · maxx∈W|x| and |bm+1| ≤ |W | ·δ holds for misclas-
sified training examples W = {xi ∈ Train  hi(xi) 6= y}. A disproportion between maxx|x|
and δ can obviously lead to an excessive predominance of the threshold and make the
scalar product even obsolete. To circumvent the problem of determining the right value
for δ, we can set it to zero sacrificing one dimension in the hypothesis space (thus b=0).
Graphically this means that only separating hyperplanes through the origin are consid-
ered, reducing the number of potentially solvable problems. In practice, especially in high
dimensional spaces as for text documents, this is usually not a very significant restriction,
and it additionally renders incremental training possible without parameter tuning.
4.1.4 Dual Form
It is important to see that the weight vector w can also be represented as linear combina-
tion of the training examples:
w=
m∑
i=1
αixi (4.3)
h′(x) =
m∑
i=1
αi · xix (4.4)
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assuming m to be the number of seen training examples and αi ∈ {−T, . . . , 0, . . . , T}
with T denoting the number of training epochs. The training examples used in the linear
combination, i.e. xi with αi 6= 0, are usually called support vectors especially in the
context of support vector machines (cf. Section 4.1.6). The perceptron can hence be
coded implicitly as a vector of instance or support vector weights α= (α1, . . . ,αm) instead
of explicitly as a vector of feature weights. This representation is denominated the dual
form in contrast to the primal form given in Eq. 4.1 and is crucial for developing the
memory efficient variant in Section 6.2.
4.1.5 Maximum Margin Hyperplane and Problem Hardness
For the perceptron algorithm, the number of errors until convergence depends on the
margin between the positive and negative points, i.e. the maximum diameter a separat-
ing hyperplane could have (cf. e.g. Bishop 1995, Freund and Schapire 1999, Novikov
1962). The hyperplane that maximizes the margin to the closest positive and negative
point is called the maximum margin hyperplane, and perceptrons will not necessarily find
it. However, the size of the margin is an indicator for the hardness of the learning prob-
lem: the smaller the margin the harder it is for the perceptron algorithm to find a good
solution.
A different but also important aspect that impacts the difficulty of learning a good
hyperplane is the sequence of the training examples. The resulting hyperplane is not in-
variant against the order of the training examples, which is obvious since the training
rule aims at making the model consistent with the current training example. If we order
the training examples so that e.g. the positive examples come first, we would expect an
increment in the numbers of errors, and hence epochs, until convergence. This disad-
vantage turns into an advantage in online settings with stream data where the examples
have a specific, mostly chronological order and examples become available for training
after being tested (cf. Section 4.6.7).
4.1.6 Support Vector Machines
In contrast, Support Vector Machines (SVM) learning algorithms (Cortes and Vapnik
1995) are able to compute the maximum margin hyperplane for given training points.
Following Burges (1998)35 the optimal hyperplane w is found by
minimizing
1
2
w2
subject to xiw≥+1 ∀1≤ i ≤ m . yi = 1
xiw≤−1 ∀1≤ i ≤ m . yi = 0 (4.5)
35 We omit the bias b in the formula since augmenting X by a dimension a + 1 which is always δ is
mathematically equivalent.
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which is a convex quadratic programming problem. For the non-linearly separable case,
there exists a variant with soft margins 1−ξi or −1+ξi, respectively, and minimization
of 1/2w2 + C
∑
i ξi with trade-off parameter C . The problem is often translated into the
dual (cf. Section 4.1.4), so that we instead
maximize
∑
1≤i≤m
|αi| − 12
∑
1≤i, j≤m
αiα jxix j
subject to 0≤ |αi| ≤ C , ∀1≤ i ≤ m∑
1≤i≤m
αi = 0 (4.6)
Roughly speaking, we reduce the problem to finding the support vectors which are
placed on the margin (xi with αi 6= 0). This also allows for using the kernel trick, which
consists in substituting the dot product xix j by the kernel function k(xi,x j). Computing
the non-linear kernel k corresponds to the dot product Ψ(xi) · Ψ(x j) in an augmented
feature space. E.g. using the polynomial kernel k(xi,x j) = (xix j)2 leads to an expansion
from X to X 2 = R(a·a).
In the augmented space it is now much easier to find linear separating hyperplanes, in
particular of course for originally non-linearly separable data. In other words, the kernel
trick allows for drawing non-linear hyperplanes in the original feature space. Note that
this also holds for the perceptron algorithm and generally for all linear classifiers which
can be trained and represented in the dual.
4.1.7 Comparison
SVMs are generally believed to outperform Perceptrons because they can find the max-
imal margin hyperplane. However, a closer look reveals that for text classification prob-
lems this may not be necessary, and that in turn perceptrons have several advantages.
E.g., as it becomes clear from Eq. 4.5 and 4.6, training SVMs is very sensitive to the size
of the training data. Perceptrons in contrast can be trained efficiently in an incremental
setting, which makes them particularly well-suited for large-scale classification problems
such as the rcv1 benchmark (cf. Section 4.6.1).
The good results of the perceptron variant of Ng et al. (1997) on the smaller Reuters
r21578 confirms the general suitability of perceptrons for text classification. Moreover,
Joachims (1998) already found out in an early work that SVMs with linear kernels are
sufficient to effectively process texts, which is an additional indication for the actual
adequacy for text classification tasks of linear classifiers in general and perceptrons in
particular. This hypothesis is backed up by a meta-study in which linear classification
algorithms achieve high rankings on r21578 (Sebastiani 2002, Table 6) and other more
recent publications cited in Section 4.5.1.
In addition, important advances were achieved in recent times trying to adapt the per-
ceptron algorithm in order to maximize the margin of the separating hyperplane, without
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Figure 4.1: Subproblems in multiclass multilabel perceptrons : in contrast to binary relevance
(cf. Figure 4.1) the separating hyperplanes are interconnected, i.e. they are learned so that the
examples in the green (resp. black, blue) cloud have a greater positive margin to the green (resp.
black, blue) separating hyperplane than to the other hyperplanes. In other words, that they are
more on their side than on other sides. The hyperplanes can hence not be trained independently.
losing the advantages of simplicity and efficiency that characterize the perceptron algo-
rithm.36 A recent overview and comparison of the several different variants concerned
with reducing the number of epochs, noisy data robustness, budgeting, etc., is given by
Krönke (2011). The basic perceptron variant used commonly throughout in this work
can be easily enhanced modularly by any of these extensions with the software package
accompanying his work. Alternatively, some researchers have proposed efficient training
algorithms for approximating the (linear) maximum margin hyperplane (Fan et al. 2008,
Joachims 2006) in linear time, but which are not incrementally trainable such as the
perceptrons.
Furthermore, note that contrary to SVMs, and most of the cited perceptron alternatives,
the basic perceptron algorithm as presented in this section is parameter-free and hence
does not require costly parameter optimizations. This is a well known disadvantage of
the otherwise popular SVM training (C in Eq. 4.6 and kernel parameters, cf. Chang and
Lin 2001) .
4.2 Binary Relevance Ranking
We train the binary relevance perceptron ensemble exactly as described in Section 3.1
with the only difference that the base learners do not receive T irain at once but incremen-
tally training instance after training instance. Hence, we obtain n perceptrons wi which
discriminate between their respective classes λi and the remaining labels. No perceptron
bias is learned, and as outlined in Eq. 4.1, a global threshold of θ = 0 is used (cf. Eq. 3.4).
Ties in the ranking (cf. Section 3.1) are broken randomly to not favor any particular class.
A binary relevance ensemble of perceptrons of this type can be categorized as
prototype-based (cf. the discussion about concept learning in Sections 2.5.1 and 3.1),
36 See e.g. Crammer et al. (2006), Dekel et al. (2005), Freund and Schapire (1999), Khardon and
Wachman (2007), Li et al. (2002), Shalev-Shwartz and Singer (2005), Tsampouka and Shawe-Taylor
(2007).
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Require: Training example pair (x, P), perceptrons w1, . . . ,wn
1: calculate xw1, . . . ,xwn, loss δ
2: if δ > 0 then . only if ranking is not perfect
3: calculate error sets E , F
4: for each λi ∈ F do τi ← 0 . initialize τ’s
5: for each (λu,λv ) ∈ E do
6: p←PENALTY(xw1, . . . ,xwn)
7: τu← τu+ p . push up positive classes
8: τv ← τv − p . push down negative classes
9: σ← σ+ p . for normalization
10: normalize τ’s
11: for each λi ∈ F do
12: wi ←wi +δ τiσ · x . update perceptrons
13: return w1 . . .wn . return updated perceptrons
Figure 4.2: Pseudocode of the training method of the MMP algorithm.
since a test point is predicted according to which weight vector wi is closest with respect
to the cosinus similarity xwi/|x||wi | (Sebastiani 2002).
4.3 Multiclass Multilabel Perceptrons
Multiclass Multilabel Perceptrons (MMPs) were proposed as an extension of the binary
relevance algorithm with perceptrons as base learners (Crammer and Singer 2003). Just
as in binary relevance, one perceptron is trained for each class, and the prediction is
calculated via the inner products. The difference lies in the update method: while in
the binary relevance method all perceptrons are trained independently to return a value
greater or smaller than zero, depending on the relevance of the classes for a certain
instance, MMPs are trained to produce a good ranking so that the relevant classes are
all ranked above the irrelevant classes. The perceptrons therefore cannot be trained in-
dependently, considering that the target value for each perceptron depends strongly on
the values returned by the other perceptrons. This difference to BR is emphasized in the
illustration in Figure 4.1.
The pseudocode in Figure 4.2 describes the MMP training algorithm. When the MMP
algorithm receives a training instance x, it calculates the inner products, the ranking and
the loss on this ranking in order to determine whether the current model needs an up-
date. For determining the ranking loss, any of the methods of Section 2.7.4 is appropriate,
though the output may have to be adapted so that a low value is returned on good rank-
ings. This allows to optimize the ranking in accordance with the used ranking loss. If the
ranking is perfect, the algorithm is done, otherwise it calculates the error set of wrongly
ordered class pairs E (cf. Eq. 2.46). The wrongly ranked classes are also represented
in F (cf. Eq. 2.50). In the next step, each class that is present in a pair of E receives
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Require:
Training example pair (x, P),
perceptrons {wu,v  u< v ,λu,λv ∈ L}
1: for each (λu,λv ) ∈ P × N do
2: if u< v then
3: wu,v ← TRAINPERCEPTRON(wu,v , (x, 1)) . train as positive example
4: else
5: wv ,u← TRAINPERCEPTRON(wv ,u, (x, 0)) . train as negative example
6: return {wu,v  u< v ,λu,λv ∈ L} . updated perceptrons
Figure 4.3: Pseudocode of the training method of the MLPP algorithm.
a penalty score. This is done according to a selectable penalty function. Crammer and
Singer (2003) propose several methods, including a function that returns a value propor-
tional to the difference of the scalar products of both classes. The most successful one,
however, seemed to be the uniform update method, where each pair in E receives the
same score. In the next step, the update weights τ are normalized and each perceptron
whose class was wrongly ordered is updated.
An example will illustrate the peculiarities of the MMP update method: Suppose that
all classes are correctly ordered except for one relevant and three irrelevant classes. The
three negative classes are ranked immediately over the positive and under the other
positive classes which are at the top.The error set contains three wrongly ordered pairs
and according to the uniform update method the positive class will receive in the sum
a penalty of 3 and the negatives each 1. Thus the perceptron of the positive class will
be updated to a degree three times as great compared to the other three, in accordance
with the degree to which it contributed to the wrong ranking. Note that regardless of
the used penalty function the positive and the negative classes receive in total the same
penalty scores and these are afterwards normalized, so that the degree of the overall
model update only depends on δ, i.e. on the quality of the ranking. More precisely, the
hyperplanes of the perceptrons of the relevant classes are translated by a total amount
of δ ·x, and the remaining classes by −δ ·x. In summary, the degree of the update for
a particular perceptron depends 1) on the used penalty method, 2) on how much it
contributed to the wrong ranking, and 3) on the general ranking performance.
4.4 Multilabel Pairwise Perceptrons
The decomposition of a multilabel problem using perceptrons as base learner is done
exactly as described in Section 3.4 with the difference that Multilabel Pairwise Percep-
trons (MLPP) are trained incrementally. This is reflected in the pseudocode in Figure 4.3.
Instead of iterating over the pairwise training sets T u,vrain and training wu,v serially, the pro-
cedure in Figure 4.3 obtains one multilabel training instance x at each time and passes
it the concerned perceptrons with respect to the pairs in P × N . TRAINPERCEPTRON cor-
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responds to the update in Eq. 4.2. Note that the pairwise models are symmetric, i.e.
wv ,u =−wu,v .
If we add the virtual label for calibration, we train the additional perceptrons
w0,1 . . .w0,n as described in Section 4.2 for the binary relevance version of the percep-
tron ensemble. We denominate this version CMLPP.
The prediction phase was already profoundly described in Section 3.4.3 and 3.4.5.
(C)MLPP uses simple voting so that the illustrations in Figure 3.4 and 3.6 apply.
In our particular implementation we distribute 2× 1/2 votes if a base classifier ties or
was not trained (e.g. if two classes are fully correlated). Moreover, we randomly solve
ties in rankings, but we use vv ≥ v0 for deciding if we predict a class λv (cf. Eq. 3.25).
4.5 Comparison
The next two subsections discuss and compare the differences between the perceptron
variants of the BR and LPC decompositions and analyze the computational costs. Most of
the advantages and disadvantages already discussed in Section 3.5 also apply for these
variants.
4.5.1 Discussion
In particular, we expect a better effectivity of MLPP due to the reduction of the sizes of
the subproblems (cf. Section 3.5.1). A simple example illustrates this: imagine two points
a and b on a line representing the center of the positive and negative points, respectively.
We now insert points according to an arbitrary distribution around a and b. Let µ(m)
denote the margin between the negative and positive points depending on the number of
inserted points m. This function is inevitably monotonically decreasing.
Thus it is very likely for a subproblem to have a larger margin than the full BR problem.
We have seen in Section 4.1 that the performance strongly depends on the available
margin between the points of the binary classes. Indeed, Knerr et al. (1992) observed
that the classes of a digit recognition task were pairwise linearly separable, while the
corresponding one-against-all task was not solvable with perceptrons. Thus, it can be
expected that the MLPP algorithm will also benefit from the pairwise approach.
Since the MMP algorithm is based on the binary relevance binarization, it can also be
expected for the pairwise approach to be superior. After all, the MMP algorithm has the
same problem space as the binary relevance method: the perceptrons have to find hyper-
planes that separates one class from the others, with the difference that the algorithm can
translate the hyperplanes along the normal vector and scale the inner product in order to
fit correctly in the ranking.
Since the revival of the perceptron algorithm with the publication of the voted per-
ceptrons approach by Freund and Schapire (1999), this learner has repeatedly shown
its efficiency and also effectivity in a wide range of domains (cf. Footnote 36). On the
popular small Reuters r21578 text benchmark e.g., an adapted version called CLASSI
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Figure 4.4: MLPP ensemble represented as artificial neural network. The labels at the arrows indi-
cate the weights of the input connections (multiplication), the full circles denote the sign activation
functions. The root node and arrows represent a input nodes and output connections resp., one
for each feature of x. All other connections are one-dimensional.
outperformed Ripper, one of the most effective rule learners (Ng et al. 1997). An adapted
perceptron algorithm referred to as Hieron (Li and Bontcheva 2007) showed to be clearly
more efficient but also more accurate than SVMs applied on a hierarchical ontology based
information extraction task, which has usually similar characteristics than text classifica-
tion. However, the non-adapted version of the perceptron with uneven margins (Li et al.
2002) was comparable in absolute numbers but slightly inferior. A similar hierarchical
approach was able to outperform binary relevance SVMs on the huge Reuters benchmark
rcv1 (Cesa-Bianchi et al. 2006). Eventually, hierarchical SVMs trained in a very similar
way as in Chapter 7 dominated. However, the perceptrons were only trained in one epoch
while the SVMs performed the whole optimization process.
Furthermore, one has to always bear in mind that SVMs are not incrementally trainable
while perceptrons certainly are. This is a clear advantage especially for large-scale data
and for scenarios with real-time learning and classification demands.
It is interesting to note that the MLPP ensemble of perceptrons can be seen as a feed
forward neuronal network with one hidden layer and fixed connections between the
nodes. The pairwise perceptrons correspond to nodes in the middle layer with the indi-
cator threshold function as activation function and the voting mechanism corresponds to
the output nodes at the bottom layer. An illustration is given in Figure 4.4. In the same
manner BR and MMP can be represented as fixed artificial neuronal networks without
hidden layer.
4.5.2 Computational Complexity
The complexities of BR and LPC were already analyzed and compared in detail in Sec-
tions 3.1.1 and 3.4.6. However, an analysis of BR, MMP and MLPP with perceptrons is
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Table 4.1: Computational complexity of perceptron ensembles given in expected number of dot
products and additions of vectors per instance, and number of vectors for memory, respectively.
Given in terms of number of total labels n, current |P| and average labelset size d and losses from
Section 2.7.
training time prediction time
memory
requirement
perceptron 1+ ERR =O(1) 1 1
BR n(1+HAMLOSS) =O(n) n n
MMP n+MARGIN+ ISERR =O(n) n n
MLPP |P|(n− |P|)(1+ ERR) =O(dn2) n(n−1)
2
n(n−1)
2
MLPP
MMP
|P|=O(d) n−1
2
n−1
2
particularly interesting for three reasons: Firstly, the costs were given very abstractly in
numbers of training examples or using very abstractly estimated complexities. The an-
alytically simple perceptron algorithm, which is common to all considered approaches,
allows for a very concrete analysis. Secondly, the presented approaches are incrementally
trainable and hence the following analysis can be considered as an extension. Moreover,
perceptrons learn in linear time and predict in constant time, so this analysis shows ex-
plicitly the case where p = 1 and q = 0. And thirdly, although MMP is based on BR
it has a different training with possibly different runtime constraints which deserves a
consideration itself.
We use the same notation as in previous analyses. In addition, a denotes the number
of attributes and a′ the average number of features not zero (size of the sparse represen-
tation of an instance).
Except for the last part, we will indicate the runtime dependencies in terms of percep-
tron prediction and update operations, since a scalar product wx requires nearly the same
amount of arithmetic additions and multiplications as an update w+τx. However, if the
factor τ is zero, there may be indeed a deviation. We ignore operations that have to be
performed by all algorithms such as sorting or internal real value operations. Addition-
ally, we will present the complexities per instance since all algorithms are incrementally
trainable.
We explicitly only consider the common variant of the perceptrons with simple weight
vectors w. Please refer to Chapter 6 and particularly Section 6.3 for the dual variant.
4.5.2.1 Memory Requirements
BR and MMP follow prototype-based approach, so they have to keep one perceptrons for
each class in memory, leading to n · a = O(na) memory space. In contrast, the pairwise
approaches require one perceptron for each of the n(n−1)
2
pairs of classes, hence we need
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O(n2a)memory. In addition, the calibrated versions require an overhead of n perceptrons
for the comparisons with the artificial label.
Since all perceptron ensembles are online-learners, we do not need to store the whole
training set in memory, so the requirements are reduced from ma to the a needed for the
current training instance.
4.5.2.2 Training
For processing one training example n dot products have to be computed by BR, plus
at most the same amount of vector additions if there was a prediction error. Follow-
ing Eq. 2.43, the costs are n(1 + HAMLOSS).37 MMP has to update each of the wrong
prototypes wi, λi ∈ F in addition to the initial prediction. Conveniently, |F | amounts to
ISERR+MARGIN (cf. Eq. 2.50), so that exactly n+ISERR+MARGIN operations are required.
The MLPPs require |P|(n− |P|) dot products, one for each associated perceptron. As-
suming an average prediction error of the base perceptrons of ERR, the costs amount to
|P|(n− |P|)(1+ ERR). Unfortunately, it is not possible to obtain a direct relation between
ERR and a multilabel metric in Section 2.7 such as for BR and MMP. The investigation of
this relationship remains for the future.
Assuming similar loss rates for all algorithms, i.e. (ISERR+MARGIN)/n ≈ HAMLOSS ≈
ERR ≈ δ, MLPP requires |P| − |P|/n ≤ |P| times the number of operations of MMP
or BR, hence on average ≤ d, confirming the analysis in Section 3.4.6. Assuming per-
fect prediction δ = 0 and the worst case δ = 1, respectively, for the pairwise and both
prototype-based approaches, and assuming38 |P| ≤ n/2, the costs ratio r between MLPP
and BR/MMP is bounded by
1
4
|P|= |P| 1/2n
2n
≤ |P| n−|P|
2n
≤ r ≤ |P|2(n−|P|)
n
< |P|2n
n
< 2|P| (4.7)
If the calibrated version CMLPP is used, we have to add the BR operations. For the
average number of operations per instance on the whole training set, we can substitute
|P| by d in the statements.
Thus, assuming similar loss rates, the pairwise training will be only d times slower on
average than the BR algorithm (or d + 1 respectively for the calibrated version) despite
training a quadratic number of base classifier.
4.5.2.3 Prediction
During prediction the one-per-class approaches achieve n computations for one instance,
since both use the same model space. For the pairwise approach all n(n−1)/2 perceptrons
37 We simplify the notation and write δ instead of δ(P, r) for losses computed on the prediction for a
training instance x.
38 This is no restriction, since otherwise we could just use |N |(n − |N |) for the particular estimation,
which corresponds to inverting the problem. The maximum number of operations for MLPP is reached
with |P|= n/2.
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have to be evaluated, leading to O(n2) computations. The ratio between both decompo-
sition philosophies is hence (n− 1)/2. If calibration is used, n(n+ 1)/2 perceptrons and
thus (n+ 1)/2 times more operations have to be performed.
4.5.2.4 Sparsity of Feature Vectors
If the feature vectors of the training and test instances are sparse, i.e. the average number
of components x i 6= 0 over all x, which we represent with a′, is low, perceptron based
approaches and generally linear classifiers can benefit computationally from an effective
representation of the instances. A sparse data structure only stores the non-zero com-
ponents and information about the indices gaps. This can be implemented e.g. by two
vectors ∈ Ra′ or a linked list.
While a sparse representation can save memory space when the whole training set has
to be stored, no reduction can be achieved for the perceptron ensembles since a high
density for these vectors is very likely. Hence, na numbers have to be maintained in
memory by BR and MMP, and O(n2a) for MLPP and CMLPP.
For training and prediction in contrast, we obtain the number of arithmetic float oper-
ations by multiplying the stated costs in number of perceptron operations by a′.
4.6 Evaluation
The rcv1 collection of Reuters news articles with 103 classes and 804,414 examples
is the largest and, in our opinion, most interesting test bed for the pairwise approach
presented in this chapter because the high number of documents particularly puts the
claimed scalability to test. We will present a detailed analysis of the results on this dataset,
and, in Section 4.6.8, show a brief summary of results on the other datasets, which will
essentially confirm the results on the rcv1 benchmark. Statistics on rcv1 can be found
in Section 6.1, which particularly focuses on the distribution of the labels and compares
rcv1 to the EUR-Lex dataset (which is more suitable for testing the scalability to a large
number of labels) and in the datasets overview in Section 2.9.1.
4.6.1 Experimental Setup
As already outlined in Section 2.9.1, we split the rcv1 dataset into 535,987 training
and 268,427 testing documents. Several tests with different values for the number of
attributes and different methods for term weighting and feature selection were done in
a systematic way in order to determine the most appropriate settings for both algorithms
on the Reuters rcv1. Typically, we used MMPs to reduce the number of candidates and,
among the remaining candidates, we picked a setting that worked well for both. The
following settings proved to generally provide good results and to allow a fair and rep-
resentative comparison: we used the common TF-IDF term weighting method (Salton
and Buckley 1988, Sebastiani 2002) and used the first 25,000 features ordered by their
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Table 4.2: Comparison on the rcv1 test set. The first block reports ranking metrics, while the
second and third one shows pseudo and real bipartitioning performance. All measures except
ERRSETSIZE and MARGIN are given in percentages, HAMLOSS is presented inverted. Recall, precision,
and F1 were (label and example based) micro-averaged. In the first block the less the better except
for AVGP.
NB BR MMP MLPP CMLPP
ISERR 51.79 35.87 29.35 28.14 27.36
ERRSETSIZE 6.285 7.614 2.801 1.920 1.904
RANKLOSS 1.709 2.529 0.687 0.478 0.472
MARGIN 4.513 5.833 2.120 1.453 1.438
ONEERR 12.85 4.022 3.750 2.964 2.902
AVGP 82.26 90.00 92.82 93.67 93.81
F1|P| 73.88 81.40 86.74 87.74 87.99
PRECd 71.61 78.86 81.92 82.56 82.74
RECd 66.51 73.24 76.08 76.67 76.85
F1d 68.96 75.95 78.89 79.51 79.68
1−HAMLOSS – 98.74 – – 98.97
PREC – 80.15 – – 86.77
REC – 79.70 – – 79.33
F1 – 79.93 – – 82.88
document frequency. All parameters of the preprocessing methods were only computed
on the training set to ensure that no information from the test set enters the training
phase. This setting was also retained in subsequent experiments with rcv1 and, with the
exception of differing number of features, also on other text collections for which we did
the preprocessing.
For the MMP algorithm we used the ISERR loss function and the uniform penalty func-
tion. This setting showed the best results in the work of Crammer and Singer (2003) on
the rcv1 dataset and our experiments confirm this. All perceptrons were initialized with
random values.
We performed also tests with the binary relevance method and a multilabel variant
of the multinomial Naive Bayes (NB) algorithm (cf. Mitchell 1997, Sec. 6.9) in order
to provide a baseline. In one of our first experiments we counted the TF-IDF instead of
the term frequency values for the Naive Bayes. We found out that by using this additional
information about the overall relevance of each term the accuracy even doubled for some
losses. We report therefore these improved results.39
39 Note also that using the Naive Bayes as base classifier for a pairwise binarization is pointless as it
results in the normal Naive Bayes (Sulzmann et al. 2007).
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4.6.2 Ranking Quality
The ranking results are presented in the first block of Table 4.2 for a series of ranking
losses (cf. Section 2.7.4).
The binary relevance classifier is clearly outperformed by all other approaches, even
by the baseline Naive Bayes classifier for some metrics. This is not surprising, as it is the
only method that is not concerned with optimizing a ranking. However, the pairwise algo-
rithms MLPP and CMLPP also clearly outperform the MMP algorithm, which is essentially
a BR variant with a training procedure that aims at optimizing their ranking performance
(all differences are highly statistically significant with at least α= 0.1% according to the
Wilcoxon signed-rank test, see also further below).
Especially on the losses that directly evaluate the ranking performance the improve-
ment is quite pronounced. On average, (C)MLPPs increase the number of correctly ranked
relevant and irrelevant class pairs by almost one pair per example (ERRSETSIZE). Sim-
ilarly, the margin between the positive and negative classes is improved by more than
half a class (MARGIN). MLPP also has a ≈ 0.8% (≈ 2,100 documents) advantage in the
percentage of examples for which the top rank is correct (ONEERR). For the ISERR, the
advantage is less pronounced. Typically, a perfect classification is more likely to occur on
documents that have a small number of labels, whereas on documents with an increasing
number of labels the ISERR performance decreases rapidly. Thus, ISERR focuses more on
the performance on cases where there is not much to rank. The AVGP measure yields a
similar gain.
It is particularly important to note that MLPPs outperform MMPs in terms of ISERR,
although MMPs were trained to directly optimize this loss function, whereas MLPPs are
independent of a particular loss function. This holds also if MMPs are trained to optimize
a different loss. For example, the best MMPs trained to optimize MARGIN yield an average
MARGIN-loss of 1.95.
Surprisingly, CMLPP also improves the ranking performance over MLPP. Due to the
large number of test examples, these seemingly small improvements are statistically
highly significant.40 Apparently, the information provided by the introduction of the ar-
tificial calibration label not only allows to split the classes into relevant and irrelevant,
but the additional n binary models that are learned by CMLPP also help to somewhat im-
prove the ranking of the other classes. However, large improvements cannot be expected,
because the additional preferences involving the calibration label can increase the vot-
ing count of each label by at most 1, which allows only minor changes in the ranking
positions.
4.6.3 Calibration Performance
The (label and example-based) micro-averaged evaluation measures in the last block of
Table 4.2 can only be computed for the binary relevance classifiers and the calibrated
40 p 0.0001 according to the ANU sign test (cf. Section 2.10.1) and considering each test instance as
an independent sample.
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Figure 4.5: Predicted and actual number of classes for the calibrated ranking and for the binary
relevance approach on the rcv1 dataset.
pairwise multilabel perceptrons, because the other approaches are restricted to rank the
labels and do not separate them into relevant and irrelevant labels. The results show that
CMLPP competently splits between relevant and irrelevant classes: for every prediction
there is on average approximately only one class that is placed on the wrong side of
the boundary (either via bad ranking or via a bad setting of boundary). For BR, the
performance is similar but somewhat worse.
Figure 4.5 shows the actual distribution of the number of labels for each example,
and the distributions that result from the predictions of BR and CMLPP (irrespective
of whether the predictions are correct or not). Obviously, both algorithms follow the
original distribution quite closely. CMLPP predicts the correct number of classes in about
75% of the cases, in more than 90% the deviation was one class or less. Interestingly,
these numbers are even higher for the binary relevance ranking, even though its overall
performance is worse because of its bad ranking performance as discussed above. Thus,
the calibration point of the CMLPP rankings is closer tied to the ranking performance of
the algorithm, while for BR the two appear to be more independent. In general, a small
bias towards underestimating the number of labels is noticeable for CMLPP. This is also
shown by CMLPP’s recall, the only measure for which the pairwise approach is slightly
beaten (by BR).
In order to get an idea of the quality of the predicted boundary between relevant and
irrelevant examples, the second block in Table 4.2 shows a comparison of the boundaries
predicted by BR and CMLPP to a fixed boundary of three (the median value), and the real
boundary (cf. Section 2.7.4). This also allows to compare against the ranking algorithms,
so to say as if they were able to produce a bipartitioning.
The results show that CMLPP clearly improves over the median (PRECd , RECd and F1d),
but it also does not come near the performance using the real boundary (idealistic F1|P|).
Remind that for this boundary recall, precision and F1 are equal and that F1|P| is not nec-
essarily the maximal achievable value (cf. Section 2.7.4). The comparison to MLPP and
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Figure 4.6: Micro averaged recall/precision and ROC curves on the rcv1 dataset.
MMP confirms once more that CMLPP produces the best rankings, with a clear advan-
tage over MMP and BR. As already indicated, the binary relevance ranking BR has, for
the predicted boundary, a small advantage in terms of recall due to the somewhat more
cautious prediction of the boundary by CMLPP, but clearly suffers from a lack in precision
and a bad ranking performance, as can again be seen from the results for the median and
real boundaries.
In order to visualize the performance for different boundaries and the typical re-
call/precision trade-off, we plotted these two measures and the true and false positive
rates for all possible boundaries b = 0 . . . 103 in Figure 4.6 (cf. Section 2.7.4).
The resulting recall/precision plot in the left part shows that the curve of BR is com-
pletely dominated by the MMP curve, which in turn is dominated by the MLPP and the
CMLPP curves.
The complete ROC-curve exhibits a qualitatively similar behavior. In the right part of
Figure 4.6 we have enlarged the upper left area [0.0−0.2,0.8−1.0] to make these small
differences more visible. There are also regions in the graph where very small differences
between CMLPP and MLPP are noticeable in the graphs, but the resolution of the graphs
is too small to show them.
4.6.4 Computational Costs
We measured the run-time in order to compare it to our analysis of the computational
complexity in Section 4.5.2. We found it most convenient to measure an amount of pro-
cessed operations instead of an amount of (CPU-)time, since in this way it is guaranteed
to be independent from external factors such as logging activities and others not part
of the basic algorithm, suboptimal routines in the underlying workbench, activities of
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Table 4.3: Comparison of the number of operations of the different algorithms for training and
testing, in number of arithmetic and vector operations, and the memory requirements in kilobytes.
BR MMP MLPP CMLPP
train arithm. op. 4,237,467,068 4,307,889,941 13,287,753,360 17,525,186,974
test arithm. op. 2,080,697,850 2,080,697,850 106,115,590,350 108,196,288,200
train vector op. 55,896,832 56,680,708 174,184,241 229,390,902
test vector op. 27,647,981 27,647,981 1,410,047,031 1,437,695,012
memory in kb 362,534 366,392 862,414 872,900
the operation system etc. Since all the algorithms used are based on the perceptron al-
gorithm, a basic operation that is appropriate to compare the results of the different
algorithms can easily be found. Following our analysis, we report vector operations (dot
products and additions) as well as the caused arithmetic floating number operations.
Other operations such as comparisons and sortings were ignored.
Table 4.3 shows the number of operations in the training and testing process used
by the respective algorithms. The ratio of training operations between the binary rele-
vance and the pairwise comparison approach averages 3.08 and therefore corresponds
to the average number of relevant classes per example in the used dataset. Analogously,
the ratio between testing with MLPP and MMP is exactly 103−1/2 = 51. Also note that
the complexity of the CMLPP approach equals the sum of the complexities of the MLPP
and the BR approaches.41 All these observation are in agreement with our analysis in
Section 3.4.6 and 4.5.2.
In contrast, the true memory requirements is not reflected in the analysis due to the
overhead of the runtime environment. With 25,000 features and 4 bytes for each real
number, the relation should theoretically be 9.8 to 501 megabytes. The throughput of
training document per second was 1175/1252 for BR/MMP, and 605/772 for C/MLPP
in our experiments on a 2 GHz Dual Core Opteron. BR/MMP processed 758/849 test
documents per second while C/MLPP achieved respectable 72/74.
4.6.5 Learning Curve
A learning curve shows how quickly a learner is able to adapt its model to the data pre-
sented. For incremental learners, it is often used to show the learning progress. Before
a new example is added to the training set, it is first tested. The learning curve then
shows the accumulated loss over the processed training instances, divided by the number
of training examples. The result for the ISERR loss on the rcv1 data can be seen in Fig-
ure 4.7. Only MLPP is shown for convenience. It is shown that with an increasing number
of examples, MLPPs accumulate a clear advantage. However, in the beginning, the dif-
ferences are less pronounced and the MMP algorithm also seems to have a somewhat
41 For the training complexities this match is only approximate due to different initialization vectors.
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pending on the number of epochs.
better performance in this region. For the ranking loss RANKLOSS (not shown here) the
graph look very similar, except that here MLPPs clearly have a better performance from
the start. This result and even the comparison in terms of ISERR is remarkable because
the perceptrons of the MLPP are trained on fewer examples, which may be particularly
problematic in the beginning of the training phase.
4.6.6 Overfitting Analysis
In order to evaluate the overfitting property, both algorithms were trained in several
epochs over the training set. Crammer and Singer (2003) observed that the performance
of the MMP algorithm became worse with an increasing number of epochs. Our results
confirm this observation: While the evaluation on the training data indicates a better
adaptation, the performance on the test data decreases (Figure 4.8). For the MLPP al-
gorithm the better adaptation to the training data is also clearly observable, it quickly
reaches losses near 0, but in contrast to MMP, the results on the test data remain sta-
ble. We interpret this as evidence that pairwise decomposition of the problem does in
fact fit the problem structure, i.e., that the classes here are in fact pairwise linearly sep-
arable. MLPPs learn these linear decision boundaries after the first epoch through the
training examples so that further training is not necessary (but can also not lead to more
overfitting).
4.6.7 Concept Drift Analysis
Our presupposition is usually that the classification mapping is static and does not change
over time (cf. Section 2.2). But in practice this assumption does often not hold. In particu-
lar in text classification, one often can observe that the notion or semantic of a particular
class changes over the time. Sometimes it may also happen that several categories are
merged into one, or conversely, one category is divided into several subcategories. This
phenomenon is usually called concept drift and does typically appear in applications of
stream data classification.
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The rcv1 is very appropriate in order to analyze the robustness of a learning algorithm
since it contains more than 800,000 documents which are chronologically ordered. But
since no concrete concept drift is known for this dataset, we artificially introduce it.
Following Kong and Yu (2011b), we shift the mapping of the instances T = 〈(xi,yi)
 1≤
i ≤ m〉 as follows
y′i =
{
yi , with probability p =
m−i
m
(yi,m, yi,1, . . . , yi,m−1) , otherwise
(4.8)
resulting in the new drifted example set T ′ = 〈(xi,y′i)
 1≤ i ≤ m〉.42
Kong and Yu (2011b) very recently proposed to use ensembles of random decision
trees for learning stream data with concept drifts. The main idea is to generate k1 RDTs
with random attribute tests at the inner nodes and maximal depth k2. Comparably small
values of k1 and k2, around 10 or 20 and maximally 100, are sufficient in practice. During
the extremely fast training, the leafs incrementally collect statistics about the label dis-
tributions y and the labelset sizes |y| of the instances which passed all tests to the leafs.
Hence, each RDT predicts an average distribution and cardinality, which is subsequently
averaged over all trees.
RDTs are very suitable for data with a high number of examples and labels, since the
costs are bounded by the selection of k1 and k2. However they are not appropriate for
data with a high number of possibly sparse features, as we will also see in the following
experiments. This is because a RDT tree can maximally cover k1 · k2 feature dimensions
with their tests, and increasing k1 and particularly k2 quickly leads to a extreme de-
celeration. But for small datasets like yeast and scene, they obtain very good results,
often outperforming SVMs, but using only 10% to 1% of training and testing time.43
An additional decision tree learner for stream data was proposed by Read et al. (2010),
but unfortunately the used Hoeffding trees are not suitable for concept drifts. Recently,
Spyromitros Xioufis et al. (2011) proposed to use a windowing mechanism over the pos-
itive and negative examples of the base learners of a BR ensemble, which is particularly
suitable for nearest neighbor learners.
For the particular case of concept drifts in stream data, Kong and Yu implemented a
technique that subsequently decreases the weight of previous examples. More specifically,
the weight of an example decreases by half after a predetermined number h of subsequent
training examples. The integration of the half-life parameter is straightforward for per-
ceptrons by changing the update of the weight vector (Eq. 4.2) to wi+1 = 2
− 1hwi + αixi
or
wi+1 = 2
− i− jh wi +αixi
(4.9)
42 The ordering of the classes is not randomized in our version of rcv1, so it is possible that a certain bias
was introduced towards drifting to hierarchical close labels or labels similar in size.
43 Zhang et al. (2010b) and own preliminary experiments with yeast, scene, emotions (cf. Section 2.9.1)
not shown here.
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respectively if j was the last index with αi 6= 0. After m training examples, this results in
wm+1 =
∑m
i=1 2
−m−ih αixix. It is easy to see that this corresponds to an increasing learning
rate of ηi = 2
i
h (cf. Section 4.1.2).
Kong and Yu (2011b) reported an important improvement by assigning a half-life of
200 to the training examples. Particularly for rcv1, the improvement was from approx. 0.4
to 0.1-0.14 in terms of RANKLOSS. However, in our experiments using this parametrization
of the examples substantially harmed the performance of CMLPP as well as RDTs, as can
be seen in Figure 4.9. We adapted the RDT library of Zhang et al. (2010b) in order to
support the half-life parameter and tried out different combinations for the number of
features, the maximal depth of the trees and the size of the ensemble, following also the
recommendations of both publications. The best combination for RDT on rcv1 was to use
2500 features and 20 trees with a depth of 100. Similarly to the setting of Kong and Yu,
RDTs and CMLPP were trained on the first 67034 · j, 1 ≤ j ≤ 11 examples and tested on
the following 67034 ones so that we obtained eleven points for each learning algorithm.
We can see that changing the weights of the training examples clearly harms the perfor-
mance for both algorithms. The faster the decrease, the more pronounced is the increase
in ranking loss. Figure 4.10 shows only the CMLPP variants similarly to Figure 4.7 with
the average accumulated RANKLOSS. The last curve additionally shows the average of the
previous 10000 ranking losses (obtained in the same way, by testing before training) for
an infinite half-life, i.e. the default setting. It can be again clearly observed that a con-
stant learning rate is the best option in this particular setting. It is of particular interest
that the RANKLOSS-curves of CMLPP are almost linear and present only a slight ascending
slope though the mappings are completely shuffled in the end. This demonstrated the
robustness of CMLPP in this particular setting.
Regarding the contrary behavior of RDTs, and also MLPPs, than reported by Zhang et al.
(2010b), we cannot exclude an error in the implementation, but we consider it unlikely
since the same effect appears for both algorithms. On the other hand, the observations
in our experimentation seem reasonable since, even though the drift is very radikal, it
evolves very slowly during more than 800000 examples. Roughly speaking, after a pro-
posed half-life of 200, the example base expectedly becomes only to 200/804413≈ 2.5%
more often wrong than 200 examples before, but the examples have already lost half of
its weight. Intuitively, the drifting rate and the decrease rate of the examples weights
should correspond. As the curves in Figure 4.10 show, the half-life should lie even over
20000 for the proposed drifting setting. Nevertheless, this aspect should be investigated
in further, more varying settings. Moreover, we simply adopted the simple technique also
employed by Zhang et al. (2010b), but perceptrons were already investigated under the
focus of concept drifts, e.g. by Dekel et al. (2005) and their Forgetrons.
4.6.8 Results on other Datasets
In order to evaluate the algorithms on other datasets, we performed a few quick exper-
iments on the older and smaller Reuters r21578 dataset (11367 examples, 120 classes,
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on average 1.26 labels per example, with similar preprocessing as rcv1 and 10,000 fea-
tures), and, to represent other application domains, the popular yeast (2417 examples,
103 features, 14 classes, on average 4.24 labels per example) and scene (2000 examples,
294 features, 5 classes, on average 1.24 labels per example) datasets (cf. Section 2.9.1).
Previous experiments showed that both non-text problems seem to be hardly linearly
separable even using pairwise decomposition and that both algorithms appear to not
apply well to this sort of problems (Loza Mencía and Fürnkranz 2007b). As the results
were inconclusive, we simulated the use of a polynomial kernel of second degree by
adding all possible pairwise products of the original features to the feature vector. This
allows us to translate the problem into a higher dimensional space where it is more
likely linearly separable without having to modify our implementation and analysis. Note
however that it is generally possible to use any kernel function in combination with
perceptrons (cf. Section 4.1.6).
The results for 10 epochs (i.e. 10 iterations over the training data) in the case of r21578
and 100 epochs for yeast and scene over the training data and ten-fold cross-validation
are shown in Table 4.4.44
For the sake of compactness and due to correlation of the results in practice, only four
representative measures are presented for the additional datasets. The results for the
Naive Bayes baseline were also omitted.
Essentially, the results confirm the key findings on the large rcv1, namely that
44 The results may slightly differ from those of Fürnkranz et al. (2008) and Loza Mencía and Fürnkranz
(2008c) since they were recently redone in order to perform supplementary statistical tests. We applied
the Wilcoxon signed-rank test (cf. Section 2.10.2) on the averages of the cross validation. Some of the
measures reported in Table 4.2 were omitted since they did not provide any additional insights. For
the passed Friedman test on the averages on the cross validation folds results (one observation per
dataset instead of 10), we can conclude that BR < MLPP (10%) / CMLPP (5%) for RANKLOSS and AVGP
with the Bonferroni-Dunn test despite the small number of samples (3) and classifiers (4).
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Table 4.4: Comparison on the r21578, scene and yeast test sets, similarly to Table 4.2. The best
result in each row is indicated in bold font, significant differences to CMLPP are indicated with
−/+(10%), −−/++(5%), −−− /+++ (1%).
(a) r21578
BR MMP MLPP CMLPP
RANKLOSS 2.977 −−− 0.453 −−− 0.250 −−− 0.239
AVGP 91.59 −−− 95.46 −− 95.47 −−− 95.89
PREC 78.38 −−− – – 87.98
REC 85.59 +++ – – 83.79
(b) scene
BR MMP MLPP CMLPP
RANKLOSS 8.165 −−− 7.822 −−− 7.435 7.285
AVGP 85.64 −−− 85.82 −− 86.45 − 86.79
PREC 71.80 – – 71.83
REC 71.21 −− – – 74.20
(c) yeast
BR MMP MLPP CMLPP
RANKLOSS 22.73 −−− 21.03 −−− 17.49 17.54
AVGP 70.41 −−− 71.39 −−− 75.09 + 74.98
PREC 60.47 −−− – – 62.37
REC 59.07 −−− – – 63.31
1. the pairwise ranking methods outperform the one-against-all ranking methods.
Especially on r21578 the pairwise approaches clearly outperform the BR based
classifiers. On scene and yeast, the margin decreases, but (C)MLPP is still clearly
superior and all differences (to the calibrated version) are statistically significant.
Nevertheless the problem seems to be generally hard to handle even with the usage
of kernels since the losses are quite high. It is also interesting to note that the dis-
tance between BR and MMP clearly decreases for the two hard datasets with small
number of classes.
2. adding the calibration label to the ranking does not systematically deteriorate per-
formance (in the yeast dataset it lead to worse results, on the scene and r21578 it
helped)
3. the calibrated pairwise method outperforms the binary relevance predictor in terms
of bipartition metrics. Although BR can beat CMLPP on r21578 ’s recall, which is due
to the next point, for the remaining datasets and for remaining bipartition metrics
F1, HAMLOSS and ACC (not shown here), BR is dominated by the pairwise approach.
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4. r21578 confirms that the calibrated pairwise method is a bit more conservative
in predicting the number of relevant labels (lower recall than BR and on average
0.17 less predicted labels), but scene and yeast shows the opposite picture (on
average 0.04 and 0.16 more predicted labels). This matter will be discussed more
extensively in Section 4.6.9.
The calibrated pairwise method combines the advantages of both methods: it utilizes
the improved ranking capabilities of the pairwise approach, but, through its calibration
label, is able to make a good prediction where in the predicted ranking the labels should
be separated into relevant and irrelevant labels.
Although we see the main application field of the MLPP algorithm in the efficient solv-
ing of large scale (in number of examples as well as features) problems such as text
classification, where feature vectors are additionally very sparse, the reported results are
competitive with other published results on the yeast and scene dataset (cf. e.g. Veloso
et al. 2007, Zhang and Zhou 2006).
An extended comparison between CMLPP and BR one a broader range of datasets
in Section 5.4.2 again confirm the advantages of the pairwise approach. However, in
contrast to the comparison presented here, the employed variant of CMLPP does only
allow an evaluation of the bipartitioning performance.
4.6.9 Discussion on Cardinality Prediction
On first sight, it seems that the underestimation of the cardinality depends on the number
of labels, since the Reuters datasets both are large scale in this respect. However, another
explanation could be a dependency on the label density d/n, which is very low for these
two benchmarks: A true class λu has to collect at least v0 ≈ |N | votes from the |N | decisive
classifiers hu,v , λv ∈ N and from the |P| indecisive pairings with λv ∈ (P \{λu})∪{λ0} in
order to be predicted as positive. If the density is high(er), the sum of the indecisive clas-
sifiers is also statistically high(er) (expectedly |P|/2). Consequently, λu has much more
chances to compensate adverse mistakes in the decisive pairings (those which reduce vu)
and in the BR classifiers (so that v0 > |P|) because of the increased buffer of |N |/2 votes
from the indecisive pairings.
In a previous version of this study and in several previous publications (Loza Mencía
and Fürnkranz 2010, Loza Mencía et al. 2010) we explained the underestimation with
the total number of classes: when the BR classifiers included in CMLPP predict that v
(= n− v0) classes are positive, then this means for the remaining classes that they have
to obtain at least n − v votes of their maximum of n votes in order to be predicted
as positive. The probability that this happens for a real positive class decreases with
increasing n, since it becomes more probable that at least v base classifiers mistakenly
take a wrong and adverse decision. This is also a possible explanation, but in retrospect
the author finds the explanation given before more plausible and consistent with the
empirical observations herein and in Sections 5.4.2 and 6.4.3. However, it seems worthy
to further investigate this aspect in future work.
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In order to alleviate the problem with the underestimation of the label cardinality, a
simple solution entails manipulating the threshold v0 so that it is easier (or harder) for
a label to be declared relevant. This parameter could be user-determined or be fitted
e.g. by cross validation, as is done with several other parameterized algorithms. In order
to maintain the advantage of not having to fit or set parameters, CMLPP provides the
possibility of fitting the parameter (almost) for free. Note that for each training example,
all BR classifiers h0,v , 1 ≤ v ≤ n have to be evaluated in any case so that we obtain v0.
Moreover, in the same way, we obtain vu for all relevant labels λu ∈ P and hence the
corrective statistic about minu vu − v0. Correspondingly, a general, but possibly slightly
more expensive approach for pairwise ensembles with incremental base learner consists
in classifying training examples (or only some of them) before they are used for updating.
Note that the training of the pairwise base classifiers is independent of such a bias, the
training process remains untouched. Hence, a cost-efficient possibility for batch-learners
is to carefully compute the bias during prediction by comparing the predicted sizes to the
average prior labelset size.
4.7 Summary
In this chapter, we evaluated the use of a pairwise ensemble of perceptrons for multi-
label ranking and classification. Our results showed that despite the need for training a
quadratic number of classifiers, the resulting incremental learning algorithm can be effi-
ciently applied to large-scale text categorization and similar problems. We also demon-
strated the effectivity of the calibration technique in order to enable the pairwise learning
framework to provide a natural zero-point in the predicted label rankings.
Moreover, in terms of predictive quality, the pairwise approach compares favorably to
multiclass multilabel perceptrons, an algorithm for training an one-per-class ensemble
of perceptrons in a coordinated way by making the training signal of each perceptron
dependent on a loss function that depends on the entire ranking, and thus dependent
on the predictions of the other perceptrons in the ensemble. With the pairwise approach,
we go an alternative way and try to break up the problem into independent subproblems
by not trying to directly minimize any particular ranking loss, but by trying to learn the
ordering relation that induces the ranking.
In contrast to the baseline, we are able to provide a set of labels as prediction in a nat-
ural way. The key idea of this approach is to introduce a calibration label that represents
the boundary between relevant and irrelevant labels. We should though mention that in
this case the introduction of this calibration label effectively produces an ensemble that
combines the models learned by the conventional binary relevance ranking approach and
those learned by the pairwise classification approach. However, the additional effort pays
off, since our experimental results in the areas of text categorization, scene detection and
gene analysis shows that the binary relevance approach is clearly outperformed. We have
also seen some evidence that the calibration not only allows one to bipartition the rank-
ing, but that it can also improve the quality of the ranking itself because of the increased
redundancy provided by the additional classifiers in the ensemble.
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The reason for the good performance of (C)MLPPs seems to be mainly the adequacy of
this pairwise problem decomposition. Contrary to MMPs, the base perceptrons are able to
find perfect classifications on the training data, which are not due to overfitting but also
carry over to improved performance on the test set. Moreover, this performance does
not degrade if more training epochs are used, as it does for MMPs. Thus, the problem
seems to be pairwise linearly separable. We believe that this will be the case for many
text categorization problems.
However, the increase in predictive performance has to be paid with a small increase
in computational complexity, namely by a factor that depends on the average number of
labels per example. As for most multilabel problems (in particular in text classification),
this factor is rather small (about 3.24 in the rcv1 dataset), so we consider this not to be a
significant problem (cf. Section 2.9.1). The prediction time remains a problem, however
we show in Chapter 5 how to considerably reduce the prediction costs to the level of
training time by using Quick Voting (Park and Fürnkranz 2007) in conjunction with the
artificial boundary label. But even without this optimization, the usage of the linear time
perceptrons allowed to benefit from the full pairwise classification abilities on a huge
dataset with more than 800,000 documents, 103 classes and 25,000 features. We believe
that pairwise classification has not yet been tried with a problem of this size at the time
of publication. In fact, a version with only 3000 train and test instances is frequently
used (cf. provided benchmarks by Chang and Lin 2012, Tsoumakas 2012). However, an
increase of the number of classes by a factor of a small one-digit number would already
reach the limits of current desktop computers’ memory capacity. Chapter 6 is dedicated
specifically to this problem and an adapted version is presented that enables MLPP to
handle thousands of classes.
Apart from the mentioned improvements, the great variety in adaptations of the
perceptron algorithm allow very specific extensions of the MLPP algorithm (cf. Sec-
tion 4.1.7). Note also that if the training size is small or training time and incremental
learning is not important, similar benefits can be expected from using SVMs in training
the base models of MLPP.
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5 Efficient Aggregation Strategies
It has been shown that the complexity for training an ensemble of pairwise classifiers is
comparable to the complexity of training a BR ensemble (cf. Chapter 4). The reason is
that even though we have a quadratic number of classifiers in a pairwise ensemble as
opposed to a linear number in the BR ensemble, each of the pairwise classifiers contains
fewer examples.
However, the problem remains that a quadratic number of classifiers has to be eval-
uated to produce a prediction. Our first attempts in efficient multilabel pairwise classi-
fication lead to the algorithm MLPP, which uses the fast perceptron algorithm as base
classifier. With this algorithm, we successfully tackled the large Reuters-rcv1 text clas-
sification benchmark, despite the quadratic number of base classifiers (cf. Chapter 4).
Although we were able to beat the competing BR and the fast MMP algorithm in terms
of ranking and bipartition performance and were competitive in training time, the costs
for testing were not satisfactory.
Park and Fürnkranz (2007) introduced a method named Quick Weighted Voting (QVot-
ing) for multiclass problems that intelligently selects only the base classifiers that are
actually necessary to predict the top class. This reduced the evaluations needed from all
n(n− 1)/2 to only n logn in practice, which is near the n evaluations processed by BR.
In this chapter we introduce a novel algorithm which adapts the QVoting method to the
MLPP algorithm. In a nutshell, the adaption works as follows: instead of stopping when
the top class is determined, we repeatedly apply QVoting to the remaining classes until
the final labelset is predicted. In order to determine at which position to stop, we use
the calibrated label ranking technique (cf. Section 3.4.5). We evaluated this technique
on a selection of multilabel datasets that vary in terms of problem domain, number of
classes and label density. The results demonstrate that our modification allows the pair-
wise technique to process such data in comparable time to the one-per-class approaches
while producing more accurate predictions.
This chapter closes the gap that was left open in the study in Chapter 4, namely the ef-
ficient prediction in the pairwise decomposition framework. Although MLPP was already
able to provide a very practicable solution to large text classification problems (easily en-
abling real-time processing), the combination with QVoting makes a giant stride towards
sufficing one of the major challenges of scalability in pairwise multilabel classification:
the number of labels (cf. Section 1.1). For the first time we are able to loose the bonds of
quadratic dependency inherent in the pairwise approach, namely in the phase of aggre-
gation.45
45 We remind that the quadratic dependency explicitly excludes the pairwise decomposition process,
which may seem surprising at first sight but was already demonstrated in Section 3.4.
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Table 5.1: Sports competition example from FIFA World Cup 2006, group F.
(a) Actual games sequence
12 Jun AUS : JPN 3:1
13 Jun BRA : CRO 1:0
18 Jun BRA : AUS 2:0
18 Jun JPN : CRO 0:0
22 Jun JPN : BRA 1:4
22 Jun CRO : AUS 2:2
(b) Final table
pos. country points
1. Brazil 9
2. Australia 4
3. Croatia 2
4. Japan 1
Nevertheless, this novel algorithm still uses a quadratic number of base classifiers, i.e.
the memory requirements grow quadratically with the number of classes. Chapter 6 pro-
vides an algorithmically equivalent solution to this, although the dependency is shifted
towards the number of training instances. The combination of QVoting with the hierar-
chical approach in Chapter 7 alleviates both factors, but it does not longer correspond to
the full pairwise solution.
5.1 Quick Weighted Voting
As already seen, the quadratic number of base classifiers does not seem to be a serious
drawback for training a (calibrated) pairwise ensemble. However, at prediction time it is
still necessary to evaluate a quadratic number of base classifiers. We will sketch in the
following the basic idea by means of an example from the FIFA World Cup 2006 group
stage. Table 5.1(a) shows the matches in group F and Table 5.1(b) the final table.
It was clear from game three on that Brazil would at least tie at six points (at position
one), since all other teams already lost one time. But only after game 5 it was obvious
that Brazil would be the sole winner. For determining this, game 6 was theoretically not
necessary.
A vast margin to the second team is a common observation in sports competitions.
Hence, a large amount of games could often be safely omitted in order to determine the
winner of a league. QVoting tries to cause such a situation as soon as possible by intelli-
gently rearranging the games in this respect from the beginning of the competition. This
is accomplished by forcing to play the team with the currently best chances of winning
the whole league.
Imagine that the first game would have been Brazil vs. Croatia. QVoting would have
chosen Brazil vs. Australia or Japan as next match, since Brazil had the best chances at
that moment. After that win, the remaining confrontation would have determined Brazil
as winner.
The principle of QVoting for multiclass and multilabel prediction is described in full
detail in the following.
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Require: example x; classifiers {hu,v  u< v ,λu,λv ∈ L}; l1, . . . , ln = 0
1: while λtop not determined do
2: λu← argmin
λi∈L
li . select top candidate class
3: λv ← argmin
λi∈L\{λu} li and hu,v not yet evaluated . select second
4: if no λv exists then . no further unevaluated pairings with λu
5: λtop← λu . top rank class determined
6: else . evaluate classifier
7: vuv ← hu,v (x) . one vote for λu (i f vuv = 1) or λv (i f vuv = 0)
8: lu← lu+ (1− vuv ) . update voting loss for λu
9: lv ← lv + vuv . update voting loss for λv
Figure 5.1: Pseudocode of the QVoting algorithm (multiclass classification) (based on Park and
Fürnkranz 2007).
5.1.1 QVoting for Multiclass Classification
For the multiclass case, the simple but effective full voting strategy, which is applied often
to combine the predictions of pairwise classifiers to one multiclass classification result,
can be computed efficiently with the Quick Weighted Voting algorithm (QVoting, previ-
ously often abbreviated QWeighting), which is shown in Figure 5.1 (Park and Fürnkranz
2007). Instead of the evaluation of the quadratic number of all pairwise perceptrons, it is
possible to evaluate a smaller subset of it in order to compute the class with the highest
accumulated voting mass.
During a voting procedure there exist many situations where particular classes can be
excluded from the set of possible top rank classes, even if they reach the maximal voting
mass in the remaining evaluations. A more formal example as above explains the main
idea: Given n classes with n > j, if class λu has received more than n− j votes and class
λv lost j votings, it is impossible for λv to achieve a higher total voting mass than λu.
Thus further evaluations with λv can be safely ignored for the comparison of these two
classes.
Based on this intuition, Park and Fürnkranz (2007) developed the following algorithm:
Instead of selecting the base classifiers in a predetermined order, we chose the next clas-
sifier depending on a loss value, which is the amount of potential voting mass that a class
has not received. More precisely, the loss lu of a class λu is defined as lu := pu− vu, where
pu is the number of evaluated incident classifiers of λu and vu is the current vote amount
of λu. Obviously, the loss will begin with a value of zero and is monotonically increasing.
The class with the current minimal loss is one of the top candidates for the top rank class.
First the pairwise classifier hu,v will be selected for which the losses lu and lv of the
relevant classes λu and λv are minimal, provided that the classifier hu,v has not yet been
evaluated. In the case of multiple classes that have the same minimal loss, there exists no
further distinction, and we select a class randomly from this set. Then, the losses lu and
lv will be updated based on the evaluation returned by hu,v (recall that vuv is interpreted
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Require: example x; classifiers {hu,v  u< v ,λu,λv ∈ L}; l0, . . . , ln = 0
1: v0← 0, Pˆ ← ;
2:
3: for i = 1 to n do . evaluate all classifiers of artificial label λ0
4: v0← v0+ h0,i(x) . compute votes of calibrated label
5:
6: repeat
7: λtop← not determined
8: while λtop not determined do . apply adapted QVoting
9: λu← argmin
λi∈L\Pˆ
li . select top candidate class
10: λv ← argmin
λi∈L\{λu} li and hu,v not yet evaluated
11: if vu ≥ v0 or no λv exists then . adapted stopping criterion
12: λtop← λa
13: else . evaluate classifier
14: vuv ← hu,v (x) . update statistics
15: vu← vu+ vuv , lu← lu + (1− vuv )
16: vv ← vv + (1− vuv ), lv ← lv + vuv
17: if vtop ≥ v0 then
18: Pˆ ← Pˆ ∪ {λtop} . relevant label found
19: ltop←+∞ . arrange λtop at the end of possible opponents queue
20: until vtop < v0 . check if all relevant labels found
21:
22: return Pˆ . return relevant labels
Figure 5.2: Pseudocode of the QCLR2 aggregation algorithm.
as the amount of the voting mass of the classifier hu,v that goes to class λu and 1− vuv
is the amount that goes to class λv ). These two steps will be repeated until all classifiers
for the class λu with the minimal loss has been evaluated. Thus the current loss lu is the
correct loss for this class. As all other classes already have a greater loss, λu is the correct
top rank class.
Theoretically, a minimal number of comparisons of n−1 is possible (best case) if the top
class is selected first and it is correctly preferred in all comparisons (Park and Fürnkranz
2007). The worst case, on the other hand, is still n(n−1)/2 comparisons, which can, e.g.,
occur if all pairwise classifiers classify randomly with a probability of 0.5. In practice, the
number of comparisons will be somewhere between these two extremes, depending on
the nature of the problem. Section 5.2 analyses the costs in more detail.
5.1.2 QVoting for Multilabel Classification
A simple adaptation of QVoting to multilabel classification consists in repeating the pro-
cess. We can compute the top class λtop using QVoting, remove this class from L and
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repeat this step until the returned class is the artificial label λ0, which means that all
remaining classes will be considered to be irrelevant. This adaptation uses two simple ex-
tensions of the original algorithm. Firstly, the information about which pairwise classifiers
have been evaluated and their results are carried through the iterations so that no base
classifier is evaluated more than once. And secondly, by using the calibrated label ranking
approach we know beforehand that at some point the vote amount of the artificial label
has to be computed since this is the number of votes a label must at least obtain. So, in
hope for a better starting distribution of votes, all incident classifiers hi,0 of the artificial
label are evaluated explicitly before employing iterated QVoting. We refer to this method
as QCLR1 and QCMLPP1 if perceptrons are used as base classifiers (cf. Chapter 4).
In addition to this straightforward adaptation, we considered also a slightly improved
variant (QCLR2 or QCMLPP2 respectively if MLPP is used). In retrospect, QCLR1 com-
putes a partial ranking of classes down to the calibrated label. That means that for all
relevant labels all their incident classifiers are evaluated. It neglects the fact that for mul-
tilabel classification the information that a particular class is ranked above the calibrated
label is sufficient, rather than to which amount. QCLR2 works in the same way as QCLR1
except that it stops the evaluation of the current top rank λtop if it already received a
higher voting mass than the calibrated label. The class λtop is not automatically removed
from the set of labels as in QCLR1, since further evaluations for the computation of other
classes can occur, but it can not be selected as a new top rank candidate. In addition,
it is arranged at the end of possible opponents, since a match against L\Pˆ will help the
probably relevant λu more than a random outcome from a probably incompetent classifier
hu,v , λv ∈ Pˆ (cf. Section 3.5.2).
Note that the effectiveness of this testing procedure is highly dependent on the relation
of average number of relevant labels to total number of labels. We can expect a high
reduction of pairwise comparisons if the above relation is relatively small, which holds
for the most real-world multilabel datasets (cf. Table 2.2).
5.1.3 Extensions
Different search heuristics based on other losses than the number of “lost games” are
imaginable. Furthermore, the selection of the two next classes for evaluation can also be
varied, i.e. by pairing the “best” and the “worst” class in the next iteration instead of the
two currently best classes. In the same way, and especially in the beginning, using the
apriori label probabilities instead of randomly undoing the ties could lead to a further
improvement.
QVoting has been recently extended to a general framework supporting a great variety
of different types of multiclass decompositions (Park and Fürnkranz 2012), specifically
any decomposition representable as ternary ECOC matrix (cf. Section 3.3).
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5.2 Computational Complexity
The presented approaches do not change the training or the storage of the pairwise en-
semble, hence it remains quadratic with respect to the number of labels as indicated
in Section 3.4.6 and Table 3.2. The prediction has the following reduced computational
costs given in number of classifier evaluations and in dependency of number of possible
classes n and the average number of relevant classes per instance d in the training set.
We begin with an analysis of the base multiclass QVoting approach. We idealistically
assume perfectly classifying base classifiers, i.e. P(hu,v (x) = yu
 yu + yv = 1) = 1 and
P(hu,v (x) = 1
 yu+yv 6= 1) = 1/2. Once the true λtop ∈ P is selected as candidate λu or λv ,
it is also chosen the next n−2 times until it is determined as the winner and the algorithm
ends. In the best case λtop is selected randomly as the first candidate λu, leading to in
total n−1 base classifier evaluations. The worst case corresponds to the n−1-th position
and in total 2n− 3 evaluations. We can hence determine n− 1 as absolute and 3
2
n− 2 as
asymptotical lower bound for computing QVoting.
In the real world we have to relax our idealistic assumptions regarding the error rate
of the competent classifiers and the bias of the incompetent classifiers. Certainly, the
absolute upper bound of evaluations is still n(n−1)/2, e.g. when P(hu,v = 1) = 1/2, ∀λu,λv ∈
L. But fortunately, the number of comparisons will be somewhere between these two
extremes in practice, depending on the nature of the problem. Previous experiments of
Park and Fürnkranz (2007) have shown for the multiclass case that QVoting reduces the
amount of required base classifier evaluations from n(n−1)
2
to approximately n log (n) in
practice. Hence, we will use this as reference for the analysis of the combined QCLR
approaches.
Let CQV be the runtime of one iteration of QVoting. Then, it is easy to see that the num-
ber of base classifier evaluations for the multilabel adaptations of QVoting is bounded
from above by n+ |P| · CQV , since we always evaluate the n classifiers involving the cali-
brated class, and have to do one iteration of QVoting for each of the |P| relevant labels.
Assuming that QVoting on average needs CQV = n log (n) base classifier evaluations we
can expect an average number of n+dn logn classifier evaluations for the QCLR variants,
as compared to the ≈ n2 evaluations for the regular pairwise testing. Thus, the effective-
ness of the adaption to the multilabel case crucially depends on the average number d
of relevant labels. We can expect a high reduction of pairwise comparisons if d is small
compared to n, which holds for most real-world multilabel datasets (cf. Section 2.9.1).
Moreover, there is no disadvantage of using QCLR instead of the normal aggregation
process unless a more fine-grained distinction between classes than relevant-irrelevant is
required.
A compilation of the analysis can be found in Table 5.2, together with the complexities
of BR. Note that the stated prediction time for QCLR in the table is not an analytical
complexity bound like the others, but it is an empirically estimated asymptotic value.
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Table 5.2: Computational complexity comparison of the QVoting approach. n denotes the total
number of classes and d the average cardinality of the labelsets.
trained classifiers classifier evaluations
in memory during prediction
BR n n
CLR n(n+1)
2
n(n+1)
2
QCLR n(n+1)
2
∼ n+ dn logn
5.3 Experimental Setup
The next subsections describe the experimental setup for the experiments which compare
CMLPP with its optimized variant QCMLPP. The additional experiments with SVMs as
base classifiers, the setup and the results are presented in Section 5.4.3.
5.3.1 Datasets
The datasets that were included in the experimental setup cover three application areas
in which multilabeled data are frequently observed: text categorization (among others,
Reuters rcv1 and r21578 and the EUR-Lex dataset), multimedia classification (the scene,
mediamill and emotions datasets) and bioinformatics (yeast and genbase). Table 5.3
provides an overview of the different relevant characteristics of the used datasets, which
were already presented in Section 2.9.1.
Both Reuters test beds were preprocessed as indicated in Section 2.9.1, i.e. 25.000
text features remained for rcv1 and 10.000 for r21578. The EUR-Lex datasets will be
extensively presented in Section 6.1. In these experiments we focus on the subject matter
(eurlex_sm) and directory code (eurlex_dc) subsets since the last one EUROVOC with
3956 classes would require to maintain almost 8 million classifiers in memory which is
only feasible with the techniques introduced in Section 6.2. 5.000 features have been
selected.
In the previous experiments with MLPP on yeast and scene presented in Chapter 4, we
found that even the pairwise problems are hard to separate with a linear classifier (much
more so in the binary relevance setting). Thus, in this set of experiments, we added all
pairwise feature products to the original feature representation, in order to simulate a
quadratic kernel function.
5.3.2 Algorithmic Setup
All algorithms are trained incrementally. For the rcv1 dataset, a single, chronological pass
through the data was used (one epoch) because our previous results have shown that
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Table 5.3: Statistics of datasets. The attribute number in parenthesis refer to the actual used num-
ber of features, i.e. for scene and yeast the number of features after adding the pairwise products
and for the text collections the amount after feature selection. Labelset size d denotes the aver-
age number of labels per instance, and label density indicates the average number of labels per
instance d relative to the total number of classes n.
dataset n #instances m #attributes a d density
scene 6 2407 294 (86732) 1.07 17.9 %
emotions 6 593 72 1.87 31.1 %
yeast 14 2417 103 (10712) 4.24 30.3 %
tmc2007 22 28596 49060 2.16 9.8 %
genbase 27 662 1186 1.25 4.6 %
medical 45 978 1449 1.25 2.8 %
enron 53 1702 1001 3.39 6.4 %
mediamill 101 43907 120 4.38 4.3 %
rcv1 101 804414 231188 (25000) 3.24 3.1 %
r21578 120 11367 21474 (10000) 1.26 1.0 %
bibtex 159 7395 1836 2.4 1.5 %
eurlex_sm 201 19348 166448 (5000) 2.21 1.1 %
eurlex_dc 410 19348 166448 (5000) 1.29 0.3 %
delicious 983 16105 500 19.02 1.9 %
multiple iterations are not necessary (cf. Chapter 4). For the remaining text classification
tasks we report the results for 10 epochs. The classifiers for the supposedly more difficult
non-textual datasets were trained using 100 epochs. However, in terms of the relative
order of the tested methods, we found that the results are quite insensitive to the exact
numbers of epochs.
For yeast, scene, r21578 and EUR-Lex the reported results are estimated from 10-fold
cross-validation (cf. Section 2.7.2). In order to ensure that no information from the test
set enters the training phase for the text datasets, the TF-IDF transformation and the
feature selection were conducted only on the training sets of the cross-validation splits.
For datasets for which it was not indicated we used the first two-thirds of examples
for training and the remaining for testing. Particularly, we used 391 training examples
for emotions, 21519 for tmc2007, 463 for genbase, 465 for medical, 1123 for enron,
30993 for mediamill, the aforementioned 535,987 for rcv, 4930 documents for bibtex
and 12,920 for delicious.
We initialized the perceptrons in MLPP with random values.
5.4 Evaluation
The following sections analyze, in short, the predictive quality and in a more extensive
way the computational efficiency of the presented algorithms.
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5.4.1 Computational Efficiency
Our analysis of computational efficiency concentrates on the savings in base classifier
evaluations using the QVoting method on the different multilabel datasets.
Table 5.4 depicts the gained reduction of prediction complexity of the QVoting ap-
proach with respect to the classifier evaluations for CMLPP. For each of the four listed
methods (BR, CMLPP, QCMLPP1 and QCMLPP2) the average number of base classifier
evaluations is stated. In addition, for QCMLPP1 and 2 the ratio of classifier evaluations
to the complete set of pairwise classifiers, which are typically evaluated in the CMLPP
approach, are denoted within brackets, to emphasize the achieved reduction.
The first remarkable observation is the clear improvement when using the QVoting
approach. Except for the four smallest datasets regarding the labelsize, both variants of
the QCMLPP use less than 20 percent of the classifier evaluations for CMLPP.
Another appreciable point, especially regarding the mentioned deviation, is the clearly
visible correlation between the gained reduction and the label density of the problem,
i.e. the ratio of the average number of labels per instance to the total number of labels.
The dataset with the highest density, emotions, achieved the lowest reduction, followed
by yeast with a similar density and reduction ratio. Similarly, both QCMLPP variants eval-
uated the lowest ratio of classifiers for the dataset with the lowest density, the eurlex_dc
dataset. This observation confirms the previously stated expectation that the reduction
is highly influenced by the density. This effect is not surprising, since roughly speaking
QCMLPP employs iteratively QVoting until the calibrated label is found, and the num-
ber of iterations is obviously related to the density. Furthermore the results show that
QCMLPP2 slightly but constantly outperforms QCMLPP1.
For estimating the average runtime in practice, two columns were included, which state
the n log (n) and n + dn log (n) values for the corresponding datasets. We can clearly
confirm that the number of classifier evaluations is for all considered datasets smaller
than the previously estimated upper bound of n+dn log (n). Note that the value for yeast
(170.65) is actually greater than the number of existing classifiers (105). This is due to
the fact that the values lie yet in a range where lower order terms have still an impact in
the equation.
Figure 5.3 visualizes the above results and allows again a comparison to different com-
plexity values such as n, n log(n) and n2. The upper figure is a recapitulation of the
results from Park and Fürnkranz (2007) extended with multiclass classification perfor-
mance results of the multilabel datasets considered in this paper: instead of evaluating
until finding the calibrating label, QVoting was only applied once such as if it was a
multiclass problem. These results for the simulated multiclass classification performance
support additionally the statement that QVoting achieves an n log(n) runtime in prac-
tice. For better readability, a logarithmic scale for both axis is used. The lower figure is
more interesting in this context, where multilabel classification prediction complexity of
QCMLPP is presented. Note that the y-axis now describes the number of comparisons (or
classifier evaluations, respectively) divided by the number of labels, which is graphically
motivated and allows a finer distinction of the different curves. Note also that for the
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Figure 5.3: Prediction complexity of QVoting and QCMLPP: number of comparisons needed in
dependency of the number of classes n for different multiclass and multilabel problems. Upper
figure : Problems vehicle to letter in the first figure are multiclass problems already analyzed by
Park and Fürnkranz (2007), while multiclass versions of the multilabel datasets as described in
Table 5.3 were evaluated within this study. Lower figure : QCMLPP1/2 is compared to n(n+ 1)/2
as in CMLPP, n as in BR and n log (n) on 14 multilabel datasets.
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black curve (n+ dn log (n)) the actual average number of labels from the data was used
for computing the values and are identical to the ones from Table 5.4. These values are
also depicted in the additional Figure 5.4, which shows again the comparison of compu-
tational costs split into two figures, the first for smaller datasets with n < 103 and the
second for larger datasets. In comparison to Figure 5.3, the x-axis is now linear and we
have added the dataset names to the data points.
As we can see from these figures, the empirical runtime bound n+ dn log (n) is never
exceeded. We conclude that this estimate is a reasonable indicator for the runtime com-
plexity of QCMLPP.
5.4.2 Predictive Quality
Although it is not the focus of this study, we will compare in this section the prediction
quality of BR and CMLPP in order to demonstrate the expected advantage of the pairwise
approach. Note that the multilabel losses of the QCMLPP are exactly equal to those of
CMLPP since both compute for every instance the same partitioning into relevant and
irrelevant labels. Table 5.5 shows the label set predictions performance according to Sec-
tion 2.7.3.46 Four of the datasets were already used for evaluating CMLPP in Section 4.6.
But note that even though QVoting allowed to extend the empirical basis for evaluating
CMLPP due to the improvement in testing efficiency, QCLR does not allow a useful com-
parison and analysis of the ranking performance since it is not interested in providing
a good ranking: after it is clear which labels are at top of the calibrated label, no ad-
ditional computations are done in order to determine the remaining ordering. Ranking
losses produced by CMLPP on rcv1, r21579, scene and yeast were already presented in
Section 4.6. We also refer the interested reader to Loza Mencía et al. (2008, Table 7.1)
for a comparison on ranking losses including QCMLPP.
The first remarkable observation is that for the overall evaluation measures HAMLOSS
and F1 the pairwise approach dominates the one-per-class approach for every dataset
except genbase and medical. BR’s PREC is outperformed on all datasets.
On the other hand, QCMLPP achieves a lower REC for the datasets with slightly more
than 100 classes, beginning at rcv1 with 103 classes, and genbase and medical. As al-
ready outlined in Section 4.6.9, this is probably due to the fact that calibration tends to
underestimate the number of returned labels for each instance, especially for datasets
with a high density. The reason is that with increasing density the relevant labels can
obtain more votes from indecisive classifiers which they would normally not receive, and
hence they can more easily equalize missing votes from mistakes in the decisive classi-
fiers. Note that the datasets with a higher recall for CMLPP have densities in the interval
between 3.1% and 31.1% and the others only densities between 0.3% and 4.6%, con-
firming our explanation attempt. The corrective measure presented in Section 4.6.9 that
adapts v0 by subtracting a bias is perfectly applicable to QCMLPP.
46 The results for rcv1 and r21578 slightly differ from those of Loza Mencía et al. (2010) since the values
were adopted from the repeated experiments in Section 4.6 in order to be consistent.
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Table 5.5: Bipartitioning performance of the different algorithms. For HAMLOSS low values are
good, for the other three measures the higher the better. Bold values represent the best value
for each dataset and measure combination. Note that the multilabel losses of QCMLPP are exactly
equal to those of CMLPP.
HAMLOSS PREC REC F1
dataset n BR CMLPP BR CMLPP BR CMLPP BR CMLPP
scene 6 10.42 10.00 71.80 71.83 71.21 74.20 71.19 72.76
emotions 6 35.64 34.08 46.78 48.62 60.15 61.90 52.63 54.47
yeast 14 24.09 22.67 60.47 62.37 59.07 63.31 59.76 62.83
tmc2007 22 7.37 6.78 62.57 64.16 66.47 73.61 64.46 68.56
genbase 27 0.26 0.48 99.22 99.59 95.49 90.60 97.32 94.88
medical 45 1.51 1.51 71.72 76.02 75.84 66.75 73.72 71.08
enron 53 7.56 6.01 41.56 52.82 47.05 49.51 44.13 51.11
mediamill 101 4.52 4.16 42.28 56.66 10.05 19.70 16.24 29.23
rcv1 103 1.26 1.03 80.15 86.77 79.70 79.33 79.93 82.88
r21578 120 0.40 0.29 78.38 87.98 85.59 83.79 81.81 85.82
bibtex 159 1.57 1.35 46.53 57.97 36.30 34.84 40.78 43.53
eurlex_sm 201 0.76 0.54 63.39 77.88 74.11 71.57 68.32 74.59
eurlex_dc 410 0.26 0.17 56.26 79.21 70.54 61.98 62.58 69.54
delicious 983 5.58 3.48 11.88 19.77 29.59 26.51 16.95 22.65
However, a look at the average predicted labelset size shows that an underestimation
only occurs for the EUR-Lex datasets and not for r21578 or delicious (n ≥ 120). For
delicious QCMLPP even predicts more than 25 instead of 19 labels. On the other hand
we can observe that BR always predicted a higher label number than QCMLPP on the
datasets in which it achieved a higher REC. One extreme are the 47 predicted labels for
delicious, but note that in general it cannot be stated that BR overestimates the number
of labels.
Take also into consideration that it is easily possible to bias the recall/precision trade-
off of the calibration by simply subtracting or adding a fixed number of votes to the
artificial class count.
5.4.3 Support Vector Machines
We conducted experiments with support vector machines as base learners in order to
demonstrate that the same positive effects can also be expected from the pairwise ap-
proach and the QVoting optimization when using a different base learner. We used the
LibSVM implementation (Chang and Lin 2001) with standard settings, which uses the
RDF kernel, for the non-textual datasets and the efficient LibLINEAR implementation
(Fan et al. 2008) for textual datasets with the primal L2-loss SVM option, which is sup-
posed to enhance speed (Hsu et al. 2009a). We ignored the results on genbase since
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Table 5.6: SVM as base learner – Computational costs at prediction in average number of classifier
evaluations per instance. The italic values next to the multilabel adaptation of QVoting (QCLR2)
shows the ratio of classifier evaluations to CLR and the second rightmost column describes the
average number of relevant labels.
dataset n BR CLR QCLR2 n log (n) n+ dn log (n) d
scene 6 6 21 7.88 (37.5%) 10.75 17.50 1.07
emotions 6 6 21 11.87 (56.5%) 10.75 26.10 1.87
yeast 14 14 105 40.31 (38.4%) 36.94 170.65 4.24
tmc2007 22 22 253 68.92 (27.2%) 68.00 168.89 2.16
medical 45 45 1035 97.40 (9.41%) 171.30 259.12 1.25
enron 53 53 1431 223.42 (15.6%) 210.43 764.24 3.38
r21578 120 120 7260 303.90 (4.19%) 574.50 843.87 1.26
bibtex 159 159 12720 485.97 (3.82%) 805.96 2093.29 2.40
LibSVM predicted the empty label set on all test examples. For the remaining miss-
ing datasets no results could be retrieved due to the higher memory requirements of
the SVMs compared to the simple perceptrons. For yeast and scene we did not use the
quadratic kernel simulation anymore.
Table 5.6 shows the computational costs of QCLR2 with SVM as base classifier. We
can observe an overall similar picture compared to the results of Table 5.4: the pairwise
approach clearly benefits from the QVoting optimization. However, while the reduction
in number of required comparisons for the textual datasets is very similar, using LibSVM
seems to allow to further improve the ratio on the non-textual scene, emotions and yeast.
The explanation can be seen in Table 5.7, which lists the prediction quality for BR and
QCLR2. A very high precision is achieved by LibSVM for these datasets due to predicting
only a small number of labels. This cautious behavior of LibSVM could already be ob-
served for the genbase dataset. QCMLPP2 with perceptrons as base classifier e.g. predicts
2.51 labels on average on the emotions test set, while with SVM as base classifier only
1.27 are predicted. This means for QCLR on average more than one additional QVoting
iteration for each example during classification, which is the reason for the further re-
duction of the computational costs. An additional iteration can easily automatically be
enforced by biasing the stopping criterion as shown in Section 4.6.9.
Note that although the obtained reductions in number of base classifiers is similar for
both perceptrons and SVM, training the SVMs does usually require a higher amount of
CPU-time. Except for emotions, for which the time is almost equal, and yeast and scene,
which are not directly comparable due to the different feature representations used, the
perceptrons are always faster, namely 2.3× faster for tmc2007 to even 29 × faster for
enron.
Especially if we consider that the prediction quality of perceptrons and SVMs are very
similar (at least for the text classification tasks), this constitutes an important point in
defense of the perceptron algorithm. However, it is also interesting to observe that the
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Table 5.7: Bipartitioning performance of the different algorithms with SVM as base learner. For
HAMLOSS low values are good, for the other three measures the higher the better. Bold values
represent the best value for each dataset and measure combination. Note that the multilabel losses
of QCLR are exactly equal to those of CLR.
HAMLOSS PREC REC F1
dataset n BR CLR BR CLR BR CLR BR CLR
scene 6 12.57 12.51 93.25 93.04 32.16 32.58 47.77 48.21
emotions 6 27.56 26.57 65.55 64.98 34.34 41.85 45.07 50.91
yeast 14 22.51 22.51 75.61 75.60 37.81 37.82 50.41 50.41
tmc2007 22 6.99 6.63 66.16 67.31 62.33 66.16 64.19 66.73
medical 45 1.09 1.11 83.12 82.10 76.56 76.79 79.70 79.36
enron 53 5.70 5.22 55.87 59.95 48.64 53.36 52.00 56.47
r21578 120 0.56 0.55 71.23 71.76 78.49 78.34 74.68 74.90
bibtex 159 1.48 1.39 50.45 54.65 37.60 39.32 43.09 45.73
distance between BR and QCLR is considerably reduced when using SVMs, which might
be an indication for a higher robustness of the pairwise approach against weak base
classifiers.
Following the discussions about using perceptrons or SVMs in Section 4.1.7 and 4.5.1,
it would be interesting to make a comparison on basis on the reported results in Table 5.5
and 5.6. Unfortunately, a direct comparison is difficult on basis of bipartitioning results
due to the different tradeoff between recall and precision. For instance, QCMLPP clearly
obtains a higher overall F1 on the smaller datasets, but this is only due to the relatively
high precision and low recall of the SVM variant. A matching or similar recall or precision
between the perceptron or SVM based methods would facilitate a reasonable comparison,
but this is also not given for the set of larger datasets. However, recall and precision are
more outbalanced for SVM on these datasets and hence we can observe a slight advantage
over the perceptrons with respect to F1.
5.5 Discussion and Related Work
Very recently, Madjarov et al. (2012) presented an extension of QCLR based on the clear
separation of one-against-all and pairwise base classifiers. Only the prediction phase is
affected, the trained ensemble is exactly the same as in (Q)CLR. In a first stage and
similarly to QCLR, the BR classifiers hu,0 are consulted in order to predict a ranking on
the labels. According to a threshold, which is determined via cross validation, a separa-
tion in relevant Pˆ and irrelevant labels Nˆ is obtained and is maintained until the end.
If the threshold was zero like in (Q)CLR and conventional BR, their Two Stage Voting
Method (TSVM) would hence produce the same bipartition predictions as BR. In the sec-
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ond phase, a voting is performed in order to obtain a ranking on Pˆ. The considered votes
are determined from querying the classifiers hu,v , λu,λv ∈ Pˆ.47
Not surprisingly, the reduction in BC evaluations is higher than for QCLR since the
number amounts to O(n + d(d − 1)/2). But especially on datasets with a high label
dimensionality, the savings relation to CLR is often comparable. E.g. on enron, TSVM
achieves a reduction to 11.7% of the comparisons whereas QCLR2 needs 15.6% and
QCMLPP 18.2% (cf. their Table 8, column rreal -TSVM). The predictive quality is compa-
rable to CLR, though especially for big datasets we can observe a clear tendency of better
ranking ability of CLR, also reflected in the diagrams which show the quality in depen-
dency of |Pˆ|, i.e. the number of pairwise comparisons. Their experiments also confirm the
superiority of the pairwise approaches compared to BR, label powerset (cf. Section 3.2)
(significant in many cases) and also classifier chains (cf. Section 3.5.7). Based on the last
mentioned stacking classifier chains (CC), Madjarov et al. also present two enhancements
of TSVM which incorporate the predictions, or more specifically the training signals, of
all BR classifiers (TSCCM) or only the affected ones (hu,0 and hv ,0 for hu,v , TSPCCM) as
additional features for the training instances. Especially the last method deserves to be
considered in future works since it does almost not increase the computational costs and
it was able to slightly increase the performance in their two-stage method.
Another interesting point is their approach to predict a ranking on Nˆ . Madjarov et al.
simply carry over the scores of the BR classifiers and this seems to be enough in order
to obtain at least competitive rankings to CLR.48 Hence, this seems to be an appropriate
approach in order to enable QCLR to predict reasonable rankings in addition to biparti-
tions.
5.6 Summary
The main disadvantage of the approach of learning by pairwise comparison was, until
now, the quadratic number of base classifiers needed and hence the increased computa-
tional costs for prediction and the increased memory requirements. We have presented
in this chapter a time efficient algorithm for accelerating the aggregation process without
altering the prediction itself.
The proposed approach combines the calibration technique that transforms a class
ranking into a bipartite prediction by introducing an artificial thresholding class (cf. Sec-
tion 3.4.5) with the Quick Weighted Voting (Park and Fürnkranz 2007) that stops the
computation of the ranking when the bipartite separation is already determined .
47 In their explanation they statically add the votes resulting from Pˆ BR Nˆ . But since every class in Pˆ
would receive the same amount |Nˆ | of positive votes, this step can be omitted.
48 In one paragraph (p. 1032) they contradict and say that the labels in Nˆ are ranked according to the
votes, but from the previous descriptions and the results it seems obvious that this is not the case.
Another discrepancy is that QCLR and CLR perform differently on Hamming loss. They employed our
implementation of QCLR in Mulan (Tsoumakas et al. 2011b) for experimentation, which definitely
produced the same bipartitions as CLR in our set of experiments.
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For the combined QVoting multilabel method the computational costs savings com-
pared to the normal voting are especially important with increasing number of classes.
Though not analytically proven, our empirical results show that the complexity is upper
bounded by n+ dn log (n), in comparison to the evaluation of n in the case of the binary
relevance approach and n(n+ 1)/2) for the unmodified pairwise approach.
The benefit in predictive quality of using CMLPP against using BR was shown by an
extensive experimental evaluation on 14 datasets. Together with QVoting, CMLPP is able
to achieve a good trade-off between predictive quality and speed. Additional experiments
using state-of-the-art support vector machines as base learner instead of the perceptron
algorithm confirmed that the binary relevance approach is outperformed by the pair-
wise approach. These experiments also show that the advantage of using the pairwise
approach and QVoting is independent of the base learner employed. In addition, we
could observe indications for a increased robustness against weak base classifiers for the
pairwise ensemble.
The key remaining bottleneck is that we still need to store a quadratic number of
base classifiers, because each of them may be relevant for some example. The extension
to MLPP presented in the next section is mainly dedicated to this issue. The combination
with HOMER in Chapter 7, an algorithm that arranges multilabel base classifiers in a hier-
archical tree, also achieves to reduce memory consumption (in addition to computational
costs). But it is no longer equivalent to the original pairwise decomposition in which each
possible pairwise relation between labels is modeled, while QVoting aggregation and also
the MLPP based extension mentioned above explicitly are.
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6 Highly Scalable Dual Models
A very important challenge for multilabel classification, and certainly the most important
one for pairwise decomposition, is high label dimensionality (cf. Section 1.1). Section 4.4
introduced the perceptron based MLPP algorithm, which demonstrated its suitability on
demanding datasets such as Reuters with more than 100 labels. In Chapter 6 a dataset
with even almost thousand classes appeared and was successfully tackled by MLPP, but
this was only possible due to the extreme reduction (already in the original source) of the
feature space to 500 dimensions. But if such a limiting reduction is not desired and if the
label dimensionality increases to even higher levels, the limits of pairwise decomposition
scalability are surely exceeded. The present chapter introduces an adaptation based on
the internals of the perceptron algorithm that makes problems with these extreme char-
acteristics attainable to pairwise decomposition. The starting point of this study is the
following very concrete multilabel text classification challenge.
The EUR-Lex text collection is a collection of documents about European Union law. It
contains many different types of documents, including treaties, legislation, case-law and
legislative proposals, which are indexed according to several orthogonal categorization
schemes to allow for multiple search facilities. The most important categorization is pro-
vided by the EUROVOC descriptors, which is a topic hierarchy with almost 4000 categories
regarding different aspects of European law.
This document collection provides an excellent opportunity to study text classification
techniques for several reasons:
• it contains multiple classifications of the same documents, making it possible to
analyze the effects of different classification properties using the same underlying
reference data without resorting to artificial or manipulated classifications,
• the overwhelming number of produced documents make the legal domain a very
attractive field for employing supportive automated solutions and therefore a ma-
chine learning scenario in step with actual practice,
• the documents are available in several European languages and are hence very
interesting e.g. for the wide field of multi- and cross-lingual text classification (cf.
e.g. de Melo and Siersdorfer 2007),
• and, finally, the data is freely accessible (at http://eur-lex.europa.eu/)
The database is a very challenging multilabel scenario due to the high number of possi-
ble labels (up to 4000), which, for example, exceeds the number of labels in the Reuters
databases (cf. Table 2.2) by one order of magnitude. The EUR-Lex dataset is publicly
available under http://www.ke.tu-darmstadt.de/resources/eurlex/.
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Following the setting in Chapter 4, we evaluated three methods on this task: binary
relevance perceptrons, the fast multilabel multiclass perceptron algorithm on the basis
of the preceding approach, and the multilabel pairwise perceptrons algorithm. The pre-
vious work on using these algorithms for text categorization has shown that the MLPP
algorithm outperforms the other two algorithms, while being slightly more expensive in
training. However, another key disadvantage of the MLPP algorithm is its need for stor-
ing one classifier for each pair of classes. For the EUROVOC categorization, this results in
almost 8,000,000 perceptrons, which would make it impossible to solve this task in main
memory.
To solve this problem, we introduce and analyze a novel variant that addresses this
problem by representing the perceptron in its dual form, i.e. the perceptrons are for-
mulated as a combination of the documents that were used during training instead of
explicitly as a linear hyperplane (cf. Section 4.1.4). This reduces the dependency on the
number of classes and therefore allows the Dual MLPP algorithm to handle the tasks in
the EUR-Lex database.
We will focus on the label ranking abilities of the different approaches in this study
though the dual variant is also adapted in order to use calibration. The reasons are
twofold. Firstly, the new approach introduced was explicitly developed in order to han-
dle problems with a large number of labels. As could be already observed in the previous
chapters, calibration is susceptible to underestimating the cardinality on these types of
problems. Hence, it seems convenient to use external bipartitioning techniques in this
particular case, such as it would be necessary for the competing MMP algorithm. How-
ever, it is doubtful whether this is actually useful, since, secondly, the EUR-Lex database
is a typical scenario for label ranking prediction. The high number of labels makes it inap-
propriate for full-automated classification due to the increased uncertainty in the given
mappings as well as in the predictions. A supportive approach where a user select the
correct labels from a ranked list of suggestions seems more reasonable in this concrete
case. EUR-Lex is hence also a suitable representative for Web 2.0 and keyword suggestion
tasks (cf. Section 2.9).
6.1 The EUR-Lex Repository
The EUR-Lex/CELEX (Communitatis Europeae LEX) Site49 provides a freely accessible
repository for European Union law texts. The documents include the official Journal of
the European Union, treaties, international agreements, legislation in force, legislation
in preparation, case-law and parliamentary questions. They are available in most of the
languages of the EU, and in the HTML and PDF format. A cleaned example document in
English is given in Figure 6.1.
49 http://eur-lex.europa.eu
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Title and reference
Council Directive 91/250/EEC of 14 May 1991 on the legal protection of computer
programs
Classifications
EUROVOC descriptor
• data-processing law
• computer piracy
• copyright
• software
• approximation of laws
Directory code
• 17.20.00.00 Law relating to undertakings / Intellectual property law
Subject matter
• Internal market
• Industrial and commercial property
Text
COUNCIL DIRECTIVE of 14 May 1991 on the legal protection of computer programs
(91/250/EEC)
THE COUNCIL OF THE EUROPEAN COMMUNITIES,
Having regard to the Treaty establishing the European Economic Community and in
particular Article 100a thereof,
Having regard to the proposal from the Commission (1),
In cooperation with the European Parliament (2),
Having regard to the opinion of the Economic and Social Committee (3),
Whereas computer programs are at present not clearly protected in all Member States
by existing legislation and such protection, where it exists, has different attributes;
Whereas the development of computer programs requires the investment of considerable
human, technical and financial resources while computer programs can be copied at a
fraction of the cost needed to develop them independently;
Whereas computer programs are playing an increasingly important role in a broad range
of industries and computer program technology can accordingly be considered as being
of fundamental importance for the Community’s industrial development;
. . .
Figure 6.1: Excerpt of a EUR-Lex sample document with the CELEX ID 31991L0250. The original
document contains more meta-information. We trained our classifiers to predict the EUROVOC
descriptors, the directory code and the subject matters based on the text of the document.
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Table 6.1: Statistics of the EUR-Lex datasets. Label density indicates the average number of labels
per instance d relative to the total number of classes n, and distinct counts the distinct labelsets
found in the dataset |{Pi  i = 1 . . .m}|. The collection contains 19,348 documents and the feature
space was reduced from over 200,000 to 5,000 featues.
dataset name #classes n avg. labelset size d density d
n
distinct
EUR-Lex subject matter 201 2.213 1.101 % 2540
EUR-Lex directory code 410 1.292 0.315 % 1615
EUR-Lex EUROVOC 3956 5.310 0.134 % 16467
6.1.1 Retrieval
We retrieved the HTML versions with bibliographic notes recursively from all (non empty)
documents in the English version of the Directory of Community legislation in force50 on
the 7th of July 2006, in total 19,348 documents. Only documents related to secondary
law (in contrast to primary law, the constitutional treaties of the European Union) and
international agreements are included in this repository.
The legal form of the included acts are mostly decisions (8,917 documents), regulations
(5,706), directives (1,898) and agreements (1,597). This version of the dataset differs
slightly from that presented in previous works (Loza Mencía and Fürnkranz 2008a,b),
which still contained 19,596 documents. Some empty documents that were missed in
the previous version and all corrigendums (they contained the same standard text except
for one document since they were concerned with translations of the law into other
languages than English) have been removed.51 The updated version can be found under
http://www.ke.tu-darmstadt.de/resources/eurlex/.
6.1.2 Statistics
The bibliographic notes of the documents contain information such as dates of effect
and validity, authors, relationships to other documents and classifications. The classifica-
tions include the assignment to several EUROVOC descriptors, directory codes and subject
matters, hence all classifications are multilabel ones.
EUROVOC is a multilingual thesaurus providing a controlled vocabulary for Euro-
pean Institutions52. Documents in the documentation systems of the EU are indexed
using this thesaurus. The EUROVOC thesaurus was already presented in similar tasks
50 http://eur-lex.europa.eu/en/legis/index.htm
51 Originally, the number of 19,940 documents was retrieved. A range of documents were excluded:
214 contained some error message e.g. that the document was not available in English (189), 316
contained an empty text field, 50 did not contain any relevant category information and the 12 corri-
gendums were already mentioned.
52 http://europa.eu/eurovoc/
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Figure 6.2: Visualization of the graph of the EUROVOC thesaurus (slightly modified and pruned).
by Steinberger et al. (2002) and Pouliquen et al. (2003) (cf. Section 6.5). An attempt of
the visualization of the complex graph with its many nodes and connections can be found
in Figure 6.2.53 As it can be seen, the base structure is a hierarchy.
The directory codes are classes of the official classification hierarchy of the Directory
of Community legislation in force. It contains 20 chapter headings with up to four sub-
division levels.
The high number of 3,956 different EUROVOC descriptors were identified in the re-
trieved documents, each document is associated to 5.31 descriptors on average. In con-
trast, there are only 201 different subject matters appearing in the dataset, with a mean
53 The EUROVOC concepts and inter-relations were extracted into an ontology with a small tool (http:
//www.ke.tu-darmstadt.de/resources/classificationgui) from the official web pages.
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Figure 6.3: Distribution of the labelset sizes for the three EUR-Lex datasets.
of 2.21 labels per document, and 410 different directory codes, with a labelset size of
on average 1.29.54 Figure 6.3 provides a visualization of the distribution of the labelset
sizes. An overview of basic statistics of the different views on the dataset used in this
study are given in Table 6.1.
Previous dataset such as the Reuters rcv1 corpus (cf. Section 4.6) were constructed in
order to fulfill certain properties which are beneficial for classification (Rubin et al. 2011).
E.g. the categories were carefully selected in order to not exceed too much the number of
100. In addition, it was tried to construct well balanced categories, in particular to include
only few categories containing a small number of documents. EUR-Lex, in contrast, was
not preprocessed in this respect. This is reflected in Figure 6.4, which visualizes the sizes
of the labels, i.e. the number of examples associated to the individual labels, for the
different EUR-Lex subsets as well as for rcv1. Apart from the obvious difference in the
absolute sizes of the labels, we can observe that the sizes are more evenly distributed for
the EUR-Lex datasets. The curves are straighter and evenly dense. The only few points
below the number of 1000 and 100 examples for rcv1 in comparison to the EUR-Lex
datasets demonstrates the distinct distributions and the artificial construction process of
rcv1.
This is confirmed in Figure 6.5, which shows the frequencies of the label sizes. A point
(x , y) in this diagram means that there exist y labels with the same number of associated
examples x . We can clearly observe that the frequency of the label sizes for the EUR-Lex
subsets follows a power law. This relationship between an event’s attribute (the size of the
labels) and their frequency can be universally observed, e.g. in natural processes, biology,
physics, mathematics, social sciences, etc. The power law states that the frequency of an
54 Note that for the directory codes we only used the assignment to the leaf category as the parent nodes
can be deduced from the leaf node assignment. For the document in Figure 6.1 this would mean a set
of labels of {17.20} instead of {17,17.20}. The parent nodes would increase the label set size to 3.75.
More details and additional level-wise statistics and subsets can be found on the online site.
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Figure 6.4: Diagram of the sizes of the labels in number of associated examples for the EUR-Lex
dataset and Reuters rcv1 for comparison.
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Figure 6.5: Distribution of the sizes of the labels. The points of the different datasets on y = 1
were slightly shifted in height for better visibility.
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event follows as a power of an attribute of that event, i.e. in our case the size. It reflects
the intuition that small sizes are measured very often, whereas extreme sizes happen
rather infrequently. A popular example is the populations of cities in a country, which
usually follow a power law. Another example is Zipf’s law, which determines that the
frequency of a word in a natural language corpus is inversely proportional to its frequency
rank.
As the plot y = 1000 · x−1 demonstrates, particularly the frequencies for EUROVOC
match the Zipf-distribution quite well. Rubin et al. (2011) point out that this power-law
relation is natural for corpora in the real world: these datasets usually contain many rare
labels and only a few frequent labels. rcv1, in contrast, does not follow the power law
distribution, even if the label sizes are bucketed so that one rcv1 point matches one EUR-
Lex point (not shown here). EUR-Lex, in particular the EUROVOC subset, is evidently a
good representative of real world data and is hence very well suited for analyzing the be-
havior of multilabel learning algorithms in realistic scenarios, in particular in comparison
to rcv1.
6.1.3 Preprocessing
Figure 6.1 shows an excerpt of a sample document with all information that has not been
used removed. The full document can be viewed at http://eur-lex.europa.eu/LexUriServ/
LexUriServ.do?uri=CELEX:31991L0250:EN:NOT. We extracted the text body from the
HTML documents, excluding HTML tags, bibliographic notes or other additional infor-
mation that could distort the results. The text was tokenized into lower case, stop words
were excluded, and the Porter stemmer algorithm was applied. In order to perform cross
validation, the instances were randomly distributed into ten folds. The tokens were pro-
jected for each fold into the vector space model using the common TF-IDF term weighting
(Salton and Buckley 1988, Sebastiani 2002).
In order to reduce the memory requirements, of the approx. 200,000 resulting features
we selected the first 5,000 ordered by their document frequency. Though this feature
selection method is very simple and efficient and independent from class assignments,
it performs comparably to more sophisticated methods using chi-square or information
gain computation (Yang and Pedersen 1997). In order to ensure that no information from
the test set enters the training phase, the TF-IDF transformation and the feature selection
were conducted only on the training sets of the ten cross-validation splits.
6.2 Dual Multilabel Pairwise Perceptrons
Perhaps the hardest problem in the context of pairwise multilabel classification is that
even if training and testing can be performed efficiently, one still has to store a number of
classifiers that is quadratic in the number of potential labels. Even on modern computers
with a large memory this problem becomes unsolvable for a high number of classes. For
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the EUROVOC dataset e.g., the use of MLPP would mean maintaining approximately
8,000,000 perceptrons in memory.
In order to circumvent this obstacle we reformulate the MLPP ensemble of perceptrons
in dual form as we did with one single perceptron in Section 4.1.4. Remind that we can
formulate the weight vector w of a perceptron as a linear combination
∑m
i=1αixi of the
training examples that were used for updating w. In contrast to MLPP, the training ex-
amples (the support vectors in SVM terminology) are thus required and have to be kept
in memory in addition to the associated weights, since a base perceptron is now repre-
sented as wu,v =
∑m
i=1α
i
u,vxi. This makes an additional loop over the training examples
inevitable every time a prediction is demanded. But fortunately it is not necessary to re-
compute all xix for each base perceptron since we can reuse them by iterating over the
training examples in the outer loop, as can be seen in the following equations:
w1,2x= α
1
1,2x1x+α
2
1,2x2x+ . . .+α
m
1,2xmx
w1,3x= α
1
1,3x1x+α
2
1,3x2x+ . . .+α
m
1,3xmx
...
w1,nx= α
1
1,nx1x+α
2
1,nx2x+ . . .+α
m
1,nxmx
w2,3x= α
1
2,3x1x+α
2
2,3x2x+ . . .+α
m
2,3xmx
...
(6.1)
By advancing column by column it is not necessary to repeat the dot products compu-
tations, however it is necessary to store the intermediate values, as can also be seen in
the pseudocode of the training and prediction phases in Figure 6.6 and 6.7. Note also
that the algorithm preserves the property of being incrementally trainable. We denote
this variant of training the pairwise perceptrons the dual multilabel pairwise perceptrons
algorithm (DMLPP).
During the incremental training, the new training instance xm is multiplied in the outer
loop with the support vectors (SVs). As in conventional MLPP training (cf. Figure 4.3),
only the perceptrons concerned with pairings between relevant P and irrelevant labelset
N are evaluated. Moreover, it holds that αiu,v = 0 for {λu,λv}⊆ P ∨{λu,λv}⊆ N . Hence,
the set of pairings that has to be evaluated is further reduced to ((Pm∩ Pi)× (Nm∩Ni))∪
((Pm ∩ Ni)× (Pm ∩ Ni)). Added to the possibility that the current support vector was not
implicated as training instance in any of the base perceptrons, it may occur that it is not
necessary to compute the dot product. Following this procedure, it is ensured in Line 5
in Figure 6.6 that su,v results in wu,vxm =
∑m−1
i=1 α
i
u,vxixm at the end of both loops. In
the following lines we repeat the loop over the pairings and evaluate if wu,v mistakenly
would have predicted label λv ∈ Nm as positive.55 In that case, we simply determine
the current training example as positive support vector for wu,v . Thus, setting α
m
u,v ← 1
55 In our implementation we perform an update randomly in half of the cases if su,v = 0. This corre-
sponds to a random weight vector initialization in MLPP and random assignment in the case of a tie
(cf. Footnote 34).
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Require: New training example pair (xm, Pm),
training examples 〈(x1, P1), . . . (xm−1, Pm−1)〉,
weights {αiu,v  λu,λv ∈ L, 1≤ i < m}
1: for each xi = x1 . . .xm−1 do . iterate over previous training examples
2: for each (λu,λv ) ∈ Pm × Nm do . xm only relevant for training these pairs
3: if αiu,v 6= 0 then . also ensures that (λu,λv ) ∈ Pi × N ∨(λv ,λu) ∈ Pi × N
4: if pi still undefined then pi ← xi · xm . compute pi only if ∃u,v . αu,v 6= 0
5: su,v ← su,v +αiu,v · pi . note that su,v =−sv ,u
6: for each (λu,λv ) ∈ Pm × Nm do . update only concerned perceptrons
7: if su,v < 0 then . and only if they misspredicted
8: αmu,v ← 1 . note that αu,v =−αv ,u
9: return {αmu,v  (λu,λv ) ∈ P × N} . return new weights
Figure 6.6: Pseudocode of the incremental training method of the DMLPP algorithm.
corresponds to wmu,v = w
m−1
u,v + xm in primer MLPP. Indeed, negative support vectors are
also obtained due to the symmetry αu,v =−αv ,u.
The prediction phase reproduced in Figure 6.7 follows a similar setup. Firstly, we iterate
over the potential support vectors, which corresponds to the columns in Eq. 6.1. Secondly,
we identify which perceptrons wu,v (this time, all pairings (λu,λv ) ∈ Pi × Ni have to be
evaluated) actually make use of the support vector xi and we correspondingly update the
accumulated scores wu,vx. Lastly, we iterate over all scores su,v as it is done with hu,v (x) in
conventional pairwise classification (cf. Section 3.4.3) and hence obtain the vote vector.
6.2.1 Calibration
There exist two ways of adapting the calibration approach described in Section 3.4.5 for
DMLPP: processing the additional subproblems internally or externally.
The first version just includes the artificial label λ0 to the set of possible labels L and
extends the iteration in line 3 and 6 of the training algorithm in Figure 6.6 by adding the
combinations between this label and all the others {λ0}×L \ {λ0} to the combinations
between positive and negative classes P × N . However, we believe that this approach
could decrease the advantage that DMLPP obtains through the sparseness of the support
vectors, which is due to the pairwise decomposition. By sparseness we mean the rela-
tion between the full training set and the actually used support vectors {xi  ∃αiu,v 6= 0}.
Pairwise subproblems considering the artificial class are larger and hence more difficult
to solve. This normally results in more training examples that have to be used to update
the model, and hence more SVs. The higher density (the lower sparseness) of SVs di-
rectly increases the amount of dot products needed for processing both training and test
examples.
Therefore, the second version considered simply trains an external (non-dual) binary
relevance classifier (as described in Section 3.1) in parallel. During classification, the
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Require: example x for classification,
training examples 〈(x1, P1), . . . (xm, Pm)〉,
weights {αiu,v  λu,λv ∈ L, 1≤ i ≤ m}
1: for each xi = x1 . . .xm−1 do . iterate over training examples
2: p← xi · x
3: for each (λu,λv ) ∈ Pi × Ni do . xi was only be part of training these pairs
4: if αiu,v 6= 0 then . consider only if x is actually part of wu,v
5: if pi undefined then pi ← xi · xm . pi only needed if xi was SV for a wu,v
6: su,v ← su,v +αiu,v · p . add intermediate score to wu,vx
7: for each (λu,λv ) ∈ L×L , u 6= v do
8: vu←
{
vu+ 1 su,v > 0
vu+
1
2
su,v = 0
. add up a (half) vote for winning (tied) class λu
9: return voting v= (v1, . . . , v|L|) . return vote vector
Figure 6.7: Pseudocode of the prediction phase of the DMLPP algorithm.
predictions of the base perceptrons of the BR classifier are incorporated in the voting
process. We will denote this algorithm as DCMLPP.
6.2.2 Discussion and Further Extensions
Remind that the described decomposition and aggregation in DMLPP results in an ab-
solutely mathematical equivalence to MLPP. Let hPTrain be the primal version of MLPP
trained on a given arbitrary training set Train, let hDTrain be correspondingly the dual vari-
ant DMLPP, and let us assume, without loss of generality, an equivalent initialization
w0u,v = x0 := (1, . . . , 1) for MLPP and α
0
u,v = 1 for DMLPP, 1 ≤ u < v ≤ n, and equivalent
behavior at ties. Then it holds that
∀x ∈ X . hPTrain(x) = hDTrain(x) (6.2)
This follows directly from tracking the computations for the decision hyperplanes wmu,v ,
m= |Train|. In both cases we obtain
wmu,v =
m∑
k=0
αku,vxk α
0
u,v = 1 α
k
u,v =

0 {λu,λv}⊆ Pk∨{λu,λv}⊆ Nk
1
∑k
i=0α
i
u,vxi

xk < 0∧λu ∈ Pk
−1
∑k
i=0α
i
u,vxi

xk > 0∧λu ∈ Nk
0 otherwise
(6.3)
already compactly represented in Eq. 6.1.56 We abstain from giving a tedious complete
formal proof.
56 For the sake of clarity, and without loss of generality, we omit the case of equality and assume that the
continuous value of the sum of the dot products is never zero. See also Footnote 34.
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Note also that the pseudocode needs to be slightly adapted when the DMLPP algorithm
is trained in more than one epoch, i.e. the training set is presented to the learning algo-
rithm more than once (cf. Section 4.1.2). It is sufficient to modify the assignment in line 8
in Figure 6.6 to an additive update αiu,v = α
i
u,v+1 for a revisited example xT ·m+i = xi. This
setting is particularly interesting for the dual variant since, when the training set is not
too big, memorizing the inner products can boost the subsequent epochs in a substantial
way, making the algorithm interesting even if the number of classes is small.
Hybrid variants of the primer and dual MLPPs could further reduce the computational
complexity. The idea is to use a different formulation in training than in the prediction
phase depending on the specific memory and runtime requirements of the classification
task. In order e.g. to combine the advantage of MLPP during training and DMLPP during
predicting on the subject matter subproblem (cf. Section 6.4), we could train the classifier
as in the MLPP (with the difference of iterating over the base classifiers first and than over
the instances instead of reversely so that only one perceptron has to remain in memory)
and than convert it by means of the collected information during training the perceptrons
to the dual representation.
In addition to the savings in memory and run-time, analyzed in detail in Section 6.3,
the dual representation easily allows for using the kernel trick, i.e. to replace the dot
product by a kernel function, in order to be able to solve originally not linearly separable
problems. However, this is not necessary in the case of EUR-Lex since text problems are
in general linearly separable (cf. Section 4.1.6).
It follows from the mathematical equivalence that it should be possible to use more ad-
vanced versions of the perceptron algorithm. Most of the approaches cited in Footnote 36
concentrate on the update process, so that only line 8 has to be adapted. Others focus on
the minimization or even budgeting of the number of support vectors used (e.g. Dekel
et al. 2005, Orabona et al. 2009), a measure from which DMLPP would directly benefit.
Moreover and following the hybrid idea, the α weights in DMLPP could be obtained by
sequentially learning the pairwise classifiers using SVMs. The sparseness, and hence the
efficiency, could be further improved by relaxing the costs of using support vectors al-
ready deployed by a preceding pairwise linear classifier (the second sum in Eq. 4.6). This
also would apply to conventional perceptron algorithms. A further investigation in this
direction deserves increased attention.
An application of QVoting in the conventional way as in Chapter 5 is unrewarding, since
the scores are already computed when the voting process starts. But the implementation
in the process of accumulation of the scores, intelligently selecting promising or omitting
unpromising dot products, seems a practicable approach which could be investigated in
the future.
6.3 Computational Complexity
We recall the notation used for the complexity analysis: n denotes the number of possible
classes, d the average number of relevant classes per instance in the training set, a the
number of attributes and a′ the average number of attributes not zero (size of the sparse
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Table 6.2: Computational complexity of the perceptron based algorithms given as upper bounds of
number of addition and multiplication operations, for each instance, and in terms of the number
of classes n, the average cardinality d , the m training examples, the a attributes and the average
number of attributes a′ not zero.
training time prediction time memory requirement
MMP/ BR O(na′) O(na′) O(na)
MLPP O(dna′) O(n2a′) O(n2a)
QCMLPP O(dna′) ∼ na′+ dn log (n) a′ O(n2a)
DMLPP O(m(dn+ a′)) O(m(dn+ a′)) O(m(dn+ a′) + n2)
representation of an instance), and m denotes the size of the training set. As in previous
analysis, we do not estimate d as O(n) and distinguish between a and a′.
We will indicate the runtime complexity in terms of real value additions and multipli-
cations ignoring operations that have to be performed by all algorithms such as sorting
or internal real value operations. Note that while the scalar multiplication with a linear
model wx costs around 2a′ real value operations, the products between examples xix j
in DMLPP usually require much less operations since the probability is high that at least
one vector component is zero. The relation is e.g. 290 vs. 56 operations in the EUR-Lex
dataset. However, we estimate both types of operations in the same manner as O(a′).
We will present the complexities per instance since all algorithms are incrementally
trainable. We will also include the estimations for the QVoting variant of CMLPP.
6.3.1 Memory Requirements
BR and MMP follow an one model per class approach, so they have to keep the same
amount of perceptrons in memory, leading toO(n·a)memory space. In contrast, the non-
dual pairwise approaches require one perceptron for each of the n(n−1)
2
pairs of classes,
hence we need O(n2a) memory. In addition, the calibrated versions require an overhead
of n perceptrons for the comparisons with the artificial label. The same values apply for
the QVoting variants.
In the worst case when all training examples are needed as support vectors, the DMLPP
algorithms keeps the whole training set in memory, and additionally requires for each
training example x access to the weights of all class pairs P × N . Furthermore, it has
to intermediately store the resulting scores for each base perceptron during prediction,
hence the complexity is O(mdn + ma′ + n2) = O(m(dn + a′) + n2). Note that usually
a′  a, for the EUR-Lex dataset in particular 290  5000. In fact, we chose the 5000
most frequent features from a set of more than 200,000.
We can see that (QC)MLPP is applicable especially if the number of classes is low and
the number of examples high, whereas DMLPP is suitable when the number of classes is
high, however it does not handle huge training sets very well.
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6.3.2 Training
For processing one training example, we recall that n dot products have to be computed
by BR and MMP, plus at most the same amount if there were prediction errors. The
non-dual MLPPs require |P|(n − |P|) dot products, one for each associated perceptron.
Assuming that a dot product computation costsO(a′), we obtain a complexity ofO(dna′)
per training example.
Similarly, the DMLPP spends m dot product computations in the worst case. Note that
this is a very pessimistic estimation, since in practice the set of support vectors may be
much smaller (sparseness). In addition, it is probable that the pairings from the training
instance P × N do not coincide with those of the support vector xi, i.e. that (λu,λv ) ∈
((Pm ∩ Pi)× (Nm ∩Ni))∪ ((Pm ∩Ni)× (Pm ∩Ni)) is empty, as can be seen in the empirical
evaluation (cf. Section 6.4). Even though, the summation of the scores is asymptotically
bounded by O(dn) per support vector, leading to O(m(dn+ a′)) operations. It is obvious
that MLPP has a clear advantage over DMLPP in terms of training time, unless n is of the
order of magnitude of m or the model is trained over several epochs, as already outlined
in the previous Section 6.2.
6.3.3 Predicting
During prediction the MLPP evaluates all perceptrons, leading to O(n2a′) computations.
The dual variant again iterates over all support vectors and associated weights, hence
the complexity is O(m(dn+ a′)). At this phase DMLPP benefits from the linear depen-
dence of the number of classes in contrast to the quadratic relationship of the MLPP.
Roughly speaking, the breaking point when DMLPP is faster in prediction is approxi-
mately when the square of the number of classes is clearly greater than the number of
training documents. Of course this does not hold in the same degree for the comparison
with the QVoting improvement. QCMLPP requires empirically at most na′ + dna′ logn
computations (cf. Section 5.2). For BR and MMP with its O(na′) computations, DMLPP
becomes more efficient roughly when m is below a′ and n, i.e. if only spare training data
is available.
We can find a similar trade-off between primal and dual MLPP for the memory require-
ments with the difference that the factor between sparse and total number of attributes
becomes more important, leading earlier to the breaking point when the sparseness is
high.
A compilation of the analysis can be found in Table 6.2, together with the complexities
of MMP and BR. For the complexities of the calibrated variants of MLPP and DMLPP we
can simply add the corresponding complexity of BR, at least if we consider the externally
calibrated variant of DCMLPP.
In summary, it can be stated that the dual form of the MLPP balances the relationship
between training and prediction time by increasing training and decreasing prediction
costs, and especially benefits from a decreased prediction time and memory savings
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when the number of classes is large. Thus, this technique addresses the main obstacle
to applying the pairwise approach to problems with a large number of labels.
6.4 Evaluation
The following sections presents the setup of our experimental evaluation and analyzes
the results regarding predictive quality and computational costs.
6.4.1 Experimental Setup
For the MMP algorithm we used the ISERR loss function and the uniform penalty func-
tion. All the perceptrons of the different algorithms were initialized with random values,
except for the dual variant for which updating the base classifier for the first time was ran-
domized. This simulates the behavior of MLPP, but obviously results in slightly different
results though using the same random seed.
We performed also tests with a multilabel variant of the multinomial Naive Bayes
(MLNB) algorithm in order to provide a baseline (cf. Section 4.6.1). Another baseline
is depicted by FC (frequency classifier) which returns always the same ranking of classes
according to the class frequency in the training set.
DMLPP results are omitted since they differ only slightly from those of DCMLPP due
to the possible additional (one) vote won against the artificial label. In the same way,
we omit the results of MLPP since they differ only marginally due to a different random
initialization. Note however that MLPP cannot be applied to the EUROVOC dataset due
to the high memory requirements, which was the reason for developing the dual version.
The number of epochs indicates the number of times that the online-learning algo-
rithms were able to see the training instances. No results are reported for the per-
formance of DCMLPP on EUROVOC for more than two epochs due to time restric-
tions. Note also that the results differ slightly from those of previous experiments of
Loza Mencía and Fürnkranz (2008a,b) due to the modifications to the dataset presented
in Section 6.1. All results are averaged from the results of the ten fold cross validation
(cf. Section 6.1).
6.4.2 Ranking Quality
The results for the four algorithms and the three different classifications of EUR-Lex are
presented in Table 6.3 in terms of the ranking losses ISERR, ONEERR, RANKLOSS, AVGP,
F1|P| (in percentage for better readability) and MARGIN (cf. Section 2.7.4).
The first appreciable characteristic is that DCMLPP dominates all other algorithms on
all three views of the EUR-Lex data, regardless of the number of epochs or losses. Often
DCMLPP achieves better results than the other algorithms for more epochs. Especially
on the losses that directly evaluate the ranking performance the improvement is quite
pronounced and the results are already unreachable after the first epoch.
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In addition to the fact that the DMLPP outperforms the remaining algorithms, it is still
interesting to compare the performances of MMP and BR as they have still the advantage
of reduced computational costs and memory requirements in comparison to the (dual)
pairwise approach and could therefore be more applicable for very complex datasets such
as EUROVOC, which is certainly hard to tackle for DMLPP (cf. Section 6.4.4).
For the subject matter and directory code, the results clearly show that the MMP al-
gorithm outperforms the simple one-against-all approach. Especially on the losses that
directly evaluate the ranking performance the improvement is quite pronounced. The
smallest difference can be observed in terms of ONEERR, which evaluates the top class
accuracy.
The performance on the EUROVOC descriptor dataset confirms the previous results.
The differences in RANKLOSS and MARGIN are very pronounced. In contrast, in terms of
ONEERR the MMP algorithm is worse than one-against-all, even after ten epochs. It seems
that with an increasing amount of classes, the MMP algorithm has more difficulties to
push the relevant classes to the top such that the margin is big enough to leave all irrel-
evant classes below, although the algorithm in general clearly gives the relevant classes
a higher score than the one-against-all approach. An explanation could be the depen-
dence between the perceptrons of the MMP. This leads to a natural normalization of the
scalar product, while there is no such restriction when trained independently as done in
the binary relevance algorithm. As a consequence there could be some perceptrons that
produce high maximum scores and thereby often arrive at top positions at the overall
ranking. Furthermore, MMP’s accuracy on RANKLOSS and MARGIN seems to suffer from
the increased number of classes, since the loss increases from the first to the fifth epoch,
and still in the tenth epoch the value is higher than after only one epoch. Perhaps it is
indicated to use a different loss for MMP to optimize for problems with higher amount
of classes, where ISERR is inevitably high (cf. Section 4.3). The price to pay for the good
ONEERR of BR is a decreased quality of the produced rankings, as the results for RANKLOSS
and MARGIN are even beaten by Naive Bayes, which is by far the worst algorithm for the
other losses.
It is interesting to note in this context that the frequency classifier often achieves a
better performance than Naive Bayes and even BR, especially with increasing number of
classes as with EUROVOC.
The fact that in only approximately 5% of the cases a perfect classification is achieved
and in only approx. 65% the top class is correctly predicted in EUROVOC (MMP) should
not lead to an underestimation of the performance of these algorithms. Considering that
with almost 4000 possible classes and only 5.3 classes per example the probability of ran-
domly choosing a correct class is less than one percent, namely 0.13%, the performance
is indeed substantial.
6.4.3 Bipartition Prediction Quality
Table 6.4 shows the several results for predicting a set of labels for each instance rather
than a ranking of labels. Obviously, only results for BR and the calibrated version of
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Table 6.4: Average bipartitioning losses for the three views on the data and for the label set pre-
dicting BR and DCMLPP. For HAMLOSS low values are good, for the remaining measures high values
near 100% are good. Bold values indicate the best value with respect to the number of epochs.
1 epoch 2 epochs 5 epochs 10 epochs
BR DCMLPP BR DCMLPP BR DCMLPP BR DCMLPP
su
bj
ec
t
m
at
te
r HAMLOSS 1.196 0.715 1.004 0.641 0.823 0.574 0.757 0.540
F1 54.39 62.43 60.13 68.81 65.73 72.66 68.32 74.47
REC 64.64 54.02 68.66 64.26 71.62 69.25 74.11 71.56
PREC 47.03 74.08 53.55 74.09 60.74 76.43 63.39 77.63
di
re
ct
or
y
co
de
HAMLOSS 0.416 0.231 0.355 0.198 0.289 0.179 0.265 0.169
F1 46.81 49.37 53.28 62.95 59.74 67.75 62.58 69.64
REC 58.31 36.05 64.51 53.55 68.36 59.87 70.54 61.89
PREC 39.13 78.56 45.41 76.38 53.07 78.04 56.26 79.61
EU
RO
VO
C HAMLOSS 0.267 0.125 0.238 0.117 0.208 0.199
F1 26.95 18.20 31.56 36.11 36.42 38.57
REC 37.03 10.45 41.30 24.89 44.84 46.93
PREC 21.19 71.62 25.54 65.82 30.67 32.74
DMLPP can be shown since MMP only produces a ranking. The first remarkable point is
that DCMLPP outperforms BR in all direct comparisons for the overall measures HAMLOSS
and F1 and also PREC. But interestingly, BR always achieves a higher REC than DCMLPP.
This is due to the fact that the calibration tends to underestimate the number of returned
labels for each instance, especially for a high label density and when the base classi-
fiers are not yet that accurate such as for low numbers of epochs (cf. Section 4.6.9 and
solutions therein).
The average labelset size that is produced by DCMLPP demonstrates this: for subject
matter it increases from 1.65 to 2.04 (BR from 3.05 to 2.59), for directory code from
0.59 to 1.0 (BR: 1.93 to 1.62) and for EUROVOC it increases from small 0.77 to 2.01
after the second epoch (BR from 9.28 to 7.61 in the tenth epoch). BR begins with an
overestimation, reducing the predicted size subsequently.
In order to allow a comparison independent of different tendencies of the different
thresholding techniques, we also show the quasi break even point F1|P| in Table 6.3. This
also allows to compare to MMP, which is beaten by DCMLPP but performs better than BR.
6.4.4 Computational Costs
In order to allow a comparison independent from external factors such as logging ac-
tivities and the run-time environment, we ignored minor operations that have to be
performed by all algorithms, such as sorting or internal operations. An overview over
the amount of real value addition and multiplication computations is given in Table 6.5
(averaged over the cross validation splits, trained for one epoch), together with the CPU-
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Table 6.5: Computational costs in CPU-time and millions of real value operations (M op.) on EUR-
Lex. The values in parenthesis are only estimated.
subject matter directory code EUROVOC
training testing training testing training testing
BR 29.96 s 7.09 s 50.67 s 9.62 s 368.02 s 53.34 s
1,680 M op. 184 M op. 3,420 M op. 378 M op. 33,074 M op. 3,662 M op.
MMP 31.95 s 6.89 s 53.38 s 9.46 s 479.14 s 52.90 s
1,807 M op. 184 M op. 3,615 M op. 378 M op. 40,547 M op. 3,662 M op.
DMLPP 372.14 s 151.98 s 383.40 s 187.65 s 13,058.01 s 6,780.51 s
6,035 M op. 4,471 M op. 3,047 M op. 5,246 M op. 17,647 M op. 123,422 M op.
MLPP 69.50 s 164.04 s 120.70 s 643.34 s – –
3,886 M op. 18,427 M op. 4,735 M op. 77,629 M op. (175 G op.) (7 · 1012 op.)
QCMLPP 86.83 s 35.21 159.39 s 78.3 s – –
5,566 M op. 761 M op. 8,155 M op. 1,053 M op. (209 G op.) (74 G op.)
times on an AMD Dual Core Opteron 2000 MHz as additional reference information. We
report only results of DMLPP, since DCMLPP’s operations and seconds can easily be de-
rived or estimated by adding those of BR. Furthermore, we include the results for the
non-dual MLPP and QCMLPP2, however no values have been received for the EUROVOC
problem due to the memory space problem discussed at the end of this section.
6.4.4.1 Training and Prediction Costs
We can observe a clear advantage of the non-pairwise approaches on the subject mat-
ter data especially for the prediction phase, however the training costs are in the same
order of magnitude. Between MLPP and DMLPP we can see an antisymmetric behavior:
while MLPP requires only almost half of the amount of the DMLPP operations for train-
ing, DMLPP reduces the amount of prediction operations by a factor of more than 4.
Nevertheless this value is beaten by far by the QVoting variants, repeating the pre-
vious observations on the number of base classifier evaluations. As already shown in
Section 5.4, the QVoting strategy is competitive to the label-focused approaches in terms
of testing time.
For the directory code the rate for MMP and BR more than doubles in correspondence
with the increase in number of classes. Additionally the MLPP testing time substantially
increases due to the quadratic dependency, while DMLPP profits from the decrease in the
average number of classes per instance. It even causes less computations in the training
phase than MMP/BR. Again QCMLPP is faster in testing than DMLPP, but the distance is
quite smaller. For training DMLPP is clearly faster. Note that the calibrating variants need
the sum of BR’s and MLPP’s computations for training. The reason for the low number
of computations for DMLPP is not only the reduced maximum amount of weights per SV
(cf. Section 6.4.4.2), but particularly the decreased probability that a training example is
relevant for a new training example (and consequently that dot products and scores have
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to be computed) since it is less probable that both class assignments match, i.e. that both
examples have the same pair of positive and negative classes.
The classifier for subject matter has on average 20 weights set per support vector out
of 440 (= d(n − d)) in the worst case (a ratio of 4.45%), and on average 4.97% of
them are required when a new training example arrives. For the directory code with a
smaller fraction d/n 35.0 weights are stored (6.66%), of which only 1.10% are used
when updating. This also explains the relatively small number of operations for training
on EUROVOC, since from the 1,781 weights per SV (8.45%), only 0.55% are relevant
to a new training instance. In this context, regarding the disturbing ratio between real
value operations and CPU-time for training DMLPP on EUROVOC, we believe that this
is caused by a suboptimal storage structure and processing of the weights (and perhaps
also a more exhaustive statistics logging for the sake of analysis than on the remaining
approaches) and we are therefore confident that it is possible to reduce the distance to
MMP in terms of actual consumed CPU-time by improving the program code. Memory
swapping may also have influenced the measurement.
However, DMLPP cannot benefit in the same manner from this point during the predic-
tion phase on the EUROVOC as on the directory code subset. Nevertheless it is still more
efficient during training than the one-per-class variants.
Moreover, DMLPP enables to apply pairwise learning to this extremely large subset
of classes. Indeed, no results could be retrieved for the non-dual pairwise variants on
the EUR-Lex dataset due to the high memory requirements (cf. Section 6.4.4.2), but we
can try to estimate the expected number of computations. Based on the estimation that
MLPP requires d times computations than BR, we could expect around 175,000 M op.
for training on EUROVOC. (Q)CMLPP would require additionally the computations of
BR. For testing, we estimate the number of base classifier evaluations with n+ dn logn
(cf. Section 5.2) which provides reliable results. Under this assumption and using an
average of 0.926 M op. per base classifier evaluation (for the whole test set), we obtain
approx. 74,000 M op. for QCMLPP (whereas complete voting would spend more than
absurd 7 · 1012 op). This would mean again an advantage over DMLPP, but a relatively
small one compared to the previous datasets. However for training, DMLPP’s costs are
almost ten times smaller than the estimated MLPP costs. Note also that such experimental
settings are (currently) not possible due to the exponential memory requirements of the
non-dual pairwise approaches (see Section 6.4.4.2).
Note that MMP and BR compute the same amount of dot products, the computational
costs only differ in the number of vector additions, i.e. perceptron updates. A deeper
analysis of the contrary behavior of both algorithms when the number of classes increases
can be found in the work of Loza Mencía and Fürnkranz (2007a).
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Table 6.6: Memory requirements of the different classifiers for the EUR-Lex datasets. The values in
parenthesis are only estimated.
dataset BR/MMP DMLPP DCMLPP MLPP
subject matter 153 MB 199 MB 210 MB 541 MB
directory code 167 MB 210 MB 229 MB 1,818 MB
EUROVOC 1,145 MB 1,242 MB 1,403 MB (152 GB)
6.4.4.2 Memory Costs
The memory consumption provided by the Java Virtual Machine after training the sev-
eral classifiers for one epoch is depicted in Table 6.6. Note that these sizes include the
overhead caused by the virtual machine and the machine learning framework.57
MLPP already consumes more memory than the dual variant for the first dataset with
200 classes. For the 400 classes of the directory code view the algorithm requires almost
2 GB, while DMLPP is able to compress the same information into slightly more than 200
MB. Remind that as expected MLPP is not applicable to EUROVOC. A simple estimation
based on the number of base classifiers, number of features and bytes per float variable
results in 152 GB of memory.
Another remarkable fact is that the memory requirement of DMLPP is comparable to
that of the one-per-class algorithms: for the smaller datasets we obtain an overhead of
only 50 MB and for the bigger EUROVOC view it requires only double of the memory,
although representing a quadratic number of base classifiers. On the other hand, a view
on the memory consumption of DCMLPP reveals that great part of the space for MMP/BR
and DCMLPP is caused by the overhead of the JVM and the machine learning framework
(instances and class mappings in memory, extensive statistics, etc.). If we compute the
core memory requirements of BR by subtracting DMLPP’s value from DCMLPP’s for EU-
ROVOC, we obtain 161 MB. In consequence we obtain a general overhead of 981 MB
and thus an actual memory consumption of 261 MB for DMLPP. These values appear to
be realistic after a simple estimation. In the same way we can compute the expected
consumption for (Q)CMLPP by just adding 161 MB to MLPP’s numbers.
Note also that the memory requirements of BR/MMP and MLPP strongly depend on
the number of features a, while DMLPP’s sensitivity to the sparse amount a′ is quite inde-
pendent on the original size a. In fact, one reason for reducing the feature dimensionality
to 5000 by feature selection was to enable the primer variants, especially MLPP, to tackle
the tasks. Assuming that the more than 200,000 original features encountered (cf. Sec-
tion 6.1) were used, MMP/BR would require 40 times more space than given in Table 6.6
(1600 times more for MLPP).
57 We used the WEKA framework (Witten and Frank 2005), but we adapted it so that it maintains a copy
of a training instance in memory only when necessary for the incremental updating.
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6.5 Related Work
Pouliquen and Steinberger et al. have already experimented with the EUROVOC the-
saurus for cross-lingual similarity computation of documents using the associated EU-
ROVOC keywords as substitute attributes (Steinberger et al. 2002), and for automatic
keyword assignment (Pouliquen et al. 2003). The latter work basically follows a simi-
lar setting to our work. The authors use different refined text and linguistic processing
techniques and statistical computations in order to return for a document a (manually
limited) list of associated lemmas from the EUROVOC thesaurus. They obtained recall
and precision values of around 40 to 50% on one test set and around 65% on a smaller
different set of documents. Two human specialists judged manually the appropriateness
of the returned descriptors in the latter case. However, these results are not comparable to
those in this paper since a different set of document was used (also text from the EU, but
from a different resource), resulting also in a different number of EUROVOC descriptors
used, namely around 2900.
An also relatively large dataset with 1093 classes and 2802 texts was used in (Mon-
tejo Ráez et al. 2004). The authors introduced an algorithm that decomposes a multilabel
problem into binary problems such as BR but with the peculiarity that it is able to discard
base classifiers that perform poorly on their classes. The idea behind is the great un-
balanced distribution of classes. The authors concentrate on more common classes and
ignore infrequent ones as they do not influence the overall result in a great degree. The
obvious drawback is the percentage of uncovered classes, that reaches up to 65%.
Another interesting aspect in the work of Montejo Ráez et al. is the reweighting of
training examples in order to balance out the subproblems, since the unbalanced dis-
tribution and BR decomposition lead to very unbalanced subproblems. In our opinion,
this problem is not too severe for the pairwise decomposition, since it does not com-
pare one class against the accumulation of all remaining examples, achieving on average
a more balanced factor between positive and negative examples. However, (D)MLPP is
potentially able to use more advanced perceptron variants that also take into account
unbalanced classes (Crammer et al. 2006, Li et al. 2002). Also, since we mainly evaluate
the ranking quality, MMP and BR should not be discriminated by unbalanced classes in
our experiments.
Tsoumakas et al. (2008) processed a dataset from the Web 2.0 with almost 1000
classes. Their hierarchical approach HOMER is the base of Chapter 7. The very recent
technique of label space transformation was also successfully applied to this dataset
(Hsu et al. 2009b, Tai and Lin 2010) and even to datasets containing up to 4000 classes
(Bi and Kwok 2011). A short overview of this approach is given in Section 2.8.6.
However, Rubin et al. (2011) presented the first work (to appear soon) facing the chal-
lenging EUR-Lex eurovoc dataset. They adapted latent Dirichlet allocation (LDA) topic
models approach to multilabel classification. LDA assumes that each label (topic in the
terminology of LDA) is given as a distribution over words and a document is sampled
from a mixture of label distributions. More specifically, each word in a document is as-
sumed to be sampled from one label which was previously sampled for the document. In
150 6 Highly Scalable Dual Models
contrast to the originally unsupervised LDA, these distributions are estimated from the
mappings between documents and labels in the training data. In addition, Rubin et al.
perform an unsupervised LDA on top of the labels in order to capture label dependen-
cies and assume that the labels itself were sampled from a distribution over labelsets.
These labelsets are not taken from the training data, but LDA computes a predetermined
number k of them (k = 200 in their experiments), hence we could interpret this process
as a (probabilistic) multilabel clustering over the labels. During testing a document, one
label is chosen for each word. The resulting label distribution induces a distribution over
the labelsets, which subsequently influences the label distributions at the word-level. The
process is repeated until a stable final label distribution is obtained. The authors indicate
the training complexity as O(ad +mdk) and testing with O(a(n+ k)), which however
does not include convergence iterations.
A direct comparison with published results is always problematic, since a different
feature selection, feature representation and train-test splits may have been used. How-
ever, the similar experimental settings may reveal a tendency, which of course has to be
handled with care.58 DCMLPP behaves favorably in terms of all ranking losses except
RANKLOSS and MARGIN. However, for the latter two metrics the difference is clear. This re-
sults from the fact that RANKLOSS and MARGIN are more susceptible to outlier predictions,
i.e. a single relevant label which is missed and predicted at a rather low position can ex-
cessively influence the overall score. From the comparison to the basic LDA version which
does not induce labelset models on top (MARGIN = 708), it becomes obvious that the la-
belset models ensure that a label, which is itself predicted as rather unlikely by basic LDA
but which was often observed together in the training set with the most likely labels in
the predicted ranking, is pushed on a higher position. DCMLPP’s prediction, in contrast,
completely relies on the accumulation of preference statements for an individual label.
Ranking correcting techniques or alternative aggregation strategies (see Section 3.5.5 for
further explanations) could help the pairwise classifier to surmount this shortcoming.
6.6 Summary
In this chapter, we introduced the EUR-Lex text collection as a promising test bed for
studies in text categorization. Among its many interesting characteristics (e.g., multi-
linguality), our main interest was the large number of categories, which is one order of
magnitude above other frequently studied text categorization benchmarks, such as the
Reuters-rcv1 collection.
On the EUROVOC classification task, a multilabel classification task with 4000 possible
labels, the DMLPP algorithm, which decomposes the problem into training classifiers
58 An older version of EUR-Lex was used (Loza Mencía and Fürnkranz 2008a), which contains slightly
more documents (cf. Section 6.1). The bag of words on the same cross-validation splits were pre-
processed slightly differently. In the following, we reproduce the scores of the LDA-classifier, the
values for DCMLPP trained in two epochs (Table 6.3) and the performance on the older dataset
from Loza Mencía and Fürnkranz (2008a): ISERR 97.2/96.75/96.6, ONEERR 32/28.01/29.5, AVGP
51.1/52.72/52.3, F1|P| 47.17/48.04/–, RANKLOSS 1.77/2.398/2.5, MARGIN 269/387.51/397.
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for each pair of classes, achieves an average precision rate of slightly more than 50%.
Roughly speaking, this means that the (on average) five relevant labels of a document
will (again, on average) appear within the first 10 ranks in the relevancy ranking of
the 4,000 labels. This is a very encouraging result for a possible automated or semi-
automated real-world application for categorizing EU legal documents into EUROVOC
categories.
This result was only possible by finding an efficient solution for storing the approx.
8,000,000 binary classifiers that have to be trained by this pairwise approach. To this
end, we showed that a reformulation of the pairwise decomposition approach into a dual
form is capable of handling very complex problems and can therefore compete with the
approaches that use only one classifier per class.
It was demonstrated that decomposing the initial problem into smaller problems for
each pair of classes achieves higher prediction accuracy on the EUR-Lex data, since
DMLPP substantially outperforms all other algorithms. This confirms the previous re-
sults in Chapter 4 and 5 of the non-dual variant on the large text classification testbed
Reuters Corpus Volume 1 and also on a wide range of non-textual datasets. The dual
form representation allows for handling a much higher number of classes than the ex-
plicit representation, albeit with an increased dependence on the training set size. Despite
the improved ability to handle large problems, DMLPP is still less efficient than MMP, es-
pecially for the EUROVOC data with 4000 classes. However, in our opinion the results
show that DMLPP is still competitive for solving large-scale problems in practice, espe-
cially considering the trade-off between runtime and prediction performance.
The experiments in this chapter confirm the main statement about the adaptation of
the QVoting technique introduced in Chapter 5, namely that the technique permits to
reduce the amount of perceptron predictions of the MLPP algorithm during the classifi-
cation of the subject matter and directory code views to a level competitive to BR/MMP.
However, the processing of the almost 4000 classes of EUROVOC is out of scope, making
it still necessary to use techniques such as the Dual MLPP or hierarchical decomposition
techniques as introduced in the next chapter.
For future research, we see space for improvement in using hybrid variants in order to
further reduce the computational complexity and in the use of more advanced perceptron
training variants or SVMs (cf. Section 6.2.2) in order to further improve the prediction
quality.
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7 Hierarchical Model Efficiency and
Scalability
The former chapter presented an approach that is potentially able to pairwise decompose
challenging problems with almost arbitrary large number of labels. However, even with
the trick of dual reformulation, problems of this type of high dimensionality are hard to
tackle. Furthermore, the limitation on perceptron or support vector based learners and
the sensitivity to training size and label density have to be taken into consideration if we
want to employ DMLPP. For the normal variants the main bottleneck remains to be the
quadratic memory consumption with respect to the number of labels.
Recently (Tsoumakas et al. 2008) introduced the HOMER approach which decomposes
the problem into a hierarchy of simpler multilabel problems, where each subproblem uses
a reduced number of possible labels. The hierarchical structure of the labels is obtained
by applying recursive clustering to the initial set of labels. In the cited work HOMER
was applied to a key tagging problem with almost 1000 labels. The empirical evaluation
showed that it was able to outperform conventional BR with respect to predictive accu-
racy and, especially, classification time, which in turn indicates a sub-linear dependency
on the number of labels.
Similar positive results can be expected from using pairwise ensembles for solving the
subproblems generated by HOMER. More importantly, HOMER decomposes the original
problem into considerably smaller multilabel problems with a maximum number of la-
bels. This would have a direct impact on the required memory space and would enable
to apply the pairwise technique to tasks of almost any arbitrary large size.
In fact, our analytical and experimental results indicate that HOMER is able to improve
the classification performance, training time, and classification time for the calibrated
ranking approach on four datasets of mid- and high-range size. Additional evaluations
with binary relevance decomposition reveals that the supremacy on predictive quality is
maintained while the computational costs are on the same level or even clearly fall below.
However, we must bear in mind that we partly abandon the paradigm of pairwise pref-
erence learning. By applying the pairwise decomposition on only subsets of the original
class set we renounce to codify a great part of the preference information between labels
inherent in the original data. Nonetheless, the advantages are convincing and outweight
the disadvantages of relaxing the pairwise setting particularly on large tasks.
The following section informally and formally describes the HOMER algorithm. The
base study by Tsoumakas et al. (2009b) is extended by a detailed analysis of the compu-
tational costs in Section 7.2. The evaluation of the usage of different hierarchy clustering
approaches and the comparison between the different possible combinations of HOMER,
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binary relevance and calibrated label ranking are presented in Section 7.3 and summa-
rized in Section 7.5.
7.1 HOMER: Hierarchy of Multilabel Classifiers
The HOMER algorithm was introduced by Tsoumakas et al. (2008) and allows to use base
multilabel learners yet being sensible to the number of labels by decomposing the origi-
nal problem into a tree of multilabel subproblems: a predetermined number of labels are
joined to one metalabel, which is in turn one possible label in the parent multilabel sub-
problem. During prediction, the multilabel classifier at each inner node starting from the
root is queried and the children nodes are visited for which the metalabel was predicted.
The leaves represent the labels from the original problem.
7.1.1 Training
More formally, the algorithm works as follows. We assume at this point that a hierarchy
H on L and metalabelsM= 2L is already given.H ⊂M2∪M×L is defined as a partial
order that spans a rooted directed tree with a compositional semantic (cf. Section 2.5.6),
i.e.
µu H µv ⇔ (µu,µv ) ∈H⇔ µv ⊂ µu
⋃
µuHµv
µv = µu
⋃
µu,µwHµv
µu ∩µw = ;
(7.1)
We denote the metalabel at root node 1 by µ1 = L and the children metalabels at nodes
1.i, 1 ≤ i ≤ k′ ≤ k by µ1.i, where µ1 H µ1.i, and so forth until the original labels are
reached at the leaves, λi = µ1···. The ramification k′ is bounded by the maximal number
k of (meta)labels that can be contained in one metalabel. Each inner node 1,2,3 · · · is
associated to a multilabel classifier h1,h2,h3 · · · .
A training example (x, P) arrives at first at the root node, where it is used to train the
classifier h1 : X → {µ1.1, · · · ,µ1.k}. x serves as positive example for metalabels P1 :={µ1.i  P ∩ µ1.i 6= ;}. The training example is then passed to all children nodes 1.i with
positive metalabels µ1.i ∈ P1.
The classifiers at the inner nodes are trained similarly. Formally, the training set for a
classifier hz : X → {µz.1, · · · ,µz.k}⊂ 2µz at node z = 1..i is given as follows:
T zrain := 〈(x, Pz)
 P ∩µz 6= ;〉 Pz := {µz.i  P ∩µz.i 6= ;} (7.2)
Hence, at each node z the data is filtered so that only examples pass that are annotated
with at least on of its own label µz
An example for a hierarchy of eight original labels is illustrated in Figure 7.1. Imagine
an example x with P = {λ1,λ2,λ7}. For h1 the example would be positive for µ1.1 and
µ1.2. Hence, h1.1 would see the example as P
1.1 = {µ1.1.1,µ1.1.2} and h1.3 as positive for
µ1.3.2 = λ7. The classifier h1.2 would not receive it.
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h1 : X → {{λ1,λ2︸ ︷︷ ︸
µ1.1
},{λ3,λ4,λ5︸ ︷︷ ︸
µ1.2
},{λ6,λ7,λ8︸ ︷︷ ︸
µ1.3
}}
µ1.1
µ1.2
µ1.3
h1.1 : X → { λ1
{
µ1.1.1
, λ2
{
µ1.1.2
}
µ1.1.1
µ1.1.2
h1.2 : X → { λ3
{
µ1.2.1
, λ4
{
µ1.2.2
, λ5
{
µ1.2.3
}
µ1.2.1
µ1.2.2
µ1.2.3
h1.3 : X → { λ6
{
µ1.3.1
, λ7
{
µ1.3.2
, λ8
{
µ1.3.3
}
µ1.3.1
µ1.3.2
µ1.3.3
λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8
Figure 7.1: A sample hierarchy of multilabel classifiers. An example is forwarded to a child node if
the metalabel µz at the edge coincides with P, i.e. µz ∩ P 6= ;. Similarly, an edge µa.z is followed
during prediction if µa.z ∈ Pˆa, Pˆa = ha(x) (example based on Tsoumakas et al. 2008).
7.1.2 Predicting
The prediction works similar. A test example x is classified by h1 and only the predicted
nodes z with µz ∈ h1(x) are visited. The remaining levels are stepped trough recursively
until possibly predicting the original labels at the leaves. Formally, the following labelset
is predicted
Pˆ =
{
λi
 ∧
µzHλi
λi ∈ hz(x)} (7.3)
Returning to our example above, assuming a consistent base learner, the example
would be predicted as µ1.1 and µ1.3 by h1. Hence, only h1.1 and h1.3 have to be further
consulted, since neither λ6,λ7 or λ7 are in h1(x). However, it holds that λ1,λ2 ∈ h1.2(x)
and λ7 ∈ h1.3(x) and so these would be the predicted classes Pˆ. Note that it could hap-
pen that the root h1 predicts µ1.1, but that h1.1 returns the empty set. In this case, the
evaluation stops at the inner node and no label from this sub-tree is predicted.
7.1.3 Hierarchy Construction
Before the actual training phase starts, HOMER has to create the hierarchy treeH. This is
done recursively in a top-down depth-first fashion starting with the root. At each node µz,
k child nodes are first created using a clustering algorithm (see below). In case |µz| < k,
the number of children is set to k′ = |µz|.
The main issue in the former process is how to distribute the labels of µz to the k
children. We argue that labels should be evenly distributed to k subsets in a way such
that labels belonging to the same subset are as similar as possible. Such a task can be
7.1 HOMER: Hierarchy of Multilabel Classifiers 155
thought of as clustering with the additional constrain of equal cluster size. It has been
considered in the past in the literature, under the name balanced clustering (Banerjee
and Ghosh 2006). In the work of Tsoumakas et al. (2008), a new balanced clustering
algorithm named balanced k-means has been proposed for HOMER, which guarantees
that the clusters will be of exactly the same size. The base is a recursive k-means on the
label columns of the output matrix (yi)i, 1≤ i ≤ m= |Train|.
We will denote this approach with B for balanced clustering. The other two approaches
considered are random and even distribution (R) of the labels to the children nodes and
clustering (C) using the expectation minimization algorithm (as implemented in WEKA,
Witten and Frank 2005).
The justification for preferring similarity-based distribution is that if similar labels of
a node µz are placed in the same subset, then only a few (ideally just one) metalabels
µz.1,µz.2 . . . will be predicted and thus the remaining sub-trees will not be activated.
This will lead to reduced costs during the operation and testing of HOMER. Another
expected benefit is that each child node will probably contain less training examples. The
complexity of HOMER will be discussed in more detail in Section 7.2. The justification for
preferring an even distribution is that the multilabel classifiers at each node will deal with
a more balanced distribution of positive examples for each metalabel. This is expected to
lead to improved predictive performance.
We could consider HOMER as the combination of two components: 1) an algorithm
that constructs a hierarchy on top of the labels of a multilabel dataset (cf. references
on hierarchy extraction in Section 2.5.6), and 2) a generalization of the well-known
Pachinko-machine hierarchical classification algorithm (Koller and Sahami 1997) to the
multilabel case.
In the work of Tsoumakas et al. (2008), HOMER, when using the well-known binary
relevance classifier as the base multilabel classifier in each internal node, has proven
to outperform BR in terms of quality of prediction and, especially, classification time.
In this study, we particularly compare to the calibrated pairwise label ranking approach
(cf. Section 3.4.5) as multilabel classifiers at the nodes of HOMER.
We will use the following abbreviations throughout this chapter in order to indicate
the different possible combinations. H+BR will denote the combination of HOMER with
binary relevance as decomposition strategy for the multilabel subproblems. Correspond-
ingly, H+CLR or H+QCLR, respectively, will denote the combination with the (QVoting)
calibration label ranking approach. Note that H+CLR and H+QCLR use the same model,
hence we will preferably use H+CLR for indicating the training and H+QCLR for the
prediction phase.
7.2 Computational Complexity
This section extends the previous analysis by Tsoumakas et al. (2008) particularly re-
garding the combination of HOMER with the decompositive approaches. We refer to this
original analysis for the detailed costs of the clustering approach.
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For the sake of simplification of the analysis, we will assume that we have a perfect
k-ary tree of N + 1 levels and hence k · k · · · · = kN+1 = n leafs. Such a tree has ki−1
nodes at the i-th level, the root being the first level, thus in total
∑N
i=1 k
i−1 = kN
k−1 =
n−1
k−1
inner nodes. Any other tree with N levels and maximal ramification factor k will at most
require the costs of using the perfect tree. Further, we will need the average d of the label
cardinalities |P| and refer to previous analysis of BR, LPC and (Q)CLR in Sections 3.4.6
and 5.2.
Estimations are given in terms of (binary) classifiers for the memory requirements,
number of total examples for training and number of (binary) classifier evaluations for
prediction. Remind that the actual bytes and seconds, and especially the ratios given, may
deviate from the estimations given here particularly if the binary base classifier used has
not a linear behavior in number of training examples for training and is not constant for
memory and testing time (cf. Section 3.4.6.3). Particularly, the following analysis states
training (and testing) costs on per example basis and not in terms of the training size. A
summary of complexities and relationships between the approaches are given in Landau
big O notation in Table 7.1.
7.2.1 Memory
The number of inner nodes already determine the required number of multilabel classi-
fiers. For BR this amount has to be multiplied with k in order to obtain the number of
binary classifiers k n−1
k−1 = O(n) that have to be maintained in memory. This is less then
for pairwise decomposition, which will require additional k(k − 1)/2 n−1
k−1 = k(n− 1)/2
binary classifiers.
If we compare the requirements to those of the bases BR and CLR, we see a twofold
result. For a fixed k, the comparison between H+BR and BR results in a ratio of k(n−1)
n(k−1) in
favor of BR, but which becomes only nearly k/(k−1) for increasing n. For the additional
pairwise classifiers the ratio is k(n−1)
n(n−1) = k/n, which is a clear and important reduction.
The ratio between conventional CLR and BR is reduced from (n+ 1)/2 to
k(n− 1)
k− 1 /
k(k+ 1)(n− 1)
2(k− 1) =
2
k+ 1
(7.4)
for the combination with HOMER. Approximately the same relationship to normal BR
applies.
7.2.2 Training
During training the root processes all training examples. A training instance (with a non-
empty labelset) is passed to at least one children and at most to min(|P|, k) children,
depending on the clustering algorithm used and fortuity. At the subsequent levels, an
example will be reached over to at most min(|P|, ki) children nodes on the (i + 1)-th
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Table 7.1: Complexity comparison of BR and CLR and their combinations with HOMER. The row
captions indicate the base decompositions BR and CLR and their asymptotic complexities, whereas
the column caption denote the respective combinations with HOMER and their costs. In the cells
we find the ratio between the HOMER variants and the base decompositive approaches with re-
spect to the column and row captions. The costs are given in terms of the metering indicated in
the sub-tables caption.
(a) total number of binary base classifiers
H+BR H+CLR
O(n) O(kn)
BR O(n) O(1) O(k)
CLR O(n2) O(n) O(k/n)
(b) preferences learned per training example
H+BR H+CLR
O(kd logk n) O(kd logk n)
BR O(n) O( d logn
n
) O( d logn
n
)
CLR O(dn) O( logn
n
) O( logn
n
)
(c) binary base classifier evaluations for one prediction
H+BR H+QCLR
O(kd logk n) O(kd logn)
BR O(n) O( d logn
n
) O( kd logn
n
)
QCLR O(dn logn) O( k
n log k
) O( k
n
)
level. We can hence assume that an example will be used ≤ |P| times at each level except
the last one (where there are no classifiers to train).
The multilabel classifiers at the inner nodes of a HOMER ensemble will hence process
one single training examples maximally 1+ |P|(N − 2) = O(d logk n) times. The lower
bound is also determined by the depth of the tree, since at least N nodes have to be
visited (assuming |P| ≥ 1).
For the combination of HOMER and the binary relevance decomposition, each example
at each affected BR classifier is further replicated for each of the k binary base classifiers,
resulting inO(kd logk n) instances processed at the lowest classifier level. The same paths
trough the tree means to use each example |P|(k− |P|)/2+ (N − 1)(k− 1)|P| < |P|k+
Nk|P| = O(kd logk n) times in the pairwise base classifiers, which is even slightly less
than for BR in many cases, albeit we have to add the costs of the BR classifiers itself
to CLR. However, this is theoretically not the worst possible strategy for CLR. Certainly,
training an individual CLR classifier becomes most expensive when an instance is mapped
to k/2 children meta-labels, which results in k2/4 preferences learned. However, after at
most logk/2|P| levels the label cardinality becomes one. It is hence not obvious how to
determine the worst case for the combination with CLR.
For both, in the best case the |P| relevant labels are divided at only one inner node
at level N (assuming |P| ≤ k). Hence both complexities are bounded from below by
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kN = k logk n (BR) and (k − 1)(N − 1) + |P|(k − |P|)/2 < k(logk n + |P|) (pairwise)
preferences learned.
Comparing H+BR to BR, we achieve a ratio of at worst O(kd logk(n)/n) = O( kd lognn log d )
in the number of training examples. Assuming a fixed k, the ratio rapidly decreases
asymptotically to d log(n)/n with increasing n. The same applies to the comparison of
H+CLR and BR. Consequently, the relationship between the pairwise preferences learned
by H+CLR and CLR decreases even faster, since O(kd logk(n)/(dn)) =O(log(n)/n).
Certainly, it seems recommendable to analyze the average case, where we assume that
the problems at the nodes have similar characteristics as the original multilabel problem.
Basically, this corresponds to analyzing the randomized clustering strategy. We can expect
that more sophisticated strategies will ideally perform better and at worst asymptotically
approach the average case. Unfortunately, the analysis of this case is not as trivial as it
may appear at the first sight, since it requires an elaborated probabilistic and stochastic
modeling. Therefore, and because of the generally coarse estimation this would mean for
clusterings others than randomized, we refer to the in our eyes in this case more practical
empirical comparison of the costs in Section 7.3 and leave the formal analysis for further
research.
7.2.3 Predicting
As was explained in Section 7.1, the prediction phase is very similar to the training phase.
Assuming that the base multilabel classifiers predict roughly the same number of labels
than in the training data, the same amount of inner nodes are visited during testing an
instance. For the combination with BR this means absolutely the same estimations as for
training.
For the pairwise classifiers however, the costs are substantially reduced due to the de-
creased size k of the subproblems. The ratio between H+CLR’s and CLR’s base classifier
evaluations amounts to O(k2 · d logk(n)/n2) =O(d log(n)/n2) for a fixed k. Our estima-
tion of the training time consisted in assuming a maximal ramification of |P| at the root
and hence single-label assignments in the consecutive |P| paths to the leaves. Under these
circumstances, we estimate O(k log k · d logk n) evaluations performed by using QVoting
in HOMER compared to the well known O(dn logn). The ratio between H+QCLR and
QCLR is hence increased to now O(k/n). The comparison to BR is slightly worse but
similar, since H+QCLR requires O(kd log(n)/n) times the base classifier evaluations of
BR. H+QCLR should only take an order of O(log k) times more computations than its
counterpart H+BR.
7.3 Evaluation
In this section, after the presentation of the experimental setup, we will discuss the effect
of the several parameters of HOMER and then compare it in terms of training time,
classification time and predictive performance against its base multilabel classifiers.
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Table 7.2: Name, number of examples used for training and testing, number of features and la-
bels, label cardinality and density, and number of distinct labelsets for each dataset used in the
experiments.
examples distinct
name train test features labels cardinality density labelsets
hifind 16452 16519 98 632 37.304 6.0% 32734
eccv2002 42379 4686 36 374 3.525 0.9% 3175
jmlr2003 48859 16503 46 153 3.071 2.0% 3115
mediamill 30993 12914 120 101 4.376 4.3% 6555
7.3.1 Setup
We conducted experiments on four large multilabel datasets with at least 100 labels and
10000 training examples. The first one, hifind, contains 32769 music titles annotated on
average with 37 from 632 different labels. The two next datasets eccv2002 and jmlr2003
are from the image classification domain, whereas the last one deals with video material.
All datasets were already described in more detail in Section 2.9.1. Table 7.2 summarizes
the key characteristics of the datasets.
The experiments were conducted using the Mulan library of algorithms for multilabel
learning (Tsoumakas et al. 2011b). As base classifier we used the decision tree learner
J48 with standard settings, which is an implementation of C4.5 included in the WEKA
framework (Witten and Frank 2005).
Note that only BR is able to predict label rankings in the basic versions, so we can
only evaluate the bipartition quality. The effectiveness of all algorithms is evaluated with
(label and example-based) micro-averaged recall, precision and F1 (cf. Section 2.7.3).
We also evaluate the efficiency of all algorithms based on their run time (for training and
classification).
7.3.2 Results of HOMER with QCLR
This section presents and discusses the results of using HOMER together with QCLR as
the multilabel algorithm for building models at each internal node of the hierarchy. We
experimented with 8 different numbers of partitions (i.e., k ranges from 3 to 10) and
3 different methods for partitioning the set of labels at each internal node: 1) random
and even distribution (R) of the labels to the children nodes, 2) clustering (C) using the
expectation minimization (EM) algorithm (as implemented in WEKA), and 3) balanced
clustering (B) using the algorithm introduced by Tsoumakas et al. (2008). In addition to
HOMER with QCLR as multilabel classifier we ran the experiments using HOMER with
BR and also using the plain algorithms BR and QCLR without HOMER. In the following
graphs the combinations of HOMER, QCLR and the respective partitioning approaches
are denoted CLR-R, CLR-B, and CLR-C, respectively. The combinations with BR are called
BR-R, BR-B, BR-C, respectively.
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7.3.2.1 Training Time
Figure 7.2 shows the training time of the HOMER variants in seconds. We would expect
that the training time of the random partitioning variant should be less than that of the
balanced clustering variant, since they both deal with the same number of labels and
create and train the same number of multilabel classifiers, but balanced clustering needs
some additional time to distribute the labels according to similarity as well.59 However,
this is clearly noticed only in eccv2002. In jmlr2003 there is no clear winner for all num-
bers of partitions, while in mediamill and hifind we notice that the balanced clustering
approach requires less time, independently of the multilabel learning algorithm that is
used (BR or CLR) and the number of partitions.
These results can be explained by the following observation. As clustering is based on
the values of the labels, the children produced with balanced clustering will contain labels
that typically appear or do not appear together. This in turn means that more examples of
the parent node will be filtered, leading to a reduced number of training examples. This
was also observed by Tsoumakas et al. (2008). Here, we notice that the gains in training
time are higher for CLR compared to BR. This is an expected result based on the previous
observation, because CLR trains its binary classifiers only on those examples where the
values of the corresponding labels differ.
One issue that still needs to be explained is how this behavior is affected by the dif-
ferent datasets. In this direction, we notice that the gains in training time seem to be
correlated with the density of the dataset. The reason, again based on the previous ob-
servation, is that the lower the number of label appearances with respect to the number
of labels (density), the lower the gains that can be achieved by clustering co-occurring
labels together.
Concerning the plain clustering partitioning method, we notice that it is clearly the
worst one in terms of training apart from the mediamill dataset. The plain clustering
method requires more time to perform the clustering as it is based on the expectation
maximization algorithm. mediamill is also the smallest dataset, where it seems that the
time required for clustering does not surpass the gains from the clustering process. This
is why plain clustering appears to be better than random partitioning, especially for CLR.
The loss in performance is more evident in eccv2002 and jmlr2003 due to the lower
density.
7.3.2.2 Testing Time
Figure 7.3 shows the testing times of the HOMER variants in seconds. Here the results
are not as clear as in the case of the training time. Apart from the jmlr2003 dataset, it
seems that balanced clustering leads to less testing time compared to random partition-
ing irrespectively of the multilabel learning algorithm. Also plain clustering seems to be
worse than the rest of the partitioning methods in eccv2002 and jmlr2003 for most of
59 Proper evaluation should separately measure the time to build the models and the time for balanced
clustering. This should be considered in future works.
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Figure 7.2: Training time over number of partitions for the six HOMER variants.
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Figure 7.3: Testing time over number of partitions for the six HOMER variants.
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the partition numbers. Finally, we could comment that the classification time seems to
decrease with respect to the number of partitions probably due the smaller height of the
tree (logk(n)).
7.3.2.3 Predictive Quality
Figures 7.4 and 7.5 show the (micro-averaged) recall and precision results for the
HOMER variants on all four datasets. We can see that recall decreases, while precision
increases with the number of partitions, independently of the multilabel learner and
partitioning method used. One potential reason for this behavior could be that smaller
number of partitions lead to more general meta-labels that are more difficult to distin-
guish. Apparently this leads to a more relaxed prediction, so that at each inner node
the multilabel classifier does predict more meta-labels and as a consequence more of the
original labels, but with lower precision.
The recall of the CLR based HOMER variants seems to be larger than that of the BR
based HOMER variants, irrespectively of the number of partitions. This is totally clear in
mediamill and hifind, but less clear in jmlr2003 and eccv2002, though it stills holds if
we compare the two learners under the same partitioning method. As far as the partition-
ing method is concerned, there is no clear trend with respect to recall, while the plain
clustering method seems to have the worst precision for both BR and CLR based HOMER.
The decrease in recall is stronger for CLR than for BR in the low density datasets
eccv2002 and jmlr2003. This means that in low density datasets, a small number of par-
titions favors the recall of HOMER with CLR. On the other hand the increase in precision
is stronger for CLR than for BR in the high density datasets mediamill and hifind. This
means that in high density datasets a large number of partitions favors the precision of
HOMER. A potential reason is the fact that CLR underestimates the size of the predicted
labelsets (cf. Section 4.6.9).
Figure 7.6 shows the micro-averaged F1 measure of HOMER for the datasets. As far as
BR based HOMER is concerned no clear trend can be detected with respect to the num-
ber of partitions. With respect to the partitioning method, the plain clustering approach
seems inferior to the rest, while no clear winner between balanced clustering and ran-
dom partitioning can be announced. As far as CLR is concerned, as already outlined in
the previous paragraphs, in low density datasets we notice a decrease of F1 with respect
to the number of partitions, while in high density datasets we notice an increase of F1.
We could therefore consider this as a guideline for selecting the number of partitions for
HOMER with CLR based on the density of the dataset. Overall, the CLR based HOMER
seems to be achieving better results for a larger percentage of different partition num-
bers, compared to the BR based HOMER. In terms of the partitioning method, the plain
clustering approach seems inferior to the rest for both CLR and BR.
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Figure 7.4: Micro recall over number of partitions for the six HOMER variants.
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Figure 7.5: Micro precision over number of partitions for the six HOMER variants.
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Figure 7.6: Micro F1 over number of partitions for the six HOMER variants.
7.3.3 Comparison of HOMER against its Base Classifiers
For the direct comparison of HOMER against the flat approaches in Table 7.3 we chose
the configuration with balanced clustering and 10 partitions. Note that no results could
be retrieved for CLR on the hifind dataset due to the high memory requirements. To
circumvent this problem for problems with a large number of classes was a main objective
of combining HOMER with CLR.
7.3.3.1 Predictive Quality
It is especially interesting to observe the opposite behavior in terms of recall and preci-
sion of the different approaches. CLR shows the best precision performance with a large
margin over the other algorithms on all datasets. On the other hand, its recall values
are particularly low. This confirms previous results throughout this work that CLR does
underestimate the size of the predicted labelsets (cf. Section 4.6.9).
Our results indicate that this is particularly true for datasets with a low label density
such as eccv2002, where CLR returns only 3.84% of the correct labels, while 58.11%
of the returned labels are actually correct, compared to the 36.58% by BR and around
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Table 7.3: Bipartition measures and computational costs on the different datasets. Results for Bi-
nary Relevance (BR), (QVoting) calibrated label ranking (QCLR/CLR), HOMER with balanced clus-
tering and 10 partitions and BR (H+BR), and HOMER with (Q)CLR (H+QCLR/CLR) are shown. Best
values are indicated in bold.
Method mediamill jmlr2003 eccv2002 hifind
BR 58.00 % 32.27 % 36.58 % 59.43 %
m
icro
P
R
E
C
QCLR 73.89 % 56.18 % 58.11 % –
H+BR 56.98 % 26.48 % 28.91 % 55.31 %
H+QCLR 58.35 % 31.93 % 28.43 % 55.26 %
BR 44.79 % 9.85 % 7.42 % 45.73 %
m
icro
R
E
C
QCLR 43.86 % 4.57 % 3.84 % –
H+BR 44.91 % 10.81 % 13.21 % 48.64 %
H+QCLR 48.77 % 10.28 % 15.07 % 54.06 %
BR 50.55 % 15.09 % 12.34 % 51.65 % micro
F1
QCLR 55.04 % 8.45 % 7.21 % –
H+BR 50.23 % 15.36 % 18.14 % 51.76 %
H+QCLR 53.13 % 15.55 % 19.70 % 54.65 %
BR 2413.40 2801.17 2701.32 4179.66 training
tim
e
in
s
CLR 7423.19 6542.51 7460.14 –
H+BR 1065.21 1101.61 1144.47 2345.39
H+CLR 1667.29 1871.00 1836.34 3801.53
BR 3.84 6.67 5.47 50.47 testing
tim
e
in
s
QCLR 103.59 119.28 154.65 –
H+BR 4.35 7.70 4.48 48.77
H+QCLR 4.90 9.26 5.62 60.02
28% by both HOMERs. On the other hand, on the mediamill dataset, where the density
already ascends to 4.3% , CLR’s gain in precision seems to make up its low recall, thereby
producing the highest average F1 value.
BR has a similar behavior of predicting relatively few labels with increasing number
of labels. This is probably due to the greater imbalance of positive to negative examples
for large problems, which leads to less frequent predictions of positive examples than the
class distribution would suggest.
HOMER shifts the trade-off between recall and precision to a more balanced level,
increasing recall but losing precision. The reason is probably the smaller problems in
terms of number of classes and consequently the increased density, which ascends to at
least 1/k = 10%. This was already shown in the correlative behavior between number
of partitions and precision in Figure 7.5. The effect can also be seen when using BR as
multilabel base classifier technique for HOMER, but it is less pronounced since the plain
BR itself produces more balanced results.
Due to the great differences in recall and precision between the algorithms, we de-
cided to omit the Hamming losses in Table 7.3 though this measure is usually used for
evaluating multilabel algorithms, since Hamming loss generally favors algorithms with
high precision and low recall (cf. Section 2.7.3), which in this case means to favor CLR.
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The F1 measure, which returns the harmonic mean between recall and precision, allows
a more commensurate analysis in this particular case since it penalizes greater differ-
ences to a higher degree. Except on the mediamill dataset, for which the relatively high
label density does not show a great impact on CLR’s recall, HOMER achieves the highest
micro-averaged F1 value. In particular it outperforms BR on every dataset, which is espe-
cially interesting since HOMER is the direct competitor of BR in terms of computational
costs. Similarly, HOMER+BR beats the plain BR except for mediamill, for which both
algorithm are almost equal. HOMER+BR in general achieves less accurate predictions
than using the pairwise approach as base classifier: in terms of F1 HOMER+BR is beaten
on all datasets, in terms of recall and precision both algorithm are either almost equal
(HOMER+BR slightly ahead) or HOMER+QCLR is clearly on top.
7.3.3.2 Computational Time
Basically the results of measuring the CPU time confirms our analysis in Section 7.2,
as is demonstrated in the following. As shown in Table 7.3, HOMER is able to reduce
the training time in comparison to plain BR approx. between 60% and 44% for using
BR as base and between 33% and 10% for using QCLR. The first comparison is especially
interesting since HOMER+BR has to train more base classifiers than BR: one classifier for
each class at the leafs such as BR in addition to the classifiers in the inner nodes. However,
this is done obviously with less training examples due to the filtering of examples at the
inner nodes (cf. Section 7.2).
Comparing the two HOMER variants, we can observe that the overhead of training the
pairwise classifiers (i.e. H+CLR − H+BR) is always less than training the one-against-all
classifiers. Note that QCLR has to train the same classifiers as BR for the comparison to
the calibrating artificial class plus the pairwise classifiers between relevant and irrele-
vant classes. This was anticipated in the formal analysis, however the reduction of the
cardinality to the extreme case of 1 by appropriate clustering, for which pairwise de-
composition slightly uses less training examples (approx. (k−1)/k less), does not justify
the substantial margin. This can only be explicated with the super-linear training com-
plexity of J48 with respect to the training size. The positive effect of smaller pairwise
subproblems and super-linear learners was already analyzed for conventional flat CLR in
Section 3.4.6.3 and is obviously also an argument for the combination with HOMER.
For testing, HOMER+BR is slightly slower than BR for the smaller mediamill and
jmlr2003, but for the greater datasets eccv2002 and hifind it requires less time. Al-
though HOMER+BR has trained more base classifiers than the plain BR approach, it
may invoke less base classifiers since great part of the classifier tree is pruned each time a
meta-label is predicted as negative. This effect was already observed in the previous work
on a dataset with almost 1000 classes (Tsoumakas et al. 2008). Note that prediction er-
rors have a unfavorable impact on H-BR’s costs for problems with low label densities,
since the false positives at the inner nodes increases, leading to further otherwise un-
necessary evaluations. The formal analysis ignored this aspect, but the higher the label
dimensionality, the closer the ratio becomes to the estimated asymptote.
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HOMER+QCLR spends between 3% and 40% more time than BR, however, testing
costs are so small for J48 compared to training time so that this increase is almost
not noticeable. Again, the overhead for evaluating the additional pairwise classifiers in
HOMER+QCLR only requires a small fraction of the time needed for the BR classifiers.
Nevertheless, it is not possible to simply compute the overhead as difference between the
time for HOMER+BR and +QCLR since prediction accuracy, especially precision, may
also influence the classification time of QCLR (cf. Section 5.4.3). As expected, CLR re-
quires the most computations for learning and predicting. However, the factor in training
costs is proportional to the average label set size per example, which makes the costs
acceptable for most of the multilabel problems since the label sets tend to be small. For
prediction, the usage of QVoting is able to considerably reduce the costs in comparison
to the evaluation of all pairwise base classifier while maintaining the advantage of the
pairwise approach in terms of predictive performance.
In summary, the results on the testing time confirms our previous analysis. In partic-
ular we can observe that the several algorithms behave to each other as expected from
Table 7.1. The example of the ratio between CLR and H-CLR demonstrates this: it ranges
from 13 to 27, which is within the same order of magnitude as the estimated n/10.
7.4 Related Work and Discussion
HOMER is strongly related to existing approaches for learning hierarchical multilabel
data, some of which were already discussed in the respective Section 2.5.6. The main
difference is that those approaches assume an explicit hierarchical structure on the labels
and are aimed at exploiting this. HOMER’s objective in contrast is to reduce computa-
tional costs and increase effectivity. Consequently, this approach tries to preferably build
up balanced hierarchies (in order to obtain beneficial balanced subproblems) and to max-
imally exploit label correlations (in order to reduce expensive branching and improve
predictive accuracy). Moreover, using the real hierarchy potentially ignores dependen-
cies between labels in different subtrees, which could be a further advantage of using an
artificial but adapted and optimized structure.
Nonetheless, hierarchical multilabel classifiers often predict and are structured and
trained the same way as in HOMER: test and training examples are passed from the
root trough the tree according to label tests at the edges (in contrast to feature tests for
decision trees for example). Cesa-Bianchi et al. (2006), Vens et al. (2008) and Zimek et al.
(2010) e.g. adopt this approach or compare to a baseline working this way. However,
the main difference is certainly that these approaches have labels at the inner nodes,
which generally are also predicted if the path stops at these nodes, whereas HOMER
uses metalabels and labels from L can only be predicted at the leaves. Note that HOMER
can easily be adapted in order to use a predetermined hierarchy on the labels, however,
as explained above, HOMER follows a different objective which is probably not fully
compatible to this approach.
A further difference to Zimek et al. is that they interpret the classifier outcomes as
probabilities. Specifically, they approximate the conditional probability P(λu|λv ∈ Px),
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λv H λu with h(x). Hence the probability for a label λu becomes P(λu|λv ) · P(λv |λw) · · ·
for λu H λv H λw · · · . This is an interesting option for extending HOMER in order
to additionally predict rankings on the predicted set of relevant and irrelevant labels
whenever soft classifiers are used as base. Note that pairwise decomposition naturally
predicts such scores in the form of number of votes while BR explicitly requires soft base
classifiers.
7.5 Summary
This chapter provided an empirical and analytical study of the performance of HOMER.
Compared to previous work (Tsoumakas et al. 2008), HOMER was extended by the inte-
gration of pairwise decomposition, particularly QVoting calibrated label ranking.
Interestingly, the results on four large multilabel datasets with a variety of characteris-
tics showed that the instantiation of the multilabel learner of HOMER to QCLR can lead
to better results compared to instantiating it to BR at a small expense in training and clas-
sification time. HOMER improves the training time of conventional BR and the difference
is even more important for QCLR. In terms of classification time, HOMER substantially
improves QCLR, while for BR the analytically proven benefits appear for the two largest
datasets in terms of number of labels. Except for the mediamill dataset (where the dif-
ferences are rather small), HOMER managed to improve the performance of the base
multilabel learner (both BR and QCLR).
The main reason for employing HOMER was the scalability problem of QCLR in terms
of memory with respect to the number of labels. The additional hierarchical decomposi-
tion and hence the pre-selection of considered pairwise preferences substantially reduces
the amount of needed binary classifiers. In the same manner it provides a significant re-
duction in training and testing time for the pairwise CLR methods. It is also shown that
HOMER is able to equilibrate recall and precision, especially for QCLR which is known to
underestimate the number of labels per instance for problems with a low label density.
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8 Exploitation of Label Dependencies in
Parallel Tasks
In the previous chapters several improvements were presented in order to extend the
application of the pairwise decomposition approach to domains with high dimensionali-
ties. This enables us to consider the pairwise preference learning strategy to application
areas which were unreachable before due to scalability constraints. One of these applica-
tions consists in the joint processing of several interconnected tasks, commonly refered
to as multi-task learning. We consider in this chapter to simultaneously solve several mul-
tilabel tasks from different domains, which essentially results in a multiplication of the
label dimensionality. However, this approach allows to exploit label dependencies accross
domains.
The starting point of this study is the following exemplary scenario: Books in a library
are typically cataloged according to different types or domains of associated character-
istics, e.g. genre, language, topic, epoch, author, etc. This type of annotation of objects
is a very natural and common approach not only in the cataloging of texts (Section 8.4)
but also e.g. when indexing music (Pachet and Roy 2009). Each of these mappings could
be seen and treated as independent from each other. In reality, however, there may be
dependencies between the different associated values from different domains. An author
may write only in a specific language and focus exclusively on crime fiction. At the same
time, crime fiction novels may often have murder as one of their topics, etc. Thus, if we
consider to learn a model that automatically catalogs books in a library database as a
text classification problem, for instance, it may be advantageous to consider all the par-
allel subproblems as a single large joint problem instead of tackling each subproblem
separately.
In principle this is the same idea as in multi-task learning. In multi-task learning, we
have a set of related learning problems (tasks), i.e. problems that have a common shared
representation of their objects. It has been shown that learning these tasks simultaneously
and jointly outperforms the common approach of learning them separately (single-task
learning, cf. Section 8.1. The library example can be seen as a special multi-task learning
scenario in which each categorization domain represents a separate task, and all tasks
share the same representation of their objects (books have the same representation, e.g.
the same bag of words, in every task).
Simultaneously, the approach of considering the whole task rather than each sub-task
separately is in principle also the basic idea behind many multilabel classification al-
gorithms. Instead of considering each label as a separate problem, as in the popular
binary relevance (one-against-all) approach, most of the recent approaches try to implic-
171
itly or explicitly take into consideration existing label correlations in order to improve the
predictive quality (cf. Section 8.1).
The approach that we propose is to consider the set of parallel multilabel tasks in the
library as a single joint task, as in multi-task learning, and solve it with a conventional
multilabel classification algorithm. Most of the recent and more sophisticated multilabel
approaches may benefit from the parallel processing as they also benefit from the com-
monality in a conventional multilabel setting. We propose in this to our knowledge first
work on the subject to use pairwise decomposition, which implicitly considers label re-
lationships by learning preferences between pairs of labels. Furthermore, the advances
presented in this thesis in handling many, even thousands of classes despite the quadratic
number of models enable us to address the considerably increased complexity when the
subtasks are joined.
8.1 Related Work
Approaches that try to explicitly exploit label dependencies include the early work of Mc-
Callum (1999), in which generative models for labelsets are generated as a mixture of
topic based word distributions, the conditional random fields parameterized by label co-
occurrences by Ghamrawi and McCallum (2005) and the label correlations conditioned
maximum entropy method of Zhu et al. (2005), among others. A middle way is followed
by Dembczyn´ski et al. (2010a), Read et al. (2009) and their (probabilistic) classifier
chains by stacking the underlying binary relevance classifiers with the predictions of the
previous ones, and by Cheng and Hüllermeier (2009), whose k-NN approach stacks the
appearances of labels in the neighborhood as new features. Indeed, adding label depen-
dent features is a very popular approach in order to consider dependencies. Chapter 9
presents an approach relying on locally exceptional label constellations. Several other
approaches are discussed within this context in Section 9.7.
However, the majority of the approaches implicitly consider dependencies by optimiz-
ing a loss on the predicted ranking of the labels. MMP perceptrons (Crammer and Singer
2003), Rank-SVM (Elisseeff and Weston 2001), Structural SVMs (Tsochantaridis et al.
2005) and the BP-MLL neural network algorithm (Zhang and Zhou 2006) e.g. rely on
this. The latter approach is conceptually very similar to the multi-task neural networks
of Caruana (1997), as both train a common network with several outputs denoting the
labels, i.e. task outcomes. This is a popular approach in multi-task learning, also applied
to Bayesian networks (Bakker and Heskes 2003). Other techniques try to develop special
kernel functions which model inter-task relations (Evgeniou et al. 2006), or use statistical
Dirichlet processes for the bayesian modeling (Xue et al. 2007).
A recent work in the field of natural language processing considers to jointly perform
named entity recognition and syntactic parsing (Finkel and Manning 2010). The ap-
proach in Chapter 10 is similar, with the difference that we consider the recognition of
each type of syntactic entity as a different task itself and merge these into one overall
multilabel task.
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A common problem to the referenced multilabel methods is their scalability in terms of
number of labels, a factor which significantly increases when the subtasks are joined. Ex-
isting large scale approaches rely on the binary relevance decomposition (Montejo Ráez
et al. 2004, Pouliquen et al. 2003, Tang et al. 2009) or using one-class classifiers (Vil-
lalba and Cunningham 2009) (cf. also Section 6.5). However, solving each sub label
relevance problem in a separate way would not change anything in comparison to solv-
ing it as multiple single-task problems in our proposed setting, neither computationally
nor predictively.
8.2 Preliminaries
In multi-task learning, we assume several associated and interconnected tasks T (i). The
feature spaces X (t) of the different tasks t = 1 . . . k are supposed to be similar and share
common features in multi-task learning. This is a precondition for the learning transfer:
there has to be a link between the instances in task s and t for any link between the two
output spaces to be recognized.
In this work we assume that all tasks share the same input space X = X (1) = . . .= X (k)
and that there is a common training set x1, . . . ,xm ∈ Train for all tasks t = 1 . . . k. This
restriction corresponds to the common problem setting described in the introduction of
Chapter 8. Each training example x is hence associated with k outputs P(1), . . . , P(k),
with P(t) ⊆ L(t), t = 1 . . . k and L(t) = {λ(t)1 , . . . ,λ(t)n(t)}. We define Y = Y (1) × · · · ×Y (k)
correspondingly (cf. Section 2.4). We will denote this setting as parallel tasks in this work,
however we will occasionally use multi-task as a synonym.
The learned multilabel classifier is a function h(t) : X → 2L(t) , or alternatively
h(t) : X → Y (t), with Pˆ(t) = h(t)(x) as the relevant labels predicted for test document
x. Multilabel classifiers commonly also predict a ranking r(t) on the labels, with r(t)(λ(t))
returning the position of class λ(t) in the relevance ranking (cf. Eq. 2.20).
8.3 Parallel Task Learning
In order to benefit from the parallel alignment of the sub-task, the idea presented in this
chapter is to simply join the different multilabel problems and treat them as a single large
multilabel task. That means, we transform the local problems into one global problem
with the training set x1, . . . ,xm and the global training signals P
∗
1 , . . . , P
∗
m, with P
∗
i ⊆,
i = 1 . . .m,
L∗ =
⋃
1≤t≤k
L(t) (8.1)
We define the L(t) as being disjoint, i.e.⋃
1≤t<s≤k
L(s) ∩L(t) = ; n∗ = |L∗|= ∑
1≤t≤k
|L(t)| (8.2)
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Figure 8.1: Pairwise training on two separate
tasks (left and right): circles with a plus/minus
symbol represent the positive labels P/negative
labels N a training example x belongs to/does
not belong to. The arrows represent the learned
preferences.
Figure 8.2: Pairwise training on the global prob-
lem by joining the two tasks from Figure 8.1: the
dotted arrows denote the additional learned re-
lations for the current example x.
After training the global multilabel learner, we obtain the global model h∗ : X → L∗,
Pˆ∗ = h∗(x), which is then transformed back to the local classifiers
h(t)(x) = Pˆ(t) = Pˆ∗ ∩L(t) (8.3)
The ranking function r(t)(λ(t)) := |{λ(t)u ∈ L(t)  r∗(λ(t)u ) ≤ r∗(λ(t))}| is determined simi-
larly.
As a convention, in the context of multilabel settings, we do not make any distinction
in the notation of whether we are dealing with the global task or the subtasks and we
will therefore omit the superscript.
8.3.1 Pairwise Classification for Parallel Tasks
In the pairwise decomposition method, one classifier is trained for each pair of classes.
The trained classifiers are shown as arrows in the simple example in Figure 8.1.
The advantages from using pairwise binarization in contrast to the one-sided BR ap-
proach were already extensively discussed in Section 3.5. Furthermore, we expect to
further benefit from the following characteristics specific to the parallel tasks setting:
Firstly, it was observed in Chapter 4 that one additionally introduced virtual label and
hence the additional learned preferences could already slightly improve the predictions.
We expect to benefit from this effect for the many additional connections when joining to
a global model. Figure 8.2 shows this on an example of two small parallel tasks. Assuming
k parallel tasks of equal size n, the number of base classifiers increases by a factor of
kn(kn−1)·2
k·n(n−1)·2 = O(k). From the point of view of scalability, this increase is manageable. On
the other hand, it means a considerably increase in the preference information available
for inducing more accurate model. It also provides additional exploitable information to
the next aspect.
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Secondly, pairwise classification implicitly exploits label dependencies since the models
are specifically trained to detect exclusion of labels. Remember that a base classifier hu,v is
trained exactly with all the examples for which λu and λv are mutually exclusive. A posi-
tive prediction of hu,v could hence be interpreted as the implication λu ∈ P →¬(λv ∈ P)
holding on the current test instance. Since currently the base learners are not supposed
to model something different than exclusion implications, we have to be cautious with
this interpretation and therefore the estimations are currently just counted as simple
votes and aggregated into a ranking. We plan to extend our approach in order to sup-
port extended expressiveness. In addition, incorporating (a priori) label constraints by
incorporating them into the training process and by correcting predictions is being stud-
ied in ongoing work (Park and Fürnkranz 2008). In Chapter 9 we incorporate additional
features into the instance representation that encode local label dependencies.
8.3.2 Calibration
To convert the resulting ranking of labels into a multilabel prediction, we use the cali-
brated label ranking approach (cf. Section 3.4.5). Figure 8.3 shows the introduction of
the additional calibrating label for the two task in Figure 8.1. As already known, the
resulting n additional binary classifiers {hu,0 |u = 1 . . .n} are identical to the classifiers
that are trained by the binary relevance approach. This holds also for the parallel task
setting, as can be seen in Fig. 8.4 and 8.5, making the approach also easily applicable to
this setting.60
Since we are generally also interested in the ranking performance in our evaluation,
we rely on the full CLR rather than the aggregation optimizing QVoting extension (Chap-
ter 5).
For the text data, we use CLR together with the simple but fast perceptrons as base
learners, leading to the (incrementally trainable) Multilabel Pairwise Perceptrons algo-
rithm and its dual variant DMLPP for large numbers of labels, as this combination has
shown to be efficient as well as effective in multiple occasions in this work.
8.3.3 HOMER with QCLR
Since the pairwise subproblems in one of the datasets in Section 8.4 are not linearly
separable, we are not able to use the efficient pairwise perceptron approach.61 And due to
the high number of labels and the higher complexity of the common non-linear classifiers
(both time and memory), plain CLR with a different base learner is also not viable so far.
We elude this problem by using the previously introduced HOMER algorithm as the
meta-learner for the CLR approach, which was specifically developed in order to handle
60 This approach may disadvantage smaller sub-tasks, however we evaluate mainly independently from
the right thresholding and thus leave the analysis for future work.
61 Unfortunately, the current implementation of DMLPP does not support kernels. We hope to add this
soon.
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Figure 8.3: The two additional virtual labels λ(s)0
and λ(t)0 and additional preferences trained for
the separate calibrations of the two tasks from
Figure 8.1. During prediction, the ranking of the
obtained votes per label is split at the position
of the virtual label.
Figure 8.4: Calibration in the global task: both
virtual labels λ(s)0 and λ
(t)
0 are always located at
the same level between positive and negative la-
bels P∗ and N ∗, therefore the base classifiers to
and from the two virtual classes are trained with
the same examples.
Figure 8.5: Calibration in the global task: the virtual labels λ(s)0 and λ
(t)
0 were merged to one unique
calibration label λ∗0. In all three cases in Figures 8.3, 8.4 and 8.5 the same classifiers discriminating
between the virtual labels and the remaining labels are learned.
multilabel problems with a large number of labels (cf. Chapter 7). For the decision, which
labels to join to one metalabel at the inner nodes, we employ the balanced k-means
algorithm which preferably aggregates labels that are correlated.
At first sight breaking up the problem into smaller ones may sound contradictory to
our proposed approach of considering several subtasks as a unique multilabel task. The
reason for following the subdivision approach nevertheless is that we expect that we
are still able to benefit from the additional possible inter-task label correlations, since
the label clustering method in HOMER creates subproblems preserving as much label
correlation information as possible.
In addition to this retained advantage, we saw that using HOMER also helped in order
to balance recall and the high precision usually produced by the conservative plain CLR.
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Table 8.1: Statistics for EUR-lex and rcv1. Label density indicates the average number of labels per
instance d relative to the total number of classes n, m denotes the number of documents, a the
number of used features.
dataset n m a d density
EUR-lex 4567 19348 5000 8.82 0.19 %
sm 201 ” ” 2.21 1.11 %
dc 410 ” ” 1.29 0.31 %
ev 3956 ” ” 5.31 0.13 %
rcv1 103 804414 25000 3.24 3.15 %
ccat 34 ” ” 1.44 4.24 %
ecat 26 ” ” 0.41 1.58 %
gcat 33 ” ” 0.70 2.12 %
mcat 10 ” ” 0.69 6.90 %
8.4 Datasets
We used the EUR-Lex dataset (cf. Section 6.1) for evaluation since it naturally provides
documents with categorization from different domains. The three different classification
schemes subject matter (sm) with 201 classes, directory code (dc) with 410 classes and
EUROVOC (ev) with 3956 classes constitute the local domains, while the global task
considers 4567 labels plus the virtual class. The same preprocessing and cross validation
distribution as in Section 6.1 was used. The dataset was processed with DMLPP trained
over two epochs.
The hifind dataset contains 32,769 music titles annotated with 632 different labels
(Pachet and Roy 2009). The labels specify (mainly acoustic) characteristics of the cate-
gorized songs which can be divided into 17 distinct domains. Some of the subtasks were
intended to be single-label (binary or multiclass), however for all of them the number
of distinct labelsets is greater than the number of classes. Following Tsoumakas et al.
(2008) and Chapter 7, we trained HOMER with a cluster size of 7 (if possible) in combi-
nation with QCLR and the J48 implementation of C4.5 (Witten and Frank 2005) as base
classifiers on the first 16,452 examples and tested on the remaining 16,519.
As can be seen from the descriptions and Tables 8.1 and 8.2, the previous two real-
world datasets fit perfectly to the illustrated library example in Section 8 and are hence
prototypical for our parallel tasks setting. In addition, we simulated a multi-task setting
on the Reuters datasets, for which we also recognized parallel dataset characteristics,
although the corpus is normally only seen from the multilabel point of view.
We applied MLPP on rcv1 with the same setup as in Section 4.6.1. The 103 categories
of the dataset are organized in a hierarchy with four main sub nodes: government/social
(gcat), markets (mcat), economics (ecat) and corporate/industrial (ccat). We chose these
four subsets as the domains of the tasks in the multi-task setting, although the classes
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Table 8.2: Statistics for hifind. The same notation is used as in Table 8.1.
dataset n m a d density
hifind 623 32971 98 37.3 5.98 %
character 37 ” ” 3.97 10.7 %
country 27 ” ” 0.98 3.64 %
dynamics 4 ” ” 0.99 24.8 %
epoch 16 ” ” 1.03 6.42 %
genre 31 ” ” 2.65 8.53 %
instruments 100 ” ” 5.09 5.09 %
language 16 ” ” 1.01 6.30 %
metric 10 ” ” 1.00 9.96 %
mood 59 ” ” 5.27 8.94 %
period 2 ” ” 0.004 0.24 %
popularity 3 ” ” 0.97 32.5 %
rhythmics 10 ” ” 1.17 11.7 %
setup 25 ” ” 2.25 8.98 %
situation 74 ” ” 5.26 7.11 %
style 158 ” ” 1.21 0.77 %
tempo 8 ” ” 0.99 12.4 %
variant 43 ” ” 3.46 8.04 %
therein are actually from the same type (topic categories) and it is therefore justified to
treat them jointly from the beginning. However, a common binary benchmark dataset
is based on this subdivision (Chang and Lin 2012). For the future we plan to use the
additional associations contained in the corpus to 365 industry categories and 366 region
categories, which have hardly received any attention yet in the literature.
8.5 Evaluation
Table 8.3 shows the results on the EUR-Lex tasks in terms of recall, precision, subset
accuracy and the ranking losses RANKLOSS, average precision and idealistic F1 (cf. Sec-
tion 2.7). We compare the locally trained classifiers to the globally trained models, which
were afterwards reduced again to local predictors (cf. Section 8.3).
The first appreciable observation is that our parallel task (PT) approach considerably
decreases recall and gains precision. This is due to the effect that calibration leads to
cautious predictions when the number of labels is high and hence the label density is low
(cf. Section 4.6.9). For the ranking based losses, the PT approach sometimes only slightly
but always significantly outperforms the conventional method.62 The subset accuracy is
62 Wilcoxon signed-rank test, α= 5%, cf. Section 2.10.2.
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Table 8.3: Results of DCMLPP on the EUR-Lex dataset. First row: results on the global dataset. Next
blocks: results trained on sub-tasks in first rows, respectively. Trained on all parallel tasks (PT) in
second rows. Last block: mean on all sub-tasks. Last row: number of wins of PT model over local
model. Bold entries show the winner, italics a significant difference on the cross validation fold
results.
REC PREC ACC RANKLOSS AVGP F1|P|
EURlex 36.64 76.48 0.284 1.683 63.20 58.34
sm 64.50 75.48 33.29 0.874 83.26 75.25
PT 57.34 85.36 36.42 0.851 84.45 76.96
dc 54.23 77.11 45.95 0.844 81.05 71.42
PT 48.09 83.94 44.98 0.840 82.20 73.25
ev 25.48 66.63 0.636 2.325 53.35 48.59
PT 25.22 67.10 0.610 2.307 53.47 48.71
mean 48.07 73.07 26.63 1.348 72.55 65.09
PT 43.55 78.80 27.34 1.333 73.37 66.31
wins 0 3 1 3 3 3
again influenced by the conservative estimation of the calibration. A look at the ISERR
error rates demonstrates this: while the global model loses for ds and ev, ISERR indicates
that 69.94% are achievable by PT in contrast to 67.07% on ds and 3.45% instead of
3.37% on ev (cf. Section 2.7.4).
Note also that we have to be very cautious when comparing the task-averaged mea-
sures in the last blocks since the tasks are indeed parallel, but the measures are neverthe-
less computed on different label domains. For this reason the non-parametric Wilcoxon
signed-rank test is used were applicable.
Table 8.4 shows the averages on the 16 tasks of the hifind dataset (task period was
omitted since no classifier could be locally learned). We can observe the opposite behav-
ior with respect to recall and precision using HOMER. These differences between recall
and precision are more pronounced on the smaller tasks, which indicates that this might
be related to the smaller proportion of number of labels to cluster size, since the smaller
this proportion the greater precision and the smaller the recall in Section 7.3.2.3. Unfor-
tunately, it is not possible to retrieve ranking losses for HOMER. Nevertheless, the gain in
REC for the globally trained model outweights the loss in PREC in terms of the less specific
F1 and ACC.
And more interestingly, this shows that it might be beneficial to join the parallel tasks
although the base learner again breaks down the global task into smaller independent
problems. For HOMER, this is probably due to the effective clustering of the generated
subproblems so the information contained in the label correlations are preserved as much
as possible. Reversely, this demonstrates the effectiveness of our parallel task setting since
it shows the degree of additional information contained in the inter-domain correlations
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Table 8.4: Results of HOMER on the hifind dataset, only the means and number of wins are shown.
Italic values indicate a statistically significant difference between the means on the 16 sub-tasks.
Measures based on rankings are omitted since the used base classifier only predicts labelsets.
REC PREC ACC F1
hifind 56.51 51.95 0.012 54.13
mean 50.96 53.72 23.11 51.77
PT 56.33 51.82 24.32 53.74
wins 16 4 7 13
Table 8.5: Results on the rcv1 dataset of MLPP. Each block shows the direct comparison between
locally and globally learned model, as in Table 8.3.
REC PREC ACC RANKLOSS AVGP F1|P|
rcv1 80.32 83.89 49.78 0.526 93.35 87.22
ccat 81.17 76.27 66.16 0.549 97.37 88.71
PT 79.81 80.85 69.54 0.528 97.42 89.00
ecat 70.09 71.17 87.12 0.117 99.49 91.95
PT 68.90 79.02 89.37 0.109 99.49 92.43
gcat 79.18 81.67 83.57 0.158 99.10 91.36
PT 78.74 84.79 85.07 0.149 99.13 91.78
mcat 89.12 87.61 89.72 0.125 99.79 98.20
PT 88.39 90.96 90.94 0.114 99.80 98.36
mean 79.89 79.18 81.64 0.237 98.94 92.55
PT 78.96 83.91 83.73 0.225 98.96 92.89
wins 0 4 4 4 4 4
and that it can be effectively exploited. However, it would be interesting in this context
to analyze the performance if the reverse way is followed, i.e. training on the local task
and then aggregating it to a prediction for the global task. We leave this for future work.
The same conclusion is drawn from the results on the Reuters dataset in Table 8.5.
Again, as on EUR-Lex, we can see the preference for high precision and lower recall of
the global approach. However, the improvement on the remaining measures is clearer,
even on the subset accuracy, though the differences in the nearly perfect AVGP results are
almost not perceptible.
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8.5.1 Additional Experiments
We ran also experiments with MMP on the text datasets, the only other algorithm known
to the author at the time of writing that is able to handle such combinations of great
number of instances, features and labels and that takes label correlations into account.
Recall that using BR results in the semantically same one-against-all classifiers, globally
as well as locally. Unfortunately, MMP has shown to be very susceptible to overfitting
(cf. Section 4.6.6) and as expected we obtained generally worse results for the training
on the global task.
Furthermore, we tried to learn on the rcv1 data with the popular LibLINEAR algorithm
as base learner (Fan et al. 2008), which is known to be efficient and effective on text
data. Unfortunately, the training on the global task had not completed after two days
using our framework. However, the results of LibLINEAR on the local task showed that
MLPP trained globally is very comparable despite using plain, non-optimized perceptrons
and only one pass over the training data. Requiring only 12 minutes, MLPP was also much
faster than LibLINEAR on the smaller problems.
8.6 Summary
The starting point of this study was the recognition of a common characteristic of many
real world problem, namely the mapping of the same object to concepts from several
different domains. We referred to such problems as parallel tasks and evaluated the
straightforward approach of joining the subtasks to one large global multilabel prob-
lem. As in the more general multi-task learning setting, we expected to benefit from the
additional information obtained through the aggregation of the labelsets.
We showed that multilabel algorithms which consider label correlations are able to
effectively exploit the label correlations. In particular, the highly scalable and efficient
pairwise perceptrons algorithms improved the quality of the predicted rankings. Perhaps
more surprising and pleasing was the insight that HOMER allows also less scalable base
learners to take advantage of the parallel task setting, though the used mechanism is to
divide the original problem into smaller subproblems, which is in a certain sense directly
opposed but actually compatible to the proposed approach.
With the (dual) pairwise perceptrons ensembles, QVoting enhanced calibration, and
HOMER we have created a frame in which it is potentially possible to deal with any of
the challenges of pairwise multilabel classification outlined in Chapter 1, even if they
appear combined. The work presented in this chapter demonstrates a first application
beyond pure multilabel classification for which this framework provided the appropriate
instruments.
This first evaluation of parallel tasks in the multilabel setting leaves several possibilities
for future work. The more explicit exploitation of label correlations in pairwise decom-
position is an ongoing issue (cf. Section 8.3.1). Furthermore, different label correlation
respecting algorithms could be compared. Actually, this setting could effectively be used
in practice in order to analyze to which degree a multilabel algorithm takes label corre-
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lations into account. This particular property of multilabel algorithm makes it interesting
to try to apply them on the more general multi-task learning setting, in which the objects
in the tasks are not longer parallel but only similar. Of course, the opposite approach of
incorporating ideas and mechanisms from multi-task learning is also very interesting.
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9 High-Order Dependencies with
Patterns from Subgroup Discovery
Decompositive approaches such as binary relevance ignores interdependencies between
labels, so that it can be expected that the predictive performance improves if label de-
pendencies are taken into account. When, for instance, one considers a dataset where
each label details the presence or absence of one kind of species in a certain region, the
existing food chains between the species cause a plethora of strong correlations between
labels. But interplay between species is more subtle than just correlations between pairs
of species. It has, for instance, been shown (Paine 1966) that a food chain between two
species (the sponge Haliclona and the nudibranch Anisodoris) may be displaced depend-
ing on the presence or absence of a third species (the starfish Pisaster ochraceus), which
is not directly related to the species in the food chain. Apparently, there is some con-
ditional dependence relation between these three species. The ability to consider such
interplay is an essential element of good multilabel classifiers, as was already pointed out
in Chapter 8.
In that chapter we presented empirical evidence for the exploitation of label depen-
dencies by the pairwise decomposition approach. However, this framework is only able
to detect certain types of dependencies and only dependencies of second order, i.e. be-
tween pairs of labels. The approach presented in this chapter encodes label dependencies
of second and higher order directly in the feature space, so that the specific limitations
of the learner in use can drop. For the pairwise decomposition this means to enhance the
ability to consider label correlations and the following study investigates this aspect.
Hence, we propose to incorporate locally exceptional interactions between labels in
multilabel classification, as an instance of the LeGo framework (Fürnkranz and Knobbe
2010, Knobbe et al. 2008). In this framework, the knowledge discovery process is split
up in several steps: first local models are found, each representing only part of the data,
then a sensible subset of these models is selected, and finally this subset is employed in
the construction of a global model. The main idea here is that we can use straightfor-
ward classification methods for building a global classifier, if the local exceptionalities in
interactions between labels are represented by features constructed from patterns found
in the local modeling phase.
We propose to find patterns representing these locally exceptional interaction through
an instance of Exceptional Model Mining (Leeuwen 2010, Leman et al. 2008); a frame-
work that can be seen as an extension of traditional Subgroup Discovery. The particular
instance we consider (Duivesteijn et al. 2010) models the conditional dependencies be-
tween the labels by a Bayesian network, and strives to find patterns for which the learned
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Figure 9.1: The LeGo framework (from Fürnkranz et al. 2012).
network has a substantially different structure than the network learned on the whole
dataset.
These patterns can each be represented by a binary feature of the data, and a con-
tribution of this chapter is the demonstration that the integration of these features into
the classification process improves classifier performance. On the other hand, we expect
the newly generated binary features to be expressive enough in order to being able to
replace the original features. We also investigate this aspect and particularly the impact
on efficiency.
9.1 Preliminaries
In this section, we briefly recall the main concepts upon which our work builds, namely
the LeGo framework for learning global models from local patterns (Section 9.1.1) and
multilabel classification (Section 9.1.2). We will then conclude with the problem formu-
lation (Section 9.1.3).
9.1.1 The LeGo Framework
As mentioned, the work in this paper relies heavily on the LeGo framework (Fürnkranz
and Knobbe 2010, Knobbe et al. 2008). This framework assumes that the induction pro-
cess is not executed by running a single learning algorithm, but rather consists of a num-
ber of consecutive steps. Specifically, in the first step, a local pattern discovery algorithm
is employed in order to obtain a number of informative patterns, which can serve as rele-
vant features to be used in the subsequent steps. In the second and third step, the patterns
are filtered with the aim of reducing redundancy, and the selected patterns are combined
in a final global model, which is the outcome of the process. The central idea of the LeGo
framework is that, instead of attacking the induction task in the original representation,
we transform it by an automated process to a representation that already resolves a num-
ber of complexities in the original task, after which the alternative representation can
be easily solved with a standard global modeling technique. For this automated process,
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any of the existing pattern mining algorithms can be employed, thus benefiting from the
wealth of pattern mining algorithms that has grown over the last decade.
So why would one use a LeGo approach, with the associated increased computational
cost, instead of applying a regular, single-step, algorithm? The main reason for doing so
is the expected increase in accuracy of the final model, as a result of the higher level of
exploration that is involved in the initial local pattern discovery step. Typically, standard
global modeling techniques employ some form of greedy search, and in complex tasks,
subtle interactions between attributes may be overlooked as a result of this. In most
pattern mining methods however, extensive or even exhaustive consideration of combi-
nations of attributes is quite common. When employing such exploratory algorithms as
a form of preprocessing, one can think of the result (the patterns) as partial solutions to
local complexities in the data. The local patterns, which can be interpreted as new virtual
features, still need to be combined into a global model, but potentially hard aspects of
the original representation will have been accounted for already. As a result, relatively
straightforward methods, such as Support Vector Machines with linear kernels, can be
used in the global modeling step.
The LeGo approach has shown its value in a range of settings (Fürnkranz and Knobbe
2010), particularly regular binary classification (Knobbe and Valkonet 2009, Sulzmann
and Fürnkranz 2008), but we have specific reasons for choosing this approach in the con-
text of multilabel classification. It is often mentioned that in MLC, one needs to take into
consideration potential interactions between the labels, and that simultaneous classifica-
tion of the labels may benefit from knowledge about such interactions (cf. Section 2.6,
9.7).
In a recent publication (Duivesteijn et al. 2010), an algorithm is outlined that finds
local interactions amongst multiple targets (labels) by means of an extended Subgroup
Discovery (SD) method. The method is an instance of the Exceptional Model Mining
(EMM) framework (Leeuwen 2010, Leman et al. 2008), which suggests a discovery ap-
proach involving multiple targets, and using local modeling over the targets in order to
find subsets of the dataset where unusual (joint) distributions over the targets can be
observed. In the work of Duivesteijn et al. (2010), one instance of EMM was presented
that deals with discrete targets, and employs Bayesian Networks in order to find patterns
corresponding to unusual distributions and thus interesting interactions between targets.
This Bayesian instance of EMM ideally fits the need in MLC for explicit representations
of local and unusual combinations of labels.
9.1.2 Multilabel Classification
In order to evaluate our approach and the impact of the additional information from
the local patterns on multilabel learner, we have made a selection of approaches that
consider label dependencies to different degrees.
The widely used binary relevance approach tackles a multilabel problem by learning a
separate classifier for each label (cf. Section 3.1). Obviously, BR ignores possible interde-
pendencies between classes since it learns the relevance of each class independently.
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Figure 9.2: Decomposition of multilabel training sets into binary (BR) or multiclass problems (MC,
LP). Pj = {λi jk  y j,i jk = 1, k = 1, . . . , |Pj |} denotes the |Pj | positive classes of example x j . MC repli-
cates each instance |Pj | times, resulting in a multiclass problem. In LP the (single) target value of an
instance xi is from the set {P i | i = 1 . . .m} ⊆ 2L of the different label subsets seen in the training
data.
One way of addressing this problem is by using classifier chains (CC) (Read et al. 2011),
which are able to model label dependencies since they stack the outputs of the models:
the prediction of the model for label λi depends on the predictions for labels λ1, . . .λi−1
(see also the discussion in Section 3.5.7).
An alternative approach is the pairwise decomposition in calibrated label ranking
(cf. Section 3.4). CLR learns binary classifiers hu,v (x) → (λu x λv )∨(λv x λu), which
predict for each label pair (λu,λv ) whether λu is more likely to be relevant than λv .
Thus, CLR (implicitly) takes correlations between pairs of labels into account (cf. Sec-
tion 8.3.1).
Finally, a simple way to take label dependencies into account is the label powerset (LP)
approach (cf. Section 3.2), which treats each possible combination of labels that occurs
in the training data as a separate label of a classification problem.
The functioning of BR and LP is reviewed in Figure 9.2 in the context of feature subset
selection (cf. Section 9.3).
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9.1.3 Problem Statement
The main question this paper addresses is whether a LeGo approach can improve multi-
label classification, in comparison to existing classification methods that do not employ a
preliminary local pattern mining phase. Thus, our approach encompasses:
1. find a set P of patterns representing local anomalies in conditional dependence
relations between labels, using the method introduced by Duivesteijn et al. (2010),
2. filter out a meaningful subset S ⊆ P ,
3. use the patterns in S as constructed features to enhance multilabel classification
methods.63
The following sections will explore what we do in each of these steps.
9.2 Local Pattern Discovery Phase
In order to find the local patterns, with which we will enhance the feature set used in
the multilabel classifiers, we employ an instance of Exceptional Model Mining (EMM).
This instance is specifically tailored to find subgroups in the data where the conditional
dependence relations between a designated set of target features (our labels) is signif-
icantly different from those relations on the whole dataset. Before we recall the EMM
instance of our choice in more detail, we will first outline the general EMM framework.
9.2.1 Exceptional Model Mining
Exceptional Model Mining is a framework that can be considered an extension of the
traditional Subgroup Discovery (SD) framework, a supervised learning task which strives
to find patterns (defined on the input variables) that satisfy a number of user-defined
constraints.
A pattern is a function p : X → {0,1}, which is said to cover a data point xi if and
only if p

x i,1, . . . , x i,a

= 1. Even though a pattern represents knowledge about a local
complexity in the data, we do not need to include this complexity in the definition of the
concept.
The user-defined constraints typically include lower bounds on the number of data
points the pattern covers and on the quality of the pattern, which is usually defined
on the output variables (but the definition may also incorporate input variables). One
could also impose additional constraints such as an upper bound on the complexity of
the pattern. A run of an SD algorithm results in a quality-ranked list of patterns satisfying
the user-defined constraints.
63 Pay attention to the slight overload of the letter p for the positive labelset P (upper case), the pattern
set P (calligraphic) and the pattern or pattern function p (lower case).
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In traditional SD, we have only one single target variable. Most commonly used pattern
quality measures contain a component indicating how the distribution of the target vari-
able in the data points covered by the pattern differs from its distribution in the whole
dataset. Since a large deviation is easily achieved in a small subset of the data, a typical
quality measure also contains a component indicating the number of data points covered
by the pattern.
EMM extends SD by allowing for more complex target concepts. It assumes a partition
of all features in the dataset into two sets: the first subset is used to generate the candidate
patterns, the second subset is used for evaluating the candidate patterns. On the second
feature subset a model class is defined, and an exceptionality measure ϕ for that model
class is selected. Such a measure assigns a quality value ϕ(p) to a candidate pattern p.
EMM algorithms traverse a search lattice of candidate patterns, constructed on the first
feature subset, in order to find patterns that have exceptional values of ϕ on the second
feature subset.
As an example, consider an EMM instance where two features are selected as the sec-
ond subset. Then the model class could be correlation models between these features,
and the exceptionality measure could be the correlation coefficient between them. This
instance of EMM searches for patterns in the data for which the two designated features
have an exceptionally high positive correlation. If one is interested in both positive and
negative correlations, one could use the absolute value of the correlation coefficient as
exceptionality measure. If one is interested in an exceptional ratio between the two des-
ignated features, one could take regression models as the model class, and then define
an appropriate exceptionality measure based on for example the slope of the regression
line.
When the feature space is not small enough to allow exhaustive exploration, the search
lattice is usually traversed with a beam search strategy, rendering the search level-wise.
The search starts with a candidate pattern covering the entire dataset. On each level the
current candidate pattern set is refined, creating many new candidates from each old
candidate. Each new candidate is formed from an old candidate by imposing one addi-
tional restriction on one feature from the first feature subset. Then, the best w patterns
according to the quality measure at hand are selected as the new candidate pattern set
for the next level.
The beam search strategy finds a middle ground between a hill-climbing search and ex-
haustive exploration: selecting the w best patterns at each level makes the search process
tractable and keeps it focused, while considering w alternatives on each level makes the
process less likely to end up in a local optimum. The search can be further constrained
by setting an upper bound on the search level, and a lower bound on the coverage of the
candidate patterns.
9.2.2 Exceptional Model Mining meets Bayesian Networks
As discussed in Section 9.1, we assume that the features in our dataset are partitioned
in the set of a attributes, that can be from any domain, and the set of n labels, that are
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Figure 9.3: Example Bayesian networks (based on Duivesteijn et al. 2010, Fig. 1).
assumed to be discrete. The EMM instance we employ (Duivesteijn et al. 2010) proposes
to use Bayesian networks over those n labels as model class. These networks are directed
acyclic graphs (DAGs) that model the conditional dependence relations between their
nodes. A pattern has a model that is exceptional in this setting, when the conditional
dependence relations between the n labels are significantly different on the data covered
by the pattern than on the whole dataset. Hence the exceptionality measure needs to
measure this difference. To this end, first a Bayesian network on the labels is learned
for the whole dataset. Then, for each candidate pattern under consideration, a Bayesian
network on the labels is learned from only the records in the dataset covered by the
pattern.
The exceptionality measure contains a component indicating the extent to which the
Bayesian network for the candidate pattern is different in structure from the Bayesian
network for the whole dataset. Because of the peculiarities of Bayesian networks, we
cannot simply use traditional edit distance between graphs (Shapiro and Haralick 1985)
here. Instead, a variant of edit distance for Bayesian networks was introduced, that basi-
cally counts the number of violations of the famous theorem by Verma and Pearl on the
conditions for equivalence of Bayesian networks (Verma and Pearl 1990).
Essentially, we count the distinct edges between two graphs ignoring their orientation.
Hence, the distance between the networks (a) and (b) in Figure 9.3 is zero. However,
we preprocess the graphs so that unmarried parents are connected, i.e. nodes implying
(pointing to) the same child node. Thus, the distance between (a) or (b), respectively, and
(c) is 1/3. Suppose (a) is the network learned on the whole dataset, then we would prefer
the pattern corresponding to (c) since it is more different and hence more exceptional
than (a).
Notice that the EMM algorithm takes quite some time to complete: for each candidate
pattern a Bayesian network is built over the labels, which can be done in O

n2.376

time (Duivesteijn et al. 2010). Since many candidate patterns are considered, this is a
high price to pay, even with a relatively small number of labels. However, as stated in
Section 9.1, in the LeGo approach the patterns resulting from the EMM algorithm can
be considered partial solutions to local complexities in the data. These solutions do not
need to be recomputed every time a classifier is built. Hence, the EMM algorithm needs
to be executed only once, and we can afford to invest quite some computation time for
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this single run. Additionally, the investment needed to compare Bayesian networks as
opposed to, for instance, comparing pairwise dependencies between labels, allows us to
find anomalies in non-trivial interplay between variables.
After running the EMM algorithm, we obtain a set P of patterns each representing a
local exceptionality in the conditional dependence relations between the n labels, hence
completing the Local Pattern Discovery phase.
9.3 Pattern Subset Discovery Phase
Having outlined the details of local pattern discovery in a multilabel context, we now
proceed to the second phase of the LeGo-framework: Pattern Subset Discovery. A common
approach for feature subset selection for regular classification problems is to measure some
type of correlation between a feature variable and the class variable. A subset of the
features S from the whole set P is then determined either by selecting a predetermined
number of best features or by selecting all features whose value exceeds a predetermined
threshold. Unfortunately, this approach is not directly applicable to multilabeled data
without adaptation. Several solutions are possible, we experimented with the following
approaches.
A simple way is to convert the multilabel problem into a multiclass (MC) classification
problem, where each original instance is converted into several new instances, one for
each label λi it belongs to, using λi as the class value (cf. Figure 9.2(b)). However, this
transformation does not take the underlying decomposition into account.
An alternative approach is to measure the correlations on the decomposed subproblems
produced by the binary relevance decomposition (cf. Section 3.1). The n different correla-
tion values for each feature are then aggregated. In our experiments, we aggregated with
the max operator, i.e., the overall relevancy of a feature was determined by its maximum
relevance in one of the training sets of the binary relevance classifiers. The main draw-
back of this approach is that it treats all labels independently and ignores that a features
might only be relevant for a combination of class labels, but not for the individual labels.
The last approach employs the label powerset (LP) transformation (cf. Section 3.2)
in order to also measure the correlation of a feature to the simultaneous absence or
occurrence of label sets. Hence, with the dataset transformed into a multiclass prob-
lem, common feature selection techniques can be applied. The different decomposition
approaches for the feature selection are depicted in Figure 9.2.
After the transformations, we can use common attribute correlation measures for eval-
uating the importance of an attribute in each of the three approaches. In particular, we
employed the information gain and the chi-squared statistics value of an attribute with
respect to the class variable resulting from the particular decomposition method applied.
Hence, the statistic is computed between each of the a attribute columns (x i, j)i and the
last column in Figures 9.2(b), 9.2(c) or 9.2(d). Then we let each of the six feature se-
lection methods select the best patterns from P to form the subset S. The size |S| of the
subset is fixed in our experiments (cf. Section 9.4).
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Figure 9.4: A multilabel classification problem (a) and its representation in pattern space (b), given
the set of patterns p1, . . . , p|S|.
The approach adapted from multiclass classification of measuring the correlation be-
tween each feature and the class variable has known weaknesses such as being suscepti-
ble to redundancies within the features. Hence, in order to evaluate the feature selection
methods, we will compare them with the baseline method that simply draws S as a
random sample from P .
9.4 Global Modeling Phase
For the learning of the global multilabel classification models in the Global Modeling
phase, we experiment with several standard approaches including binary relevance and
label powerset transformations as well as with the recent effective state-of-the-art learner
classifier chains (CC) (Read et al. 2009) and our calibrated pairwise approach (CLR)
(cf. Section 3.4.5). The chosen algorithms cover a wide range of different approaches and
techniques used for learning multilabel problems and are all included Mulan (Tsoumakas
et al. 2011b).
For each classifier configuration, we learn three classifiers based on different feature
sets. The first classifier uses only the a features that make up the original dataset, and is
denoted hO (Figure 9.4(a)). The second classifier uses only features constructed from our
pattern set S, and is denoted hS . Each of these patterns by definition maps each record
in the original dataset to either zero or one. Hence they can be trivially transformed into
binary features, that together make up the feature space for classifier hS (Figure 9.4(b)).
The third classifier employs both original and constructed features, in the spirit of LeGo,
and is hence denoted hL. Its feature space consists of the a original features, and |S|
features constructed from the pattern set S for a grand total of a+ |S| features.
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Table 9.1: Datasets used in the experiments, shown with the number of examples (m), attributes
(a), and labels (n), as well as the average number of labels per example (d).
Dataset Domain m a n d
emotions music 593 72 6 1.87
scene vision 2407 294 6 1.07
yeast biology 2417 103 14 4.24
9.5 Experimental Setup
To experimentally validate the outlined LeGo method, we will compare the performance
of the three classifiers based on different feature sets hO, hS , and hL. We will also investi-
gate the relative performance of the different feature selection methods, and the relative
performance of classification approaches.
9.5.1 Datasets and Learners
For the experiments we selected three popular multilabel datasets from different domains
(cf. Section 2.9.1). The basic statistics on these datasets can be found in Table 9.1.
We combine the multilabel decomposition methods mentioned in Section 9.4 with sev-
eral base learners: J48 with default settings (Witten and Frank 2005), standard LibSVM
(Chang and Lin 2001, see also Section 4.1.6), and LibSVM with a grid search on the pa-
rameters. In this last approach, multiple values for the SVM kernel parameters are tried,
and the one with the best 3-fold cross-validation accuracy is selected for learning on the
training set (as suggested by Chang and Lin 2001). Both SVM methods are run once with
the Gaussian Radial Basis Function as kernel, and once with a linear kernel using the
efficient LibLINEAR implementation (Fan et al. 2008). We will refer to LibSVM with the
parameter grid search as MetaLibSVM, and denote the used kernel by a superscript rbf or
lin.
9.5.2 Obtaining Raw Results
All statistics on the classification processes are estimated via a 10-fold cross-validation.
To enable a fair comparison of the LeGo classifier with the other classifiers, we let the
entire learning process consider only the training set for each fold. This means that we
have to run the Local Pattern Discovery and Pattern Subset Discovery phase separately
for each fold. Parameters are adjusted with an internal cross-validation on the training
data (see above).
For every fold on every dataset, we determine the best 10,000 patterns. The beam
search was configured with a beam width of w = 10 and a maximum search level
of 2, i.e. every pattern corresponds to at most two restrictions on one attribute each.
We specifically select a search of modest depth, in order to prevent producing an abun-
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Table 9.2: Average ranks of different feature selection methods, with critical difference.
Selection method BR LP MC Random CD
Evaluation method χ2 gain χ2 gain χ2 gain
Rank 4.445 3.932 3.507 4.263 3.707 4.490 3.657 0.520
dance of highly similar patterns. We further bound the search by setting the minimal
coverage of a pattern at 10% of the dataset.
Notice that the choice of search lattice traversal does not influence the way the excep-
tionality measure determines the quality of a pattern. While setting the search level to 2
does influence the complexity of the pattern in attribute space, this setting is independent
from the complexity of the models we fit in label space. Each candidate pattern will be
evaluated by fitting a Bayesian network to all its labels, regardless of search parameters
such as the search level.
For each dataset for each fold, we train classifiers from the three training sets hO,hS ,
and hL for each combination of a decomposition approach and base learner. In the Pattern
Subset Discovery phase, we set |S| := a, i.e. we select exactly as many pattern-based
features for S and hL as there are original features in hO.
As evaluation measures we chose (label and example-based) micro-averaged precision,
recall, subset accuracy, ranking loss and average precision. We find these five measures a
well balanced selection from the vast set of multilabel measures, evaluating different as-
pects of multilabel predictions such as good ranking performance and correct bipartition
(cf. Section 2.7).
All values for all settings are averaged over the folds of the cross-validation. Thus we
obtain a grand total of 300 test cases (5 evaluation measures × 5 base learners × 4
decomposition approaches × 3 datasets).
To draw conclusions from the long list of raw results we obtained, we use the method-
ology of combined Friedman and Nemenyi test (cf. Section 2.10.3) with a significance
level of α = 5%. Depending on the combinations we compare, we perform the tests on
different numbers of samples N and approaches k. The Friedman test was passed in all
evaluated cases.
9.6 Evaluation
The following subsections are dedicated to different aspects such as as the evaluation
of the different pattern subset discovery approaches, the employment of the different
feature sets, the impact of the decomposition approaches, and efficiency.
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9.6.1 Feature Selection Methods
Before comparing the three classifiers, we take a look at the relative performance of the
different feature selection methods. When comparing the performance of the classifier
hL with different feature selection methods over all N = 300 test cases, we find the
average ranks in Table 9.2. We compared the binary relevance, label powerset and mul-
ticlass approach, each with evaluation measures chi-squared and information gain, and
the random baseline approach.
The results show that no classifier employing a sophisticated feature selection method
significantly64 outperforms the classifier with random feature selection, which in turn
does significantly outperform several classifiers employing sophisticated feature selec-
tion. For the binary relevance and multiclass approaches this is reasonable, since the
patterns are explicitly designed to consider interdependencies between labels, while the
BR and MC approaches select features based on their correlation with single labels only
and hence totally ignore interdependencies. The label powerset approach should do bet-
ter in this respect. In fact, the best average rank featured in Table 9.2 belongs to LP
with the chi-squared evaluation measure. However, since its improvement over the naive
method is not significant, we did not further explore its performance.
Another reason for the bad performance of the the feature selection methods is that
they evaluate each feature individually. One extreme use case will show the problem:
if we replicate each feature n times and we select the n best features according to the
presented methods, we will get n times the same (best) feature. In the Local Pattern
Mining phase, we produce a high number of additional features, hence we hardly can
avoid to obtain groups of similar additional features where this problem may appear.
The random feature selection does not suffer from this problem. As a result of these
experiments, we decided not to use any sophisticated feature selection in the remaining
experiments, and focus on the results for random feature selection.
9.6.2 Evaluation of the LeGo Approach
The first row in Table 9.3 compares the three different classifiers hO, hS and hL trained
on the three different feature representations in terms of average ranks over the grand
total of 300 test cases: four decomposition methods BR, CC, CLR, and LP, combined with
five base learners, tested on the three datasets from Table 9.1, evaluated with the five
measures specified in Section 9.5.2. We see that both hO and hL perform significantly-
better than hS , i.e. the pattern-only classifier cannot compete with the original features
or the combined classifier.
The difference in performance between hO and hL is not significant. Although the
average rank for the LeGo-based classifier is somewhat higher, we cannot claim that
adding local patterns leads to a significant improvement. However, when splitting out
the results for the different base learners (the second block in Table 9.3), we notice a
64 The Friedman test with N = 300, k = 7 is comfortably passed for α = 5%. Nemenyi’s critical distance
becomes CD = 0.520 requiring α= 5% (cf. Section 2.10.3).
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Table 9.3: Comparison of different feature sets. Average ranks of the three classifiers hO, hS , hL,
with critical difference, over all 300 test cases, over all 240 test cases barring J48, over all 60 test
cases with a particular base learner, and over all 75 test cases with a particular decomposition
method. Bold numbers indicate the top rank in the row, > or < indicates a significant difference to
the direct neighbor classifier.
hO hL hS CD
Overall 1.863 = 1.797 > 2.340 0.191
Without J48 1.971 < 1.733 > 2.296 0.214
MetaLibSVMrbf 1.483 = 1.683 > 2.833 0.428
MetaLibSVMlin 1.900 = 1.800 > 2.300 "
LibSVMrbf 2.633 < 1.683 = 1.683 "
LibSVMlin 1.867 = 1.767 > 2.367 "
J48 1.433 > 2.050 > 2.517 "
CLR 1.813 = 1.760 > 2.427 0.383
LP 1.773 = 1.827 > 2.400 "
CC 1.947 = 1.720 > 2.333 "
BR 1.920 = 1.880 = 2.200 –
striking difference in average ranks between J48 and the rest. When we restrict ourselves
to the results obtained with J48, we find that the classifier built from original features
significantly outperforms the LeGo classifier.
One reason for the performance gap between J48 and the SVM approach lies in the
way these approaches construct their decision boundary. The SVM approaches draw one
hyperplane through the attribute space, whereas J48 constructs a decision tree, which
corresponds to a decision boundary consisting of axis-parallel fragments. Now the pat-
terns the EMM algorithm finds in the Local Pattern Discovery phase are constructed by
several conditions on single attributes. Hence the domain of each pattern has a shape
similar to a J48 decision boundary, unlike a (non-degenerate) SVM decision boundary.
Hence the expected performance gain when adding such local patterns to the attribute
space is much higher for the SVM approaches than for the J48 approach.
However, using only the original features seems to be also enough for the highly opti-
mized non-linear SVM, though the difference to the combined features is small and not
statistically significant. The remaining base learner benefit from the additional local pat-
terns. Notably, when using LibSVMrbf, it is even possible to rely only on the pattern-based
features in order to outperform the classifiers trained on the original features.
Because particularly the J48 approach results in such deviating ranks, we investigate
the relative performance of the base learners. We compare their performance on the
three classifiers hO, hS , and hL, with decomposition methods BR, CC, CLR, and LP, on
the datasets from Table 9.1, evaluated with the measures specified in Section 9.5.2. The
average ranks of the base learners over these 180 test cases can be found in Table 9.4.
Again, the Friedman test is easily passed, and the Nemenyi test shows that J48 performs
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Table 9.4: Comparison of the different base learners in terms of the average ranks on 180 test
cases, respectively, with critical difference.
Approach Rank
MetaLibSVMrbf 1.489
MetaLibSVMlin 2.972
LibSVMlin 3.228
LibSVMrbf 3.417
J48 3.894
CD 0.455
significantly worse than all SVM methods, and that MetaLibSVMrbf clearly dominates the
performance of the SVMs. This last point is not surprising, since the three datasets are
known to be difficult and hence not linearly separable (cf. Section 4.6.8), which means
that an advantage of the RBF-kernel over the linear kernel can be expected. Moreover,
the non expensively optimized LibSVMrbf can be considered to be subsumed by the meta
variant since the grid search also tries out the default settings.
Having just established that J48 is the worst-performing base learner and, additionally,
that the similar decision patterns particularly damage the performance of the LeGo clas-
sifier, we repeat our overall comparison considering only the SVM variants. Moreover,
SVMs are conceptually different from decision tree learners, which additionally justifies
the separate comparison. The average ranks of the three classifiers hO, hS , and hL on
the remaining 240 test cases can be found in the second row of Table 9.3. This time, the
Nemenyi test yields that on the SVM methods the LeGo classifier is generally significantly
better than the classifier built from original features, even though for MetaLibSVMrbf this
is not the case.
The last block in Table 9.3 allows a further differentiation with respect to the em-
ployed transformation technique. With the exception of the label powerset approach,
which already maximally respects label dependencies, all approaches benefit from the
combination with the constructed LeGo features, though the differences are not statis-
tically significant. Of peculiar interest is the benefit for the binary relevance approach,
which in its original form considers each label independently. Though the Friedman test
is not passed, the trend is confirmed by the results of CC, which additionally include
features from the preceding base classifiers’ predictions.
If we consider CC not as a different decomposition approach but as a feature enriching
approach, which adds the feature set C, the result comparing the performance of the
different feature sets arrives at O ∪ S ∪ C (rank 2.84) followed by O ∪ S (3.34), O ∪ C
(3.53), O (3.6), S (3.89) and S ∪ C (3.97) (significant difference only between first and
both last combinations). Hence, adding C has a similar effect on performance than adding
S, and BR particularly benefits if both are added, which demonstrates that the patterns
based on local exceptionalities provide additional information on the label dependencies
which is not covered by C.
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Table 9.5: Comparison of the decomposition approaches. The first block compares the approaches
for all base learner combinations, the second one restricts on the usage of MetaLibSVMrbf. The first
row in each block indicates the average ranks with respect to all evaluation metrics, whereas the
following rows distinguish between the individual measures.
Measure CLR LP CC BR CD
all & all BC 1.909 > 2.462 = 2.700 = 2.929 0.313
ACC 3.400 < 1.489 = 1.722 > 3.389 0.700
PREC 1.989 > 3.467 = 3.111 < 1.433 "
REC 2.156 = 1.956 = 2.422 > 3.467 "
AVGP 1.000 > 2.778 = 3.111 = 3.111 "
RANKLOSS 1.000 > 2.622 = 3.133 = 3.244 "
all & MetaLibSVMrbf 2.111 = 1.911 > 2.911 = 3.067 0.700
ACC 3.667 < 1.000 = 2.000 = 3.333 1.563
PREC 2.111 = 3.444 = 3.444 < 1.000 "
REC 2.778 < 1.000 = 2.333 = 3.889 "
AVGP 1.000 = 2.111 = 3.444 = 3.444 "
RANKLOSS 1.000 = 2.000 = 3.333 = 3.667 "
9.6.3 Evaluation of the Decompositive Approaches
In the previous results shown in Table 9.3 there has been no differentiation between the
different evaluation measures. Indeed, the decision of the feature base does not seem to
have a differing impact on the metrics (for the SVM learners, not shown in the table).
The only exception appears to be micro-averaged precision, for which hO yields a small
advantage over hL. But as Table 9.5 demonstrates, the situation changes with respect
to the decompositive approach used. As we can see in the upper block, there are clear
tendencies regarding the preference for a particular metric.
LP e.g. has a clear advantage in terms of subset accuracy, which only CC is able to
catch up. This is natural, since both approaches are dedicated to the prediction of a
correct labelset. In fact, LP only predicts labelsets previously seen in the training data.
CC behaves similarly, as is shown in the following: If we consider only the additional
features from the previous predictions (i.e. feature set C), then we find that CC behaves
like a sequence tagger. Hence, for a particular sequence of labels y1, . . . , yi−1 the i-th
classifier in the chain will tend to predict yi = 1 (or yi = 0 respectively) only if y1, . . . , yi
existed in the training data (see also Section 3.5.7 for the detailed functioning of CC). The
advantage of LP and CC is confirmed in the bottom block, which restricts the comparison
to the usage of the most accurate base learner MetaLibSVMrbf.
Precision is dominated by BR, followed by CLR. This result is obtained by being very
cautious at prediction, as the values for recall show. Especially the highly optimized SVM
is apparently fitted towards predicting a label only if it is very confident that the esti-
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mation is correct. Whether this is because of the high imbalance of the binary subprob-
lems, e.g. compared to pairwise decomposition, is not clear, but it again demonstrates
the problematic issue of optimizing the base learners in BR, which was already discussed
in Section 3.5.7 and 3.5.4. CLR shows to be more robust, though the bias towards un-
derestimating the size of the labelsets (cf. Section 4.6.9) is visible. Especially in this case
the bias may originate from the conservative BR classifiers, which are included in the
calibrated ensemble, since the difference between precision and recall is clearly higher
for MetaLibSVMrbf.
A contrary behavior to BR is shown by LP, which dominates recall, especially for
MetaLibSVMrbf, but completely neglects precision. This indicates a preference for pre-
dicting the more rare large labelsets. The best balance between precision and recall is
shown by CLR. Even for MetaLibSVMrbf, for which the underestimation leads to low
recall, but for which the competing classifier chains obtain the worst precision values
together with LP.
The good balancing properties of CLR are confirmed by the results on the ranking
losses, which are clearly dominated by CLR’s good ability to produce a high density of
relevant labels at the top of the the rankings. The high recall of LP is corresponded
with good ranking losses, but the low ranks of BR demonstrate that its high precision is
not due to a good ranking ability. This behavior was already observed on Reuters rcv1
in Section 4.6.2 and in on EUR-Lex Section 6.4.2, where BR often correctly pushed a
relevant class at the top (ONEERR), but obtained poor ranking losses. Similarly, CC’s base
classifiers are trained independently without a common basis for confidence scores and
hence achieve a low ranking quality. The technique of Fan and Lin (2007) described in
Section 3.5.4 may alleviate this disadvantage at the expense of additional computational
costs, a measure which is obviously not necessary for CLR (cf. Section 3.5.6).
If we give the same weight to the five selected measures, we observe that CLR signif-
icantly outperforms the second placed LP if all base learners are considered and slightly
loses against LP if MetaLibSVMrbf is used (top row in both blocks in Table 9.3).
9.6.4 Efficiency
Apart from the unsatisfactory performance of the J48 approach compared to SVM ap-
proaches, Table 9.4 also indicates that compared to the standard LibSVM approach the
extra computation time invested in the MetaLibSVM parameter grid search is rewarded
with a significant increase in classifier performance. For both the linear and the RBF ker-
nel we see that the MetaLibSVM approach outperforms the LibSVM approach, although
this difference is only significant for the RBF kernel. A more exhaustive parameter-
optimizing search will probably be beneficial, since the grid search considers arbitrary
parameter values. Whether the performance increase is worth the invested time is a
question of preference. In the case where time and computing power are not limited
resources, the increased performance is clearly worthwhile, though an overfitting is visi-
ble which especially affects BR.
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From a practical point of view it is also interesting to analyze the efficiency of using
the original features in comparison to using the constructed features. We expected an im-
provement in complexity just from the circumstance that the pattern features are binary
in contrast to the more complex nature of the original features in the used datasets. The
gain may not only originate from the fact that binary features are far easier to process
than discrete or even continuous data for a large range of learners such as decision trees
and rule learner, but also from the possible resulting feature value sparseness which also
boosts algorithms like SVMs.
For the comparison between training of hO and hS we focus on the binary relevance
decomposition setting in order to allow a balanced comparison over the three datasets,
since the complexity of BR scales linearly with respect to the number of classes. For J48
as base learner, we observed a reduction of training costs from 28% (emotions) over 31%
(scene) to 47% for yeast. For LibSVMrbf, the difference was more pronounced, with a re-
duction of 60%, 52% and 50%, respectively. We obtained a similar picture for LibSVMlin,
with a reduction of even 82% (emotions) and 65% (scene), except for yeast, where
training hS surprisingly takes almost 7 times longer than training hO. This case is very
likely an exception since comparing MetaLibSVMlin and hence using different parameters
shows again a clear reduction. The numbers for MetaLibSVMlin and MetaLibSVMrbf are
omitted since they show a similar picture but are more difficult to compare directly since
they always also include testing time.
Note that training hL of course takes more computation time since we employ both fea-
ture sets, but the overhead of using the constructed features from the patterns is clearly
relatively small. Also, notice that the overhead of producing the features needs to be in-
vested only once for training the classifier, possibly off-line, and that the resulting trained
classifier can then be used again and again for classifying data; if one wants to classify
more than once, the added costs diminishes.
9.7 Discussion and Related Work
The applied Local Pattern Discovery algorithm was created to find patterns that are inter-
esting by themselves.65 The output of the algorithm is therefore not specifically tailored
to be useful in a classification setting; this is not a guiding principle in the Exceptional
Model Mining process. To the best of our knowledge, this work is a first shot at test-
ing the utility for classification of the result of such a stand-alone multilabel pattern
discovery process. Some recent sophisticated classifiers, for instance the multilabel lazy
associative classifiers (Veloso et al. 2007), are also based on local patterns. However,
these patterns serve only the classifier, hence the different phases, as present in the
LeGo framework, are not as separated as they are in our work. Similarly, Cheng and
Hüllermeier (2009) incorporate additional features that encode the label distribution in
the direct neighborhood by in effect stacking the output of a k-Nearest Neighbor classi-
65 We omit the related work on subgroup discovery since this is not the main concern in the frame of this
thesis. Nevertheless, we refer the interested reader to Duivesteijn et al. (2012,?).
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fier (cf. Witten and Frank 2005, Sec. 3.8). However, this has to be done at (training and
testing) runtime and cannot be done separately and beforehand.
Other known stacking approaches include the outcome of global classifiers. Godbole
and Sarawagi (2004) e.g. use the outputs of a BR-SVM classifier as additional input
features for second level SVMs. Similarly, Tsoumakas et al. (2009a) replace all original
features by the predicted scores of a BR. The scores are additionally filtered according
to their correlation to each other. Classifier chains (Read et al. 2009) rely on stacking
the outcomes of the predetermined sequence of previous binary relevance classifiers,
which permits to model conditional dependencies, but it does not rely on locality. Zhang
and Zhang (2010) also try to model label dependencies and start from the premise of
eliminating the conditional dependency between the input features x and the individ-
ual labels by computing the errors ei = yi − hi(x). The isolated dependencies between
labels are then approximated by the result of building a Bayesian network on these er-
rors. A new BR classifier is then learned for each class with the set of alleged parents
as additional features. The very recent LIFT algorithm selects particularly representative
centroids in the positive and negative examples of a class by k-means clustering (cf Wit-
ten and Frank 2005, Sec. 4.7) and then replaces the original features of an instance by the
distances to these representatives (Zhang 2011). One may also interpret this approach as
a different, pragmatic way of computing new suitable principal components and hence
dimensionality reduction, but which apparently works quite well.
9.8 Summary
We have proposed to enhance multilabel classification methods with local patterns in a
LeGo setting. These patterns are found through an instance of Exceptional Model Mining,
a generalization of Subgroup Discovery striving to find subsets of the data with aberrant
conditional dependence relations between target features. Hence each pattern delivered
by this method represents a local anomaly in conditional dependence relations between
the labels. Each pattern corresponds to a binary feature which we add to the dataset, in
order to improve classifier performance.
Experiments on three datasets show that for multilabel SVM classifiers the performance
of the LeGo approach is significantly better than the traditional classification perfor-
mance: the statistical analysis shows that investing extra time in running the EMM al-
gorithm pays off when the resulting patterns are used as constructed features. The J48
classifier does not benefit from the addition of local patterns, but it generally performs
significantly worse than the SVM-based classifiers. This can be attributed to the similar-
ity of the local decision boundaries produced by the subgroup discovery algorithm to
those produced by the decision tree learner. Hence, the expected performance gain when
adding local patterns is lower for J48 than for approaches that learn different types of
decision boundaries, such as SVM approaches.
From the point of view of pairwise multilabel learning, the presented technique for ex-
ploring label dependencies demonstrates that the restriction on detecting label relations
of second order can potentially be surmounted, e.g., simply by a feature enrichment pro-
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cess such as the one presented. This is of course not limited to pairwise decomposition but
also applies to any otherwise correlation blind approach. The local exploration ensures
that the interesting conditional dependencies are taken into account.
The Friedman-Nemenyi analysis also shows that the constructed features cannot re-
place the original features without significant loss in classification performance. We find
this reasonable, since these features are constructed from patterns found by a search pro-
cess that is not at all concerned with the potential of the patterns for classification, but
is focused on exceptionality. In fact, the pattern set may be highly redundant. Hence it is
likely that the less exceptional part of the data, which by definition is the majority of the
dataset, is underrepresented by the constructed features.
As mentioned in Section 9.7, to the best of our knowledge, this is a first shot at dis-
covering multilabel patterns and testing their utility for classification in a LeGo setting.
Therefore this work can be extended in various ways. It might be interesting to develop
more efficient techniques without losing performance. It seems fruitful to investigate al-
ternative search strategies which rely on different quality measures or are focused on
properly balancing its levels of exploration and exploitation.
Such a modified search strategy would possibly produce a more diverse set of features
and avoid some of the observed redundancy issues in the current top-10,000 patterns.
Focusing on feature selection, these issues might also be addressed in future work by
adapting the feature evaluation in the Pattern Subset Selection phase such that diver-
sity within the subset is considered. This could then possibly lead to the targeted full
replacement of the original features, enabling more efficient learning and classification.
Regarding the clear preferences of the different decomposition approaches towards a
particular evaluation metric in our experiments in Section 9.6.3, there is a strong motiva-
tion to further investigate how to adapt the aggregation process of the pairwise ensemble
in order to maximize a particular arbitrary measure. Whereas the maximization of recall
or precision seems straightforward, optimizing the combined F -measure or the subset ac-
curacy is less obvious. Intuitively, improving ranking loss and average precision will also
improve the maximally obtainable F1 score,66 and simple voting (cf. Section 3.4.3) evi-
dently achieves exactly this. But the maximization of subset accuracy apparently requires
alternative aggregation strategies such as ranking through iterated choice (Hüllermeier
and Fürnkranz 2007) or the technique of Park and Fürnkranz (2008) for the correction
of rankings considering previously observed label constellations (see Section 3.5.5 for
further explanations).
66 Unfortunately, the employed framework for the experiments (Tsoumakas et al. 2011b) does not mea-
sure the idealistic F1|P| (cf. Section 2.7.4). We plan to consider this in future evaluations.
9.8 Summary 201

10 Information Extraction and Syntactic
Parsing
In recent years, more and more approaches have appeared that translate the information
extraction task into a classical classification problem, which is nowadays considered the
most popular approach. The most common approach is to transform each text position,
i.e. usually each text token in the document, into a classification example. This is often
called boundary classification or sequential tagging/labeling. The class information of the
instance depends on whether the underlying text token is a part or boundary of the target
annotation or not. Figure 10.1 shows an tagged sentence, whose syntax tree is depicted
in Figure 10.2. The token The is marked as the beginning of a noun phrase ([NP) that
ends at fox with NP]. The standard approach is to train one separate classifier for each
annotation type, i.e. one for noun phrases, one for verb phrases etc. This subproblems
can be solved using a multiclass classification algorithm that is trained to predict for
each token exactly one class. We can often observe an overlapping of the annotations of
the different types in real world applications, such as in chunking, syntactic parsing or
ontology based information extraction (OBIE) (cf. Li and Bontcheva 2007). The token
The e.g. is at the same time a determiner and the beginning of a noun phrase, which is
indeed linguistically a reasonable coincidence. The traditional approach ignores this co-
occurrence and is therefore not able to exploit the additional information, namely that
determiners are often also noun phrases beginnings.
The approach presented in this chapter therefore reformulates the many individual
multiclass problems into only one multilabel classification problem. This means that a
token is now allowed to have simultaneously several classes assigned. The reason for this
representation is twofold: on the one hand we obtain a more natural, compact and con-
token The quick brown fox jumps over the lazy dog
token the=1 quick=1 brown=1 fox=1 jumps=1 over=1 the=1 lazy=1 dog=1
features +1.quick=1 +1.brown=1 +1.fox=1 +1.jumps=1 +1.over=1 +1.the=1 +1.lazy=1 +1.dog=1
-1.the=1 -1.quick=1 -1.brown=1 -1.fox=1 -1.jumps=1 -1.over=1 -1.the=1 -1.lazy=1
POS [DT, DT] [JJ, JJ] [JJ, JJ] [NN, NN] [VBZ, VBZ] [IN, IN] [DT, DT] [JJ, JJ] [NN, NN]
syntactic [NP NP] [VP [PP [NP NP], PP], VP]
Figure 10.1: Transformation of a text sentence into a classification problem. Each column shows a
token and exemplarily the generated features with a context of one word and the class information
of the corresponding generated classification instance. The first row of the class information ’POS’
shows the part-of-speech annotations, the second the syntactic annotations given to the token.
Abbreviations according to Marcus et al. (1993). A ’[’ denotes the BEGIN and ’]’ the END of the
corresponding annotation type.
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Figure 10.2: Example of a syntax tree. The result was generated with the Stanford Parser (cf. Sec-
tion 10.3).
sistent representation of the extraction problem. On the other hand, the main purpose
of this formulation is to allow an underlying multilabel algorithm to exploit relations in
the labels such as co-occurrence, exclusions and implications and hence improve the pre-
diction quality. This work evaluates several multilabel learning algorithms and compares
them on a dense annotation dataset.
10.1 Information Extraction
The transformation of an information extraction task into a classification problem was
already sketched in the introduction. The next two subsections give a more detailed de-
scription of the two main processing steps (mainly based on Loza Mencía 2009).
10.1.1 Boundary Classification
In this work we employ the simple but effective Begin/End approach. The start and the
end of each annotation, i.e. only the boundaries, are marked with the tag BEGIN or END,
the rest is marked as negative examples with NEG. The bottom two rows in Figure 10.1
shows for each type DT (determiner), JJ (adjective), NN (noun) etc. (cf. Marcus et al.
1993 for abbreviations) the beginning and ending of an annotation.67
In the standard approach, a problem appears when an annotation only includes one
token, such as for DT. This would make it necessary to tag a token as BEGIN and END
simultaneously. As this would require a multilabel capable underlying classifier, the com-
mon approach is to include an additional class UNIQUE which represents both classes at
the same time (see also Section 10.2).
67 The negative class is omitted since this is the multilabel representation.
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We chose a pragmatic way for solving inconsistencies during the reconstruction of the
annotations on the test set: we search for the first appearing of an opening tag and
continue the extraction until the first matching closing tag is found, the remaining tags
until then are simply ignored.
10.1.2 Feature Generation
The boundary classification step generates the class information for each training in-
stance, but up to now these instances are empty. The simplest features which can be
added are the occurrences of the different tokens themselves. Since the focus of this
work lies on the comparison of the classification algorithms, we use only these simple
features and refrain from using sophisticated linguistic features. For the same reason we
ignore the classification history.
Windowing ensures that the context of the current text position is taken into account.
A predetermined number of preceding and following tokens coded together with their
position are used (see the token features row in Figure 10.1 for a window size of one).
10.2 Multilabel Classification for Information Extraction
As already outlined, one of the advantages of multilabel classification is the more nat-
ural representation since we do not have to work with tricks. Note e.g. that in the
BEGIN/END/UNIQUE scheme the learning algorithm is forced to learn to distinguish
between UNIQUE and BEGIN or END, respectively, though UNIQUE is actually a subset
of these two classes. This could lead to a deterioration of the detection performance for
the start and end boundaries. This makes this tagging scheme especially interesting for
the usage of multilabel classification. Furthermore, the traditional methods do not permit
to exploit relations between several annotation types since each type is by design neces-
sarily learned separately. We present therefore in the following the standard approach
together with the multilabel alternatives.
Traditional Multiclass Approach
A multiclass classifier is trained for each annotation type, the BEGIN/END/UNIQUE/NEG
scheme is used. I.e. for each annotation type t ∈ A a classifier is trained with instances
mapped to exactly one class λ in L(t) = {BEGIN, END, UNIQUE, NEG}. The multiclass
problem is solved via one-against-all decomposition in our case (MC-BR).
Binary Relevance
The extraction task is transformed into one multilabel problem where each token is as-
signed to a subset P of L = A× {BEGIN, END}, with A as the set of annotation types.
Note that it is not necessary to include neither NEG nor UNIQUE since we are able to
predict the empty set as well as BEGIN and END simultaneously.
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The binary relevance approach (cf. Section 3.1) learns a set of classifiers ht,B, ht,E ,
t ∈A that each predicts whether an annotation t begins (label t,B) or ends (label t, E).
Pairwise Decomposition
In the binary relevance setting, the algorithm is not expected to improve from label co-
occurrences since each base classifier is trained separately. However, the pairwise ap-
proach is at least potentially able to detect non co-occurrences, since we train for each
pair of classes a base classifier with instances where the one class is positive and the
other negative, i.e. the base classifier is trained with cases where both classes are mu-
tually exclusive (cf. Section 8.3.1). Therefore this approach may be able detect that a
co-prediction of two classes is wrong for a determined instance, in contrast to BR, where
a base classifier cannot state anything else than relevant or non-relevant.
We employ calibration (cf. Section 3.4.5) in order to predict bipartitions and QVoting
(cf. Section 5.1) in order to boost the extraction process (QCLR).
Label Powerset
In the label powerset approach (LP), a meta multiclass problem is constructed where
each appearing label combination Pi is interpreted as one separate class. The meta prob-
lem is then solved with a normal multiclass algorithm or with the previously presented
decomposition methods (cf. Section 3.2).
The multilabel problem is re-transformed into a multiclass problem, i.e. the possi-
ble classes of a token are in L = 2A×{BEGIN ,END}. Note that for only one annotation
type this corresponds to the traditional multiclass approach, since we would obtain
λ ∈ L = {{},{BEGIN},{END},{BEGIN,END}}, which corresponds to {BEGIN, END,
UNIQUE, NEG}. But for more than one annotation type, co-occurrence and implications
can effectively be exploited and detected since these co-occurrences are explicitly used
as training information. However, the granularity of this information is limited, since the
approach is only able to generalize from the co-occurrence of two classes if there is no
other class appearing since this would not generate the desired meta co-occurrence class
anymore.
10.3 Evaluation
Since it is difficult to obtain densely annotated (free) corpora e.g. from the field of OBIE,
we decided to generate our own dense dataset with the help of the Stanford Parser, which
returns the syntactic structure of a sentence.68 The result of the parser was considered
to be the true and correct labeling of the corpus. The first six (scientific) texts from the
Learned category of the Brown Corpus (Francis and Kucera 1979) were annotated with
this tool, taking the first three documents for training and the remaining for testing. The
resulting training set contains 6790 instances and 48 different annotations types, 7091
instances remained for testing. Since each annotation type leads to two tags denoting the
68 http://www-nlp.stanford.edu/software/lex-parser.shtml
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Table 10.1: Prediction quality of the different algorithms based on exact annotation matches,
micro-averaged over all annotation types. MC for the traditional multiclass algorithm, ML for
the multilabel transformation and LP for label powerset. LPC denotes the pairwise decomposi-
tion approach for multiclass problems.
Algorithm Precision Recall F1
MC-BR 74.21 34.32 46.93
ML-BR 72.49 40.52 51.98
ML-QCLR 71.49 40.18 51.44
LP-BR 59.67 43.46 50.29
LP-LPC 65.12 41.73 50.87
BEGIN and the END, we obtain 96 different labels for the multilabel problem. In average
there are 3.34 labels associated per token. For the label powerset representation, 334
classes were retrieved. A window size of 5 resulted in less than 7000 different features.
We used the well known LibSVM library with linear kernel and standard settings as our
base learner (Chang and Lin 2001).
The results are shown in Table 10.1 in terms of annotations-based micro-averaged re-
call, precision and F1 of exact matches (cf. Section 2.7) The first observation is that the
multilabel approaches (QCLR and BR) seem to slightly outperform the traditional multi-
class approach in terms of F1, and that ML has a slight advantage over LP. A closer look
reveals that recall and precision highly depend on the used transformation approaches.
LP seems to boost recall while ML and especially the classical multiclass approach im-
prove precision, always at the expense of the opposite measure. The MC setting appears
to generate quite conservative classifiers, since the MC extractor predicts 18% less anno-
tations than ML-QCLR and even 28% less than LP-LPC.
Note that the absolute values may seem generally low, but remind that these results
were produced without linguistic or any other intelligent preprocessing. Moreover, only
exact annotation matches were taken into account, counting token matches improves the
rates to around 70%.
10.4 Related Work
Only few attempts have been made on this subject so far. McDonald et al. (2005) were
able to improve accuracy in extracting non-contiguous and overlapping segments of dif-
ferent types using an adapted multilabel algorithm. However, their algorithm is not di-
rectly comparable since it is centered and adapted to sentences whereas the approach
presented here is token based and usable with any multilabel algorithm.
The independently developed approach of Finkel and Manning (2010) published ap-
proximately at the same time considers to jointly perform named entity recognition and
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syntactic parsing. Their specialized conditional random field-based context-free grammar
parser is able to outperform approaches which solve the tasks separately.
10.5 Summary
We have introduced the approach of presenting an information extraction problem as one
multilabel classification problem rather than several independent multiclass problems.
This view is more natural to the extraction problem and furthermore potentially allows
the exploitation of relations and correlations between overlapping annotations.
Although all multilabel approaches achieve higher F1 scores in the experiments than
the standard approach, a direct comparison of both approaches shows up to be difficult,
since the traditional approach is focused on precision while the multilabel approaches
obtained higher recall to the detriment of the precision. Evaluations on more corpora
and perhaps with a more extensive also linguistic preprocessing are planned in order
to obtain a clearer picture. Nevertheless, it has been demonstrated that the formulation
as multilabel problem is at least comparable, particularly considering that the employed
algorithms are not especially adapted or designed in order to exploit class correlations.
Recent advantages in the exploitation of label dependencies let us expect substantial im-
provements. Promising advances were made e.g. in enhancing the pairwise approach by
the detection and exploitation of present constraints on the labels, such as co-occurrences
(Park and Fürnkranz 2008). The approach presented in Chapter 9 of incorporating label
dependent features is surely another possibility.
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11 Summary and Conclusions
Multilabel classification is becoming an increasingly important task in machine learning
due to the growing number of application scenarios that require not only predicting one
single top class as in multiclass classification, but a set or a ranking of relevant classes.
A prototypical application scenario for multilabel classification is the assignment of a
set of keywords to a document, a frequently encountered problem in the text classification
domain. With upcoming Web 2.0 technologies, this domain is extended by a wide range
of tag suggestion tasks (cf. Section 2.9.1). This type of problem is often associated with
a large number of instances, classes, or both, which demand for an efficient processing.
The Reuters rcv1 dataset for instance is composed of over 800,000 documents and 103
classes, a benchmark extracted from the del.icio.us platform contains almost 1000 classes
and the introduced EUR-Lex database consists of almost 4000 classes (cf. Chapter 6).
Moreover, the trend definitely is moving towards more data points and more labels.
The work in this thesis was driven particularly by this explosive development. Hence,
the emphasis was put on efficiency, though under the focused scenario this is directly con-
nected to scalability. Effectivity, i.e. predictive quality, was ensured by the main pillar of
this thesis: pairwise learning. This decomposition technique is based on the comparison
of pairs of classes, which is the most fine-grained distinction we can make in a classifi-
cation task. And it is exactly this characterizing property which gives pairwise learning
the cutting edge over the competing approach, namely the predominant binary relevance
learning.
But this property is simultaneously the most serious obstacle for pairwise learning,
since the number of classifiers to be trained and the number of comparisons to be done
for each test example grow quadratically with the number of classes. In light of our pro-
totypical scenario, it was the main objective of this work to analyze and improve pairwise
classification in face of the new challenging demands of current multilabel classification.
11.1 Challenges Revisited
As the present work demonstrates, this goal was not too ambitious. Several solutions were
presented in order to manage the challenges initially presented in Section 1.1. The follow-
ing section will revise these five challenges to efficient multilabel pairwise classification
and the corresponding solutions that have been developed.
The basis for an efficient processing of a high quantity of data was set by the MLPP
algorithm, which uses the fast yet effective perceptrons as base learners (Loza Mencía
2006). The high number of features does also not affect MLPP, since its efficiency
depends on the feature density, which is generally low for textual data. The extension
using calibration transformed the good ranker MLPP into the effective multilabel classi-
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Figure 11.1: Schematic complexity diagram comparing the pairwise algorithms and binary rele-
vance. Training and testing costs (x-axis, sub-indices 1 and 2 respectively are used if not equal) and
memory requirements (y-axis) are shown with respect to the number of classes n. Areas indicate
an additional dependency.
fier CMLPP. The fast processing speed of the incremental, anytime perceptrons ensures
the suitability for real-time applications even on the 800,000 documents comprising the
Reuters dataset.
However, the problem of the quadratic dependency on number of classes remained.
The diagram in Figure 11.1 illustrates this: the starting point is a quadratic dependency
n2 for the memory and testing (P2) and dn for training (P1). Note that training is de-
celerated by a factor equal to the (rather small) average labelset size d in comparison
to the initial Figure 1.1. In consequence, the integration of the intelligent comparisons
choosing scheme QVoting was a major milestone for multilabel pairwise classification.
The log-linear scalability (Q2) is an important step towards binary relevance (B) and en-
ables QCMLPP and QCLR for a wide range of practical applications. However, the new
large-scale EUR-Lex dataset with its almost 4000 classes was not amenable to this tech-
nique because of the high placement on the memory axis. The dual reformulation of the
perceptrons allowed squeezing the 8 million classifiers into 1.4 instead of 152 GB. How-
ever, the DMLPP now depends linearly on the number of classes and training documents,
which is reflected by the relatively large area in Figure 11.1 (D).
The family of highly efficient and highly scalable multi-use algorithms for multilabel
pairwise classification was completed by the combination with the hierarchical decompo-
sition of HOMER (Tsoumakas et al. 2008). The relaxation of the pairwise setting allows
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reducing the margin of H-QCLR to BR to a user-defined constant factor and it even re-
duces the training and testing costs dependence to sub-linearity.
This important advance prepared the ground for the connection to the highly related
multi-task and multi-target learning, which was considered in this study for the first
time (to the best of my knowledge). The investigation of parallel tasks was also the first
attempt to analyze the exploitation of label dependencies in the pairwise setting. The
use of multilabel learning algorithms for the application of automatically annotating text
is closely related to the setting of the parallel tasks. Our work was the first time multilabel
classification was applied in such a setting, with first positive advances. The possible
connection with techniques for the exploration of local patterns was also explored in this
work. Subgroup discovery based on exceptionality enables the further consideration of
locally present label correlations.
11.2 Perspectives
A series of major and minor potential improvements were introduced throughout this
work. For instance, the incorporation of more effective linear separation learners like
SVMs instead of the basic perceptron, the incorporation of kernels (cf. Section 6.2.2),
several simple solutions to the underestimation bias in the calibration (cf. Section 4.6.9),
techniques for enabling the QVoting approach (cf. Section 5.5) and HOMER (cf. Sec-
tion 7.4) to produce accurate rankings of labels in addition to labelset predictions, and
many more.
However, for the author, the three main research avenues for efficient and effective
pairwise classification in the multilabel setting are the following and they cover three
main points: the further improvement of the efficiency and scalability with respect to
large label spaces, the adjustment to the specific requirements of a task, and the enhanced
exploitation of label dependencies.
The projection of the label output space to a much lower dimensional, substitute space
(cf. Section 2.8.6) has the best chances, along with hierarchical transformations such as
HOMER, of applying multilabel classification algorithms in general and pairwise decom-
position in particular to problems with almost arbitrary label space size. The first track
of this year’s ECML/PKDD 2012 Discovery Challenge69 demonstrates the need for this
type of solutions: roughly 2.4 millions documents from the Wikipedia are to be mapped
to approximately 325,000 categories. In order to solve this kind of problems, we are cur-
rently investigating techniques from semantic hashing and deep belief networks which
in contrast to existing approaches do not require solving regression problems. Instead,
conventional multilabel learning algorithms can be applied.
As the experimental evaluation in Section 9.6.3 has shown, the choice of the decompo-
sition approach has a very diverse impact on the different multilabel evaluation measures.
Hence, future multilabel learning algorithms should preferably be able to cover and ad-
69 Third Challenge on Large Scale Hierarchical Text Classification http://www.ecmlpkdd2012.net/info/
discovery-challenge/.
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just to the diverse objectives and needs of specific multilabel tasks. In the pairwise frame-
work, this can be achieved merely by changing the aggregation strategy of the pairwise
predictions, particularly without touching the decomposition process and hence the pair-
wise ensemble. Two promising approaches were already proposed in Section 3.5.5, rank-
ing through iterated choice and the posterior consideration of label constraints, which
both deserve further investigation.
The third line of promising research concerns the extension of the pairwise preference
learning framework by introducing currently ignored pairwise relations between labels.
Notably, in the present framework, a base classifier dedicated to distinguish between
two classes ignores the instances where both of these classes are simultaneously present
(cf. Section 3.5.3). The inclusion of this additional information could further improve
the ability of the pairwise approach to consider label dependencies. An extension in this
direction affects the decomposition of the original problem as well as the aggregation of
the base predictions. First theoretical reflections for a formal and semantically coherent
realization in the pairwise preferences framework are promising, but considerably more
effort still has to be invested.
11.3 Conclusions
In (almost) all experimental evaluations of the proposed solutions, we repeatedly ob-
tained clear improvements in comparison to the use of binary relevance learning with
respect to predictive quality. A thorough theoretical foundation was provided in order to
substantiate these observations. It is the hope of the author to having contributed enough
convincing evidence for the conceptional advantages of the pairwise approach.
Despite these important contributions, the main achievement of this work is the de-
velopment of a set of approaches and techniques which enable the efficient and scalable
application of the pairwise decomposition technique to large scale multilabel learning
problems. This advancement allows a great variety of new applications which can benefit
from the advantages of the pairwise approach.
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