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CONGRUENCE PROPERTIES OF TAYLOR COEFFICIENTS OF
MODULAR FORMS
HANNAH LARSON AND GEOFFREY SMITH
Abstract. In their work, Serre and Swinnerton-Dyer study the congruence
properties of the Fourier coefficients of modular forms. We examine similar
congruence properties, but for the coefficients of a modified Taylor expansion
about a CM point τ . These coefficients can be shown to be the product
of a power of a constant transcendental factor and an algebraic integer. In
our work, we give conditions on τ and a prime number p that, if satisfied,
imply that pm divides the algebraic part of all the Taylor coefficients of f of
sufficiently high degree. We also give effective bounds on the largest n such
that pm does not divide the algebraic part of the nth Taylor coefficient of f at
τ that are sharp under certain additional hypotheses.
1. Introduction and statement of results
Let f =
∑
anq
n be a (holomorphic) modular form of weight k on SL2(Z) with
integral Fourier coefficients, where q = e2πiz . It is well known that the derivative of
a modular form is not generally a modular form. However, it is possible to define a
non-holomorphic derivative ∂ which preserves modularity but not holomorphicity.
Furthermore, this derivative gives rise to a Taylor series expansion,
(1) (1− w)−kf
(
z − z¯w
1− w
)
=
∞∑
n=0
(∂nf)(z)
(4πIm(z)w)n
n!
(|w| < 1),
that converges for |w| < 1 and thereby gives a well-defined description of f on the
upper half of the complex plane (see, for example, Secion 5.1 of [9].)
Remark 1. In this last respect, equation (1) is a more useful expansion than the
standard Taylor series
∑
f (n)(z) (w−z)
n
n! , which only converges in a disk.
Congruences of Fourier coefficients have been studied extensively. Ramanujan
famously observed that σ11(n) ≡ τ(n) (mod 691), and since then Deligne and oth-
ers have constructed a deep theory of congruence properties of Fourier series using
Galois representations [4], [6], [7]. In fact, these ideas play a central role in Wiles’
proof of Fermat’s Last Theorem [8].
We will instead study the congruence properties of the Taylor coefficients, relying
on the theory of differential operators mod p as explored by Swinnerton-Dyer in
[7], rather than Galois representations. In general, the Taylor series coefficients are
transcendental. However, for a modular form with integral Fourier coefficients and
a CM point τ , we can express (∂nf)(τ) as
(2) (∂nf)(τ) = tf (τ ;n)Ω
2n+k
τ ,
where tf (τ ;n) is integral over Z 1
6
:= Z[ 16 ] and Ωτ is a transcendental factor de-
pending only on τ . The choice of Ωτ is not canonical. However, all choices for Ωτ
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are algebraic multiples of the canonical Ω∗−d which is given by the Chowla-Selberg
formula ([9], Section 6.3):
(3) Ω∗−d :=
1√
2π|d|

|d|−1∏
j=1
Γ
(
j
|d|
)χ−d(j)
h(−d)/w(−d)
,
where −d is the discriminant of the quadratic extension containing τ , Γ is the
Gamma-function, χ−d(·) =
(−d
·
)
is the Kronecker character of Q(
√−d), h(−d) is
the class number, and w(−d) is the number of units in the ring of integers O−d.
Remark 2. In general, choosing Ω∗−d for Ωτ is not ideal for our purposes because
f(τ)/(Ω∗−d)
k is not in general an algebraic integer. However, since the ring of
almost holomorphic modular forms, within which the image of the ring of modular
forms under ∂n is a subspace, is a finitely generated ring, there is some algebraic
number a such that we can set Ωτ = Ω
∗
−d/a. This process can produce infinitely
many different Ωτ , and our results are true for all of them; however, our results
are most interesting for those Ωτ such that the algebraic integer tg(τ ; 0) has zero
p-adic valuation for some almost holomorphic modular form g. We give an example
of this at the start of Section 2.
In view of (1) and (2), congruences of the tf (τ ;n) translate into meaningful
statements about the Taylor coefficients. Our first result shows that such Taylor
coefficients become increasingly divisible by powers of p for half of the primes p.
Theorem 1.1. Suppose that f is a holomorphic modular form of weight k with
integer Fourier coefficients, and suppose τ is a CM point in Q(
√−d). If p ≥ 5 is a
prime such that
(
−d
p
)
∈ {0,−1}, then
tf (τ ;n) ≡ 0 (mod pm)
for all integers m > 1 and n ≥ (m− 1)p2.
It turns out that when m ≤ k − 2, we have the following better bound.
Theorem 1.2. Assume the hypotheses in Theorem 1.1. If m ≤ k−2 and p ≥ 2k−2,
then
tf (τ ;n) ≡ 0 (mod pm)
for all n ≥ ⌈m2 ⌉ p2.
We conjecture that some additional hypotheses of Theorem 1.2 are unnecessary.
More specifically, we conjecture the following:
Conjecture 1.3. Suppose that f is a holomorphic modular form of weight k with
integer Fourier coefficients, and suppose τ is a CM point in Q(
√−d). If p is a
prime satisfying
(
−d
p
)
∈ {0,−1} and p ≥ k, then
tf (τ ;n) ≡ 0 (mod pm)
for all integers m > 1 and n ≥ ⌈m2 ⌉ p2.
Remark 3. In [2], another work about the p-adic behavior of the Taylor coefficients
of modular forms, Datskovsky and Guerzhoy give interesting relations between the
Taylor series coefficients of a modular form about a CM point ζ ∈ Q(√−d) and
the coefficients about ζ/p and ζ/p2. Their relations, however, require that ζ be a
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so-called suitable point with respect to p, which in turn requires that
(
−d
p
)
= 1,
whereas our results require that
(
−d
p
)
6= 1.
Example 1.4. Consider the Eisenstein series of weight 4, E4. Using equation (3),
we find that Ω∗−4 = 0.590170299508048 . . . and E4(i)/(Ω
∗
−4)
4 = 12. The Taylor
series expansion is then given by
(1− w)−4E4
(
i+ iw
1− w
)
= 12(Ω∗−4)
4 + 20(Ω∗−4)
8 (4πw)
2
2!
+ . . .
+ tE4(i; 50)(Ω
∗
−4)
104 (4πw)
50
50!
+ . . . .
Computation shows tE4(i, 50) = 3
10 · 5 · 74 · 85382194794899 · 2049349304689849 is
a multiple of 72 as expected by our conjecture. Also, we have that
tE4(i; 170) =
343 · 5 · 76 · 112 · 31 · 43
2
· 7713094 . . .4732307
is a multiple of 76, giving an example of the conjecture with m = 3 and p = 7. It
is also divisible by 112, and so is an example of the conjecture with m = 1 and
p = 11.
Now consider p = 13, a prime which does not satisfy
(
−d
p
)
∈ {0,−1}. We
observe that tE4(i; 170) is not divisible by 13 even though 170 > 13
2.
This paper is organized as follows. In Section 2, we introduce the machinery
that will be needed to prove our results. In Section 3, we prove a number of
lemmas about differential operators mod p and mod p2. In Section 4, we introduce
and prove several properties of a new “valuation” v that encodes certain useful
divisibility properties of a modular form. The key to proving Theorems 1.1 and 1.2
depends on the results in Sections 2, 3, and 4 in an indirect way. We accumulate
powers of p by keeping careful track of the powers of Ep−1—the Eisenstein series
of weight p − 1—that factor into ∂nf . Lemma 5.1 is the main device that allows
us to translate these factors of Ep−1 to factors of p dividing the tf (τ ;n). Section
5 includes this lemma and its proof and concludes with the proof of Theorems 1.1
and 1.2.
2. Preliminaries
The Eisenstein series Ek of weight k are defined by
(4) Ek := 1− 2k
Bk
∞∑
n=1
σk−1(n)qn,
where Bk is the k
th Bernoulli number and σk−1 is the (k − 1)th divisor function.
For even k ≥ 4, the Ek are modular forms of weight k. Following Ramanujan, we
write P = E2, Q = E4, and R = E6. Note that P is not a modular form, but
(5) P ∗ := P − 3
πIm(z)
transforms like a modular form of weight 2; that is, it satisfies P ∗(−1/z) = z2P ∗(z)
and P ∗(z + 1) = P ∗(z).
It is well known (see, for instance, [9] Proposition 4) that f is expressible as a
polynomial in Q and R with coefficients in Q. Since f has weight k, every term
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ab,cQ
bRc of this polynomial will satisfy k = 4b + 6c, which we call the weight of
the monomial. We then can consider modular forms to be polynomials in Q, R
all of whose monomials have the same weight. By declaring the weight of P and
P ∗ to be 2, quasimodular forms are defined as those holomorphic functions on the
upper half plane expressible as polynomials in P,Q,R in which every monomial has
the same weight. In addition, the almost holomorphic modular forms are defined
as those functions expressible as polynomials in P ∗, Q,R in which every monomial
has the same weight.
Now that we have fixed our notation, we give an example of when the canonical
transcendental factor Ω∗−d is not an ideal choice of Ωτ and find a suitable algebraic
multiple of Ω∗−d.
Example 2.1. Let τ = 1+
√−7
2 . Consider when p = 7. Since
P∗(τ)
(Ω∗
−7)
2 =
3√
7
is not
an algebraic integer, the canonical transcendental factor Ω∗−7 is not an ideal choice
of Ωτ . However, choosing Ωτ =
Ω∗
−7
71/4
ensures that the tf (τ ;n) = (∂
nf)(τ)/Ω2n+kτ
are algebraic integers for all n because P
∗(τ)
Ω2τ
= 3, Q(τ)Ω4τ
= 105 and R(τ)Ω6τ
= 1323
are algebraic—in fact, rational—integers. For example, the Taylor series of the
discriminant ∆ at τ is given by
(1− w)−12∆
(
τ − τw
1− w
)
=− 343Ω12τ − 1029Ω14τ (2π
√
7w) − 343Ω16τ
(2π
√
7w)2
2!
+ 7203Ω18τ
(2π
√
7w)3
3!
+ . . .+ tf (τ ; 50)Ω
112
τ
(2π
√
7w)50
50!
.
Computation shows that
tf (τ ; 50) = −311 ·55 ·711 ·31 ·113 ·184997 ·265541063 ·46132277325870502334416643.
As predicted by Theorem 1.1, tf (τ ; 50) ≡ 0 (mod 72).
2.1. Modular forms mod pm. For the rest of the paper, we will take p to be a
fixed prime number satisfying p ≥ 5, and fix f to be a modular form of weight k
with integral Fourier coefficients. Given a quasimodular form g with integer Fourier
coefficients, we let g ∈ (Z/pZ)[[q]] be the image of its Fourier series under reduction
mod p. By the famous results of Von-Staudt Clausen and Kummer, we have the
following congruences (see [4], Chapter 10, Theorem 7.1).
Lemma 2.2. We have that
Ep−1 ≡ 1 (mod p)
and
Ep+1 ≡ P (mod p).
Let G ∈ Z(p)[P,Q,R] be the expression for g as a polynomial in P,Q,R, where
Z(p) is the ring of integers localized at p. We denote by G the image of G in
(Z/pmZ)[P,Q,R], well-defined since there is a canonical map Z(p) → Z/pmZ for all
m.
Remark 4. While it is true that G = H implies that g = h, it is not the case
that g = h implies that G = H . For example, Q and QR have power series that
are congruent mod 7, but Q 6= QR as polynomials. Because of this important
distinction, throughout this paper, we will be careful to keep track of which ring
we are working in.
CONGRUENCE PROPERTIES OF TAYLOR COEFFICIENTS OF MODULAR FORMS 5
Let Ap(Q,R) = Ep−1 and Bp(Q,R) = Ep+1 in the polynomial ring Z(p)[Q,R].
Because we have fixed p, we will drop the subscripts and write A = Ap and B =
Bp. For f ∈ (Z/pmZ)[[q]], we define the filtration w(f) to be the least integer k′
such that there exists a modular form g of weight k′ with f = g. By a result of
Swinnerton-Dyer (see [7], Theorem 2), we have the following lemma.
Lemma 2.3. We have that w(f) < k if and only if A
pm−1
divides F .
Example 2.4. In the previous remark, we saw that QR has power series congruent
to Q mod 7, so it has filtration less than its weight. This is implied by the above
lemma as A = R divides QR.
2.2. Differential Operators mod pm. The derivative D is defined by
(6) Df :=
1
2πi
d
dz
f = q
d
dq
f =
∑
nanq
n,
where the factor of 12πi is used to maintain integrality of Fourier coefficients.
Remark 5. A key property of D that we will use is the following: as power series,
Dp
m
f ≡ Dpm−1f (mod pm) for all positive integers m. This follows immediately
from Euler’s theorem, for if p ∤ n then the nth Fourier coefficient is multiplied by
nφ(p
m) = np
m−1(p−1) ≡ 1 (mod pm) between Dpm−1f and Dpmf , and if p | n then
the nth Fourier coefficient of Dp
m−1
f is a multiple of pp
m−1
and hence vanishes mod
pm.
By a result of Ramanujan, D is a derivation on the ring of quasimodular forms,
Z(p)[P,Q,R], that satisfies
(7) DP =
P 2 −Q
12
, DQ =
PQ−R
3
, DR =
PR−Q2
2
.
That is, Z(p)[P,Q,R] is closed under differentiation by D. The non-holomorphic
derivative is defined by
(8) ∂k := Df − k
4πIm(z)
,
and sends almost holomorphic modular forms of weight k to almost holomorphic
modular forms of weight k + 2. The following lemma gives information about the
relationship between these two differential operators.
Lemma 2.5. If F (P,Q,R) = Dnf is a polynomial for Dnf in P,Q,R, then ∂nf =
F (P ∗, Q,R).
Proof. We induct on n. When n = 0 there is nothing to prove. It is easy to
show that the differential operator ∂ is a derivation that sends Q to P
∗Q−R
3 , R to
P∗R−Q2
2 , and P
∗ to P
∗2−Q
12 . Let φ be the map that sends P to P
∗. By (7), we have
φ ◦ D = ∂ ◦ φ. Now suppose ∂nf = φDnf . This implies that ∂n+1f = ∂∂nf =
∂φDnf = φDn+1f . Hence, the lemma is valid for n + 1, and inducting is true for
all n. 
Another important relationship between D and ∂ is given by the following equa-
tion (see [9], Section 5.1, Equation 56): For all nonnegative integers n, we have
(9) ∂nf =
n∑
r=0
( −1
4πIm(z)
)r (
n
r
)
(k + n− 1)!
(k + n− r − 1)!D
n−rf.
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We define a differential operator θ in the ring of modular forms by:
θf :=
BQ−AR
3
· ∂f
∂Q
+
BR−AQ2
2
· ∂f
∂R
,
where ∂ is the (formal) partial derivative in the polynomial ring of quasimodular
forms. It sends modular forms of weight k to modular forms of weight k + p + 1.
Lemma 2.2 and (7) together show that θf has power series congruent to Df mod p.
The following result of Serre (see [6], Section 2.2, Lemme 1) describes the filtration
of modular forms mod p under the action of θ.
Lemma 2.6. For f in the ring of modular forms mod p, we have the following
results:
(1) If w(f) 6≡ 0 (mod p), then w(θ(f )) = w(f) + p+ 1.
(2) If w(f) ≡ 0 (mod p), then w(θ(f )) ≤ w(f) + 2.
2.3. Rankin-Cohen brackets. Although the derivative of a modular form is not
generally modular, we have seen that the obstruction to modularity can be corrected
by the non-holomorphic derivative operator. More generally, in Section 7 of [1]
Cohen defines the Rankin-Cohen brackets [·, ·]n as bilinear forms on the space of
modular forms that, given modular forms of weight k and k′, return modular forms
of weight k+ k′+2n. More precisely, he proves the following theorem as Corollary
7.2:
Theorem 2.7 (Rankin-Cohen). If f and g are modular forms of weight k and k′
respectively, then the nth Rankin-Cohen bracket [f, g]n, defined by
[f, g]n =
∑
r,s≥0
r+s=n
(−1)r
(
k + n− 1
s
)(
k′ + n− 1
r
)
(Drf)(Dsg),
is a modular form of weight k + k′ + 2n.
3. Differential operators mod p and mod p2
3.1. Differential operators mod p. We now develop several results about the
action of differential operators on modular forms and quasimodular forms mod p. In
doing so, we will connect our two notions of derivative, first as a formal derivation
on our polynomial rings in P,Q,R, and second as a operation on formal power
series mod p. The important result in this section are Lemma 3.3, which shows
that the operator Dp preserves modularity mod p, and Lemma 3.6, which gives
useful divisibility properties of modular forms under certain repeated applications
of Dp. Except where otherwise noted, all of the following lemmas apply in the ring
(Z/pZ)[P,Q,R].
Proposition 3.1. Given p and k, let n be the unique integer such that 0 ≤ np−k+
1 < p. Then Dnp−k+1f is congruent mod p to a modular form of weight 2np−k+2.
Proof. Evaluating the Rankin-Cohen bracket, we find
[f,B]np−k+1 =
∑
r,s≥0
r+s=np−k+1
(−1)r
(
np
s
)(
(n+ 1)p− k + 1
r
)
(Drf)(DsB)
≡
(
np
0
)(
(n+ 1)p− k + 1
np− k + 1
)
(Dnp−k+1f)B (mod p).
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The left-hand side is a modular form and B is a modular form. Since the second
binomial coefficient is a unit mod p (the upstairs term is between p and 2p, so it is
not divisible by p), we must have that Dnp−k+1f is congruent mod p to a modular
form. 
Corollary 3.2. We have D2A ≡ 0 (mod p).
Proof. The second derivative D2A is a modular form mod p by Proposition 3.1 and
has power series congruent to zero mod p by Lemma 2.2. 
Lemma 3.3. The pth derivative Dpf is a modular form mod p.
Proof. We consider the cases when k ≡ 1 (mod p) and when k 6≡ 1 (mod p) sep-
arately. First suppose k 6≡ 1 (mod p). Pick n such that 0 ≤ np − k + 1 < p. By
Proposition 3.1, we have Dnp−k+1f is congruent mod p to a modular form of weight
2np− k + 2. Now pick m such that 0 ≤ mp − (2np− k + 2) + 1 < p. Proposition
3.1 implies Dmp−(2np−k+2)+1(Dnp−k+1f) = Dpf is a modular form mod p.
Now suppose k ≡ 1 (mod p). We evaluate the Rankin-Cohen bracket
[f,A]p =
∑
r,s≥0
r+s=p
(−1)r
(
k + p− 1
s
)(
2p− 2
r
)
(Drf)(DsA)
≡
(
k + p− 1
0
)(
2p− 2
p
)
(Dpf)A (mod p).
The left-hand side is a modular form and A is a modular form, so Dpf must be a
modular form mod p. 
We now use the modularity of Dpf mod p and Dnp−k+1f mod p to prove results
about divisibility by A mod p by finding modular forms of different weights with
congruent power series (see Lemma 2.3). In the following propositions and subse-
quent lemma, these modular forms of different weights will come from applying the
θ operator.
Proposition 3.4. We have Drpf ≡ Arθrf (mod p).
Proof. We use induction on r. Let r = 1. We have Dpf ≡ Df as power series by
Fermat’s Little Theorem. Furthermore, Df ≡ θf as power series by the definition
of θ and the fact that A has power series congruent to 1 mod p. Since Dpf has
weight 2p+ k and θf has wight k+ p+ 1, we have that A divides Dpf mod p, and
in fact, Dpf ≡ Aθf (mod p).
Now suppose Dp(r−1)f ≡ Ar−1θr−1f (mod p). Then
Drpf ≡ Dp(Ar−1θr−1f) ≡ Ar−1Dp(θr−1f) ≡ Arθrf (mod p).

Proposition 3.5. Given p and k, let n be the unique integer such that 0 ≤ np −
k+ 1 < p. Then θnp−k+1f is an element of the ideal (Anp−k+1, p) in Z(p)[P,Q,R].
Proof. We have that the weight of θnp−k+1f = k + (p + 1)(np − k + 1). Because
Dnp−k+1 is a modular form mod p, we have Dnp−k+1f ≡ θnp−k+1f mod p. That
is, there exists a modular form of weight 2np−k+2 which is congruent to θnp−k+1
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mod p. Since 2np− k+ 2 < k+ (p+ 1)(np− k+1) we have that A divides θp−k+1
with multiplicity given by
k + (p+ 1)(np− k + 1)− (2np− k + 2)
p− 1 = np− k + 1.

Lemma 3.6. For all i ≤ k − 1, we have Dp2−ipf is in the ideal (A2p−k+1−i, p)
within Z(p)[P,Q,R].
Proof. Working mod p, Proposition 3.4 gives
Dp
2−ipf ≡ Ap−iθp−if ≡ Ap−iθk−i−1θp−k+1f (mod p),
and Proposition 3.5 implies A2p−k+1−i divides Dp
2−ip mod p. 
Our above lemmas are only concerned with modular forms. The following propo-
sition and corollary instead prove some useful results about differentiation of our
simplest quasimodular form, P .
Proposition 3.7. The form DpP is modular mod p.
Proof. Recall (see (7)) that Q = P 2 − 12DP . So, working mod p, we have DpQ =
2PDpP − 12Dp+1P is a modular form. Let XP i be the leading term in DpP mod
p as a polynomial in P . Then the leading term of DpQ as a polynomial in P is
2XP i+1− (2p+2− i)XP i+1 ≡ iXP i+1 (mod p). Because DpQ is a modular form
mod p (by Lemma 3.3, we have i ≡ 0 (mod p). Since we cannot have i ≥ p—the
weight of X would then be at most 2—we must have i = 0, so DpP is a modular
form mod p. 
Corollary 3.8. We have Dp
2
P is in the ideal (A2p, p) within Z(p)[P,Q,R].
Proof. As a power series, Dp
2
P ≡ DpP (mod p), and by Proposition 3.7, both are
modular forms mod p. Since Dp
2
P has weight 2p2+2 and DpP has weight 2p+2,
we have A must divide Dp
2
P with multiplicity at least 2p. 
3.2. Differential operators mod p2. Having developed the necessary machinery
mod p we now turn our attention to some results about modular forms mod p2,
that is, in the ring (Z/p2Z)[P,Q,R]. The following proposition and the consequent
Lemma 3.10 are analogous to Proposition 3.1 and Lemma 3.3 respectively.
Proposition 3.9. Given p and k, let n be the unique integer such that 0 ≤ np2 −
k + 1 < p2. Then Dnp
2−k+1f is congruent to a modular form mod p2.
Proof. We evaluate the Rankin-Cohen bracket:
[f,BAp]np2−k+1 =
∑
r+s=np2−k+1
(−1)r
(
np2
s
)(
(n+ 1)p2 − k + 1
r
)
(Drf)(Ds(BAp))
≡
∑
0<i<np
(−1)(np−i)p−k+1
(
np2
ip
)(
(n+ 1)p2 − k + 1
(np− i)p− k + 1
)
(D(np−i)p−k+1f)(Dip(BAp))
+ (−1)np2−k+1
(
(n+ 1)p2 − k + 1
np2 − k + 1
)
(Dnp
2−k+1f)(BAp) (mod p2).
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By Proposition 3.1 and Lemma 3.3, the derivativesD(np−i)p−k+1 and Dip(BAp) are
modular mod p. Since every term accumulates a factor of p from its first binomial
coefficient except when i = 0, every term after the first is a modular form mod p2.
By Theorem 2.3, we have [f,BAp]np2−k+1 is a modular form, so Dnp
2−k+1 must
be a modular form mod p2. 
Lemma 3.10. The form Dp
2
f is modular mod p2.
Proof. We consider the cases when k ≡ 1 (mod p2) and when k 6≡ 1 (mod p2)
separately. First suppose k 6≡ 1 (mod p2). Let n be the unique integer such that
0 ≤ np2 − k + 1 < p2. By Proposition 3.9, we have Dnp2−k+1f is congruent
to a modular form of weight 2np2 − k + 2 mod p2. Now let m be the unique
integer such that 0 ≤ mp2 − (2np2 − k + 2) + 1 < p2. Then Lemma 3.9 implies
Dmp
2−(2np2−k+2)+1(Dnp
2−k+1f) = Dp
2
f is a modular form mod p2.
Now suppose k ≡ 1 (mod p2). We have the following expansion of the Rankin-
Cohen bracket:
[f,Ap]p2 =
∑
r,s≥0
r+s=p2
(−1)r
(
k + p2 − 1
s
)(
2p2 − p− 1
r
)
(Drf)(DsAp).
When s > 0, the first binomial coefficient is divisible by p and DsAp is also divisible
by p. So, working mod p2, we have
[f,Ap]p2 ≡
(
k + p2 − 1
0
)(
2p2 − p− 1
p2
)
(Dp
2
f)Ap (mod p2).
By Theorem 2.3, the left-hand side is a modular form, and since Ap is modular
form and p does not divide
(
2p2−p−1
p2
)
, we have Dp
2
f is a modular form mod p2. 
4. The “valuation” v
In this section, we define a function v which behaves like a valuation with respect
to the ideal (Ap, p). The goal of this section is to understand the behavior of v under
repeated applications of the differential operator Dp
2
. The important results are
Lemma 4.7, which gives a lower bound on v(Dmp
2
f) in terms of m, and Lemma
4.8, which gives a stronger lower bound under additional assumptions on p, k and
m.
We define the function v : Z(p)[P,Q,R]→ Z by
(10) v(f) = sup{n | f ∈ (Ap, p)n}.
In other words, v(f) is the sum the p-adic valuation of f and the supremum of the
set of all nonnegative integers i such that f is expressible as f = ApiG for some
quasimodular form G.
Note that v(Df) ≥ v(f) ≥ 0 for all quasimodular forms f and v(fg) ≥ v(f)+v(g)
for all quasimodular forms f and g.
Remark 6. We have used quotation marks around the word “valuation” because in
general we do not have the equality v(fg) = v(f) + v(g), so v is not technically a
valuation.
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Example 4.1. Let p = 5. Then A = E4 = Q. Consider D
5A = 351296P
5Q +
175
648P
3Q2 − 1751296P 4R+ 25432PQ3 − 175648P 2QR− 351296Q2R+ 25324PR2. It is a multiple
of 5, as expected from Corollary 3.2, but is neither a multiple of A5 = Q5 nor of
25. So v(D5A) = 1 ≥ 0 = v(A).
4.1. Important Facts About v. Before we can prove our key lemmas, we need
several facts about v under a single application of the differential operator Dp
2
.
Proposition 4.2 gives a lower bound (independent of f) for v under the differential
operator Dp
2
and Proposition 4.3 gives a lower bound on v(Dp
2
Ap). These then
allow us to bound v(Dp
2
f) in terms of v(f) in Proposition 4.4, which will be
important in proving Lemma 4.7.
Proposition 4.2. We have v(Dp
2
f) ≥ 2.
Proof. It suffices to show that Dp
2
f ≡ A2p + pApN (mod p2) for some modular
forms M and N . By Lemma 3.3, we can write Dpf = M + pG(P ), where M is a
polynomial in Q and R and G(P ) =
∑
iXiP
i is a polynomial in P with coefficients
Xi that are polynomials in Q and R. We claim that A
pM + p
∑
iXiA
p−iBi is a
modular form with power series congruent toDpf . Since Ap ≡ 1 (mod p2), the first
term has power series congruent to M ; recalling that B ≡ P (mod p) and A ≡ 1
(mod p) as power series, it is clear that pXiA
p−iBi ≡ pXiP i (mod p2). Hence, in
the ring of power series, Dp
2
f ≡ Dpf ≡ ApM +p∑iXiAp−iBi (mod p2), showing
that Dp
2
f has power series congruent to a modular form of weight k+2p+p(p−1).
Since Dp
2
f has weight k + 2p2 and is a modular form mod p by Lemma 3.10, we
have that Ap divides Dp
2
f by Lemma 2.3. 
Proposition 4.3. We have v(Dp
2
Ap) ≥ 3.
Proof. Using the product rule we expand
(11) Dp
2
Ap =
∑
j1+...+jp=p2
p2!
j1! · · · jp! (D
j1A) · · · (DjpA).
We proceed in cases.
Case 1: jr = p
2 for some r.
In this case, v((Dj1A) · · · (DjpA)) = v(Ap−1Dp2A) ≥ 2 by Proposition 4.2. Be-
cause there are exactly p terms of this type, v of their sum will be at least 3.
Case 2: there exists some r such that jr 6≡ 0 (mod p).
We have p2 divides p
2!
j1!···jp! and there exists some r such that jr > 1, so by
Corollary 3.2, the terms p
2!
j1!···jp! (D
j1A) · · · (DjpA) are divisible by p3.
Case 3: jr ≡ 0 (mod p) for all r and jr 6= p2 for all r.
We have p divides p
2!
j1!···jp! , and p divides any term D
jrA where jr is nonzero.
Since there are at least two nonzero jr we have p
3 | p2!j1!···jp!(Dj1A) · · · (DjpA).
In each case, v is at least 3, so v(Dp
2
Ap) is at least 3, as desired. 
Proposition 4.4. We have v(Dp
2
f) ≥ v(f) + 1.
Proof. Write f =
∑
i p
v(f)−iAipMi where the Mi are modular forms. To prove the
proposition, it suffices to show that v(Dp
2
(AipMi)) ≥ i+1. We expand Dp2(AipMi)
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using the product rule:
(12) Dp
2
(AipMi) =
p2∑
j=0
(
p2
j
)
(DjAip)(Dp
2−jMi).
When j = 0, Proposition 4.2 implies v(Dp
2
Mi) ≥ 2, so v(AipDp2Mi) ≥ i+2. When
1 ≤ j ≤ p2 − 1, we have the inequalities: v
((
p2
j
)) ≥ 1 and v(DjAip) ≥ v(Aip) ≥ i,
from which we conclude v(
(
p2
j
)
(DjAip)(Dp
2−jMi)) ≥ i+ 1.
Finally, when j = p2, we have the following equation:
Dp
2
Aip =
∑
r1+...+ri=p2
p2!
r1! · · · ri! (D
r1Ap) · · · (DriAp).
If some r• = p2, Proposition 4.3 implies v(A(i−1)pDp
2
Ap) ≥ i + 2. Otherwise, p
divides p
2!
r1!···ri! , and we have v
(
p2!
r1!···ri! (D
r1Ap) · · · (DriAp)
)
≥ i+ 1. Hence, for all
j, we have v
((
p2
j
)
(DjAip)(Dp
2−jMi)
)
≥ i+ 1, which implies the proposition. 
Making some additional assumptions on v(f) and p, we give stronger analogues
of the previous proposition, which will be necessary to prove Lemma 4.8.
Proposition 4.5. If v(f) ≤ k − 1 and p ≥ 2k − 2, then v(Dp2f) ≥ v(f) + 2.
Proof. As in the proof of Proposition 4.4, it suffices to show that v(Dp
2
AipMi) ≥
i+ 2. By the product rule, we have
(13) Dp
2
(AipMi) =
p2∑
j=0
(
p2
j
)
(DjAip)(Dp
2−jMi).
We considering the following cases:
Case 1: j = 0.
When j = 0, Proposition 4.2 implies v(AipDp
2
Mi) ≥ i+ 2.
Case 2: j 6≡ 0 (mod p).
In this case, p2 divides
(
p2
j
)
so v increases by at least 2.
Case 3: j ≡ 0 (mod p) and j ≤ p(k − 1).
We have p divides
(
p2
j
)
, and Lemma 3.6 says Ap divides Dp
2−jMi (mod p); that
is, v(Dp
2−jMi) ≥ 1. Therefore, v(
(
p2
j
)
(DjAip)(Dp
2−jMi)) ≥ i+ 2.
Case 4: j ≡ 0 (mod p) and p(k − 1) < j < p2 .
Since m ≤ k − 1, we have ip < j. Hence, v(DjAip) ≥ i + 1 because p2 di-
vides DrpAp with r > 1. Because we also have a factor of p from the binomial,
v(
(
p2
j
)
(DjAip)(Dp
2−jMi)) ≥ i+ 2.
Case 5: j = p2.
We have the following equation:
Dp
2
Aip =
∑
r1+...ri=p2
p2
r1! · · · rp! (D
r1Ap) · · · (DrpAp).
If there exists an s such that rs 6≡ 0 (mod p), then p2 divides p
2
r1!···rp! and we are
done. If there exists an s such that rs = p
2, the result is immediate from Proposition
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4.3. Otherwise, rs ≡ 0 (mod p) and rs 6= p2 for all s. Therefore, since i < p, there
exists an s such that rs > p, and hence p
2 divides DrsAp. In addition, p divides
p2
r1!···rp! , so v(
p2
r1!···rp! (D
r1Ap) · · · (DrpAp)) ≥ i+ 2, establishing the case.
Hence, for all j we have v(
(
p2
j
)
(DjAip)(Dp
2−jMi)) ≥ i+ 2, proving the proposi-
tion. 
Proposition 4.6. If v(f) ≤ k − 2 and p ≥ 2k − 2, then v(Dp2−pf) ≥ v(f) + 1.
Proof. It suffices to show that v(Dp
2−pAipMi) ≥ i + 1. From the product rule we
have
Dp
2−p(AipMi) =
∑
j
(
p2 − p
j
)
(DjAip)(Dp
2−p−jMi).
If j 6≡ 0 (mod p), then p divides the binomial coefficient and we are done. It
remains to consider terms in which j ≡ 0 (mod p). If j ≤ (k−2)p, then Lemma 3.6
says v(Dp
2−p−jMi) ≥ 1. If j > (k− 2)p, then we have j > ip, so v(DjAip) ≥ i+1.
Thus, v
((
p2−p
j
)
(DjAip)(Dp
2−p−jMi)
)
≥ i+1 for all j, proving the proposition. 
4.2. Key lemmas. Using the above facts, we now prove two important lemmas
which make precise the increasing behavior of v under repeated applications of the
differential operator Dp
2
. Lemma 4.7 is applicable in the context of Theorem 1.1.
Lemma 4.8 is stronger version of Lemma 4.7 under additional assumptions which
translate to the additional assumptions of Theorem 1.2.
Lemma 4.7. If m ≥ 1 is an integer, then v(Dmp2f) ≥ m+ 1.
Proof. When m = 1, we have v(Dp
2
f) ≥ 2 by Proposition 4.2. We proceed by
induction on m. Suppose that for all n ≤ m, we have v(Dnp2f) ≥ n + 1. By
equation (9) we have
(14) ∂mp
2
f =
mp2∑
r=0
arT
rDmp
2−rf,
where T = −14πy and ar =
(
mp2
r
) (k+mp2−1)!
(k+mp2−r−1)! . We claim that v(arD
mp2−rf) ≥ m+2
for all r > 0. Let j be such that (j − 1)p2 < r ≤ jp2. We will show that pj+1
divides ar. Suppose j = 1. If r < p, then p
2 divides the binomial coefficient. If
p ≤ r < p2, then p divides the binomial once and divides the complementary factor
at least once. When r = p2, we have p divides the complementary factor at least
twice. Now suppose j ≥ 2. The complementary factor is divisible by p(j−1)p. Since
(j−1)p > j+1, we have pj+1 divides ar. Hence we have shown that pj+1 divides ar.
Now we see v(arD
mp2−rf) = v(arDjp
2−r(D(m−j)p
2
f)) ≥ m− j+1+ j+1 ≥ m+2,
proving the claim.
Since P ∗ = P + 12T , the mapping P 7→ 0 followed by T 7→ P/12 sends ∂mp2f
to Dmp
2
f by Lemma 2.5. We write Cr for the coefficient of P
r in Dmp
2
f . By the
induction hypothesis, we have v(C0) ≥ m+1 so Proposition 4.4 implies v(Dp2C0) ≥
m + 2. The claim above proves that v(Cr) ≥ m + 2 for all r > 0, so we have
v(Dp
2
P rCr) ≥ m+ 2 for all r. Hence, we have shown that v(D(m+1)p2f) ≥ m+ 2.
Inducting, we have v(Dmp
2
f) ≥ m+ 1 for all m, as desired. 
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Lemma 4.8. Suppose that p ≥ 2k−2. If m is an integer satisfying 1 ≤ 2m ≤ k−2,
then we have the following:
(1) v(Dmp
2−pf) ≥ 2m− 1.
(2) v(Dmp
2
f) ≥ 2m.
Proof. When m = 1, the results follow from Propositions 4.6 and 4.2 respectively.
We proceed by induction on m. Suppose that for all n ≤ m, we have v(Dnp2−pf) ≥
2n − 1 and v(Dnp2f) ≥ 2n. We will show that v(D(m+1)p2f) ≥ 2m + 1 and
v(D(m+1)p
2
f) ≥ 2m+ 2. As in Lemma 4.7, we write
(15) ∂mp
2
f =
mp2∑
r=0
arT
rDmp
2−rf,
where T = −14πy and ar =
(
mp2
r
) (k+mp2−1)!
(k+mp2−r−1)! . We convert the above expression for
∂mp
2
f into an expression for Dmp
2
f as a polynomial in P using the map P 7→ 0
and T 7→ P12 and write Cr for the coefficient of P r in Dmp
2
f . Note that v(Cr) ≥
v(arD
mp2−rf).
We first give lower bounds for the v(Cr). When r = 0, the induction hypothesis
implies v(C0) = v(arD
mp2f) = 2m. For 1 ≤ r ≤ k − 1, it is easy to see that p2
divides ar and the induction hypothesis implies v(Cr) = v(arD
p−rDmp
2−pf) ≥
2m+ 1. For r > k − 1, we claim that v(Cr) ≥ 2m+ 2. We consider the following
cases:
Case 1: k − 1 < r ≤ p.
We have that p3 | ar, and so v(Cr) ≥ v(arDp−rDmp2−pf) ≥ 3+2m−1 = 2m+2.
Case 2: p < r ≤ p2.
We have p4 | ar, and so v(Cr) ≥ v(arDp2−rD(m−1)p2f) ≥ 4+2(m−1) = 2m+2.
Case 3: r > p2.
Let j be an integer such that (j−1)p2 < r ≤ jp2. It is easy to see that p(p+1)(j−1)
divides ar. Then v(Cr) ≥ v(arDjp2−rD(m−j)p2f) ≥ (p+1)(j−1)+2m−2j ≥ 2m+2.
Hence we have shown v(Cr) ≥ 2m+ 2 for all r > k − 1.
We next establish v(D(m+1)p
2−pf) ≥ 2m+1. We haveD(m+1)p2−pf =∑rDp2−p(P rCr).
Since v(C0) = 2m, Proposition 4.6 implies D
p2−p(C0) ≥ 2m+ 1. For all r > 0, we
have v(Cr) ≥ 2m+ 1, so v(D(m+1)p2−pf) ≥ 2m+ 1.
Finally, we show that v(D(m+1)p
2
f) ≥ 2m+2. We haveD(m+1)p2f =∑rDp2(P rCr).
By Proposition 4.5, we have v(Dp
2
C0) ≥ 2m + 2. For 1 ≤ r ≤ k − 1, we have
v(Cr) ≥ 2m + 1 and we claim that v(Dp2(P rCr)) ≥ 2m + 2. We have following
expansion for Dp
2
(P rCr):
(16) Dp
2
(P rCr) =
∑
j1+...+jr+1=p2
p2
j1! · · · jr+1! (D
j1P ) · · · (DjrP )(Djr+1Cr).
We have p divides p
2
j1!···jr+1! , and have hence established our claim, except for the
terms in which there exists an s such that js = p
2. Consider a term in which
js = p
2. If s = r+1, then we have v(Dp
2
Cr) ≥ v(Cr) + 1 ≥ 2m+2 by Proposition
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4.4. Otherwise s ≤ r, and since Corollary 3.8 implies v(Dp2P ) ≥ 1, we have
v
(
p2
j1! · · · jr+1! (D
j1P ) · · · (DjrP )(Djr+1Cr)
)
≥ 2m+ 2.
Finally, for r > k − 1, we have v(Cr) ≥ 2m+ 2, so Dp2(P rCr) ≥ 2m+ 2.
We have shown that v(D(m+1)p
2−pf) ≥ 2m + 1 and v(D(m+1)p2f) ≥ 2m + 2.
Inducting, we have v(Dmp
2−pf) ≥ 2m − 1 and v(Dmp2f) ≥ 2m for all m, as
desired. 
5. Main results
At this point, we have a number of results about various derivatives of a modular
form lying in some ideal (Ap, p)n. To translate these results to the form of Theorems
1.1 and 1.2, for which we desire the divisibility of (∂nf)(τ) by powers of p, we prove
the following lemma.
Lemma 5.1. Let τ be a CM point with −d. If p ≥ 5 is a prime such that
(
−d
p
)
∈
{0,−1}, where
(
−d
p
)
is the Legendre symbol, we have tEp−1(τ ; 0) ≡ 0 (mod p),
where Ep−1 is the normalized Eisenstein series defined in Section 2.1.
Proof. From equation 2 of [3] we have that A = Ep−1 can be expressed uniquely as
A(τ) = ∆(τ)nQ(τ)δR(τ)ǫf˜(j(τ)),
where p− 1 = 12n+ 4δ + 6ǫ and f˜ is a polynomial. The supersingular polynomial
is defined as
ssp(j) :=
∏
E/Fp
E supersingular
(j − j(E)).
By Theorem 1 of [3], it satisfies the equivalence
ssp(j(τ)) ≡ ±j(τ)δ(j(τ) − 1728)ǫf˜(j(τ)) (mod p).
From Theorem 7.25 of [5] we know that j(τ) is a root of ssp(j) whenever (
−d
p ) =
0,−1, where −d is the discriminant of Q(τ)/Q. This implies j(τ) is a root of f˜ , so
long as j(τ) 6= 0, 1728; that is, τ 6= i and τ 6= ρ = e2πi/3. Since R(i) = Q(ρ) = 0,
we have A(τ) ≡ 0 (mod p). 
Now, using this lemma and the properties of v, we can prove our main results.
5.1. Proofs of main results.
Proof of Theorem 1.1. Fix p, n andm satisfying the hypotheses. Lemma 4.7 implies
Dmp
2
f ∈ (Ap, p)m+1 within the ring of quasimodular forms, so we can write Dnf
as a sum of the form
Dnf =
∑
0≤i≤m
pm−iAipHi,
for some quasimodular formsHi. Since A is fixed under the map φ : Z(p)[P,Q,R]→
Z(p)[P
∗, Q,R] that sends P to P ∗, Lemma 2.5 implies ∂nf =
∑
pm−iAipφ(Hi). In
particular, we have that
tf (τ ;n) =
∂nf(τ)
Ω2n+kτ
=
∑
0≤i≤m
pm−i
A(τ)ipφ(Hi)(τ)
Ω2n+kτ
=
∑
0≤i≤m
pm−i
A(τ)ip
Ω
ip(p−1)
τ
φ(Hi)(τ)
Ω
2n+k−ip(p−1)
τ
.
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By Lemma 5.1, we have A(τ)
ip
Ωip(p−1)
is an algebraic integer multiple of pip, and by (2)
we have φ(Hi)(τ)
Ω
2n+k−ip(p−1)
τ
is an algebraic integer, so tf (τ ;n) ≡ 0 (mod pm). 
Theorem 1.2 follows from a comparable argument, relying on Lemma 4.8 rather
than Lemma 4.7.
Proof of Theorem 1.2. Fix p, n and m satisfying the hypotheses. By Lemma 4.8,
we can write
Dnf =
∑
0≤i≤m
pm−i(Ap)iHi,
for some quasimodular forms Hi. Since A is fixed under the map sending P 7→
P ∗, Lemma 2.5 implies ∂nf can be written as
∑
pm−i(Ap)iφ(Hi), where φ :
Z(p)[P,Q,R] → Z(p)[P ∗, Q,R] is the map that sends P 7→ P ∗. In particular, we
have that
tf (τ ;n) =
∂nf(τ)
Ω2n+kτ
=
∑
0≤i≤m
pm−i
A(τ)ipφ(Hi)(τ)
Ω2n+kτ
=
∑
0≤i≤m
pm−i
A(τ)ip
Ω
ip(p−1)
τ
φ(Hi)(τ)
Ω
2n+k−ip(p−1)
τ
.
By Lemma 5.1, we have A(τ)
ip
Ωip(p−1)
is an algebraic integer multiple of pip, and by (2)
we have φ(Hi)(τ)
Ω
2n+k−ip(p−1)
τ
is an algebraic integer, so tf (τ ;n) ≡ 0 (mod pm). 
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