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Abstract
Generalizing a well known trace formula from linear algebra, we define a generalized determinant of
a pair of endomorphisms in arbitrary (infinite) dimensional vector spaces. We prove, in a purely linear
algebraic context, that this generalized determinant is a true determinant and that any formal power series
with rational coefficients can be seen as one of these determinants. This result was already given a different
proof in the Ph.D. thesis of the first author, but was not available in the literature, yet. Some illustrations are
given regarding the study of the dynamical zeta function of an interval map.
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1. Introduction and motivation
If A is a k × k matrix with rational coefficients one has the well known identity between formal
power series
exp
∑
n1
− tr(A
n)
n
zn = det(I − zA), (1)
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where tr(An) denotes the trace of the matrix An(the matrix A raised to the nth power) and I
denotes the k × k identity matrix. This identity plays a significant role in the discussion of an
important problem in dynamical systems theory.
Let us recall some basic definitions and notations from dynamical systems theory. By a dynam-
ical system we mean a pair (X, f ), where X is a compact topological space and f : X → X is a
continuous map. The nth iterate of f is the map f n : X → X defined inductively by f 0(x) = x
and f n(x) = f (f n−1(x)), for each integer n  1 and x ∈ X. The orbit of a point x ∈ X is the
set {f n(x) : n  0}. A finite set o ⊆ X, with p elements, is called a periodic orbit, with period
p(o) = p, if there exists x ∈ X such that o = {f n(x) : n ∈ N} and f p(x) = x.
The study of periodic orbits has always been one of the central topics in the theory of dynamical
systems. Dynamical zeta functions were introduced as generating functions that codify informa-
tion about the periodic structure of the systems. The study of these zeta functions, being actual
and relevant in the context of dynamical systems, is also important in many different areas of
mathematics, see [13].
One of the most useful tools to study the number of periodic orbits was introduced by Artin and
Mazur in [4]. Suppose now, and for the remainder of the paper, that each iterate f n, with n  1,
has only finitely many fixed points. Then one defines the Artin-Mazur zeta function of f , ζf , as
the following invertible element of Q[[z]] (ring of formal power series with rational coefficients
in the indeterminate z)—see section 2 for precise definitions—
ζf = exp
∑
n1
#Fix(f n)
n
zn,
where
Fix(f n) = {x ∈ X : f n(x) = x} .
Alternatively, it is possible to express ζf in terms of the periodic orbits of f “à là Euler”.
Indeed, if O denotes the set of periodic orbits of f , one has the following identity between formal
power series
ζf =
∏
o∈O
(1 − zp(o))−1.
Problems concerning rationality and analytic continuation of ζf are often considered. Naturally,
poles, zeroes and residues of the extended zeta function provide additional topological invariants.
In some interesting cases (see [9,10]), ζf is a rational function of z, and the importance of
linear algebra in this particular context can be synthesized in the following simple consequence
of (1): if there exist matrices A, B ∈ Qk×k such that #Fix(f n) = tr(An) − tr(Bn) for all n  1,
then
ζf = det(I − zB) det(I − zA)−1 (2)
holds in Q[[z]].
This result is however clearly insufficient to deal with the general case, as only in very special
cases will ζf be rational.
The goal of this paper is to show that the role of linear algebra in this discussion does not end
with this result. As we will see, linear algebra can be actually useful in the study of ζf , even when
this function is not rational.
Milnor and Thurston in [11] studied the Artin–Mazur zeta function of a continuous piecewise
monotone map f : [a, b] → [a, b] introducing a so called kneading determinant of f, Df , the
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determinant of a finite matrix, Nf , called kneading matrix, with entries in Q[[z]] and depending
on the orbits of the critical points of f ; they established a fundamental relation between Df
and ζf . Nevertheless, the role of linear algebra is not at all clear in their work. There have been
several approaches and important generalizations to this theory using homotopy and functional
analytic arguments (see [5–8,12]) but none of these base their arguments in the role played by
linear algebra alone.
Because the notions of kneading matrix and kneading determinant are the motivation in our
discussion we give the following example without going into full details.
Example 1. For any s ∈]1, 2[, let fs : [−1, 1] → [−1, 1] be the continuous map defined by
fs(x) = s − 1 − s|x|. For a small but interesting class of maps ζfs is rational. Suppose that
the orbit of x = 0 is finite. In this case one shows that fs is under the conditions of the previous
proposition. As an example put s = 1+
√
5
2 , in this case we have #Fix(f
n
s ) = tr(An) with
A =


1 0 0 1
1 0 1 0
0 1 1 0
0 0 0 0


and from (2)
ζfs = det(I − zA)−1 =
1
z3 − 2z + 1 . (3)
The previous argument cannot be used in the general case because ζfs is not rational in general.
As a matter of fact, using kneading theory, it can be shown that ζfs is never rational whenever s is
a transcendental number. Following [1] we consider a modified kneading matrix and the kneading
determinant of fs given by
Mfs =
(∑
n0
knz
n z
0 1 − z
)
and Dfs = det(Mfs ), (4)
with k0 = 1, kn = −sign(f ns (0))kn−1, for n  1. As a consequence of the Milnor–Thurston’s
identity between ζf and Df we have
ζfs = D−1fs =
1
(1 − z)∑n0 knzn . (5)
Notice that, as |kn|  1 for n  0, the power series Dfs = (1 − z)
∑
n0 knz
n converges for all
|z| < 1, and from (5) it follows that ζfs is meromorphic in the unit disk. This is a particular case
of a remarkable result proved by Milnor and Thurston. Among others results, they also proved
that s−1 is the smallest zero of Dfs in [0, 1], which combined with (5) shows that ζfs has a pole
at s−1. This argument not only proves the nonrationality of ζfs whenever s is a transcendental
number, but also leads us to another remarkable equality
lim sup n
√
#Fix(f ns ) = s.
Comparing equalities (3) and (5) a natural question arises. Is the contribution of linear algebra
for (5) so relevant as it is in (3)? As we shall see the answer to this question is positive. More
precisely, it is possible to generalize (2), this way obtaining a purely linear algebraic result playing
in the proof of (5) a similar role to that played by (2) in the proof of (3).
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Our main theorem is a generalization of the trace formula (1) in the context of pairs of linear
endomorphisms whose difference is finite rank. As we will see, this result shows that kneading
matrices, and more generally matrices of formal power series, appear naturally in this new context,
thus giving a bridge between linear algebra and kneading theory.
2. Notations and statement of results
Let Q[[z]] be the commutative ring of formal power series with rational coefficients in the
indeterminate z. As usual, the formal derivative of an element a =∑n0 anzn ∈ Q[[z]] is defined
by a′ =∑n0(n + 1)an+1zn ∈ Q[[z]]. Recall that a ∈ Q[[z]] is invertible in Q[[z]] if and only if
a0 /= 0. If a ∈ Q[[z]] is noninvertible one defines the exponential of a as the following invertible
element:
exp(a) =
∑
n0
an
n! ∈ Q[[z]].
Equivalently, exp a is the unique solution in Q[[z]] of the initial value problem
y′ = a′y and y0 = 1; (6)
using this one can also obtain easily the well known identities in Q[[z]]
exp(−a) = (exp a)−1 and exp(a + b) = exp(a) exp(b) (7)
for any noninvertible a, b ∈ Q[[z]].
In what follows,1 U will denote a (finite or infinite dimensional) vector space over Q; the space
of linear forms on U will be denoted, as usual, by U∗, and the space of all linear endomorphisms
on U will be denoted by L(U). If ψ ∈ L(U) and n is a nonnegative integer, the nth iterate ψn is
defined recursively by ψ0 = IdU ∈ L(U), ψn = ψ ◦ ψn−1 ∈ L(U), for n  1.
The subspace of L(U) whose elements are the linear endomorphisms on U with finite rank
will be denoted by LFR(U).
Let q be a positive integer, we shall use the symbol u¯ to denote an element of Uq = U × U ×
· · · × U (q times), and the symbol α¯ to denote an element of U∗q , that is
u¯ = (u1, . . . , uq) and α¯ = (α1, . . . , αq),
with up ∈ U and αp ∈ U∗ for p = 1, . . . , q. Given u¯ ∈ Uq and α¯ ∈ U∗q , we define the finite
rank endomorphism α¯ ⊗ u¯ ∈ LFR(U) and the matrix M(α¯, u¯) ∈ Qq×q by setting
α¯ ⊗ u¯ =
q∑
p=1
αp ⊗ up,
with the usual notation
α ∈ U∗, u ∈ U : (α ⊗ u)(x) = α(x)u, x ∈ U,
and
M(α¯; u¯) =


α1(u1) . . . α1(uq)
...
.
.
.
...
αq(u1) . . . αq(uq)

 . (8)
1 For our purposes we do not need to work in normed vector spaces. Working in Q we emphasize the linear algebraic
(not analytic) nature of our results.
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Evidently, according to the previous definitions, one has ψ ∈ LFR(U) if and only if there exist
a positive integer q, u¯ ∈ Uq and α¯ ∈ U∗q such that ψ = α¯ ⊗ u¯.
The importance of LFR(U), in this context, lies in the existence of the trace for any ψ ∈
LFR(U), trace that is not evidently defined for an arbitrary ψ ∈ L(U). As for any ψ ∈ LFR(U)
and n  1 one always has ψn ∈ LFR(U), we may also define the invertible element of Q[[z]]
ψ = exp
∑
n1
− tr(ψ
n)
n
zn. (9)
Notice that if ψ = α¯ ⊗ u¯ and S denotes the subspace of U generated by u1, . . . , uq , we have
ψ(U) ⊂ S and ψ(S) ⊂ S. Furthermore if the vectors u1, . . . , uq are independent, then the matrix
M(α¯; u¯) is the matrix representation (with respect to the basis u1, . . . , uq ) of the restriction of ψ
to S. We have then
tr(ψn) = tr(M(α¯; u¯)n)
for all n  1, and from (1)
ψ = det(I − zM(α¯; u¯)) in Q[[z]]. (10)
The last identity being a simple reformulation of (1) will be the bridge for understanding
the following. As already mentioned, this result does not fits the general case because ψ is a
polynomial for all ψ ∈ LFR(U).
Let us then introduce the following definitions.
Definition 2. A pair (ϕ, ψ) ∈ L(U) × L(U) is said to have finite rank if ψ − ϕ ∈ LFR(U).
Notice that if a pair (ϕ, ψ) has finite rank then the pair (ϕn, ψn) also has finite rank, for all
n  1, and therefore the trace of ϕn − ψn is defined. Thus, we may define:
Definition 3. For any pair (ϕ, ψ) ∈ L(U) × L(U) with finite rank, we define the determinant of
(ϕ, ψ) as the following invertible element of Q[[z]]
(ϕ,ψ) = exp
∑
n1
tr(ϕn − ψn)
n
zn.
Evidently, as an immediate consequence of (7), we have
(ϕ,ψ) = −1(ψ,ϕ)
for any pair (ϕ, ψ) ∈ L(U) × L(U) with finite rank.
More generally, if (ϕ, ψ) ∈ L(U) × L(U) and (ψ, χ) ∈ L(U) × L(U) both have finite rank,
then (ϕ, χ) ∈ L(U) × L(U) has finite rank too and
(ϕ,χ) = (ϕ,ψ)(ψ,χ) (11)
holds in Q[[z]].
The previous definition is a generalization of (9), indeed, if ψ ∈ LFR(U), and 0 : U → U
denotes the zero map, then the pair (0, ψ) has finite rank and
(0,ψ) = ψ
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holds in Q[[z]]. More generally, if (ϕ, ψ) ∈ LFR(U) × LFR(U), then the pair (ϕ, ψ) has finite
rank and
(ϕ,ψ) = −1ϕ ψ (12)
holds in Q[[z]]. So, in these particular cases, (ϕ,ψ) is a rational function of z. Obviously, in the
general case, we cannot use (12) as the formal power series ϕ and ψ are not even defined.
We will prove a much more general result showing that any invertible power series a = 1 +∑
n1 anz
n is the determinant of a certain pair of endomorphisms, thus showing that (ϕ,ψ) is not
rational in general.
This result is a simple consequence of our main theorem, which enables us to express(ϕ,ψ)(z)
in terms of determinants. To state it we have to introduce some more notation.
Let Q[[z]]q×q be the ring of the q × q matrices whose entries lie in Q[[z]]. If ϕ ∈ L(U),
u¯ ∈ Uq , and α¯ ∈ U∗q , we define the matrix Mϕ(α¯; u¯) ∈ Q[[z]]q×q by
Mϕ(α¯; u¯) =


∑
n0
α1ϕn(u1)zn · · · ∑
n0
α1ϕn(uq)zn
...
.
.
.
...∑
n0
αqϕ
n(u1)zn · · · ∑
n0
αqϕ
n(uq)z
n

 .
Observe that if we identify an endomorphism with finite rank ψ : U → U with the correspond-
ing pair of finite rank (0, ψ), the matrix M(α¯; u¯) from (8) coincides with the matrix M0(α¯; u¯).
Thus (10) can be regarded as a particular case of our main theorem:
Theorem 4. Let (ϕ, ψ) ∈ L(U) × L(U), u¯ ∈ Uq, and α¯ ∈ U∗q such that ψ − ϕ = α¯ ⊗ u¯.
Denote by I the q × q identity matrix. Then
(ϕ,ψ) = det(I − zMϕ(α¯; u¯))
holds in Q[[z]].
Remark 5. Theorem 4 also shows how to express (ϕ,ψ) in terms of Mψ(α¯; u¯). Indeed, from
ϕ − ψ = −α¯ ⊗ u¯, it follows:
(ψ,ϕ) = det(I + zMψ(α¯; u¯)),
and consequently
(ϕ,ψ) = −1(ψ,ϕ) = det(I + zMψ(α¯; u¯))−1.
The proof of Theorem 4 will be given in the next section. For now, let us discuss some of its
consequences.
Notice that, if ϕ ∈ L(U), α ∈ U∗ and u ∈ U are arbitrary, then the pair (ϕ, ϕ − α ⊗ u) ∈
L(U) × L(U) has finite rank, and from Theorem 4
(ϕ,ϕ−α⊗u) = 1 +
∑
n0
αϕn(u)zn+1 (13)
holds in Q[[z]]. Using this, one obtains the following:
Corollary 6. For all invertible a =∑n0 anzn ∈ Q[[z]], there exists a vector space U, ϕ ∈
L(U), α ∈ U∗ and u ∈ U such that a = a0(ϕ,ϕ−α⊗u) holds in Q[[z]].
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Proof. Put b = a−10 a =
∑
n0 a
−1
0 anz
n
, and let U be a vector space having a countable basis
{un : n ∈ Z+}. Define u = u1, ϕ ∈ L(U) : ϕ(un) = un+1 and α ∈ U∗ : α(un) = a−10 an, for all
n ∈ Z+. We have then b = 1 +∑n0 αϕn(u)zn+1, and by (13) b = (ϕ,ϕ−α⊗u) as desired. 
Theorem 4 and Corollary 6 suggest that linear algebra can be useful in the study of ζf , even
when this function is not rational. In order to illustrate this, let us give a sketch of a proof of (5).
For the details see [1] where Theorem 4 was already used to implement this program.2
Let U = S0(I ;Q), be the Q−vector space whose basis is the set of all formal symbols x ∈
I = [−1, 1]. A very important ingredient of this proof consists in to show that there exists a pair
(ϕ, ψ) ∈ L(U) × L(U) with finite rank such that
#Fix(f ns ) = tr(ψn − ϕn), for all n  1.
On the other hand there exist α¯ ∈ (α1, α2) ∈ U∗ × U∗ and u¯ ∈ (u1, u2) ∈ U × U such that
ψ − ϕ = α1 ⊗ u1 + α2 ⊗ u2 and Mϕ(α¯; x¯) =
(∑
n1
−knzn−1 −1
0 1
)
,
with k0 = 1, kn = −sign(f n(0))kn−1. Thus, from Theorem 4, we arrive at
ζfs = −1(ϕ,ψ) = det(I − zMϕ(α¯; u¯))−1 =
1
(1 − z)∑n0 knzn .
3. Proof of Theorem 4
The proof will follow from a fundamental relationship between the matrices Mϕ(α¯; u¯) and
Mψ(α¯; u¯), whenever ψ − ϕ = α¯ ⊗ u¯.
Lemma 7. Let (ϕ, ψ) ∈ L(U) × L(U), u¯ ∈ Uq and α¯ ∈ U∗q, such that ψ − ϕ = α¯ ⊗ u¯. Then
the identity
I − zMϕ(α¯; u¯) = (I + zMψ(α¯; u¯))−1
holds in Q[[z]]q×q .
Proof. Put u¯ = (u1, . . . , uq) and α¯ = (α1, . . . , αq). We have then Mϕ(α¯; u¯) = [mi,j (z)] and
Mψ(α¯; u¯) = [ni,j (z)], with
mi,j (z) =
∑
n0
αi(ϕ
n(uj ))z
n and ni,j (z) =
∑
n0
αi(ψ
n(uj ))z
n.
Because
ψ − ϕ = α¯ ⊗ u¯ = α1 ⊗ u1 + · · · + αq ⊗ uq,
and more generally
ψn − ϕn =
q∑
p=1
n∑
m=1
(αpψ
n−m) ⊗ ϕm−1(up) (14)
2 The same result can be used in more general one-dimensional dynamical systems, such as trees or graphs (see Theorem
14 of [2] and Theorem 17 of [3]).
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for all n  1, it follows
αi(ψ
n(uj )) − αi(ϕn(uj )) =
q∑
p=1
n∑
m=1
αp(ψ
n−m(uj ))αi(ϕm−1(up)),
and thus
ni,j (z) − mi,j (z) =
∑
n1
q∑
p=1
n∑
m=1
αp(ψ
n−m(uj ))αi(ϕm−1(up))zn
= z
q∑
p=1
mi,p(z)np,j (z).
So, we may write
Mψ(α¯; u¯) − Mϕ(α¯; u¯) = zMϕ(α¯; u¯)Mψ(α¯; u¯)
and consequently
(I − zMϕ(α¯; u¯))(I + zMψ(α¯; u¯)) = I,
as desired. 
We can now prepare the proof of our fundamental Theorem 4.
For any ϕ ∈ L(U), u¯ ∈ Uq and α¯ ∈ U∗q define the determinant Dϕ(α¯; u¯) ∈ Q[[z]] by
Dϕ(α¯; u¯) = det(I − zMϕ(α¯; u¯)).
According to this notation, we have to prove that
(ϕ,ψ) = Dϕ(α¯; u¯) holds in Q[[z]], (15)
whenever ψ − ϕ = α¯ ⊗ u¯.
Let ϕ ∈ L(U), u¯ ∈ Uq and α¯ ∈ U∗q . Denote by ϕ0, ϕ1 . . . , ϕq the elements of L(U) defined
recursively by
ϕ0 = ϕ and ϕp − ϕp−1 = αp ⊗ up, for q  p  1.
Notice that if ψ − ϕ = α¯ ⊗ u¯, then, from (11), we have the decomposition
(ϕ,ψ) =
q∏
p=1
(ϕp−1,ϕp),
and therefore the proof of (15) will follow if we prove the identities
(ϕp−1,ϕp) = Dϕp−1(αp; up) (16)
and
q∏
p=1
Dϕp−1(αp; up) = Dϕ(α¯; u¯). (17)
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The proof of identity (17) follows from our next:
Lemma 8. If ϕ ∈ L(U), u¯ = (u1, . . . , uq) ∈ Uq, v ∈ U, α¯ = (α1, . . . , αq) ∈ U∗q and β ∈ U∗,
then
Dϕ((α1, . . . , αq, β); (u1, . . . , uq, v)) = Dϕ(α¯; u¯)Dϕ+α¯⊗u¯(β; v)
holds in Q[[z]].
Proof. Put w¯ = (u1, . . . , uq, v, 0) ∈ Uq+2, γ¯ = (α1, . . . , αq, 0, β) ∈ U∗q+2 and ψ = ϕ + α¯ ⊗
u¯. Since ψ − ϕ = α¯ ⊗ u¯ = γ¯ ⊗ w¯, applying Lemma 7, it follows that
(I + zMψ(γ¯ ; w¯)) = (I − zMϕ(γ¯ ; w¯))−1,
with
Mϕ(γ¯ ; w¯) =


∑
n0
α1ϕn(u1)zn · · · ∑
n0
α1ϕn(uq)zn
∑
n0
α1ϕn(v)zn 0
...
.
.
.
...
...
...∑
n0
αqϕ
n(u1)zn · · · ∑
n0
αqϕ
n(uq)z
n
∑
n0
αqϕ
n(v)zn 0
0 · · · 0 0 0∑
n0
βϕn(u1)zn · · · ∑
n0
βϕn(uq)z
n
∑
n0
βϕn(v)zn 0


and
Mψ(γ¯ ; w¯) =


∑
n0
α1ψn(u1)zn · · · ∑
n0
α1ψn(uq)zn
∑
n0
α1ψn(v)zn 0
...
.
.
.
...
...
...∑
n0
αqψ
n(u1)zn · · · ∑
n0
αqψ
n(uq)z
n
∑
n0
αqψ
n(v)zn 0
0 · · · 0 0 0∑
n0
βψn(u1)zn · · · ∑
n0
βψn(uq)z
n
∑
n0
βψn(v)zn 0


.
Consequently∑
n0
βψn(v)zn+1 = − det(C) det(I − zMϕ(γ¯ ; w¯))−1, (18)
where
C = I −


∑
n0
α1ϕn(u1)zn+1 · · · ∑
n0
α1ϕn(uq)zn+1
∑
n0
α1ϕn(v)zn+1
...
.
.
.
...
...∑
n0
αqϕ
n(u1)zn+1 · · · ∑
n0
αqϕ
n(uq)z
n+1 ∑
n0
αqϕ
n(v)zn+1
∑
n0
βϕn(u1)zn+1 · · · ∑
n0
βϕn(uq)z
n+1 1 + ∑
n0
βϕn(v)zn+1


is the (q + 1) × (q + 1) matrix obtained from I − zMϕ(α¯; u¯) by deleting the (q + 2)th column
and (q + 1)th row. On the other hand, basic computations on determinants show that
det(I − zMϕ(γ¯ ; w¯)) = det(I − zMϕ(α¯; u¯)) = Dϕ(α¯; u¯) (19)
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and
det(C) = det(I − zMϕ((α1, . . . , αq, β); (u1, . . . , uq, v))))
− det(I − zMϕ(α¯; u¯))
= Dϕ((α1, . . . , αq, β); (u1, . . . , uq, v)) − Dϕ(α¯; u¯). (20)
Thus, applying (19) and (20) in (18), we obtain finally
Dψ(β; v) = 1 −
∑
n0
βψn(v)zn+1
= 1 + det(C) det(I − zMϕ(γ¯ ; w¯))−1
= 1 + (Dϕ((α1, . . . , αq, β); (u1, . . . , uq, v)) − Dϕ(α¯; u¯))Dϕ(α¯; u¯)−1
= Dϕ((α1, . . . , αq, β); (u1, . . . , uq, v))Dϕ(α¯; u¯)−1,
as desired. 
The next lemma follows from the previous one and will be used for proving identity (16).
Lemma 9. Let (ϕ, ψ) ∈ L(U) × L(U), u ∈ U and α ∈ U∗such that ψ − ϕ = α ⊗ u. For each
v ∈ U,∑
n0
αψn(v)zn+1 = Dϕ(α; u)−1(1 − Dϕ(α; v))
holds in Q[[z]].
Proof. By the previous lemma, we have
Dψ(α; v) = Dϕ(α; u)−1Dϕ((α, α); (u, v)).
Thus, we may write∑
n0
αψn(v)zn+1 = 1 − Dψ(α; v)
= 1 − Dϕ(α; u)−1Dϕ((α, α); (u, v)),
and the proof follows from the identity
Dϕ((α, α); (u, v)) = det

1 −
∑
n0
αϕn(u)zn+1 − ∑
n0
αϕn(v)zn+1
− ∑
n0
αϕn(u)zn+1 1 − ∑
n0
αϕn(v)zn+1


= det
(
Dϕ(α; u) Dϕ(α; v) − 1
Dϕ(α; u) − 1 Dϕ(α; v)
)
= Dϕ(α; u) + Dϕ(α; v) − 1. 
And at last to prove identity (16) we establish the following:
Lemma 10. Let (ϕ, ψ) ∈ L(U) × L(U), u ∈ U and α ∈ U∗, such that ψ − ϕ = α ⊗ u. Then
(ϕ;ψ) = Dϕ(α; u) holds in Q[[z]].
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Proof. By (6) we have to prove that∑
n1
tr(ψn − ϕn)zn = −zDϕ(α; u)−1Dϕ(α; u)′
where Dϕ(α; u)′ denotes the formal derivative of Dϕ(α; u). From (14) we have
ψn − ϕn =
n∑
j=1
(αψn−j ) ⊗ ϕj−1(u),
for all n  1, and thus
tr(ψn − ϕn) =
n∑
j=1
αψn−j ϕj−1(u).
So we may write∑
n1
tr(ψn − ϕn)zn =
∑
j0
zj
∑
n0
αψnϕj (u)zn+1,
and from the previous lemma∑
n1
tr(ψn − ϕn)zn =
∑
j0
Dϕ(α; u)−1(1 − Dϕ(α;ϕj (u)))zj
= Dϕ(α; u)−1
∑
j0
(1 − Dϕ(α;ϕj (u)))zj
= Dϕ(α; u)−1
∑
j0
∑
n0
αϕn+j (u)zn+j+1
= Dϕ(α; u)−1
∑
n0
(n + 1)αϕn(u)zn+1
= −zDϕ(α; u)−1Dϕ(α; u)′,
as desired. 
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