Assessing item fit for unidimensional item response theory models for dichotomous items has always been an issue of enormous interest, but there exists no unanimously agreed item fit diagnostic for these models, and hence there is room for further investigation of the area. This paper employs the posterior predictive model-checking method, a popular Bayesian model-checking tool, to examine item fit for the abovementioned models. An item fit plot, comparing the observed and predicted proportioncorrect scores of examinees with different raw scores, is suggested. This paper also suggests how to obtain posterior predictive p-values (which are natural Bayesian p-values) for the item fit statistics of Orlando and Thissen that summarize numerically the information in the above-mentioned item fit plots. A number of simulation studies and a real data application demonstrate the effectiveness of the suggested item fit diagnostics. The suggested techniques seem to have adequate power and reasonable Type I error rate, and psychometricians will find them promising.
Introduction
In an application of an item response theory (IRT) model, it is often necessary to perform item fit analysis to assess the adequacy of the functional form of the item characteristic curve (ICC) implied by the model. Researchers such as Yen (1981) and Wainer and Thissen (1987) have discussed the adverse outcomes of using an incorrect ICC, such as biased ability estimates, unfair ranks, and wrongly equated scores. Major testing companies routinely perform item fit analysis to discard bad items from their item pools. For unidimensional IRT models for dichotomous items, the standard process of assessing the fit of an item is (a) to define a number of examinee groups/cells and then (b) to make an informed judgment by comparing the observed and model-predicted proportion-correct scores for the item of the different examinee groups. Researchers such as Hambleton and Swaminathan (1985) have suggested use of graphical plots to perform the comparison.
To quantify the comparison numerically, Thissen (2000, 2003) suggested two test statistics (referred to as S 2 x 2 and S 2 G 2 ) using examinee groups 2. The existing item fit tests using raw-score groups
The item fit statistics of Orlando and Thissen
For the Rasch model (e.g. Birnbaum, 1968) , the raw score of an examinee is a sufficient statistic for examinee ability; as an outcome, a number of item fit statistics for the Rasch model (discussed in an overview paper by are defined using groups of examinees based on their raw scores. Orlando and Thissen (2000) generalized the idea to the 2PL and 3PL models (Birnbaum, 1968) to suggest two related item fit statistics for unidimensional IRT models for dichotomous items.
Let N k denote the number of examinees who obtained raw score (or, equivalently, belong to the raw-score group) k, k ¼ 0; 1; : : : ; I, in a test with I binary items. Let p ik and E ik respectively denote the observed and expected proportion-correct scores of raw-score group k on item i; the corresponding observed and expected counts are N k p ik and N k E ik , respectively. One has to use a recursive approach (discussed shortly) suggested by Lord and Wingersky (1984) and the maximum marginal likelihood estimates (MMLE) of the item parameters to compute the E ik s.
The item fit statistics (for item i) suggested by Orlando and Thissen (2000) are of the form
and S 2 G 2 i ¼ 2
The summation in each of the above statistics ranges from k ¼ 1 to k ¼ I 2 1 because p i0 ¼ E i0 ¼ 0 and p iI ¼ E iI ¼ 1 for any i. The two statistics are assumed to follow asymptotic x 2 ðI 2 4Þ distributions (i.e. a x 2 distribution with I 2 4 degrees of freedom) under the null hypothesis that the fitted model is true. If the data set has a small number of examinees, a collapsing algorithm combines raw-score groups until each group has a minimum expected count of 1, and adjustment is made to the degrees of freedom of the x 2 null distribution. Thissen (2000, 2003) provided detailed simulation results to show that the statistics perform respectably, with respect to Type I error rate and power, in a variety of situations.
Computation of E ik
Let T i ðuÞ be the probability of success on item i for proficiency u. For example, for the 3PL model, 
where u denotes examinee ability, logit 21 ðxÞ ¼ 1 1þe 2x , and a i , b i , and c i denote respectively the slope, difficulty, and guessing parameters of item i. Suppose S k ðuÞ denotes the probability of obtaining a raw score of k on an I-item test by an examinee with proficiency variable u. For convenience, the dependence of S k ðuÞ on the item parameters is not reflected in the notation. Further, denote by S Ãi k ðuÞ the probability of a raw score k at proficiency u on items 1; 2; : : : ; i 2 1, i þ 1, : : : , I (i.e. omitting item i from the set of all items). Then
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where p(u ) is the population distribution on u.
For computing the S k (u ), Lord and Wingersky (1984) suggested a recursive approach that starts from S 
The item fit statistic of Glas and Suárez-Falcó n
In formulating their item fit statistic for item i, Glas and Suárez-Falcón (2003) used S i examinee groups based on raw scores. Suppose an examinee belongs to score group g (i) (g (i) ¼ 1, 2, : : :, S i ) based on his/her response to items 1; 2; : : : ; i 2 1, i þ 1; : : : ; I. The statistic is described here in the context of the 3PL model given by (3). The test statistic for item i suggested by Glas and Suárez-Falcón is based on the Lagrange multiplier test (or equivalent efficient score test) of the null hypothesis H 0 that the 3PL model is correct versus the alternative hypothesis
where b is , s ¼ 1; 2; : : : ; S i , gauges the deviation from the item difficulty parameter b i for the score group s and is of the form
where each component of the vector h i is the difference between the observed proportion correct and its posterior expectation for a raw-score group, computed at the MMLE, and AE i is the estimated variance matrix of h i . Under H 0 , LM i has an asymptotic x 2 ðS i 2 1Þ distribution. Glas and Suárez-Falcón (2003) performed two simulation studies. The first study generated several data sets from the 3PL model for different numbers of items and examinees, fitted the same 3PL model, and computed the proportion of rejections (for the statistic LM i ) aggregated over all the items. This study provided an estimate of the Type I error rate of the statistic. The second simulation study generated 80% to 90% of items from the 3PL model for a number of cases each, and the remaining 10% to 20% of items from the model given by (5). The 3PL model is the correct model for the first set of items, but not for the second. The proportion of rejections aggregated over the first set of items, which is called the false alarm rate (proportion of fitting items incorrectly identified as misfitting), was computed for each case. Also computed was the proportion of rejections aggregated over the second set of items for each case, which is called the hit rate (proportion of correctly detected misfitting items). Note that the idea of the false alarm rate is very close to that of the Type I error rate (for an ideal test, they should both be less than or equal to the nominal level) and that of the hit rate is very close to that of power.
Problems with the existing item fit statistics
Even though the test statistic suggested by Glas and Suárez-Falcón (2003) appears to have a strong theoretical basis, the choice of the number of groups of examinees (S i ) is not obvious in the test. Glas and Suárez-Falcón used five and nine groups with different results.
Most importantly, Glas and Suárez-Falcón (2003, p. 97) found the overall characteristics of their LM i statistic worse than those of S 2 x 2 and S 2 G 2 ; specifically, they found that the false alarm rate for the LM i statistic may be much higher than the Type I error level (which is an undesirable property of a statistic) for a number of simulations. Therefore, the test statistics suggested by Orlando and Thissen (2000) seem to be the most acceptable item fit statistics using raw-score groups.
However, Chernoff and Lehmann (1953) showed that a x 2 test statistic computed from the number of individuals falling into specified cells does not have a limiting x 2 distribution when estimates of parameters from the original observations are used. Let us denote a statistic computed in such a way by X 2 ðvÞ. If there are n cells and p estimated parameters,
where the above x 2 variables are independent of each other. Further, the weights l k (v), all between 0 and 1, depend on the true unknown parameter vector v.
The above result then implies that S 2 x 2 and S 2 G 2 do not have limiting x 2 ðI 2 4Þ distributions, as they use examinee groups based on their raw scores and use MMLEs of item parameters from the original (ungrouped) observations. The 100ð1 2 aÞ% quantile of the distribution of x 2 ðvÞ lies between that of a x 2 ðI 2 4Þ distribution and a x 2 ðI 2 1Þ distribution. The departure of the distribution of S 2 x 2 and S 2 G 2 from the assumed x 2 ðI 2 4Þ distribution may be severe, then, for a small number of items (even though Orlando & Thissen (2003) , recommended use of their statistics for short tests), and there exists no recommendation as to when the x 2 approximation gives acceptable results.
To obtain a statistic that has a x 2 asymptotic distribution, it is possible to apply a technique such as computing the MMLEs of the IRT model from the grouped data or applying the approach of Rao and Robson (1974) , which involves computations of Fisher information matrix and first derivatives of the E ik with respect to item parameters. However, these approaches would involve considerable programming effort and have not been implemented yet.
Besides, the x 2 approximation of S 2 x 2 and S 2 G 2 will not be appropriate if the data set has a small number of examinees (because of small cell counts). Simulations in Thissen (2000, 2003) and Glas and Suárez-Falcón (2003) showed that the Type I error rate and the false alarm rate of S 2 x 2 and S 2 G 2 can occasionally be undesirably high, especially for short tests. The PPMC method (Rubin, 1984) suggests checking a model using the posterior predictive distribution of replicated data y rep ,
as a reference distribution for the observed data y. The basis of the PPMC method is to compare the observed data y to their reference distribution (7). In practice, test quantities or discrepancy measures Dð y; vÞ are defined (Gelman et al., 1996) , and the posterior distribution of Dð y; vÞ compared to the posterior predictive distribution of Dð y rep ; vÞ, with any significant difference between them indicating a model failure. A researcher may use Dð y; vÞ ¼ Dð yÞ, a discrepancy measure depending on the data only, if appropriate.
A popular summary of the comparison is the tail-area probability or posterior predictive p-value, the Bayesian counterpart of the classical p-value: Because of the difficulty in dealing with (7) or (8) analytically for all but simple problems, Rubin (1984) suggested simulating replicated data sets from the posterior predictive distribution in practical applications of the PPMC method. One draws N simulations v 1 ; v 2 ; : : : ; v N from the posterior distribution pðvj yÞ of v and draws y rep;n from the likelihood distribution pð yjv n Þ, n ¼ 1; 2; : : : ; N. The process results in N draws from the joint posterior distribution pð y rep ; vj yÞ and, equivalently, from pð y rep j yÞ. Expression (8) implies that the proportion of the N replications for which Dð y rep;n ; v n Þ exceeds Dð y; v n Þ provides an estimate of the PPP-value. Extreme PPPvalues (close to 0 or 1 or both, depending on the nature of the discrepancy measure) indicate model misfit. Gelman et al. (1996) suggested that the preferable way to perform posterior predictive checking is to compare the realized discrepancies Dð y; v n Þ and the replicated/predictive discrepancies Dð y rep;n ; v n Þ by plotting the pairs {Dð y; v n Þ; Dð y rep;n ; v n Þ}, n ¼ 1; 2; : : : ; N, in a scatter-plot.
Researchers such as Robins, van der Vaart, and Ventura (2000) have shown that PPPvalues are conservative (i.e. often fail to detect model misfit), even asymptotically, for some choices of discrepancy measures, such as when a discrepancy measure is not centred. Empirical and theoretical studies suggest that PPP-values generally have reasonable long-run frequentist properties (e.g. Gelman et al., 1996, p. 754) . The PPMC method combines well with the Markov chain Monte Carlo (MCMC) algorithms (Patz & Junker, 1999) .
4. The suggested item fit plots, discrepancy measures, and Bayesian p-values 4.1. The item fit plots This paper suggests using item fit plots, in the same spirit as Hambleton and Swaminathan (1985) , based on the PPMC method. Figure 1 provides examples of two such plots for a 16-item test described in Sandene, Bennett, Braswell, and Oranje (2003) and taken by 974 examinees.
The raw scores are plotted along the horizontal axis and the proportions correct along the vertical axis. For each raw-score group, a point denotes the corresponding observed proportion correct ( p ik , using the notation of Section 2), and a box represents the distribution of the corresponding replicated proportions correct ðp rep ik Þ: A line joins the observed proportions. The whiskers of each box stretch to the 2.5th and 97.5th percentiles of the posterior predictive distribution, and a notch near the middle of the box denotes the median. The width of each box is proportional to the observed number of examinees in the group (a significant difference of observed and replicated values for a large group is more severe than that for a small group). For any item, too many observed proportions lying far from the centre of the replicated values indicate a failure of the model to explain the responses to the item. In Figure 1 , the first plot (marked 'item 2') provides such an example -two observed proportions (out of a total of 15) lie outside the 95% prediction interval and a few others lie far from the centre of the box. The second plot (marked 'item 14') shows an item that the model explains adequately; the observed values lie mostly close to the centre of the boxes (always in the 95% prediction interval).
Other than providing an overall idea about the fit for an item, the suggested item fit plot also provides some idea about the region where the misfit occurs and the direction in which the misfit occurs (e.g. whether the model over-or underestimates the performance for the discrepant regions). One can create the plots with 99% prediction intervals as well or after pooling some examinee groups. Many will find these plots more acceptable than item fit plots with groups based on ability (u), because u is not a truly observed quantity and the null distribution of the proportion-correct scores for the ability-based examinee groups is not established. The item fit plots suggested in this paper provide a more direct and rigorous comparison of observed and predicted data.
4.2. The x 2 -type discrepancy measures and Bayesian p-values The above-mentioned item fit plots provide useful feedback about the fit of items, but it will be useful to summarize the fit information for each item into one number, preferably a p-value. To achieve that, this paper uses the two test statistics suggested by Orlando and Thissen (2000) discrepancy measures. The x 2 -type measure, denoted henceforth as D x i ð y; vÞ, is the same as S 2 x 2 i , and is given by (1). Similarly, the G 2 -type measure, denoted henceforth as D G i ð y; vÞ, is the same as S 2 G 2 i and is given by (2). To perform posterior predictive checks using these measures, a researcher can use graphical plots and/or PPP-values, as described earlier in Section 3.
Because these are x 2 -type measures, a corresponding PPP-value very close to 0 indicates a problem (implying that the model cannot adequately predict the variability for the item). For example, the PPP-values for D The process of computing these PPP-values does not involve any distributional assumption and results in natural Bayesian p-values summarizing the fit of the items. The cells (item-group combination) with small frequencies do not pose any problem with the PPMC approach because this does not need a x 2 assumption. However, for more stability of the discrepancy measures and the PPP-values, raw-score groups with too few examinees can be pooled, as suggested by Orlando and Thissen (2000) . Examining the distribution of the values of D x i ð y rep;n ; v n Þ is a way to check for such stability. If there are sufficient examinees in each group, these quantities should look like draws from a x 2 distribution with I 2 1 degrees of freedom with no pooling and I 2 1 2 m degrees of freedom with pooling, where m is the number of groups lost due to pooling; a departure from this distribution will point to the instability of the discrepancy measure, and more cells with small frequencies can be pooled.
First set of simulation studies
This section describes results of detailed simulations that examine the Type I error and power of the suggested item fit measures.
Outline of the studies
Consider a data-generating model M g and an analysis model M a , where each model may be one among the 1PL, 2PL, and 3PL models, and M a is never more complex than M g . The following steps briefly describe the simulation study for the model pair.
(1) The data generator generates 100 data sets from M g , each data set containing responses of 2,500 examinees to 30 items. The generating parameter values (for items and examinees), the same for all 100 data sets, represent a wide range of parameter values and are estimates from a past operational test. (2) For each of the above 100 data sets generated:
(a) a program fits the model M a to the data using an MCMC algorithm; 10,000 iterations are run after a burn-in of 2,000 and every tenth draw is included in the final posterior sample. The prior distributions used are:
logða j Þ iid Nð0; 1Þ; b j iid Nð0; 1Þ; logitðc j Þ iid Nðlogitð0:2Þ ; 21:39; 1Þ: ð9Þ (b) For each draw in the final posterior sample (of size 1,000; increasing the sample size hardly causes any changes in the results), the program generates a replicated data set and computes values of the realized and predictive discrepancy measures. A Gauss-Hermite integration routine (e.g. Thisted, 1988) with 50 points (increasing the number of points causes little change in the results) is used to perform the numerical integration (for 2PL and 3PL models) required to compute the E ik using the approach by Lord and Wingersky (1984) . (c) The program computes the PPP-values for the discrepancy measures for each item.
The above steps result in a PPP-value for each item for each discrepancy measure for each of the 100 generated data sets. For the 3PL model as M g and M a , the whole process takes about 55 hours on a Pentium 4 machine equipped with a 2.25 GHz CPU and 0.5 GB of RAM. Table 1 shows the proportion of times the PPP-values for D x i ð y; vÞ and D G i ð y; vÞ are significant at the 5% level for different combinations of M g and M a . These results show that the Type I error rate of the Bayesian item fit measures does not exceed the nominal level, and is mostly close to it. For all the situations above, the performance of the G 2 -type discrepancy measure is very similar to that of the x 2 -type measure (hence the remainder of this paper discusses results for the latter only); this is in contradiction to the finding in Orlando and Thissen (2000) that the G 2 measure has poor Type I error rate (Orlando and Thissen used 1,000 examinees, while this paper uses 2,500). The power of D x i ð y; vÞ is slightly higher than the corresponding numbers for S 2 x 2 in Orlando and Thissen when M a is the 1PL model, and almost the same otherwise. The overall performance of the Bayesian item fit measures seems to be satisfactory. Figure 2 shows item fit plots (which were suggested in Section 4) for three items for the Rasch model fit to one data set generated from the 3PL model, along with the true discrimination parameters of the items. The PPP-values for D Copyright © The British Psychological Society
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Reproduction in any form (including the internet) is prohibited without prior permission from the Society respectively; that is, the model adequately explains only the last item in the figure. The plots show how the model fails to explain the responses for the first two of the three items. For the first item (with true discrimination 0.56), the model fails for the whole score range, appearing to fit the item very poorly. For the second item (discrimination 2.4), the model fails for all but very high and very low scores. Figure 3 shows, for the second and third items plotted in Figure 2 , plots of the realized discrepancy D Figure 3 , which indicates that the predictive discrepancy is mostly smaller than the realized discrepancy and that the model cannot adequately explain the responses for the item.
The right-hand plot shows that the model reproduces the discrepancy measure and that it explains the responses for the item adequately. Figure 4 summarizes the results for the 100 generated data sets when the Rasch model is fitted to 3PL data. Each vertical line in the figure extends from the 5th percentile to the 95th percentile (with a solid square denoting the median) of the distribution of the 100 PPP-values for D PPP-values to lie mostly below the horizontal line. However, Figure 4 tells a different story. The PPP-values seem to be spread uniformly over [0, 1] for items whose discrimination parameters lie near the middle of the range (from 1 to 1.3 approximately); the PPMC method does not have enough power for these items. This result is very similar to that in Orlando and Thissen (2000) , who found their item fit statistics to have low power (for Rasch model fit to 3PL data) for true discrimination parameters lying in the middle of the range. Because the Rasch model assumes a common discrimination parameter for all the items in a test, the model can explain items (generated from a 3PL model) with true discriminations around that common value. The PPP-values are mostly low for all other items (which means that the PPMC method has enough power for them); for example, they are almost always zero for the first four and the last six items.
Further details on the fit of the 2PL model to 3PL data
When the 2PL model is fitted to 3PL data, the PPP-values are spread uniformly over [0, 1] for most items in a plot similar to Figure 4 (not shown here but to be found in Sinharay, 2003a) . This result means, as in Yen (1981) and Orlando and Thissen (2000) , that the 2PL model can explain most of the items generated from the 3PL model. For most combinations of parameter values, the 2PL model has the ability to adjust its parameters so that the fitted (2PL) ICC is close to the generating 3PL ICC, the only difference occurring for extreme proficiency values, where there are few individuals. As a result, the realized discrepancy is not much higher, on average, than the predictive discrepancy, and the item fit PPP-value is not significant. The plot in the left-hand panel of Figure 5 depicts the situation (PPP-value ¼ 0.63).
One class of items generated from the 3PL model that the 2PL model fails to explain are those with high guessing parameters and high difficulty (there are three such items in the data set), as exemplified by the plot in the right-hand panel of Figure 5 . There are visible differences between the true ICC and the fitted ICC in the middle of the range of i, causing the realized discrepancy to be mostly larger than the predictive discrepancy; as a result, the PPP-value is only .032.
Second set of simulation studies
This section describes the results of another set of simulation studies that examine the performance of the Bayesian item fit statistics in a variety of situations. A major objective of this section is to examine the properties of the Bayesian item fit measures for short tests and/or tests given to small numbers of examinees (when the x 2 approximation of S 2 x 2 is violated).
Studying the Type I error rate
In these simulations, 100 data sets are generated from the 3PL model for different combinations of (a) test length (10, 40, 78) and (b) number of examinees (500, 1,000, 2,000, 4,000); the 3PL model is fitted to the data, and the item fit p-values are computed. The generating item parameters are as follows:
. p-values for S 2 x 2 are also computed under the usual x 2 assumption (using MMLEs of the item parameters obtained using PARSCALE software of Muraki & Bock, 1991) . Table 2 shows the Type I error rates of D x i ð y; vÞ and S 2 x 2 ; the results for the G 2 -type measures are very close to the corresponding x 2 -type measures and are not shown. The results demonstrate that the Bayesian p-values are slightly conservative -the Type I error rate never exceeds the nominal 5% level. The indices suggested by Orlando and Thissen (2000) suffer from a higher Type I error rate than is desired, especially for short tests and small sample sizes. The Type I error rates of S 2 x 2 for 10 and 30 items in Table 2 are in the same range as those found for S 2 G 2 in Glas and Suárez-Falcón (2003) . The table also shows the time taken (roughly) for the computation of the Bayesian p-values on the machine mentioned in Section 5 -the PPMC method is quite time-consuming.
Studying the hit rate and false alarm rate under model violation
The above simulations are repeated after mixing a low percentage (10 or 20) of misfitting/bad items with the 3PL items while generating the data sets. The ICCs for the bad items were of four types: This ICC exhibits a plateau over middle values of u, but follows a logistic curve before and after the plateau.
. Bad item 4, an ICC considered by Glas and Suárez-Falcón (2003) and given by the right-hand side of (5), for S i ¼ 5, and Wainer and Thissen (1987) and Orlando and Thissen (2003) draw the ICCs for bad items 1-3 (with the corresponding best-fitting 3PL ICC), the forms of which, they argue, are not uncommon in actual data. Tables 3 and 4 provide the hit rate and the false alarm rate at the 5% level for D x i ð y; vÞ and S 2 x 2 . The types of bad items used for each case are shown as well. The tables reveal a number of interesting facts:
(1) Note that the false alarm rates, shown in the bottom halves in the two tables, should be below the nominal level for an ideal statistic; while the Bayesian item fit measure satisfies the criterion, S 2 x 2 does not. Elsewhere, Glas and Suárez-Falcón (2003) and Orlando and Thissen (2003) observed that, when the test has a low percentage of misfitting items, their item fit measures occasionally had false alarm rates much higher than the Type I error rate (which is an undesirable property of a test statistic). For example, for a test which consisted of nine 3PL items and a single bad item 4 (i.e. a total of 10 items) and 4,000 examinees, shows that the false alarm rate for the LM i statistic is .92, while that for S 2 G 2 is .20; so these measures lead to a number of good items being rejected incorrectly. Tables  3 and 4 suggest that the Bayesian item fit measures are better than the existing item fit measures from the viewpoint of false alarm rates.
(2) The hit rate of the Bayesian item fit measure, while acceptable, is never larger than that of S 2 x 2 ; there is often a difference in the first decimal place for 500 or 1,000 examinees, which does not happen (as the power is close to 1 for all the measures) for 2,000 or 4,000 examinees. Combined with the false alarm rates, this fact shows that the Bayesian item fit measure is conservative in comparison to S 2 x 2 . The Bayesian measure has low power for a small sample size for some types of bad items, implying that the PPMC method is reluctant to flag an item as misfitting unless there is enough evidence against it. The conservativeness of the Bayesian p-values is a combination of the conservativeness of the PPMC method and the ability of the 3PL model to adequately explain items with ICCs that are slightly different from the logistic form (a phenomenon observed by, for example, Orlando & Thissen, 2003) . (3) Individual bad items are 'bad' in different ways with respect to how the 3PL model can fit them. For example, the 3PL model often succeeds in estimating the ICC for bad item 3 adequately for 500 or 1,000 examinees, so the hit rate of the tests for that type of item is low (the same result as found by Orlando & Thissen, 2003) ; on the other hand, the hit rate is higher for bad item 4. Also, 'badness' depends on the number of examinees; the hit rate is close to 1 for all bad items for 4,000 examinees (i.e. the items are 'bad' enough for the misfit to be significant). Figure 6 shows item fit plots for one data set with 4,000 examinees each for the four types of bad items considered in the above simulation studies. The PPP-value is .00 for each of these four situations. The plots clearly demonstrate the type of violations from the 3PL model. For example, the plot for bad item 1 shows the non-monotone nature of the observed proportions correct for raw scores less that 20 -the predicted values are mostly far apart from the observed values in that range.
Item fit plots
Discussion of the two sets of simulation studies
As with the first set of simulation studies, the results for the G 2 -type measure (not described above) are very similar to those for the x 2 -type measure. The above simulation results suggest that the Bayesian item fit measures are quite promising. Their Type I error rates and false alarm rates do not exceed the nominal level, which is a clear improvement over the existing item fit measures based on raw scores. They have low power for small sample sizes, but considerable power for even moderately large sample sizes. 
An example from the National Assessment of Educational Progress
Consider a data set from the National Assessment of Educational Progress (NAEP) Math Online (MOL) special study (Sandene et al., 2003) , which consists of the responses of 974 eighth-grade examinees to 16 multiple-choice mathematics items. The 3PL model is fitted to the data set using an MCMC algorithm. The prior distributions used are the same as in (9). The data set is sufficiently unidimensional (see Sinharay, 2003b) . Figure 7 shows the item fit plots for the data set. These show that, overall, the 3PL model does not perform too poorly with regard to item fit. There is considerable overall difference between the observed and replicated median proportions correct for items 2 and 8 only, and also for items 5 and 6 to some extent. Figure 8 shows, for four items, the realized discrepancy D 
Item fit plots
p-values
For computing the frequentist item fit p-values, the raw scores 1 and 2 are pooled into one group because the expected count for raw score 1 is less than 1 for a few items; the raw scores 14 and 15 are also pooled. To make the comparison meaningful, this paper uses similar pooling for computing the Bayesian p-values as well. Table 5 shows the Bayesian p-values for the x 2 -type measure and the frequentist p-values corresponding to S 2 x 2 (using MMLEs of the item parameters obtained using PARSCALE software: Muraki & Bock, 1991) . The results with the G 2 -type measure are mostly very close to those with the x 2 -type measure and hence are not shown. The frequentist and Bayesian p-values are in good agreement for the full data set; item 2 is the only one found misfitting (the item fit plot suggests it to be similar to bad items 2 and 4).
However, to study the performance of S 2 x 2 for smaller numbers of items or examinees, this paper performs item fit analysis for three different subsets of the data. The first subset contains all 16 items, but 500 randomly drawn examinees. The second subset contains all 974 examinees, but 10 randomly drawn items. The third subset contains the same 10 items as subset 2, but the same 500 examinees as in subset 1. Table 5 shows the Bayesian and frequentist p-values for the x 2 -type measure for these subsets. Comparison of the results for these three subsets to those from the full data set, which leads to a sensitivity analysis of the results to number of items and number of examinees, reveals a number of interesting facts about the item fit measures. The Bayesian item fit measure does not flag an item erroneously for any of the subsets. The measure correctly detects item 2 to be misfitting in subsets 1 and 2. For subset 3, the Bayesian p-value is .09, which is small, but not significant enough; this supports our earlier findings (e.g. Tables 3 and 4) that the measure is not very powerful for a small number of examinees and a small number of items. The measure S 2 x 2 performs similarly to the Bayesian measure with regard to correctly detecting misfitting items -it correctly flags item 2 for subsets 1 and 2, but not for subset 3. However, S 2 x erroneously flags a number of items as misfitting for each of the three subsets. For subset 1, S 2 x 2 erroneously flags item 6 (which is a very difficult item and for which the proportion correct, staying around the chance level of .2, does not vary for different groups of examinees, as is clear from Figure 7 ). For subsets 2 and 3, the measure erroneously flags three and five items, respectively.
Sinharay (2003a) created item fit plots and computed p-values for D x i ð y; vÞ; D G i ð y; vÞ; S 2 x 2 and S 2 G 2 for two more real-data examples, one of which has a small sample (325 examinees and 15 items) while another has a large sample (10,000 examinees and 78 items). The Bayesian p-values are more conservative than the frequentist p-values for the small data set, while they are in good agreement for the larger data set.
Summary and conclusions
There is no unanimously agreed statistical technique for assessing item fit for IRT models. The item fit statistics using examinee groups based on their estimated ability (e.g. Bock, 1972; Stone & Zhang, 2003) are not in the same spirit as a traditional x 2 statistic. Of the item fit statistics using examinee groups based on their raw scores, the S 2 x 2 and S 2 G 2 statistics (Orlando & Thissen, 2000 are the most acceptable. However, an argument from Chernoff and Lehmann (1953) suggests that S 2 x 2 and S 2 G 2 do not have limiting x 2 ðI 2 4Þ distributions as assumed by Thissen (2000, 2003) . To obtain a statistic that has a x 2 asymptotic distribution, it is possible to apply the approach of Rao and Robson (1974) . However, the approach has not been implemented yet. Hence, there is a need for further research in this area. This paper applies the PPMC method, the natural technique to use from a Bayesian perspective, to assess item fit for the unidimensional IRT models for dichotomous items. Note. An asterisk indicates a p-value extreme at the 5% level. The numbers of examinees and items for each subset are shown within parentheses in the column headings.
The technique suggested here uses the x 2 -type and G 2 -type test statistics of Orlando and Thissen (2000) as discrepancy measures, but does not use an asymptotic x 2 approximation to determine the reference distribution. Instead, this paper uses the posterior predictive distributions of the test statistics as the reference distributions. The resulting p-values provide natural probability statements from a Bayesian viewpoint about the fit of the model to the items. This paper also suggests item fit plots based on the posterior predictive checks; the observed proportions correct for individuals with different raw scores are compared graphically to the corresponding predictive distributions suggested by the PPMC method.
Two sets of simulation studies demonstrate the usefulness of the item fit plot and the item fit measures. The measures have Type I error rates and false alarm rates that never exceed the nominal significance level for these simulations. Test administrators usually want to avoid discarding good items, and the Bayesian item fit statistics ensure that. The measures seem to have considerable power, as expressed by the hit rate, for moderate to large sample sizes (hit rate very close to 1 for as little as 4,000 examinees for the various situations examined).
It is important to apply any suggested technique to real data sets because simulation studies are often trivialized and have an uncertain relationship to reality (Wainer & Thissen, 1987) . Therefore, the suggested techniques are applied to a real data set and three subsets thereof (followed by cross-validation of the results); the Bayesian measures perform better than those of Orlando and Thissen (2000) for the subsets. Two more examples in Sinharay (2003a) showed that the Bayesian p-values are very close to their frequentist counterparts for moderate or large data sets, but are more conservative for small data sets. A common argument against hypothesis testing is that a hypothesis always gets rejected for large samples; but both the Bayesian measures flag only 15 out of 78 items for a data set with 10,000 examinees (the frequentist measures flag the same items and one more). Thus, the Bayesian diagnostics seem to perform satisfactorily for the real data examples as well.
A disadvantage of the suggested techniques is the conservativeness of the PPMC methods, which has been pointed out by researchers such as Robins et al. (2000) and is supported by the results of the simulation studies. However, a conservative test (with reasonable power) is often better than a test that rejects too often (e.g. the existing item fit tests) or one with unknown properties. Another disadvantage is that these techniques are based on the MCMC algorithm and hence are computationally intensive. However, a standard practice among users of the MCMC algorithm is to store the posterior sample obtained while fitting a model and to use the same to learn about different aspects of the problem in the future; in that case, the computations to obtain the item fit measures need minutes for up to moderate-sized assessments and at most a couple of hours even for large-scale assessments. For example, the computation of the item fit statistics takes about an hour for a 78-item test with responses of 10,000 examinees in Sinharay (2003a) . One unknown aspect regarding the suggested approach and others based on raw-score groups is their performance or applicability with nonlinear tests, especially those where the length or overall difficulty level of the test varies a great deal over the examinees; this area needs further research.
In summary, the Bayesian item fit measures seem to be promising in that they not only have reasonable Type I error rate and false alarm rate, but also seem to have acceptable power. The Bayesian measures have acceptable Type I error rate and false alarm rate for a small number of items and/or small number of examinees, when the x Type I error rate or false alarm rate. From these limited simulation studies and from those in Orlando and Thissen (2000) and Glas and Suárez-Falcón (2003) , S 2 x 2 and S 2 G 2 have reasonable Type I error rates and false alarm rates for moderately large numbers of items (30 or more) and examinees (1,000 or more). They also are at least as powerful as the Bayesian measures and seem preferable in these situations, as they are less computationally intensive. However, for the specific application that a researcher is interested in, it is difficult to determine whether the numbers of items and examinees are large enough for S 2 x 2 or S 2 G 2 to have a reasonable Type I error rate (which is usually the first priority in a hypothesis test); keeping in mind their limitations, simulation studies will not be able to provide a definitive guideline to the researcher there. On the other hand, the Bayesian measures, known to be conservative, will have a reasonable Type I error rate irrespective of the number of items or examinees.
Thus, assessing item fit is an example where a Bayesian approach provides a satisfactory solution to a problem where the frequentist approach has not been conclusive. This work suggests the need for more research applying the PPMC method to IRT models. Even though the PPMC method requires using a Bayesian analysis and running an MCMC algorithm (none of which has found substantial use in operational testing), the method can be used to obtain valuable information (perhaps as a secondary analysis) about model fit even in settings where frequentist analysis is operationally used.
