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PARTIAL DIFFERENTIAL EQUATIONS/EQUATIONS AUX DERIVEES PAR-
TIELLES
MATHEMATICAL PHYS/PHYSIQUE MATHEMATIQUE
Proble`mes de Cauchy avec des conditions
modifie´es pour les e´quations d’Euler-Poisson-
Darboux
Cheikh Ould Mohamed El-hafedh et Mohamed Vall Ould Moustapha
Cauchy problems with the modified conditions for the
Euler-Poisson-Darboux equations
Abstract. Nowadays the Euler-Poisson-Darboux equation is extensively studied in several settings. The
main questions on every spaces are explicit solutions for the classical Cauchy problems with the second
data null. In this note we will generalize and unify several results on Euler-Poisson-Darboux equation.
We consider the Cauchy problems with modified conditions for the classical and radial
Euler-Poisson-Darboux equations. We give the explicit solutions in terms of the Gauss 2F1 and Appell
F4 hypergeometric functions. The main results have many applications such as the classical and radial
wave equation as well as the Tricomi operator [1].
1. INTRODUCTION. On conside`re la famille classique d’e´quations d’Euler-Poisson-
Darboux dans Rn
∆nU(t, x) = (
∂2
∂t2
+
1− 2µ
t
∂
∂t
)U(t, x), t > 0 (E1)
et la famille radiale d’e´quations d’Euler-Poisson-Darboux
(
∂2
∂x2
+
1− 2ν
x
∂
∂x
)U(t, x) = (
∂2
∂t2
+
1− 2µ
t
∂
∂t
)U(t, x), t > 0, x > 0 (E2)
avec les conditions initiales modifie´es
U (0, x) = f (x) , lim
t→0
t1−2µ
∂
∂t
U (t, x) = g (x) (C1)
U (0, x) = Aqxf (x) , lim
t→0
t1−2µ
∂
∂t
U (t, x) = Aqxg (x) (C2)
ou` Aqx est la q
ie`me puissance de l’ope´rateur Ax =
{
∆n si x ∈ Rn
Λx si x ∈ R+ ,
∆n =
∂2
∂x2
1
+ ∂
2
∂x2
2
+ ...+ ∂
2
∂x2n
et Λx =
∂2
∂x2
+ 1−2ν
x
∂
∂x
, ν, µ et q sont des parame`tres re´els.
L’e´quation (E1) a e´te´ e´tudie´e pour les valeurs entie`res de k, (1− 2µ = k) par A.Weinstein
[9] et son e´cole de Maryland, D.W.Bresters [3] a exprime´ la solution de l’e´quation (E1)
avec les conditions
U(0, x) = f(x), Ut(0, x) = g(x) (C)
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Mais il a e´te´ contraint -semble t-il- de prendre la deuxie`me donne´e nulle (g = 0) a` cause
de la singularite´ en t = 0, les conditions modifie´es (C1) et (C2) permettent de reme´dier a`
ce proble`me et de pouvoir prendre la deuxie`me donne´e une fonction non nulle g, tout en
recouvrant les conditions classiques (C): ainsi pour µ = 12 on retrouve les proble`mes de
Cauchy pour les e´quations classiques et radiales des ondes (voir [4] et [2]).
(E1) et (E2) sont des e´quations des ondes avec potentiels de´pendants du temps respec-
tivement: − 1−2µ
t
∂
∂t
et 1−2ν
x
∂
∂x
− 1−2µ
t
∂
∂t
.
L’intereˆt des e´quations (E1) et (E2) vient du fait que les potentiels correspondants sont
homoge`nes de degre´ −2 et donc les ope´rateurs de gauche et droite se comportent de la
meˆme manie`re. L’une des difficulte´s majeures dans le cas du potentiel de´pendant du temps
est l’absence de relation entre les semi-groupes engendre´s par l’ e´quation de Schrodinger
et les proprie´te´s spectrales de l’ope´rateur H = −∆+ V . Rappelons que pour un potentiel
inde´pendant du temps V on a g(H) =
∫
g(λ)dE(λ)f ou` dE(λ) est la mesure spectrale
associe´e a` l’ope´rateur H; ce qui n’est pas valable dans le cas d’un potentiel de´pendant du
temps. Les re´sultats principeaux de cet article sont les suivants:
THE´ORE`ME 1. Pour 0 < µ < 12 , le proble`me de Cauchy (E1), (C1) admet la so-
lution unique donne´e par:
U (t, x) = αn,−µt2µ
(
∂
t∂t
)n−1
2
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
)−µ− 1
2
dx′
+ 12µαn,µ
(
∂
t∂t
)n−1
2
∫
|x′−x|<t g (x
′)
(
t2 − |x′ − x|2
)µ− 1
2
dx′ si n est impair,
U (t, x) = βnt
2µ
(
∂
t∂t
)n
2
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
)−µ
dx′
+ 12µβn
(
∂
t∂t
)n
2
∫
|x′−x|<t g (x
′)
(
t2 − |x′ − x|2
)µ
dx′ si n est pair
avec αn,µ =
Γ(1+µ)
2
n−1
2 pi
n
2 Γ( 12+µ)
et βn =
1
(2pi)
n
2
.
THE´ORE`ME 2. Pour 0 < µ < 12 et −n2 < q < −µ2 − n4 , le proble`me de Cauchy
(E1), (C2) admet la solution unique donne´e par:
U(t, x) =
∫
Rn
f(x′)N−µ(t, x, x′)dx′ +
t2µ
2µ
∫
Rn
g(x′)Nµ(t, x, x′)dx′
ou` Nµ(t, x, x
′) =
22q+
n
2 ı2qΓ(q+n
2
)
(2pi)nΓ(−q) |x− x′|
−2q−n
2F1(q +
n
2 , q + 1, µ+ 1,
t2
|x−x′|2 ) si 0 < t < |x− x′|
22q+
n
2 ı2qΓ(1+µ)Γ(q+ n
2
)
(2pi)nΓ(n
2
)Γ(1+µ−q−n
2
) t
−2q−n
2F1(q +
n
2 , q +
n
2 − µ, n2 ,
|x−x′|2
t2
) si |x− x′| < t
avec 2F1(a, b, c, z) =
∑∞
n=0
(a)n(b)n
(c)nn!
zn la fonction hyperge´ome´trique de Gauss
et (a)n =
Γ(a+n)
Γ(a) le symbole de Pochhammer.
THE´ORE`ME 3. Pour ν > − 12 et 0 < µ < 12 , le proble`me de Cauchy (E2), (C1)
admet la solution unique donne´e par:
U(t, x) =
∫ +∞
0
f(x′)t2µK−µ(t, x, x′)x′1−2νdx′ +
1
2µ
∫ +∞
0
g(x′)Kµ(t, x, x′)x′1−2νdx′
2
ou` Kµ(t, x, x
′) =
0 pour 0 < x′ < x− t ou x′ > x+ t,
2µ−
1
2 Γ(1+µ)√
piΓ( 1
2
+µ)
(xx′)ν+µ−1(1 − z)µ− 12 2F1(12 − ν, 12 + ν, 12 + µ, 1−z2 )
pour |x− t| < x′ < x+ t,
2µ−νΓ(1+µ)Γ(1−µ+ν) sin[(µ−ν)pi]
piΓ(ν+1) (xx
′)ν+µ−1zµ−ν−1
×2F1(ν−µ+12 , ν−µ2 + 1, ν + 1, 1z2 ) pour 0 < x′ < t− x
avec z = x
2+x′2−t2
2xx′ .
THE´ORE`ME 3 bis. Pour 0 < µ < 1 et les donne´es initiales analytiques
f(x) =
∑∞
l=0 alx
l et g(x) =
∑∞
l=0 blx
l,
le proble`me (E2), (C1) admet la solution unique donne´e par:
U(t, x) =
∞∑
l=0
alUl +
∞∑
l=0
blVl
ou` Ul = x
l
2F1(− l2 , ν − l2 , 1− µ, t
2
x2
) et Vl =
t2µ
2µ x
l
2F1(− l2 , ν − l2 , 1 + µ, t
2
x2
).
THE´ORE`ME 4. Pour ν > − 12 , 0 < µ < 12 et − 12 < q < −µ2 − 14 , le proble`me de
Cauchy (E2), (C2) admet la solution unique donne´e par:
U(t, x) = K(ν, q)
∫ +∞
0 f(x
′)H−µ(t, x, x′)x′1−2νdx′
+ K(ν,q)t
2µ
2µ
∫ +∞
0 g(x
′)Hµ(t, x, x′)x′1−2νdx′ avec
Hµ(t, x, x
′) = x2νx′−2(q+1)F4(q + 1, q + 1 + ν, 1 + µ, 1 + ν,
t2
x′2
,
x2
x′2
),
K(ν, q) = 2
2q+1ı2qΓ(q+1+ν)
Γ(1+ν)Γ(−q)
et F4 la fonction hyperge´ome´trique de deux variables d’Appell de´finie par[8]:
F4(a, b, c, d, x, y) =
∞∑
m,n=0
(a)m+n(b)m+n
(c)m(d)nm!n!
xmyn.
2. PRE´LIMINAIRES.
Rappelons l’e´quation de Bessel [6] P106
[ ∂
2
∂x2
+ 1−2α
x
∂
∂x
+ (βγxγ−1)2 + α
2−ν2γ2
x2
]V = 0
dont deux solutions inde´pendantes sont tαJν(βt
γ) et tαYν(βt
γ) avec Jν et Yν des fonctions
de Bessel du premier espe`ce. On de´finit la transformation de Fourier-Bessel-Hankel d’une
fonction f par:
f̂(λ) =
∫ +∞
0
f(x)(λx)νJν(λx)x
1−2νdx.
Dans la suite, on aura besoin des lemmes suivants:
Lemme 1. ([6] P 134− 135) Pour µ > 0 on a les comportements asymptotiques
i Jµ(Z) ≈ Zµ2µΓ(µ+1) et Yµ(Z) ≈ −2
µΓ(µ)
pi.Zµ
en ze´ro,
ii Jµ(Z) ≈
√
2
piZ
cos(Z − 12µpi − 14pi) et Yµ(Z) ≈
√
2
piZ
sin(Z − 12µpi − 14pi) a` l’infini.
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Lemme 2.
i Λ̂xf(λ) = −λ2f̂(λ).
ii La transformation inverse de Fourier-Bessel-Hankel est donne´e par:
f(x) =
∫ +∞
0 f̂(λ)(λx)
νJν(λx)λ
1−2νdλ.
Lemme 3 ([5] P 675).
i La transformation de Fourier d’une fonction radiale est donne´e par:∫
IRn
f(|ξ|) exp(iξ.x)dξ = |x|1−n2 ∫ +∞0 f(r)Jn2−1(r |x|)r n2 dr.
ii.
∫ +∞
0
r−ρJµ(ar)Jν (br)dr =
2−ρaρ−ν−1bνΓ( 1+ν+µ−ρ
2
)
Γ(1+ν)Γ( 1−ν+µ+ρ
2
)
× 2F1(1+ν+µ−ρ2 , 1+ν−µ−ρ2 , ν + 1, b
2
a2
) ou` ν + µ− ρ+ 1 > 0, ρ > −1, a > b > 0.
Lemme 4 ([5] P 677).∫ +∞
0 λ
2a−1−µJµ(λt)Jν(λx)Jν (λx′)dλ =
22a−1−µΓ(a+ν)
Γ(1+µ)Γ(1+ν)Γ(1−a) t
µxνx′−ν−2a.F4(a, a+ ν, 1 + µ, 1 + ν, t
2
x′2
, x
2
x′2
)
pour −ν < a < 54 + µ2 , x > 0, t > 0 et x′ > x+ t;
et pour −ν < a < 34 + µ2 l’integrale converge absolument
et par suite, elle prolonge F4 pour 0 < x
′ < x+ t.
Lemme 5. Pour Wn,µ(t, x, x
′) = Cn,µ
[
t2 − |x′ − x|2
]µ−n
2
et Cn,µ =
Γ(1+µ)
pi
n
2 Γ(1+µ−n
2
)
, on a
i Wn,µ(t, x, x
′) =
 αn,µ(
∂
t∂t
)
n−1
2
[
t2 − |x′ − x|2
]µ− 1
2
si n est impair
βn(
∂
t∂t
)
n
2
[
t2 − |x′ − x|2
]µ
si n est pair
ii ∆nWµ(t, x, x
′) = 2(µ− n2 )Cn,µ(t2 − |x− x′|2)µ−
n
2
−2[2(µ− 1) |x− x′|2 − nt2],
iii [ ∂
2
∂t2
+ 1−2µ
t
∂
∂t
]Wµ(t, x, x
′) =
4(µ− n2 )Cn,µ(t2 − |x− x′|
2
)µ−
n
2
−2[(1− µ)(t2 − |x− x′|2) + (µ− n2 − 1)t2],
Preuve. Une simple ve´rification suffit.
3. E´QUATION CLASSIQUE D’EULER-POISSON-DARBOUX.
Preuve du the´ore`me 1. D’apre`s le lemme 5 on a
U(t, x) = t2µ
∫
|x′−x|<t f(x
′)W−µ(t, x, x′)dx′ + 12µ
∫
|x′−x|<t g(x
′)Wµ(t, x, x′)dx′,
et ( ∂
2
∂t2
+ 1−2µ
t
∂
∂t
−∆n)Wµ = 0,
soit V une solution de l’e´quation (E1), remarquons que si V (t, x) = t
2µw−µ(t, x) alors
∆w−µ(t, x) = [
∂2
∂t2
+
1 + 2µ
t
∂
∂t
]w−µ(t, x),
donc il suffit de montrer que Wµ ve´rifie l’e´quation (E1), ce qui est re´alise´.
Pour voir les conditions initiales, on utilise les coordonne´es polaires centre´es en x
x′ = x + rω, ω ∈ Sn−1, Sn−1 = {ω ∈ Rn, |ω| = 1} et le changement des variables
r = ts, 0 < s < 1, on obtient
U (t, x) = Cn,−µ
∫ 1
0
f#x (ts)(1 − s2)−µ−
n
2 sn−1ds+
Cn,µ
2µ
t2µ
∫ 1
0
g#x (ts)(1 − s2)µ−
n
2 sn−1ds
avec f#x (r) =
∫
Sn−1
f(x+ rω)dσ(ω),
4
et
∫
Sn−1
dσ(ω) = 2pi
n
2
Γ(n2 )
.
a` la limite on obtient la premie`re donne´e initiale a` savoir que∫ 1
0
(1− s2)−µ−n2 sn−1ds = 1
2
B(1− µ− n
2
,
n
2
) =
Γ(1− µ− n2 )Γ(n2 )
2Γ(1− µ) .
De meˆme on obtient la deuxie`me donne´e initiale.
Preuve du the´ore`me 2. On pose F (x) = ∆qxf(x) et G(x) = ∆
q
xg(x), en utilisant la
transformation de Fourier et les lemmes 1, 2 et quelques proprie´te´s des fonctions Jν et Yν
(voir [6] et [7]) on obtient
Û(t, ξ) ≈ |ξ|
µ
C1(ξ)
2µΓ(µ+ 1)
t2µ − 2
µΓ(µ)
pi |ξ|µ C2(ξ)⇒ Û(0, ξ) = −
2µΓ(µ)C2(ξ)
pi |ξ|µ ,
on obtient C2(ξ) = −pi|ξ|
µF̂ (ξ)
2µΓ(µ) , soit Z = |ξ| t on a
∂
∂t
Û(t, ξ) = |ξ|1−µ C1(ξ)ZµJµ−1(Z)− pi |ξ| F̂ (ξ)
2µΓ(µ)
ZµYµ−1(Z)
= |ξ|1−µC1(ξ)Zµ {cos[(1− µ)pi]J1−µ(Z)− sin[(1− µ)pi]Y1−µ(Z)}
− pi|ξ|F̂ (ξ)2µΓ(µ) Zµ {sin[(1− µ)pi]J1−µ(Z) + cos[(1− µ)pi]Y1−µ(Z)},
∂
∂t
Û(t, ξ) ≈ t21−µΓ(2−µ)
{
cos[(1− µ)pi] |ξ|2−µ C1(ξ)− pi sin[(1−µ)pi]2µΓ(µ) |ξ|
2
F̂ (ξ)
}
+ 2
1−µΓ(1−µ)
pi
t2µ−1
{
sin[(1− µ)pi] |ξ|µC1(ξ) + pi cos[(1−µ)pi]2µΓ(µ) |ξ|2µ F̂ (ξ)
}
,
limt→0 t1−2µ ∂∂t Û(t, ξ) =
21−µΓ(1−µ)
pi
{
sin[(1− µ)pi] |ξ|µC1(ξ) + pi cos[(1−µ)pi]2µΓ(µ) |ξ|2µ F̂ (ξ)
}
= Ĝ(ξ)
⇒ C1(ξ) = − pi|ξ|
µF̂ (ξ)
2µ tan[(1−µ)pi]Γ(µ) +
pi|ξ|−µĜ(ξ)
21−µ sin[(1−µ)pi]Γ(1−µ) , par suite on a
Û(t, ξ) ={
− pi|ξ|µF̂ (ξ)2µ tan[(1−µ)pi]Γ(µ) + pi|ξ|
−µĜ(ξ)
21−µ sin[(1−µ)pi]Γ(1−µ)
}
tµJµ(|ξ| t)− pi|ξ|
µF̂ (ξ)
2µΓ(µ) t
µYµ(|ξ| t)
= pi|ξ|
−µĜ(ξ)
21−µ sin[(1−µ)pi]Γ(1−µ) t
µJµ(|ξ| t)− pi|ξ|
µF̂ (ξ)
2µΓ(µ) t
µ
{
1
tan[(1−µ)pi]Jµ(|ξ| t) + Yµ(|ξ| t)
}
, or
1
tan[(1− µ)pi]Jµ(|ξ| t) + Yµ(|ξ| t) = −
J−µ(|ξ| t)
sin[(1 − µ)pi] et Γ(µ)Γ(1− µ) =
pi
sin[(1 − µ)pi] ,
alors Û(t, ξ) = 2−µΓ(1− µ)tµ |ξ|µ J−µ(|ξ| t)F̂ (ξ) + 2µ−1Γ(µ)tµ |ξ|−µ Jµ(|ξ| t)Ĝ(ξ), donc
Û(t, ξ) = 2−µı2qΓ(1− µ)tµ |ξ|2q+µ J−µ(|ξ| t)f̂(ξ) + 2µ−1ı2qΓ(µ)tµ |ξ|2q−µ Jµ(|ξ| t)ĝ(ξ).
La transformation inverse de Fourier, l’interversion des inte´grales et le lemme 3 nous don-
nent le re´sultat du the´ore`me 2.
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Remarque. On justifie l’interversion des inte´grales a` l’aide de Fubini, car les inte´grales
qui repre´sentent les noyaux convergent absolument
(voir le lemme 3 et les comportements asymptotiques des fonctions de Bessel).
4. E´QUATION RADIALE D’EULER-POISSON-DARBOUX.
- Preuve du the´ore`me 3.
Soit ϕ une solution de l’e´quation (E1), remarquons que si ϕ(t, x) = t
2µk−µ(t, x) alors
[
∂2
∂x2
+
1− 2ν
x
∂
∂x
]k−µ(t, x) = [
∂2
∂t2
+
1 + 2µ
t
∂
∂t
]k−µ(t, x) (4.1),
donc il suffit de montrer que le noyaux Kµ(t, x, x
′) ve´rifie l’e´quation (E1), pour cela on
fait le changement des fonctions ϕ(t, x) = xν+µ−1ψ(t, x), on obtient
[
∂2
∂x2
+
2µ− 1
x
∂
∂x
+
(µ− 1)2 − ν2
x2
]ψ(t, x) = [
∂2
∂t2
+
1− 2µ
t
∂
∂t
]ψ(t, x) (4.2),
on pose ψ(t, x) = F (z) avec z = x
2+x′2−t2
2xx′ alors
[(1− z2) ∂
2
∂z2
+ (2µ− 3)z ∂
∂z
+ ν2 − (µ− 1)2]F (z) = 0 (4.3),
finalement, pour F (z) = (1− z2)µ2− 14G(z) on obtient
l’e´quation de Legendre [7] P 198
[(1− z2) ∂
2
∂z2
− 2z ∂
∂z
+ (ν2 − 1
4
)− (
1
2 − µ)2
1− z2 ]G(z) = 0 (4.4),
dont deux solutions sont P
1
2
−µ
ν− 1
2
(z) et Q
1
2
−µ
ν− 1
2
(z) ou`
Pµν (z) =
1
Γ(1−µ) (
1+z
1−z )
µ
2 2F1(−ν, ν + 1, 1− µ, 1−z2 ) pour |z − 1| < 2, et
Qµν (z) = e
ipiµ
√
piΓ(ν+µ+1)
2ν+1Γ(ν+ 3
2
)
(z2 − 1)µ2 z−ν−µ−1 2F1(ν+µ2 + 1, ν+µ+12 , ν + 32 , 1z2 )
lorsque |z| > 1.
Pour les conditions initiales on prend t < x, on obtient
U(t, x) =
2−2µ−1Γ(1−µ)√
piΓ( 1
2
−µ) t
2µ
∫ x+t
x−t f(x
′)(xx′)ν−µ−1X−µ−
1
2 2F1(
1
2 − ν, 12 + ν, 12 − µ,X)x′1−2νdx′
+ 4
µ−1Γ(µ)√
piΓ( 1
2
+µ)
∫ x+t
x−t g(x
′)(xx′)ν+µ−1Xµ−
1
2 2F1(
1
2 − ν, 12 + ν, 12 + µ,X)x′1−2νdx′,
le changement des variables x′ = x+ ts donne
U(t, x) = Γ(1−µ)√
piΓ( 1
2
−µ)
× ∫ 1−1 f(x+ ts)xν− 12 (x+ ts)−ν+ 12 (1− s2)−µ− 12 2F1(12 − ν, 12 + ν, 12 − µ, t2(1−s2)4x(x+ts) )ds
+ Γ(µ)t
2µ
2
√
piΓ( 1
2
+µ)
× ∫ 1−1 g(x+ ts)xν− 12 (x+ ts)−ν+ 12 (1− s2)µ− 12 2F1(12 − ν, 12 + ν, 12 + µ, t2(1−s2)4x(x+ts) )ds,
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a` la limite on obtient la premie`re donne´e initiale a` savoir que∫ 1
−1
(1− s2)−µ− 12 ds = 2−2µB(1
2
− µ, 1
2
+ µ) =
2−2µ[Γ(12 − µ)]2
Γ(1 − 2µ) =
√
piΓ(12 − µ)
Γ(1− µ) .
De meˆme on obtient la deuxie`me donne´e initiale.
- Preuve du the´ore`me 3 bis. D’apre`s le principe de superposition, il suffit d’e´tudier
les proble`mes de Cauchy [2]
ΛνxUl = Λ
µ
t Ul, Λ
ν
x = Λx, Ul(0, x) = x
l, lim
t→0
t1−2µ
∂
∂t
U (t, x) = 0 (P1).
ΛνxVl = Λ
µ
t Vl, Vl(0, x) = 0, lim
t→0
t1−2µ
∂
∂t
V (t, x) = xl (P2).
Pour re´soudre (P1), on pose Ul = x
lφ(Z) avec Z = t
2
x2
et |Z| < 1, on obtient l’e´quation
Z(1− Z) ∂
2φ
∂Z2
+ [1− µ− (ν − l + 1)Z] ∂φ
∂Z
+
l
2
(ν − l
2
)φ = 0 (4.5).
Or 1− µ /∈ Z, la solution ge´ne´rale de (4.5) s’e´crit sous la forme [6]P248
φ(Z) = A 2F1(− l2 , ν − l2 , 1− µ, Z) +BZµ 2F1(µ− l2 , ν + µ− l2 , 1 + µ, Z).
Les conditions initiales pour Ul donnent A = 1 et B = 0, et par suite on obtient
Ul = x
l
2F1(− l2 , ν − l2 , 1− µ, Z).
De la meˆme manie`re pour re´soudre (P2), on pose Vl =
t2µ
2µ x
lψ(Z)
avec Z = t
2
x2
et |Z| < 1, on obtient l’e´quation
Z(1− Z)∂
2ψ
∂Z2
+ [1 + µ− (ν − l + 1)Z] ∂φ
∂Z
+
l
2
(ν − l
2
)φ = 0 (4.6),
1 + µ /∈ Z, la solution ge´ne´rale de (4.6) s’e´crit sous la forme
ψ(Z) = A′ 2F1(− l
2
, ν − l
2
, 1 + µ, Z) +B′Z−µ 2F1(−µ− l
2
, ν − µ− l
2
, 1− µ, Z).
Les conditions initiales pour Vl donnent A
′ = 1 et B′ = 0, et par suite on obtient
Vl =
t2µ
2µ x
l
2F1(− l2 , ν − l2 , 1 + µ, Z).
- Preuve du the´ore`me 4. par une me´thode analogue a` celle procede´e dans la preuve
du the´ore`me 2 on obtient
Û(t, λ) = 2−µΓ(1− µ)tµλµJ−µ(λt)F̂ (λ) + 2µ−1Γ(µ)tµλ−µJµ(λt)Ĝ(λ).
La transformation inverse de Fourier-Bessel-Hankel, l’interversion des inte´grales et le
lemme 4 nous donnent le re´sultat du the´ore`me 4.
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PROPOSITION.
U(t, x) = xα(x2 − t2)βF4(−α2 , −α2 + ν, 1− µ, γ, t
2
x2
, (x
2−t2)2
x2
)
ve´rifie l’e´quation (E2) avec β = µ+ ν − α− 1
Preuve. On rappelle d’abord que la fonction F4(a, b, c, d, x, y) ve´rifie le syste`me de deux
e´quations [8]{
y(1− y) ∂2
∂y2
− z2 ∂2
∂z2
− 2yz ∂2
∂y∂z
+ [c− (a+ b+ 1)y] ∂
∂y
− (a+ b+ 1)z ∂
∂z
− ab = 0 (1)
z(1− z) ∂2
∂z2
− y2 ∂2
∂y2
− 2yz ∂2
∂y∂z
+ [d− (a+ b+ 1)z] ∂
∂z
− (a+ b+ 1)y ∂
∂y
− ab = 0 (2).
On cherche maintenant une solution de (E2) sous la forme
V (t, x) = xα(x2 − t2)βW (t, x), on obtient que W ve´rifie l’e´quation
x2 ∂
2W
∂x2
+ (1− 2ν + 2α+ 4β x2
x2−t2 )x
∂W
∂x
=
x2 ∂
2W
∂t2
+ (1−2µ
t
− 4β t
x2−t2 )x
2 ∂W
∂t
+ α(2ν − α)W (4.7);
en posantW (t, x) = F (y, z) avec y = t
2
x2
et z = (x
2−t2)2
x2
on obtient que F ve´rifie l’e´quation
(1) du syste`me.
5. APPLICATIONS ET PERSPECTIVES.
Corollaire 1 ( E´quation des ondes en dimension n [4] ).
Pour µ → 12 dans le the´ore`me 1, on retrouve la solution du proble`me de Cauchy pour
l’e´quation des ondes classique en dimension n
U(t, x) = b(N) ∂
∂t
(1
t
∂
∂t
)N−1[t2N−1
∫
{|y|=1} Φ(x− ty)dσ(y)] +
b(N)(1
t
∂
∂t
)N−1[t2N−1
∫
{|y|=1}Ψ(x− ty)dσ(y)] si n est impair (n = 2N + 1)
ou` b(N) = 2−1[1.3.5...(2N − 1)]−1pi−N− 12Γ(N + 12 ) = 12(2pi)N
et dσ(y) est la mesure de surface {|y| = 1} ,
U(t, x) = 2b(N) ∂
∂t
(1
t
∂
∂t
)N−1[t2N−1
∫
{|y|<1}
Φ(x−ty)√
1−|y|2
dy] +
2b(N)(1
t
∂
∂t
)N−1[t2N−1
∫
{|y|<1}
Ψ(x−ty)√
1−|y|2
dy] si n est pair (n = 2N).
Preuve. On distingue deux cas:
- Cas n impair (n = 2N + 1). U(t, x) = I1(t, x) + J1(t, x),
I1(t, x) =
Γ( 1
2
)
2NpiN+
1
2
limµ→ 1
2
1
Γ( 1
2
−µ) t(
∂
t∂t
)N
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
)−µ− 1
2
dx′,
et J1(t, x) =
1
2(2pi)N
(
∂
t∂t
)N ∫
|x′−x|<t g (x
′) dx′,
I1(t, x) =
1
2(2pi)N limµ→ 12 t(
∂
t∂t
)N 1
t
∂
∂t
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
) 1
2
−µ
dx′
= 1
2(2pi)N
∂
∂t
( ∂
t∂t
)N
∫
|x′−x|<t f (x
′) dx′
et( ∂
t∂t
)N
∫
|x′−x|<t f (x
′) dx′ = ( ∂
t∂t
)N−1 1
t
∂
∂t
{
t2N+1
∫ 1
0 [
∫
|y|=1 f (x− tsy) dσ(y)]s2Nds
}
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et1
t
∂
∂t
{
t2N+1
∫ 1
0 [
∫
|y|=1 f (x− tsy) dσ(y)]s2Nds
}
=
(2N + 1)t2N−1
∫ 1
0 [
∫
|y|=1 f (x− tsy) dσ(y)]s2Nds
− t2N ∫ 10 [∫|y|=1 f ′ (x− tsy) ydσ(y)]s2N+1ds
et(2N + 1)t2N−1
∫ 1
0
[
∫
|y|=1 f (x− tsy) dσ(y)]s2Nds =
t2N−1
{
[s2N+1
∫
|y|=1 f (x− tsy) dσ(y)]10 + t
∫ 1
0 [
∫
|y|=1 f
′ (x− tsy) ydσ(y)]s2N+1ds
}
,
donc I1(t, x) =
1
2(2pi)N
∂
∂t
( ∂
t∂t
)N−1
{
t2N−1
∫
|y|=1 f (x− ty) dσ(y)
}
,
et J1(t, x) =
1
2(2pi)N (
∂
t∂t
)N−1
{
t2N−1
∫
|y|=1 g (x− ty) dσ(y)
}
.
- Cas n pair (n = 2N). U(t, x) = I2(t, x) + J2(t, x),
I2(t, x) =
1
(2pi)N t(
∂
t∂t
)N
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
)− 1
2
dx′,
et J2(t, x) =
1
(2pi)N
( ∂
t∂t
)N
∫
|x′−x|<t g (x
′)
(
t2 − |x′ − x|2
) 1
2
dx′,
I2(t, x) =
1
(2pi)N
t( ∂
t∂t
)N 1
t
∂
∂t
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
) 1
2
dx′
= 1(2pi)N
∂
∂t
( ∂
t∂t
)N
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
) 1
2
dx′
et ( ∂
t∂t
)N
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
) 1
2
dx′ =
( ∂
t∂t
)N−1
∫
|x′−x|<t f (x
′)
(
t2 − |x′ − x|2
)− 1
2
dx′,
donc I2(t, x) =
1
(2pi)N
∂
∂t
( ∂
t∂t
)N−1
{
t2N−1
∫
|y|<1 f (x− ty)
(
1− |y|2
)− 1
2
dy
}
et J2(t, x) =
1
(2pi)N (
∂
t∂t
)N−1
{
t2N−1
∫
|y|<1 g (x− ty)
(
1− |y|2
)− 1
2
dy
}
.
Corollaire 2 ( The´ore`me 1.1 [4] ).
Pour ν = −α et µ→ 12 dans le the´ore`me 3, on retrouve la solution du proble`me de Cauchy
pour l’e´quation radiale des ondes
U(t, x) =
∫ +∞
0 g(x
′)K(t, x, x′)dx′ +
∫ +∞
0 f(x
′) ∂
∂t
K(t, x, x′)dx′
+
{
1
2x
−α− 1
2 [f(x− t)(x − t) 12+α + f(x+ t)(x+ t) 12+α] pour t < x
1
2x
−α− 1
2 [− sinpiα.f(t− x)(t− x) 12+α + f(t+ x)(t + x) 12+α] pour x < t
ou` K(t, x, x′) = K 1
2
(t, x, x′)x′1+2α =
0 pour 0 < x′ < x− t ou x′ > x+ t,
1
2x
−α− 1
2 x′
1
2
+α
2F1(
1
2 − α, 12 + α, 1, t
2−(x′−x)2
4xx′ ) pour |x− t| < x′ < x+ t,
2−2α−1
√
pi
Γ( 1
2
−α)Γ(α+1)x
−α− 1
2 x′α+
1
2 ( 4xx
′
t2−(x′−x)2 )
α+ 1
2
×2F1(α + 12 , α+ 12 , 2α+ 1, 4xx
′
t2−(x′−x)2 ) pour 0 < x
′ < t− x.
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Preuve. D’apre`s les relations [7]P41
d
dX
[Xc−1 2F1(a, b, c,X)] = (c− 1)Xc−2 2F1(a+ 1, b, c− 1, X)
et d
dY
[Y a 2F1(a, b, c, Y )] = aY
a−1
2F1(a+ 1, b, c, Y ) , on obtient
U(t, x) = limµ→ 1
2
4−µ−
1
2 Γ(1−µ)√
piΓ( 3
2
−µ) t
2µ
× ∫ x+t|x−t| f(x′)(xx′)−α−µ−1 ddX [X 12−µ 2F1(12 − α, 12 + α, 32 − µ,X)]x′1+2αdx′
+ [
∫ t−x
0
f(x′) ∂
∂t
K(t, x, x′)dx′ si t > x]
+
∫ +∞
0
g(x′)K(t, x, x′)dx′, X = 1−z2
on distingue deux cas:
- Pour t < x, on obtient
U(t, x) = limµ→ 1
2
4−µ−
1
2 Γ(1−µ)√
piΓ( 3
2
−µ) t
2µx−α−µ−1
× ∫ x+t
x−t f(x
′)x′α−µX
1
2
−µ d
dX 2F1(
1
2 − α, 12 + α, 32 − µ,X)dx′
+ limµ→ 1
2
4−µ−
1
2 Γ(1−µ)( 1
2
−µ)√
piΓ( 3
2
−µ) t
2µx−α−µ−1
× ∫ x+t
x−t f(x
′)x′α−µX−
1
2
−µ
2F1(
1
2 − α, 12 + α, 32 − µ,X)dx′ +
∫ +∞
0
g(x′)K(t, x, x′)dx′,
alors
U(t, x) =
∫ +∞
0
g(x′)K(t, x, x′)dx′ +
∫ +∞
0
f(x′) ∂
∂t
K(t, x, x′)dx′
+ limµ→ 1
2
Γ(1−µ)
2
√
piΓ( 3
2
−µ) t
2µx−α−
1
2
× ∫ x+t
x−t
f(x′)x′α+
1
2
x−x′ 2F1(
1
2 − α, 12 + α, 32 − µ,X) ddx′ [t2 − (x′ − x)2]
1
2
−µdx′,
une inte´gration par parties montre que la valeur de la dernie`re limite est
1
2x
−α− 1
2 [f(x− t)(x − t) 12+α + f(x+ t)(x+ t) 12+α] , d’ou`
U(t, x) =
∫ +∞
0 g(x
′)K(t, x, x′)dx′ +
∫ +∞
0 f(x
′) ∂
∂t
K(t, x, x′)dx′
+ 12x
−α− 1
2 [f(x− t)(x − t) 12+α + f(x+ t)(x+ t) 12+α].
- Pour x < t, le changement des variables x′ =
√
t2 − (1− z2)x2 + zx, donne
U(t, x) =
∫ +∞
0
g(x′)K(t, x, x′)dx′ +
∫ t−x
0
f(x′) ∂
∂t
K(t, x, x′)dx′
− 12 tx−α−
1
2 limµ→ 1
2
∫ 1
−1
f(x′)x′
1
2
+α√
t2−(1−z2)x2
d
dz
[(1− z2) 14−µ2 Pµ−
1
2
α− 1
2
(z)]dz,
en utilisant la relation [7] P167
P
µ− 1
2
α− 1
2
(z) =
1
cos(µ− 12 )pi
[
Γ(α + µ)
Γ(α+ 1− µ)P
1
2
−µ
α− 1
2
(z) +
2
Γ(µ− 12 )Γ(32 − µ)
Q
µ− 1
2
α− 1
2
(z)],
on voit que la valeur de la dernie`re limite est
∫ t+x
t−x f(x
′) ∂
∂t
K(t, x, x′)dx′
− 12 tx−α−
1
2 limµ→ 1
2
∫ 1
−1
f(x′)x′
1
2
+α√
t2−(1−z2)x2
d
dz
[(1− z2) 14−µ2 ( 2
Γ(µ− 1
2
)Γ( 3
2
−µ)Q
µ− 1
2
α− 1
2
(z))]dz,
soit alors
U(t, x) =
∫ +∞
0
g(x′)K(t, x, x′)dx′ +
∫ +∞
0
f(x′) ∂
∂t
K(t, x, x′)dx′
− 12 tx−α−
1
2 limµ→ 1
2
[ f(x
′)x′
1
2
+α√
t2−(1−z2)x2 (1 − z
2)
1
4
−µ
2
2
Γ(µ− 1
2
)Γ( 3
2
−µ)Q
µ− 1
2
α− 1
2
(z)]1−1
+ 12 tx
−α− 1
2 limµ→ 1
2
∫ 1
−1
d
dz
[ f(x
′)x′
1
2
+α√
t2−(1−z2)x2 ](1− z
2)
1
4
−µ
2
2
Γ(µ− 1
2
)Γ( 3
2
−µ)Q
µ− 1
2
α− 1
2
(z)dz,
d’apre`s le comportement asymptotique de la fonction Qµν [7] P196− 197
Qµν (z) ≈ 2−1−
1
2
µΓ(−µ)Γ(ν+µ+1)Γ(ν−µ+1) (1− z)
µ
2 pour z ≈ 1, µ < 0,
Qµν (z) ≈ 2−1−
1
2
µΓ(−µ) cos[pi(ν + µ)]Γ(ν+µ+1)Γ(ν−µ+1) (1 + z)
µ
2 pour z ≈ −1, µ < 0,
on a [ f(x
′)x′
1
2
+α√
t2−(1−z2)x2 (1 − z
2)
1
4
−µ
2
2
Γ(µ− 1
2
)Γ( 3
2
−µ)Q
µ− 1
2
α− 1
2
(z)]1−1 =
1
2x
−α− 1
2 [− sinpiα.f(t− x)(t− x) 12+α + f(t+ x)(t + x) 12+α];
et d’apre`s le the´ore`me de convergence domine´e de Lebesgue on a
limµ→ 1
2
∫ 1
−1
d
dz
[ f(x
′)x′
1
2
+α√
t2−(1−z2)x2 ](1− z
2)
1
4
−µ
2
2
Γ(µ− 1
2
)Γ( 3
2
−µ)Q
µ− 1
2
α− 1
2
(z)dz = 0
a` savoir que 2
Γ(µ− 1
2
)Γ( 3
2
−µ)Q
µ− 1
2
α− 1
2
(z) = P
µ− 1
2
α− 1
2
(z)− 1
cos(µ− 1
2
)pi
Γ(α+µ)
Γ(α+1−µ)P
1
2
−µ
α− 1
2
(z) d’ou`
U(t, x) =
∫ +∞
0
g(x′)K(t, x, x′)dx′ +
∫ +∞
0
f(x′) ∂
∂t
K(t, x, x′)dx′
+ 12x
−α− 1
2 [− sinpiα.f(t− x)(t− x) 12+α + f(t+ x)(t + x) 12+α].
Corollaire 3 ( The´ore`me 2.1.1 [2] ).
Pour µ = 12 , ν =
k+1
2 dans le the´ore`me 3 bis, on retrouve la solution exacte de l’e´quation
homoge`ne d’Euler-Poison-Darboux
U(t, x) =
∞∑
l=0
alUl +
∞∑
l=0
blVl
ou` Ul = x
l
2F1(
−l
2 ,
k+1−l
2 ,
1
2 ,
t2
x2
) et Vl = tx
l
2F1(
−l
2 ,
k+1−l
2 ,
3
2 ,
t2
x2
).
Exemples.
1. Le proble`me
{
( ∂
2
∂x2
− 3
x
∂
∂x
)U(t, x) = ∂
2
∂t2
U(t, x)
U(0, x) = 0, Ut(0, x) = x
admet la solution unique U(t, x) = t
√
x2 − t2.
2. Le proble`me
{
( ∂
2
∂x2
+ 1
x
∂
∂x
)U(t, x) = ∂
2
∂t2
U(t, x)
U(0, x) = x, Ut(0, x) = 0
admet la solution unique U(t, x) =
√
x2 − t2 + t arcsin t
x
.
En perspective, on e´tudiera les e´quations d’Euler-Poisson-Darboux a` conditions modifie´es
dans les espaces hyperboliques et elliptiques.
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