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Abstract. Automatic discovery of network applications is a very challenging
task which has received a lot of attentions due to its importance in many areas
such as network security, QoS provisioning, and network management. In this
paper, we propose an online hybrid mechanism for the classification of network
flows, in which we employ a signature-based classifier in the first level, and then
using the weighted unigram model we improve the performance of the system
by labeling the unknown portion. Our evaluation on two real networks shows
between 5% and 9% performance improvement applying the genetic algorithm
based scheme to find the appropriate weights for the unigram model.
1 Introduction
Accurate classification of network traffic has received a lot of attentions due to its im-
portant roles in many subjects such as network security, QoS provisioning, network
planning, class of service mapping, to name a few. Traditionally, traffic classification
relied to a large extent on the transport layer port numbers, which was an effective way
in the early days of the Internet. Port numbers, however, provide very limited informa-
tion nowadays due to the increase of HTTP tunnel applications, the constant emergence
of new protocols and the domination of P2P networking applications. An alternative
way is to examine the payload of network flows and then create signatures for each
application. It is important to notice that this approach is limited by the fact that it fails
to detect 20% to 40% of the network flows because of the following reasons:
• Lack of regular update to support new releases of applications.
• Not being aware of all types of applications being developed around the world.
• Great deal of variation in P2P applications.
• The emergence of encrypted network traffic.
Observing daily traffic on a large-scale WiFi ISP network, Fred-eZone1, over a half
year period (from June 2007 to December 2007), we found that there are about 40% of
network flows that cannot be classified into specific applications by the state-of-the-art
signature-based classifiers, i.e., 40% network flows are labeled as unknown applica-
tions.
1 http://www.fred-ezone.com
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Addressing the limitations of the signature-based approach, we propose a hybrid
mechanism for online classification of network flows, in which we apply two signature-
based methods sequentially. In the first level, we employ a powerful traffic classification
software, MeterFlow2, to detect the network flows containing known applications sig-
natures. We then apply a machine learning based approach to examine the payloads of
network flows. However, instead of searching for the exact signatures, we extract the
characteristics of payload contents using the Weighted Unigram Payload Model. The
main contributions of this paper are:
• Employing the unigram of packet payloads to extract the characteristics of network
flows. This way similar packets can be identified using the frequencies of distinct
ASCII characters in the payload.
• Applying a machine learning algorithm to classify flows into their corresponding
application groups. For the experiments we used the J48 decision tree, the Weka
implementation of C4.5 [1], since it demonstrated to have high accuracy while
maintaining a reasonable learning time. In addition, decision trees are shown to
have a reasonable height and need a few comparisons to reach a leaf which is the
final label, and therefore have a reasonably short classification time.
• Assigning different weights to the payload bytes to calculate the unigram distribu-
tion. We believe that depending on the applications those bytes that include signa-
tures, should be given higher weights.
• Applying genetic algorithm to find the optimal weights that results in improvement
in the accuracy of the proposed method.
The rest of the paper is organized as follows. Section 2 introduces the related
work, in which we provide a brief overview of signature-based traffic classiffication
approaches. Our proposed hybrid traffic classification scheme will be explained in Sec-
tion 3. Section 4 summarizes the unigram payload model. In Section 5, we formally
define our problem and explain how we apply genetic algorithms to improve the accu-
racy of our proposed traffic classification method. Section 6 presents the experimental
evaluation of our approach and discusses the obtained results. Finally, in Section 7, we
draw conclusions.
2 Related Work
Early common techniques for identifying network applications rely on the association
of a particular port with a particular protocol [2]. Such a port number based traffic classi-
fication approach has been proved to be less effective due to: 1) the constant emergence
of new peer-to-peer networking applications that IANA does not define the correspond-
ing port numbers3; 2) the dynamic port number assignment for some applications (e.g.
FTP); and 3) the encapsulation of different services into a same application (e.g. chat
or steaming can be encapsulated into the same HTTP protocol). To overcome this is-
sue, there have been recently significant contributions towards traffic classification. The
2 http://www.hifn.com
3 http://www.iana.org/assignments/port-numbers
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most currently successful approach is to inspect the content of payloads and seek the
deterministic character strings for modeling the applications. For most applications,
their initial protocol handshake steps are usually different and thus can be used for
classification. Moreover, the protocol signatures can be modeled through either public
documents such RFC or empirical analysis for deriving the distinct bit strings on both
TCP and UDP traffic.
In [3], Gummadi et al. develop a signature model for KaZaA workload character-
ization through analyzing a 200-day trace of over 20 tera bytes of Kazaa P2P traffic
collected on a campus network. In [4], Sen et al. analyze the application layer protocols
and then generate the signatures of a few P2P applications. Although the protocol se-
mantic analysis improves the accuracy of signatures, it makes the real-time analysis of
the backbone traffic impossible since the underlying assumption is that every packet is
being inspected. In their consequent work [5], Sen et al. examine available specification
and packet-level traffic traces for constructing application layer signatures, and then
based on these signatures, P2P traffic are filtered and tracked on high-speed network
links. Evaluation results show that their approach obtains less than 5% false positives
and false negatives.
To have a better understanding of this approach, Table 1 illustrates the signatures
of 11 typical applications in which to print the signatures, alphanumeric characters are
represented in the normal form, while non-alphanumeric ones are shown in the hex
form starting with “0x”.
Table 1. Payload signatures of some typical network applications
Application Payload Offset Signatures
Bit Torrent source 1 BitTorrent
HTTP Image Transfer destination 4 image/
HTTP Web source 0 GET
Secure Web destination 0 0x16 0x03
MSN Messenger source 0 MSG
MS-SQL destination 0 0x04 0x01 0x00 0x25 0x00 0x00 0x01 0x00
0x00 0x00 0x15 0x00 0x06 0x01 0x00 0x1B
POP destination 0 +OK
SMTP source 0 EHLO
Windows File Sharing destination 4 |FF|SMB
Yahoo! Messenger destination 0 YMSG
As can be seen in Table 1, each application has a unique set of characters to be
identified. Secure Web traffic can be identified by searching the hex string “1603” in
the beginning of a flow payload. Similarly Yahoo! Messenger traffic can be detected
by finding the ASCII string of “YMSG” in the payload. However, these signatures do
not necessarily start from the beginning of the payload. For example, to identify HTTP
Image Transfer traffic, we should search for the string “image/” starting from the 5th
byte of the payload. This starting point is referred as offset in Table 1. Moreover, it is
important to know which side of the connection, client or server, produce the signa-
ture. For example, the signature to detect HTTP Web is in the source payload, i.e., the
ASCII string “GET” is sent by the client, initiator of the connection, to the server. This
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information helps signature-based methods to improve their performance by looking at
a fewer number of signatures in either the source or destination payloads.
Although this approach has a high accuracy for identifying network applications, it
fails to detect 20% to 40% of the network flows. Some of the reasons that cause this
problem are:
• Whenever a newer version of an application is released, all the signatures should
be updated which usually cannot be done immediately.
• There are hundreds of applications being developed by small groups around the
world which networking companies are not aware of.
• Peer to peer (P2P) applications employ lots of protocols with different signatures
to prevent their traffic being filtered by organizations. Usually these signatures are
variants of famous P2P applications (e.g., Bit Torrent, Gnutella, eDonkey) with
small changes and kept confidential by crime organizations.
• Encrypted traffic is one the biggest challenges traffic classifiers are facing. Data
encryption is becoming more popular with the growth of commercial services on
the Internet. Besides, it is widely used to hide malicious activities such as botnet
traffic.
In the next section, we propose our hybrid method which is capable of detecting
new releases and variants of existing applications. Furthermore, newly created applica-
tions and different variant types of P2P software will be classified in a relevant category
with similar characteristics. However, detecting encrypted traffic still remains as a chal-
lenging issue.
3 Hybrid Traffic Classification Scheme
As explained in the previous section, to overcome the shortcomings of port-based traf-
fic classification, researchers have proposed new approaches based on the examination
of payload content. These signature-based methods are able to detect a wide range of
applications providing the specific signatures. Besides, They are fairly accurate and
generate almost no false positives. These advantages have made the signature-based
traffic classifiers very popular. However, conducting a thorough analysis of state-of-
the-art signature based classifiers, we observed that depending on the type of network
(e.g. Universities, ISPs, Enterprises) between 20% to 40% of the traffic is still unknown.
This unknown traffic mainly consists of new applications, variation of old applications
or encrypted traffic. To overcome this issue, we propose a hybrid mechanism for on-
line classification of network flows, in which we apply two signature-based methods
sequentially. In the first level, we employ a powerful traffic classification software, Me-
terFlow, to detect the network flows containing known applications signatures. We then
apply a machine learning based approach to examine the payloads of network flows.
However, instead of searching for the exact signatures, we extract the characteristics of
payload contents using the Weighted Unigram Model.
In order to achieve reliable results, the machine learning based classifier needs to
be provided with an up-to-date training set. To this end, we have defined learning time
intervals, e.g. 1 day, at the end of which the classifier will be trained by the latest training
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set. This training set is composed of known flows labeled by the signature-based traffic
classifier in the previous time interval. Figure 1 illustrates the structure of the hybrid
traffic classifier. In the first interval which we do not have any training set, we only rely
on the labels from MeterFlow. The flows with known labels will be used as the training
set for the weighted unigram classifier in the next time interval. During the second
time interval, flows are given to MeterFlow to do the labeling. The unknown flows will
then be given to the weighted unigram classifier to be labeled based on the learned
information in the previous time interval. Finally, the known flows from MeterFlow
and the labeled flows by the weighted unigram classifier will be mixed together and
reported to the administrator as the application labels.
Fig. 1. General structure of the hybrid traffic classifier
4 Unigram Payload Model
N-grams are language-independent means of gauging topical similarity in text docu-
ments. Traditionally, the n-grams technique refers to passing a sliding window of n
characters over a text document and counting the occurrence of each n-gram. Being
first introduced by Damashek [6], this method is widely employed in many language
analysis tasks as well as network security.
Applying the same idea on network packets, one can consider unigram (1-gram) of
a network packet as a sequence of ASCII characters ranging from 0 to 255. This way
similar packets can be identified using the frequencies of distinct ASCII characters in
the payload. In order to construct the unigram payload distribution model, we extract the
first M bytes of the payload and count the occurrence frequency of each ASCII charac-
ter. However, since some of the applications bare their signatures in the source payload
such as HTTP Web and some of them have their signatures in the destination payload
like Secure Web, we consider source and destination payloads as separate pieces of in-
formation. In other words, each ASCII character has two frequency values, one for the
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source payload (data sent by the client, initiator of the connection, toward the server)
and one for the destination payload (data received by the client from the server).
(a) HTTP Web (b) Secure Web
(c) Bit Torrent (d) SMTP
Fig. 2. Average unigram distribution of source payload
By observing and analyzing the known network traffic applications, labeled by a
signature-base classifier called MeterFlow, over a long period on large-scale WiFi ISP
network, we found that the unigram distribution of source and destination payloads
can be used as a powerful tool to detect the applications. Figure 2 shows the unigram
distribution of several applications namely, HTTP Web, Secure Web, SMTP, POP, Bit
Torrent, Oracle. The x axis in the figures is the ASCII characters from 0 to 255, and the
y axis shows the frequency of each ASCII character in the first 256 bytes of the source
payload. As it can be seen in Figure 2, text-based applications (e.g., HTTP Web) can
be easily distinguished from binary applications (e.g., Bit Torrent), as well as encrypted
applications (e.g., Secure Web) since they use only a portion of ASCII characters, espe-
cially alphanumeric ones. Moreover, having an exact investigation of similarly behaving
protocols such as HTTP Web and SMTP, we can still separate them based on the most
frequent characters.
After applying the unigram distribution model on network flows, we can map each
flow to a 512-tuple feature space 〈f0, f1, ..., f511〉 such that f0 to f255 shows the fre-
quencies of corresponding ASCII characters in the source payload. Similarly, f256 to
f511 hold the frequencies in the destination payload.
Having specified the applied network features, we focus on the selection of a high-
performance classifier. In order to choose an appropriate classifier, we selected some of
the most popular classification methods implemented by Weka [7] and performed some
evaluations to compare the accuracy, learning time, and classification time. We finally
selected the J48 decision tree, the Weka implementation of C4.5 [1], since it has a high
accuracy while maintaining a reasonable learning time. In addition, decision trees are
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shown to have a reasonable height and need fewer comparisons to reach a leaf which
is the final label, and therefore have a very short classification time. Taking advantage
of the J48 decision tree as a traffic classifier, we evaluated our proposed method on two
real networks.
Although our evaluations on the two networks showed promising results, we still
believe that the performance can be improved by assigning different weights to the
payload bytes based on the degree of importance. However, finding the appropriate
weights is a challenging task. To this end, we employ a genetic algorithm based scheme
to find the weights.
In the next section, we formally define our problem and explain how we apply ge-
netic algorithms to improve the accuracy of our proposed traffic classification method.
5 Problem Formulation
In this section, we formally describe how the network application discovery problem
can be performed through the combination of genetic algorithms and decision trees.
Essentially, we formulate the network application discovery problem as a classification
problem, i.e., given the values for a specific set of features extracted from the network
flows, we identify the possible application that has generated this payload using a sta-
tistical machine learning techniques (decision trees).
As was mentioned earlier, payload can be viewed as a multidimensional vector,
where in the context of a unigram analysis of the payload, the frequency of each ASCII
character in the payload represents one feature in the vector space. For instance, if the
character ‘∞’ is repeated 20 times in the payload, the value for the 236th dimension of
the representative vector would be 204. So with this simple yet intuitive formulation of
the features of the payload vector space, it is possible to construct a learning classifica-
tion machine that operates over features that are the frequency of each ASCII character
in the payload. We formally describe this as follows:
Definition 1 Let κs0, ..., κs255 be the set of 256 available ASCII characters in the source
payload and κd0, ..., κ
d
255 be those in the destination payload, and Ψ be a given payload





(Ψ) as the frequency of κs/di in Ψ . Further, = : Ψ → Λ is a learning
classification machine that maps a payload Ψ with frequency ν to a network application
such as λ.
Based on this definition, we need to employ a classifier that infers the correct net-
work application label given the features from the payload. To achieve this we employ
the J48 decision tree learning algorithm [1] that builds a decision tree classifier from a
set of sample payloads and their corresponding network application labels. The learned
decision tree classifier will enable us to find the possible network application label for
a payload from an unknown network application. Here, the learned J48 classifier is our
required = mapping function.
4 236 being the index of∞ in the ASCII character list.
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Now lets consider the HTTP Web application payload. The payload starts with GET
and continues with further detailed information about that specific connection such as
the protocol version, host and others. So for this specific application, i.e. HTTP Web,
the first few characters are representative enough of the application; therefore, by just
looking at these 3 characters we are able to identify the signature for this application and
easily assert that this payload has been generated by the HTTP Web network application.
Similarly, other network applications have specific signatures that are present in some
designated positions in the payload. So, it can be inferred that some positions in the
payload are more discriminative in the process of classifying the payloads for their
generating network applications. For this reason, it is important to place more weight
on the features that appear in these more important positions. We achieve this through
a weighted scheme over the features.
Definition 2 Suppose Ψ is a given payload of length η. We let Ψp, p ∈ [0, η] denote the
pth position in the payload Ψ , and ω(Ψp) denote the weight (importance) of position p









where P represents the positions in which κs/di has appeared in Ψ .
Simply, this definition defines that each position in the payload has its own signifi-
cance in the application discovery process; therefore, some of the features may be more
discriminative of the applications and hence should receive a higher weight. Based on
this weighting scheme, we now revise the dimensions of our vector space such that the
frequency of each ASCII character observed in the payload is multiplied by the weight
of the position that it was located. For instance, if∞ is observed in positions 5 and 210,
and the weight for 5 and 210 are 1 and 8, respectively, the value for the 236th dimen-
sion of the representative vector would be 9 rather than simply being 2. Accordingly,
we have:
Definition 3 (Extends Definition 1) =ω : Ψ → Λ is a learning classification machine
that maps a payload Ψ with frequency ων to a network application such as λ ∈ Λ.
Now, since =ω is sensitive to the weights given to the positions in the payload, a
method needs to be devised to compute the appropriate weights for the positions. For
this purpose, we employ a genetic algorithm based process to find the weights.
Briefly stated, genetic algorithms are non-deterministic and chaotic search methods
that use real world models to solve complex and at times intractable problems. In this
method the optimal solution is found by searching through a population of different fea-
sible solutions in several iterations. After the population is studied in each iteration, the
best solutions are selected and are moved to the next generation through the applications
of genetic operators. After adequate number of generations, better solutions dominate
the search space therefore the population converges towards the optimal solution. We
employ this process over the weights of the positions in the payload to find the optimal
weights for each location. The process that we employ is explained in the following:
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• The objective is that for a payload Ψ with length of η the optimal corresponding
weight vector ωO is found. So, initially a pool of random weight vectors of length
η are generated: ω1, ...ωn;
• For each ωi a learning classification machine (=ωi ) is developed given a set of
learning instances;
• =ωi is evaluated based on its performance accuracy over a given set of test in-
stances. The accuracy of =ωi represents the genetic fitness function; therefore, the
accuracy of =ωi is the fitness of ωi among the other weight vectors in the genetic
algorithm pool of possible solutions;
• The best set of weights based on their fitness value are selected and are moved onto
the next generation and the rest of the weight vectors are discarded;
• The genetic operators, i.e., the mutation and crossover operators, are applied on the
weight vectors present in the genetic algorithm pool of possible solutions and new
weight vector solution instances are generated;
• The process of the genetic algorithm is repeated for Gen generations;
• Once the algorithm reaches a steady state and stops, the weight vector with the best
fitness is selected and will be used as the most appropriate weight vector (ωO) for
the application discovery process using =ωO .
In the above process, the weight vectors that are needed for the payload are defined
using the genes in the genetic algorithm and the fitness function is defined as the ac-
curacy of the learning classification machine developed based on that specific weight
vector (gene). The outcome of the genetic algorithm process provides us with the op-
timal set of weights for the positions of the ASCII characters in the payloads. This
optimal set of weights can be used to learn a classifier that can best find the network
application for new payloads whose generating application is not known.
To implement this process, we employed the JGAP (Java Genetic Algorithms Pack-
age) software package [8]. In our experiments, reported in the following section, we
apply the default crossover technique implemented in JGAP with the population size of
500 evolving for 50 generations. The default crossover rate is [population size/2], and
the value for mutation rate is 1/15. Moreover, we consider the first 256 bytes of source
and destination payloads since the rest of the payload does not contain any signature
and decreases the classifier performance by including noise data.
6 Experiments
To evaluate our proposed method we prepared two data set from various networks. The
first data set is prepared using the traffic captured in the Information Security Center of
Excellence (ISCX) in the University of New Brunswick during 10 days. Having passed
this traffic through MeterFlow we ended up with 28% remaining as unknown. For our
second data set we used 3-hour captured traffic from a large-scale ISP network5. This
data set is composed of 35% unknown flows since it is an ISP network and contains
lots of peer to peer applications which are really hard to detect by the state of the art
signature-based traffic classifiers.
5 Due to privacy issues we do not reveal the name of this ISP
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Table 2. Accuracy of the proposed method for the ISCX and ISP networks
ISCX Network ISP Network
Base Accuracy 81.93% 81.72%
First Generation Accuracy 83.69% 80.74
Optimal Accuracy 90.97% 86.55%
For the evaluation of the weighted unigram model, we filtered out the unknown
flows from our data sets and used the rest as the training and testing set. We then ex-
tracted the unigram features of the source and destination payloads to evaluate our de-
cision tree based classifier. However, to have enough samples of each application for
training, we decided to only keep those with more than 200 records in the data set. As
a result, in our first data set we ended up with 7 applications namely, FTP, HTTP Im-
age Transfer, HTTP Web, DNS, Secure Web, SSH, Web Media Documents. Applying the same
approach for the second data set we left with 14 applications namely, Bit Torrent, HTTP
Image Transfer, HTTP Web, DNS, Secure Web, MSN Messenger, MS-SQL, NTP, Oracle, POP,
SMTP, Windows File Sharing, Yahoo Messenger, Web Media Documents.
(a) Best fitness value
(b) Average fitness value (c) Worst fitness value
Fig. 3. Fitness value vs. generation number calculated for the ISCX network
For the experiments we applied J48 decision tree classifier. In the first step we eval-
uated our classifier using the payload unigram features with equal weights. For the
evaluation we employed 10-fold cross-validation to obtain reliable result. We then ap-
plied the genetic algorithm technique to find the appropriate weights to obtain higher
accuracy. The experiment took approximately five days to complete since the classi-
fier model should be updated during each run of the fitness function which takes a few
seconds. As illustrated in Table 2, the best fitness value, optimal accuracy, returned is
90.97% and 86.55% for ISCX and ISP networks, respectively. This means that we have
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achieved about 9% and 5% performance increase in our applied data sets, respectively.
Moreover, base accuracy shows the performance of the classifier using equal weights
and first generation accuracy is the average fitness value in the first generation.
(a) Best fitness value
(b) Average fitness value (c) Worst fitness value
Fig. 4. Fitness value vs. generation number calculated for the ISP network
Figures 3 and 4 show the evolution of each generation in the experiments on the
ISCX and ISP networks, respectively. In the first data set, Figure 3(a), the fitness value
of the best individual for each generation has a noticeable increase until generation 15.
However, in the next 35 generations there is only about 1% increase in the fitness value.
Similarly, as it is illustrated in 4(a), for the ISP network there is an approximate steady
increase until generation 17, at which point it is apparent that almost the best possible
weights have been achieved.
Although the decision tree based classifier achieves a high classification accuracy
during the experimental evaluation with cross-validation, the results might be mislead-
ing due to the fact that the hybrid classifier should deal with real unknown flows. How-
ever, having no information about the unknown flows, we experienced some difficulties
to evaluate the weighted unigram classifier.
To have a better estimation of the accuracy of our method, we captured correspond-
ing traffic of five different applications separately. We then pass the traffic throuhg Me-
terFlow and used the known flows as a training set to detect the unknown portion. Table
3 illustrates the total accuracy of our proposed hybrid classifier for each specific ap-
plications. As can be seen in the table, the weighted unigram approach has increased
the performance of signature-based approach by detecting 61% (31 out of 51) of the
unknown flows.
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Table 3. Accuracy of the proposed method for the ISCX and ISP networks
Applications Total Unknown Successfully Total
Flows Flows Classified Accuracy
MSN Messenger 53 0 0 100%
Bit Torrent 103 27 18 91.26%
HTTP Web 121 12 6 95.04%
SMTP 74 4 2 97.30%
Windows File Sharing 91 8 5 96.70%
Total 442 51 31 95.48%
7 Conclusions
In this paper, we propose a hybrid mechanism for online classification of network flows,
in which we apply two signature-based methods sequentially. In the first level, we em-
ploy a powerful traffic classification software, MeterFlow, to detect the network flows
containing known applications signatures. We then apply a machine learning based ap-
proach to examine the payloads of network flows. However, instead of searching for the
exact signatures, we extract the characteristics of payload contents using the Unigram
Payload Model. Having a detail analysis of application signatures, we observed that the
signatures are present in some designated positions in the payload, and it is important
to place more weight on the features that appear in these more important positions. This
is achieved through a weighted scheme over the unigram features. However, finding the
appropriate weights is a challenging task. To this end, we employ a genetic algorithm
based scheme to find the weights. Our evaluation on two real networks, showed promis-
ing results compared to other methods in detecting tunneled applications and variation
of existing ones while maintaining a comparable accuracy in detecting old applications.
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