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bstract
The aim of this work was to develop an effective quantitative relationship model using support vector machines for the synthesis
f phosphocalcic hydroxyapatite by precipitation from a calcium carbonate solution and a phosphoric acid solution. The model was
reated using a set of factors consisting of the pH of the reaction solution, the Ca/P molar ratio of the reagents, the reaction time
nd the initial concentration of calcium. Previous studies modelled these relationships using different classification techniques. In
his paper, a novel approach based on support vector machines (SVMs) is introduced. This latter approach yields the best result
ompared to polynomial regression (PR), linear regression (LR) and artificial neural networks (ANN). In addition, the contribution
f each descriptor is evaluated. Thus, the proposed method can be successfully used to predict the Ca/P analysis directly from the
onsidered factors.
 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of Taibah University. This is an open access article under
he CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1.  Introduction
Phosphocalcic hydroxyapatite has the chemical for-
mula Ca10(PO4)6(OH)2. It belongs to the apatites family,
the members of which usually crystallize in the hexag-behalf of Taibah University. This is an open access article under the
onal system group of P63/m. This calcium phosphate
is of both medical and nonmedical interest because it
has a chemical analogy and crystallographic similarity
with the mineral part of calcified tissues (bone, enamel
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Nomenclature
Acronyms
ANN artificial neural network
MAE mean absolute error
LR linear regression
PR polynomial regression
RBF radial basis function
RMSE root mean square error
SRM structure risk minimization
SVM support vector machine
Variables
([Ca2+]) initial calcium concentration (mol/l)(
Ca
P
)
molar ratio of reactors
b  Bias term
C regularizer term
D  reaction time
mi deviation absolute value
γ RBF gamma
K(xi, xj) Kernel function
L Lagrangian
ωT transpose of matrix ω
yei experimental output
yci calculated output
Greek  letters
αi Lagrange multipliers
tion of each descriptor to the synthesis of phosphocalcicφ  map from input space into feature space
and dentine). This makes it the best bone and dental
substitute.
The growing interest in this material for its applica-
tions requires perfect control of the synthesis method
to prepare hydroxyapatite with reproducible physico-
chemical properties and characteristics, and this requires
local products available at a great price, namely calcium
carbonate and phosphoric acid.
Therefore, it is necessary to study the variation of
parameters affecting the synthesis, such as the pH of the
solution, the initial calcium concentration ([Ca2+]), the
reaction time (D) and the molar ratio of reactants, Ca/P,
taking into account their interaction with the chemical
composition of the prepared solid.
In a previous work [1], the synthesis of phos-
phocalcic hydroxyapatite was optimized using a plan
of experiments [2]. A mathematical model based on
a second-degree polynomial equation was established
between the molar ratio Ca/P of the prepared solid and
the factors that influence the precipitation, such as thesity for Science 10 (2016) 745–754
pH, the molar ratio of reactants Ca/P, the initial con-
centration of calcium ions and the reaction time. The
study was carried out by performing thirty-one experi-
ments; the first 16 represent a full factorial design (24
experiments), followed by 7 more experiments in the
centre and 8 others equally distributed on all four axes
in the end. All factors values were coded between −1
and 1. To validate the proposed model, a reaction was
performed under the following conditions: pH = 7.75,
Ca/P = 1.667, and [Ca2+] = 1.25 mol/l, with a reaction
time of 2 h 30 min for synthesis of the phosphocalcic
hydroxyapatite, whose value is 1.67. The experimen-
tal verification of the product by X-ray diffraction and
infrared absorption spectrum confirmed that the product
is a stoichiometric hydroxyapatite (Ca/P = 1.67).
A further work used an artificial neural network
(ANN) with Bayesian regularization to realize a sim-
ilar modelling [3]. This method has offered a causal
model without the need to postulate an initial correlation
model. Nevertheless, it has a major disadvantage, which
is overshooting and therefore weak predictive capabili-
ties in some cases. The flexibility of the ANN enabled
the authors to discover more complex nonlinear rela-
tionships in experimental data. However, these neural
systems have some problems inherent to the architecture,
such as overtraining, overfitting and network optimiza-
tion. Other problems with the use of ANNs concern the
reproducibility of results, due largely to the random ini-
tialization of the networks and the variation of stopping
criteria.
The SVM is a supervised learning technique from the
field of machine learning that is applicable to both clas-
sification and regression [4,5]. The SVM is a relatively
recent approach introduced by Vapnik [6] and Burges [7]
to solve supervised classification and regression prob-
lems, or more colloquially, learning from examples.
The application of SVMs has appeared in sev-
eral areas of chemistry and biology. Recently, they
have been successfully used to establish models of
structure–molecular properties, such as cancer diag-
nosis [8–11], identification of HIV protease cleavage
sites [12], and protein class prediction [13]. They have
also been applied to the prediction of protein retention
indexes [14].
The aim of this work is to provide an application of
SVMs to model the synthesis of phosphocalcic hydroxy-
apatite. The obtained results will be compared to those
given by LR, PR and ANNs. Subsequently, the contribu-hydroxyapatite will be measured.
This paper is organized as follows. In Section 2, we
will introduce classification model principles. In Section
 University for Science 10 (2016) 745–754 747
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Table 1
Operatory conditions and experimental results.
Example pH Ca/P Ca2+ Time Experimental Ca/P
1 −1 −1 −1 −1 1.643
2 1 −1 −1 −1 1.710
3 −1 1 −1 −1 1.662
4 1 1 −1 −1 1.695
5 −1 −1 1 −1 1.600
6 1 −1 1 −1 1.710
7 −1 1 1 −1 1.620
8 1 1 1 −1 1.624
9 −1 −1 −1 −1 1.656
10 1 −1 −1 1 1.700
11 −1 1 −1 1 1.670
12 1 1 −1 1 1.706
13 −1 −1 1 1 1.652
14 1 −1 1 1 1.795
15 −1 1 1 1 1.610
16 1 1 1 1 1.701
17 −2 0 0 0 1.630
18 2 0 0 0 1.731
19 0 −2 0 0 1.699
20 0 2 0 0 1.622
21 0 0 −2 0 1.689
22 0 0 2 0 1.672
23 0 0 0 −2 1.660
24 0 0 0 2 1.701
25 0 0 0 0 1.684
26 0 0 0 0 1.685
27 0 0 0 0 1.680
28 0 0 0 0 1.684
29 0 0 0 0 1.685
30 0 0 0 0 1.680H. Labjar et al. / Journal of Taibah
, we will compare and analyze the results of the con-
idered models. In Section 4, we will combine different
VM kernel functions with different parameter values to
ptimize the classification accuracy. In Section 5, we will
nalyze the descriptors’ contribution before concluding
ith a citation of our perspectives and future works in
he last part.
.  Experimental  data
The experimental method, used to obtain a pure stoi-
hiometric hydroxyapatite and exempt from any foreign
hase, such as lime or tricalcium phosphate, consists of
he preparation of the following solutions: the phosphate
olution, which is prepared by neutralizing phosphoric
cid with ammonia, and the calcium solution, which is
repared by acid attack on calcium carbonate according
o the following reaction:
aCO3 +  2HNO3 →  Ca(NO3)2 +  CO2 +  H2O (1)
After these two attacks, and after placing the calcium
olution in a reactor of 2 l, it is brought to a boil, and the
H is adjusted to 7 with ammonia. Using a peristaltic
ump, the phosphate solution is adjusted to a pH of 10
nd then added drop-wise to the calcium solution for
ne and a half hours. The reaction is demonstrated as
ollows:
0Ca(NO3)2 +  6(NH4)2HPO4OHaq +  8NH4
→  Ca10(PO4)6(OH)2 +  6H2O +  20NH4NO3 (2)
The reaction solution is maintained at a constant pH
alue of 8 by adding ammonia solution using a metering
ump controlled by a pH stat connected to a combination
lectrode for pH measurement, immersed in the reaction
olution and previously calibrated to the temperature of
he synthesis. After one and a half hours under stirring
nd maturation at a constant pH, the formed product is
ltered. A portion is washed with water, while the rest is
ot, then dried at 80 ◦C and calcined at 900 ◦C in the air
vernight. The obtained products are analyzed by X-ray
iffraction, infrared absorption spectroscopy, BET, SEM
nd chemical analysis.
Experiences and prior knowledge of the synthesis cal-
ium phosphates [15,16] have led us to choose the factors
nfluencing the synthesis of calcium phosphate apatite
xygen. These factors are four in number: the medium
H reaction, the concentration of the calcium chloride
olution ([Ca2+]), the molar ratio of reactants (Ca/P) and
he reaction time (D).31 0 0 0 0 1.680
The choice of the variation range for each factor is a
delicate problem. Indeed, variations to the beach must
satisfy two criteria that may be contradictory. On one
hand, the range of change factors must be large enough
that we observe significant changes in the response; on
the other hand, it must be small enough to be able to sim-
ulate changes likely to occur in an uncontrolled manner
during the performance of the method [17]. These con-
siderations have led us to define the experimental fields
as shown in Table 1.
3.  Methodology
3.1.  Support  vector  machines
The foundations of SVM originated from early con-
cepts developed by Cortes and Vapnik [18], and this
method has proven to be very robust for general clas-
sification and regression. It uses an intuitive model
representation to detect outliers. It is characterized by
 Univer748 H. Labjar et al. / Journal of Taibah
the structure risk minimization (SRM) principle, which
yields good accuracy [19,20]. SVM is gaining pop-
ularity within the learning theory community due to
many attractive features and excellent demonstrated per-
formance [21–23]. Consequently, several well-known
open-source data mining systems have provided plugins
to use SVM algorithms, as well as libraries such as lib-
SVM [24]. WEKA [25] and RapidMiner [26] are two
such systems. In this study, experiences are implemented
using RapidMiner software.
Alternately, support vector machines are supervised
learning models with associated learning algorithms that
have proved obvious advantages in predicting models,
text classification, image and pattern recognition, bioin-
formatics and various other fields [27–29]. One of the
distinguishing features of SVM is its limited number of
parameters compared to other machine learning algo-
rithms, such as Artificial Neural Networks, which need
a design that is heedful of the network structure and must
be combined with a powerful optimization algorithm
to yield satisfying results. Unlike ANN-based models,
which typically have a huge number of weight factors,
SVM-based methodologies employ convex optimization
procedures, and fewer parameters need to be adjusted
during the learning process [20].
This limited number of parameters explains why
recent years have been witness to a steady increase in
the use of SVM, such as the study of Arabloo and
Rafiee-Taghanaki, in which the authors used an SVM
algorithm to calculate the amount of produced gas based
on constant volume depletion analysis of the well stream
effluent at any depleted state in retrograde gas con-
densate systems [30]. The results showed that their
proposed model yields reliable results for prediction of
gas recovery during natural production of a gas conden-
sate reservoir.
Mahmoodi et al. [31], in their work on predicting the
decolourization efficiency of various single and binary
systems, have proposed Least Square Support Vector
Machine (LSSVM) models for their ease of implemen-
tation and their satisfying efficiency.
Similarly, Rafiee-Taghanaki et al. [32] used these
models to calculate PVT properties of crude oils at var-
ious reservoir conditions. They optimized LSSVM with
Coupled Simulated Annealing (CSA) for this aim. Neja-
tian et al. [33] presented another algorithm to predict
the choke flow coefficient in oil and gas fields. They
obtained a squared correlation coefficient exceeding
0.99.
The frictional loss calculation of two-phase gas with
the presence of cuttings was modelled using SVM by
Shahdi and Arabloo [34].sity for Science 10 (2016) 745–754
SVMs were also used to classify the toxicity of diverse
chemicals on avian species [35]. They yielded the best
results as revealed by cross-validation.
Forreryd et al. [36] presented a novel testing strat-
egy for classification of skin sensitizing chemicals based
on measurement of a genomic biomarker signature. The
authors used SVM to evaluate their training and testing
subsets.
There is an appropriate regularity between analysis
factors and kernel functions. For example, the RBF ker-
nel function is suitable for the geometry factors of a rock
slope analysis, whereas the Sigmoid kernel function is
more adequate for analysing the cohesion and friction
angle of the back potential sliding surface; likewise, the
linear kernel function is suitable for the material factors
of a bottom sliding surface analysis [37].
Thus, the optimization of SVM depends on its kernel
function and its parameters in the classification function
[38]. Then, to optimize the SVM algorithm, the choice
of the kernel function and the optimization of the two
parameters play a huge role [39,40].
3.2.  Theory  of  SVM
The basic idea of SVM can be explained briefly as
follows [41,42]: consider the problem of approximating
a set of data (x1, y1) . . . (xk, yk), where xi ∈ Rn repre-
sent the input data and yi ∈ {−1,  1} represent the class
labels. The aim is to construct a hyperplane ωTx + b = 0
that separates the two classes. That means maximiz-
ing the distance between: ωTx  + b  = 1 and ωTx + b  = −1,
which is equal to 2‖ω‖ . This is equivalent to minimizing
1
2ω
Tω.
The problem can be written as:
⎧⎪⎪⎨
⎪⎪⎩
min
1
2
ωTω
Subject  to  :
yi((ωTxi) +  b) ≥  1
(3)
By introducing ξi and ξ∗i (slack variables representing
upper and lower constraints on the outputs of the system),
it becomes:
min
1
2
ωTω  +  C
∑N
i=1
(
ξi +  ξ∗i
) (4)
where the constant C  regularizes the equation.
TThe constraint yi((ω xj) + b) ≥  1 means that data
in the first class must be on the right-hand side of
ωTx + b  = 0, while data in the second class must be on
the other side [42].
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The mapping xi ∈  Rn. (1 ≤  i ≤  N) is performed by
 kernel function:
(xi,  xj) =  φ(xi)φ(xj) (5)
hich defines an inner product in the space H. In this
ork, the radial basic function (RBF) kernel with the
idth parameter γ will be considered:
(6)K(xi,  xj) =  exp(−γ
∥∥xi −  xj∥∥2)
The decision function implemented by SVM can be
ritten as:
 (x) =  sign
(∑N
i=1αiyiK(x,  xi) +  b
)
(7)
here the coefficients αi are the solutions of the problem:
max
∑k
i=1αi −
1
2
∑k
i=1
∑k
j=1αiαjyiyj
[
φ(xi)φ(xj)
]
Subject to  :
0 ≤ αi ≤  C
∑N
i=1αiyi =  0 (8)
The support vector regression is based on the struc-
ural risk minimization principle [42,43]. The optimal
egression function can be represented by:
 (x,  αi, α∗i ) =
∑N
i=1(αi −  α
∗
i )K(xi,  xj) +  b  (9)
The coefficients αi, α∗i are the introduced Lagrange
ultipliers and are, with the bias b  the solutions of the
roblem:
max φ(αi, α∗i ) =
N∑
i=1
yi(αi −  α∗i ) −  ε
N∑
i=1
(αi +  α∗i ) −
1
2
Subject to  :
0 ≤ αi ≤  C  0 ≤  α∗i ≤  C
N∑
i=1
(αi −  α∗i ) =  0
The RBF kernel gave us (see Table 2):
 (x) =
N∑
i=1
(αi −  α∗i ) exp(−γ
∥∥xi −  xj∥∥2) +  b (11)
The performance of SVM depends strictly on the
ernel function and its parameters implicitly. It varies
ccording to their combinations. Thus, this variation, as
ell as the overall performance, will be detailed under
our different kernel functions in the next section.sity for Science 10 (2016) 745–754 749
k
=1
(αi −  α∗i )(αj − α∗j )K(xixj)
(10)
4.  Results  and  discussion
To develop the synthesis model of phosphocalcic
hydroxyapatite, the most commonly practiced stages
(computation, prediction and the descriptor’s contribu-
tion) have been achieved. The first one was aimed at
selecting the parameters of SVM. The second one was
aimed at determining the predictive ability of SVM. In
the third one, the importance of the descriptors used is
evaluated.
4.1.  Computation
SVM with RBF has given the best approximations,
and this allows us to rely on it to determine the values of
the four descriptors corresponding to the stoichiometric
hydroxyapatite (Ca/P = 1.67):
pH = −1, CaP =  1, Ca2+ = −1 and time reaction = 1
The computed error while classifying the vector
X10 =
⎛
⎜⎜⎜⎝
−1
1
−1
1
⎞
⎟⎟⎟⎠ is equal to 0 (Table 2, example 10).
The variables were coded to avoid the overestimation
caused by the effect of variables with important sizes;
thus, original values will be considered:
pH = 7.75, CaP =  1.667,
Ca2+ = 1.25 mol/l and D  = 2 h 30 min.
The number of samples in this work is very small; the
overall performance of the considered models is then
evaluated in terms of root mean-square error (RMSE)
[39] and mean absolute error (MAE):
RMSE  =
√∑N
i=1
(yei −  yci )2
N
(12)
MAE = 1
N
∑N
i=1
∣∣yei −  yci ∣∣ (13)
where N  is the total number of experiments.
As the results of the SVM approach depend largely
on the choice of the kernel function [44], the main kernel
functions have been compared, and the RBF kernel has
been selected as it gives the best results:
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Table 2
SVM Kernel functions accuracy comparison.
Accuracy/Kernel Linear Epachnenikov RBF Polynomial
MAE 0.013494894 0.001125
RMSE 0.022892786 0.002791Fig. 1. RBF parameter adjustment.
Table 2 shows that the two metrics MAE and RMSE
are smallest while using the RBF kernel. That means that
RBF yields values closer to the experimental ones. The
parameters of each kernel function have been studied,
and the optimal combination has been considered. The
adjustment parameters of the RBF kernel are the penalty
factor and the Squared bandwidth:
Fig. 1 shows that the optimal combination of the
parameters corresponds to (γ  = 0.5, ε  = 10−4). It has the
minimal RMSE: 0.0026.
4.2.  Prediction
In this section, a comparative evaluation is presented,
in Table 3, of the four achieved methods: linear regres-
sion [45,46], polynomial regression [47], artificial neural
network [48,49] and support vector machine. The plot of
predicted versus experimental values for the data set is
shown in Fig. 2 (LR), Fig. 3 (PR), Fig. 4 (ANN) and Fig. 5
(SVM). Among all of these figures, Fig. 4 shows that the
Ca/P values, for every example (1–31), calculated by the
SVM are very close to the experimental ones.Table 3 shows the computed values by using LR, PR,
ANN and SVM. It can be clearly observed that SVM
yields values exactly equal to the experimental ones403 0.001056697 0.025208890
552 0.002603554 0.03997802
except the last ones, which differ slightly. It is math-
ematically foreseeable because the same values of the
descriptors correspond to different experimental output.
This is due to the normalization step of the ranges (Sec-
tion 2).
The four aforementioned figures show that the SVM
yields the closest values to those generated experimen-
tally, followed by LR, ANN and finally PR, whose
representation is quite distinct from the similarity axis
(y = x).
A statistical comparison of the four models is shown
in Table 4 in terms of MAE, RMSE and the number
of errors. As can be observed, the MAE and RMSE of
the SVM model are the smallest, which means that the
difference between the predicted value and the experi-
mental one is very small, actually equal to 0 for 22 of
the samples. Moreover, the nonzero ones do not exceed
0.013:
4.3.  Descriptors’  contribution
One of the main aims of SVM classification in general
[50,51], and our study in particular, is the determination
of the descriptors influencing the activity. The evalua-
tion of the relevance of the four descriptors proved quite
interesting and useful. The relative contribution is com-
puted as follows: the contribution of each descriptor i
(1 ≤  i  ≤ 4) to the classification ability was measured by
removing its corresponding values from the database.
Then, the SVM calculated the output as usual.
This process was reiterated for each descriptor.
Finally, the contribution (Ci) of descriptor i  is given by:
Ci =  100. mi∑4
i=1mi
(14)
where mi are the deviations’ absolute values between
the observed values and the estimated ones for all com-
pounds
CpH =  100 · 0.601501.67222 = 35.97%CCa/P =  100 · 0.377311.67222 = 22.56%
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Fig. 2. Ca/P observed experimentally versus Ca/P predicted by LR.
Fig. 3. Ca/P observed experimentally versus Ca/P predicted by PR.
Fig. 4. Ca/P observed experimentally versus Ca/P predicted by ANN.
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Table 3
Results comparison for the PR, LR, ANN and SVM models.
Example Exp. PR Error LR Error ANN Error SVM Error
1 1.643 1.674 0.031 1.656 0.013 1.643 0 1.656 0.013
2 1.710 1.674 0.036 1.714 0.004 1.710 0 1.710 0
3 1.662 1.674 0.012 1.626 0.036 1.670 0.008 1.663 0.001
4 1.695 1.674 0.021 1.684 0.011 1.701 0.006 1.695 0
5 1.600 1.674 0.074 1.64 0.040 1.689 0.089 1.600 0
6 1.710 1.674 0.036 1.698 0.012 1.685 0.025 1.710 0
7 1.620 1.674 0.054 1.61 0.010 1.680 0.060 1.620 0
8 1.624 1.674 0.05 1.668 0.044 1.710 0.086 1.624 0
9 1.656 1.674 0.018 1.656 0 1.620 0.036 1.656 0
10 1.700 1.674 0.026 1.742 0.042 1.706 0.006 1.700 0
11 1.670 1.674 0.004 1.654 0.016 1.630 0.040 1.670 0
12 1.706 1.674 0.032 1.712 0.006 1.672 0.034 1.706 0
13 1.652 1.674 0.022 1.668 0.016 1.680 0.028 1.652 0
14 1.795 1.674 0.121 1.726 0.069 1.662 0.133 1.795 0
15 1.610 1.674 0.064 1.638 0.028 1.624 0.014 1.610 0
16 1.701 1.674 0.027 1.696 0.005 1.652 0.049 1.701 0
17 1.630 1.682 0.052 1.618 0.012 1.731 0.101 1.630 0
18 1.731 1.682 0.049 1.734 0.003 1.660 0.071 1.731 0
19 1.699 1.658 0.041 1.706 0.007 1.684 0.015 1.699 0
20 1.622 1.658 0.036 1.646 0.024 1.695 0.073 1.622 0
21 1.689 1.678 0.011 1.692 0.003 1.656 0.033 1.689 0
22 1.672 1.678 0.006 1.66 0.012 1.795 0.123 1.672 0
23 1.660 1.678 0.018 1.648 0.012 1.699 0.039 1.660 0
24 1.701 1.678 0.023 1.704 0.003 1.701 0 1.701 0
25 1.684 1.682 0.002 1.676 0.008 1.685 0.001 1.683 0.001
26 1.685 1.682 0.003 1.676 0.009 1.600 0.085 1.683 0.002
27 1.680 1.682 0.002 1.676 0.004 1.700 0.020 1.683 0.003
28 1.684 1.682 0.002 1.676 0.008 1.610 0.074 1.683 0.001
29 1.685 1.682 0.003 1.676 0.009 1.662 0.023 1.683 0.002
30 1.680 1.682 0.002 1.676 0.004 1.684 0.004 1.683 0.003
31 1.680 1.682 0.002 1.676 0.004 1.680 0 1.683 0.003
Fig. 5. Ca/P observed experimentally versus Ca/P predicted by SVM.
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Table 4
Evaluation of the models’ performances.
Accuracy/Model LR PR ANN SVM
MAE 0.02176 0.03858 0.05593 0.00260
RMSE 0.01529 0.02838 0.04116 0.00105
Number of exact values 1 0 4 22
Number of errors >0.01 16 21 22 1
Number of errors >0.1 0 1 3 0
Percentage of exact values 3.22580 0 12.90323 70.96774
Maximal error 0.06900 0.12100 0.13333 0.01300
Minimal error 0 0.00100 0 0
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[Fig. 6. Descriptors’ contribution.
Ca2+ =  100 ·
0.36446
1.67222
= 21.79%
D =  100 · 0.3289251.67222 = 19.67%
Fig. 6 shows that the descriptor related to pH is the
ost important in the establishment of phosphocalcic
ydroxyapatite synthesis, followed by the Ca/P molar
atio of the reagents, then the reaction time, and finally,
he least affecting, the initial concentration of calcium.
he four factors contribute by different percentages, and
one can be ignored in the model.
.  Conclusion
Support vector machines have been applied to create
 model for predicting the synthesis of phosphocalcic
ydroxyapatite by precipitation from a calcium carbon-
te solution and a phosphoric acid solution. Four factors
ave been considered and classified according to their
evel of contribution in the statistical classification. The
ontributions of CaP , Ca
2+ and D  are more important in
ur model than in artificial neural networks. This means
hat these four factors have a considerable influence
[sity for Science 10 (2016) 745–754 753
on the analysis of Ca/P. Thus, none of them should be
ignored.
Our future works will be directed at identifying the
capability of phosphocalcic hydroxyapatite to induce
new bone formation and regeneration.
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