In this paper, we consider Strassen's version of optimal transport problem. That is, we minimize the excess-cost probability (i.e., the probability that the cost is larger than a given value) over all couplings of two distributions. We derive large deviation, moderate deviation, and central limit theorems for this problem. Our approach is based on Strassen's dual formulation of the optimal transport problem, Sanov's theorem on the large deviation principle (LDP) of empirical measures, as well as the moderate deviation principle (MDP) and central limit theorems (CLT) of empirical measures. In order to apply the LDP, MDP, and CLT to Strassen's optimal transport problem, a nested optimal transport formula for Strassen's optimal transport problem is derived. In this nested formula, the cost function of the outer optimal transport subproblem is set to the optimal transport functional (i.e., the mapping from a pair of distributions to the optimal optimal transport cost for this pair of distributions) of the inner optimal transport subproblem. Based on this nested formula, we carefully design asymptotically optimal solutions to Strassen's optimal transport problem and its dual formulation. Finally, we connect Strassen's optimal transport problem to the empirical optimal transport problem, which hence provides an application for our results.
I. INTRODUCTION
The theory of optimal transport has been studied for a long history due to its importance to related problems in physics, mathematics, economics and other areas; see e.g. [1] - [5] . Recently, optimal transport theory has been applied increasingly in computer science, mathematical imaging, machine learning, and information theory [6] - [11] . Monge [1] and Kantorovich [2] define the optimal transport problem as the problem of minimizing the expectation of a cost function over all possible couplings of two given distributions. Let (X , τ 1 ) and (Y, τ 2 ) be Polish spaces. Let Σ (X ) and Σ (Y) be the Borel σ-algebras on X and Y respectively generated by the topologies τ 1 and τ 2 . Let P X and P Y be two probability measures (or termed distributions) respectively on X and Y. The coupling set of two distributions (P X , P Y ) is defined as C (P X , P Y ) := P XY ∈ P (X × Y) : P XY (A × Y) = P X (A) , ∀A ∈ Σ (X ) , P XY (X × B) = P Y (B) , ∀B ∈ Σ (Y) .
Distributions in C (P X , P Y ) are termed couplings of (P X , P Y ). Let c : X × Y → R ≥0 ∪ {+∞} be a cost function. Then Monge-Kantorovich's optimal transport problem is formulated as follows.
Definition 1. The optimal transport cost between P X and P Y is defined as
Any P XY ∈ C(P X , P Y ) attaining E(P X , P Y ) (if it exists) is called an optimal transport plan.
The minimization problem in (1) is called Monge-Kantorovich's optimal transport problem [4] . The functional (P X , P Y ) ∈ P (X ) × P (Y) → E(P X , P Y ) ∈ R ≥0 ∪ {+∞} is called the optimal transport functional. If (X , τ 1 ) = (Y, τ 2 ), d is a metric on this common Polish space, and c = d p with p ≥ 1, then W p (P X , P Y ) := (E(P X , P Y )) 1/p is the so-called p-th Wasserstein
We term the minimization problem in (2) as Strassen's optimal transport problem. In fact, Strassen's optimal transport problem is a {0, 1}-valued cost version of Monge-Kantorovich's optimal transport problem in which the cost function is set to the indicator function (x, y) → 1 {c(x, y) > α} (rather than c itself). Furthermore, in Strassen's optimal transport problem, the optimal ECP reduces to the total variance (TV) distance if we set (X , τ 1 ) = (Y, τ 2 ), α = 0, and the cost function c as the discrete metric 1{x = y} [4] . That is, for this case,
Here for two distributions P and Q defined on the same measurable space, P − Q := sup A P (A) − Q(A) denotes the TV distance between P and Q, where the supremum is taken with respect to all possible measurable sets A. In [12] , Strassen provided a duality theorem for Strassen's optimal transport problem defined above. Such a duality theorem can be seen as a particular form (i.e., the {0, 1}-valued cost form) of the Kantorovich duality theorem. Due to the particular form of the dual formula, the Strassen duality theorem connects Strassen's optimal transport problem with the Lévy-Prokhorov metric, if we set (X , τ 1 ) = (Y, τ 2 ) to be the same Polish space and take a metric on this space as the cost function c. Limit theorems on the asymptotic behavior of a sequence of random variables or probability distributions are central topics in probability theory. Although the optimal transport theory has been widely studied in the literature, the asymptotic behavior of the optimal transport problem has rarely been investigated. In fact, there is a long standing interest in studying the asymptotic behavior of empirical optimal transport cost [10] , [13] - [18] , rather than the optimal transport cost itself. The empirical optimal transport problem is also termed as the optimal matching problem, in which the marginal distributions involved in (1) are set to the empirical measures of two independent random vectors. For each n ≥ 1, the empirical measure (also called the type) for a sequence z n ∈ X n is
where δ z is Dirac mass at the point z ∈ X . Similarly, the empirical joint measure (also called the joint type) for a pair of sequences (x n , y n ) ∈ X n × Y n is T x n ,y n := 1 n n i=1 δ (xi,yi) where δ (x,y) is Dirac mass at the point (x, y) ∈ X × Y. The limit of the empirical optimal transport cost was studied in [10] , [13] - [18] . Among them, Ajtai, Komlós, and Tusnády's result in [13] indicate that the scaling rate for the limiting distribution of W 1 (T X n , T Y n ) with the metric d (x, y) = |x − y|, when X n , Y n are i.i.d. and each component follows the uniform measure P on X = Y = [0, 1] 2 , is bounded (with high probability) from above and below by a rate of order log n n . The large deviation principle (LDP) and the moderate deviation principle (MDP) of the empirical optimal transport cost were investigated in [19] . In [19, Theorem 3 .1], Ganesh and O'Connell studied LDP for the empirical optimal transport cost E (T X n , T Y n ) with (X n , Y n ) ∼ P n X P n Y , and proved that the corresponding rate function is
where D(Q P ) := log dQ dP dQ denotes the Kullback-Leibler (KL) divergence or relative entropy between Q and P . This result seems intuitive, since (X n , Y n ) ∼ P n X P n Y and hence the corresponding exponent for the joint distribution is the sum of the exponent for P n X and that for P n Y . The MDP with a rate function
Sommerfeld, and Munk's central limit theorem may not hold for atomless measures; at least it does not hold for the uniform measure on the unit square. In parallel, del Barrio and Loubes [23] derived a similar central limit theorem but for the gap between the quadratic empirical Wasserstein distance and its expectation. In all of these works, the Kantorovich duality theorem plays a crucial role.
A. Our Contributions
Due to the lack of the study on the asymptotic behavior for the optimal transport problem in the literature, in this paper we consider Strassen's optimal transport problem G α (P n X , P n Y ) for two product distributions (P n X , P n Y ), and study the asymptotics of G α (P n X , P n Y ) as the dimension n tends to infinity. We show that α = E(P X , P Y ) is an important threshold or phase transition point: if α < E(P X , P Y ), then G α (P n X , P n Y ) → 1; and if α > E(P X , P Y ), then G α (P n X , P n Y ) → 0. We characterize the exponents of the convergences for these two scenarios. Such results bear a semblance to large deviation theory for the empirical mean of i.i.d. random variables. However, the exponents in our setting are different from, and more complicated than, that for the empirical mean of i.i.d. random variables. Besides the LDP, we also consider the MDP. For this case, we set α n = E(P X , P Y ) + ∆ √ nan for a positive sequence {a n } satisfying a n → 0 and na n → ∞ as n → ∞. We characterize the limit of −a n log (1 − G αn (P n X , P n Y )) for ∆ < 0, and the limit of −a n log G αn (P n X , P n Y ) for ∆ > 0. Finally, we focus on the central limit regime. In this case, we set α n = E(P X , P Y ) + ∆ √ n . We show that G αn (P n X , P n Y ) → Λ ∆ (P X , P Y ) for almost every ∆, where Λ ∆ (P X , P Y ) corresponds to another Strassen's optimal transport problem in which the marginals are set to two Gaussian distributions. The means and variances of these two Gaussian distributions are induced by the distributions P X and P Y . The results in this paper generalize and extend those in [8] . In [8] , Yu and Tan only considered the finite alphabet case. For the finite alphabet case, they characterized the exponent of LDP for the case of α < E(P X , P Y ), and proved a bound on the exponent for the case of α > E(P X , P Y ).
Our approach is based on Strassen's dual formulation of the optimal transport problem, combined with large deviation principle (LDP) (i.e., Sanov's theorem), moderate deviation principle (MDP), and central limit theorems (CLT) of empirical measures. In order to apply the LDP, MDP, and CLT to Strassen's optimal transport problem, a nested optimal transport formula for Strassen's optimal transport problem is derived. Such a nested formula involves two optimal transport subproblems: an outer subproblem and an inner subproblem. The inner one is nested in the outer one in the sense that the cost function of the outer subproblem is set to the optimal transport functional of the inner subproblem. Moreover, the inner subproblem is exactly an empirical optimal transport problem. This nested formula implies that Strassen's optimal transport problem can be seen as a two-level nested optimal matching problem, in which we aim at finding an optimal matching (i.e., optimal coupling) for two empirical measures and also an optimal matching for the distributions of these two empirical measures. Here "optimal matching" is defined a coupling such that the ECP induced by this coupling is the minimum. In the proof of our large deviation result, we adopt different approaches for different cases. For the case of α < E(P X , P Y ), we construct an asymptotically optimal coupling to the primal problem (i.e., Strassen's optimal transport problem). However, for the case of α > E(P X , P Y ), it seems difficult to construct such an explicit coupling. Therefore, for this case, we apply Strassen's dual formula to derive bounds. We construct an asymptotically optimal feasible solution to Strassen's dual problem.
Strassen's optimal transport problem G α (P n X , P n Y ) for two product distributions (P n X , P n Y ) is also related to the tail probability of the empirical optimal transport cost E (T X n , T Y n ) with (X n , Y n ) ∼ P n X P n Y . Here for a number α, the tail probability of
However, in Strassen's optimal transport problem, we minimize the probability of the event E (T X n , T Y n ) > α over all couplings P X n Y n ∈ C(P n X , P n Y ). The optimal coupling P X n Y n is hence not product, and even does not have an explicit expression. This makes our results more complicated and less intuitive compared with the rate functions in (4) and (5) , especially for the LDP result with α > E(P X , P Y ) and the MDP result with ∆ > 0. By definition, G (α|P X n Y n ) ≥ G α (P n X , P n Y ) for any P X n Y n ∈ C(P n X , P n Y ) (including P n X P n Y ). Hence our results provide lower bounds on G (α|P X n Y n ). To upper bound G (α|P X n Y n ), we also consider the problem of maximizing the probability of the event E (T X n , T Y n ) > α over all couplings P X n Y n ∈ C(P n X , P n Y ). Similar LDP, MDP, and CLT results also hold for this problem.
B. Organization of This Paper
This paper is organized as follows. In subsequent two subsections of this section, we introduce notations that will be used in this paper and some preliminaries on Monge-Kantorovich's optimal transport problem and Strassen's optimal transport problem. In Section 2, we first consider the finite dimension case. For this case, we derive a nested optimal transport formula for Strassen's optimal transport problem. Such a formula is used to derive the asymptotic behaviors, including large deviation, moderate deviation, and central limit theorems, for Strassen's optimal transport problem. In Section 3, we provide a simple example, the binary alphabet case, to illustrate our results on LDP, MDP, and CLT. In Section 4, we apply our results to the empirical optimal transport problem.
C. Notations
As mentioned at the beginning of the introduction, (X , τ 1 ) and (Y, τ 2 ) are Polish spaces, and P X and P Y are two probability measures (or distributions) defined respectively on X and Y. Throughout this paper, for a topological space (Z, τ ), we denote Σ (Z, τ ) or simply Σ (Z) as the Borel σ-algebra on Z generated by the topology τ . Hence (Z, Σ (Z)) forms a measurable space. For a measurable space (Z, Σ (Z)), we denote the set of probability measures on (Z, Σ (Z)) as P (Z, Σ (Z)) or simply P (Z). We use T X and T Y to respectively denote types (or empirical measures) of sequences in X n and Y n , and T XY to denote a joint type (or an empirical joint measure) of a pair of sequences in X n × Y n . For a type T X (resp. a joint type T XY ), the type class T T X (resp. the joint type class T T XY ) is defined as the set of sequences having the same type T X (resp. T XY ), i.e., T T X := {x n ∈ X n : T x n = T X } (resp. T T XY := (x n , y n ) ∈ X n × Y n : T (x n ,y n ) = T XY ). The set of types of sequences in X n is denoted as P n (X ) := {T x n : x n ∈ X n } and the set of joint types of pairs of sequences in X n × Y n is denoted as
For a pair of empirical measures (T X , T Y ) ∈ P n (X ) × P n (Y), the empirical coupling set of (T X , T Y ) is defined as
Distributions in C n (T X , T Y ) are termed empirical couplings of (T X , T Y ). For a set A ⊆ X and a cost function c :
respectively denote an open ball and its closure. We denote
We use A, A o , and A c := Z\A to respectively denote the closure, interior, and complement of the set A. Let (A, +) be an additive group. Then for a set A ⊆ A and an element x ∈ A, we denote x + A = A + x = {x + y : y ∈ A}; and for a set A ⊆ A and an element −x ∈ A, we denote A − x = {−x + y : y ∈ A}. We use f (n, x) = o n|x (1) to denote that given x, f (n, x) → 0 pointwisely as n → +∞. Similarly, we use g ( , x) = o |x (1) to denote that given x, g ( , x) → 0 as ↓ 0. For a metric space (Z, d), denote C b (Z) as the collection of bounded continuous functions f : Z → R. We denote inf ∅ = +∞.
D. Preliminaries
Let c : X × Y → R ≥0 ∪ {+∞} be a cost function. For the n-fold product space X n × Y n , we consider an additive cost function c n (x n , y n ) :
for (x n , y n ) ∈ X n × Y n . Then for two product distributions P n X and P n Y on X n and Y n , the optimal transport cost between P n X and P n Y is clearly
Now we make the following regularity assumptions on the cost function c and the number α.
Assumption 1 (Lower Semi-Continity of Cost Function). We assume that c is lower semi-continuous.
Assumption 2 (Nonempty Condition). We assume that α is a number such that {(x, y) : c(x, y) > α} is nonempty. If a cost function c satisfies the lower semi-continuity assumption, then c n is also lower semi-continuous. Therefore, for each α ∈ R and each n ∈ N, {(x n , y n ) : c n (x n , y n ) > α} is open in X n × Y n . On the other hand, if the nonempty assumption above is not satisfied, then G α (P n X , P n Y ) = 0 for any n ∈ N. Since this case is trivial, we omit this case. Under Assumption 1, Kantorovich provided the following famous duality result. 
, the product of the L 1 spaces induced by the measure spaces (X , Σ (X ) , P X ) and (Y, Σ (Y) , P Y ).
Under Assumptions 1 and 2, Strassen proved the following duality result for Strassen's optimal transport problem, which can be seen as the {0, 1}-valued cost version of the Kantorovich duality. 
Remark 2. In (9) , "closed E, F " can be replaced by "open E, F " (or "compact E, F ").
II. MAIN RESULTS
In this section, we first consider the finite dimensional case. For this case, we derive a nested optimal transport formula for Strassen's optimal transport problem. Such a formula is used to derive the asymptotic behaviors, including large deviation, moderate deviation, and central limit theorems, for Strassen's optimal transport problem in the subsequent subsections.
A. Finite Dimension
We consider the optimal transport problem for product distributions with a fixed dimension n. For P X ∈ P(X ), let
Obviously, µ (P n (X )) = ν (P n (Y)) = 1. For two empirical measures (T X , T Y ) ∈ P n (X ) × P n (Y), the empirical optimal transport cost is defined as
The minimum above is clearly attained since the set C n (T X , T Y ) is finite for each n. The empirical optimal transport problem can be considered as an integer version of optimal transport problem since the probability mass function t XY of T XY satisfies nt XY (x, y) is a nonnegative integer for each pair (x, y) ∈ X ×Y. It is known that E n (T X , T Y ) remains the same if C n (T X , T Y ) in the constraint is replaced by C(T X , T Y ). This is formally stated in the following lemma which is a consequence of Birkhoff's theorem [4, Page 5] .
Lemma 3 (Empirical Optimal Transport). [4, Page 5] For a pair of empirical measures (T X , T Y ) ∈ P n (X ) × P n (Y) and for all n ≥ 1, we have:
Next we prove that the optimal transport problem for two product distributions (P n X , P n Y ) can be written as a nested optimal transport problem which involves two-level nested (inner and outer) optimal transport subproblems. The inner optimal transport subproblem is E (Q X , Q Y ) (i.e., Monge-Kantorovich's optimal transport problem), and the outer optimal transport subproblem is Strassen's optimal transport problem in which the cost function is set to the inner optimal transport functional
Theorem 1 (Nested Formulas for Optimal Transport). Given two distributions P X and P Y , we have
where A similar nested formula also holds for Monge-Kantorovich's optimal transport problem:
The nested formulas in (12) and (15) imply that both Strassen's and Monge-Kantorovich's optimal transport problems can be seen as two-level nested optimal matching problems. Specifically, in Strassen's optimal transport problem, we aim at finding an optimal matching (i.e., coupling) for two empirical measures and also an optimal matching for the distributions of these two empirical measures. Here a matching is called optimal if the induced ECP is minimized. Similar observations can also be made for Monge-Kantorovich's optimal transport problem.
B. Large Deviations
We next study large deviation theory for Strassen's optimal transport problem. Since X is a Polish space, P(X ) equipped with the weak topology is also Polish [24, Theorem 6.2 and Theorem 6.5]. Let L 1 be a metric on P(X ) compatible with the weak topology, e.g., the Lévy-Prokhorov metric
Similarly, let L 2 be a metric on P(Y) compatible with the weak topology. To obtain a large deviation result, we assume that the optimal transport functional is absolutely continuous.
Assumption 3 (Uniform Continuity of Optimal Transport Functional (UCOTF)). We assume the optimal transport functional
Observe that given the spaces X and Y, the optimal transport functional (Q X , Q Y ) → E (Q X , Q Y ) is only determined by the cost function c. Hence uniform continuity of E is also determined by c.
In general, optimal transport functionals do not necessarily satisfy the condition of UCOTF. However, the following two cases satisfy UCOTF.
1) (Finite Alphabet) X and Y are finite sets and c is arbitrary.
2) (Wasserstein Distance Induced by a Bounded Metric) X = Y is a Polish space equipped with a bounded metric d, i.e., sup x,y d(x, y) < ∞. The cost function c = d p for p ≥ 1. For this case, E = W p p . Obviously, UCOTF is satisfied for the first case. By [5, Corollary 6.13] , UCOTF is satisfied for the second case. A special case of Case 2) is R k , d with d(x, y) = min x − y q , C for q ≥ 1 and a constant C > 0.
We now provide a large deviation principle for Strassen's optimal transport problem. The proof is provided in Appendix C.
Theorem 2 (LDP for Optimal Transport). Let (P X , P Y ) ∈ P(X ) × P(Y). Under Assumptions 1-3, the following hold. 1) For α < E(P X , P Y ), we have
where
2) For α > E(P X , P Y ), we have
Remark 5. When P X , P Y have finite supports, the first case was first proven in [8] by using the method of types.
Remark 6. Without the assumption of UCOTF, we can prove that for α < E(P X , P Y ),
We first discuss about the difference between our LDP theorem above and the LDP theorem for the empirical optimal transport cost given in [19, Theorem 3.1] . In [19, Theorem 3.1], Ganesh and O'Connell studied LDP for the empirical optimal transport cost E (T X n , T Y n ) with (X n , Y n ) ∼ P n X P n Y , and proved that the corresponding rate function is I(t) given in (4). This result is intuitive, since (X n , Y n ) ∼ P n X P n Y and hence the corresponding exponent should be the sum of the exponent for P n X and that for P n Y . However, in our setting, we minimize the probability of the event E (T X n , T Y n ) > α over all couplings P X n Y n ∈ C(P n X , P n Y ). The optimal coupling P X n Y n is not product, and it is even unknown (i.e., we do not have an explicit expression for it). This makes our result more complicated and less intuitive, especially for the case of α > E(P X , P Y ).
In the following, we provide some insight into the expressions in Theorem 2 from the perspective of the primal problem for the case of α < E(P X , P Y ) and from the perspective of the dual problem for the case of α > E(P X , P Y ). For brevity, we focus on the case of finite alphabets.
We first consider the case of α < E(P X , P Y ). For a finite alphabet X , the number of possible types of sequences in a product space X n is polynomial in n (more specifically, which is no larger than (n + 1) |X | ) [25] . This implies that every set A ⊆ X n has a dominant type T X ∈ A in the sense that
Furthermore, by Sanov's theorem [26, Theorem 6.2.10], the distribution µ of the empirical distribution (type) T X of the i.i.d. sequence X n ∼ P n X (or Y n ∼ P n Y ) satisfies large deviation principle with the relative entropy D(· P X ) as the rate function. Hence for a fixed set A, the polynomial term (n + 1) −|X | in the LHS of (21) is dominated by the term µ(A), since µ(A) vanishes exponentially fast.
Observe that
where (23) 
Finally, expressing the exponents of µ(T X ) and ν(T Y ) by relative entropies D(· P X ) and D(· P Y ), we obtain f (α). Hence the exponent in (16) is lower bounded by f (α).
As for the other direction, we show that in fact, the exponent of the upper bound (24) is attained by some coupling π ∈ C(µ, ν). This coupling π is constructed as follows. Let (T * X , T * Y ) be an optimal pair that attains the maximum in (24) .
It is easy to verify the existence of such coupling. The property in (25) ensures that the upper bound (24) is attained by such a coupling π. See the illustration in Fig. 1a . This implies that the exponent in (16) is upper bounded by f (α).
For the case of α > E(P X , P Y ), the intuition behind the lower and upper bounds in (18) is less obvious, because it is difficult to construct an explicit coupling to attain the lower bound. However, since G α (P n X , P n Y ) can be rewritten using Strassen's dual formula (given in (14)), we can construct an explicit (asymptotically) optimal solution to Strassen's dual expression. As illustrated in Fig. 1b , T * X denotes the type T X that satisfies min
and at the same time, minimizes D(T X P X ). The set A = {T * X } is in fact asymptotically optimal in the sense that it asymptotically attains the exponent of the supremum in (14) . This claim follows from the following argument. On one hand, roughly speaking, for the set A = {T X }, the exponent of µ(A) is D(T X P X ), and the exponent of
On the other hand, µ(A) will be exponentially larger than
Hence, roughly speaking, the exponent of G α (P n X , P n Y ) is the minimum of D(T X P X ) over all T X satisfying (27) . Observe that the condition in (26) and the condition in (27) are equivalent. This implies that the exponent of G α (P n X , P n Y ) is g(α).
C. Moderate Deviations
We next study moderate deviation theory for Strassen's optimal transport problem. Assume P X and P Y have finite supports X and Y. For this case, P (X ) and P (Y) are probability simplices. Define P(P X , P Y ) as the set of couplings that attain E(P X , P Y ). Define S := P XY ∈P(P X ,P Y ) supp (P XY ). Define the hyperplane
where C > 0 is a constant only depending on P X , P Y , and c.
Based on Lemma 4, we show that the functionals (P X , P Y ) → E(P X , P Y ) and (β X , β Y ) → θ (β X , β Y ) satisfy the following relationships. The proof is provided in Appendix E.
Lemma 5. Let α = E(P X , P Y ). Then the following hold.
1) For a pair of distributions (Q X , Q Y ) and a number a > 0, we have
2) For a positive sequence {a n } such that a n → 0 as n → ∞, we have for any
We now provide a moderate deviation principle for Strassen's optimal transport problem.
Theorem 3 (MDP for Optimal Transport). Let P X and P Y be two distributions with finite supports. Let α = E(P X , P Y ). Let {a n } be a positive sequence such that a n → 0 and na n → ∞ as n → ∞. The following hold. Fig. 1 : Illustrations of the LDP for Strassen's optimal transport problem given in Theorem 2.
The proof of Theorem 3 is omitted here, since it is almost the same as the proof of Theorem 2, except that the quantities E(P X , P Y ) and D(Q X P X ) are respectively replaced by θ (β X , β Y ) and 1 2
x
. The feasibility of the first replacement follows by Lemma 5 and the feasibility of the second one follows by the moderate deviation theorem in [20] or [26, Theorem 3.7.1].
D. Central Limit Theorems
We next study central limit theorems for Strassen's optimal transport problem. Assume P X and P Y have finite supports X and Y. Denote U x = 1 {X = x} , x ∈ X and U = (U x , x ∈ X ). The mean and covariance of U are respectively
and
Define Φ P X as the Gaussian measure on R |X | with zero mean and covariance matrix Cov
Define a new optimal transport problem as follows:
By Lemma 2, we can rewrite Λ ∆ (P X , P Y ) as
where for A ⊆ S X ,
Recall the definition of S X in (28) . In (31) and (32), "closed A, B" means that A is closed in the space S X and B is closed in S Y . In (31), "closed A, B" can be replaced by "open A, B" (or "compact A, B"). Now we provide the following central limit theorem for the optimal transport cost G α+ ∆ √ n (P n X , P n Y ). The proof is provided in Appendix F.
Theorem 4 (CLT for Optimal Transport). Given two distributions P X and P Y with finite supports, denote α = E(P X , P Y ). Then we have
Remark 7. By checking our proof, it is easy to see that the lower bound above also holds when P X and P Y are two distributions defined on Euclidean spaces (i.e., multivariate distributions defined on R n ).
The following lemma shows that Λ ∆ (P X , P Y ) is right-continuous in ∆. The proof is given in G.
It is well known that the set of discontinuous points for a right-continuous function has Lebesgue measure zero. Hence
III. EXAMPLE: BINARY CASE Now we focus on the binary alphabets case, i.e., X = Y = {0, 1}. We assume P X = Bern(a) and
Consider the Hamming distance as the cost function, i.e., c(x, y) = 1{x = y}. In the following, we apply Theorems 2, 3, and 4 to this case, and then obtain explicit expressions for the asymptotics of G α (P n X , P n Y ) in large deviation, moderate deviation, and central limit regimes.
A. Large Deviations
For distributions Q X = Bern(a ) and Q Y = Bern(b ), we have
The minimum in E (Q X , Q Y ) is attained by
The minimum in E(P X , P Y ) is attained by
Corollary 1 (LDP for Binary Optimal Transport). Given two distributions P X = Bern(a) and P Y = Bern(b), we have:
where a * denotes the unique solution of the equation D(a + α b) = D(a a) with a as the unknown variable.
where a * denotes the maximum among the solutions of the equation D(a + α b) = D(a a) (with a unknown) such that a ≤ b − α (if there is no such a solution, then D(a * a) := +∞), and b * denotes the minimum among the solutions of the equation
Proof: Observe that
= D(a * a). 
B. Moderate Deviations
We now focus on the moderate deviation regime. For
.
Now we have the following corollary. The proof is similar to that of Corollary 1, and hence omitted here.
Corollary 2 (MDP for Binary Optimal Transport). Let P X = Bern(a) and
Let {a n } be a positive sequence such that a n → 0 and na n → ∞ as n → ∞. The following hold.
,
. Corollary 2 is illustrated in Fig. 3 . 
C. Central Limit Theorems
Observe that EU = (a, 1 − a)
and the cumulative distribution function is
where (39) follows since the difference Φ U0 (A ) − Φ V0 (Γ θ≤∆ (A )) is maximized only when A = (−∞, a ] for some a . By simple algebraic manipulations, we obtain the following result.
If σ 2 X = σ 2 Y , then the equation (40) has two solutions:
If a = b, then F X and F Y have the same variance. By the lemma above, for this case, a = −∆/2 is the unique solution of
Hence for this case,
If a < b, then F X and F Y have different variances. For this case, the equation
has two solutions. Denote them respectively as a 1 (∆) and a 2 (∆). Assume a 1 (∆) ≤ a 2 (∆). For this case, (since we assume a < b), we have
Hence in conclusion, we have the following result.
Corollary 3 (CLT for Binary Optimal Transport). Let α = b − a. Given two distributions P X = Bern(a) and P Y = Bern(b), we have:
Corollary 3 is illustrated in Fig. 4 .
IV. APPLICATIONS TO EMPIRICAL OPTIMAL TRANSPORT
We now apply our asymptotic results in Section II to the empirical optimal transport problem. Consider two distributions P X and P Y with finite supports. Let P X n Y n ∈ C(P n X , P n Y ). Then what is the asymptotic behavior of the empirical optimal transport cost E (T X n , T Y n )? There is a long standing interest in studying the asymptotic behavior of empirical optimal transport cost [10] , [13] - [17] . In those works, P X n Y n is set to the product distribution P n X P n Y . We focus on the α-tail probability which is defined as
On the other hand, by the nested optimal transport formula in (12) ,
Hence our results in Section II provide lower bounds on G (α|P X n Y n ). Now we study the LDP, MDP, and CLT for G α (P X , P Y ), which in turn provide upper bounds on G (α|P X n Y n ). Observe that under Assumption 1, {(x n , y n ) : E (T x n , T y n ) ≤ α} is not open. Hence Strassen's duality cannot be directly applied to this case. To avoid this obstacle, we consider the finite alphabet case. For this case, where
Since {(x n , y n ) : E (T x n , T y n ) < α } is open, our proofs of LDP, MDP, and CLT for G α (P n X , P n Y ) also apply to G α (P X , P Y ). Similarly as in Theorem 2, one can show the following LDP for G α (P X , P Y ).
Theorem 5 (LDP for G α (P n X , P n Y )). Let P X and P Y be two distributions with finite supports. The following hold. 1) For α > E(P X , P Y ), we have
2) For α < E(P X , P Y ), we have
Besides the LDP, asymptotic results similar to the MDP and CLT for G α (P n X , P n Y ) also hold for G α (P X , P Y ). We omit the details here.
APPENDIX A BASIC LEMMAS
In this section, we prove several basic lemmas for the optimal transport problem. These lemmas will be used to prove our main results in the subsequent appendices.
Lemma 8. Let X and Y be Polish spaces. Assume that the cost function c satisfies the lower semi-continuity assumption. Then for (P X , P Y ) ∈ P(X ) × P(Y), we have that E(P X , P Y ) is convex in (P X , P Y ) and lower semi-continuous in (P X , P Y ) in the weak topology.
Proof: By definition, it is easy to verify that E(P X , P Y ) is convex in (P X , P Y ). By Kantorovich duality (see Lemma 1),
For any sequence of (P (n)
Lemma 9. Let (P(X ), L) be a Polish metric space. Let f : P(X ) → R be a lower semicontinuous function. Then for any compact B ⊆ P(X ), we have that 1) for any > 0 and any A ⊆ P(X ) such that
and 2) lim
Remark 8. This lemma holds if set f to the optimal transport functional or the relative entropy, since these two functions are both lower semicontinuous.
Remark 9. By this lemma with B set to {Q X } for a distribution Q X ∈ P(X ), we have that for any > 0,
Proof: The inequality (49) is obvious since Q X ∈ B (Q X ). Hence we only prove (50). Let { n } be a sequence of decreasing positive numbers such that lim n→∞ n = 0. For each n, let A n ⊆ B and Q (n) X ∈ A n n be respectively sequences of sets and distributions such that A n ⊆ B ⊆ A n n and f (Q (n) X ) ≤ inf A:A⊆B⊆A n inf Q X ∈A n f (Q X ) + n . Now we claim that there exists a compact subset C such that B 1 ⊆ C. This is because, a closed set in a Polish metric space is compact if and only if it is totally bounded (i.e., it can be covered by finitely many closed ball of fixed size). Hence for any δ > 0, we can find a finite set {Q X,i : 1 ≤ i ≤ m} ⊆ P(X ) such that B ⊆ 1≤i≤m B ≤δ (Q X,i ). On the other hand, by the triangle inequality concerning the metric L, we have that B 1 ⊆ 1≤i≤m B ≤δ+ 1 (Q X,i ) =: C. Obviously, C is compact since it is the union of finitely many closed balls. This proves the claim above.
By definition, Q (n) X ∈ A n n ⊆ B n ⊆ B 1 ⊆ C for all n. Hence the sequence Q (n) X has a convergent subsequence
Lemma 10. Let Z be a compact set in a topological space. Let R >0 → A ⊆ Z be a set-valued function. Assume A is non-decreasing in (i.e., A ⊆ A for all < ). Let f : Z → R be a lower-semicontinuous function. Then
Remark 10. Under the same conditions as in Lemma 10, except that A is non-increasing in and f :
Proof: Obviously, sup
Hence we only need to prove sup
Obviously, sup 
Let δ > 0 be a positive number. We denote {z n ∈ A n : n ∈ N} as a sequence such that for each n,
Since Z is compact, there is a subsequence {z n k : k ∈ N} of {z n : n ∈ N} such that lim k→∞ z n k =ẑ for someẑ ∈ Z.
Obviously, for any > 0,ẑ ∈ A . This impliesẑ ∈ >0 A .
Therefore,
where (64) follows from (60) and (61), (65) follows from (62), (66) follows since f is lower-semicontinuous, and (67) follows from (63).
Lemma 11. Let Z be a convex set. Let f, g : Z → R be convex functions. Denote g min := inf z∈Z g(z). Define for t > g min ,
Then F is continuous and convex 2 on (g min , ∞).
Proof: For > 0 and t 1 , t 2 ∈ R, let z 1 , z 2 be elements in Z such that
By the convexity of f, g, we have that for any λ ∈ [0, 1] and z 1 , z 2 ∈ Z,
) .
Hence
This means
Since > 0 is arbitrary, we have
Hence F is a convex function. Furthermore, any convex function (a, b) → R for a, b ∈ R ∪ {∞} is continuous. Hence F is continuous.
Lemma 12. Let P XY be a joint distribution with marginals P X , P Y , and Q XY a joint distribution with marginals Q X , Q Y . Then
Obviously,
Taking infimum over all Q X X ∈ C(P X , Q X ), Q Y Y ∈ C(P Y , Q Y ) for both sides of (76), we have
APPENDIX B PROOF OF THEOREM 1
Observe that any coupling π ∈ C(µ, ν) is supported on P n (X ) × P n (Y), i.e., π (P n (X ) × P n (Y)) = 1. Hence
On the other hand, by Lemma 3, E (T X , T Y ) = E n (T X , T Y ). Therefore, to prove (12) , it suffices to show that inf P X n Y n ∈C(P n X ,P n Y )
Now we prove this.
First, we prove inf P X n Y n ∈C(P n X ,P n Y )
For P X n Y n ∈ C(P n X , P n Y ), denote P T X n Y n as the distribution of the empirical measure of (X n , Y n ) ∼ P X n Y n . Denote (P n (X ) × P n (Y), Σ (P n (X ) × P n (Y))) as the space of empirical measures, which is a subspace of (P(X ) × P(Y), Σ (P(X ) × P(Y))). Define a function π : Σ (P n (X ) × P n (Y)) → [0, 1] as
for A ∈ Σ (P n (X ) × P n (Y)). We claim that π is a distribution on P n (X ) × P n (Y). This is because 1) π(A) ≥ 0 for A ∈ Σ (P n (X ) × P n (Y)); 2) π(∅) = 0; 3) for all countable collections
π(A k ); 4) π(P n (X ) × P n (Y)) = 1. The points 3) and 4) follow since the collection
of coupling sets forms a partition of P n (X × Y). Now we consider
= P X n Y n (x n , y n ) :
x,y
where (84) follows since by the definition of E n (T X , T Y ), for any
That is, µ, ν are marginal distributions of π. For different T XY , T XY ∈ C n (T X , T Y ),
Therefore, we have that for any A ∈ Σ (P n (X )),
where (88) follows since P X n Y n ∈ C(P n X , P n Y ). By symmetry, we have that for any B ∈ Σ (P n (Y)),
Hence π ∈ C(µ, ν).
Combining (86) with (89), we obtain (79). Next we prove inf P X n Y n ∈C(P n X ,P n Y )
For any distribution π ∈ C(µ, ν), we construct a distribution P X n Y n as follows. For each type pair (T X , T Y ), let T * XY (T X , T Y ) denote the optimal joint type attaining E n (T X , T Y ). (Note that E n (T X , T Y ) is attained since C n (T X , T Y ) is a finite set.) For each type pair (T X , T Y ), let the sequences in the type class T T * XY uniformly share the total probability π(T X , T Y ). That is,
We claim that P X n Y n is a distribution on X n × Y n . This is because 1)
where |·| is the counting measure and T T * XY (T X ,T Y ) is finite for finite n since T T * XY (T X ,T Y ) is a finite set, and (92) follows by Fubini's theorem; 4) P X n Y n (X n × Y n ) = 1. Now we make the following claim.
Claim 1. For any coupling π ∈ C(µ, ν), the P X n Y n constructed above is a coupling of P n X and P n Y . Moreover,
The claim above immediately implies (90). Combining (79) and (90) gives us (78). Hence to complete the proof, we only need to prove this claim.
Observe that any permutation σ of [1 : n] forms a bijection between a type class and itself. Hence for x n ,x n ∈ T T X and x n = x n σ for some permutation σ,
That is, y n : (x n , y n ) ∈ T T * XY does not change with x n . On the other hand,
which, by the property above, does not change with x n ∈ T T X . Hence the marginal distribution on T T X is also uniform, i.e.,
Using the equality in (94), we have that for A ∈ Σ (X n × Y n ),
where (101) follows by (94). Similarly, we have P Y n = P n Y . Therefore, P X n Y n is a coupling of P n X and P n Y .
On the other hand, the distribution defined in (91) satisfies that
Hence we complete the proof of Claim 1.
Note that since X is Polish, the space P(X ) with the weak topology is also Polish [24, Theorem 6.2 and Theorem 6.5]. Similarly, P(Y) with the weak topology is also Polish. On the other hand, by lower semi-continuity of
> α} is open. Hence by Lemma 2, we obtain Equation (13) .
In this subsection, we only provide proofs for (19) and (20) . Equation (16) follows from (19) and (20) as shown in the following.
Combining (19) and (20) with the UCOTF assumption, we obtain that
We notice that by Lemma 10, if lim α ↓α f (α ) < ∞, then (17)) without changing the value of f (α ). Observe that the sublevel set Z is compact. Hence the conditions in Lemma 10 are satisfied. Finally, combining (104) and (105) yields (16) . 1) Lower Bound: By Lemma 1,
Here the condition "open set A" can be replaced with "closed set A".
Then A is open and
By Sanov's theorem [26, Theorem 6.2.10] , for any given A , we have lim sup
We can simplify this bound as follows:
where f − (α) was defined in (19) .
2) Upper Bound: In the following, we design a desired coupling Q of µ and ν. Recall the definition of f + (α) in (20) .
We define π as a nonnegative measure on B (Q * X ) × B (Q * Y ) such that π (·) := kµ(·|B (Q * X ))ν(·|B (Q * Y )).
Define two new nonnegative measures
. Obviously µ (P(X )) = ν (P(Y)) = 1 − k. Define a distribution π such that π(A) :
Then we claim that π is a coupling of µ and ν. This is because for any measurable set A ⊆ P(X ),
and similarly, for any measurable set B ⊆ P(Y),
For the distribution π defined above, by (106), we have
By Lemma 9, we have inf
Since δ, > 0 are arbitrary, we have
Similar to the case of E(P X , P Y ) > α, for the case of E(P X , P Y ) < α, it suffices to prove that
By g(α) = lim α ↑α g(α ), (18) follows. 1) Lower Bound: Compared to the case of α < E(P X , P Y ), our proof of the lower bound for the case of α > E(P X , P Y ) is more complicated. This is because for this case, it seems difficult to construct an explicit coupling to attain the lower bound on the exponent. In the following proof, we utilize Strassen's dual formula given in (13) to derive the lower bound.
We first provide a heuristic proof idea for the lower bound. For the supremum in (13), it does not change if we restrict ν(B c ) ≤ µ(A). That is,
By Sanov's theorem [26, Theorem 6.2.10], roughly speaking, − 1 n log µ(A) = D (Q X P X ) + o n|A (1) for some Q X and
. Furthermore, to approach the exponent of the supremum in the RHS of (109), the sets A and B should choose as small as possible under the conditions that ν(B c ) ≤ µ(A) and that the exponent of µ(A) is unchanged. Hence we should choose A = {Q X } or B (Q X ) for sufficiently small , and
The expression in (111) looks similar to lim α ↑α g(α ). It seems that the heuristic proof works. However, we should note that there are two difficulties in this heuristic proof. 1) Although the expression in (111) and lim α ↑α g(α ) look similar, they are in fact totally different. Observe that (111) is in fact equal to zero, since the infimum is attained by Q X = P X (for this case,
Hence it is not equal to lim α ↑α g(α ). In the formal proof shown in the following, we will address this problem by excluding P X (or a neighborhood of P X ) from A. That is, we will show adding the constraint Q X = P X into the infimum in (111) does not change the value of (111). At the end of the following formal proof, we will show that once the constraint Q X = P X (or equivalently, D(Q X P X ) > 0) is added into the infimum in (111), (111) will turn into lim α ↑α g(α ) which is bounded away from zero. This implies that (111) is "discontinuous" in the feasible region in the sense that whether removing Q X = P X from the feasible region of the infimum in (111) will result in different values. 2) Another difficulty is that in order to show the inequality in (110), we need to swap lim inf n→∞ with the supremum (or infimum) operation. However, this is not feasible in general. In the following formal proof, we use a covering technique (or compactness technique) to address this difficulty. We next provide a formal proof for the lower bound lim α ↑α g(α ). We denote P XY ∈ C(P X , P Y ) as a coupling such that E P XY c(X, Y ) < α. This is feasible since E(P X , P Y ) < α. Denote P n XY as the n-product distribution of P XY with itself. Then by the definition of G α (P n X , P n Y ) and by weak law of large number,
Hence in Strassen's dual formula in (13) , µ(A) + ν(B) − 1 converges to zero. That is, given any δ > 0 and for sufficiently large n, it suffices to restrict A, B in the constraints of the supremum in (13) to satisfy that µ(A) ≤ 1 2 + δ or ν(B) ≤ 1 2 + δ. Therefore, for δ > 0,
Consider the first term in the maximization above, i.e.,
For the optimization problem above, it suffices to consider A, B such that
Now we exclude a neighborhood of P X from A. We show that the condition "µ(A) ≤ 1 2 + δ" in the constraints under the supremum in (113) can be replaced by "A ⊆ B (P X ) c " for sufficiently small .
Lemma 13. Assume UCOTF. Then for all > 0 such that
there exists an N ∈ N such that for all n ≥ N ,
Proof of Lemma 13:
Denote A, B as closed sets such that
We first prove that for sufficiently large n, A ⊆ A for all > 0, and then prove that A ⊆ B (P X ) c for all > 0 satisfying (115). We now prove A ⊆ A by contradiction. Suppose that
for some Q X ∈ A and > 0. By the assumption of UCOTF, for > 0,
Let be small enough such that o (1) < . Then combining (119) and (120), we have
Combining (118) (117)). Hence for sufficiently large n, A ⊆ A .
We next prove A ⊆ B (P X ) c . By the definition of A and (115), we have B (P X ) ⊆ A c , i.e.,
This completes the proof of Lemma 13. By the assumption of UCOTF,
On the other hand, E (P X , P Y ) < α. Hence all sufficiently small > 0 satisfy (115). It means that given a sufficiently small > 0, for all sufficiently large n, it suffices to consider A such that A ⊆ B (P X ) c in the optimization problem (113).
Until now, Difficulty 1 has been addressed since we have already shown A ⊆ B (P X ) c . We next address Difficulty 2 by using a covering technique. Define 
Similarly, there also exists another cover 
Now we claim that lim sup n→∞ 1 n log µ(G c 1 ) ≤ −a. This is because, by Sanov's theorem [26, Theorem 6.2.10], lim sup
Similarly, we have lim sup n→∞ 1 n log ν(G c 2 ) ≤ −a. Hence if we let a be large enough, the exponent of µ(G c 1 ) + ν(G c 2 ) would be larger than g(α). Hence we only need to prove the exponent of the supremum term in (123) is not smaller than g(α).
For A ⊆ G 1 , we denote
. By definition, the following property holds.
We upper bound the supremum term in (123) as follows:
where (124) 
and (127) follows by setting A = i∈L1 B /4 (Q X,i ), B = i∈L2 B /4 (Q Y,i ). Since k 1 and k 2 are finite and fixed, given , the terms o n| (1) in the exponents in (126) can be made to converge to zero uniformly for all
That is, the terms o n| (1) in the exponents in (126) do not depend on L 1 , L 2 . It means that the terms o n| (1) in the exponents in (127) do not depend on A, B. Now we replace the constraint
such that lim ↓0 b ( ) = 0. This is feasible because
for some function θ : R >0 → R >0 such that lim ↓0 θ ( ) = 0, where (128) follows by Pinsker's inequality, and (129) follows since the TV-distance is not weaker than any metric compatible with the weak topology. Hence (127) is lower bounded by
On the other hand,
By the definition of infimum, for any > 0 and any closed set A, one can find an element Q X ∈ A such that
Continuing (133), we obtain that lim sup
where (135) follows by (132), (134), and the fact that o n| (1) ≥ − for sufficiently large n; (136) follows by the equivalence
and (139) follows since adding the constraint inf
Since , > 0 are arbitrary, by (140), we obtain that
In the above, for brevity, we lower bound (142) by (143). This follows by b ( ) > 0 and the fact that given any > 0, o (1) ≤ holds for sufficiently small > 0. In (144), we remove the last term − from (143). This follows since the function ( , ) → inf
is non-increasing in for a given and also non-increasing in for a given . This means the supremum in (144) is approached only when , → 0.
Obviously, Q , is non-increasing in for a given and also non-increasing in for a given . We now rewrite the lower bound in (144) as follows:
We next simplify the RHS of (145). Assume E X (α) is finite, i.e., E X (α) ≤ M for some finite number M . This is true if lim α ↑α g(α ) is finite. Then by this assumption,
That is, for any , > 0, inf
Let δ > 0 be a positive number. Hence for any , > 0,
Taking sup , >0 for both sides of (147), we obtain that
By [27, Theorem 20] , {Q X : D(Q X P X ) ≤ M + δ} is compact. Using Lemma 10 by substituting
we obtain that for > 0,
Using Lemma 10 again by substituting
we obtain that
By a similar argument as (146)-(148), the constraint Q X ∈ {Q X : D(Q X P X ) ≤ M + δ} can be removed from the RHS of (149). That is, sup
Now we rewrite Q as follows:
where (157) follows since, on one hand, by Lemma
and on the other hand, we remove the constraint D(Q X P X ) > 0 from (156). Combining (145), (150), and (157) yields that
Combining this with (123), we have
By symmetry, we obtain
Therefore, by (112),
2) Upper Bound: Consider that
where in (159), we set A = B (Q X ) := {Q X : L 1 (Q X , Q X ) < } for some fixed Q X and some > 0 and then apply Sanov's theorem [26, Theorem 6.2.10] to µ(A) and ν(Γ E≤d (A)). By Lemma 9,
On the other hand, by the assumption of UCOTF,
Substituting (160) (1) .
. Then given each Q X ∈ Q, for all sufficiently small > 0, inf
This follows by the continuity of y c(x, y) . Fix such a pair (Q X , ) and let n → ∞. Then by (160) we obtain
Fix Q X ∈ Q and let → 0, then we get the following upper bound:
Since Q X ∈ Q is arbitrary, we take infimum over all Q X ∈ Q. Then we obtain
We now remove the union operation in (168). We claim that
We next prove this claim. For any Q X ∈ Q 2 , one can find a number δ > 0 such that
Obviously, P X / ∈ Q 1 . Hence Q X = P X (i.e., D(Q X P X ) > 0).
Let be small enough such that δ ≥ o |Q X (1). Then
That is,
This implies (169), i.e., the claim above. Combining (168) and (169) yields
Then, combining (165) with (172), we have
x,y β XY (x, y)c(x, y).
Observe that
is bounded away from +∞. Otherwise, we have E(P X + β X , P Y + β Y ) = +∞ for any > 0, which is impossible since E(P X , P Y ) ≤ c max := max x,y c(x, y) for any (P X , P Y ). Therefore,
By symmetry, we can obtain
APPENDIX E PROOF OF LEMMA 5
We first prove (29). Denote Q * XY ∈ C(Q X , Q Y ) as an optimal distribution attaining E (Q X , Q Y ). Denote P * XY ∈ P(P X , P Y ) as an optimal distribution attaining E (P X , P Y ) with supp (P * XY ) = S. We can write
Next we prove (30). By definition, E (P X + a n β X , P Y + a n β Y ) = min
Denote P * XY ∈ P(P X , P Y ) as an optimal distribution attaining E (P X , P Y ) with supp (P * XY ) = S. For > 0, denote β * XY ∈ C (β X , β Y ) as a bivariate function such that {(x, y) : β * XY (x, y) < 0} ⊆ S and
x,y β * XY (x, y)c(x, y) ≤ θ (β X , β Y ) + .
Now we set P
(n) XY = P * XY + a n β * XY . Then P (n) XY ∈ C(P X + a n β X , P Y + a n β Y ). Moreover, for sufficiently large n, we have a n ≤ min (x,y):β * XY (x,y)<0 P * XY (x,y) −β * XY (x,y) , which guarantees P (n) XY (x, y) ≥ 0, ∀(x, y). Hence for sufficiently large n, E (P X + a n β X , P Y + a n β Y ) ≤ E P (n) XY c(X, Y ) = d + a n E β * XY c(X, Y ) ≤ α + a n (θ (β X , β Y ) + ) .
Since > 0 is arbitrary, we obtain (30).
APPENDIX F PROOF OF THEOREM 4
Let F n be the empirical cumulative distribution function of the sequence of i.i.d. random variables X 1 , X 2 , X 3 , . . . with cumulative distribution function F . Define the centered and scaled version of F n by G n (x) = √ n(F n (x) − F (x))
indexed by x ∈ R. By the classical central limit theorem for empirical processes, for fixed x, the random variable G n (x) converges in distribution to a Gaussian (normal) random variable G(x) with zero mean and variance F (x)(1 − F (x)) as the sample size n grows. In this section, since we only consider the finite alphabet case, w.l.o.g., for distributions P X and P Y , we also use the same notations P X and P Y to denote their probability mass functions.
A. Lower bound
Choose A ⊆ S X and B ⊆ S Y as open sets such that θ (β X , β Y ) > ∆, ∀β X ∈ A , β Y ∈ B and
We obtain that 
where (177) follows by Lemma 5 and (179) follows by Lemma 14.
Since (180) holds for any > 0, we have lim inf n→∞ G α+ ∆ √ n (P n X , P n Y ) ≥ Λ ∆ (P X , P Y ).
B. Upper bound
For brevity, we assume X = Y. It is easy to check that our proof also applies to the case X = Y. Denote L := [−L, L] |X | ∩S X . Then for any element β ∈ L, we define the m-type approximation of β as By Lemma 12,
where C := 2|X | c ∞ . Therefore,
where (185) follows by Lemma 5 and the fact that L m is finite and fixed (which does not change with n). The inequality (185) implies that
is asymptotically uniformly upper bounded by C m for all (β X , β Y ) ∈ Θ m (L) × Θ m (L). For > 0, define {(A n , B n )} with A n ⊆ P (X ) , B n ⊆ P (Y) as a sequence of pairs of closed sets such that 
≤ sup
where δ n,L, := µ P X + S X \L √ n + ν P Y + S Y \L √ n + δ L, := Φ P X (S X \L) + Φ P Y (S Y \L) + , 
APPENDIX G PROOF OF LEMMA 6
By definition, lim ∆ ↓∆ Λ ∆ (P X , P Y ) ≤ Λ ∆ (P X , P Y ).
where (195) follows by the continuity of measure. Now we prove for any given closed set A ⊆ S X , lim ∆ ↓∆ Γ θ≤∆ (A ) = Γ θ≤∆ (A ).
On one hand, obviously, lim
On the other hand, for any β Y / ∈ Γ θ≤∆ (A ), it satisfies θ (β X , β Y ) > ∆, ∀β X ∈ A . By Lemma 4, θ (β X , β Y ) is continuous in (β X , β Y ). Moreover, A is a compact set. Hence inf β X ∈A θ (β X , β Y ) = min β X ∈A θ (β X , β Y ) > ∆. This implies inf β X ∈A θ (β X , β Y ) > ∆ for some ∆ > ∆, i.e., β Y / ∈ Γ θ≤∆ (A ) for some ∆ > ∆. It further implies
Combining (196) 
