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Abstract. We present a new class of prior measures in connection to `p regularization techniques when p ∈ (0, 1)
which is based on the generalized Gamma distribution. We show that the resulting prior measure
is heavy-tailed, non-convex and infinitely divisible. Motivated by this observation we discuss the
class of infinitely divisible prior measures and draw a connection between their tail behavior and
the tail behavior of their Le´vy measures. Next, we use the laws of pure jump Le´vy processes in
order to define new classes of prior measures that are concentrated on the space of functions with
bounded variation. These priors serve as an alternative to the classic total variation prior and result
in well-defined inverse problems. We then study the well-posedness of Bayesian inverse problems
in a general enough setting that encompasses the above mentioned classes of prior measures. We
establish that well-posedness relies on a balance between the growth of the log-likelihood function
and the tail behavior of the prior and apply our results to special cases such as additive noise models
and linear problems. Finally, we discuss some of the practical aspects of Bayesian inverse problems
such as their consistent approximation and present three concrete examples of well-posed Bayesian
inverse problems with heavy-tailed or stochastic process prior measures.
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1. Introduction. Gaussian prior measures are perhaps the most commonly used class of
priors in infinite-dimensional Bayesian inverse problems. While the Gaussian class is very
conveninet to use in both theory and practice, it has serious shortcomings in modelling of
certain types of prior knowledge such as sparsity. In this article we introduce some non-
Gaussian prior measures that are able to model parameters that are compressible or have
jump discontinuities. We will discuss our goals in more detail after a brief introduction to the
Bayesian framework for solution of inverse problems.
Consider the problem of estimating a parameter u ∈ X from a set of measurements y ∈ Y
where both X and Y are Banach spaces and y is associated with u through a model of the
form
(1.1) y = G˜(u).
G˜ is a generic stochastic mapping that models the relationship between the parameter and the
observed data by taking the measurement noise into account (be it additive, multiplicative
etc). As an example, if the measurement noise is additive then we can write
G˜(u) = G(u) + η
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2where G : X 7→ Y is the (deterministic) forward model and η is the (random) measurement
noise which is independent of u. We want to estimate the parameter u given a realization of
y. Since the map G may not be stably invertible this problem is in general ill-posed.
Here we consider the Bayesian framework for solution of such ill-posed problems. Recall
the infinite-dimensional version of Bayes’ rule [51] which is understood in the sense of the
Radon-Nikodym theorem [8, Thm. 3.2.2]:
(1.2)
dµy
dµ0
(u) =
1
Z(y)
exp (−Φ(u; y)) where Z(y) =
∫
X
exp(−Φ(u; y))dµ0(u).
Here µ0 is the prior measure which reflects our prior knowledge of the parameter u, Φ(u; y)
is the likelihood potential that can be thought of as the negative log of the density of the data
conditioned on the parameter u and µy is the posterior measure on u. The posterior µy is, in
essence, an updated version of the prior µ0 that is informed by the data y.
The Bayesian approach has attracted a lot of attention in the last two decades [13, 36, 51].
Put simply, the unknown parameter u is modelled as a random variable and our goal is
to obtain a probability distribution µy on u that is informed by the data y and our prior
knowledge about u (modelled by the measure µ0). We can generate samples from the posterior
µy and if this measure is concentrated around the true value of the parameter, the sample
mean or median will be good estimators of the true value of the parameter.
The Bayesian approach is well-established in the statistics literature [14, 5] where it is
often applied in the setting where X,Y are finite-dimensional spaces. Here we take X to be an
infinite-dimensional Banach space, motivation by applications where the parameter u belongs
to a function space such as L2 or BV (the space of functions with bounded variation). Such
problems arise when the forward map involves the solution of a partial differential equation
(PDE) or an integral equation such as the examples in Section 5.
In practice we solve these problems by discretizing the forward model and approximating
the infinite-dimensional problem with a finite dimensional one. An important task is to ensure
that the finite dimensional approximation to the posterior measure remains consistent with
the infinite-dimensional posterior measure. For example, we require that the finite dimen-
sional posterior converges to the (true) infinite-dimensional measure in the limit when the
discretization is infinitely fine. Ensuring this consistency is a delicate task. An example of an
inconsistent discretization of an infinite dimensional inverse problem was studied in [39] where
the authors demonstrated that the total variation prior loses its edge preserving properties in
the limit of fine discretizations. In order to resolve this issue we study the infinite-dimensional
inverse problem before constructing the discrete approximations.
In this article we set out to achieve the following goals:
G1. Construct a new class of infinitely divisible prior measures for recovery of compressible
parameters in connection to `p regularization techniques when p ∈ (0, 1).
G2. Present a systematic study of the class of infinitely divisible prior measures.
G3. Introduce an alternative to the classic total variation prior using the laws of pure Jump
Le´vy process that is well-defined in infinite dimensions.
G4. Present a theory of well-posedness for Bayesian inverse problems that encompasses the
prior measures introduced under G1–G3.
3Let us motivate some of these goals with an example.
Example 1. Suppose u ∈ Rn and the data y ∈ Rm is generated via the model
y = Au+ η, η ∼ N (0, σ2I)
where A ∈ Rn×m, σ > 0 is fixed and I is the m×m identity matrix. We wish to estimate u
given y. Here we are taking X = Rn, Y = Rm and the forward map has the form G(u) = Au.
Since η has a Gaussian density we can write the likelihood potential Φ(u; y) as:
Φ(u; y) =
1
2σ2
‖Au− y‖22.
Then, Bayes’ rule gives
dµy
dµ0
(u) =
1
Z(y)
exp
(
− 1
2σ2
‖Au− y‖22
)
.
Now define the prior measure via
(1.3)
dµ0
dΛ
(u) =
1
U
exp
(−‖u‖pp)
where dΛ denotes the Lebesgue measure on Rn, ‖ · ‖p denotes the usual `p (quasi-)norm in
Rn for p > 0 and U is the appropriate normalizing constant. Then the posterior µy can be
identified via its Lebesgue density as
(1.4)
dµy
dΛ
(u) =
1
Z(y)
exp
(
− 1
2σ2
‖Au− y‖22 − ‖u‖pp
)
.
The maximizer of the posterior density is referred to as the maximum a posteriori (MAP)
estimate. Formally, the MAP estimate of the posterior in (1.4) is given by
uMAP = arg min
z∈Rn
{
1
2σ2
‖Az − y‖22 + ‖z‖pp
}
.
For p ≥ 1 this optimization problem is convex and can be solved efficiently. Taking p = 1
results in the well-known `1-regularization technique which is often used in the recovery of
sparse solutions. For values of p ∈ (0, 1) the resulting optimization problem is no longer
convex but it is a good model for recovery of sparse or compressible solutions [26, 42].
It is straightforward to check that the prior distribution (1.3) for p ∈ (0, 1) is non-convex
and heavy-tailed. However, we will see that this measure belongs to the much larger class of
infinitely divisible measures. Formally, a random variable ξ is infinitely-divisible if for every
n ∈ N its law coincides with the law of ∑nk=1 ξ1/nk where {ξ1/nk } are i.i.d. random variables.
Thus, the above example is our first attempt at demonstrating the potential of infinitely-
divisible prior measures (goals G1 and G2) that are introduced in Section 2. The connection
between sparse recovery and heavy-tailed or infinitely divisible priors has been observed in
the literature. Unser and Tafti [54] and Unser et al. [56, 55] study the sparse behavior of
stochastic processes that are driven by infinitely divisible force terms and advocate their use
4in solution of inverse problems. A detailed discussion of some heavy-tailed prior distributions
such as generalizations of the student’s-t distribution and the `p-priors can also be found in
the dissertation [42]. Finally, Polson and Scott [47] and Carvalho et al. [16] propose a class
of hierarchical horseshoe priors that are tailored to the recovery of sparse signals.
In practice, solving a Bayesian inverse problem often refers to either identifying the poste-
rior measure µy (such as in (1.4)) or extracting certain statistics from it such as the mean, the
variance, maximizer of the density etc. But before we can solve a Bayesian inverse problem
we need to know whether the problem is well-posed to begin with (point G4 above): Does µy
exist? Is it defined uniquely? Does it depend continuously on the data y? And finally, can
we approximate it in a consistent manner?
Later on we see that the well-posedness of a Bayesian inverse problem relies on the type
of prior measure µ0 that is chosen during the modelling step as well as certain properties of
the potential Φ. Well-posed Bayesian inverse problems were studied in [51, 20] with Gaussian
prior measures, in [21] with Besov priors, in [34] with convex prior measures and in [22, 52]
with heavy-tailed priors on separable Banach spaces. We note that our well-posedness results
in this article are closely related to those of [22]. The main difference is that our theory
does not rely on the assumption that the parameter space X is separable and we impose
slightly different conditions on the potential Φ. The non-separability condition is particularly
interesting when one takes X to be Cα(the space of Ho¨lder continuous functions) or BV ,
neither of which are separable. In Section 3 we introduce a class of prior measures that are
concentrated on BV and have piecewise constant samples (goal G3). This example is later
used in Section 5 as a prior measure in a deblurring problem.
1.1. Key definitions and notation. We gather here some key definitions and assumptions
that are used in the remainder of the article. We let R+ denote the positive real line [0,∞)
and use the shorthand notation a . b when a and b are real valued functions and there exists
an independent constant C > 0 such that a ≤ Cb. Given two random variables ξ and ζ we
use the notation ξ
d
= ζ to denote that they have the same laws (or distributions).
We use the shorthand notation {γk} to denote a sequence of elements {γk}∞k=1 in a vector
space. The usual `p sequence spaces for p ∈ [1,∞] are defined as the space of real valued
sequences {γk} such that ‖{γk}‖p <∞ where
‖{γk}‖p :=
( ∞∑
k=1
|γk|p
)1/p
if p ∈ [1,∞) and ‖{γk}‖∞ := sup
k
|γk|.
Similarly, we define the ‖ · ‖p norms of finite dimensional vectors. In particular ‖ · ‖2 will
denote the usual Euclidean norm. Given a positive definite matrix Σ of size m×m, we define
the norm
‖x‖Σ := ‖Σ−1/2x‖2 for x ∈ Rm.
Throughout the article we use Λ to denote the Lebesgue measure in finite dimensions.
Given a Borel measure µ on a Banach space X we define the spaces Lp(X,µ) for p ∈ [1,∞)
as the space of µ-equivalent classes of functions h : X 7→ R such that |h|p is µ-integrable. We
also use the shorthand notation Lp(X) instead of Lp(X,Λ) whenever we are working with the
Lebesgue measure. Finally, if X is a Banach space, we use X∗ to denote the topological dual
5of X and BX(r) to denote the open ball of radius r > 0 in X that is centered at the origin.
The shorthand notation BX denotes the unit ball.
We shall consider the prior probability measure µ0 to be in the class of Borel probability
measures on X. In some cases we assume that the prior µ0 is Radon meaning that it is an
inner regular probability measure on the Borel sets of X. Furthermore, whenever we say that
µ is a probability measure on X we automatically mean that µ(X) = 1. Finally, throughout
this article we only consider complete probability measures in the following sense: If µ is a
Borel probability measure on X and A is a set of µ-measure zero then every subset of A also
has measure zero.
In this article we focus on the following notion of a well-posed Bayesian inverse problem:
Definition 1.1 (Well-posedness). Suppose that X is a Banach space and d(·, ·) 7→ R is a
metric on the space of Borel probability measures on X. Then for a choice of the prior
measure µ0 and the likelihood potential Φ, the Bayesian inverse problem given by (1.2) is
well-posed with respect to d if:
1. (Existence and uniqueness) There exists a unique posterior probability measure µy 
µ0 given by Bayes’ rule (1.2).
2. (Stability) For every choice of  > 0 there exists a δ > 0 so that d(µy, µy
′
) ≤  for all
y, y′ ∈ Y so that ‖y − y′‖Y ≤ δ.
We will study the convergence of probability measures using the Hellinger and total varia-
tion metrics on the space of probability measures on X. For two probability measures µ1 and
µ2 that are absolutely continuous with respect to a third measure ν on X, the total variation
and Hellinger metrics are defined as
(1.5)
dTV (µ1, µ2) :=
1
2
∫
X
∣∣∣∣dµ1dν − dµ2dν
∣∣∣∣ dν and dH(µ1, µ2) :=
1
2
∫
X
(√
dµ1
dν
−
√
dµ2
dν
)2
dν
1/2 .
Both metrics are independent of the choice of the measure ν [8, Lem. 4.7.35]. Furthermore,
convergence in one of these metrics implies convergence in the other, due to the following
inequalities (see [8, Lem. 4.7.37] for a proof)
(1.6) 2d2H(µ1, µ2) ≤ dTV (µ1, µ2) ≤
√
8dH(µ1, µ2).
However, one might prefer to work with the Hellinger metric as it relates directly to the error
in expectation of certain functions. Suppose that h ∈ L2(X,µ1) ∩ L2(X,µ2). Then using the
Radon-Nikodym theorem and Ho¨lder’s inequality one can show (see [34, Sec. 1] for details)
(1.7)
∣∣∣∣∫
X
h(u)dµ1(u) −
∫
X
h(u)dµ2(u)
∣∣∣∣ ≤ 2(∫
X
h2(u)dµ1 +
∫
X
h2(u)dµ2
)1/2
dH(µ1, µ2).
For reasons that will become clear in Section 4, we prefer to study the well-posedness of
inverse problems using both the Hellinger and total variation metrics. The main difference is
in the restrictions that we need to impose on the prior µ0 in order to obtain a certain rate of
convergence for each metric.
62. Infinitely-divisible prior measures. We start by presenting a generalization of the prior
distribution (1.3) that was considered in Example 1. We show that this prior belongs to a
larger class of distributions that are closely related to `p regularization techniques. We shall
extend these distributions to measures on Banach spaces with an unconditional Schauder basis
and observe that they belong to the much larger class of infinitely-divisible (ID) measures (see
Definition 2.8). Motivated by this connection between `p regularization and ID priors, we
turn our attention to the ID class and discuss some of its properties. In particular, we study
the tail behavior of ID priors with respect to their Le´vy measures (see Definition 2.10).
2.1. A class of shrinkage priors with compressible samples. When faced with the prob-
lem of recovering a sparse or compressible parameter we require the prior measure to reflect
the intuition that the solution to the inverse problem is likely to have only a few large modes
in some basis and the rest of the modes are negligible (see [42, Sec. 6.1]). Such prior distribu-
tions are often referred to as “shrinkage priors” and they have been the subject of extensive
research [47, 16, 28, 18, 17]. In this section we consider a few examples of shrinkage priors
that are closely related to `p regularization techniques.
Most of the existing literature on shrinkage priors is focused on finite dimensional problems
but we present an extension of these priors to infinite-dimensional Banach spaces. Since
compressibility is often considered with respect to a basis, it makes sense for us to consider a
parameter space that has a basis.
Given a parameter space X, or at least a subspace X˜ ⊆ X that has an unconditional
Schauder basis {xk}, we construct random variables of the form
(2.1) u ∼
∞∑
k=1
γkξkxk
where {γk} is a fixed sequence of real valued coefficients that decay sufficiently fast and the
{ξk} are a sequence of independent real valued random variables that need not be identically
distributed. We will take the prior measure µ0 to be the law of the random variable u in (2.1).
We refer to such a prior measure µ0 as the product prior obtained from {γk} and {ξk}. This
construction of the prior is reminiscent of the Karhunen-Loe´ve expansion of Gaussian measures
[7, Thm. 3.5.1]. The following theorem gives sufficient conditions that ensure ‖·‖X <∞ µ0-a.s.
Theorem 2.1.[34, Thm. 3.9] Suppose that X is a Banach space with an unconditional
Schauder basis and let u be as in (2.1). If {γ2k} ∈ `p and {Varξk} ∈ `q for 1 < p, q < ∞ so
that 1/p + 1/q = 1 (with p = 1 for the limiting case when q = ∞), then ‖u‖X < ∞ a.s. In
particular, if the {ξk} are i.i.d., Varξ1 <∞ and {γk} ∈ `2, then ‖u‖X <∞ a.s.
We can also show that the product prior µ0 that is induced by (2.1) is Radon. Proof of
the next theorem follows the same approach as [34, Thm. 3.10(ii)] and is hence omitted.
Theorem 2.2. Let µ be the probability measure that is induced by the random variable u
given by (2.1) where {γk} and {ξk} satisfy the conditions of Theorem 2.1. Then µ is a Radon
probability measure on X if the random variables {ξk} are distributed according to Radon
probability measures on R.
Before going further we present a result on the second raw moment of product priors which
will be useful throughout the remainder of the article.
7Theorem 2.3. Suppose that X is a Banach space with an unconditional Schauder basis
{xk} and let µ be the product prior obtained from {γk} ∈ `2 and {ξk} where ξk are i.i.d. and
Varξk <∞. Then ‖ · ‖X ∈ L2(X,µ).
Proof. Let uN =
∑N
k=1 γkξkxk then for M > N > 0 we have∣∣∣∣∫
X
‖uM‖2X dµ−
∫
X
‖uN‖2X dµ
∣∣∣∣ = ∣∣∣∣∫
X
(‖uM‖X − ‖uN‖X)(‖uM‖X + ‖uN‖X) dµ
∣∣∣∣
By Theorem 2.1 we know that ‖u‖X <∞ a.s. and so in the limit as M,N 7→ ∞, |(‖uM‖X −
‖uN‖X)| 7→ 2‖u‖X and |(‖uM‖X − ‖uN‖X)| 7→ 0 and so {‖uN‖2X} is Cauchy in L2(X,µ).
We are now in position to discuss a few examples of shrinkage priors. Motivated by
Example 1, we define the class of `p-priors as follows:
Definition 2.4 (`p-prior). Let X be a Banach space with an unconditional Schauder basis
{xk}, then we say that a Radon probability measure µ is an `p-prior on X if its samples can
be expressed as u =
∑∞
k=1 γkξkxk where {γk} ∈ `2 and {ξk} is an i.i.d. sequence of real valued
random variables with Lebesgue density
(2.2) ξk ∼ p
2αΓ(1/p)
exp
(
−|t|
p
αp
)
dΛ(t)
where p ∈ (0,∞) and α = √Γ(1/p)/Γ(3/p).
Here Γ denotes the usual Gamma function. The distribution in (2.2) belongs to the larger
class of Generalized Normal distributions [44]. This class is also referred to as a Kotz-type
distribution [43] or a generalized Laplace distribution [37]. Here we will not use either of these
terms and simply refer to this distribution as the `p-distribution to emphasize its connection
to `p-regularization techniques. The random variables ξk have bounded moments of all orders
(see [44] or the discussions following the definition of the Gp,q-prior below), in fact
E ξsk =
αs(1 + (−1)s)
2Γ(1/p)
Γ
(
s+ 1
p
)
for s ∈ N.
In particular we have that Varξk = 1 and so it follows from Theorem 2.3 that the `p-prior
has bounded second moments.
Another, closely related class of priors to the `p-priors can be obtained by a symmetrization
of the Weibull distribution:
Definition 2.5 (Wp-prior).Let X be a Banach space with an unconditional Schauder basis
{xk}, then we say that a Radon probability measure µ is a Wp-prior on X if its samples can
be expressed as u =
∑∞
k=1 γkξkxk where {γk} ∈ `2 and {ξk} is an i.i.d. sequence of real valued
random variables with Lebesgue density
(2.3) ξk ∼ p
α
( |t|
α
)p−1
exp
(
−|t|
p
αp
)
dΛ(t),
where p ∈ (0,∞) and α = (2Γ(1 + 2/p))−1/2.
The distribution of ξk is simply a symmetric version of the well-known Weibull distribution
[35], hence the name Wp. A straightforward calculation shows that Varξk = 1 and once again
it follows from Theorem 2.3 that the Wp-priors have bounded second moments.
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p < 1 the `p distribution has non-convex level sets and puts a large portion of its mass close
to the axes (see Figure 1). This behavior becomes stronger for smaller p and suggests that
the `p-prior will incorporate sparse behavior as p 7→ 0.
The Wp distribution behaves very differently in comparison to the `p distribution. For
p < 1 the Wp distribution blows up at the origin (see Figure 1(a)). This means that the
Wp distribution puts more of its mass at the origin which leads us to believe that it must
incorporate stronger compressibility than the `p distribution.
Further insight into the behavior of the Wp-prior can be obtained by considering its MAP
point estimate in finite dimensions. Formally, using this prior in Example 1 gives rise to an
optimization problem of the form
uMAP = arg min
z∈Rn
{
1
2
‖Az − y‖22 + ‖z‖pp + (1− p)
n∑
k=1
log(|zk|)
}
.
Of course, the log term on right hand side is not bounded from below and so we cannot gain
much insight from this problem. However, we can consider a slightly modified version of this
optimization problem by introducing a small parameter  > 0
u = arg min
z∈Rn
{
1
2
‖Az − y‖22 + ‖z‖pp + (1− p)
n∑
k=1
log(+ |zk|)
}
.
Now if  is small then the log term will heavily penalize any modes of the solution that are on
a larger scale than that of  and so we expect that most of the modes of the solution u will
be on the scale of the small parameter . The stronger shrinkage of the posterior due to the
Wp-prior is also evident in Figure 2 where we compare a prototypical example of posteriors
that arise from the Wp and `p priors for solution of Example 1 in 2D. Here, we clearly see that
the W1/2-prior results in a posterior that is highly concentrated around the axes compared to
the posterior that arises from `1/2-prior which is more spread out. Note that in either case,
the posteriors are highly concentrated around the axes meaning that the map estimates as
well as most of the samples from these posteriors will incorporate sparsity.
Comparing the distributions (2.2) and (2.3) suggests the definition of a larger class of
priors that can interpolate between the `p and Wp-priors. To this end, we introduce a new
class of prior measures called the Gp,q-priors. The letter G is chosen due to the connection of
the one dimensional version of these measures to the generalized Gamma distribution [10].
Definition 2.6 (Gp,q-prior).Let X be a Banach space with an unconditional Schauder basis
{xk}, then we say that a Radon probability measure µ is a Gp,q-prior on X if its samples can
be expressed as u =
∑∞
k=1 γkξkxk with {γk} ∈ `2 and {ξk} is an i.i.d. sequence of real valued
random variables with Lebesgue density
(2.4) ξ1 ∼ p
2αΓ(q/p)
∣∣∣∣ tα
∣∣∣∣q−1 exp(− ∣∣∣∣ tα
∣∣∣∣p) dΛ(t),
where p ∈ (0,∞) and α = (Γ(q/p)/Γ((2 + q)/p))1/2.
9Figure 1: Contour plots of `p and Wp densities in 2D for different values of p.
Figure 2: A prototypical example of densities that arise in the solution of Example 1 in 2D
with the `1/2 (top row) and W1/2 priors (bottom row). From left to right columns: The
likelihood that arises from the additive Gaussian noise model, the prior densities and the
resulting posteriors. The densities are rescaled for better visualization.
Using the change of variables s = t
p
βp we see that for k, β ≥ 0∫ ∞
0
tk
(
t
β
)q−1
exp
(
−
(
tp
βp
))
dΛ(t) =
β
p
∫ ∞
0
s
k+q
p
−1
exp (−s) dΛ(s) = β
k+1
p
Γ
(
k + q
p
)
.
Setting k = 0 leads us to the normalizing constant in the definition of the distribution in (2.4).
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Furthermore, we obtain the following expression for the moments of the Gp,q distributions
E |ξ1|s = α
s(1 + (−1)s)Γ ((s+ q)/p)
2Γ (q/p)
s ∈ N.
In particular Varξ1 = α
2Γ((2 + q)/p)/Γ(q/p) = 1. Clearly, the `p prior is equivalent to Gp,1
and Wp is equivalent to Gp,p. Furthermore, the G1,q distribution coincides with a symmetriza-
tion of the the Gamma distribution. For q < 1 the distribution (2.4) will blow up at the origin
and so it will put a lot of its mass at zero. The Gp,q distributions belong to the class of ID
measures by the following theorem of Bondesson.
Theorem 2.7 ([10, Cor. 2]). All probability density functions on (0,∞) of the form
pi(t) =
p
αΓ(q/p)
(
t
α
)q−1
exp
(
−
(
t
α
)p)
are ID for q, α > 0 and 0 < p ≤ 1.
Later on we show that if the ξk are distributed according to an ID distribution then the
corresponding product prior on X will also be an ID probability measure. Then the Gp,q-
priors are also ID. This fact suggests the question of what other types of ID measures are
good models for compressibility? We know that heavy-tailed distributions such as the Cauchy
or Student’s t distributions are ID and they incorporate compressible samples as well. Then
there is much to be gained from the study of ID prior measures in Bayesian inverse problems.
To the best of our knowledge a thorough study of the compressible behavior of ID distributions
is still missing in the literature. The closest reference in this direction is the works of Unser
et. al. [54, 56, 55]. While we do not study the modelling of compressible parameters, we
recognize the potential impact of ID priors in this subject and so we dedicate the remainder
of this section to the study of ID priors.
2.2. Infinitely divisible priors. We begin by collecting some results on the class of ID
probability measures on Banach spaces. We only present the results that are needed in
our exposition and refer the reader to [41] for a detailed introduction to ID measures on
Banach spaces. Further reading can be found in the monograph [54] which contains a modern
treatment of ID probability measures on nuclear spaces and the books [3, 49, 50] that are
good references on the theory of ID measures in finite dimensions.
Recall that given a Borel probability measure µ on a Banach space X its characteristic
function µˆ : X∗ 7→ C is given by
µˆ(%) =
∫
X
exp(i%(u))dµ(u) ∀% ∈ X∗.
Characteristic functions play a crucial role in our discussion of ID measures in this section.
In what follows ν∗n denotes the n-fold convolution of a measure ν with itself.
Definition 2.8 (ID measures [41]). A Radon probability measure µ on a Banach space X
is called an infinitely divisible measure if for each n ∈ N there exists a Radon probability
measure µ1/n so that µ = (µ1/n)
∗n. Equivalently, the probability measure µ is ID if µˆ(%) =
(µˆ1/n(%))
n,∀% ∈ X∗.
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Put simply, a real valued random variable ξ is distributed according to an ID measure if for
every n ∈ N one can find a collection of i.i.d. random variables {ξk}nk=1 so that ξ
d
=
∑n
k=1 ξk.
Examples of such distributions include Gaussian, Laplace, Gamma, log-normal, Cauchy and
Student’s-t. More examples can be found in the monograph [50] where ID distributions on R
are studied in detail. We note that an equivalent definition of an ID measure is given as the
law of a Le´vy process terminated at unit time. However, we will not use this definition in order
to avoid the technicalities of dealing with Le´vy processes but instead we refer the interested
reader to the monographs [46, 19] for further reading. The proof of the next theorem can be
found in [41, Sec. 5.1].
Theorem 2.9. Let µ be an ID probability measure on a Banach space X. Then
(i) µˆ(%) 6= 0 for all % ∈ X∗.
(ii) There exists a unique and continuous (in the dual norm) function ψ : X∗ 7→ X so that
µˆ(%) = exp(ψ(%)) and ψ(0) = 0.
(iii) If µ is symmetric, i.e. µ(A) = µ(−A) for all Borel subsets A of X, then µˆ is real valued
and positive.
(iv) For every n ∈ N the measures µ1/n are uniquely determined and µˆ1/n(%) = exp(n−1ψ(%))
for all % ∈ X∗.
Furthermore, we define the function
Ψ(u, %) := exp(i%(u))− 1− i%(u)1BX (u) ∀u ∈ X, % ∈ X∗,
where BX is the unit ball in X and 1BX is the characteristic function of the unit ball. We
recall the definition of a Le´vy measure on a Banach space.
Definition 2.10 (Le´vy Measure). A positive σ-finite Radon measure λ on X is called a Le´vy
measure if and only if
1. λ({0}) = 0.
2.
∫
X |Ψ(u, %)|dλ(u) <∞ for every % ∈ X∗.
3. exp(
∫
X Ψ(u, %)dλ(u)) is the characteristic function of a Radon probability measure on
R for every % ∈ X∗.
We are now ready to present the celebrated Le´vy-Khintchine representation theorem (see
[41, Sec. 5.7] for a proof):
Theorem 2.11 (Le´vy-Khintchine representation). A Radon probability measure on a Banach
space X is infinitely divisible if and only if there exists an element m ∈ X, a (positive definite)
covariance operator R : X∗ 7→ X and a Le´vy measure λ, so that
(2.5) µˆ(%) = exp(ψ(%)) where ψ(%) = i%(m)− 1
2
%(R(%)) +
∫
X
Ψ(u, %)dλ(u).
Equivalently, µ is ID precisely when there exists a point mass δm, a Gaussian measure N (0,R)
and a Radon measure ν identified via νˆ(%) =
∫
X Ψ(u, ρ)dλ(u) so that
(2.6) µ = δm ∗ N (0,R) ∗ ν.
The Le´vy-Khintchine representation implies that the triple (m,R, λ) completely identifies an
ID measure µ and so we use the shorthand notation µ = ID(m,R, λ). To gain more insight
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into the implications of the Le´vy-Khintchine representation we recall the class of compound
Poisson random variables and their corresponding probability measures.
Definition 2.12 (Compound Poisson probability measure [41, Sec. 5.3]). Let η be a Radon
probability measure on a Banach space X and suppose that {uk} is a sequence of i.i.d. random
variables so that uk ∼ η. Also, let τ be an independent Poisson random variable with rate
c > 0 taking values in Z+. Then u =
∑τ
k=0 uk is distributed according to a compound Poisson
probability measure denoted by CPois(c, η).
It is straightforward to check that the characteristic function of a compound Poisson
measure has the form
̂CPois(c, η)(%) = exp
(
c
∫
X
(exp(i%(u))− 1) dη(u)
)
∀% ∈ X∗.
See [41, Prop. 5.3.1] for a proof of this formula along with the fact that CPois(c, η) is a Radon
measure on X.
Now let us return to the characteristic function of the probability measure ν that was
introduced in the Le´vy-Khintchine representation (2.6)
νˆ(%) = exp
(∫
X
(exp(i%(u))− 1) dλ(u)
)
exp
(∫
BX
−i%(u) dλ(u)
)
.(2.7)
If 0 < λ(X) < ∞ then λ can be renormalized to define a probability measure λ˜ := 1λ(X)λ.
Furthermore, we can define an element uλ ∈ X so that
%(uλ) = −
∫
X
%(u)1BX (u)dλ(u) ∀% ∈ X∗.
Putting these observations together with (2.7) gives the decomposition
(2.8) ν = CPois(λ(X), λ˜) ∗ δuλ .
Therefore, from (2.6) we deduce that any measure µ = ID(m,R, λ) with λ(X) < ∞ can
be decomposed as
(2.9) µ = (δm+uλ) ∗ N (0,R) ∗ CPois(λ(X), λ˜).
In the remainder of this article we will restrict our attention to the case of ID measures with
λ(X) < ∞. Since the tail behavior of prior measures is of importance to our well-posedness
results in Section 4 we now present some results concerning the tail behavior of ID measures.
We begin with the notion of a submultiplicative function.
Definition 2.13 (Submultiplicative function).A non-negative, non-decreasing and locally bounded
function h : R 7→ R+ is called submultiplicative if it satisfies
h(t+ s) ≤ Ch(t)h(s) ∀t, s ∈ R
with an independent constant C > 0
Our interest in the class of submultiplicative functions arises from the next theorem that
describes some of the properties of this class.
Theorem 2.14 ([49, Prop. 25.4]).
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(i) The product of two submultiplicative functions is also submultiplicative.
(ii) If h is submultiplicative then so is (h(at+ b))α for constants a, b ∈ R and α > 0.
(iii) The functions max{1, |t|} and exp(|t|β) for β ∈ (0, 1) are submultiplicative.
We now present a theorem that relates the tail behavior of an ID measure to that of its
Le´vy measure. This result was originally proven by Kruglov [38] for ID random variables on
R with Le´vy measures that are not necessarily finite. Different generalizations of this result
to larger spaces are also available in the literature. For example, see [49, Thm. 25.3] for
extension to Rn and [46, Prop. 6.9] for Hilbert space valued Le´vy processes. For the reader’s
convenience we briefly prove this result for Banach space valued ID random variables with
finite Le´vy measures.
Theorem 2.15. Let X be a Banach space and λ be a Le´vy measure so that 0 < λ(X) <
∞. Suppose that u ∼ µ = ID(m,R, λ), µ(X) = 1 and ‖ · ‖X < ∞ µ-a.s. Then, given a
submultiplicative function h we have that h(‖ · ‖X) ∈ L1(X,µ) if h(‖ · ‖X) ∈ L1(X,λ).
Proof. Let u ∼ µ, then following Theorem 2.11 and the decomposition (2.9) above, we
know that there exists an element m˜ ∈ X and independent random variables w ∼ N (0, R)
and v ∼ CPois(λ(X), 1λ(X)λ) so that
E h(‖u‖X) = E h(‖m˜+ w + v‖X) ≤ C3h(‖m˜‖X)(E h(‖w‖X))(E h(‖v‖X))
where the inequality follows because of the triangle inequality and the fact that h is non-
decreasing and locally bounded. Now by [49, Lem. 25.5] we know that there exist constants
a, b > 0 such that h(x) ≤ b exp(a|x|). Using this bound with the assumption that ‖u‖X <∞
µ-a.s. along with Fernique’s theorem [7, Thm. 2.8.5] for Gaussian measures on Banach spaces
implies that E h(‖w‖X) < ∞. Now suppose that 1λ(X)
∫
X h(‖u‖X)dλ(u) = U < ∞. Then
using the law of total expectation [6, Thm. 34.4], the fact that h is submultiplicative and v is
a compound Poisson random variable we get
E h(‖v‖X) = E
(
E h
(∥∥∥∥∥
N∑
k=0
vk
∥∥∥∥∥
X
)∣∣∣∣∣N
)
≤ E
(
E h
(
N∑
k=0
‖vk‖X
)∣∣∣∣∣N
)
≤ E
(
CNE
(
N∏
k=0
h ‖vk‖X
)∣∣∣∣∣N
)
= E
(
CN
(
N∏
k=0
E h ‖vk‖X
)∣∣∣∣∣N
)
= E ((UC)N |N) =
∞∑
k=0
e−λ(X)(UCλ(X))k
k!
<∞.
By putting Theorems 2.15 and 2.14 together we immediately obtain the following corollary
concerning the moments of ID measures.
Corollary 2.16. Suppose that X is a Banach space and µ = ID(m,R, λ). If λ is a Le´vy
measure on X so that 0 < λ(X) <∞, µ(X) = 1 and ‖ · ‖X <∞ µ-a.s. then ‖ · ‖X ∈ Lp(X,µ)
whenever ‖ · ‖X ∈ Lp(X,λ) for p ∈ [1,∞).
Another interesting case is when the Le´vy measure λ is convex. Recall that a Radon
probability measure ν on X is said to be convex whenever it satisfies
ν(βA+ (1− β)B) ≥ ν(A)βν(B)1−β
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for β ∈ [0, 1] and all Borel sets A and B (see [34, 11] for more details about convex measures).
We are interested in convex measures since they have exponential tails under mild assumptions
[34, Thm. 3.6]. More precisely, if ν is a convex probability measure on X and ‖ · ‖X < ∞
ν-a.s. then there exists a constant 0 < b < ∞ so that exp(b‖ · ‖X) ∈ L1(X, ν). Since the
exponential is a submultiplicative function, we immediately obtain the following corollary.
Corollary 2.17. Suppose that X is a Banach space and µ = ID(m,R, ν). If ν is a convex
probability measure on X, µ(X) = 1 and ‖ · ‖X <∞ a.s. under both ν and µ then there exists
a constant b > 0 so that exp(b‖ · ‖X) ∈ L1(X,µ).
At the end of this section we ask whether we would obtain an ID measure if we used
a sequence of ID random variables in order to generate a product prior. The answer to
this question is affirmative and serves as the proof of our claim that Gp,q-priors that were
introduced earlier belong to the class of ID probability measures.
Theorem 2.18. Let X be a Banach space with an unconditional Schauder basis {xk} and
let µ be the product prior that is obtained from {γk} ∈ `2 and an i.i.d. sequence {ξk} of real
valued random variables. Suppose that ξk ∼ ID(0, σ2, λ) where σ > 0 and λ is a symmetric
and finite Le´vy measure on R such that max{1, | · |2} ∈ L1(R, λ). Then µ is a Radon ID
probability measure on X with characteristic function
µˆ(%) = exp
[
−1
2
∞∑
k=1
σ2γ2k%(xk)
2 +
∞∑
k=1
∫
R
(cos(γk%(xk)tk)− 1)dλ(tk)
]
∀% ∈ X∗.
Proof. Since max{1, | · |2} ∈ L1(R, λ), the Le´vy measure of the ξk has bounded second
moment and so by Corollary 2.16 we see that Varξk <∞. Now it follows from Theorem 2.1
that ‖ · ‖X < ∞ µ-a.s. since {γk} ∈ `2. The fact that µ is Radon follows from Theorem 2.2.
Now we consider the characteristic function of µ. Using the definition of the characteristic
function of µ and the fact that ξˆk(z) = exp
(−12σ2z2 + ∫R cos(tz − 1)dλ(z)), we can write
µˆ(%) =
∞∏
k=1
E exp (iγkξk%(xk)) = exp
[
−1
2
∞∑
k=1
σ2γ2k%(xk)
2 +
∞∑
k=1
∫
R
(cos(γk%(xk)tk)− 1)dλ(tk)
]
.
Now consider the sequence of measures {µN}∞N=1 that are defined via
µˆN (%) = exp
[
−1
2
N∑
k=1
σ2γ2k%(xk)
2 +
N∑
k=1
∫
R
(cos(γk%(xk)tk)− 1)dλ(tk)
]
.
Each µN is ID given the fact that a finite sum of ID random variables is ID. Since the {xk}
are normalized and {γk} ∈ `2 then
∑∞
k=1 γ
2
k%(xk)
2 < ∞. Furthermore, using the inequality
| cos(t)− 1| ≤ t2 we can write
∞∑
k=1
∫
R
(cos(γk%(xk)tk)− 1)dλ(tk) ≤
∞∑
k=1
∫
R
γ2k%(xk)
2t2kdλ(tk) =
∞∑
k=1
γ2k%(xk)
2
∫
R
t2kdλ(tk)
But this term is also bounded since {γk} ∈ `2 , {xk} are normalized and max{1, |x|2} ∈
L1(R, λ). Then, µˆN (`) 7→ µˆ(`) for all ` ∈ X∗ and so the sequence µN converges weakly
to µ. Therefore, µ is also ID by [41, Thm. 5.6.2]. Observe that the Le´vy measure of µ is
concentrated along the coordinate axes of the basis {xk}.
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3. Stochastic process priors on BV. Total variation regularization is a classic technique
for recovery of blocky images in the variational approach to inverse problems [57, Ch. 8]. As
we mentioned earlier, it was shown in [39] that the TV-prior is not discretization invariant and
converges to a Gaussian measure in the limit of fine discretizations. In this section we consider
prior measures that are defined as laws of stochastic processes with jump discontinuities in
order to model discontinuous functions with bounded variation. The resulting prior measures
are defined directly on the function space BV and so our definition can get around the incon-
sistency that was observed in [39]. We emphasize that our construction of a BV -prior does
not disprove the result of [39] but provides a well defined alternative to the classic TV-prior.
We also note that our approach is not the only way to construct a well defined TV-prior. For
example, [58] presents a TV-prior that is absolutely continuous with respect to an underlying
Gaussian measure and results in a well-posed inverse problem.
Following [40, Ch. 13] we define the space BV (Ω) of functions of bounded variation on
an open set Ω ⊂ Rn as the space of functions u ∈ L1(Ω) whose first order partial derivatives
are finite signed Radon measures i.e. for j = 1, 2, · · · , n there exist finite signed measures
Mj : B(Ω) 7→ R so that∫
Ω
u(t)
∂φ
∂tj
(t)dΛ(t) = −
∫
Ω
φ(t)dMj(t), ∀φ ∈ C∞c (Ω).
We define the variation of u as
V (u) := sup
{
n∑
k=1
∫
Ω
φk(t)dMk(t)
∣∣∣∣ φ ∈ C∞c (Ω;Rn), |φ(t)| ≤ 1, ∀t ∈ Ω
}
,
where C∞c (Ω;Rn) denotes the space of vector valued smooth functions with compact support
in Ω. The space BV (Ω) is a Banach space when equipped with the norm
‖u‖BV (Ω) := ‖u‖L1(Ω) + V (u)
but it is not separable [12, Prop. 2.3]. There is a correspondence between the space BV ([0, 1])
and the space of functions with finite total variation in one dimensions. Recall that the total
variation of a function u : [0, 1] 7→ R is defined as
TV (u) := sup
{
K∑
k=1
|u(tk)− u(tk−1)|
}
where the supremum is taken over all finite partitions 0 = t0 < t1 < t2 < · · · < tK = 1 of
the interval [0, 1] with K ∈ N. It is known that if TV (u) < ∞ then V (u) ≤ TV (u) and
every u ∈ BV ([0, 1]) has a right continuous representative with bounded total variation [40,
Thm. 7.2]. We prefer to work with the space BV and its corresponding norm rather than the
total variation functional since the former is readily defined in higher dimensions. We start
by constructing a prior measure on BV ([0, 1]) as the law of a pure Jump Le´vy process. We
shall generalize our construction to BV (Ω) later in Section 3.2.
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In order to define our prior measure we will use some well-known results from the theory
of Le´vy processes (see [19] for an extensive introduction). Using the Le´vy-Khintchine formula
for Le´vy processes [19, Thm. 3.1] we identify a Le´vy process u(t) via its characteristic function
E exp(isu(t)) = exp(tψ(s)) for s ∈ R,
where
ψ(s) = ims− 1
2
(σs)2 +
∫
R
exp(iξs)− 1− isξ1{|ξ|≤1}(ξ)dλ(ξ).
Here, the constants m ∈ R and σ ≥ 0 are fixed and λ is a Le´vy measure on R (see Defini-
tion 2.10). Similar to the case of ID measures, the characteristic triplet (m,σ, λ) uniquely
identifies the stochastic process u(t). Certain pathwise properties of u(t) can be inferred from
its characteristic triplet.
Theorem 3.1 ([19, Prop. 3.9]). Let u(t) be a Le´vy process with characteristic triplet (m,σ, λ).
Then u(t) ∈ BV ([0, 1]) a.s. and E ‖u‖BV ([0,1]) <∞ if
(3.1) σ = 0 and
∫
{|ξ|≤1}
|ξ|dλ(ξ) <∞.
Such a process is of the pure jump type. If in addition λ(R) < ∞ then u(t) is a compound
Poisson process with piecewise constant sample paths.
Thus, the law of a Le´vy process u(t) that satisfies (3.1) coincides with a probability
measure that is supported on BV ([0, 1]). Let us denote this measure by µ. We wish to
use this measure as a prior within the Bayesian framework and achieve a well-posed inverse
problem. An important question at this point is whether µ is a Radon measure on BV ([0, 1])
since the Radon property can often simplify the well-posedness analysis. We will now show
that in the compound Poisson case, i.e. when λ(R) < ∞, the measure µ is tight and hence
Radon [2, Lem. 12.6]. To our knowledge this result does not hold for general choices of the
Le´vy measure λ.
Recall Helly’s selection principle [29, Thm. 12] stating that a set A ⊂ BV ([0, 1]) is rela-
tively compact if there exists a constant M > 0 so that
‖w‖L∞([0,1]) < M, TV (w) < M, ∀w ∈ A.
Thus, to show that µ is a tight measure on BV ([0, 1]) we need to argue that for every  > 0
there is an M > 0 so that
µ({w ∈ BV ([0, 1]) : ‖w‖L∞([0,1]) ≥M, TV (w) ≥M}) < .
Now suppose that u(t) is a compound Poisson process with characteristic triplet (0, 0, λ) such
that c = λ(R) <∞ and ∫R sdλ(s) <∞ (We added the last condition to ensure that λ can be
normalized to define a probability measure with bounded expectation). Then, we can write
(3.2) u(0) = 0, u(t) =
τ(t)∑
k=1
ξk for t ∈ (0, 1].
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Here τ(t) is a Poisson process with intensity c i.e.
P(τ(t) = k) =
(ct)k
k!
exp(−ct)
and {ξk} is an i.i.d. sequence of random variables distributed according to the measure c−1λ.
A few draws from such a process are given in Figure 3(a) when λ is a standard Gaussian.
Using this representation of u(t) and the law of total expectation [6, Thm. 34.4] we can write
(3.3) E ‖u‖L∞([0,1]) = E sup
t∈[0,1]
∣∣∣∣∣∣
τ(t)∑
k=1
ξk
∣∣∣∣∣∣ ≤ E
(
E
N∑
k=1
|ξk|
∣∣∣∣τ(1) = N
)
= cE |ξ1| <∞.
Furthermore, since the total variation of a piecewise constant function is simply the sum of
the the jump sizes we have
(3.4) E TV (u) = E
τ(1)∑
k=1
|ξk| = cE |ξ1| <∞.
Now it follows from Markov’s inequality that for any M > 0
P(‖u‖L∞([0,1]) ≥M) ≤
E ‖u‖L∞([0,1])
M
, P(TV (u) ≥M) ≤ E TV (u)
M
.
A straightforward argument yields that for any choice of  > 0 we can choose M > 0 large
enough so that P(‖u‖L∞([0,1]) > M,TV (u) > M) ≤  and so the measure µ, the law of u(t),
is tight (Radon) on BV ([0, 1]).
3.1. Combination with Gaussian processes. The compound Poisson process is a conve-
nient model for functions with jump discontinuities. However, the fact that its sample paths
are piecewise constant can be too restrictive. In order to achieve a more flexible prior, that
can model piecewise continuous functions, we combine our compound Poisson processes with
a Gaussian process. If the sample paths of the Gaussian process are sufficiently regular then
the resulting prior measure will still be concentrated on BV ([0, 1]). The theory of Gaussian
processes is well developed and a detailed introduction can be found in the monograph [48].
Here we recall some basic results and only consider the case of a Gaussian process with C∞
sample paths. Our approach can easily be generalized to less regular Gaussian processes by
choosing a different kernel [48, Sec. 4.2].
Let g(t) be a random function on [0, 1] so that for any finite collection of points {tk}nk=1
the random variables {g(tk)}nk=1 are jointly Gaussian. Furthermore, suppose that
(g(t1), · · · , g(tn))T ∼ N (0,K) where Kk,j = κ(tk, tj).
Here κ(r, s) := exp(−b|r − s|2) is the covariance kernel of g(t) and b > 0 is a fixed constant.
Under these assumptions g(t) is a mean zero Gaussian process and its samples are almost
surely in C∞([0, 1]) (see [45, Sec. 2.5.4]). By definition, the Law of g(t) is a Gaussian measure
and since the kernel κ is positive definite and continuous it follows from the Karhunen-Loe´ve
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theorem (see [27, Sec. 2.3] that the law of g(t) is supported on a Hilbert space and so it is a
Radon measure.
Now let us consider a compound Poisson process u(t) as in (3.2) in addition to the Gaussian
process g(t). Then the new process
(3.5) v(t) = g(t) + u(t)
will have sample paths that are piecewise C∞ with finitely many jumps. Furthermore, since
the laws of u(t) and g(t) are both Radon then the law of v(t) is also Radon. Examples of
draws from the process v(t) are given in Figure 3(b)
a)
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Figure 3: (a) Three samples from the compound Poisson process (3.2) with normal jumps
depicting the piecewise constant sample paths. (b) Samples from the v(t) process generated
using (3.5) by combining a smooth Gaussian process and an independent compound Poisson
process with normal jumps. (c,d) Two draws from the random field u(t) generated using (3.6)
by combining a smooth Gaussian field with a Poisson process.
3.2. Extension to higher dimensions. At the end of this section we discuss some possi-
bilities for extension of the compound Poisson process priors to random fields in BV (Ω) for
compact domains Ω ⊂ Rn, for n = 2, 3, with Lipschitz boundary. Let g be a Gaussian process
on Ω with kernel κ(r, s) = exp(−|r − s|2) i.e.
(g(t1), · · · , g(tn))T ∼ N (0,K), Kk,j = κ(tk, tj) for any collection t1, · · · tn ∈ Ω.
Under these assumptions g ∈ C∞(Ω) a.s. Now consider the random field
(3.6) u(t) =
τ(g+(t))∑
k=1
ξk, for t ∈ Ω where g+(t) := max{0, g(t)}.
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As before, τ is an independent Poisson random variable with rate c > 0 and {ξk} is a se-
quence of i.i.d. random variables distributed according to the probability measure c−1λ. It
is straightforward to check that samples from u are piecewise constant functions on Ω that
jump along a finite number of the positive level sets of the field g. These level sets are chosen
by the poisson random variable τ . Since we assumed that g is in C∞(Ω) a.s. we expect that
the level sets of g are also smooth and so u is a piecewise constant function that jumps along
finitely many smooth curves (surfaces). We will now check whether the law of the field u is
indeed supported on BV (Ω).
In what follows we will occasionally suppress the dependence of different functions on t
to make the expressions more readable. Consider a test function φ ∈ C∞c (Ω;Rn) so that
|φ(t)| ≤ 1. We can write
∫
Ω
u divφ dΛ(t) =
∫
Ω
τ(g+)∑
k=1
ξk
 divφ dΛ(t) = τ(max g+)∑
j=1
∫
Aj
(
j∑
k=1
ξk
)
divφ dΛ(t)
with the convention that the sum inside the integral is set to zero whenever τ(max g+) = 0.
The sets Aj := {t ∈ Ω
∣∣ τ(g+(t)) = j} are the subsets of Ω on which u is constant. Since τ is
almost surely finite, we can integrate by parts [24, Thm. 5.6] to get
∫
Ω
u divφ dΛ(t) =
τ(max g+)∑
j=1
∫
∂Aj
Jj(u)〈φ, ϑj〉dΘn−1j (s).
Here ∂Aj is the boundary of Aj , ϑj is the unit outward normal on ∂Aj , Jj(u) is the jump of u
across ∂Aj going from Aj−1 to Aj and Θn−1j are the (n− 1)-dimensional Hausdorff measures
on ∂Aj [24, Ch. 2]. Recall that the (n− 1)-dimensional Hausdorff measure of a simple curve
in 2D (resp. surface in 3D) coincides with its length (resp. surface area) [24, Sec. 3.4]. Since
the size of the jumps of u are a.s. finite we can write
∫
Ω
u divφ dΛ(t) ≤
τ(max g+)∑
k=1
|ξk|
τ(max g+)∑
j=1
∫
∂Aj
〈φ, ϑj〉dΘn−1j (s)

≤
τ(max g+)∑
k=1
|ξk|
 τ(max g+)∑
j=1
Θn−1j (∂Aj)
The main question now is whether or not Θn−1j (∂Aj) are finite a.s. This is solely a property
of the field g. We need a generalization of Rice’s formula in order to respond to this question.
Theorem 3.2 ([4, Thm. 6.8 and Prop. 6.12]). Let Ω be a compact set in Rn with n ≥ 1. Let
z : Ω 7→ R be a Gaussian random field so that z ∈ C2(Ω) a.s. and Varz(t) > 0 for all t ∈ Ω.
For a fixed constant b ∈ R, EΘn−1({t ∈ Ω|z(t) = b}) < ∞ if the pair (z(t),∇z(t)) have a
joint density on Ω× Rn that is locally bounded.
It is well known [1, Thm. 2.2.2] that for j ∈ {1, · · · , n} the processes gj(t) := ∂g∂tj (t) are
themselves Gaussian processes with kernels κj(r, s) =
∂2
∂rj∂sj
κ(r, s) whenever the second order
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partial derivative of the kernel exists. Using this fact it is straightforward to check that our
choice of the field g satisfies the assumptions of the above theorem. Therefore, Θn−1j (∂Aj) are
finite a.s. and we conclude that V (u) <∞ a.s.
We show two samples from the random field of (3.6) on the box [0, 1]2 in Figure 3(c–d)
with standard normal jumps. The choice of the field g influences the shape of the discontinuity
curves of u. The main difficulty in proving u ∈ BV (Ω) is in showing that the level sets of the
underlying Gaussian field have finite length. Theorem 3.2 allows us to relax the regularity
assumptions on g and take Gaussian fields that are in C2(Ω) rather than C∞(Ω) but for less
regular fields it is not clear whether the level sets have finite length. Finally, one can show
that the law of the process in (3.6) is a Radon measure on BV (Ω). The method of proof
is identical to our argument for the 1D case except that now we need a different version of
Helly’s selection principle [24, Thm. 5.5] in order to construct compact sets in BV (Ω).
4. Well-posed Bayesian inverse problems. Recall from Section 1 that we are interested
in the problem of inferring a parameter u ∈ X from data y ∈ Y that are related via a generic
stochastic mapping G˜ that models the physical process that generates the data as well as the
measurement noise:
y = G˜(u).
In order to solve this problem we employ Bayes’ rule (1.2). In this section we collect certain
conditions on the prior measure µ0 and the likelihood potential Φ that result in well-posed
inverse problems. We consider a general enough setting that encompasses the heavy-tailed
priors of Section 2 and the stochastic process priors of Section 3. We assume that the param-
eter space X is a Banach space that is not necessarily separable (such as BV ) and the prior
measure µ0 is possibly heavy-tailed (such as the Gp,q-priors) and not necessarily Radon (such
as the law of the pure jump Le´vy processes when λ is not finite).
The main results of this section are Theorems 4.2 and 4.3 that establish the existence,
uniqueness and stability of the posterior measure. We acknowledge that these theorems are
very similar to the results in [22, Sec. 4.1] and [52]. In comparison to these articles, we
impose slightly different assumptions on the potential Φ and assume that the space X is
not necessarily separable. We also note that under the assumption that the prior measure
µ0 is a Radon measure one can immediately generalize the result of [22] to non-separable
parameter spaces X using the fact that Radon measures on a Banach space are automatically
concentrated on a separable subspace.
Theorem 4.1 ([9, Thm. 7.12.4]). Let µ be a Radon probability measure on a Banach space
X. Then, there exists a reflexive and separable Banach space E embedded in X such that
µ(X \ E) = 0 and the closed balls of E are compact in X.
It is important to note that while this theorem guarantees the existence of the separable
space E it does not provide us with a method for identifying E or its norm. In the case of the
product priors of Section 2 one can argue that the measures are concentrated on a separable
Hilbert space but for the stochastic process priors of Section 3 it is no longer clear what the
space E is and so it is more convenient for us to analyze the inverse problem on the ambient
space X rather than passing to the space E.
We will present our well-posedness results using the total variation metric, since this metric
is less often used in previous works, and refer the reader to [22] for proofs using the Hellinger
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metric that can easily be generalized to our setting by comparison to the proofs using the
total variation metric. Given the inequalities (1.6) we immediately see that well-posedness in
one of these metrics implies well-posedness in the other but the convergence rates will differ.
We start by presenting minimal assumptions on the likelihood potential and the forward
map and make our way to more specific cases of inverse problems such as problems with
linear forward maps. In a nutshell, as we put more restrictions on Φ we are able to relax our
assumptions on µ0. In order to help with navigation through this section we present Table 1
that collects our main results and the key underlying assumptions.
Theorem/Corollary Main assumptions type of result
Theorem 4.2 Φ is locally bounded and Lipschitz in u.
µy is well-
defined
Theorem 4.3 Φ satisfies Assumption 1
µy depends
continuously
on y
Corollary 4.4
Φ has polynomial growth in u and µ0 has finitely many
moments
well-posedness
Corollary 4.6 Φ ≥ 0 in addition to Assumption 1 well-posedness
Corollary 4.8
Y = Rm, measurement noise is additive and Gaussian,
prior is ID
well-posedness
Corollary 4.9
Y = Rm, forward map is linear and bounded, measure-
ment noise is additive and Gaussian
well-posedness
Corollary 4.11
Y = Rm, forward map is linear and bounded, measure-
ment noise is additive and Gaussian, Gp,q-prior
well-posedness
Table 1: Summary of the key theorems and corollaries of Section 4. In each case we identify
the key underlying assumptions as well as the type of final result.
We begin by identifying some conditions on Φ that allow us to use a very large class of
prior measures including those that are heavy-tailed.
Assumption 1. Suppose that X and Y are Banach spaces and the likelihood potential Φ :
X × Y 7→ R satisfies the following properties:
(i) (Lower bound in u): There is a positive and non-decreasing function f1 : R+ 7→ [1,∞)
so that ∀r > 0, there is a constant M(r) ∈ R such that,
Φ(u; y) ≥M(r)− log (f1(‖u‖X)) , ∀u ∈ X and ∀y ∈ BY (r).
(ii) (Boundedness above): ∀r > 0 there is a constant K(r) > 0 such that
Φ(u; y) ≤ K(r), ∀u ∈ BX(r) and ∀y ∈ BY (r).
(iii) (Continuity in u): ∀r > 0 there exists a constant L(r) > 0 such that
|Φ(u1; y)− Φ(u2, y)| ≤ L(r)‖u1 − u2‖X , ∀u1, u2 ∈ BX(r) and y ∈ BY (r).
(iv) (Continuity in y): There is a positive and non-decreasing function f2 : R+ 7→ R+ so that
∀r > 0, there is a constant C(r) ∈ R such that
|Φ(u; y1)− Φ(u, y2)| ≤ C(r)f2(‖u‖X)‖y1 − y2‖Y , ∀y1, y2 ∈ BY (r) and ∀u ∈ X.
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Our first task is to establish the existence and uniqueness of the posterior measure.
Theorem 4.2. Suppose X is a Banach space, µ0 is a Borel probability measure on X and
let Φ satisfy Assumptions 1 (i), (ii) and (iii) with a function f1 ≥ 1. If f1(‖ · ‖X) ∈ L1(X,µ0)
then the posterior µy given by (1.2) is a well-defined Borel probability measure on X. If µ0 is
Radon then so is µy.
Proof. Our proof will closely follow the approach of [52, Thm. 4.3] and [34, Thm. 2.2].
Assumption 1(iii) implies the continuity of Φ on X which in turn implies that Φ(·, y) : X 7→ R
is µ0-measurable. We will now show that the normalizing constant satisfies 0 < Z(y) < ∞
which proves that µy is well-defined. The assertion that µy inherits the Radon property of µ0
will then follow from the absolute continuity of µy with respect to µ0 [9, Lem. 7.1.11].
Following Assumption 1(i) we can write
Z(y) ≤
∫
X
exp(log(f1(‖u‖X))−M)dµ0(u) = exp(−M)
∫
X
f1(‖u‖X)dµ0(u) <∞.
We now need to show that the normalizing constant Z(y) does not vanish. It follows from
Assumption 1 that for R > 0
Z(y) ≥
∫
BX(R)
exp(−K)dµ0(u) = exp(−K)µ0(BX(R)).
However, µ0(BX(R)) > 0 for large enough R. To see this consider the disjoint sets Ak :=
{u|k− 1 ≤ ‖u‖X < k} for k ∈ N. The Ak are open and hence measurable and
∑∞
k=1 µ0(Ak) =
µ0(
⋃∞
k=1Ak) = µ(X) = 1. Then the measure of at least one of the Ak has to be nonzero.
We now establish the stability of Bayesian inverse problems with respect to perturbations
in the data. Similar versions of the following theorems are available for Gaussian priors in
[51], for Besov priors in [21], for convex priors in [34] and for heavy-tailed priors on separable
Banach spaces in [22, 52].
Theorem 4.3. Suppose that X is a Banach space, µ0 is a Borel probability measure on X
and Φ satisfies Assumptions 1(i), (ii) and (iv) with functions f1, f2. Let µ
y and µy
′
be two
measures defined via (1.2) for any y and y′ ∈ Y , both absolutely continuous with respect to
µ0.
(i) If f2(‖ · ‖X)f1(‖ · ‖X) ∈ L1(X,µ0) then ∀r > 0, there exists a constant C(r) > 0 so that
dTV (µ
y, µy
′
) ≤ C‖y − y′‖Y , ∀y, y′ ∈ BY (r)
(ii) If instead (f2(‖·‖X))2f1(‖·‖X) ∈ L1(X,µ0) then ∀r > 0 there exists a constant C ′(r) > 0
so that dH(µ
y, µy
′
) ≤ C ′‖y − y′‖Y .
Proof. We will only prove (i) and refer the reader to [22, Sec. 4.1] for the proof of (ii) that
will readily generalize to our setting. Consider the normalizing constants Z(y) and Z(y′).
We have already established in the proof of Theorem 4.2 that neither of these constants will
vanish and they are both bounded. Thus the measures µy and µy
′
are well-defined. Applying
the mean value theorem to the exponential function and using Assumptions 1(i), (iv) and the
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assumption that f2(‖ · ‖X)f1(‖ · ‖X) ∈ L1(X,µ0) we obtain
(4.1)
|Z(y)− Z(y′)| ≤
∫
X
exp(−Φ(u; y))|Φ(u; y)− Φ(u; y′)|dµ0(u)
≤
(∫
X
exp(log(f1(‖u‖X))−M)Cf2(‖u‖X)dµ0(u)
)
‖y − y′‖Y
≤ C exp(−M)
(∫
X
f1(‖u‖X)f2(‖u‖X)dµ0(u)
)
‖y − y′‖Y . ‖y − y′‖Y .
Following the definition of the total variation distance we have
2dTV (µ
y, µy
′
) =
∫
X
∣∣Z(y)−1 exp(−Φ(u; y))− Z(y′)−1 exp(−Φ(u, y′))∣∣ dµ0(u)
≤
∫
X
∣∣Z(y)−1 exp(−Φ(u; y))− Z(y′)−1 exp(−Φ(u, y))∣∣dµ0(u)
+ Z(y′)−1
∫
X
∣∣exp(−Φ(u; y))− exp(−Φ(u, y′))∣∣dµ0(u) =: I1 + I2.
Now using (4.1) we have
I1 = |Z(y)−1 − Z(y′)−1|Z(y) = Z(y)
Z(y′)
|Z(y′)− Z(y)| . ‖y − y′‖X .
Furthermore, using the mean value theorem, Assumption 1 (i) and (iv) we can write
Z(y′)I2 =
∫
X
∣∣exp(−Φ(u; y))− exp(−Φ(u, y′))∣∣ dµ0(u)
≤
∫
X
exp(−Φ(u; y)) ∣∣Φ(u; y′)− Φ(u, y)∣∣ dµ0(u)
≤ C exp(−M)
(∫
X
exp(log(f1(‖u‖X)))f2(‖u‖X)dµ0(u)
)
‖y − y′‖Y . ‖y − y′‖Y .
The main distinction between the choice of the metrics in Theorem 4.3 is that in order
to obtain the same rate of convergence in the Hellinger metric we need a (possibly) stronger
assumption regarding the integrability of f1(‖u‖X) and f2(‖u‖X). So far we encountered
conditions of the form (f2(‖u‖X))pf1(‖u‖X) ∈ L1(X,µ0) for p ∈ {0, 1, 2}. Intuitively, these
conditions identify the interplay between the growth of Φ(u; y) as a function of ‖u‖X and the
tail behavior of the prior µ0.
Corollary 4.4. Suppose that Φ satisfies the conditions of Assumption 1 with f1(t) = f2(t) =
max{1, |t|p} for p ≥ 0 and µ0 is a Borel probability measure on X. If µ0 has bounded raw
moments of degree up to d2pe then the Bayesian inverse problem (1.2) is well-posed in both
the total variation and Hellinger metrics.
Corollary 4.5. Suppose that µ0 is a Borel probability measure on X and exp(b‖ · ‖X) ∈
L1(X,µ0) for some constant b > 0. Then the Bayesian inverse problem (1.2) is well-posed in
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both the total variation and Hellinger metrics whenever Φ satisfies the conditions of Assump-
tion 1 with functions f1, f2 that are polynomially bounded.
For the remainder of this section we will focus on specific classes of likelihood potentials
Φ which allow us to further relax our assumption regarding the tail behavior of µ0. The rest
of our results follow from Theorems 4.2 and 4.3 but they are of great interest in practical
applications. We start with the case of additive noise models and consider linear inverse
problems afterwards.
4.1. The case of additive noise models. Additive noise models have a special place in
practical applications due to their convenience and flexibility [36]. Suppose that the data is
finite dimensional and, without loss of generality, take Y = Rm, m ∈ N. Now suppose that
y ∈ Y is related to the parameter u ∈ X via the model
(4.2) y = G(u) + η η ∼ pi(y)dΛ(y)
where pi(y) is the Lebesgue density of the measurement noise η and G : X 7→ Rm is the forward
map. It is straightforward to check that under these assumptions
(4.3) Φ(u; y) = − log pi(G(u)− y).
In particular if η ∼ N (0,Σ) with an m×m positive definite matrix Σ then
(4.4) Φ(u; y) =
1
2
‖(G(u)− y)‖2Σ .
Now if log pi(y) ≤ 0 (which is clearly the case when η is Gaussian or Laplace) then Φ(u; y) will
satisfy Assumption 1(i) with the constant M = 0 and f1(x) = 1. This observation will allow
us to relax our assumption on the tail behavior of the prior whenever the measurement noise
is additive.
Corollary 4.6. Suppose Y = Rm, X is a Banach space and Φ(u; y) ≥ 0 and it satisfies
Assumptions (ii) and (iv) with a function f2. Suppose that the prior measure µ0 is a Borel
probability measure on X and let µy and µy
′
be two measures defined via (1.2) for y and
y′ ∈ Y . Then the posterior measure µy is well-defined and
(i) If f2(‖ · ‖X) ∈ L1(X,µ0) then ∀r > 0, ∃C(r) > 0 so that dTV (µy, µy′) ≤ C(r)‖y −
y′‖Y for all y, y′ ∈ BY (r).
(ii) If f2(‖ · ‖X) ∈ L2(X,µ0) then ∃C ′(r) > 0 dH(µy, µy′) ≤ C ′(r)‖y − y′‖Y .
At this point it is natural to identify conditions on the distribution of the noise and the
forward operator that guarantee that the likelihood potential of (4.3) satisfies the conditions
of Assumption 1. We will address this when η is Gaussian but our approach can be generalized
to other types of additive noise models.
Theorem 4.7. Consider the additive noise model of (4.2) when η ∼ N (0,Σ) and Σ is a
positive-definite matrix. Then the corresponding likelihood potential Φ(u; y) ≥ 0. Furthermore,
Φ satisfies the conditions of Assumption 1(iv) with f2(x) = 1+ f˜(x) if there is a positive, non-
decreasing and locally bounded function f˜ : R+ 7→ R+ so that
(i) ∃C > 0 for which ‖G(u)‖2 ≤ Cf˜(‖u‖X),∀u ∈ X.
(ii) ∀r > 0, ∃K(r) > 0 so that ‖G(u1)− G(u2)‖2 ≤ K(r)‖u1 − u2‖X for all u1, u2 ∈ BX(r).
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Proof. Since we assumed that η is Gaussian then the likelihood potential is of the form
(4.4). Then it is clear that Φ(u; y) ≥ 0 which immediately implies that Φ satisfies Assumption
1(i) with M = 0 and f1(x) = 0. Now fix r > 0 and suppose that u ∈ BX(r) and y ∈ BY (r).
Define r˜ = max{r, Cf˜(r)} and note that r˜ is bounded since we assumed that f˜ is locally
bounded. Therefore, we have Φ(u; y) ≤ ‖G(u)‖2Σ + ‖y‖2Σ . r˜2 and so Φ satisfies Assumption
1(ii).
Now we will show that Φ satisfies Assumption 1(iii) as well. Let r and r˜ be defined as above
and consider u1, u2 ∈ BX(r) and y ∈ BY (r). Using the identity ‖a‖22 − ‖b‖22 = 〈a − b, a + b〉
for a, b ∈ Rm and the conditions (i) and (ii) of the theorem we obtain
2|Φ(u1; y)− Φ(u2; y)| =
∣∣∣〈Σ−1/2(G(u1)− G(u2)),Σ−1/2(G(u1) + G(u2)− 2y)〉∣∣∣
≤ (‖G(u1)‖Σ + ‖G(u2)‖Σ + 2‖y‖2Σ) ‖(G(u1)− G(u2))‖Σ
≤ C(r˜)‖(G(u1)− G(u2))‖Σ ≤ 2K(r)‖u1 − u2‖X .
Finally, fix r > 0 and consider y1, y2 ∈ BY (r). Then using the same line of reasoning as
above, for any u ∈ X we can write
2|Φ(u; y1)− Φ(u; y2)| =
∣∣∣〈Σ−1/2(y2 − y1),Σ−1/2(2G(u)− y1 − y2)〉∣∣∣
≤ (‖y2‖Σ − ‖y1‖Σ + 2‖G(u)‖Σ) ‖(y2 − y1)‖Σ
≤ C(r)(1 + f˜(‖u‖X))‖y1 − y2‖2.
By putting this result together with Theorem 2.15 and Corollary 4.6 we deduce the fol-
lowing corollary concerning the well-posedness of Bayesian inverse problems with ID priors.
Corollary 4.8. Let X be a Banach space and Y = Rm. Consider the additive noise model:
y = G(u) + η, η ∼ N (0,Σ)
where Σ is a positive definite matrix and G : X 7→ Rm satisfies the conditions of Theorem 4.7
with a submultiplicative function f˜ . Also, suppose that µ0 = ID(m,R, λ) where λ is a Le´vy
measure such that λ(X) <∞, µ0(X) = 1 and ‖ · ‖X <∞ µ0-a.s. Then the Bayesian inverse
problem (1.2) is well-posed if 1 + f˜(‖ · ‖X) ∈ L1(X,λ).
4.2. The case of linear inverse problems. We now assume that the likelihood potential
Φ has the form
Φ(u; y) : X × Rm 7→ R, Φ(u; y) = 1
2
‖G(u)− y‖2Σ
where Σ is a positive definite matrix and G : X 7→ Rm is bounded and linear. This case is
of particular importance due to its occurrence in the Compressed Sensing literature [26] and
estimation of sparse parameters. In this case, we can further relax our conditions on the prior
measure µ0 and achieve well-posedness so long as the prior µ0 has bounded first moment.
Corollary 4.9. Let X be a Banach space and Y = Rm. Suppose that the forward map
G : X 7→ Rm is bounded and linear and consider the additive noise model
y = G(u) + η where η ∼ N (0,Σ) and Σ is positive definite.
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Then the Bayesian inverse problem of identifying the posterior µy via (1.2) is well-posed in
both the Hellinger and total variation metrics if the prior µ0 is a Borel probability measure on
X and ‖ · ‖X ∈ L1(X,µ0).
Proof. Follows directly from Theorems 4.7 and 4.2 and Corollary 4.6(i).
Let us now return to the product priors of Section 2.1 and show that those measures result
in well-posed Bayesian inverse problems under the linear and additive noise assumptions.
Theorem 4.10. Let X be a Banach space with an unconditional Schauder basis {xk} and
take Y = Rm. Suppose that the measurement noise is additive and Gaussian and the forward
map G is bounded and linear. Furthermore, suppose that µ0 is a product prior with sample
paths u =
∑∞
k=1 γkξkxk where {γk} ∈ `2 and {ξk} are i.i.d. and Varξk <∞. Then the inverse
problem (1.2) is well-posed in both the total variation and Hellinger metrics.
Proof. The fact that µ0 is a Radon probability measures on X follows from Theorem 2.2
and Theorem 2.1. Now if Varξk <∞ then E ξ2k <∞ as well and so it follows from Theorem
2.3 that ‖ · ‖X ∈ L2(X,µ). Then the assertion follows from Theorems 4.6 and 4.7.
Finally we turn our attention to the the Gp,q-priors of Section 2. The proof of the following
corollary follows directly from Theorem 2.3 and the fact that the Gp,q distributions in 1D have
bounded variance for 0 < p, q ≤ 1.
Corollary 4.11. Let X be a Banach space with an unconditional Schauder basis {xk} and
Y = Rm. Suppose that the measurement noise is additive and Gaussian and that the forward
map G is bounded and linear. Then the Bayesian inverse problem (1.2) is well-posed in both
the Hellinger and total variation metrics if µ0 is an Gp,q-prior with 0 < p, q < 1.
5. Practical considerations and examples. We now turn our attention to practical as-
pects of solving an inverse problem within the Bayesian framework. In the first part of this
section we discuss the problem of approximating the posterior measure via approximation of
the likelihood potential. Afterwards, we will present three concrete examples of Bayesian in-
verse problems with heavy-tailed priors that arise from practical problems in image deblurring
and ultrasound therapy.
5.1. Consistent approximation of the posterior. Up to this point we were concerned
with identifying prior measures µ0 that result in a well-posed Bayesian inverse problem for a
given likelihood potential Φ. However, in practice we cannot solve the inverse problem directly
on the infinite-dimensional Banach space. Therefore, we need to obtain a finite dimensional
approximation to the posterior measure µy which is, in some sense, consistent with the infinite
dimensional limit.
To this end, we will define the notion of consistent approximation of a Bayesian inverse
problem in the context of applications where one would discretize (1.2) by approximating the
likelihood potential Φ with a discretized version ΦN : X × Y 7→ R, akin to a finite element
discretization. We define the approximation µyN to µ
y via
(5.1)
dµyN
dµ0
=
1
ZN (y)
exp(−ΦN (u; y)) where ZN (y) =
∫
X
exp(−ΦN (u; y))dµ0(u).
Definition 5.1 (Consistent approximation[34]). The approximate Bayesian inverse problem
(5.1) is a consistent approximation to (1.2) for a choice of µ0, Φ and ΦN if d(µ
y, µyN ) 7→ 0 as
|Φ(u; y)− ΦN (u; y)| 7→ 0. Here, d is either the total variation or the Hellinger metric.
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This notion of a consistent approximation relates directly to practical applications. Sup-
pose, for example, that we are interested in computing the expected value of a quantity h(u)
under the posterior µy but we can only compute the expectation under the approximation
µyN . If µ
y
N is a consistent approximation in the Hellinger metric then we have, by the bound
(1.7), that if h ∈ L2(X,µy) ∩ L2(X,µyN ) then∣∣∣∣∫
X
h(u)dµy(u)−
∫
X
h(u)dµyN (u)
∣∣∣∣ ≤ CdH(µy, µyN ).
In what follows, we will provide sharper bounds on the rate of convergence of the distances
between µy and µyN under mild conditions.
Theorem 5.2. Assume that the measures µy and µyN are defined via (1.2) and (5.1), for
a fixed y ∈ Y and all values of N , and are absolutely continuous with respect to the prior
µ0 which is a Borel probability measure on X. Also assume that both Φ and ΦN satisfy
Assumptions 1(i) and (ii) with an appropriate function f1, uniformly for all N and that there
exists a positive and non-decreasing function f3 : R+ 7→ R+ so that
(5.2) |Φ(u; y)− ΦN (u; y)| ≤ f3(‖u‖X)ρ(N)
where ρ(N) 7→ 0 as N 7→ ∞.
(i) If f3(‖ · ‖X)f1(‖ · ‖X) ∈ L1(X,µ0) then there exists a constant D > 0, independent of N
such that dTV(µ
y, µyN ) ≤ Dρ(N).
(ii) If (f3(‖ · ‖X))2f1(‖ · ‖X) ∈ L1(X,µ0) then there exists a constant D′ > 0, independent of
N such that dH(µ
y, µyN ) ≤ D′ρ(N).
Proof. Our method of proof uses similar arguments as in Theorem 4.3 and so we will only
present it briefly for the total variation distance. Proof of part (ii) can also be found in [22]
for separable Banach spaces. The existence and uniqueness of the measures µy and µyN follows
from Theorem 4.2 for all values of N . Next, the mean value theorem, Assumption 1(i), (5.2)
and the assumption that f3(‖ · ‖X)f1(‖ · ‖X) is µ0-integrable give
|Z(y)− ZN (y)| ≤
∫
X
exp(−Φ(u; y))|Φ(u; y)− ΦN (u; y)|dµ0(u)
≤
(∫
X
exp(log(f1(‖u‖X))−M)Cf3(‖u‖X)dµ0(u)
)
ρ(N) . ρ(N).
Furthermore, we have
2dTV (µ
y, µy
′
) ≤
∫
X
∣∣Z(y)−1 exp(−Φ(u; y))− ZN (y)−1 exp(−Φ(u, y))∣∣dµ0(u)
+ ZN (y)
−1
∫
X
|exp(−Φ(u; y))− exp(−ΦN (u, y))| dµ0(u) =: I1 + I2.
It then follows in a similar manner to proof of Theorem 4.3 that I1 . ρ(N) and I2 . ρ(N)
which gives the desired result.
We now consider a more specific setting where the prior measure µ0 has a product struc-
ture. Suppose that the likelihood potential Φ satisfies the Assumption 1 with some functions
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f1, f2. Also, assume that the space X has an unconditional Schauder basis {xk} and consider
the sequence of spaces (XN , ‖ · ‖X) where XN = span{xk}Nk=1. These are linear subspaces of
X and for each N ∈ N we have X = XN ⊕X⊥N , meaning that every u ∈ X can be written as
u = uN + u
⊥
N where uN ∈ XN and u⊥N ∈ X⊥N .
Suppose that the prior measure µ0 has the product structure of (2.1) and assume that it
has sufficiently fast decaying tails so that the posterior measure µy is well-defined. Observe
that for every value of N the product prior can be factored as
(5.3) µ0 = µN ⊗ µ⊥N
where µN and µ
⊥
N are Radon measures on XN and X
⊥
N . It is natural for us to discretize the
potential Φ using a projection operator:
(5.4) ΦN (u; y) := Φ(PNu; y)
where PN : X 7→ XN is defined by PN (u) = uN . Next, define the approximate posterior
measures µyN as in (5.1) using the above definition of ΦN . Under these assumptions, the µ
y
N
will factor as (see [34, Sec. 4.1] for the details)
(5.5) µyN = νN ⊗ µ⊥N ,
where
dνN
dµN
=
1
ZN (y)
exp(−Φ(PNu; y)).
In other words, the likelihood potential is only informative on the subspace XN and so by
comparing (5.3) and (5.5) we see that the approximate posterior µyN differs from the prior
only on this subspace and it is identical to the prior on X⊥N . As an example, we now check
whether this method for discretization of the posterior results in a consistent approximation
to µy in the additive Gaussian noise case.
Theorem 5.3. Consider the above setting where the posterior and the prior have the pre-
scribed product structures and the XN are linear subpaces of X. Suppose that Φand ΦN are
given by
Φ(u; y) =
1
2
‖G(u)− y‖22, ΦN (u; y) =
1
2
‖G(PNu)− y‖22
where PN : X 7→ XN is the projection operator that was defined before. Assume that the
following conditions are satisfied:
(a) ‖u− PNu‖X ≤ ‖u‖Xρ(N).
(b) ‖G(u)‖2 ≤ Cf˜1(‖u‖X) ∀u ∈ X.
(c) ‖G(u1)− G(u2)‖2 ≤ f˜2(max{(‖u1‖X , ‖u2‖X})‖u1 − u2‖X ∀u1, u2 ∈ X.
Here ρ is a positive function such that ρ(N) 7→ 0 as N 7→ ∞ and the functions f˜1, f˜2 : R+ 7→
R+ are non-decreasing and locally bounded and f˜1 ≥ 1. Then
(i) If f˜1(‖ · ‖X)f˜2(‖ · ‖X) ∈ L1(X,µ0) then ∃D > 0 independent of N so that dTV (µy, µyN ) ≤
Dρ(N).
(ii) If f˜1(‖ · ‖X)f˜2(‖ · ‖X) ∈ L2(X,µ0) then ∃D′ > 0 independent of N so that dH(µy, µyN ) ≤
D′ρ(N).
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Proof. It follows from Theorem 4.7 that Φ and ΦN satisfy Assumption 1 uniformly in N
with M = 0, f1(x) = 1. Then the measures µ
y and µyN are well-defined for all values of N ∈ N
by Theorem 4.2. Now it follows from our assumptions on G that
2|Φ(u; y)− ΦN (u; y)| =
∣∣‖(G(u)− y)‖2Σ − ‖(G(PNu)− y)‖2Σ∣∣
=
∣∣∣〈Σ−1/2(G(u)− G(PNu)),Σ−1/2(G(u) + G(PNu)− 2y)〉∣∣∣
≤ (‖G(u)‖Σ + ‖G(PNu)‖Σ + 2‖y‖2Σ) ‖(G(u)− G(PNu))‖Σ
≤ Cf˜1(‖u‖X)f˜2(‖u‖X)‖u− PNu‖X .
The claim will now follow by taking f3(x) = f˜1(x)f˜2(x) and applying Theorem 5.2.
A few comments are in order concerning the previous theorem. First, the function ρ(N)
is independent of the forward map and the prior and depends solely on the topology of X.
Then the rate of convergence of µyN to µ
y depends directly on the rate of convergence of PN
to the identity map in the operator norm. Also, observe that in order to achieve the same
rate of convergence in the Hellinger metric as in the total variation metric, we need to impose
stronger tail assumptions on the prior µ0.
5.2. Example 2: Deconvolution. We now turn our attention to a few concrete examples
of inverse problems with heavy-tailed or non-Gaussian prior measures. We begin with a
problem in deconvolution which is a classic example of a linear inverse problem with wide
applications in optics and imaging [57, 30]. This problem was also considered in [34] as an
example problem with a convex prior measure.
Let X = L2(T) where T is the circle of radius (2pi)−1 and let Y = Rm for a fixed integer
m. Suppose that η ∼ N (0, σ2I) where σ ∈ R is a fixed constant and I is the m×m identity
matrix. Let S : C(T) 7→ Rm be a bounded linear operator that collects point values of a
continuous function on a set of m points over T. Given a fixed kernel ϕ ∈ C1(T), define the
forward map G : X → Y as
(5.6) G(u) = S(ϕ ∗ u) where (ϕ ∗ u)(t) :=
∫
T
ϕ(t− s)u(t)dΛ(s).
Now suppose that the data y is generated via y = G(u) + η and our goal is to estimate the
original image u given noisy point values of its blurred version. Note that our assumptions so
far imply a quadratic likelihood potential of the form (4.4)
It follows from Young’s inequality [32, Thm. 13.8] that (ϕ ∗ ·) : L2(T) 7→ L2(T) is a
bounded linear operator and furthermore, (ϕ ∗ u) ∈ C1(T) for all u ∈ L2(T). Since pointwise
evaluation is a bounded linear functional on C1(T) then the forward map G : L2(T) 7→ Rm is
bounded and linear. We will use the results of Section 4.2 to show this problem is well-posed.
We will take our prior measure to be in class of the product priors of Section 2.1. Consider
the functions
w˜(t) =
{
1 0 ≤ t ≤ 1,
0 otherwise.
and v˜(t) =

1 0 ≤ t ≤ 1/2,
1 1/2 ≤ t ≤ 1,
0 otherwise.
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The function v˜ is the Haar wavelet and w˜ is its corresponding scaling function. Following [23,
Sec. 9.3], we can define the periodic functions
wjn(t) :=
∑
l∈Z
φ(2j(t+ l)− n), vjn(t) :=
∑
l∈Z
ψ(2j(t+ l)− n),
as well as the functions
x1(t) = w0,0(t), x2(t) = v0,0(t), x2j+nj+1(t) = vj,nj (t).
for j ∈ Z+ and nj = {0, 1, · · · , 2j − 1}. The {xk} form an orthonormal basis for L2(T) and so
they can be used in the construction of a Gp,q-prior.
Now choose p, q ∈ (0, 1) and take the prior µ0 to be the Gp,q-prior generated by the wavelet
basis {xk} and the fixed sequence {γk} where
γ2j+n+1 = (1 + |2j+1|2)−1/2 ∀n ∈ Z+.
Clearly, {γk} ∈ `2 and so it follows from Theorem 2.1 that ‖u‖L2(T) <∞ a.s. Furthermore, we
know that the Gp,q-priors have bounded moments of order two. Putting this together with the
fact that the forward map G is bounded and linear we immediately obtain the well-posedness
of this inverse problem using Theorem 4.10.
5.3. Example 3: Deconvolution with a BV prior. We now formulate the deconvolution
problem of Example 2 with a prior measure that is supported on BV (T) using the stochastic
process priors of Section 3. Let u(t) for t ∈ [0, 1] denote a stochastic process such that
u(0) = 0, uˆt(s) exp
(
t
∫
R
exp(iξs)− 1 dν(ξ)
)
s ∈ R.
where the measure ν = cN (0, 1) with a fixed constant c ∈ (0,∞). Then u is a compound
Poisson process with piecewise constant sample paths and normal jumps. We can write
u(t) =
∑τ(t)
k=1 ξk, where {ξk} is an i.i.d. sequence of standard normal random variables and
τ(t) is a Poisson process with intensity c. In Section 3 we saw that this process has piecewise
constant sample paths and its law is a Radon measure on BV ([0, 1]).
Let us denote the law of this process by µ˜0. The next step is to use this measure to
define a new measure µ0 on BV (T). Take µ0 to be the law of the periodic versions of the
sample paths of the above compound Poisson process u on the interval [0, 1]. We can write
µ0 = µ˜0 ◦T−1 where T : BV ([0, 1]) 7→ BV (T) is a bounded and linear operator. Thus, µ0 is a
Radon measure on BV (T). With an abuse of notation we use u to denote the corresponding
periodic processes on T. Since the convolution kernel ϕ ∈ C1(T) and BV (T) ⊂ L1(T) then
the forward map G : BV (T) 7→ Rm (given by(5.6)) is well-defined, bounded and linear and
so the likelihood potential has the form (4.4) once more. We have shown, in Section 3 that
E ‖u‖BV (T) < ∞. Putting this together with the fact that G : BV (T) 7→ Rm is bounded and
linear we immediately obtain the well-posedness of this inverse problem via Corollary 4.9.
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5.4. Example 4: Quadratic measurements of a continuous field. As our final example,
we will consider a problem with a non-linear forward map. Our goal is to estimate a continuous
field from quadratic measurements of its point values. This inverse problem was encountered
in [33] in recovery of aberrations in high intensity focused ultrasound treatment and it is
closely related to the phase retrieval problem [25, 31, 15]. Let X = C(T) and let {tk}nk=1 be
a collection of distinct points in T. Now define the operator
S : C(T) 7→ Rn (S(u))j = u(tj) j = 1, 2, · · · , n.
This operator collects point values of functions in C(T). Let {zk}mk=1 be a fixed collection of
vectors zk ∈ Rn and define the forward map
G : C(T) 7→ Rm, (G(u))j := |zTj S(u)|2 for j = 1, 2, · · · ,m,
which collects quadratic measurements of the point values of a continuous function. We
complete our model of the measurements with an additive layer of Gaussian noise
y = G(u) + η, η ∼ N (0, σ2I),
where σ > 0. Our goal in this problem is to infer the function u ∈ C(T) from the quadratic
measurements y.
A straightforward calculation shows that
(5.7) ‖G(u)‖2 ≤ K˜‖S(u)‖22 ≤ K‖u‖2C(T),
where K˜,K > 0 are constants that are independent of u but depend on the zk. The last
inequality follows because pointwise evaluation is a bounded linear operator on C(T).
Furthermore, we have that for u1, u2 ∈ C(T)
(G(u1)− G(u2))j = (zTj (S(u1 − u2)))(zTj (S(u1) + S(u2)))
≤ Dj(max{‖u1‖C(T), ‖u2‖C(T)})‖u1 − u2‖C(T).
Here, the constant Dj > 0 depends on zj . We can now use this bound to obtain
(5.8) ‖G(u1)− G(u2)‖2 ≤ D(max{‖u1‖C(T), ‖u2‖C(T)})‖u1 − u2‖C(T)
where the constant D > 0 will only depend on the Dj . Observe that the above bounds in
(5.7) and (5.8) imply that G satisfies the conditions of Theorem 4.7 with a function f˜(x) = x2.
Therefore, that theorem implies that the likelihood function Φ for our problem will satisfy
Assumption 1 (iv) with f2(x) = 1 +x
2. Now we use Corollary 4.6 to infer that well-posedness
can be achieved if we choose a prior measure µ0 for which f2(‖·‖) = 1+‖·‖2C(T) ∈ L1(C(T), µ0).
In order to construct such a prior measure µ0 we will consider a product prior with samples
of the form
u ∼
∑
k∈Z
γkξkwk where wk(t) = (2pi)
−1/2 exp(2piikt).
The {wk} are simply the Fourier basis on T. Our plan is to construct the prior measure to
be supported on a sufficiently regular Sobolev space that is embedded in C(T). The reason
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for going through the Sobolev space is the fact that C(T) does not have an unconditional
Schauder basis and so we cannot directly apply the methodology of Section 2.1.
To this end, we choose
γk = (1 + |k|2)−3/2 k ∈ Z,
and suppose that the {ξk} are i.i.d. and ξ1 ∼ CPois(0,Lap(0, 1)) (recall Definition 2.12), where
Lap(0, 1) is the standard Laplace distribution on the real line with Lebesgue density pi(x) =
1
2 exp(−|x|) which clearly has exponential tails and this, in turn, implies that Varξ1 < ∞.
Note that the random variables ξk have a positive probability of being zero and hence draws
from this prior will incorporate a certain level of sparsity. Observe that this is a different type
of sparsity in comparison to the Gp,q-prior. Samples from this compound Poisson prior have a
non-zero probability of having modes that are exactly zero. The samples from the Gp,q-prior
have a zero probability of having modes that are exactly zero and instead most of their modes
will concentrate in a neighborhood of zero.
The Sobolev space H1(T) is defined as
H1(T) := {v ∈ L2(T) : ‖v‖2H1(T) :=
∑
k∈Z
(1 + |k|2)|〈v, wk〉|2 <∞}
where 〈·, ·〉 is the usual L2(T) inner product. Now consider u ∼ µ0 then
‖u‖2H1(T) =
∑
k∈Z
(1 + |k|2)−1|ξk|2.
But {(1+ |k|2)−1} ∈ `1 and Var|ξk|2 <∞ and so it follows from Theorem 2.1 that ‖u‖2H1(T) <
∞ a.s. Now the Sobolev embedding theorem [53, Prop. 3.3] guarantees that ‖u‖C(T) <∞ a.s.
and it follows from Theorem 2.3 that ‖u‖2C(T) ∈ L1(C(T), µ0).
6. Closing remarks. At the beginning of this article we set out to achieve four goals. We
introduced the new classes Gp,q,Wp and `p-prior measures in connection with `p regulariza-
tion techniques (G1) and showed that these prior measures belong to the larger class of ID
measures. This motivated our study of the ID class as priors (G2). Afterwards, we introduced
another class of prior measures that were based on the laws of pure jump Le´vy processes
(G3). Our goal here was to construct a well-defined alternative to the classic total variation
prior. Finally, we presented a theory of well-posedness for Bayesian inverse problems that was
general enough that it covered the new classes of prior measures that we had introduced (G4).
Our approach to well-posedness theory was to identify the minimal restrictions on the prior
measure given a choice of the likelihood potential Φ. A common theme in our results was
the trade-off between the tail decay of the prior and the growth of the likelihood potential.
As an example, we considered the setting where the likelihood had a quadratic form and the
forward map was linear. This example corresponds to linear inverse problems with additive
Gaussian noise that are of great interest in practice. We showed that in this simple setting
well-posedness can be achieved if the prior has moments of order one.
Finally, we considered some practical aspects of solving inverse problems with heavy-
tailed or ID priors. We discussed consistent discretization of inverse problems and the use
of projections in discretization of the likelihood. Afterwards, we presented three concrete
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examples of inverse problems that used heavy-tailed or ID prior measures. In particular, we
studied the well-posedness of a deconvolution problem with a Le´vy process prior that was cast
on the non-separable space BV (T).
The results of this article open the door for the use of large classes of prior measures in
inverse problems and they can be extended in several directions. For example, we showed
that if the forward problem is linear and the measurement noise is Gaussian then one can
achieve well-posedness for priors that have poor tail behavior. Then many of the common
heavy-tailed priors can be used to model sparsity in the linear case. But it is not clear
which prior is the optimal choice and in what sense. Furthermore, given that the Compressed
Sensing literature is mainly focused on recovery of sparse signals from linear measurements,
it is interesting to study the implications of the Compressed Sensing theory in the setting
of Bayesian inverse problems. Throughout the article we mentioned the issue of sparsity on
several occasions but this is not the only setting where non-Gaussian priors can be useful.
For example, non-Gaussian priors can be used in modelling of constraints or in construction
of hierarchical models. Finally, a major issue when it comes to using non-Gaussian priors in
practice is that of sampling. For example, even in finite dimensions, the Gp,q-priors are far
from a Gaussian measure. Then we expect that Metropolis-Hastings algorithms that utilize
a Gaussian proposal will have poor performance in sampling from posteriors that arise from
Gp,q-priors. This issue will become worse as the diemension of the parameter space grows.
Therefore, new sampling techniques that are tailor made to these non-Gaussian priors are
needed if we wish to apply them in real world situations.
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