Mobile computing and workgroup computing are emerging technologies which h a ve so far been treated independently. Current approaches to support cooperative work neglect the special characteristics of mobile environments like limited bandwidth or temporary disconnection. On the other hand, approaches to support disconnected operation rely on the assumption that the degree of data-sharing is low w h i c h i s o b viously not appropriate for cooperative work. In this paper, we utilize the CoAct cooperative transaction model to provide support for parallel activities in mobile environments. We present a system architecture that is able to cope with the special characteristics of mobile environments and a formal framework for the consistent information exchange between mobile users. The paper shows how t h e CoAct history merge algorithm reduces con icts by exploiting operation semantics and o ering consistent sequences of operations. We believe that our new approach is a viable solution to the growing demand for cooperation in mobile environments.
Introduction
The global information infrastructure | open networks, intranets as well as mobile networks | induces a rapid growth in opportunities to perform joint w ork e orts in locally distributed environments and within virtual organizations. Examples of applications where globalization of cooperative w ork is taking place are design applications, like cooperative document authoring or CASE, or corporate calendar managers and meeting schedulers.
Mobile computers and wireless networks are emerging technologies that will be soon available to a wide variety of computer users. Portable computers are now capacious enough to hold large databases and provide computational power comparable to a desktop computer, i.e., they can execute general applications such a s wordprocessors, spreadsheets, and complex database operations. Wireless network CoAct uses an \optimistic replication" approach where each user has assigned an own private workspace where copies of the data items reside. Operations executed by di erent co-workers do not a ect data items in other workspaces. This allows users to have individual views of the data. In order to see the work performed by others, a user explicitly incorporates the operations executed by co-workers into his workspace. This process can be regarded as a (partial) synchronization of di erent views to re-establish a common view of (parts of) the data. The correctness of the information exchange is ensured by a mechanism called history merging. 3 4 Optimistic replication is well suited for disconnected operation because it provides much higher availability of data. Avoiding locking is of special concern in case of extended disconnections because the possession of locks by disconnected clients would preclude writing and/or reading of other replicas. On the other hand, we have to cope with con icts caused by concurrent access to di erent replicas. Conventional approaches to disconnected operation like Coda are based on the assumption that virtually no con icts occur. 5 Hence, they o er hardly any support for resolving con icts. This assumption is not valid in cooperative applications which are focusing on sharing data. In contrast to this, CoAct o ers a sophisticated merge algorithm. This algorithm reduces the number of con icts by exploiting the type-speci c semantics of operations, thus, reducing the frequency of manual repairs. In addition to this, if a con ict cannot be avoided the merger o ers di erent consistent sets of operations. Among these alternatives, the user just has to choose one. The CoAct model as described above is implemented as an extension of the object-oriented database management system VODAK developed at GMD-IPSI, 6 i.e., all cooperation facilities are supported as DBMS services (like query processing and transaction management). For details on this CoAct implementation we refer the reader to our earlier work. 1 7 In this paper, we extend our work on CoAct's concept of history merging 4 and its application to support disconnected operations in mobile environments. 8 We present CoAct's mobile system architecture that is adapted to the special characteristics of mobile environments, thus, enabling \disconnected cooperation" among mobile co-workers. After that we g i v e a formal description of the concept of history merging. In Section 4, we discuss issues of caching, working in disconnected mode, re-integration of work, and failure-resilience. Finally, w e present related work and conclusions.
The Cooperative Activity Model
In this section, we rst give a n o verview of the CoAct model. After that, we describe the CoAct architecture to support cooperation among mobile as well as stationary users.
Overview of the Cooperative Activity Model
In general, cooperative w ork is characterized by alternating periods of individual and joint w ork. 1 9 10 During individual work periods, users try out alternative problem solutions while co-workers may w ork simultaneously on the same subject. Access to and use of shared data should neither block other users nor should it a ect co-workers unintendedly. During joint w ork, co-workers should be able to exchange information and to share nal as well as intermediate results. Moreover, dynamic subgrouping of co-workers should be possible.
Therefore, we assign in CoAct a private workspace to every user who takes part in a cooperative activity. 2 3 4 By default, the private workspaces of the co-workers are isolated from each other. Additionally, there is also a common workspace for each cooperative activity. This workspace is isolated from the private workspaces it is not assigned to any single user in the cooperative activity. The common workspace contains the data objects available when a cooperative activity i s started and the results of the cooperative activity when committed. We assume that all users integrate their relevant c o n tributions into the common workspace such that there is a single result of the cooperative activity. Figure 1 gives an overview of these constituents of the CoAct model.
To a c hieve isolation of workspaces, we (conceptually) copy the data objects initially contained in the common workspace to all private workspaces. From these copies, the actors can create throughout the working process their own private versions of data objects that can be manipulated independently. Hence, modi cations to data objects done by d i e r e n t c o -w orkers do not interfere. For each w orkspace, we k eep a log of the modi cations, i.e., the sequence of operations executed, in a workspace history. In CoAct, e a c h cooperative activity is described by:
(i) A set of operation types OP that can be invoked by a user in his private workspace. For each operation a compensating operation is speci ed (by a compensation function comp) which semantically undoes the e ects of the original operation. (ii) A set of type-speci c merging relations that exploit the semantics of operations. These relations are based on commutativity and guide the process of information exchange (history merging). 3 4 Our goal is to support an environment where the sequence of operations executed in a workspace is composed interactively by the user at runtime. A user selects the next operation from the set OP and provides the actual input parameter values to the operation. Each u s e r i n teraction is modeled as a single operation in CoAct. Operations are the smallest units of work within a cooperative activity. An operation is considered to be atomic and transfers a consistent w orkspace state to another consistent s t a t e . Operations executed are logged in the workspace history together with their output parameter values.
Information exchange among workspaces in CoAct is based on the exchange of operations instead of data objects. This is an explicit act that is initiated by an actor by i n voking one of CoAct's exchange facilities. These are generic meta-operations of the CoAct model (like starting, aborting, or committing of a cooperative a ctivity) they are all based on the paradigm of merging workspace histories. The
CoAct model provides two di erent options for exchanging information:
(i) Co-workers can directly exchange operation sequences between their private workspaces by means of the import and delegate meta-operations. Import is used by a co-worker to incorporate a sequence of operations executed in the scope of another workspace into the local workspace. In case of conicts that may occur during the merge, the importing user can select among di erent consistent sets of operations to resolve t h e con icts. The delegate meta-operation is used to pass on a set of operations to a co-worker who is then merging them into the destination workspace.
(ii) Co-workers can exchange operations through the common workspace by m e a n s of save and import meta-operations. A user can invoke the save meta-operation to incorporate operations of the user's private workspace into the common workspace, thus making (partial) results public to all co-workers. The user who invokes the save command controls the integration into the common workspace. Other co-workers can then retrieve the saved information using the import meta-operation described above.
The CoAct history merge mechanism ensures that only consistent parts of workspaces are exchanged. Consistent units of work are identi ed by examining the backward c ommutativity relation 11 12 between operations contained in a workspace history. The incorporation of operations int o a w orkspace is then realized by t h e re-execution of the operations in the destination workspace. In this way, the e ects of these operations are re ected in the private versions of the data objects in the destination workspace. The semantic correctness of the exchange of operations is guaranteed by ensuring that the re-execution of an operation has an equivalent \view" on the history, in both the destination workspace and the source workspace. Hence, the behavior of a re-executed operation in terms of output results is indistinguishable from its initial execution. We use the forward commutativity relation 11 12 to check t h i s . If the merge process cannot be performed without violating the semantical correctness, the merge algorithm identi es di erent consistent sets of operations one of these solutions can then be used in the merge. Merging may result in reverting previous decisions, i.e, undoing operation sequences. This is done by compensation in CoAct. To facilitate the merge process for the user, the selection task can alternatively be performed within a software module without requiring user interactions. In this case, certain merge policies can be speci ed providing di erent con ict resolution strategies.
If an operation has been successfully incorporated into another workspace, it is conceptually the same operation that is present in more than one workspace. The presence of identical operations in several workspaces enables us to establish a close cooperation between co-workers, because con icts between operations that are present i n b o t h w orkspace histories can be ignored. The degree of cooperation is scalable depending on the exchange frequency.
Those parts of a cooperative activity that are re ected in the common workspace after its completion (commit) are considered as its nal result. It is assumed that all users integrate their relevant contributions into the common workspace to produce a single result of the cooperative activity.
Mobile CoAct Architecture
To support cooperation among mobile users and among stationary and mobile users we instantiate the CoAct system architecture ( Figure 1 ) as described below.
An overview of the mobile system architecture is shown in Figure 2 . The most important aspect of this architecture is that the private workspace of mobile users is split into two parts: a stationary one and another part residing on the mobile client. The stationary part of the mobile architecture consists of the common workspace (CWS) of the cooperative activity and one stationary private workspace (SPWS) per participating user. The stationary workspaces are connected via the xed network. In addition to that, we assign each mobile user a mobile private workspace (MPWS) which resides at the user's mobile computer and serves as a cache. We assume that the mobile computers can part-time connect to the stationary system, e.g., by plugging in the mobile computer into the xed network, by using a dial-up connection or by using a wireless network. Having a stationary as we l l a s a m o b i l e private workspace per user has several advantages:
(i) As mentioned, mobile computers have limited resources and not all objects of a p r i v ate workspace can be uploaded to the mobile computer. Cache misses can be easily handled (if the mobile computer is connected) because the SPWS contains the correct versions of the objects needed. (ii) The SPWS is utilized to achieve durability of the modi cations to the workspace state and history. Data in the MPWS is persistent, but because of the increased risk of a crash and the possibility of theft and loss of the mobile device, data on the mobile computer cannot be considered durable.
(iii) The SPWS serves as a \proxy" of the MPWS and enables other users (stationary as well as connected mobile ones) to exchange information, i.e., importing and delegating, while the mobile user is disconnected.
The initial state of the CWS, i.e., the state at the beginning of the cooperative activity, is replicated in all SPWS. For the stationary user the complete content o f the workspace, i.e., data and history, is re ected in the SPWS and the stationary user can alter it directly. For the mobile user two questions have t o b e a n s w ered:
Where are the data items? The SPWS contains all data items. All modi cations made by those operations which have already been propagated to the stationary system (see below) are re ected in them, i.e., in the state of the SPWS.
Mobile users execute their operations at the MPWS and the data items that are accessed by e a c h operation have to be in the MPWS. Hence, they rst prefetch some of the data items into their MPWS. Due to the limited resources of the mobile computer, only parts of the SPWS may be cached at the MPWS. A situation where data items are needed that are not in the cache is called a cache miss. While being connected to the stationary system a cache miss can be easily handled by fetching the required data item from the SPWS. How to get the right data items into the cache and how to deal with cache misses in case of disconnection is described in Section 4.1 and 4.2, respectively.
Where is the workspace history? As described above, a mobile user executes operations only at his MPWS. This applies to operations directly invoked by t h e user as well as operations re-executed due to a merge. This implies that all history entries are generated at the MPWS. To k eep the \proxy" at the SPWS up to date and minimize the risk of lost data we propagate all history entries to the SPWS as soon as possible and re-execute the operations at the SPWS to achieve the same state in both representations of the workspace. In case of connection this can be done immediately. For a disconnected user this is done after reconnection. For details of the re-integration mechanism see Section 4.3.
At the SPWS all history entries are stored until the end of the cooperative activity. The storage of history entries at the MPWS can be handled more exible and depends on the disk space and the autonomy requirements of the mobile user.
To participate in an exchange operation while being disconnected the mobile user needs the complete history of his workspace. To undo parts of his work by m e a n s of compensation at least all operations succeeding the ones to be compensated have to be available. In the former case this is necessary either to compute consistent units of work or to detect con icts. In case of compensation the operations which depend on those operations to be undone have to be detected. If the user needs these facilities only during connection he can drop the history entries after they have been propagated to the SPWS and thus save disk space on the MPWS.
Information Exchange in the Presence of Mobile Users
In the presence of mobile users we have new options for the information exchange. In the following we describe characteristic examples in detail.
(i) Import, delegate between a stationary user and the MPWS of a connected mobile user (Exchange option 1 in Figure 2 ). If parts of the history of the mobile user are delegated to or imported from the stationary user, the necessary operations are taken from the SPWS. Since the mobile client is connected we can assume that its history has been entirely propagated to the SPWS. In the other direction, delegation to the mobile user takes place by making available the respective subhistory at the SPWS of the delegatee. Since the mobile client is in connected mode it is immediately noti ed of this delegation and can integrate the corresponding operations into its workspace. A c a c he miss that might occur while re-executing these operations can be relieved by fetching the object from the SPWS. An import operation of the mobile user is handled in a similar way without the noti cation because the mobile user is the active part. An analogous approach is used for information exchange between two connected mobile clients. (ii) Import, delegate between a connected mobile user and the SPWS of a disconnected mobile user (Exchange option 2 in Figure 2 ). Although one of the clients is disconnected and not reachable it is nevertheless possible to import from his history. As mentioned above, we use in the case the corresponding SPWS as a proxy. Delegation to the disconnected client is handled similar as in (i). When the mobile client reconnects it is noti ed and can then merge the histories. An analogous approach is used when a stationary user instead of a connected mobile user is involved in the information exchange. (iii) Direct import, delegate between two mobile users not both connected to the stationary system but connected (e.g. via IR, GSM) to each other, e.g., a mobile workgroup (Exchange option 3 in Figure 2 ). To perform an exchange operation both clients must have access to their complete workspace history, i.e., a client m ust either be connected to the stationary system or have c a c hed the (entire) workspace history. This is necessary to calculate consistent units of work on the client h a ving the source history and to detect merge con icts on the side of the receiving client. When re-executing or compensating operations during the merge a cache miss might o c c u r . This situation is similar to cache misses due to operations directly invoked by the user. If the cache miss cannot be served due to disconnection the user can decide to interrupt the merge operation and con ne himself to integrate only those operations that precede the operation that caused the cache miss or are independent of this operation.
Another possibility is to abort the merge and integrate no operation at all.
History Merging
In this Section, we formally de ne the basic building blocks of the CoAct model that allow us to derive our notion of correctness in the remainder of this section.
States
Let D be the set of all data objects that can occur in a workspace. 
A running example
In order to illustrate the history merging functionality o f CoAct we i n troduce a running example that is used throughout the remainder of this paper. The example is motivated by the hypermedia document authoring system SEPIA 13 14 15 which is used as a demonstrator application for CoAct. 1 
Dependencies within a single history
In this section, we introduce the central concept of a consistent unit of work. An operation in a history might depend on previously executed operations, i.e., its behavior is in uenced by preceding operations. By identifying all relevant predecessors of a given operation, we are able to identify consistent units of work that can be subject of an information exchange.
Since we are interested here in determining dependencies within single workspaces, we need a dependency relation that is based on update-in-place policy.
Therefore, we apply the backward commutativity relation bc. 16 Note that the relation bc is symmetric but not transitive.
De nition 4 (backward commutativity relation) The Example: The con ict speci cation using backward commutativity for our sample operations in Section 3.3 is given in Table 1 . If the con ict predicate evaluates to true then the two operations do not commute backward. 
A closed subhistory contains for each operation every preceding operation it depends on. We consider a closed subhistory as a consistent unit of work.
Theorem 1 Each closed subhistory of a legal history is legal. 4 The relation bc allows us to de ne certain other useful properties on histories: correspond to consistent units of work that can be exchanged among workspaces independently. Example: Figure 3 shows the workspace history of workspace A of a cooperative authoring activity. Each box represents an operation that has been executed by t h e u s e r c o n trolling workspace A. In order to identify consistent units of work, the user selects a subset of the operations in his workspace history. Then, according to de nition 5, the system selects recursively the non-backward commuting predecessor Conceptually, the state S init is copied to each workspace to achieve isolation of executions in di erent w orkspaces. Hence, operations can be executed independently in di erent w orkspaces. To ensure that subsequent de nitions are independent o f S init , w e require 9 history H : H(S ? ) = S init .
Merging of histories
The bc relation allows us to identify consistent units of work that can be subject to an information exchange. If such a unit of work represented by a (minimal) closed subhistory is incorporated into another workspace history, w e h a ve to ensure that the exchanged operations behave in the destination history as in the source history.
Since we are interested here in determining dependencies between di erent workspaces, we need a dependency relation that is based on deferred update policy. Therefore, we apply the forward commutativity relation f c . 16 Note that the relation is symmetric but not transitive.
De nition 6 (forward commutativity relation) The Example: The con ict speci cation using forward commutativity for our sample operations in Section 3.2 is given in Table 2 .
We c a l l t wo histories H 0 H 00 mergeable i both histories are legal and are based on the same initial workspace state. A merged history H M = (M < M ) is constructed out of two mergeable histories H 0 = ( O 0 < O 0 ) a n d H 00 = ( O 00 < O 00 ), i. Theorem 2 A correct merged history is legal. 4 
Compensation
Before we describe an algorithm for merging subhistories of one history into another history, w e i n troduce the notion of compensation. Compensation allows us to undo operations in the destination history which m a y be required in case of merge con icts (cf. property (iv) in De nition 7). Additionally, compensation allows for the interactive exploration of di erent problem solutions carried out within the private workspaces because operations can be selectively undone (and redone) by a user.
De nition 8 (compensation) The compensation function comp given in the speci cation of a cooperative activity (cf. the resulting state to be equivalent to the state that would have been reached if the compensated-for operation would never have been executed, i.e., the states need not be identical. 17 Compensation Minimal units of compensation is a similar concept as minimal closed subhistories. However, minimal closed subhistories consider preceding operations on which the selected ones depend whereas minimal units of compensation consider dependent successive operations.
De nition 10 (compensation sequence) Let First, the set I O 0 of operations to be merged into H is selected. The operations in I do not necessarily comprise a consistent unit of work. To satisfy property (ii) of De nition 7, we construct the minimal closed subhistory P = ( O P < OP ) u nder I (step 2). The subhistory P (exchange history) is the part of H 0 to be merged into H.
During the merge, there may occur con icts between operations of H and P. If we a l l o w only an atomic merge of P into H, i.e., to include all or none operations of P, the mechanism would be rather in exible. In case of a con ict we either have t o discard a large portion of H or we cannot include any operation of P at all. Therefore, we allow for a partial merge, i.e., to include only parts of P into H. Hence, we partition P into independent closed subhistories P 1 : : : P k . Each P i = (O i < Oi ) can be merged separately into H. Note, that each O i contains at least one o 2 I. An even ner merge granularity can be achieved by slightly modifying the algorithm. 4 The condition in step 4 of the merge algorithm ensures that an operation can only be appended to H if it commutes forward with all operations in O that are not already included in O i . Since we deduced this condition straightforward from
De nition 7, the algorithm obviously constructs a correct merged history and thus H P 0 i is legal. If the condition in step 4 is not ful lled there are two possibilities how to proceed. First, the user (or the controlling software module) can decide to abandon the incorporation of P i into H. Second, the operations in O that do not commute forward with those in O i can be compensated rst. In this case it is possible to incorporate all the operations of P i into H.
After computing the new histories, we can construct the new workspace state for H by re-executing all operations in P i that were not already included in H. Theorem 3 states that H 00 H C is legal. With a similar argumentation as above, it is easy to see that H 00 P 0 i is a correct merged history and hence, legal, too. When all partitions P i are processed by the merger, the algorithm terminates.
Note, that this does not imply that all a 2 I have been incorporated into H since the controlling instance might h a ve decided during the merge process to leave out some partitions P i . To further optimize the merge process, we can utilize the concepts of masking and of transparent operations. Operations that are masked by other operations may not need to be compensated whereas transparent operations need not to be compensated and re-executed. 3 
Example of History Merging
For our example, we assume two cooperating authors acting in workspaces A and B. In this example the work starts with an empty d o c u m e n t. This empty document represents the initial state of both workspaces. . This history is a consistent u n i t o f w ork. The exchange history is send to workspace B where the user responsible for this workspace controls the integration of P into workspace B. The exchange history P contains a single independent closed subhistory and, thus, it cannot be further partioned. The merge algorithm starts now to integrate the operations of P into workspace B. First, forward commutativity con icts between the operations of workspace history H B and the operations in P are computed. Due to the fact, that H B = ], no con icts occur, i.e., the rst case of step 4 in the merge algorithm is applicable. Therefore, the user of workspace B can integrate all operations of P. To perform the actual integration, the operations in P are sequentially re-executed in workspace B. The resulting histories of workspaces A and B are shown in Figure 4 . Note, the re-executed operations are \replicated" among the workspaces A and B. Import from workspace B into workspace A. Let us assume both users have continued in isolation, e.g., while being disconnected, resulting in the workspace histories presented in Figure 5 . The user of workspace A has removed the link connecting the nodes N1 and N2 as well as the node N2 itself by means of operations A 5 and A 6 . At the same time, the user of workspace B has created a new node N4 which i s l i n k ed to N2. Both users have c hanged the document content in con icting ways, and we will now explore di erent merge alternatives.
User A plans to import the results of his co-worker and looks up the workspace history of workspace B. He selects operation I = fB 2 g and calculates the merge alternatives. The merge algorithm computes the exchange history P = A 2 B 1 B 2 ]. The exchange history P cannot be partitioned into independent closed subhistories.
We will now examine the operations and their implications for the merge algorithm.
First, A 2 is already re ected in workspace A and can be ignored, i.e., no con ict 
Disconnected Cooperative W ork
In this section, we discuss speci c problems induced by the possibility o f d i s c o nnection and how they are solved in the mobile CoAct system.
Caching on the Mobile Client
To work on the mobile client the data items that are needed to perform the required task have to be in the client cache. While connected to the stationary server cache misses can be easily handled by fetching the missing items from the SPWS. To minimize cache misses while disconnected it is crucial to ll the cache with those data items that are most likely to be needed in the near future.
As proposed for the Coda le system the desired cache content is determined by a mixture of two strategies namely (1) keeping those data items in the cache the user is currently working with, i.e., applying usual LRU caching and (2) caching certain user speci ed data sets, i.e., caching data items the user expects to work with in the future. With respect to the displacement strategy we can make use of the behavior-based approach o f t h e CoAct model, i.e., we need not distinguish between updated and clean objects. The objects itself are never written back to the server. Modications of objects or the creation of new objects are communicated to the server by transferring the modifying operations. Therefore, we can remove objects from the cache although they are modi ed and not yet written back to the workspace representation on the server.
A caching strategy for hypermedia authoring
Our current demonstrator application for the CoAct system is the hypermedia authoring system SEPIA (see Section 4.1). 13 14 15 In the following, we propose an application-speci c caching strategy for hypermedia structures.
For the purpose of caching we de ne a relevance metric on the hierarchical hypermedia network. The relevance of one node to another is determined by its distance in the hypermedia graph, i.e., the number of links or nesting levels that are between both nodes. Nodes that are closer together are considered to be more relevant t o each other. The relevance is de ned horizontally, i . e . , considers nodes and links within the the same space, as well as vertically, i.e., considers nodes which are contained within each other.
This relevance metric is used for LRU caching as well as user de ned data hoarding. For LRU c a c hing we use the metric to perform prefetching. In case of a c a c he miss we fetch not only the required object but also all other objects which have a relevance for the missing object above a certain threshold. The value of the threshold is dependent on the current c a c he contents. At the beginning of the cooperative activity when the cache is nearly empty the value is low, enabling a quick loading of useful objects into the cache. When the cache is lled later on the threshold is increased. A similar behavior is used to enable the user a simple speci cation of the objects he wants to have in the cache. He can do this by clicking on certain hypermedia objects. The caching algorithm then determines all other objects which are relevant to the selected ones.
After determining in this way a l l h ypermedia nodes to be cached, the caching algorithm caches the connected subgraph containing these nodes, i.e., all links connecting the respective nodes are added.
To further optimize the management of cache space on the mobile client the user can specify whether he wants to cache voluminous multi-media contents, e.g., audio, video or graphics which can be contained in atomic nodes.
Working in Disconnected M o de
In this section we will describe speci c problems that occur due to disconnection. After fetching the objects from the SPWS into the MPWS, the mobile user can work autonomously in disconnected mode. Operations executed on the MPWS are logged in the local workspace history of the MPWS. It is important to recognize that aspects of concurrency control of disconnected mobile clients need no special consideration here. It is inherent in the CoAct model that con icts that may occur during disconnected work are resolved later by history merging. This feature of CoAct already meets the requirements of multi-user cooperation in mobile environments.
Two major problems have to be addressed in the context of disconnected operation: (1) handling cache misses occurring during disconnected work, and (2) ensuring uniqueness of operation identi ers and object identi ers within the whole cooperative activity.
While being disconnected the mobile client can only access data items that reside within its MPWS. Cache misses are handled in a non-blocking way. If it is for some reason not possible nor desired to connect to the corresponding SPWS, the execution of the operation is aborted and the user is informed about the cache miss. It is up to the user to continue with another task or to reconnect to the stationary system if possible. In case a connection can be established, the cache miss can be handled transparently for the user by sending a request to the corresponding SPWS and (pre-)fetching the missing data items (cf. Section 4.1). It should be noted that the missing data items are always available in the SPWS in the required state because during disconnection no operations are performed in the SPWS.
The assignment of operation identi ers to operations need a special treatment in mobile environments. In a CoAct architecture which is limited to permanently connected workspaces, uniqueness of operation IDs can be ensured by a central instance. During disconnected operation it is not possible to obtain a unique ID from the stationary host managing the common workspace.
To ensure the uniqueness of operation IDs also in case of disconnection the following approach is taken: Each pair of SPWS and the corresponding MPWS in a cooperative activity is assigned a unique workspace ID. This workspace ID is dynamically generated by the stationary system and assigned to SPWS and MPWS when a user joins the cooperative activity (which of course requires a connection to the stationary system). In addition to the workspace ID each p a i r o f w orkspaces maintains a monotonically increasing local operation counter. To ensure uniqueness of operation IDs among all workspaces, the resulting operation ID consists of two components: the workspace ID and the current v alue of the local operation counter. A similar approach is pursued to generate unique object identi ers (OID) for objects created in a private workspace.
Re-integration
If a mobile user reconnects to the stationary system, the modi cations made in its MPWS during disconnection are propagated to the SPWS. Note that we always try to keep the SPWS up to date because it serves as a proxy of the MPWS during disconnection.
Re-integration of work in the CoAct model is based on the re-execution of operations in the SPWS to update its workspace state. Hence, in contrast to other models, the history of the operations executed on the MPWS has to be transferred instead of the updated data items. This can reduce the network bandwidth required for re-integration. The propagation can be done asynchronously (in the background even in case of weak connections) and is transparent for the mobile user. Reexecution of the operations on the SPWS can also be done asynchronously and even if the mobile user is disconnected again.
Propagation of operations to the SPWS cannot lead to con icts because we d o not have to merge the histories of the SPWS and the MPWS. The reason is that the MPWS history generated at the mobile client during disconnection is a continuation of the history already re ected at the SPWS and the MPWS is only a cache of the SPWS. If some objects are newly created in the MPWS during disconnection, their (re-)creation in the SPWS is covered by re-executing the operation that created the object in the MPWS. Therefore, we only need to append the MPWS history entries to the history of the SPWS and to re-execute the operations on the objects in the SPWS to re ect the modi cations done during the period of disconnection.
Optimizations to reduce the size of the history to be transferred during reintegration are possible. If an operation has been compensated due to a prior merge con ict or explicitly by a user, both the original operation and its compensating operation can be eliminated from the history. The reason is that they semantically correspond to a null operation. Moreover, optimizations to the re-execution process are possible. As for merging histories (see Section 3.10), it is not required to reexecute transparent operations. 3 
Failure-resilience
The diversity i n troduced by mobile computing brings new challenges to failureresilience. Types of failures that are very rare in xed environments are more likely in mobile environments, e.g., physical damage becomes more probable. Mobile computers can be lost or stolen. Failures due to power problems can be frequent events.
Failures on a mobile computer can be classi ed in two categories 19 : (1) permanent failures that cannot be repaired autonomously by the mobile computer and (2) transient failures that a ects temporarily the functionality of the mobile device.
Recovery of transient failures is addressed in our model with traditional database recovery concepts. Before an operation is executed the corresponding history entry is written to persistent storage (write-ahead-logging). Furthermore, the initially cached workspace state is persistent (checkpoint). In case of a transient failure the last MPWS state can be recovered by re-executing the logged operations on the checkpointed workspace state. This process can be optimized by periodically checkpointing the modi ed objects.
Permanent failures are handled using the SPWS as a reliable backup of the MPWS. Recoverability of the SPWS is achieved as for the MPWS. Operations executed on the MPWS during disconnection are immediately propagated to the stationary workspace if possible (and desired). Thus, the state of the MPWS can be recovered up to the last propagated operation.
Related Work
Up to now, most research with respect to disconnected operation has been done in the area of distributed le systems. Coda which is based on the Andrew File System (AFS) is the rst implementation of a le system explicitly supporting disconnected operation. 5 20 The system uses an optimistic replication policy. Before a mobile client disconnects, it hoards useful data in its cache based on a LRU p o l i c y and hoard pro les. A disconnected client can then continue to work by using any data in the local cache. If a cache miss occurs, the operation fails and an error code is returned. When the client reconnects, the updates are integrated. In case of con icting le updates, the user manually has to resolve the con ict. The approach of LittleWork which adds disconnected operation to AFS is similar to that used in Coda. 21 Ficus is a replicated le system supporting disconnected access, too. 22 Ficus adopts a primary copy approach t o replication control. Only a site with a write token can modify the le. Thus, a disconnected client has to have the write token (primary copy) to modify the le. At reconnection, communication to the secondary copies has to be established.
All these systems su er from several problems: One big problem is that these systems have only a poor notion of dependencies among multiple data objects and user interactions, i.e., the operations executed on the data. In traditional le systems, such dependencies are generally not recorded, and appropriate compensation operations are not explicitly speci ed. For example, Coda and Ficus deal only with write/write con icts. The problem of read/write con icts between les is partially addressed by so called isolation-only transactions. 23 However, it is not clear how a transaction reacts in case of a cache miss. Even in case of a connection, the missing le might h a ve been modi ed by another client and the right v ersion of this le is no longer available to resolve the cache miss. Moreover, all of the systems mentioned above do not consider type-speci c semantics of operations executed during disconnection (with an exception of the directory operations in Coda) and, thus, the number of con icts is high. Therefore, these systems can only be used when the degree of data-sharing is very low which is obviously not true in cooperative systems. One exception is Rover. 24 In this approach operation semantics is used to reduce con icts. However, this model sacri ces the independence of the merge functionality and the application. In Rover the information about operation semantics and the algorithms for the integration of changes are realized within the application. This increases the speci cation overhead and makes it impossible to use applications which cannot be modi ed.
Less work has been done in the eld of DBMS support for disconnected clients. One exception are the proposed extensions of Thor to support disconnected mobile clients. 25 Thor is a client/server object-oriented DBMS where each client caches copies of the persistent objects residing at the server site. In comparison to the systems described above special emphasis has to be put on the caching of objects before disconnection because objects are smaller than les and might be heavily interconnected. Additionally, computations in a DBMS have to run within ACID transactions. The authors propose to use the high-level semantics of objects in the DBMS to decrease the number of con icts and, thus, the number of transaction aborts at reconnect. This is similar to our approach. However, as serializability i s used as the correctness criteria in Thor, cooperative multi-user activities are not supported. Instead, it was proposed that sharing among multiple users is controlled by the application itself outside the DBMS.
The problem of disconnected cooperation among multiple users is addressed in the approach of Skopp and Kaiser for the special case of software engineering environments. 26 The system described is based on a le repository which includes additional control mechanisms. In contrast to above i t u s e s a c heckout model where les have to be locked before caching them at the mobile clients. Two new lock modes are introduced: dirty-read and generated-exclusive. The rst mode allows users to read inconsistent data whereas the latter is used for les like executables that can be re-generated by special tools, e.g., \make". Generated-exclusive les are treated di erently than exclusively locked les during the re-integration process. The reason is that they can be re-generated in their newest version from other les. This approach seems to be useful for this particular application domain but it is not applicable in general.
The Bayou system aims at supporting data sharing among mobile users. 27 Bayou is based on replication of data on several servers. Each client requires at least access to one server to perform useful work. Bayou servers propagate writes among themselves during pair-wise contacts, called anti-entropy sessions. Application-speci c con ict detection is accomplished through the use of dependency checks. Each write operation in Bayou includes a dependency check consisting of an applicationsupplied query and its expected result. In case of con icts, i.e., the actual and the expected result di er, an application de ned merge-procedure is invoked. Although Bayou allows application-speci c con ict resolution strategies the speci cation effort for this is enormous. For each write operation application-speci c dependency checks and merge-procedures have to be speci ed which are di cult to validate against the application semantics. In contrast to that, CoAct gives the opportunity to specify exactly the application semantics required for con ict detection and resolution in the merge rules.
In some other systems, techniques for semantic-based con ict detection and resolution have been proposed, too. As mentioned above, Coda provides mechanisms to resolve con icting directory operations. Oracle's symmetric replication product also includes the notion of application-selected resolvers for relational databases. 28 Other systems, like Lotus Notes do not supply application speci c mechanisms to handle con icts, but rather create multiple versions of data objects when con icts arise.
Conclusion
In this paper, we utilized the CoAct cooperative transaction model to enable cooperation among connected as well as disconnected mobile users. Strategies for replication control and multi-user cooperation are not mature in the area of mobile wireless computing. The possibility of disconnection of mobile units from the stationary host and the limited bandwidth of networks make it necessary to develop new models. We have shown how to extend CoAct's underlying architecture in order to consider mobile users with their portable computers and to enable cooperation among them even if they are disconnected.
CoAct provides support for parallel, disconnected work by replicating objects in private workspaces. Cooperation is achieved by the semantically correct exchange of information between workspaces, i.e., the (partial) synchronization of the contents of workspaces. The nucleus of the exchange facilities in the CoAct model is the concept of history merging which is formally described in Section 3. The exibility of history merging is mainly achieved by its ability to dynamically determine consistent units of work in terms of operations and its consideration of operation semantics for resolving con icts which goes beyond the state of the art presented in section 5. While the traditional transaction correctness criterion guarantees that no errors occur due to the interleaved execution of transactions (serializability), the correctness criterion of the merge approach guarantees that no inconsistencies are introduced due to the exchange of information between concurrently executed work. It turned out that the merger component can be easily integrated into a system architecture where no durable connection to the stationary system is required. Pos-sible con icts among operations occurring in disconnected mode can be resolved by merging results. The fact that transfer of operation logs instead of data is used in the re-integration phase, which requires less network bandwidth, makes the model additionally attractive for mobile wireless computing.
A question that requires further attention is the speci cation of commutativity relations. Speci cation tools that compute commutativity information automatically from a formal speci cation of operations will improve the practical applicability of the approach. Commutativity analysis tools that are investigated in the framework of TransCoop are a rst step in this direction.
