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Abstract
We derive sub-Riemannian Ricci curvature tensor for sub-Riemannian manifolds.
We provide examples including the Heisenberg group, displacement group (SE(2)),
and Martinet sub-Riemannian structure with arbitrary weighted volumes, in which we
establish analytical bounds for sub-Riemannian curvature dimension bounds and log-
Sobolev inequalities. Our derivation of Ricci curvature is based on generalized Gamma
z calculus and z–Bochner’s formula, where z stands for extra directions introduced into
the sub-Riemannian degenerate structure.
Keywords: sub-Riemannian Ricci curvature; Generalized Gamma z calculus; Heisen-
berg group; Displacement group SE(2); Martinet sub-Riemannian structure.
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1 Introduction
In Riemannian geometry, Ricci curvature plays essential roles in probability, geometric
analysis, and functional inequalities [2]. Here, the lower bound, often related to the
curvature dimension bound, plays crucial roles in studying convergence rate of drift-
diffusion process and establishing the concentration inequalities, especially log–Sobolev
inequalities. Here the major limitation for curvature dimension bound is that the metric
is of Riemannian type, where the metric tensor needs to be positive definite.
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Nowadays, sub-Riemannian geometry is of great interest in Lie group, geometric
analysis, optimal control, and engineering communities. Here the sub-Riemannian
structure refers to the fact that the metric on the sub-bundle is degenerate. In other
words, the metric is only semi-positive definite, see [11, 8, 14, 6, 13, 12, 17, 18, 1, 15, 19, 4]
and many references therein. This degeneration structure brings many difficulties in
the study of concentration inequalities. In these settings, the classical curvature di-
mension bound often does not exist. A natural question arises. Does there exist a
sub-Riemannian Ricci curvature tensor and its lower bound?
To answer these questions, Gamma calculus, also named Bakry–E´mery iterative cal-
culus, are powerful methods in deriving Ricci curvature tensor and curvature dimension
bound. In Riemannian settings, the calculus provides analytical ways to compute the
curvature dimension bound. However, the classical Gamma calculus relies on the fact
that the metric is positive definite, which does not cover the sub-Riemannian cases. To
handle this degeneracy issue, studies in [5, 11, 6] propose Gamma z calculus, where z
represents given extra directions. This method derives the sub-Riemannian curvature
dimension bound. However, the current method still requires a sub-Riemannian struc-
ture with a special choice of z, and satisfying commutative iteration properties. Besides,
the method requires the fact that the sub-Riemannian structure is restricted up to the
step 2 condition.
In this paper, following the generalized Gamma z calculus in [16], we present a gen-
eralized sub-Riemannian Ricci curvature and curvature dimension bound. This method
transfers the commutative iteration condition into a new quantity in Gamma z calculus
(see formula (2.3)). In a compact region, our method allows us to establish the analyti-
cal bound for sub-Riemannian log–Sobolev inequalities. More concretely, we formulate
analytical curvature tensor for the Heisenberg group, displacement group (SE(2)) and
Martinet flat sub-Riemannian structure with any weighted volumes.
In literature, a weighted Ricci curvature tensor has also been studied in sub-Riemannian
manifold [4]. Here [4] introduces the other generalization of Bakry-E´mery curvature ten-
sor using the associated Riccati equation, following which they prove sub-Riemannian
comparison theorems. Compared to them, our method generalizes the Gamma calculus
based on sub-Riemannian Laplacian operator, following which we prove log-Sobolev and
Poincare´ inequalities.
2
1.1 Main results
We sketch one of our main results for the Martinet sub-Riemannian structure. Here
the sub-Riemannian structure is defined on R3 through the kernel of one-form η :=
dz − 12y2dx. A global orthonormal basis for the horizontal distribution H adapt the
following differential operator representation, in local coordinates (x, y, z),
X =
∂
∂x
+
y2
2
∂
∂z
, Y =
∂
∂y
.
The commutative relation gives
[X,Y ] = −yZ, [Y, [X,Y ]] = Z, where Z = ∂
∂z
.
Here we note the horizontal and vertical direction by
aT =

1 0 y22
0 1 0

 , zT = (0, 0, 1)
Associated with this group, we consider the drift–diffusion process whose generator is
given by
Lf = ∇ · (aaT∇f)− 〈a⊗∇a,∇f〉 − 〈∇V, aaT∇f〉,
where V ∈ C∞(R3) is a given potential function and a ⊗ ∇a is defined in section
2. Here generator L induces an invariant measure associated with probability density
function by ρ∗. In this paper, we shall introduce a sub-Riemannian curvature tensor
R = RGab + Rzb + Rρ∗ ; see details in section 3. We show that when there exists a
constant κ > 0, such that
R(∇f,∇f) ≥ κ〈∇f, (aaT + zzT)∇f〉, for any f ∈ C∞(R3),
then the following sub-Riemannian log–Sobolev inequality holds∫
ρ log
ρ
ρ∗
dx ≤ 1
2κ
∫ (
∇ log ρ
ρ∗
, (aaT + zzT)∇ log ρ
ρ∗
)
ρdx.
We derive the algebraic condition for κ. Let
κ = λmin(A),
where matrix A = (Aij)1≤i,j≤3 ∈ R3×3 has the following form
A11 = (
∂2V
∂x∂z
+
y2
2
∂2V
∂z∂z
) +
( ∂2V
∂x∂x
+ y2
∂2V
∂x∂z
+
y4
4
∂2V
∂z∂z
)
− y2;
A22 =
∂2V
∂y∂y
− y2; A33 = y
2
2
;
A12 = A21 =
y
2
∂V
∂z
+ (
∂2V
∂x∂y
+
y2
2
∂2V
∂y∂z
) +
1
2
∂2V
∂y∂z
;
A13 = A31 =
1
2
− y
2
∂V
∂y
; A23 = A32 =
1
2
y(∂xV +
y2
2
∂zV ).
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There exists a compact region in R3 with κ = λmin(A) > 0. To our best knowledge,
this is the first time that we prove the curvature dimension bound and the log–Sobolev
inequality within the Martinet sub-Riemannian structure.
This paper is organized as follows. In section 2, we briefly review the generalized
Gamma z calculus and its derivation by Lyapunov methods in density space. In section
3, we briefly recall the analytical formulas of sub-Riemannian Ricci curvature by gen-
eralized Gamma z calculus from [16]. In section 4, we present the main result of this
paper, which includes several concrete examples, including the Heisenberg group, dis-
placement group (SE(2)), and Martinet sub-Riemannian structure with any weighted
volumes.
2 Generalized Gamma z calculus
We briefly review the generalized Gamma z calculus proposed in [16]. Here we also
review its derivation by Lyapunov methods in density space in subsection 2.1.
Consider a degenerate drift diffusion process
dXt = −a(Xt)a(Xt)T∇V (Xt)dt+
√
2a(Xt) ◦ dBt, (2.1)
where n,m ∈ Z+, a ∈ C∞(R(n+m)×n) is a matrix function, V ∈ C∞(Rn+m) is a
vector function. Here Bt is the standard Brownian motion in R
n and ◦ represents the
Stratonovich integral of Brownian motion.
We notice that the choice of matrix a is based on the sub–Riemannian metric for
Euclidean space (M = Rn+m, (aaT)†), where † is the pseudo inverse operator. Here
a = (a1, a2, · · · , an) with each ai, i = 1 · · · , n, as a n + m-dimensional column vec-
tor. We notice that when a is an invertiable squared matrix, i.e. m = 0 and vectors
a1, · · · an are linearly independent. Then (M, (aaT)−1)) is a Riemannian manifold and
(2.1) corresponds to the associated Riemannian drift diffusion process. And, for gen-
eral degenerate matrix a, SDE (2.1) can be viewed as a sub–Riemannian drift diffusion
process.
Throughout this paper, we assume that {a1, a2, · · · , an} satisfies the strong Ho¨rmander
condition or bracket generating condition. Then from sub–Riemannian theory, there ex-
ists a unique and smooth solution for the density function of a process Xt in (2.1). Our
goal here is to study the convergence behavior of the drift-diffusion process (2.1).
We first review some background results for the invariant measure of SDE (2.1).
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Lemma 2.1 (Invariant measure). Suppose SDE (2.1) with V = 0 is associated with
a unique smooth symmetric invariant measure, then there exists a function Vol ∈
C∞(Rn+m), such that
a⊗∇a = −aaT∇ logVol.
Assume that the SDE (2.1) has a smooth invariant probability measure ρ∗ ∈ C∞(Rn+m),
then
ρ∗ =
1
Z
e−VVol,
where Z is a normalization constant such that Z =
∫
Rn+m
e−VVoldx <∞.
We next present the iterative Gamma z calculus for the convergence behavior of SDE
(2.1). To do so, we denote the generator L of sub-Riemannian drift–diffusion process
by
Lf = ∇ · (aaT∇f)− 〈a⊗∇a,∇f〉Rn+m − 〈∇V, aaT∇f〉Rn+m ,
where f ∈ C∞(Rn+m) and
a⊗∇a =
(
(a⊗∇a)
kˆ
)n+m
kˆ=1
=
( n∑
k=1
n+m∑
k′=1
a
kˆk
∂
∂xk′
ak′k
)n+m
kˆ=1
∈ Rn+m.
Definition 2.2 (Generalized Gamma z calculus). Construct a smooth matrix function
z ∈ R(n+m)×m. Denote Gamma one bilinear forms Γ1,Γz1 : C∞(Rn+m)×C∞(Rn+m)→
C∞(Rn+m) as
Γ1(f, g) = 〈aT∇f, aT∇g〉Rn , Γz1(f, g) = 〈zT∇f, zT∇g〉Rm .
Define Gamma two bilinear forms Γ2,Γ
z,ρ∗
2 : C
∞(Rn+m) × C∞(Rn+m) → C∞(Rn+m)
by
Γ2(f, g) =
1
2
[
LΓ1(f, g)− Γ1(Lf, g)− Γ1(f, Lg)
]
,
and
Γz,ρ
∗
2 (f, g) =
1
2
[
LΓz1(f, g)− Γz1(Lf, g)− Γz1(f, Lg)
]
(2.2)
+divρ
∗
z
(
Γ1,∇(aaT)(f, g)
)
− divρ∗a
(
Γ1,∇(zzT)(f, g)
)
. (2.3)
Here divρ
∗
a , div
ρ∗
z are divergence operators defined by:
divρ
∗
a (F ) =
1
ρ∗
∇ · (ρ∗aaTF ), divρ∗z (F ) =
1
ρ∗
∇ · (ρ∗zzTF ),
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for any smooth vector field F ∈ Rn+m, and Γ∇(aaT), Γ∇(zzT) are vector Gamma one
bilinear forms defined by
Γ1,∇(aaT)(f, g) = 〈∇f,∇(aaT)∇g〉 = (〈∇f,
∂
∂x
kˆ
(aaT)∇g〉)n+m
kˆ=1
,
Γ1,∇(zzT)(f, g) = 〈∇f,∇(aaT)∇g〉 = (〈∇f,
∂
∂x
kˆ
(zzT)∇g〉)n+m
kˆ=1
,
with
divρ
∗
z
(
Γ∇(aaT)f, g
)
=
∇ · (zzTρ∗〈∇f,∇(aaT)∇g〉)
ρ∗
,
divρ
∗
a
(
Γ∇(zzT)f, g
)
=
∇ · (aaTρ∗〈∇f,∇(zzT)∇g〉)
ρ∗
.
Given the generalized Gamma z calculus, we are ready to derive the log-Sobolev
inequality in sub-Riemannian manifold. Denote the Kullback–Leibler divergence by
DKL(ρ‖ρ∗) =
∫
Rn+m
ρ log
ρ
ρ∗
dx,
and the a, z–Fisher information functional
Ia,z(ρ‖ρ∗) =
∫
Rn+m
(
∇ log ρ
ρ∗
, (aaT + zzT)∇ log ρ
ρ∗
)
ρdx.
Proposition 2.3 (z–log–Sobolev inequalities). Suppose there exists a constant κ > 0,
such that
Γ2(f, f) + Γ
z,ρ∗
2 (f, f)  κ(Γ1(f, f) + Γz1(f, f)), for any f ∈ C∞(Rn+m).
Then the z-log-Sobolev inequalities (zLSI) holds: For any smooth density ρ, then
DKL(ρ‖ρ∗) ≤ 1
2κ
Ia,z(ρ‖ρ∗) (zLSI)
Remark 1. We notice that formula (2.2) was firstly introduced by [11]. It contains a
commutative iteration assumption
Γ1(Γ
z
1(f, f), f) = Γ
z
1(Γ1(f, f), f).
Here we introduce an additional term (2.3), which overcomes and removes this assump-
tion. In fact, in the paper, we show that formula (2.3) is exactly the new bilinear form
for this assumption by the weak form in probability density space. See details in [16].
Remark 2. We comment that the derived curvature tensor works for the Fokker-Planck
equation
∂tρ = ∇ · (ρaaT∇ log ρ
e−VVol
)
with zero flux boundary condition on a compact region.
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Remark 3. It is also worth mentioning that many sub-Riemannian manifolds are non-
compact. Hence there may not exist a positive constant κ for both classical Γ1 and
Γz1 directions in the non-compact domain. The non-compactness of the domain brings
additional difficulties. To prove the associated inequalities in this case, we need to extend
the result derived in [7, 22]. This is a direction for future works.
2.1 Gamma z calculus via Lyapunov method
In this subsection, we introduce the Gamma z calculus from the Lyapunov method in
density space. Given a generator L, the Fokker–Planck equation satisfies
∂tρ =∇ · (aaT∇ρ) +∇ · (ρaaT∇V ) +∇ · (ρa⊗∇a)
=∇ · (ρaaT∇ log ρ) +∇ · (ρaaT∇V )−∇ · (ρaaT∇ logVol)
=∇ · (ρaaT∇ log ρ
ρ∗
),
(2.4)
where we use the facts that ∇ρ = ρ∇ log ρ and aaT∇ logVol = a ⊗ ∇a in the second
equality. We construct the following Lyapunov functional for equation (2.4). Denote
δDKL = log
ρ
ρ∗
+ 1, where δ is the L2 first variation. Then
Ia(ρ) =
∫
Γ1(δDKL, δDKL)dx =
∫ (
∇ log ρ
ρ∗
, aaT∇ log ρ
ρ∗
)
dx,
and
Iz(ρ) =
∫
Γz1(δDKL, δDKL)dx =
∫ (
∇ log ρ
ρ∗
, zzT∇ log ρ
ρ∗
)
dx.
With this notation, we have
Ia,z(ρ) := Ia(ρ) + Iz(ρ) =
∫ (
Γ1(δDKL, δDKL) + Γ
z
1(δDKL, δDKL)
)
dx.
We next prove the following proposition.
Proposition 2.4.
d
dt
Ia,z(ρt) = −2
∫ (
Γ2(δDKL, δDKL) + Γ
z,ρ∗
2 (δDKL, δDKL))
)
ρtdx,
Proof The proof has been shown in [16], whose motivation is presented in [20, 21].
For the completion of this paper, we briefly the major derivation part. Given any smooth
matrix function c ∈ C∞(R(n+m)×(n+m)), we use the convention that the weighted Lapla-
cian operator is denoted by,
∆c = ∇ · (c∇).
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Later on, we will apply different functions of c. Then
d
dt
Ia,z(ρt) =
d
dt
∫
(δDKL, (−∆ρt(aaT+zzT)δDKL)dx
=− 2
∫
δ2DKL(∆ρt(aaT+zzT)δDKL)(∆ρt(aaT)δDKL)dx
+
∫
(∇δDKL, (aaT + zzT)∇δDKL)∆ρt(aaT)δDKLdx
=− 2
{∫
δ2DKL(∆ρt(aaT)δDKL)(∆ρt(aaT)δDKL)dx
− 1
2
∫
(∇δDKL, (aaT)∇δDKL)∆ρt(aaT)δDKLdx
}
=− 2
{∫
δ2DKL(∆ρt(zzT)δDKL)(∆ρt(aaT)δDKL)dx
− 1
2
∫
(∇δDKL, (zzT)∇δDKL)∆ρt(aaT)δDKLdx
}
=− 2
∫ (
Γ2(δDKL, δDKL) + Γ
z,ρ∗
2 (δDKL, δDKL)
)
ρtdx,
where δ2DKL =
1
ρ
and the last equality follows the routine calculations shown in [16].
We are ready to prove the convergence properties and functional inequalities for
degenerate drift-diffusion processes.
Proof [Proof of Proposition 2.3] Our result follows the Lyapunov methods. Given a
Lyapunov function Ia,z, along the Fokker–Planck equation (2.4), we have
d
dt
Ia,z(ρt) = −2
∫ (
Γ2(δDKL, δDKL) + Γ
z,ρ∗
2 (δDKL, δDKL)
)
ρtdx.
If Γ2(f, f) + Γ
z,ρ∗
2 (f, f)  κ(Γ1(f, f) + Γz1(f, f)) with κ ≥ 0, then
d
dt
Ia,z(ρt) ≤ −2κIa,z(ρt).
We next show the log–Sobolev inequality. Notice the fact that
− d
dt
D(ρt) = Ia(ρt) ≤ Ia,z(ρt),
then (2.1) implies the fact that
−Ia,z(ρ) =
∫ ∞
0
d
dt
Ia,z(ρt)dt
≤− 2κ
∫ ∞
0
Ia,z(ρt)dt = −2κ
∫ ∞
0
(
Ia(ρt) + Iz(ρt)
)
dt
≤− 2κ
∫ ∞
0
Ia(ρt)dt
=− 2κ
∫ ∞
0
(− d
dt
D(ρt))dt
=− 2κD(ρ),
where we denote ρ0 = ρ. Thus Ia,z(ρ) ≥ 2κD(ρ), which finishes the proof.
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3 sub-Riemannian Ricci curvature
In this section, we demonstrate the generalized Gamma z calculus in bilinear forms,
from which we derive the sub-Riemannian Ricci curvature. This can be viewed as a
Bochner’s formula associated with z–direction. We call it z–Bochner’s formula. They
are extensions of the corresponding ones in Riemannian manifolds.
In [16], we consider the drift–diffusion process
dXt = b(Xt)dt+ a(Xt) ◦ dBt,
where b is a given smooth drift direction. In this paper, we simply assume
b = −1
2
aaT∇V.
Compared to the result of [16], this choice of b results at the same generator of drift
diffusion processes up to a scale of 2, which will not take the effect in the Gamma
calculus.
We are now ready to present the generalized Gamma z calculus as follows.
Notation 3.1. For any smooth function f : Rn+m → R, denoted as f ∈ C∞(Rn+m),
and (n+m)× n matrix a, we define matrix Q as
Q =


aT11a
T
11 · · · aT1(n+m)aT1(n+m)
· · · aT
iˆi
aT
kkˆ
· · ·
aTn1a
T
n1 · · · aTn(n+m)aTn(n+m)

 ∈ Rn2×(n+m)2 ,
with Q
ikiˆkˆ
= aT
iˆi
aT
kkˆ
. For (n+m)×m matrix z, we define matrix P as
P =


zT11a
T
11 · · · zT1(n+m)aT1(n+m)
· · · zT
iˆi
aT
kkˆ
· · ·
zT
m1ˆ
aT
n1ˆ
· · · zT
m(n+m)a
T
n(n+m)

 ∈ R(nm)×(n+m)2 ,
with P
ikiˆkˆ
= zT
iˆi
aT
kkˆ
. For any iˆ, kˆ, jˆ = 1, · · · , n +m and i, k = 1, · · · , n (or 1, · · · ,m).
We denote C as a (n+m)2 × 1 dimensional vector with components defined as
C
iˆkˆ
=

 n∑
i,k=1
n+m∑
i′=1
(
〈aT
iˆi
aTii′(
∂aT
kkˆ
∂xi′
), (aT∇)kf〉Rn − 〈aTki′aTikˆ
∂aT
iˆi
∂xi′
, (aT∇)kf〉Rn
)
 .
Here we keep the notation (aT∇)kf =
∑n+m
k′=1 a
T
kk′
∂f
∂x
k′
. Denote D as a n2 × 1 dimen-
sional vector with components defined as
Dik =
n+m∑
iˆ,kˆ=1
aT
iˆi
∂aT
kkˆ
∂xiˆ
∂f
∂x
kˆ
.
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Denote F as a (n+m)2 × 1 dimensional vector with components defined as
F
iˆkˆ
=
[
n∑
i=1
m∑
k=1
n+m∑
i′=1
(
〈aT
iˆi
aTii′(
∂zT
kkˆ
∂xi′
), (zT∇)kf〉Rm − 〈zTki′aTikˆ
∂aT
iˆi
∂xi′
, (zT∇)kf〉Rm
)]
.
Denote E as a (n×m)× 1 dimensional vector with components defined as
Eik =
n+m∑
iˆ,kˆ=1
aT
iˆi
∂zT
kkˆ
∂xiˆ
∂f
∂x
kˆ
.
Denote G as a (n×m)× 1 dimensional vector. In local coordinates, we have
Giˆjˆ =
n∑
i=1
m∑
j=1
n+m∑
j′,jˆ,i′ ,ˆi=1
[(
zT
jjˆ
zTjj′
∂
∂xj′
aT
iˆi
aTii′
∂f
∂xi′
+ zT
jjˆ
zTjj′
∂
∂xj′
aTii′
∂f
∂xi′
aT
iˆi
)
−
(
aT
iˆi
aTii′
∂
∂xi′
zT
jjˆ
zTjj′
∂f
∂xj′
+ aT
iˆi
aTii′
∂
∂xi′
zTjj′
∂f
∂xj′
zT
jjˆ
)]
.
Denote X as the vectorization of the Hessian matrix of function f ,
X =


∂2f
∂x1∂x1
· · ·
∂2f
∂x
iˆ
∂x
kˆ
· · ·
∂2f
∂xn+m∂xn+m


∈ R(n+m)2×1.
Assumption 3.2. Assume that there exists vectors Λ1,Λ2 ∈ R(n+m)2×1 such that
(QTQΛ1 + P
TPΛ2)
TX = (F + C +G+QTD + PTE)TX.
Theorem 3.3 (z–Bochner’s formula). If Assumption 3.2 is satisfied, then the following
decomposition holds
Γ2(f, f) + Γ
z,ρ∗
2 (f, f) = |HessGa,zf |2 +RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f),
where we define
|HessGa,zf |2 = [X + Λ1]TQTQ[X + Λ1] + [X + Λ2]TPTP [X + Λ2],
and denote the following three tensors, such that
RGab(∇f,∇f) = RG(∇f,∇f) +Rab(∇f,∇f),
with
RG(∇f,∇f) = −ΛT1QTQΛ1 − ΛT2PTPΛ2 +DTD + ETE,
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and
Rab(∇f,∇f) =
n∑
i,k=1
n+m∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂aT
kkˆ
∂xiˆ
∂f
∂x
kˆ
), (aT∇)kf〉Rn
+
n∑
i,k=1
n+m∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂aT
kkˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (aT∇)kf〉Rn
−
n∑
i,k=1
n+m∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (aT∇)kf〉Rn
−
n∑
i,k=1
n+m∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (aT∇)kf〉Rn ,
−2
n∑
i=1
n+m∑
iˆ,kˆ=1
〈(aT
iˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
− b
kˆ
∂aT
iˆi
∂x
kˆ
∂f
∂xiˆ
), (aT∇f)i〉Rn .
In addition,
Rzb(∇f,∇f) =
n∑
i=1
m∑
k=
n+m∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂zT
kkˆ
∂xiˆ
∂f
∂x
kˆ
), (zT∇)kf〉Rm
+
n∑
i=1
m∑
k=
n+m∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂zT
kkˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (zT∇)kf〉Rm
−
n∑
i=1
m∑
k=1
n+m∑
i′ ,ˆi,kˆ=1
〈zT
kkˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (zT∇)kf〉Rm
−
n∑
i=1
m∑
k=1
n+m∑
i′ ,ˆi,kˆ=1
〈zT
kkˆ
aTii′ (
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (zT∇)kf〉Rm
−2
m∑
i=1
n+m∑
iˆ,kˆ=1
〈(zT
iˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
− b
kˆ
∂zT
iˆi
∂x
kˆ
∂f
∂xiˆ
), (zT∇f)i〉Rm ,
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and
Rρ∗(∇f,∇f) = 2
m∑
k=1
n∑
i=1
n+m∑
k′,kˆ,ˆi,i′=1
[
∂
∂xk′
zTkk′z
T
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
]
+2
m∑
k=1
n∑
i=1
n+m∑
k′,kˆ,ˆi,i′=1
[
zTkk′
∂
∂xk′
zT
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
+zTkk′z
T
kkˆ
∂2
∂xk′∂xkˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
+zTkk′z
T
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
∂
∂xk′
aTii′
∂f
∂xi′
]
.
+2
m∑
k=1
n∑
i=1
n+m∑
kˆ,ˆi,i′=1
(zT∇ log ρ∗)k
[
zT
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
]
−2
m∑
j=1
n∑
l=1
n+m∑
l′,lˆ,jˆ,j′=1
[
∂
∂xl′
aTll′a
T
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
]
−2
m∑
j=1
n∑
l=1
n+m∑
l′,lˆ,jˆ,j′=1
[
aTll′
∂
∂xl′
aT
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
+aTll′a
T
llˆ
∂2
∂xl′∂xlˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
+aTll′a
T
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
∂
∂xl′
zTjj′
∂f
∂xj′
]
−2
m∑
j=1
n∑
l=1
n+m∑
lˆ,jˆ,j′=1
(aT∇ log ρ∗)l
[
aT
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
]
.
Remark 4. We comment that RGab +Rz +Rρ∗ in the sub-Riemannian manifold plays
the role of Ric−Hess log ρ∗ in the Riemannian manifold. If the metric is a Riemannian
metric and z = 0, then these two formulations of curvature tensor coincide. We notice
that for the sub-Riemannian manifold, we have the freedom to choose a non-degenerate
direction z.
Proof Here we present the main idea of the proof. More computational details are
shown in [16]. By routine calculations, we have
Γ2(f, f) + Γ
z,ρ∗
2 (f, f)
=(X +D)TQTQ(X +D) + (X + E)TPTP (X + E) + 2(F + C +G)TX
+Quadratic forms of ∇f
=XTQTQX +XTPTPX + 2(F + C +G+QTD + PTE)TX
+Quadratic forms of ∇f.
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Substituting assumption 3.2 into the above formula, we have
Γ2(f, f) + Γ
z,ρ∗
2 (f, f)
=XTQTQX +XTPTPX + 2ΛT1Q
TQX + 2ΛT2P
TPX
+Quadratic forms of ∇f
=(X + Λ1)
TQTQ(X + Λ1) + (X + Λ2)
TPTP (X + Λ2)
− ΛT1QTQΛ1 − ΛT2PTPΛ2 +Quadratic forms of ∇f
=|HessGa,zf |2 +RGa (∇f,∇f) +Rz(∇f,∇f) +Rρ∗(∇f,∇f).
Here in the last equality, we summarize the squared term involving second order terms
as |HessGa,zf |2, and formulates all quadratic forms of∇f byRGa (∇f,∇f)+Rz(∇f,∇f)+
Rρ∗(∇f,∇f).
With z–Bochner’s formula in hand, we are ready to present the following sub-
Riemannian curvature dimension bound.
Definition 3.4 (sub-Riemannian curvature dimension bound). We name the general-
ized curvature-dimension inequality CD(κ, d) for degenerate diffusion process generator
L by
Γ2(f, f) + Γ
z,ρ∗
2 (f, f) ≥ κΓ1(f, f) + κΓz1(f, f) +
1
d
tr(Hessa,zf)
2,
for any f ∈ C∞(Rn+m). In particular, the generalized CD(κ,∞) condition is equivalent
to
RGa (∇f,∇f) +Rz(∇f,∇f) +Rρ∗(∇f,∇f)  κ
(
Γ1(f, f) + Γ
z
1(f, f)
)
.
Here we summarize all the result as follows:
RGa +Rz +Rρ∗  κ(Γ1 + Γz1)⇒ Γ2 + Γz,ρ
∗
2  κ(Γ1 + Γz1)⇒ zLSI.
For the simplicity of presentations, we formulate the curvature tensor RGa +Rz +Rρ∗
into a matrix format. Denote
U =
(
(aT∇)1f, · · · , (aT∇)nf, (zT∇)1f, · · · (zT∇)mf
)
(n+m)×1
,
and denote I(n+m)×(n+m) as the identity matrix. In this case, our Ricci curvature tensor
forms
RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f) = UT · A · U,
where
A  κI(n+m)×(n+m),
⇒ RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f)  κ(Γ1(f, f) + Γz1(f, f)).
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Later on, we present analytical formulations of sub–Riemannian Ricci curvature in the
form of A in examples.
4 Examples
In this section, we provide several examples for analytical formulations of sub-Riemannian
Ricci curvature tensors.
4.1 Heisenberg group
In this subsection, we apply our general theory to the well-known example in sub-
Riemannian geometry, which is the Heisenberg group. We believe that even for Heisen-
berg group, the analytical bound for the z-LSI is also new. A related LSI for the hori-
zontal Wiener measure has been studied in [10]. Recall briefly that the Heisenberg group
H
1 admits left invariant vector fields: X = ∂
∂x
− 12y ∂∂z , Y = ∂∂y + 12x ∂∂z , Z = ∂∂z .
Here {X,Y, Z} forms an orthonormal basis for the tangent bundle of H1. In particular,
X and Y generate the horizontal distribution τ . To fit into our general theory from the
previous section, we take matrices a and z as below
aT =

1 0 −y/2
0 1 x/2

 , zT = (0, 0, 1).
In particular, we have
aT∇f =
(
(aT∇)1f, (aT∇)2f
)T
, (aT∇)1f = (∂f
∂x
− y
2
∂f
∂z
), (aT∇)2f = (∂f
∂y
+
x
2
∂f
∂z
).
Lemma 1. For Heisenberg group, we have
Q =


1 0 − y2 0 0 0 − y2 0 y
2
4
0 1 x2 0 0 0 0 − y2 −xy4
0 0 0 1 0 − y2 x2 0 −xy4
0 0 0 0 1 x2 0
x
2
x2
4


;
P =

 0 0 0 0 0 0 1 0 − y2
0 0 0 0 0 0 0 1 x2

 ;
D = (0,
1
2
∂zf,−1
2
∂zf, 0)
T; ET = (0, 0); FT = GT = (0, 0, 0, 0, 0, 0, 0, 0, 0);
CT = (0, 0,
x
4
∂zf +
1
2
∂yf, 0, 0,
y
4
∂zf − 1
2
∂xf,
x
4
∂zf +
1
2
∂yf,
y
4
∂zf − 1
2
∂xf,−y
2
∂yf − x
2
∂xf).
Based on the above lemma, we have the following proposition for Heisenberg group.
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Proposition 4.1. For any smooth function f ∈ C∞(H1), one has
Γ2(f, f) + Γ
z,ρ∗
2 (f, f) = |HessGa,zf |2 +RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f),
where
|HessGa,zf |2 =
[
∂2f
∂x∂x
− y ∂
2f
∂x∂z
+
y2
4
∂2f
∂z∂z
]2
+ 2
[
∂2f
∂x∂y
− y
2
∂2f
∂y∂z
+
x
2
∂2f
∂x∂z
− xy
4
∂2f
∂z∂z
− ∂zf
]2
+
[
∂2f
∂y∂y
+ x
∂2f
∂y∂z
+
x2
4
∂2f
∂z∂z
]2
+
[
∂2f
∂x∂z
− y
2
∂2f
∂z∂z
+ (aT∇)2f
]2
+
[
∂2f
∂y∂z
+
x
2
∂2f
∂z∂z
− (aT∇)1f
]2
;
RGab(∇f,∇f) = −Γ1(f, f) +
1
2
Γz1(f, f)− (aT∇)1V ∂zf(aT∇)2f + (aT∇)2V ∂zf(aT∇)1f
+
[ ∂2V
∂x∂x
+
y2
4
∂2V
∂z∂z
− y ∂
2V
∂x∂z
]
|(aT∇)1f |2
+
[ ∂2V
∂y∂y
+
x2
4
∂2V
∂z∂z
+ x
∂2V
∂y∂z
]
|(aT∇)2f |2
+2
[ ∂2V
∂x∂y
+
x
2
∂2V
∂x∂z
− y
2
∂2V
∂y∂z
− xy
4
∂2V
∂z∂z
]
(aT∇)1f(aT∇)2f ;
Rzb(∇f,∇f) =
( ∂2V
∂x∂z
− y
2
∂2V
∂z∂z
)
|(aT∇)1f |2 +
( ∂2V
∂y∂z
+
x
2
∂2V
∂z∂z
)
(aT∇)1f(aT∇)2f ;
Rρ∗(∇f,∇f) = 0.
We next formulate the curvature tensor into a matrix format. Denote
U =
(
(aT∇)1f, (aT∇)2f, (zT∇)1f
)
3×1
,
and denote I3×3 as the identity matrix. There exists a symmetric matrix A such that
we can represent the tensor as below.
RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f) = UT · A · U,
which implies that
A  κI3×3,
⇒ RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f)  κ(Γ1(f, f) + Γz1(f, f)).
In other words, we need to estimate the smallest eigenvalue of matrix A. We next
present the formulation of matrix A for the Heisenberg group as follows.
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Corollary 1. The matrix A associated with Heisenberg group has the following form
A11 =
[ ∂2V
∂x∂x
+
y2
4
∂2V
∂z∂z
− y ∂
2V
∂x∂z
]
+
( ∂2V
∂x∂z
− y
2
∂2V
∂z∂z
)
− 1;
A22 =
[ ∂2V
∂y∂y
+
x2
4
∂2V
∂z∂z
+ x
∂2V
∂y∂z
]
− 1; A33 = 1
2
;
A12 = A21 =
[ ∂2V
∂x∂y
+
x
2
∂2V
∂x∂z
− y
2
∂2V
∂y∂z
− xy
4
∂2V
∂z∂z
]
+
1
2
( ∂2V
∂y∂z
+
x
2
∂2V
∂z∂z
)
;
A13 = A31 =
1
2
(aT∇)2V ; A23 = A32 = −1
2
(aT∇)1V.
The proof of Proposition of 4.1 follows from the following two lemmas.
Lemma 2. On H1, vectors F and G are zero vectors, we have
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX = |HessGa,zf |2 +RG(∇f,∇f).
In particular, we have
|HessGa,zf |2 = [X + Λ1]TQTQ[X + Λ1] + [X + Λ2]TPTP [X + Λ2];
ΛT1 = (0,−∂zf, 0,−∂zf, 0, 0, 0, 0, 0);
ΛT2 = (0, 0, 0, 0, 0, 0, (a
T∇)2f,−(aT∇)1f, 0);
RG(∇f,∇f) = −Γ1(f, f) + 1
2
Γz1(f, f).
Lemma 3. By routine computations, we obtain
Rab(∇f,∇f) = −(aT∇)1V ∂zf(aT∇)2f + (aT∇)2V ∂zf(aT∇)1f
+
[ ∂2V
∂x∂x
+
y2
4
∂2V
∂z∂z
− y ∂
2V
∂x∂z
]
|(aT∇)1f |2
+
[ ∂2V
∂y∂y
+
x2
4
∂2V
∂z∂z
+ x
∂2V
∂y∂z
]
|(aT∇)2f |2
+2
[ ∂2V
∂x∂y
+
x
2
∂2V
∂x∂z
− y
2
∂2V
∂y∂z
− xy
4
∂2V
∂z∂z
]
(aT∇)1f(aT∇)2f ;
Rzb(∇f,∇f) =
( ∂2V
∂x∂z
− y
2
∂2V
∂z∂z
)
|(aT∇)1f |2 +
( ∂2V
∂y∂z
+
x
2
∂2V
∂z∂z
)
(aT∇)1f(aT∇)2f ;
Rρ
∗
(∇f,∇f) = 0.
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Proof [Proof of Lemma 2] We first have
2CTX =
3∑
iˆ,kˆ=1
2CT
iˆkˆ
X
iˆkˆ
= 2
[ ∂2f
∂x∂z
(aT∇)2f
2
− ∂
2f
∂y∂z
(aT∇)1f
2
+
∂2f
∂z∂x
(aT∇)2f
2
]
−
[ ∂2f
∂z∂y
(aT∇)1f
2
− ∂
2f
∂z∂z
(
y
2
∂yf +
x
2
∂xf)
]
= 2
∂2f
∂x∂z
(aT∇)2f − 2 ∂
2f
∂y∂z
(aT∇)1f − 2 ∂
2f
∂z∂z
(
y
2
∂yf +
x
2
∂xf)
= 2(aT∇f)2
[
∂2f
∂x∂z
− y
2
∂2f
∂z∂z
]
− 2(aT∇)1f
[
∂2f
∂y∂z
+
x
2
∂2f
∂z∂z
]
.
By direct computations, we end up with
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX
=
[
∂2f
∂x∂x
− y ∂
2f
∂x∂z
+
y2
4
∂2f
∂z∂z
]2
+
[
∂2f
∂x∂y
+
x
2
∂2f
∂x∂z
− y
2
∂2f
∂y∂z
− xy
4
∂2f
∂z∂z
+
1
2
∂zf
]2
+
[
∂2f
∂x∂y
− y
2
∂2f
∂y∂z
+
x
2
∂2f
∂x∂z
− xy
4
∂2f
∂z∂z
− 1
2
∂zf
]2
+
[
∂2f
∂y∂y
+ x
∂2f
∂y∂z
+
x2
4
∂2f
∂z∂z
]2
+
[
∂2f
∂x∂z
− y
2
∂2f
∂z∂z
]2
+
[
∂2f
∂y∂z
+
x
2
∂2f
∂z∂z
]2
+2(aT∇f)2
[
∂2f
∂x∂z
− y
2
∂2f
∂z∂z
]
− 2(aT∇)1f
[
∂2f
∂y∂z
+
x
2
∂2f
∂z∂z
]
.
Complete squares for the cross terms involving the type of “∇f∇2f” and follow the
reformulation as below[
∂2f
∂x∂y
+
x
2
∂2f
∂x∂z
− y
2
∂2f
∂y∂z
− xy
4
∂2f
∂z∂z
+
1
2
∂zf
]2
+
[
∂2f
∂x∂y
− y
2
∂2f
∂y∂z
+
x
2
∂2f
∂x∂z
− xy
4
∂2f
∂z∂z
− 1
2
∂zf
]2
= 2
[
∂2f
∂x∂y
− y
2
∂2f
∂y∂z
+
x
2
∂2f
∂x∂z
− xy
4
∂2f
∂z∂z
− ∂zf
]2
+
1
2
|∂zf |2,
we end up with
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX
=
[
∂2f
∂x∂x
− y ∂
2f
∂x∂z
+
y2
4
∂2f
∂z∂z
]2
+
[
∂2f
∂x∂y
− y
2
∂2f
∂y∂z
+
x
2
∂2f
∂x∂z
− xy
4
∂2f
∂z∂z
− ∂zf
]2
+
[
∂2f
∂y∂y
+ x
∂2f
∂y∂z
+
x2
4
∂2f
∂z∂z
]2
+
[
∂2f
∂x∂z
− y
2
∂2f
∂z∂z
+ (aT∇)2f
]2
+
[
∂2f
∂y∂z
+
x
2
∂2f
∂z∂z
− (aT∇)1f
]2
− |(aT∇)2f |2 − |(aT∇)1f |2 + |(zT∇)1f |2.
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The sum of square terms give |HessGa,z|2, hence λ1 and λ2. And the remainders generate
RG(∇f,∇f), which equals −Γ1(f, f) + 12Γz1(f, f) in this case.
We are now left to compute the tensors.
Proof [Proof of Lemma 3] By direct computation, we have
Ra(∇f,∇f) =
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂aT
kkˆ
∂xiˆ
∂f
∂x
kˆ
), (aT∇)kf〉R2
+
n∑
i,k=2
3∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂aT
kkˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (aT∇)kf〉R2
−
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (aT∇)kf〉R2
−
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (aT∇)kf〉R2 ,
= I1 + I2 + I3 + I4.
For the four terms above, we have
I1 =
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
aTii′(
∂aT
iˆi
∂xi′
∂aT
1kˆ
∂xiˆ
∂f
∂x
kˆ
)(aT∇)1f +
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
aTii′(
∂aT
iˆi
∂xi′
∂aT
2kˆ
∂xiˆ
∂f
∂x
kˆ
)(aT∇)2f = 0
I2 =
n∑
i=2
3∑
i′ ,ˆi,kˆ=1
aTii′a
T
iˆi
(
∂
∂xi′
∂aT
1kˆ
∂xiˆ
)(
∂f
∂x
kˆ
)(aT∇)1f +
n∑
i=2
3∑
i′ ,ˆi,kˆ=1
aTii′a
T
iˆi
(
∂
∂xi′
∂aT
2kˆ
∂xiˆ
)(
∂f
∂x
kˆ
)(aT∇)2f = 0
I3 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
aT
1kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
)(aT∇)1f −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
aT
2kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
)(aT∇)2f = 0
I4 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
aT
1kˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
(aT∇)1f −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
aT
2kˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
(aT∇)2f = 0.
Similar computation applies to the tensor terms Rρ
∗
and Rzb. Since z is a constant
matrix, we get
Rzb(∇f,∇f) = −2
m∑
i=1
n+m∑
iˆ,kˆ=1
〈(zT
iˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
− b
kˆ
∂zT
iˆi
∂x
kˆ
∂f
∂xiˆ
), (zT∇f)i〉Rm ,
Rρ
∗
= 0.
We now compute the tensor terms involving the drift b. For the drift term in tensor Rab,
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taking b = − 12aaT∇V , which means b = − 12 (akˆkaTkk′ ∂V∂x
k′
)
kˆ=1,2,3 in local coordinates,
Rb =
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)if
]
−
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂aT
iˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)if
]
= J1 + J2 + J3 + J4.
We now derive the explicit formulas for the above four terms.
J1 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT
1kˆ
∂xiˆ
aT1k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT
1kˆ
∂xiˆ
aT1k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
+
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT
2kˆ
∂xiˆ
aT2k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT
2kˆ
∂xiˆ
aT2k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
= −1
2
(aT∇)1V ∂zf(aT∇)2f + 1
2
(aT∇)2V ∂zf(aT∇)1f ;
J2 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT1k′
∂xiˆ
aT
1kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT1k′
∂xiˆ
aT
1kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT2k′
∂xiˆ
aT
2kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT2k′
∂xiˆ
aT
2kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
= −1
2
∂V
∂z
(aT∇)1f(aT∇)2f + 1
2
∂V
∂z
(aT∇)1f(aT∇)2f = 0;
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J3 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
aT
1kˆ
aT1k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆiaT1kˆaT1k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
aT
2kˆ
aT2k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆiaT2kˆaT2k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
=
3∑
iˆ,k′=1
[
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + aT2ˆiaT1k′
∂2V
∂xiˆ∂xk′
(aT∇)1f(aT∇)2f
]
3∑
iˆ,k′=1
[
aT
1ˆi
aT2k′
∂2V
∂xiˆ∂xk′
(aT∇)2f(aT∇)1f + aT2ˆiaT2k′
∂2V
∂xiˆ∂xk′
|(aT∇)2f |2
]
=
[ ∂2V
∂x∂x
+
y2
4
∂2V
∂z∂z
− y ∂
2V
∂x∂z
]
|(aT∇)1f |2 +
[ ∂2V
∂y∂y
+
x2
4
∂2V
∂z∂z
+ x
∂2V
∂y∂z
]
|(aT∇)2f |2
+2
[ ∂2V
∂x∂y
+
x
2
∂2V
∂x∂z
− y
2
∂2V
∂y∂z
− xy
4
∂2V
∂z∂z
]
(aT∇)1f(aT∇)2f ;
J4 = −
3∑
iˆ,kˆ,k′=1
[
aT
1kˆ
aT1k′
∂aT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f + aT1kˆaT1k′
∂aT
2ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)2f
]
−
3∑
iˆ,kˆ,k′=1
[
aT
2kˆ
aT2k′
∂aT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f + aT2kˆaT2k′
∂aT
2ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)2f
]
= −1
2
(aT∇)1V ∂zf(aT∇)2f + 1
2
(aT∇)2V ∂zf(aT∇)1f.
Summing up the above formulas, we get Rab. We now compute the drift tensor term
of Rzb. By taking b = − 12aaT∇V , we have
Rzb(∇f,∇f) = −2
3∑
iˆ,kˆ=1
[
zT
1ˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
(aT∇f)i − bkˆ
∂zT
iˆi
∂x
kˆ
∂f
∂xiˆ
(aT∇f)1
]
=
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)if
]
−
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂zT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)if
]
= J z1 + J z2 + J z3 + J z4 .
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We further compute as blow by taking advantage of the constant matrix z,
J z1 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
= 0;
J z2 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
= 0;
J z4 = −
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂zT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f
]
= 0
J z3 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
=
( ∂2V
∂x∂z
− y
2
∂2V
∂z∂z
)
|(aT∇)1f |2 +
( ∂2V
∂y∂z
+
x
2
∂2V
∂z∂z
)
(aT∇)1f(aT∇)2f.
The proof is thus completed.
4.2 Displacement group
In this subsection, we derive the generalized curvature dimension bound for displace-
ment group, which is one example of three dimensional solvable Lie groups. We adapt
the general setting from [9] below. Denote g as the three dimensional solvable Lie
algebra and denote H ⊂ g as the horizontal subspace satisfying Ho¨rmander’s condi-
tion, then for a given inner product 〈·, ·〉 on H , there exists a canonical basis {X,Y, Z}
for (g, H, 〈·, ·〉), such that {X,Y } forms an orthonormal basis for H and satisfies the
following Lie bracket generating condition for parameters α and β ≥ 0:
[X,Y ] = Z, [X,Z] = αY + βZ, [Y, Z] = 0.
When the parameter α = 0 and β 6= 0, the Lie algebra g has a faithful representation.
In particular, it is shown in [9] that the elements of g, in local coordinates (θ, x, y),
corresponds to the following left-invariant differential operators:
X =
∂
∂θ
, Y = eβθ
∂
∂x
+
∂
∂y
, R = −β ∂
∂y
,
with the following relation
[X,Y ] = βY +R, [X,R] = 0, [Y,R] = 0.
In terms of local coordinates (θ, x, y), we have
X =


1
0
0

 , Y =


0
eβθ
1

 , R =


0
0
−β

 .
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The corresponding Lie group of this special Lie algebra g is called displacement group,
i.e. SE(2). We choose {X,Y } as the horizontal orthonormal basis for subalgebra H .
To fit into the general framework from the previous section, we take
a = (X,Y ) =


1 0
0 eβθ
0 1

 , aT =

1 0 0
0 eβθ 1

 , zT = (0 0 −g(θ, x, y)) ,
with g(θ, x, y) 6= 0. We then use (aaT)†|H as the horizontal metric on H . Thus the
sub-Riemannian structure is given by (SE(2), H, (aaT)†|H) and we proceed to derive the
generalized curvature dimension bound following our framework in Section 3. By direct
computations, it is easy to show that, for general smooth function f , Γ1(Γ
z
1(f, f)f) 6=
Γz1(Γ1(f, f)f). Hence classical Gamma z calculus proposed in [11] can not be extended
for this case to derive zLSI. Thus we need to compute vector G and the tensor term
Rρ∗ . By routine computations, we derive the following lemma.
Lemma 4. For displacement group SE(2), we have
Q =


1 0 0 0 0 0 0 0 0
0 eβθ 1 0 0 0 0 0 0
0 0 0 eβθ 0 0 1 0 0
0 0 0 0 e2βθ eβθ 0 eβθ 1


;
P =

 0 0 0 0 0 0 −g(θ, x, y) 0 0
0 0 0 0 0 0 0 −g(θ, x, y)eβθ −g(θ, x, y)

 ;
DT = (0, βeβθ∂xf, 0, 0), E
T = (−∂yf∂θg,−∂yf∂yg − eβθ∂yf∂xg);
CT = (0, βeβθ∂yf + βe
2βθ∂xf, 0, 0,−βe2βθ∂θf,−βeβθ∂θf, 0, 0, 0).
F =


0
0
g∂θg∂yf
0
0
eβθg∂yf∂yg + e
2βθg∂yf∂xg
0
0
g∂yf∂yg + e
βθg∂yf∂xg


, G =


0
0
−2g∂yf∂θg
0
0
−2eβθg∂yf∂yg − 2e2βθg∂yf∂xg
0
0
−2g∂yf∂yg − 2eβθg∂yf∂xg


.
Based on the above lemma, we have the following z-Bochner’s formula for SE(2).
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Proposition 4.2. For any smooth function f ∈ C∞(SE(2)), one has
Γ2(f, f) + Γ
z,ρ∗
2 (f, f) = |HessGa,zf |2 +RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f),
where
|HessGa,zf |2 =
[
∂2f
∂θ∂θ
]2
+
[
e2βθ
∂2f
∂x∂x
+ 2eβθ
∂2f
∂x∂y
+
∂2f
∂y∂y
− β∂θf
]2
+2
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ βeβθ
∂f
∂x
+
β
2
∂yf
]2
+
[
g
∂2f
∂θ∂y
+ ∂θg∂yf − β(a
T∇)2f
g
− ∂θg∂yf
]2
+
[
geβθ
∂2f
∂x∂y
+ g
∂2f
∂y∂y
+ (aT∇)2g∂yf + β∂θf
g
− (aT∇)2g∂yf
]2
.
And
RGab(∇f,∇f) = Γ1(log g, log g)Γz1(f, f)− β2(1 +
1
g2
)Γ1(f, f) +
β2
2g2
Γz1(f, f)
+β2eβθ
∂f
∂y
(aT∇)2f + βeβθ(aT∇)2V ∂f
∂x
(aT∇)1f + βeβθ ∂V
∂x
(aT∇)2f(aT∇)1f
+
∂2V
∂θ∂θ
|(aT∇)1f |2 + 2(eβθ ∂
2V
∂θ∂x
+
∂2V
∂θ∂y
)(aT∇)1f(aT∇)2f
+
3∑
iˆ,k′=1
aT
2ˆi
aT2k′
∂2V
∂xiˆ∂xk′
)|(aT∇)2f |2 − βeβθ(aT∇)1V ∂f
∂x
(aT∇)2f ;
Rzb(∇f,∇f) =
2∑
i=1
3∑
i′ ,ˆi=1
aTii′a
T
iˆi
∂2zT13
∂xi′∂xiˆ
∂yf(z
T∇)1f −
2∑
k=1
(aT∇)kzT13(aT∇)kV ∂yf(aT∇)1f
−g ∂
2V
∂θ∂y
|(aT∇)1f |2 − g(eβθ ∂
2V
∂x∂y
+
∂2V
∂y∂y
)(aT∇)2f(aT∇)1f ;
Rρ
∗
(∇f,∇f) = −2
2∑
l=1
3∑
l′,lˆ=1
aTll′a
T
llˆ
∂2zT13
∂xl′∂xlˆ
∂yf(z
T∇)1f
−2Γ1(log ρ∗, log g)|(zT∇)1f |2 − 2Γ1(log g, log g)|(zT∇)1f |2.
In particular, we have
3∑
iˆ,k′=1
aT
2ˆi
aT2k′
∂2V
∂xiˆ∂xk′
|(aT∇)2f |2 =
[
e2βθ
∂2V
∂x∂x
+ 2eβθ
∂2V
∂x∂y
+
∂2V
∂y∂y
]
|(aT∇)2f |2;
2∑
i=1
3∑
i′ ,ˆi=1
aTii′a
T
iˆi
∂2zT13
∂xi′∂xiˆ
∂yf(z
T∇)1f =
[ ∂2g
∂θ∂θ
+ e2βθ
∂2g
∂x∂x
+
∂2g
∂y∂y
+ 2eβθ
∂2g
∂x∂y
] |(zT∇)1f |2
g
.
Similarly, we formulate the curvature tensor into a matrix format of A.
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Corollary 2. The matrix A associated with SE(2) has the following representation
A11 =
∂2V
∂θ∂θ
− g ∂
2V
∂θ∂y
− β2(1 + 1
g2
);
A22 =
[
e2βθ
∂2V
∂x∂x
+ 2eβθ
∂2V
∂x∂y
+
∂2V
∂y∂y
]
− β2(1 + 1
g2
)− β(aT∇)1V ;
A33 =
β2
2g2
− Γ1(log g, log g)− 2Γ1(log ρ∗, log g)− 1
g
[ ∂2g
∂θ∂θ
+ e2βθ
∂2g
∂x∂x
+
∂2g
∂y∂y
+ 2eβθ
∂2g
∂x∂y
]
;
A12 = A21 =
1
2
(
βeβθ
∂V
∂x
+ 2(eβθ
∂2V
∂θ∂x
+
∂2V
∂θ∂y
)− g(eβθ ∂
2V
∂x∂y
+
∂2V
∂y∂y
) + β(aT∇)2V
)
;
A13 = A31 =
1
2
(β
g
(aT∇)2V − Γ1(log g, V )
)
;
A23 = A32 = −1
2
(β
g
(aT∇)1V + β
2
g
eβθ
)
.
Remark 5. By taking g(θ, x, y) = β as a constant, Proposition 4.2 reduces to a simple
version, in particular, the tensors reduce to be
RGab(∇f,∇f) = −(1 + β2)Γ1(f, f) +
1
2
Γz1(f, f)
+β2eβθ
∂f
∂y
(aT∇)2f + βeβθ(aT∇)2V ∂f
∂x
(aT∇)1f + βeβθ ∂V
∂x
(aT∇)2f(aT∇)1f
+
∂2V
∂θ∂θ
|(aT∇)1f |2 + 2(eβθ ∂
2V
∂θ∂x
+
∂2V
∂θ∂y
)(aT∇)1f(aT∇)2f
+
3∑
iˆ,k′=1
aT
2ˆi
aT2k′
∂2V
∂xiˆ∂xk′
)|(aT∇)2f |2 − βeβθ(aT∇)1V ∂f
∂x
(aT∇)2f ;
Rzb(∇f,∇f) = −β ∂
2V
∂θ∂y
|(aT∇)1f |2 − β(eβθ ∂
2V
∂x∂y
+
∂2V
∂y∂y
)(aT∇)2f(aT∇)1f ;
Rρ
∗
(∇f,∇f) = 0.
The proof follows from the two lemmas below.
Lemma 5. On SE(2), we have
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2[CT + FT +GT]X = |HessGa,zf |2 +RG(∇f,∇f).
In particular, we have
|HessGa,zf |2 = [X + Λ1]TQTQ[X + Λ1] + [X + Λ2]TPTP [X + Λ2];
ΛT1 = (0, β∂xf,
β∂yf
2
, β∂xf, 0, 0,
β∂yf
2
, 0,−β∂θf);
ΛT2 = (0, 0, 0, 0, 0, 0, λ6, 0, λ9);
λ6 =
∂θg∂yf
g
− β(a
T∇)2f
g2
− ∂θg∂yf
g
;
λ9 =
(aT∇)2g∂yf
g
+
β∂θf
g2
− (a
T∇)2g∂yf
g
;
RG(∇f,∇f) = Γ1(log g, log g)Γz1(f, f)− β2(1 +
1
g2
)Γ1(f, f) +
β2
2g2
Γz1(f, f)
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Lemma 6. By routine computations, we obtain
Rab(∇f,∇f) = β2eβθ ∂f
∂y
(aT∇)2f + βeβθ(aT∇)2V ∂f
∂x
(aT∇)1f + βeβθ ∂V
∂x
(aT∇)2f(aT∇)1f
+
∂2V
∂θ∂θ
|(aT∇)1f |2 + 2(eβθ ∂
2V
∂θ∂x
+
∂2V
∂θ∂y
)(aT∇)1f(aT∇)2f
+
3∑
iˆ,k′=1
aT
2ˆi
aT2k′
∂2V
∂xiˆ∂xk′
|(aT∇)2f |2 − βeβθ(aT∇)1V ∂f
∂x
(aT∇)2f ;
Rzb(∇f,∇f) =
2∑
i=1
3∑
i′ ,ˆi=1
aTii′a
T
iˆi
∂2zT
1kˆ
∂xi′∂xiˆ
∂yf(z
T∇)1f −
2∑
k=1
(aT∇)kzT13(aT∇)kV ∂yf(aT∇)1f
−g ∂
2V
∂θ∂y
|(aT∇)1f |2 − g(eβθ ∂
2V
∂x∂y
+
∂2V
∂y∂y
)(aT∇)2f(aT∇)1f ;
Rρ
∗
(∇f,∇f) = −2
2∑
l=1
3∑
l′,lˆ=1
aTll′a
T
llˆ
∂2zT13
∂xl′∂xlˆ
∂yf(z
T∇)1f − 2
2∑
l=1
3∑
l′,lˆ=1
aTll′a
T
llˆ
∂zT13
∂x
lˆ
∂zT13
∂xl′
|∂yf |2
−2
2∑
l=1
3∑
lˆ=1
(aT∇)l log ρ∗aTllˆ
∂zT13
∂x
lˆ
∂yf(z
T∇)1f.
Proof [Proof of Lemma 5] According to Lemma 4 and observe the fact that G = −2F
and (aT∇)2f = eβθ∂xf + ∂yf , we first have
2CTX = 2[βeβθ∂yf + βe
2βθ∂xf ]
∂2f
∂θ∂x
+ 2[−βe2βθ∂θf ] ∂
2f
∂x∂x
+ 2[−βeβθ∂θf ] ∂
2f
∂x∂y
;
2[FT +GT]X = −2
(
g∂θg∂yf
∂2f
∂θ∂y
+ eβθg(aT∇)2g∂yf ∂
2f
∂x∂y
+ g(aT∇)2g∂yf ∂
2f
∂y∂y
)
.
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By direct computations, we end up with
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX + 2FTX + 2GTX
=
[
∂2f
∂θ∂θ
]2
+
[
e2βθ
∂2f
∂x∂x
+ 2eβθ
∂2f
∂x∂y
+
∂2f
∂y∂y
]2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ βeβθ
∂f
∂x
]2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
]2
+
[
−g ∂
2f
∂θ∂y
− ∂yf∂θg
]2
+
[
−geβθ ∂
2f
∂x∂y
− g ∂
2f
∂y∂y
− (aT∇)2g∂yf
]2
+2[βeβθ∂yf + βe
2βθ∂xf ]
∂2f
∂θ∂x
+ 2[−βe2βθ∂θf ] ∂
2f
∂x∂x
+ 2[−βeβθ∂θf ] ∂
2f
∂x∂y
−2
(
g∂θg∂yf
∂2f
∂θ∂y
+ eβθg(aT∇)2g∂yf ∂
2f
∂x∂y
+ g(aT∇)2g∂yf ∂
2f
∂y∂y
)
=
[
∂2f
∂θ∂θ
]2
+
[
e2βθ
∂2f
∂x∂x
+ 2eβθ
∂2f
∂x∂y
+
∂2f
∂y∂y
]2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ βeβθ
∂f
∂x
]2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
]2
+
[
−g ∂
2f
∂θ∂y
− ∂yf∂θg
]2
+
[
−geβθ ∂
2f
∂x∂y
− g ∂
2f
∂y∂y
− (aT∇)2g∂yf
]2
+2β(aT∇)2f
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
]
− 2β(aT∇)2f ∂
2f
∂θ∂y
− 2g∂θg∂yf ∂
2f
∂θ∂y
−2β∂θf
[
2eβθ
∂2f
∂x∂y
+ e2βθ
∂2f
∂x∂x
+
∂2f
∂y∂y
]
+ 2β∂θf
[
eβθ
∂2f
∂x∂y
+
∂2f
∂y∂y
]
−2g(aT∇)2g∂yf
[
eβθ
∂2f
∂x∂y
+
∂2f
∂y∂y
]
.
Complete square for the above terms, we end up with
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX + 2FTX + 2GTX
=
[
∂2f
∂θ∂θ
]2
+
[
e2βθ
∂2f
∂x∂x
+ 2eβθ
∂2f
∂x∂y
+
∂2f
∂y∂y
− β∂θf
]2
− β2|∂θf |2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ βeβθ
∂f
∂x
]2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ β(aT∇)2f
]2
− β2|(aT∇)2f |2
+
[
g
∂2f
∂θ∂y
+ ∂θg∂yf − β(a
T∇)2f
g
− ∂θg∂yf
]2
−
[β(aT∇)2f
g
+ ∂θg∂yf
]2
+
[
geβθ
∂2f
∂x∂y
+ g
∂2f
∂y∂y
+ (aT∇)2g∂yf + β∂θf
g
− (aT∇)2g∂yf
]2
−
[β∂θf
g
− (aT∇)2g∂yf
]2
+2
[β(aT∇)2f
g
+ ∂θg∂yf
]
∂θg∂yf − 2∂yf(aT∇)2g ×
[β∂θf
g
− (aT∇)2g∂yf
]
The first order terms generate tensorRG(∇f,∇f) and the sum of square terms generate
vectors Λ1 and Λ2. We further formulate the above two terms as below[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ βeβθ
∂f
∂x
]2
+
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ β(aT∇)2f
]2
= 2
[
eβθ
∂2f
∂θ∂x
+
∂2f
∂θ∂y
+ βeβθ
∂f
∂x
+
β
2
∂yf
]2
+
β2
2
|∂yf |2.
Adding β
2
2 |∂yf |2 into the term RG(∇f,∇f) again, we further expand the tensor term
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RG(∇f,∇f) below,
RG(∇f,∇f)
= −β2[|∂θf |2 + |(aT∇)2f |2]−
[β∂θf
g
− (aT∇)2g∂yf
]2
−
[β(aT∇)2f
g
+ ∂θg∂yf
]2
+2
[β(aT∇)2f
g
+ ∂θg∂yf
]
∂θg∂yf − 2∂yf(aT∇)2g ×
[β∂θf
g
− (aT∇)2g∂yf
]
+
β2
2
|∂yf |2
= −β2Γ1(f, f)− β
2
g2
|(aT∇)1f |2 − |(aT∇)2(log g)|2|(zT∇)1f |2 − 2β
g
(aT∇)2 log g(aT∇)1f(zT∇)1f
−β
2
g2
|(aT∇)2f |2 − |(aT∇)1 log g|2|(zT∇)1f |2 + 2β
g
(aT∇)1 log g(aT∇)2f(zT∇)1f
−2β
g
(aT∇)1 log g(aT∇)2f(zT∇)1f + 2|(aT∇)1 log g|2|(zT∇)1f |2
+2
β
g
(aT∇)2 log g(aT∇)1f(zT∇)1f + 2|(aT∇)2 log g|2|(zT∇)1f |2 + β
2
2g2
Γz1(f, f).
By grouping the bilinear terms of ∇f , we get
RG(∇f,∇f) = Γ1(log g, log g)Γz1(f, f)− β2(1 +
1
g2
)Γ1(f, f) +
β2
2g2
Γz1(f, f).
We are now left to compute the three tensor terms.
Proof [Proof of Lemma 6] For SE(2), we have n = 2 and m = 1. Recall from
Theorem 3.3, we denote Rab(∇f,∇f) = Ra(∇f,∇f)+Rb(∇f,∇f) where Rb(∇f,∇f)
represents the tensor term involving drift b. We thus have
Ra(∇f,∇f) =
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂aT
kkˆ
∂xiˆ
∂f
∂x
kˆ
), (aT∇)kf〉R2
+
n∑
i,k=2
3∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂aT
kkˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (aT∇)kf〉R2
−
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (aT∇)kf〉R2
−
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (aT∇)kf〉R2 ,
= I1 + I2 + I3 + I4.
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By direct computations, we have
I1 =
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
[
aTii′(
∂aT
iˆi
∂xi′
∂aT
1kˆ
∂xiˆ
∂f
∂x
kˆ
)(aT∇)1f + aTii′(
∂aT
iˆi
∂xi′
∂aT
2kˆ
∂xiˆ
∂f
∂x
kˆ
)(aT∇)2f
]
= 0;
I2 =
n∑
i=2
3∑
i′ ,ˆi,kˆ=1
[
aTii′a
T
iˆi
(
∂
∂xi′
∂aT
1kˆ
∂xiˆ
)(
∂f
∂x
kˆ
)(aT∇)1f + aTii′aTiˆi(
∂
∂xi′
∂aT
2kˆ
∂xiˆ
)(
∂f
∂x
kˆ
)(aT∇)2f
]
= aT11a
T
11
∂2
∂θ∂θ
aT22
∂f
∂y
(aT∇)2f = β2eβθ ∂f
∂y
(aT∇)2f ;
I3 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
[
aT
1kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
)(aT∇)1f + aT2kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
)(aT∇)2f
]
= 0;
I4 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
[
aT
1kˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
(aT∇)1f + aT2kˆaTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
(aT∇)2f
]
= 0.
For the drift term in tensor Rab, taking b = − 12aaT∇V , we get
Rb =
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)if
]
−
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂aT
iˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)if
]
= J1 + J2 + J3 + J4.
Plugging into the matrices aT and zT, we get
J1 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT
1kˆ
∂xiˆ
aT1k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT
1kˆ
∂xiˆ
aT1k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
+
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT
2kˆ
∂xiˆ
aT2k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT
2kˆ
∂xiˆ
aT2k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
= βeβθ(aT∇)2V ∂f
∂x
(aT∇)1f ;
J2 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT1k′
∂xiˆ
aT
1kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT1k′
∂xiˆ
aT
1kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
+
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT2k′
∂xiˆ
aT
2kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT2k′
∂xiˆ
aT
2kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
= βeβθ
∂V
∂x
(aT∇)2f(aT∇)1f ;
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J3 =
3∑
iˆ,k′=1
[
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + aT2ˆiaT1k′
∂2V
∂xiˆ∂xk′
(aT∇)1f(aT∇)2f
]
+
3∑
iˆ,k′=1
[
aT
1ˆi
aT2k′
∂2V
∂xiˆ∂xk′
(aT∇)2f(aT∇)1f + aT2ˆiaT2k′
∂2V
∂xiˆ∂xk′
|(aT∇)2f |2
]
=
∂2V
∂θ∂θ
|(aT∇)1f |2 + 2(eβθ ∂
2V
∂θ∂x
+
∂2V
∂θ∂y
)(aT∇)1f(aT∇)2f
+
3∑
iˆ,k′=1
aT
2ˆi
aT2k′
pa2V
∂xiˆ∂xk′
)|(aT∇)2f |2;
J4 = −
3∑
iˆ,kˆ,k′=1
[
aT
1kˆ
aT1k′
∂aT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f + aT1kˆaT1k′
∂aT
2ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)2f
]
−
3∑
iˆ,kˆ,k′=1
[
aT
2kˆ
aT2k′
∂aT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f + aT2kˆaT2k′
∂aT
2ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)2f
]
= −βeβθ(aT∇)1V ∂f
∂x
(aT∇)2f.
Combing the above computations, we get the tensor Rab. Now we turn to the second
tensor Rzb, which has the following form,
Rzb(∇f,∇f) =
2∑
i=1
m∑
k=
n+m∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂zT
kkˆ
∂xiˆ
∂f
∂x
kˆ
), (zT∇)kf〉Rm
+
2∑
i=1
m∑
k=
n+m∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂zT
kkˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (zT∇)kf〉Rm
−
2∑
i=1
1∑
k=1
n+m∑
i′ ,ˆi,kˆ=1
〈zT
kkˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (zT∇)kf〉Rm
−
2∑
i=1
1∑
k=1
n+m∑
i′ ,ˆi,kˆ=1
〈zT
kkˆ
aTii′ (
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (zT∇)kf〉Rm
−2
m∑
i=1
n+m∑
iˆ,kˆ=1
〈(zT
iˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
− b
kˆ
∂zT
iˆi
∂x
kˆ
∂f
∂xiˆ
), (zT∇f)i〉Rm ,
= Iz1 + Iz2 + Iz3 + Iz4 +Rzb(∇f,∇f).
where we denote further that
Rzb(∇f,∇f) = −2
n+m∑
iˆ,kˆ=1
(zT
1ˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
− b
kˆ
∂zT
iˆi
∂x
kˆ
∂f
∂xiˆ
)(zT∇f)1.
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By taking b = − 12aaT∇V , we further obtain that
Rzb(∇f,∇f) = −2
3∑
iˆ,kˆ=1
[
zT
1ˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
(aT∇f)i − bkˆ
∂zT
iˆi
∂x
kˆ
∂f
∂xiˆ
(aT∇f)1
]
=
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
+
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
+
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
−
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂zT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f
]
= J z1 + J z2 + J z3 + J z4 .
By direct computations, it is not hard to observe that
Iz1 =
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂zT
1kˆ
∂xiˆ
∂f
∂x
kˆ
), (zT∇)1f〉R = 0
Iz2 =
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂zT
1kˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (zT∇)1f〉R
=
2∑
i=1
3∑
i′ ,ˆi=1
aTii′a
T
iˆi
∂2zT
1kˆ
∂xi′∂xiˆ
∂yf(z
T∇)1f
Iz3 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
〈zT
1kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (zT∇)1f〉R = 0
Iz4 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
〈zT
1kˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (zT∇)1f〉R = 0
J z1 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
= 0;
J z2 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
= 0;
J z4 = −
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂zT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f
]
= −
2∑
k=1
(aT∇)kzT13(aT∇)kV ∂yf(aT∇)1f.
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J z3 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
=
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
1kˆ
aT1k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f + zT1ˆiaT2kˆaT2k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
=
3∑
iˆ,k′=1
[
zT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + zT1ˆiaT2k′
∂2V
∂xiˆ∂xk′
(aT∇)2f(aT∇)1f
]
= −g ∂
2V
∂θ∂y
|(aT∇)1f |2 − g(eβθ ∂
2V
∂x∂y
+
∂2V
∂y∂y
)(aT∇)2f(aT∇)1f ;
Now we are left to compute the term Rρ∗ . Recall that,
Rρ∗(∇f,∇f) = 2
1∑
k=1
2∑
i=1
3∑
k′,kˆ,ˆi,i′=1
[
∂
∂xk′
zTkk′z
T
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
]
+2
1∑
k=1
2∑
i=1
3∑
k′,kˆ,ˆi,i′=1
[
zTkk′
∂
∂xk′
zT
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
+zTkk′z
T
kkˆ
∂2
∂xk′∂xkˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
+zTkk′z
T
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
∂
∂xk′
aTii′
∂f
∂xi′
]
.
+2
1∑
k=1
2∑
i=1
3∑
kˆ,ˆi,i′=1
(zT∇ log ρ∗)k
[
zT
kkˆ
∂
∂x
kˆ
aT
iˆi
∂f
∂xiˆ
aTii′
∂f
∂xi′
]
−2
1∑
j=1
2∑
l=1
3∑
l′,lˆ,jˆ,j′=1
[
∂
∂xl′
aTll′a
T
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
]
−2
1∑
j=1
2∑
l=1
3∑
l′,lˆ,jˆ,j′=1
[
aTll′
∂
∂xl′
aT
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
+aTll′a
T
llˆ
∂2
∂xl′∂xlˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
+aTll′a
T
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
∂
∂xl′
zTjj′
∂f
∂xj′
]
−2
1∑
j=1
2∑
l=1
3∑
lˆ,jˆ,j′=1
(aT∇ log ρ∗)l
[
aT
llˆ
∂
∂x
lˆ
zT
jjˆ
∂f
∂xjˆ
zTjj′
∂f
∂xj′
]
=
10∑
i=1
Ki.
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By direct computation, we get
K1 = 0, K2 = 0, K3 = 0, K4 = 0, K5 = 0, K6 = 0, K7 = 0;
K8 = −2
2∑
l=1
3∑
l′,lˆ=1
aTll′a
T
llˆ
∂2zT13
∂xl′∂xlˆ
∂yf(z
T∇)1f ;
K9 = −2
2∑
l=1
3∑
l′,lˆ=1
aTll′a
T
llˆ
∂zT13
∂x
lˆ
∂zT13
∂xl′
|∂yf |2 = −2Γ1(log g, log g)|(zT∇)1f |2;
K10 = −2
2∑
l=1
3∑
lˆ=1
(aT∇)l log ρ∗aTllˆ
∂zT13
∂x
lˆ
∂yf(z
T∇)1f = −2Γ1(log ρ∗, log g)|(zT∇)1f |2.
4.3 Martinet flat sub-Riemannian structure
In this part, we apply our result to Martinet flat sub-Riemannian structure, which
satisfies bracket generating condition and has non-equiregular sub-Riemannian structure
(see [3]). The sub-Riemannian structure is defined on R3 through the kernel of one-form
η := dz − 12y2dx. A global orthonormal basis for the horizontal distribution H adapt
the following differential operator representation, in local coordinates (x, y, z),
X =
∂
∂x
+
y2
2
∂
∂z
, Y =
∂
∂y
.
The commutative relation gives
[X,Y ] = −yZ, [Y, [X,Y ]] = Z, where Z = ∂
∂z
.
According to [3], the canonical Popp’s volume, up to a scalar constant, has the form
1
|y|dx ∧ dy ∧ dz, when y 6= 0.
To apply in our framework, we take
a =


1 0
0 1
y2
2 0

 , aT =

1 0 y22
0 1 0

 , zT = (0, 0, 1), aaT =


1 0 y
2
2
0 1 0
y2
2 0
y4
4

 .
Thus the sub-Riemanian structure we consider here has the form (M,H, (aaT)†|H) in
the connected components of {y 6= 0}. By direct computations, we have the following
lemma.
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Lemma 7. For Martinet sub-Riemannian structure (M,H, (aaT)†|H), we have
Q =


1 0 y
2
2 0 0 0
y2
2 0
y4
4
0 1 0 0 0 0 0 y
2
2 0
0 0 0 1 0 y
2
2 0 0 0
0 0 0 0 1 0 0 0 0


;
P =

0 0 0 0 0 0 1 0 y2/2
0 0 0 0 0 0 0 1 0

 ;
CT = (0, 0, 0, 0, 0,
y3
2
∂zf + y∂xf,−y∂yf, 0,−y
3
2
∂yf);
DT = (0, 0, y∂zf, 0), E
T = (0, 0);
FT = GT = (0, 0, 0, 0, 0, 0, 0, 0, 0).
Similar to the previous displacement group case, we have the following identity.
Proposition 4.3. For any smooth function f ∈ C∞(M), one has
Γ2(f, f) + Γ
z,ρ∗
2 (f, f) = |HessGa,zf |2 +RGab(∇f,∇f) +Rzb(∇f,∇f) +Rρ∗(∇f,∇f),
where
|HessGa,zf |2 =
[
∂2f
∂x∂x
+
y2
2
∂2f
∂x∂z
+
y2
2
∂2f
∂z∂x
+
y4
4
∂2f
∂z∂z
]2
+ 2
[
∂2f
∂y∂x
+
y2
2
∂2f
∂z∂y
+
1
2
y∂zf
]2
+
[
∂2f
∂y∂y
]2
+
[
∂2f
∂z∂x
+
y2
2
∂2f
∂z∂z
− y∂yf
]2
+
[
∂2f
∂z∂y
+ (
y3
2
∂zf + y∂xf)
]2
.
And
RGab(∇f,∇f) =
y2
2
Γz1(f, f)− y2Γ1(f, f)
+
∂f
∂z
(aT∇)1f + y(aT∇)1V ∂f
∂z
(aT∇)2f + y ∂V
∂z
(aT∇)1f(aT∇)2f
+
3∑
iˆ,k′=1
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + 2( ∂
2V
∂x∂y
+
y2
2
∂2V
∂y∂z
)(aT∇)1f(aT∇)2f
+
∂2V
∂y∂y
|(aT∇)2f |2 − y ∂V
∂y
∂f
∂z
(aT∇)1f ;
Rzb(∇f,∇f) = ( ∂
2V
∂x∂z
+
y2
2
∂2V
∂z∂z
)|(aT∇)1f |2 + ∂
2V
∂y∂z
(aT∇)2f(aT∇)1f ;
Rρ
∗
(∇f,∇f) = 0.
In particular, we have
3∑
iˆ,k′=1
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 =
( ∂2V
∂x∂x
+ y2
∂2V
∂x∂z
+
y4
4
∂2V
∂z∂z
)
|(aT∇)1f |2.
33
Similarly, we summarize the sub-Riemannian Ricci tensor in terms of A as follows.
Corollary 3. The matrix A associated with Martinet sub-Riemannian structure has the
following form
A11 = (
∂2V
∂x∂z
+
y2
2
∂2V
∂z∂z
) +
( ∂2V
∂x∂x
+ y2
∂2V
∂x∂z
+
y4
4
∂2V
∂z∂z
)
− y2;
A22 =
∂2V
∂y∂y
− y2; A33 = y
2
2
;
A12 = A21 =
y
2
∂V
∂z
+ (
∂2V
∂x∂y
+
y2
2
∂2V
∂y∂z
) +
1
2
∂2V
∂y∂z
;
A13 = A31 =
1
2
− y
2
∂V
∂y
; A23 = A32 =
1
2
y(aT∇)1V.
The proof follows from the following two lemmas.
Lemma 8. For Martinet sub-Riemannian structure, F and G are zero vectors, we have
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX = |HessGa,zf |2 +RG(∇f,∇f).
In particular, we have
|HessGa,zf |2 = [X + Λ1]TQTQ[X + Λ1] + [X + Λ2]TPTP [X + Λ2];
ΛT1 = (0, y∂zf/2, 0, y∂zf/2, 0, 0, 0, 0, 0);
ΛT2 = (0, 0, 0, 0, 0, 0,−y∂yf,
y3
2
∂zf + y∂xf, 0);
RG(∇f,∇f) = y
2
2
Γz1(f, f)− y2Γ1(f, f).
Lemma 9. By routine computations, we obtain
Rab(∇f,∇f) = ∂f
∂z
(aT∇)1f + y(aT∇)1V ∂f
∂z
(aT∇)2f + y ∂V
∂z
(aT∇)1f(aT∇)2f
+
3∑
iˆ,k′=1
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + 2( ∂
2V
∂x∂y
+
y2
2
∂2V
∂y∂z
)(aT∇)1f(aT∇)2f
+
∂2V
∂y∂y
|(aT∇)2f |2 − y ∂V
∂y
∂f
∂z
(aT∇)1f ;
Rzb(∇f,∇f) = ( ∂
2V
∂x∂z
+
y2
2
∂2V
∂z∂z
)|(aT∇)1f |2 + ∂
2V
∂y∂z
(aT∇)2f(aT∇)1f ;
Rρ
∗
(∇f,∇f) = 0.
Proof [Proof of Lemma 8] Since F and G are zero vectors, we have
2CTX = 2
[ ∂2f
∂y∂z
(
y3
2
∂zf + y∂xf)− ∂
2f
∂x∂z
(y∂yf)− ∂
2f
∂z∂z
(
y3
2
∂yf)
]
.
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By routine computation, we observe that
[QX +D]T[QX +D] + [PX + E]T[PX + E] + 2CTX
=
[
∂2f
∂x∂x
+
y2
2
∂2f
∂x∂z
+
y2
2
∂2f
∂z∂x
+
y4
4
∂2f
∂z∂z
]2
+
[
∂2f
∂y∂x
+
y2
2
∂2f
∂z∂y
+ y∂zf
]2
+
[
∂2f
∂y∂x
+
y2
2
∂2f
∂z∂y
]2
+
[
∂2f
∂y∂y
]2
+
[
∂2f
∂z∂x
+
y2
2
∂2f
∂z∂z
]2
+
[
∂2f
∂z∂y
]2
+2
∂2f
∂y∂z
(
y3
2
∂zf + y∂xf)− 2 ∂
2f
∂x∂z
(y∂yf)− 2 ∂
2f
∂z∂z
(
y3
2
∂yf)
=
[
∂2f
∂x∂x
+
y2
2
∂2f
∂x∂z
+
y2
2
∂2f
∂z∂x
+
y4
4
∂2f
∂z∂z
]2
+
[
∂2f
∂y∂x
+
y2
2
∂2f
∂z∂y
+ y∂zf
]2
+
[
∂2f
∂y∂x
+
y2
2
∂2f
∂z∂y
]2
+
[
∂2f
∂y∂y
]2
+
[
∂2f
∂z∂x
+
y2
2
∂2f
∂z∂z
− y∂yf
]2
+
[
∂2f
∂z∂y
+ (
y3
2
∂zf + y∂xf)
]2
−y2|∂yf |2 − (y
3
2
∂zf + y∂xf)
2
= |HessGa,zf |2 +
y2
2
Γz1(f, f)− y2Γ1(f, f).
The proof is thus completed.
We are now left to compute the three tensor terms.
Proof [Proof of Lemma 9] Similar to the proof of Lemma 6, we have
Ra(∇f,∇f) =
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aTii′ (
∂aT
iˆi
∂xi′
∂aT
kkˆ
∂xiˆ
∂f
∂x
kˆ
), (aT∇)kf〉R2
+
n∑
i,k=2
3∑
i′ ,ˆi,kˆ=1
〈aTii′aTiˆi(
∂
∂xi′
∂aT
kkˆ
∂xiˆ
)(
∂f
∂x
kˆ
), (aT∇)kf〉R2
−
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
), (aT∇)kf〉R2
−
2∑
i,k=1
3∑
i′ ,ˆi,kˆ=1
〈aT
kkˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
, (aT∇)kf〉R2 ,
= I1 + I2 + I3 + I4.
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By direct computations, we have
I1 =
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
[
aTii′(
∂aT
iˆi
∂xi′
∂aT
1kˆ
∂xiˆ
∂f
∂x
kˆ
)(aT∇)1f + aTii′(
∂aT
iˆi
∂xi′
∂aT
2kˆ
∂xiˆ
∂f
∂x
kˆ
)(aT∇)2f
]
= 0;
I2 =
n∑
i=2
3∑
i′ ,ˆi,kˆ=1
[
aTii′a
T
iˆi
(
∂
∂xi′
∂aT
1kˆ
∂xiˆ
)(
∂f
∂x
kˆ
)(aT∇)1f + aTii′aTiˆi(
∂
∂xi′
∂aT
2kˆ
∂xiˆ
)(
∂f
∂x
kˆ
)(aT∇)2f
]
= aT22a
T
22
∂2
∂y∂y
aT13
∂f
∂z
(aT∇)1f = ∂f
∂z
(aT∇)1f ;
I3 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
[
aT
1kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
)(aT∇)1f + aT2kˆ
∂aTii′
∂x
kˆ
∂aT
iˆi
∂xi′
∂f
∂xiˆ
)(aT∇)2f
]
= 0;
I4 = −
2∑
i=1
3∑
i′ ,ˆi,kˆ=1
[
aT
1kˆ
aTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
(aT∇)1f + aT2kˆaTii′(
∂
∂x
kˆ
∂aT
iˆi
∂xi′
)
∂f
∂xiˆ
(aT∇)2f
]
= 0.
For the drift term, we take b = − 12aaT∇V , we have
Rb =
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if + aTiˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)if
]
+
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
iˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)if
]
−
2∑
i,k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂aT
iˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)if
]
= J1 + J2 + J3 + J4.
Plugging into the matrices of aT and zT, we get
J1 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT
1kˆ
∂xiˆ
aT1k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT
1kˆ
∂xiˆ
aT1k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
+
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT
2kˆ
∂xiˆ
aT2k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT
2kˆ
∂xiˆ
aT2k′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
= aT22
∂aT13
∂y
(aT∇)1V ∂f
∂z
(aT∇)2f = y(aT∇)1V ∂f
∂z
(aT∇)2f ;
J2 =
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT1k′
∂xiˆ
aT
1kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT1k′
∂xiˆ
aT
1kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
+
3∑
iˆ,kˆ,k′=1
[
aT
1ˆi
∂aT2k′
∂xiˆ
aT
2kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f + aT2ˆi
∂aT2k′
∂xiˆ
aT
2kˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)2f
]
= y
∂V
∂z
(aT∇)1f(aT∇)2f ;
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J3 =
3∑
iˆ,k′=1
[
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + aT2ˆiaT1k′
∂2V
∂xiˆ∂xk′
(aT∇)1f(aT∇)2f
]
+
3∑
iˆ,k′=1
[
aT
1ˆi
aT2k′
∂2V
∂xiˆ∂xk′
(aT∇)2f(aT∇)1f + aT2ˆiaT2k′
∂2V
∂xiˆ∂xk′
|(aT∇)2f |2
]
=
3∑
iˆ,k′=1
aT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + 2( ∂
2V
∂x∂y
+
y2
2
∂2V
∂y∂z
)(aT∇)1f(aT∇)2f
+
∂2V
∂y∂y
|(aT∇)2f |2;
J4 = −
3∑
iˆ,kˆ,k′=1
[
aT
1kˆ
aT1k′
∂aT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f + aT1kˆaT1k′
∂aT
2ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)2f
]
−
3∑
iˆ,kˆ,k′=1
[
aT
2kˆ
aT2k′
∂aT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f + aT2kˆaT2k′
∂aT
2ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)2f
]
= −y ∂V
∂y
∂f
∂z
(aT∇)1f.
Combing the above computations, we get the tensor Rab. Now we turn to the second
tensor Rzb. Since z
T = (0, 0, 1), it is obvious to see that only the drift term of the
tensor Rzb remains, where we denote
Rzb(∇f,∇f) = −2
n+m∑
iˆ,kˆ=1
(zT
1ˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
− b
kˆ
∂zT
1ˆi
∂x
kˆ
∂f
∂xiˆ
)(zT∇)1f.
By taking b = − 12aaT∇V , we further obtain that
Rzb(∇f,∇f) = −2
3∑
iˆ,kˆ=1
[
zT
1ˆi
∂b
kˆ
∂xiˆ
∂f
∂x
kˆ
(aT∇f)i − bkˆ
∂zT
1ˆi
∂x
kˆ
∂f
∂xiˆ
(aT∇f)1
]
=
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
+
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
+
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
−
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂zT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f
]
= J z1 + J z2 + J z3 + J z4 .
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By direct computations, it is not hard to observe that
J z1 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aT
kkˆ
∂xiˆ
aTkk′
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
= 0;
J z2 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
∂aTkk′
∂xiˆ
aT
kkˆ
∂V
∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
= 0;
J z4 = −
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
aT
kkˆ
aTkk′
∂zT
1ˆi
∂x
kˆ
∂V
∂xk′
∂f
∂xiˆ
(aT∇)1f
]
= 0.
The only non-zero term has the following form,
J z3 =
2∑
k=1
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
kkˆ
aTkk′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)if
]
=
3∑
iˆ,kˆ,k′=1
[
zT
1ˆi
aT
1kˆ
aT1k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f + zT1ˆiaT2kˆaT2k′
∂2V
∂xiˆ∂xk′
∂f
∂x
kˆ
(aT∇)1f
]
=
3∑
iˆ,k′=1
[
zT
1ˆi
aT1k′
∂2V
∂xiˆ∂xk′
|(aT∇)1f |2 + zT1ˆiaT2k′
∂2V
∂xiˆ∂xk′
(aT∇)2f(aT∇)1f
]
= (
∂2V
∂x∂z
+
y2
2
∂2V
∂z∂z
)|(aT∇)1f |2 + ∂
2V
∂y∂z
(aT∇)2f(aT∇)1f.
Since matrix zT is a constant matrix and matrix aT contains only variable y, it is easy
to observe that
Rρ∗(∇f,∇f) = 0.
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