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The desiderata for an ideal photon source are high brightness, high single-photon purity, and
high indistinguishability. Defining brightness at the first collection lens, these properties have been
simultaneously demonstrated with solid-state sources, however absolute source efficiencies remain
close to the 1% level, and indistinguishability only demonstrated for photons emitted consecutively
on the few nanosecond scale. Here we employ deterministic quantum dot-micropillar devices to
demonstrate solid-state single-photon sources with scalable performance. In one device, an absolute
brightness at the output of a single-mode fibre of 14% and purities of 97.1–99.0% are demonstrated.
When non-resontantly excited, it emits a long stream of photons that exhibit indistinguishability
up to 70%—above the classical limit of 50%—even after 33 consecutively emitted photons, a 400 ns
separation between them. Resonant excitation in other devices results in near-optimal indistin-
guishability values: 96% at short timescales, remaining at 88% in timescales as large as 463 ns,
after 39 emitted photons. The performance attained by our devices brings solid-state sources into
a regime suitable for scalable implementations.
Photon indistinguishability—responsible for unique
quantum phenomena with no classical counterpart, no-
tably photon bunching via interference [1]—has been
demonstrated in various physical systems [2–9], result-
ing in a broad range of applications in photonic quantum
technologies [10], including quantum teleportation [11,
12], generation of entangled photon sources [13–15], and
linear-optics quantum computation [16, 17]. However,
achieving conclusive indistinguishability, i..e. above 50%
(the classical limit), while simultaneously displaying high
single-photon purity and high absolute brightness is ex-
perimentally challenging.
Semiconductor quantum dots (QDs) inserted in pho-
tonic structures [18–22] are a rapidly improving tech-
nology for generating bright sources of indistinguishable
single-photons. Addressing the excited states of the
quantum dot using a non-resonant scheme early showed
two-photon interference visibilities in the 70%−80%
range [8], yet with limited collection efficiencies. Im-
provements in the efficiency have been made by deter-
ministically placing the quantum dot in the centre of a
photonic micro-cavity. Here the acceleration of photon
emission into well defined cavity modes [23], due to Pur-
cell enhancement, has enabled two-photon interference
visibilities in the same range, with simultaneous efficien-
cies at the first collection lens around 80% [9]. Near-unity
indistinguishability, in turn, has been achieved in re-
cent years under strictly-resonant excitation of the quan-
tum dot [24–26], whereas the recent development of elec-
tric control on deterministically coupled devices [27]—
thus with scalable fabrication—has now enabled strictly-
resonant excitation in combination with Purcell enhance-
ment, resulting in near-optimal single-photon sources [28]
with visibilities reaching the 99% mark, simultaneous
state-of-the-art extraction efficiency of 65% and polarised
brightness at the first lens around 16%.
Albeit impressive, the reported efficiencies in these
demonstrations are defined at the first lens, and poor
optical collection results in low photon count rates avail-
able in practice. Consequently, absolute brightnesses re-
main around the 1% mark, too low for practical scalable
applications [10]. In addition, direct measurements of
indistinguishability via two-photon interference, so far,
only employed photons consecutively emitted with a few
nanosecond separation, while a key question regarding
the scalable potential of the developed sources is to de-
termine how many consecutive photons exhibit high in-
distinguishability. A recent work obtained on quantum
dots in microlenses reported a 40 % drop in the indistin-
guishability over 10 ns only [29].
In the present work, we demonstrate high absolute
brightness and generation of indistinguishable photons
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2consecutively emitted over 463 ns. Our measurements
were performed on various quantum dot-micropillar de-
vices, all obtained using a deterministic—thus scalable—
technology. Using a simple micropillar (Device 1) [9],
we demonstrate a high-purity single-photon source with
an absolute brightness of 14%. That is, about one in
seven laser pulses creates a high-purity single-photon at
the output of a single-mode fibre. We also demonstrate
robust and conclusive quantum interference between con-
secutively emitted photon pulses up to a first and thirty-
third, separated by 400 ns. Interference visibilities, under
non-resonant excitation, reach maximum values of 70%
in short timescales, decreasing to plateaus above 60% at
longer temporal separations, and remain above the clas-
sical limit of 50% even at high pump-powers. Using elec-
trically controlled pillar devices [28] (Device 2 and 3) we
demonstrate, under strictly resonant-excitation, indistin-
guishability reaching near-optimal values: 96% at short
timescales, remaining above 88% at 463 ns separation.
Device 1 contains self-assembled InGaAs QDs grown
by molecular beam epitaxy, positioned in between two
layers of GaAs/AlAs distributed Bragg reflectors, con-
sisting of 16 (36) pairs acting as a top (bottom) mirror.
Note that Device 1 is a pillar from the same batch as
in Ref. [9]. Low-temperature in situ lithography [30] was
employed to fabricate micropillars centred around a sin-
gle QD with 50 nm accuracy. The sample is mounted on
a closed-cycle cryostat and is optically pumped by 5 ps
laser pulses at 80 MHz repetition rate with wavelength
tuned to 905.3 nm, corresponding to one of the quantum
dot excited states in its p-shell. We optimised our col-
lection efficiency by judicious choice of optical elements,
achieving an efficiency budget as follows. After emis-
sion from the micropillar, single-photons travel across
the following elements, with measured transmittances
ηelem, before reaching detectors: two cryostat windows
with ηcryo=(96± 1)%; a microscope objective (Olympus
LMPLN10XIR) with N.A.=0.3 and ηobj=(91 ± 1)%; a
dichroic mirror (Alluxa filters) used to separate single-
photons from the laser path, with a measured attenua-
tion at 905 nm bounded to > 60 dB extinction, while no
appreciable loss is recorded at wavelengths correspond-
ing to single-photon emission, we thus consider ηdich=1;
6 mirrors and 2 lenses, with an overall transmission of
ηml=(95 ± 1)%; and a 0.85 nm FWHM band-pass fil-
ter (Alluxa filters) with ηbp=(91 ± 1)% used to ensure
that any residual scattered laser light is filtered out.
Remaining losses are due to coupling to a single-mode
fibre, where we estimate a fibre-coupling efficiency of
ηfc=(65 ± 4)%, by comparing collection with a multi-
mode fibre assumed to have a unity coupling efficiency.
This results in an overall transmission of our optical setup
of ηsetup=(49± 3)%.
We characterise this device in terms of absolute bright-
ness and purity, see Fig. 1. We detect large count-rates
in a silicon avalanche photodiode (APD), as shown in
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FIG. 1. Absolute brightness and purity of Device 1. a) De-
tected count rates at T=15 K (red), with the QD in reso-
nance with the cavity mode, and 13 K (blue), with the QD
slightly detuned from the cavity. Solid curves represent fits
to R0 (1− exp (−P/P0)), with P0=197 µW, and R0=3.8 MHz
for T=15 K, and R0=3.4 MHz for T=13 K. Inset: QD spec-
tra with varying temperature. b) Power-dependent g(2)(0)
at T=15 K. Note that even three times above the saturation
pump power the photon purity remians > 97%. Top inset
shows the autocorrelation measurement for P=1P0, and bot-
tom inset zooms into the zero delay resolving the non-zero
g(2)(0) from experimental noise.
the saturation measurements in Fig. 1a. The satura-
tion curves are fitted to R0 (1− exp (−P/P0)), where
R0 is an asymptotic rate value, and P0 is the satura-
tion power. The inset figure shows Device 1 spectra
with varying temperature T . The energy of the QD
transition varies like the band gap of the semiconduc-
tor with temperature [31], whereas the cavity mode en-
ergy follows the temperature variation of the refractive
index. Adjusting the temperature thus allows tuning
the QD-cavity resonance. For the measurements pre-
sented in Fig. 1, the neutral exciton line is brought in
resonance at T=15 K. The count-rates in pulsed config-
uration reach values as high as 3.6 MHz. In fact, for
this measurement a known loss must be introduced in
the optical path in order to properly quantify the avail-
able count-rates, as they are beyond the APD’s (Perkin-
Elmer SPCM-AQR-14-FC) linear regime. This allows
us to accumulate a high amount of statistics with no-
tably short integration times. For instance, the inset
in Fig. 1b shows a g(2)(∆t) measurement—second-order
autocorrelation function with g(2)(0)=0 corresponding
3to an ideal single-photon state—at P=P0, yielding a
value of g(2)(0)=0.0130 ± 0.0002, where the small er-
ror is reached with an integration time of only 29 sec-
onds. We in fact used about half the available counts
after selecting one linear polarisation emitted by our de-
vice. Thus, in our setup, the same amount of statistics is
achieved four times faster when the polariser is removed.
Remarkably, we observe low multi-photon emission at
all pump-powers, with a measured maximum value of
g(2)(0)=0.0288 ± 0.0002 at P=3P0. We thus observe a
single-photon purity 1−g(2)(0) above 97% even at maxi-
mum brightness. These values were extracted from inte-
grating raw counts in a 2 ns window—sufficiently larger
than the < 0.5 ns lifetime [9]—around the peak at zero
delay compared to the average of the 10 adjacent lat-
eral peaks, without any background subtraction. Error
bars in this work are deduced from assuming poissonian
statistics in detected events.
Our APD efficiency of 32%—measured using the ap-
proach of Ref. [32]—80 MHz pump rate, and 3.6 MHz de-
tected count rate corresponds to an absolute brightness—
the probability-per-laser-pulse of finding a spectrally-
isolated high-purity single-photon at the output of a
single-mode fibre—of 14%, the highest reported to date.
Such absolute brightness represents a clear improvement
over what has been previously achieved with quantum
dot-based photon sources. For instance, a drastic con-
trast between performance at the first lens and actual
detected count rates has been common until now, e.g.,
reporting a brightness as high as 72% while detecting
65 kHz [33], or 143 MHz collected on the first lens
but only 72 kHz available on detection [34]. Detected
rates of 4.0 MHz at the single-photon level have been
reported [35], however without coupling into a single-
mode fibre and at the cost of high multi-photon contri-
bution with g(2)(0)=0.4. In fact, our source greatly ex-
ceeds, in terms of absolute brightness, the performance
of any other single-photon source from any physical sys-
tem, including the well established Spontaneous Para-
metric DownConversion source—so far considered as the
premier photon source—where the equivalent (triggered)
absolute brightness is well below 1%.
We note that, given our setup collection efficiency of
ηsetup=49%, Device 1 exhibits—for the neutral exciton
state—a brightness at the first lens of 29%. Deducing
the exciton lifetime from the correlation curves at low
excitation power, we estimate the Purcell factor of the
device to be around Fp=2, and the fraction of emission
into the cavity mode around 66%. Considering an out-
put coupling efficiency of 90%, the measured brightness
in the first lens could reach 60% with a unity probability
to find the QD in the neutral exciton state. However,
as evidenced in the inset of Fig. 1a, the present QD also
presents an non-negligible probability to emit from the
positively- or negatively-charged exciton transition that
are brought in resonance at higher temperatures. As a
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FIG. 2. Two-photon interference between temporally-distant
photons. a) A simple unbalanced Mach-Zehnder interferom-
eter with a path-length difference of ∆τe probes the indistin-
guishability of two photons emitted with the same ∆τe tem-
poral separation. b) Interference histograms of orthogonal-
(red) and parallel-polarised (blue) photons with ∆τe=50 ns,
at saturation of the quantum dot. (Note the suppression at
∆τe, see text for details). c) Interference of parallel-polarised
photons with ∆τe=12.5 ns (blue) and ∆τe=400 ns (orange),
taken at P=0.5P0. A temporal offset of 3.5 ns has been in-
troduced between histograms for clarity.
result, the probability of the quantum dot to be in the
neutral exciton is reduced leading to the measured 29%
brightness at the first lens. Note that this instability
of the charge state was not observed originally in the de-
vices under study, see Ref. [9], but appeared after sample
accidental freezing.
We now explore the indistinguishability of photons
emitted by Device 1 with various temporal distances.
We perform our measurements at T=13 K to reduce
phonon-induced dephasing [36], which is sufficiently close
40.5
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FIG. 3. Power- and temporal-dependent two-photon interference. a) Over >100 measured visibilities (red points) showing
conclusive quantum interference, i.e. V >0.5, at all measured powers and timescales. Coloured surface is an interpolation to
the data. b) Fitted values of V at different ∆τe (bottom axis), for P=0 (red), P=P0 (green), and P=2P0 (blue), showing
interference between a first and n-th consecutive emitted photon (top axis). Curves are fits to our model in Eq. (2).
to the quantum dot cavity resonance at T=15 K. Note
that contrary to most reports, the phonon sideband here
is not filtered out by the 0.85 nm bandpass filter used
to further suppress the laser light. Figure 2a depicts
our experimental setup. Single-photons are injected
into an unbalanced Mach-Zehnder interferometer with
a variable fibre-based path-length difference designed to
match—by using multiple fibres of distinct lengths—an
integer multiple of 12.5 ns up to 400 ns. Polarisa-
tion control—polariser (Pol) and a half-wave plate
(HWP)—and a polarising beamsplitter (PBS) behave as
a beamsplitter with tuneable reflectivity, thus balancing
the photon-flux entering the interference point inside
a fibre-beamsplitter (FBS) closing the Mach-Zehnder
configuration. Quarter-wave plates (QWPs) and HWPs
are used to tune the polarisation of interfering photons
in parallel or orthogonal configuration. Time-correlation
histograms from the output of this interferometer
reveal the indistinguishability of photons emitted
with a temporal distance ∆τe. Fully distinguishable
photons—e.g., with orthogonal polarisation—meeting
at a 50:50 beamsplitter result in a 50 % probability
of being detected simultaneously at the output of the
beamsplitter. This results in the peak around ∆t=0 of
the time-correlation measurement being about half of
those at ∆t>0, with the exception of peaks at ∆t=∆τe,
which larger suppression indicates that the interfering
photons were emitted with a temporal distance ∆τe. In
general it can be shown for a pure single-photon source,
see Supplementary Material, that the areas A∆t cen-
tered around ∆t are given by Ak=N , A−∆τe=N(1−R2),
A∆τe=N(1−T 2), and A0=N
((R2 + T 2)− 2RT V ),
where k= ± 12.5 ns,±25 ns, ..., and excludes peaks
at ±∆τe, N is an integration constant, R is the
beamsplitter reflectivity, and T =1−R.
We use the visibility V to quantify the degree of indis-
tinguishability of the source. Since the measured visibil-
ity depends both on the photon source and on the appa-
ratus used to characterise it the latter must be accounted
for. Ideally the apparatus is a beamsplitter of reflectivity
R=0.5; in our experiment R=0.471, T =0.529, and the
visibility V is thus,
V =
R2 + T 2 −A0/A
2RT , (1)
where A is taken as the average value of Ak. Note that
since the g(2)(0) values are intrinsic to the source, and
hence affect any process in which we wish to use it, we
do not correct for non-zero g(2)(0) in Eq. (1). The de-
duced V therefore corresponds to the raw two-photon in-
terference visibility, and quantifies the degree of photon
indistinguishability.
Figure 2b shows histograms for the indistinguisha-
bility of orthogonal- and parallel-polarised photons at
∆τe=50 ns and P=P0. In virtue of Eq. (1), and measured
R=0.471, we obtain V P050ns=(0.71±0.01)% in orthogonal
configuration (red histogram), and V P050ns=(60.31±0.60)%
for parallel-polarised photons (blue histogram), where
V P∆τe denotes visibility taken at a power P and tempo-
ral delay ∆τe. We observe higher visibilities at lower
powers and shorter delays. For instance, the mea-
surements in Fig. 2c were taken at P=0.5P0, and re-
veal V 0.5P012.5ns=(67.52±0.78)% at a temporal delay (blue
histogram) of ∆τe=12.5 ns. Remarkably, we find
that indistinguishability is robust in the temporal do-
main. Even after 33 consecutive emitted photons (or-
ange histogram), at ∆τe=400 ns, it only decreases to
V 0.5P0400ns =(59.97±0.76)%. That is, less than 8% visibility
decrease in ∼ 400 ns. All V values with the non-resonant
scheme are obtained without any background correction.
5To thoroughly examine the indistinguishability prop-
erties of Device 1, we carried out power- and temporal-
dependent measurements, see Fig. 3a. All these mea-
sured V are within the 50%−70% range, thus showing
conclusive quantum interference at all measured powers
and timescales. The large available photon flux allows us
to gather more than 100 visibility values with measure-
ment errors sufficiently small to identify an interesting
behaviour in this narrow visibility range. At any given
∆τe, V is linear in P , see Supplementary Material, and
we simply use V=V max∆τe +m∆τeP to characterise the P -
dependence of V at fixed ∆τe. Conversely, at fixed P ,
V decreases monotonically and asymptotically in ∆τe,
flattening to fixed values at longer timescales.
We model this behaviour by considering a time-
dependent wandering of the spectral line as the origin of
the temporal modulation. That is, the frequency of every
emitted photon ω(t)=ω0+δω(t) varies in time according
to some wandering function δω(t) occurring in timescales
much larger than the photon lifetime. Our problem is
then equivalent to finding the mutual interference visi-
bility between independent sources with finite frequency
detuning [37], which is given by V (0)/
(
1 + δω2r
)
in the
case where V (0) is the degree of indistinguishability for
each source alone (equal value for both), and δωr is the
ratio of the frequency detuning to the spectral linewidth
of the sources (equal linewidth for both). If this mis-
match arises due to spectral wandering within the same
source, then the time-averaged relative detuning squared
is given by 2δω2r (1− exp (−∆τe/τc)), with τc a charac-
teristic wandering timescale, see Supplementary Mate-
rial for more details. We thus derive the visibility of
temporally-distant photons:
V (∆τe) =
V (0)
1 + 2δωr
2
(
1− e−∆τe/τc) . (2)
To obtain a statistically meaningful temporal behaviour,
we used the fitted values of V at different ∆τe, for pow-
ers P=0, P=P0, and P=2P0. These values are plot-
ted in Fig. 3b and are in good agreement with our
model in Eq. (2). In the limit of low powers, we obtain
V (0)=(72.8±2.4)%, τc=(45.5±19.1) ns, and δωr=(29.4±
3.1)%; whereas at high powers, at P=2P0, these parame-
ters are V (0)=(59.0±2.0)%, and δωr=(19.3±4.5)%. The
maximum degree of indistinguishability V (0) decreases
only by 13.8% with increasing power, evidencing a slight
increase of pure dephasing of the exciton transition. On
the contrary, the relative amplitude of the spectral wan-
dering decreases by 34%, evidencing that spectral diffu-
sion is significantly reduced at higher powers, as recently
observed in nanowire based devices [38]. Note that the
large relative error in τc is due to a small relative decay in
V , an uncertainty that increases with increasing power.
Thus—although it is reasonable to assume that τc itself
is power-dependent—we extracted τc only at P=0 and
used it as a fixed parameter for the fits at higher powers.
The decrease of the indistinguishability by few percents
for temporally distant photons demonstrates a very lim-
ited spectral diffusion in our micropillar devices. This ob-
servation is in striking contrast to previous measurements
on single photon sources based on alternative approaches
for efficient photon extraction, such as nanowires [38], or
micro lenses [29]. A significantly lower stability of the
electrostatic environment of the QD can reasonably be
attributed to the close proximity of free surfaces in the
latter. Indeed, as indicated by the observation of three
emission lines from the same QD, even the micropillar
devices under study do not provide a fully stable charge
state for the QDs, an effect that we observe to be depen-
dent on the quality of the etched surfaces. This makes
strictly resonant spectroscopy difficult without an addi-
tional non-resonant excitation, a situation also observed
in other micropillar devices [26].
Therefore, to explore the indistinguishability of
temporally-distant photons under strictly resonant ex-
citation, we turn to electrically controlled micropillars
and present data on two devices, Device 2 and Device 3.
These devices consist of quantum dots deterministically
coupled to micropillars embedded in cylindrical gated
structures with p- and n-contacts respectively defined
on the top and bottom sides of the device, resulting in
an effective p-i-n diode structure onto which an electric
field can be applied. (See Ref. [28] for a detailed de-
scription of the device). We perform our measurements
at T=9 K and tune the emission into cavity-resonance
via an applied bias voltage of −0.3 V. This sample is
cooled by gas exchange in a closed-cycle cryostat, and
is pumped by shaped 15 ps laser pulses at 82 MHz rep-
etition rate. The experimental setup used for photon
collection is reported in Ref. [28], and the appartus used
for the temporal-dependent measurements is conceptu-
ally identical to that in Fig. 2a.
Resonant-excitation allows us to probe two-photon
interference in a regime excelling in indistinguisha-
bility performance. Indeed, for Device 2 we obtain
V pi12.2ns=(95.0±1.0)% at a short temporal separation, de-
creasing only to V pi158.5ns=(90.6±1.7)% at long timescales,
see Figs. 4a, and 4b. We observe a high single-photon pu-
rity quantified by g(2)(0)=0.015 ± 0.007 at pi-pulse, see
Fig. 4c, where the non-vanishing g(2)(0) primarily con-
sists of background noise and thus a value 1−g(2)(0) of
98.5% represents a lower bound on the intrinsic single-
photon purity. Indistinguishability measurements at var-
ious temporal distances, see Fig. 4d, reveal plateaus at
high values: Up to a first and fourteenth photon, sepa-
rated by ∼ 150 ns, exhibit an indistinguishability greater
than 90%. The curve is a fit to Eq. (2), with a maximum
indistinguishability value of V (0)=96.6%, τc=54.4 ns,
and δωr=17.8%. The reproducibility of our results,
thanks to a deterministic fabrication, is evidenced by
similar indistinguishability values obtained on Device 3:
V pi12.2ns=(96.1 ± 0.8)% at a short temporal delay, and
6(b)(a)
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V pi158.5ns=(90.6±1.7)%V pi12.2ns=(95.0±1.0)% Device 2 Device 2
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FIG. 4. Temporal-dependent indistinguishability under strictly resonant excitation. Two-photon interference histograms with
Device 2 of parallel-polarised photons at a) ∆τe=12.2 ns, and b) ∆τe=158.5 ns, under a pi-pulse preparation. c) Second-order
autocorrelation measurement at pi-pulse. d) Indistinguishability between a first and n-th consecutive emitted photon from
Device 2 (blue) and Device 3 (red). Indistinguishability remains robust in the temporal domain, decreasing only by 4.4% in
∼ 159 ns (down to 90.6%) for Device 2, and by 8.3% in ∼ 463 ns (down to 87.8%) for Device 2 . The curve is a fit of the data
from Device 2 to Eq. (2).
V pi463ns=(87.8± 1.6)% for a first and thirty-ninth photon
separated by 463 ns. These values of indistinguishability
are corrected for the measured background noise aris-
ing from detector dark counts: The experimental setup
used for these resonant-excitation measurements presents
a low collection efficiency, thus an integration of raw de-
tected counts that includes the background noise, which
at zero delay is as large as non-vanishing counts due to
photon dinstinguishability, would under-estimate the in-
trinsic degrees of indistinguishability in our devices, see
the Supplementary Material for details on this method.
No correction for non-vanishing g(2)(0) was included.
Note that a high absolute brightness with this recently
developed technology is yet to be achieved. However,
since the mode profile of connected pillars is the same as
isolated ones [27] and a photon extraction efficiency at
the first lens of 65% has been reported on this sample [28],
the same experimental methods as before should allow
even higher absolute efficiencies than the 14% reported
here.
We provided here strong evidence that our sources emit
long streams of indistinguishable photons. Under non-
resonant excitation, even a first and a thirty-third con-
secutive photon, separated by 400 ns, display conclusive
quantum interference. For a fixed pump power, photon
indistinguishability decreases only a few percent—about
8% at low powers and less than 4% at higher powers—
before flattening to fixed values at longer timescales.
This contrasts favourably to previous works, where pho-
ton indistinguishability has been observed to decrease
by 40% in only 10 ns [29]. Moreover, under strictly-
resonant excitation, photon indistinguishability between
a first and thirty-ninth photon remained at 88%. Inter-
estingly, the observation of only small reductions in the
temporal domain indicate that non-unity indistinguisha-
bility under non-resonant excitation is mainly caused by
homogenous broadening of the spectral linewidth (gov-
erning coherence times at short temporal delays), and
a limited inhomogeneous broadening (governing effective
coherence times at longer temporal delays). The rela-
tive amplitude of the spectral diffusion at saturation is
similar for both resonant and non-resonant excitation.
However, Device 1 operates in a limited Purcell regime
whereas Devices 2 and 3 operate with a Purcell factor
around 7−10, leading to an increased radiative exciton
linewidth. From this, we conclude that, although the
application of an electrical bias in n-i-p diode structures
allows a good control of the QD charge states, it does not
lead to a significant decrease in the spectral wandering
phenomena. The excellent indistinguishability observed
7in Devices 2 and 3 arises mainly from reduced pure de-
phasing of the exciton state, increased Purcell factor and
reduced time jitter in a resonant excitation scheme.
Our reported indistinguishability values correspond to
the longest temporal delays here studied, at a partic-
ular pump repetition rate of 80 MHz: It only rep-
resents a lower bound on the number of photons we
can generate—limited by radiative lifetimes in the or-
der of a few hundred picoseconds—that can be further
used in quantum information processing protocols with
solid-state sources [39]. Previous works investigating
noise spectra in resonance fluorescence have shown ev-
idence of long streams of near transform-limited pho-
tons [40] in timescales potentially reaching seconds [41].
In fact, Device 2 has recently been shown to emit pho-
tons with near transform-limited linewidth in a millisec-
ond timescale [42], in which case we would expect that
our devices are producing at least hundreds of thousands
of highly indistinguishable single-photons.
Our findings are especially relevant in implementations
with time-bin encoded degrees of freedom, such as some
recently proposed schemes of linear-optics quantum com-
puting with time-bin encoding [43, 44], where the in-
distinguishability of temporally-distant photons will di-
rectly determine quantum fidelities of the implemented
protocols. Scaling solid-state multi-photon sources by
combining multiple independent emitters remains chal-
lenging, as atomic growth accuracy or complex individual
electric control over multiple devices is needed. These re-
quirements can be circumvented by making use of a single
photon source emitting a long temporal stream of highly
indistinguishable photons that can be demultiplexed by
fast active optics.
A high absolute brightness will be critical for success-
fully implementing multi-photon experiments with these
sources, where their downconversion counterparts cur-
rently require experimental runs of hundreds of hours [45,
46]. The key role of high emission yields in these devices
has been made explicit in the recent demonstration of a
solid-state based multi-photon experiment [47], realised
with Device 1, where integration times outperformed
those in equivalent downconversion implementations by
two-orders of magnitude. Achieving high absolute effi-
ciencies, and thus allowing the scaling of multi-photon
experiments to larger photon numbers, becomes feasible
due to Purcell-enhancement of deterministically-coupled
quantum dot-micropillar devices [9, 27, 28, 37, 48]. This
necessary condition is unlikely to be found by chance with
non-deterministic approaches, with reported [48] device
yields of ∼0.01% [26]. Thus, the deterministic fabrica-
tion, high absolute brightness, and long timescale indis-
tinguishability of our devices will enable large-scale ap-
plications that have been heretofore impossible.
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9SUPPLEMENTARY MATERIAL
Areas in time-correlation histograms
Here we deduce the area distribution of the time-
correlation measurements described in the main text. For
simplicity, we first consider two (fully-distinguishable)
single-photons distributed in time-bins {t1, t2}, entering
an unbalanced Mach-Zehnder interferometer composed
of a first 50:50 beamsplitter and a second beamsplitter
with reflectance R (transmittance T =1−R). Our task
is to find all possible output distributions leading to a
coincidence detection between events separated in time
by ∆t. There are two timescales relevant in such coin-
cidence measurements: the difference in occupied time-
bins δt=|t2−t1|, and the temporal delay inside the unbal-
anced interferometer ∆. By inspecting this reduced sce-
nario, we can find that there are 8 events leading to a co-
incidence detection, as depicted in Fig. 5. This results in
local patterns of peak areas A∆t given by: A−δt−∆=R2,
A−δt=2RT , and A−δt+∆=T 2, the local pattern around
−δt; and Aδt−∆=R2, Aδt=2RT , and Aδt+∆=T 2, the lo-
cal pattern around δt. From this, we find simple rules for
the time-correlation measurement of an array of single-
photons distributed in arbitrary time-bins {ti} passing
through a ∆-unbalanced Mach-Zehnder:
rule 1 : Find all possible temporal delays δt relating
each pair of photons within the given time-bin distribu-
tion.
rule 2 : Around each ±δt, assign the relative fre-
quency of events {R2, 2RT , T 2} at temporal delays
∆t={±δt−∆,±δt,±δt+∆}.
We note that these two simple rules describe differ-
ent interesting histograms relevant in the literature. For
instance, by simply identifying the involved parameters,
one can find histograms of g(2)(∆t) measurements of ar-
bitrary |n〉 Fock states by considering n single-photons
occupying the same time-bin, resulting in distributions
agreeing with g(2)(0)=1−1/n, or the well known 5-peak
structures in two-photon interference experiments involv-
ing pairs of photons separated by ∆τe < 12.5 ns repeated
every 12.5 ns.
Now, the experiment described in the main text
is the particular case of an infinitely long stream
of single-photons separated by a fixed δt=12.5 ns,
and passing through an unbalanced interferometer
with ∆=∆τe. Under this consideration, and follow-
ing rule 1 and rule 2, we derive the distribution
of areas A∆t, given by: Ak=N , A−∆τe=N(1−R2),
A∆τe=N(1−T 2), and A0=N
((R2 + T 2)− 2RT V ),
with k=± 12.5 ns,±25 ns, ..., excluding peaks at ±∆τe,
and N an integration constant. The visibility term V in
A0 appears from noticing (in virtue of rule 1 and rule 2 )
that the area at ∆t=0 for fully-distinguishable photons
is AV=00 =N(R2 +T 2), and then one simply uses the well-
known relation V=
(
1−A0/AV=00
) (R2+T 2) / (2RT ),
with A0 relating the coincidence rate at zero delay of
photons with non-zero V indistinguishability.
Visibility power-dependence
Following the main text, the interference visibil-
ity V of two photons separated in time by ∆τe ex-
hibits a linear-dependence in the pump power P .
For a given ∆τe, we measure V at various val-
ues of P , up to three saturation powers P=3P0,
and fit the data to V=V max∆τe +m∆τeP . Figure 6
shows the power-dependence of V for ∆τe=12.5 ns,
∆τe=50 ns, and ∆τe=400 ns. The fitted parameters
are V max12.5ns=(70.3±0.3)%, m12.5ns=−(6.1±0.2)% at short
timescales; V max50ns =(65.0±0.3)%, m50ns=−(4.4±0.2)%
at moderate timescales; and V max400ns=(60.8±0.3)%,
m400ns=−(3.6±0.2)% at the longest timescales explored
in this work.
Visibilities of temporally-distant photons
The interference visibility of two photons from two
sources a and b reads [37]:
V =
(
γaγb
γa + γb
)
(γa + γb + γ
∗
a + γ
∗
b )
[(γa + γb + γ∗a + γ∗b )/2]
2
+ δω2
, (3)
where the γi are the radiative rates, γ
∗
i the pure de-
phasing rates, and δω the frequency detuning between
the two sources. If the interfering photons are emitted
by the same quantum dot, we assume that γa=γb=γ
and γ∗a=γ
∗
b=γ
∗ are constant, but only the frequency
ω=ω0 + δω(t) varies over time (i.e. spectral wandering)
around a central value ω0. This model makes sense here
as the timescale over which ω varies is much larger than
the radiative lifetime. Then Eq. (3) reduces to:
V =
〈
V (0)
1 + δω2r
〉
, (4)
where we have used V (0)=γ/(γ + γ∗) the ”intrinsic” de-
gree of indistinguishability, and δωr=δω/(γ + γ
∗) the
ratio between the frequency detuning and the spectral
linewidth γ + γ∗.
One can define a time correlation function for the fre-
quency fluctuations as
F (∆τe) =< δω(t)δω(t+ ∆τe) >=< δω
2 > f(∆τe), (5)
then, the frequency difference as a function of the delay
∆τe can be expressed as
< δω2(∆τe) > = < (δω(t+ ∆τe)− δω(t))2 >
= 2 < δω2 > (1− f(∆τe)). (6)
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FIG. 5. Two consecutive single-photons separated by δt passing through a ∆-unbalanced Mach-Zehnder interferometer. 8
outcome distributions, occurring with a given relative frequency, lead to a coincidence signal between events separated in time
by ∆t. The relative delay ∆t is positive if a detector in the upper output fires first, and it is negative in the opposite case.
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FIG. 6. Power-dependence of V for ∆τe=12.5 ns (orange),
∆τe=50 ns (purple), and ∆τe=400 ns (brown). Curves are
fits to V=V max∆τe +m∆τeP . V is above 50% (the classical limit)
at all powers and timescales here explored.
A common assumption is to assume an exponential cor-
relation function
f(∆τe) = e
−∆τe/τc , (7)
with τc a characteristic wandering timescale. Which
is expected for a Markovian dynamics of the environ-
nement. An additional input which is required is the
distribution for δω. Generally one assumes a Gaussian
distribution, but for simplicity, and without loss of gener-
ality, we take a two-value distribution δω = ±√< δω2 >,
so that:
V (∆τe) =
〈
V (0)
1 + δω2r(∆τe)
〉
=
V (0)
1 + 〈δω2r(∆τe)〉
=
V (0)
1 + 2δω2r
(
1− e−∆τe/τc) (8)
Extraction of visibility under resonant excitation
Here we describe the methods to extract the raw
and corrected two-photon interference visibilities under
strictly-resonant excitation and pi-pulse preparation, see
Fig. 7. Figure 7a shows the interference histogram of
two photons separated by ∆τe=12.2 ns, from which a
visibility is extracted via V=
(R2 + T 2−A0/A) / (2RT ),
where A0 is the area of the peak around ∆t=0, and A is
taken as the average area of 14 adjacent peaks (exclud-
ing the peak at ∆τe). These areas are taken as the inte-
grated counts within a temporal window of 2 ns (consid-
erably longer than the subnanosecond lifetimes) around
∆t=k×12.2 ns, with k=0, 2, 3, ..., 15, see Fig. 7b. The re-
sulting integrated areas are shown in Fig. 7c, from which
we extract a raw V pi12.2ns=(89.0± 1.5)%. As described in
the main text, the remaining non-vanishing area at ∆t=0
is indeed quite small and it is on the order of experimen-
tal noise. We take into account this noise by integrating
coincidence counts within a 2 ns window but now located
in between peaks, that is at ∆t=(m+1/2)×12.2 ns, with
m=1, 2, ..., 14, see Fig.7d. After subtracting the average
of these background counts to the areas in Fig.7c, we
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FIG. 7. Method to extract the raw and corrected interference visibilities. a) Interference histogram of two photons separated by
∆τe=12.2 ns. b) Subset of data involved in the evaluation of V . c) Integrated counts from data in b). d) Measured background
in between peaks.
FIG. 8. Indistinguishability vs temporal distance. Blue
squares are corrected indistinguishabilities taken with De-
vice 2, and red stars are the corrected values taken with De-
vice 3. Black squares are raw values from Device 2, and gray
stars are raw values from Device 3.
obtained the corrected visibility V pi12.2ns=(95.0 ± 1.0)%.
These same methods were employed for all measurements
under strictly-resonant excitation. Figure 8 shows both
raw and corrected visibilities for two devices (Device 2
and 3) extracted with this method.
Measurements under quasi-resonant excitation, as de-
scribed in the main text, exhibit a noise level < 1%, and
therefore no noise-correction was employed.
