Abstract. In this paper, we will give a local version of the Hamilton-Ivey type pinching estimate of the gradient shrinking soliton with vanishing Weyl tensor, and then give a complete classification on gradient shrinking solitons with vanishing Weyl tensor.
Introduction
Let (M, g, f ) be a gradient shrinking soliton, i.e., (M, g) is a smooth Riemannian manifold with a smooth function f , and satisfies R ij + ∇ i ∇ j f = λg ij , where λ is a positive constant.
The classification of the complete gradient shrinking soliton is an important problem in the theory of the Ricci flow. Recently there are some work which deal with this problem. Note that people often do not distinguish between the gradient shrinking soliton and the self-similar solution (see chapter 2 of [5] for the definition). In fact, the author (see theorem 1 of [16] ) had shown that the complete gradient shrinking soltion must be the self-similar solution, so they are the same.
In dimension 2 Hamilton [8] proved that any 2-dimensional complete non-flat ancient solution of bounded curvature must be S 2 , RP 2 , or the cigar soliton. In dimension 3, Ivey [9] first showed that the compact 3-dimensional gradient shrinking soliton has constant positive sectional curvature. For the noncompact case, Perelman [14] had shown that 3-dimensional complete non-flat gradient shrinking soliton with bounded and nonnegative sectional curvature, and in addition, is κ-noncollapsed on all scales, must be the finite quotients of S 2 × R, or S 3 . This result of Perelamn had been improved by Ni-Wallach [12] and Naber [11] in which they dropped the assumption on κ-noncollapsing condition and replaced nonnegative sectional curvature by nonnegative Ricci curvature. In addition, Ni-Wallach [12] allowed the curvature to grow as fast as e ar(x) 2 , where r(x) is the distance function and a is a suitable small positive constant. In particular, Ni-Wallach's result implied that any 3-dimensional complete noncompact non-flat gradient shrinking soliton with nonnegative Ricci curvature and with curvature not growing faster than e ar(x) 2 must be a quotient of the round infinite cylinder S 2 × R. Recently, by a local version of the Hamilton-Ivey pinching estimate due to Chen (Corollary 2.4 of [4] ), Cao-Chen-Zhu [2] The classification of complete gradient shrinking solitons on high dimension is more difficult. Note that the 3-dimensional manifold automatically has vanishing Weyl tensor. There are some recent work on the complete gradient shrinking solitons with vanishing Weyl tensor on high dimension. The first classification theorem with the dimension n ≥ 4 given by Gu-Zhu (see proposition 4.1 of [6] ) says that any non-flat, κ-noncollapsing, rotationally symmetric gradient shrinking soliton with bounded and nonnegative sectional curvature must be the finite quotients of S n × R or S n+1 . Later, Kotschwar [10] , improved this result, showed that any complete rotationally symmetric gradient shrinking soliton (in which not any curvature bound assumption) is the finite quotients of R n+1 , S n × R, or S n+1 . Note that any rotationally symmetric metric has vanishing Weyl tensor. In the more general case of vanishing Weyl tensor, Ni-Wallach [12] showed that a complete n-dimensional gradient shrinking soliton with vanishing Weyl tensor and assume further that, it has nonnegative Ricci curvature and the growth of the Riemannian curvature is not faster that e a(r(x)+1) , where r(x) is the distance function and a is a suitable positive constant, then its universal cover is either R n , S n , or S n−1 × R. This result had been improved by Peterson-Wylie (Theorem 1.2 and the remark 1.3 of [15]) in which they only need to assume the Ricci curvature is bounded from below and the growth of the Ricci curvature is not faster than e We also notice that Cao-Wang [3] had an alternative proof of the Ni-Wallach's result [12] .
The key point to get the above complete classification theorem on 3-dimensional complete gradient shrinking soliton without curvature bound assumption is the local version of the Hamilton-Ivey pinching estimate. The Hamilton-Ivey pinching estimate in 3-dimension plays a crucial role in the analysis of the Ricci flow. An open question is how to generalize Hamilton-Ivey's to high dimension. In [17] , the author obtained the following (global) Hamilton-Ivey type pinching estimate on high dimension: Suppose we have a solution to the Ricci flow on an n-dimension manifold which is complete with bounded curvature and vanishing Weyl tensor for each t ≥ 0. Assume at t = 0 the least eigenvalue of the curvature operator at each point are bounded below by ν ≥ −1. Then at all points and all times t ≥ 0 we have the pinching estimate
whenever ν < 0. In the present paper, we will get a local version of this HamiltonIvey type pinching estimate for the gradient shrinking solitons with vanishing Weyl tensor (without curvature bound). The idea is to use the methods of [4] . But since the curvature operator is more complicated on high dimension, we firstly need to prove an algebra lemma. Based on this pinching estimate, we will obtain the following complete classification theorem (without any curvature bound assumption)
Theorem 1.2. Any complete gradient shrinking soliton with vanishing Weyl tensor must be the finite quotients of
This paper contains three sections and the organization is as follows. In section 2, we will prove an algebra lemma which will be used to prove the local version of the Hamilton-Ivey type pinching estimate. In section 3, we will give some propositions and finish the proof of the theorem 1.2.
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2. An Algebra Lemma Let x 1 , . . . , x n be any n(≥ 4) real numbers, m be any positive integer, and denote by M ij
Lemma 2.1. Let ρ be a nonnegative constant, then there exist a nonnegative constant C(m, n), such that f ≥ −C(m, n)ρ 2 under the following assumptions :
Proof. We firstly claim that f (. . . , x 3 , x 4 , . . .) ≥ f (. . . , x, x, . . .), where 2x = x 3 +x 4 .
Indeed, without loss of generality, we can assume
Note that f and the assumptions are symmetric with respect to x 3 , . . . , x n . By the above claim, we only need to prove the special case that x 3 = · · · = x n . In this case,
Clearly, −(m + 1)(m + n − 1)ρ ≤ −2ρ ≤ 0, and we have some estimates in the following assertion. Claim The following inequalities hold (1)
Obviously, by combining the assumptions (ii) and (iii), we get ( And we have proved the assertion. By the above claim we know that I is always nonnegative. In the following, we will divede the argument into two cases to consider. Case 1) m = 1, 2. Then we have 
(n−1)(n−2) > 1, and M 23 + 2 m+1 (n−1)(n−2) M 13 ≥ 0, we also have f ≥ 0. Otherwise, m + 1 > (n − 1)(n − 2), and
and then f ≥ (n−1)(n−2) 2
where C(m, n) is a constant depending only on m and n. Therefore we have proved the Lemma.
The Proof of the Main Theorem
Let (M, g, f ) be a smooth gradient shrinking soliton, then by using the contracted second Bianchi identity we get the equation R+|∇f | 2 −2λf = const. Obviously, by rescaling g and changing f by a constant we can assume λ = 1 2 and R+|∇f | 2 −f = 0. We call such a soliton normalized, and f a normalized soliton function.
In terms of moving frames [7] of the Ricci flow, the curvature operator M αβ has the following evolution equation 
Proof. Indeed, suppose {e i } is an orthonormal basis, which diagonalizes Ricci tensor, i.e., Ric(e i ) = λ i e i . Because the Weyl tensor vanish, we have
Thus R ijij = λi+λj n−2 − 1 (n−1)(n−2) R, and R ijkl = 0 if three of the indices are mutually distinct. Let M i = 2λi n−2 − 1 (n−1)(n−2) R, and we have proved (i).
denote by the matric with (A ij ) ij = 1, (A ij ) ji = −1, and any other elements are 0. Then [A ij , A jk ] = A ik , if i < j < k.
By direct computation, we have M
Now, combing Lemma 2.1 and Porposition 3.1, we are ready to prove the local version of the Hamilton-Ivey type pinching estimate. The basic idea is to use the methods of [4] . 
We will argue by induction on m to prove the estimate holds on ball of radius ( 
We are going to prove the result for m = m 0 + 1 on ball of radius (
Without loss of generality, we may assume
Under the moving frame, let
where ϕ is a smooth nonnegative decreasing function, which is 1 on (−∞, 
where Q αβ is
i0 ∧ e j0 and the second equality follows from the proposition 3.1. Note that the least eigenvalue of N αβ is R + (m 0 + 1)ν. Let u(t)
. Otherwise, we have the estimate at time t 0 . Let V be the corresponding unit eigenvector of the least eigenvalue of N αβ at (x 0 , t 0 ). Suppose the eigenvalue of the Ricci tensor is {λ i }, where λ 1 ≤ λ 2 ≤ · · · ≤ λ n . Then by Lemma 2.1 and Proposition 3.1, we have
Mij +(m0+2)M12 
Remark
In fact, the case m = 0, we do not need to suppose the soliton has vanishing Weyl tensor, since Chen in [4] have proved this result. Proof. Let (M, g, f ) be a gradient shrinking soliton, then we have a solution g(t)(t ∈ (−∞, 0]) of the Ricci flow with g(0) = g.
