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a b s t r a c t
A system whose information is partially known and partially unknown to the investigator
is named a grey system. Due to various inevitable noises contained in the process of data
collection, managers of enterprise usually have to deal with poor information and make
decisions under the influence of uncertainty. In this article, we propose grey enterprise
input–output analysis. The value and the physical types of grey models are established. In
particular, we present a detailedway of calculating thematrix-covered set of the inverse of
grey triangular matrix. The proposed method makes the management of enterprises more
practically possible when the available data contains uncertainty. At the end, we look at a
case study to show the practical feasibility of our work.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Following probability theory and fuzzy system theory, grey system theory is another important methodology for
solving problems involving uncertainties (see [1,2], etc.). It aims at handling systems with poor (or inadequate or missing)
information (see [3–5,2,6], etc.). Since the theory was proposed, it has been widely employed in many scientific fields and
abundant results have been obtained (see [7–9,1,3,10,4,11,5,12,2,6,13–17] etc.).
The enterprise input–output analysis is an important tool for managing enterprise activities and has been successfully
applied to simulate market prices, controls of products, and sustainable development (see [18,19], etc.). However, case
studies show that this tool is not universally useful and it is relatively more effective under the following conditions:
(1) The technology to produce goods should be relatively stable within the recent periods;
(2) The quantity of products is very large;
(3) Statistical data of products should be accurate.
Conditions (1) and (2) can be satisfied easily, but condition (3) is difficult. In reality, managers usually have to face a
complex market, and they could not precisely forecast the future tendency of market due to either the unavailability of
the key information or the unascertained situation that the available information is greatly contaminated by noises. In
order to produce the goods, the corporation would have to consume some production materials, such as labor, capital,
and so on. However, managers cannot in general acquire the exact quantity of all the necessary materials because of the
instability of the market. The complex market leads to the availability of poor information that is used by the managers
for analyzing and controlling the corporation; and the poor information induces uncertain data. By using more appropriate
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Table 1
Enterprise input–output analysis—the value type.
Value of intermediate output of department j Value of final use Total output
Value of intermediate input of department i I IIxij (i, j = 1, 2, . . . , n) yi (i = 1, 2, . . . , n) Xi (i = 1, 2, . . . , n)
Value of purchased input k IIIfkj (k = 1, 2, . . . ,m; j = 1, 2, . . . , n)
Total added value IVdj (j = 1, 2, . . . , n)
Total input Xj (j = 1, 2, . . . , n)
investigation methods, we are able to obtain an interval in which the true data would belong. In grey system theory, the
uncertain value and the given interval are called a grey number and the number-covered set, respectively, and the chaos
inherently contained in grey numbers is the natural result of the difference of the maximum number and the minimum
number within the number-covered set (see [4,11,5,12,2,6,13], etc.). We can significantly reduce themagnitude of the chaos
of grey number by collecting more information; however, even so, we still cannot get the exact values of the statistical data
because of the complexity of the underlying economic system. Although some papers have proposed various techniques for
analyzing grey input–outputs (see [12,2,13,20], etc.), each of these works addressed a different situation of uncertainty and
the results about grey matrices are also different from each other. In order to help enterprises manage their activities better
by using the uncertain data, in this paper, we propose grey enterprise input–output analysis by establishing significantly
useful results about grey triangular matrices that have not been systematic considered before.
The paper is organized as follows. We introduce some mathematical results and enterprise input–output analysis in
Section 2. The computational formulas to get the matrix-covered set of the inverse of grey triangular matrix is given in
Section 3. Grey enterprise input–output analysis is proposed in Section 4. We illustrate the effectiveness of the method by
using grey triangular matrix in Section 5. A conclusion is given at the end of this paper.
2. Preliminaries
In this section, we introduce somemathematical results and enterprise input–output analysis. There are three parts. Part
(I) is the mathematical results, and part (II) is the value type of enterprise input–output analysis and the unit is money, and
part (III) is the physical type of enterprise input–output analysis and the unit is quantity.
(I) Some mathematical results.
The following lemmas can be seen in many mathematical textbooks (see [21–23], etc.), and we list them below without
any proofs.
Lemma 2.1. If ‖A‖p < 1 holds, where A is a square matrix and ‖.‖p is the p-norm of a matrix/vector, then I − A is non-singular
and its inverse (I − A)−1 is as follows:
(I − A)−1 = I + A+ · · · + Am + · · · ,
where I is the identity matrix.
Lemma 2.2. Supposing that the lower triangular matrix U and the upper one V with n orders are as follows:
U =
u11 0 · · · 0u21 u22 · · · 0· · · · · · · · · · · ·
un1 un1 · · · unn
 and V =
v11 v12 · · · v1n0 v22 · · · v2n· · · · · · · · · · · ·
0 0 · · · vnn
 ,
and that the following conditions
uii ≠ 0 and vii ≠ 0 (i = 1, 2, . . . , n), (2.1)
hold, then U and V are non-singular.
Lemma 2.3. Supposing that the lower triangular matrix U and the upper one V are non-singular, then the inverse U−1 is a lower
triangular matrix and the inverse V−1 is an upper triangular matrix.
(II) Enterprise input–output analysis—the value type.
Suppose that there are n departments in an enterprise and product i is only produced by department i (i = 1, 2, . . . , n).
In order to get product i, department i should consume the product j and the purchased goods k (i, j = 1, 2, . . . , n; k =
1, 2, . . . ,m). Table 1 reflects the value-flux of products in an enterprise.
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The meaning of variables in Table 1 is as follows:
xij: The value of product iwhich is consumed by department j.
yi: The value of final use which is produced by department i. The final use includes the export, the storage, and so on.
fkj: The value of purchased goods k consumed by department j.
dj: Total added value of department j, which includes the depreciation of fixed assets, compensation for laborers, welfare
fund, profit and net taxes on productions, etc.
Xi/Xj: The value of total output/input of department i/j, where
Xi =
n−
j=1
xij + yi or Xj =
n−
i=1
xij +
m−
k=1
fkj + dj (i, j = 1, 2, . . . , n). (2.2)
Note: Xi (i = 1, 2, . . . , n) should be identical with the corresponding one Xj (j = 1, 2, . . . , n), i.e., the total output X1
should be equal to the total input X1, and it is the same for others.
The following coefficients are important for the value type of enterprise input–output analysis.
(1) The direct consumption coefficient of the product which is produced by the enterprise,
adij =
xij
Xj
(i, j = 1, 2, . . . , n). (2.3)
(2) The direct consumption coefficient of purchased goods,
agkj =
fkj
Xj
(k = 1, 2, . . . ,m; j = 1, 2, . . . , n). (2.4)
The coefficients adij and a
g
kj (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m) satisfy the following equations
0 ≤ adij < 1, 0 ≤ agkj < 1 and 0 ≤
n−
i=1
adij +
m−
k=1
agkj < 1. (2.5)
Denoting aj =∑ni=1 adij +∑mk=1 agkj (j = 1, 2, . . . , n), we get a diagonal matrix Asum as follows:
Asum =
 a1 0 · · · 00 a2 · · · 0· · · · · · · · · · · ·
0 0 · · · an
 .
Theorem 2.1. The real matrices I − Ad and I − Asum are non-singular, and their inverses (I − Ad)−1 and (I − Asum)−1 are given
as follows:
(I − Ad)−1 = I + Ad + · · · + (Ad)m + · · · and (I − Asum)−1 = I + Asum + · · · + (Asum)m + · · · ,
where Ad = (adij)n×n.
Proof. Because the coefficients adij and a
g
kj (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m) satisfy Eq. (2.5), we have ‖Ad‖col ≤‖Asum‖col < 1. From Lemma 2.1, the result follows.
The following formula is important while we control the enterprise:
X = (I − Ad)−1Y = (I − Asum)−1D, (2.6)
where X = (X1, X2, . . . , Xn)T , Y = (y1, y2, . . . , yn)T and D = (d1, d2, . . . , dn)T .
(III) Enterprise input–output analysis—the physical type.
For the physical type of enterprise input–output analysis, the unit of products is quantity. The product-flux can be seen
in Table 2.
The meaning of variables in Table 2 is as follows:
wij: The quantity of product iwhich is consumed by department j.
ui: The quantity of final use which is produced by department i.
gkj: The quantity of purchased goods kwhich is consumed by department j.
Qi: The quantity of total output which is produced by department i, and
Qi =
n−
j=1
wij + ui (i = 1, 2, . . . , n).
The following coefficients are also important for the physical type of enterprise input–output analysis.
(1) The direct consumption coefficient of the product that is produced by the enterprise,
adij =
wij
Qj
(i, j = 1, 2, . . . , n). (2.7)
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Table 2
Enterprise input–output analysis—the physical type.
Quantity of intermediate output of
department j
Quantity of final use Total output
Quantity of intermediate input of department i I II Qi (i = 1, 2, . . . , n)
wij (i, j = 1, 2, . . . , n) ui (i = 1, 2, . . . , n)
Quantity of purchased input k IIIgkj (k = 1, 2, . . . ,m; j = 1, 2, . . . , n)
(2) The direct consumption coefficient of purchased goods,
agkj =
gkj
Qj
(k = 1, 2, . . . ,m; j = 1, 2, . . . , n). (2.8)
Because the products are denoted by the physical goods, the following equations
adij ≥ 1 and agkj ≥ 1 (k = 1, 2, . . . ,m; i, j = 1, 2, . . . , n)
may hold. For example, if in producing one ton of special steel, one department of the corporation needs to consume the
ironstone processed by another department from using ten tons of raw materials, we then know the direct consumption
coefficient between these two departments to be 10.
The real vector G = (G1,G2, . . . ,Gm)T is called the total-flux vector of purchased goods, where
Gk =
n−
j=1
gkj (k = 1, 2, . . . ,m).
Let Ad = (adij)n×n and Ag = (agkj)m×n. If the real matrix I − Ad is inverse, then we have
Q = (I − Ad)−1U and G = Ag(I − Ad)−1U, (2.9)
where Q = (Q1,Q2, . . . ,Qn)T and U = (u1, u2, . . . , un)T . 
3. The covered operation of grey triangular matrix
Wehave proposed some definitions of greymatrices and the computational formulas to get thematrix-covered set of the
inverse of different grey matrix (see [4,12,2,13], etc.). In this paper, we systematic define grey triangular matrix and obtain
the calculational rules of the inverse that will be applied in our study case.
Definition 3.1. Supposing that there at least exists a grey number among the non-zero elementswithin the lower triangular
matrix U (or the upper one V ) with n orders, then we call it the lower grey triangular matrix (or the upper grey triangular
matrix) and denote it as U(⊗) (or V (⊗)), where
U(⊗) =
u11(⊗) 0 · · · 0u21(⊗) u22(⊗) · · · 0· · · · · · · · · · · ·
un1(⊗) un2(⊗) · · · unn(⊗)
 and V (⊗) =
v11(⊗) v12(⊗) · · · v1n(⊗)0 v22(⊗) · · · v2n(⊗)· · · · · · · · · · · ·
0 0 · · · vnn(⊗)
 .
Definition 3.2. The lower grey triangular matrix U(⊗) and the upper grey triangular matrix V (⊗) are integrated by grey
triangular matrix.
Definition 3.3. Supposing that A(⊗) = (aij(⊗))n×n is a grey matrix and A◦ = (a◦ij)n×n is the only potential true matrix of
A(⊗), and that the equation a◦ij = 0 holds for all i, j ∈ {1, 2, . . . , n} and i ≠ j, that is to say, A(⊗) is as follows:
A(⊗) =
a11(⊗) 0 · · · 00 a22(⊗) · · · 0· · · · · · · · · · · ·
0 0 · · · ann(⊗)
 ,
then A(⊗) is called grey diagonal matrix, and we denote it as diag(a11(⊗), a22(⊗), . . . , ann(⊗)).
Supposing that [uij] = [u−ij , u+ij ], u˜ij ∈ [uij] and u◦ij ∈ [uij] are the number-covered set, the whitened number and the
only potential true number of uij(⊗) (i ≥ j), respectively, and that [vij] = [v−ij , v+ij ], v˜ij ∈ [vij] and v◦ij ∈ [vij] are the
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number-covered set, the whitened number and the only potential true number of vij(⊗) (i ≤ j), respectively, then we get
following matrices:
[U] =
[u11] 0 · · · 0[u21] [u22] · · · 0· · · · · · · · · · · ·
[un1] [un2] · · · [unn]
 and [V ] =
[v11] [v12] · · · [v1n]0 [v22] · · · [v2n]· · · · · · · · · · · ·
0 0 · · · [vnn]
 ,
U˜ =
u˜11 0 · · · 0u˜21 u˜22 · · · 0· · · · · · · · · · · ·
u˜n1 u˜n2 · · · u˜nn
 and V˜ =
v˜11 v˜12 · · · v˜1n0 v˜22 · · · v˜2n· · · · · · · · · · · ·
0 0 · · · v˜nn
 ,
as well as
U◦ =
u
◦
11 0 · · · 0
u◦21 u
◦
22 · · · 0· · · · · · · · · · · ·
u◦n1 u
◦
n2 · · · u◦nn
 and V ◦ =
v
◦
11 v
◦
12 · · · v◦1n
0 v◦22 · · · v◦2n· · · · · · · · · · · ·
0 0 · · · v◦nn
 ,
and [U], U˜ and U◦ are called the matrix-covered set, the whitened matrix and the only potential true matrix of U(⊗),
respectively, and [V ], V˜ and V ◦ are called the matrix-covered set, the whitened matrix and the only potential true matrix of
V (⊗), respectively, and the equations U˜,U◦ ∈ [U] and V˜ , V ◦ ∈ [V ] hold. In grey system theory, any matrix in the matrix-
covered set is called the whitened matrix.
Supposing that [aii], a˜ii and a◦ii are the number-covered set, the whitened number and the only potential true number of
aii(⊗) (i = 1, 2, . . . , n), respectively, then diag([a11], [a22], . . . , [ann]), diag(a˜11, a˜22, . . . , a˜nn) and diag(a◦11, a◦22, . . . , a◦nn)
are the matrix-covered set, the whitened matrix and the only potential true matrix of diag(a11(⊗), a22(⊗), . . . , ann(⊗)),
respectively, and the following equations hold,
diag(a˜11, a˜22, . . . , a˜nn), diag(a◦11, a
◦
22, . . . , a
◦
nn) ∈ diag([a11], [a22], . . . , [ann]).
Definition 3.4. The matrix-covered set [Z] = ([zij])n×n is called the lower triangular matrix-covered set if [zij] = 0 holds
for all i ≥ j, and it is called the upper triangular matrix-covered set if [zij] = 0 holds for all i ≤ j, and the lower and the
upper are integrated by the triangular matrix-covered set.
Theorem 3.1. Supposing that lower grey triangular matrix U(⊗) and its matrix-covered set [U] are defined as above, and that
the following equation
0∈¯[uii] (i = 1, 2, . . . , n) (3.1)
holds, then U(⊗) is nonsingular.
Proof. For any whitened matrix U˜ ∈ [U], the equation u˜ii ≠ 0 (i = 1, 2, . . . , n) holds true from Eq. (3.1), then from
Lemma 2.2, U˜ is nonsingular. From Theorem 3.6 of [2], the theorem holds. 
Theorem 3.2. Supposing that the upper grey triangular matrix V (⊗) and its matrix-covered set [V ] are defined as above, and
that the following equation
0∈¯[vii] (i = 1, 2, . . . , n) (3.2)
holds, then V (⊗) is nonsingular.
Proof. Similar to Theorem 3.1.
Supposing that b¯ij = max{|u˜ij − u+ij |, |u˜ij − u−ij |} (i, j = 1, 2, . . . , n), and that
[B] = ([bij])n×n = ([u˜ij − u+ij , u˜ij − u−ij ])n×n and B¯ = (b¯ij)n×n, (3.3)
where the lower triangular matrix-covered set [B] and the lower triangular matrix B¯ are as follows:
[B] =
[b11] 0 · · · 0[b21] [b22] · · · 0· · · · · · · · · · · ·
[bn1] [bn2] · · · [bnn]
 and B¯ =

b¯11 0 · · · 0
b¯21 b¯22 · · · 0
· · · · · · · · · · · ·
b¯n1 b¯n2 · · · b¯nn
 ,
then [U] = U˜ − [B] and U◦ ∈ U˜ − [B] hold true. 
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Theorem 3.3. Supposing that Eq. (3.1) and the following equations
α = ‖B¯‖p × ‖U˜−1‖p < 1 and β = ‖U˜−1‖p (3.4)
hold for a given whitened matrix U˜ in [U], where p = col or row, and ‖.‖col and ‖.‖row are the column-sum norm and row-sum
one of the matrix, respectively, then for all ε > 0, there must exist an integer K0 and a matrix-covered set [C] that are given
below:
K0 = int

ln ε + ln(1− α)− lnβ
lnα

+ 1 (3.5)
and
[C] = ([cij])n×n = U˜−1{I + [B]U˜−1 + ([B]U˜−1)2 + · · · + ([B]U˜−1)K0} + ([−ε, ε])n×n, (3.6)
where the value of int(x) is the largest integer that is not larger than x, and the matrix-covered set [U]−1 of U(⊗)−1 is given as
follows:
[U]−1 , [U]−11 =
[c11] 0 · · · 0[c21] [c22] · · · 0· · · · · · · · · · · ·
[cn1] [cn2] · · · [cnn]
 , (3.7)
where the element [cij] (i ≥ j) of [U]−1 comes from [C].
Proof. From Theorems 3.1–3.3 of [12], we get Eq. (3.6). Then Eq. (3.7) holds true from Lemma 2.3 and Definition 2.3 of [13]
(or Definition 3.10 of [2]). 
Theorem 3.4. Supposing that Eqs. (3.1) and (3.4) hold true, and that [B]U˜−1 = ([b˜q1ij, b˜q2ij])n×n ≥ O, and that B1 =
(b˜q
1
ij)n×n, B2 = (b˜q2ij)n×n, (I − B1)−1 = (b˜b1ij)n×n and (I − B2)−1 = (b˜b2ij)n×n, then [U]−1 , [U]−12 = U˜−1[Binv] is the
matrix-covered set of U(⊗)−1, where [Binv] = ([b˜b1ij, b˜b2ij])n×n.
Proof. From Lemma 2.3, U˜−1[Binv] is a lower triangularmatrix-covered set, then it is thematrix-covered set ofU(⊗)−1 from
Theorem 3.4 of [12].
Apparently, both [U]−11 from Theorem 3.3 and [U]−12 from Theorem 3.4 are the matrix-covered set of U(⊗)−1. However,
the later is more superior than the former. One the other hand, Eq. (3.4) is important for the theorems, and it can hold while
the chaos of U(⊗) becomes small. Furthermore, the equation U˜ − [B] → U◦ holds true as B¯ → O.
Similarly, we also get the matrix-covered set [V ]−1 of V (⊗)−1 as follows.
Supposing that e¯ij = max{|v˜ij − v+ij |, |v˜ij − v−ij |} (i, j = 1, 2, . . . , n), and that
[E] = ([eij])n×n = ([v˜ij − v+ij , v˜ij − v−ij ])n×n and E¯ = (e¯ij)n×n, (3.8)
where the upper triangular matrix-covered set [E] and the upper triangular matrix E¯ are as follows:
[E] =
[e11] [e12] · · · [e1n]0 [e22] · · · [e2n]· · · · · · · · · · · ·
0 0 · · · [enn]
 and E¯ =
e¯11 e¯12 · · · e¯1n0 e¯22 · · · e¯2n· · · · · · · · · · · ·
0 0 · · · e¯nn
 ,
then [V ] = V˜ − [E] and V ◦ ∈ V˜ − [E] hold true. 
Theorem 3.5. Supposing that Eq. (3.2) and the following equations
α = ‖E¯‖p × ‖V˜−1‖p < 1 and β = ‖V˜−1‖p (3.9)
hold, where p = col or row, then for all ε > 0, there must exist an integer K0 that is the same as Eq. (3.5) and a matrix-covered
set [F ] as follows:
[F ] = ([fij])n×n = V˜−1{I + [E]V˜−1 + ([E]V˜−1)2 + · · · + ([E]V˜−1)K0} + ([−ε, ε])n×n, (3.10)
and the matrix-covered set [V ]−1 of V (⊗)−1 is given as follows:
[V ]−1 , [V ]−11 =
[f11] [f12] · · · [f1n]0 [f22] · · · [f2n]· · · · · · · · · · · ·
0 0 · · · [fnn]
 , (3.11)
where the element [fij] (i ≤ j) of [V ]−1 comes from [F ].
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Theorem 3.6. Supposing that Eqs. (3.2) and (3.9) hold true, and that [E]V˜−1 = ([b˜q1ij, b˜q2ij])n×n ≥ O, and that E1 =
(b˜q
1
ij)n×n, E2 = (b˜q2ij)n×n, (I − E1)−1 = (b˜b1ij)n×n and (I − E2)−1 = (b˜b2ij)n×n, then [V ]−1 , [V ]−12 = V˜−1[Einv] is the matrix-
covered set of V (⊗)−1, where [Einv] = ([b˜b1ij, b˜b2ij])n×n.
Both [V ]−11 from Theorem 3.5 and [V ]−12 from Theorem 3.6 are the matrix-covered sets of V (⊗)−1, where [V ]−12 is more
superior than [V ]−11 . Additionally, Eq. (3.9) is important and holds true when the level of chaos in V (⊗) becomes small.
Furthermore, V˜ − [E] → V ◦ holds as E¯ → O.
Theorem 3.7. Supposing that A(⊗) = diag(a11(⊗), a22(⊗), . . . , ann(⊗)) is a grey diagonal matrix and [A] = diag([a11],
[a22], . . . , [ann]) is the matrix-covered set of A(⊗), and that the following equation
0∈¯[aii] (i = 1, 2, . . . , n), (3.12)
holds, where [aii] = [a−ii , a+ii ] is the number-covered set of aii(⊗) (i = 1, 2, . . . , n), then A(⊗) is non-singular and the matrix-
covered set [A]−1 of the inverse A(⊗)−1 is as follows:
[A]−1 =

[
1
a+11
,
1
a−11
]
0 · · · 0
0
[
1
a+22
,
1
a−22
]
· · · 0
· · · · · · · · · · · ·
0 0 · · ·
[
1
a+nn
,
1
a−nn
]

. (3.13)
Proof. From Eq. (3.12) and Theorem 3.1 (or 3.2), A(⊗) is non-singular. Supposing that a◦ii is the only potential true number
of aii(⊗), then a◦ii ∈ [aii] (i = 1, 2, . . . , n) holds, and the diagonal matrix diag( 1a◦11 ,
1
a◦22
, . . . , 1a◦nn ) is the only potential true
matrix of A(⊗). Because 1a◦ii ∈ [
1
a+ii
, 1
a−ii
] holds for all i ∈ {1, 2, . . . , n}, Eq. (3.13) is the matrix-covered set of A(⊗)−1 from
Theorem 3.7 of [2]. 
4. Grey enterprise input–output analysis
When analyzing a complex enterprise, the poor information usually makes the statistical data uncertain. By using
appropriate methods of investigation, we usually obtain an interval in which the true value of the uncertain data belongs.
In grey system theory, the uncertain data is grey number and the interval is the number-covered set. In this section, we will
establish grey enterprise input–output analysis for the purpose of helping managers to analyze their enterprises by using
the uncertain data. As for the rules of computation of grey numbers and grey matrices, please refer to [12,2,6].
(I) Grey enterprise input–output analysis—the value type.
For the missing information, we get the uncertain data (grey numbers) as follows:
xij(⊗): The grey value of product iwhich is consumed by department j.
yi(⊗): The grey value of final use which is produced by department i.
fkj(⊗): The grey value of purchased goods kwhich is consumed by department j.
dj(⊗): The total grey added value of department j.
Xi(⊗)/Xj(⊗): The grey value of total output/input which is produced by department i/j, where
Xi(⊗) =
n−
j=1
xij(⊗)+ yi(⊗) or Xj(⊗) =
n−
i=1
xij(⊗)+
m−
k=1
fkj(⊗)+ dj(⊗) (i, j = 1, 2, . . . , n).
Note: Xi(⊗) (i = 1, 2, . . . , n) should be identical with the corresponding Xj(⊗) (j = 1, 2, . . . , n).
With the help of correct investigation methods, we obtain their number-covered sets and denote them as [xij] =
[x−ij , x+ij ], [yi] = [y−i , y+i ], [fkj] = [f −kj , f +kj ] and [dj] = [d−j , d+j ] (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m), respectively (see
Table 3).
From Eq. (2.2), we obtain the number-covered set [Xi] = [X−i , X+i ] of Xi(⊗) below:
[Xi] =
n−
j=1
[xij] + [yi] or [Xj] =
n−
i=1
[xij] +
m−
k=1
[fkj] + [dj] (i, j = 1, 2, . . . , n). (4.1)
Note: The number-covered set [X−i , X+i ] (i = 1, 2, . . . , n) must be identical with the corresponding one [X−j , X+j ] (j =
1, 2, . . . , n). That is to say, the number X−i (resp., X
+
i ) (i = 1, 2, . . . , n) is equal to the corresponding one X−j (resp.,
X+j ) (j = 1, 2, . . . , n).
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Table 3
The number-covered table of grey enterprise input–output analysis—the value type.
The number-covered set of grey intermediate
output of department j
The number-covered set of
grey final use
The number-covered
set of grey total output
The number-covered set of grey
intermediate input of department i
I II [Xi] (i = 1, 2, . . . , n)
[xij] (i, j = 1, 2, . . . , n) [yi] (i = 1, 2, . . . , n)
The number-covered set of grey
purchased input k
III
[fkj] (k = 1, 2, . . . ,m; j = 1, 2, . . . , n)
The number-covered set of total grey
added value
IV
[dj] (j = 1, 2, . . . , n)
The number-covered set of grey total
input
[Xj] (j = 1, 2, . . . , n)
We obtain following grey coefficients for the value type of grey enterprise input–output analysis:
(1) From paper [2] and Eq. (2.3), we get grey direct consumption coefficient and its number-covered set for the product
of the enterprise below:
adij(⊗) =
xij(⊗)
Xj(⊗) and [a
d
ij] = [ad−ij , ad+ij ] =

x−ij
X+j −1xij
,
x+ij
X−j +1xij

, (4.2)
where1xij = x+ij − x−ij is the chaos of xij(⊗) (i, j = 1, 2, . . . , n).
The number-covered set [adij] (i, j = 1, 2, . . . , n) approximately show the technological relationship between the
departments i and j of an enterprise. This relationship represents the unit production efficiency for producing the quantity
of a certain product by using another imported product.
(2) From paper [2] and Eq. (2.4), we get grey direct consumption coefficient and its number-covered set for the purchased
goods below:
agkj(⊗) =
fkj(⊗)
Xj(⊗) and [a
g
kj] = [ag−kj , ag+kj ] =

f −kj
X+j
,
f +kj
X−j

(k = 1, 2, . . . ,m; j = 1, 2, . . . , n). (4.3)
The number-covered set [agkj] (k = 1, 2, . . . ,m; j = 1, 2, . . . , n) shows the approximate technological relationship
between department j of an enterprise and sector k of the national economy. This relationship represents the unit production
efficiency of the department for producing the quantity of a certain product by consuming its purchased goods.
Suppose that ad◦ij and a
g◦
kj are the only potential true numbers of a
d
ij(⊗) and agkj(⊗), respectively, then ad◦ij ∈ [adij] and
ag◦kj ∈ [agkj] hold (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m).
For grey matrix Ad(⊗) = (adij(⊗))n×n, [Ad] = ([adij])n×n and Ad◦ = (ad◦ij )n×n are the matrix-covered set and the only
potential true matrix, respectively.
Supposing that aj(⊗) =∑ni=1 adij(⊗)+∑mk=1 agkj(⊗) and a◦j =∑ni=1 ad◦ij +∑mk=1 ag◦kj , where a◦j is the only potential true
number of aj(⊗) (j = 1, 2, . . . , n), then we get a grey diagonal matrix Asum(⊗) and the only potential true matrix A◦sum of
Asum(⊗) below:
Asum(⊗) =
a1(⊗) 0 · · · 00 a2(⊗) · · · 0· · · · · · · · · · · ·
0 0 · · · an(⊗)
 and A◦sum =
 a
◦
1 0 · · · 0
0 a◦2 · · · 0· · · · · · · · · · · ·
0 0 · · · a◦n
 .
From paper [2], we have the number-covered set [aj] of aj(⊗) as follows:
[aj] = [a−j , a+j ] =
n−
i=1
[adij] +
m−
k=1
[agkj]
=

n−
i=1
ad−ij +
m−
k=1
ag−kj ,
n−
i=1
ad+ij +
m−
k=1
ag+kj

(j = 1, 2, . . . , n),
then the matrix-covered set [Asum] of Asum(⊗) is as follows:
[Asum] =
[a
−
1 , a
+
1 ] 0 · · · 0
0 [a−2 , a+2 ] · · · 0· · · · · · · · · · · ·
0 0 · · · [a−n , a+n ]
 .
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Theorem 4.1. The grey matrices I − Ad(⊗) and I − Asum(⊗) are non-singular, and the inverses are given as follows:
(I − Ad(⊗))−1 = I + Ad(⊗)+ · · · + (Ad(⊗))m + · · ·
and
(I − Asum(⊗))−1 = I + Asum(⊗)+ · · · + (Asum(⊗))m + · · · .
Proof. Because the only potential true numbers ad◦ij and a
g◦
kj (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m) satisfy Eq. (2.5), we have
‖Ad◦‖col < 1 and ‖A◦sum‖col < 1. So, a similar proof from Theorem 4.4 in [2] can be constructed for proving this theorem.
Denoting the matrix-covered sets of (I − Asum(⊗))−1 and (I − Ad(⊗))−1 as (I − [Asum])−1 and (I − [Ad])−1, respectively,
as well as the vector-covered sets of X(⊗) = (X1(⊗), . . . , Xn(⊗))T , Y (⊗) = (y1(⊗), . . . , yn(⊗))T and D(⊗) = (d1(⊗),
. . . , dn(⊗))T as [X] = ([X1], . . . , [Xn])T , [Y ] = ([y1], . . . , [yn])T and [D] = ([d1], . . . , [dn])T , respectively, we have
following grey models and their covered forms from Eq. (2.6):
X(⊗) = (I − Ad(⊗))−1Y (⊗) and [X] = (I − [Ad])−1[Y ], (4.4)
as well as
X(⊗) = (I − Asum(⊗))−1D(⊗) and [X] = (I − [Asum])−1[D]. (4.5)
Eqs. (4.4) and (4.5) make it possible to control enterprises by using the uncertain statistical data.
In order to obtain the vector-covered set [X] from Eq. (4.4) (or (4.5)), the key is to calculate the matrix-covered set
(I − [Ad])−1 (or (I − [Asum])−1).
For the sake of simplicity, we denote Adl = (ad−ij )n×n, Adr = (ad+ij )n×n,
Alsum =
a
−
1 0 · · · 0
0 a−2 · · · 0· · · · · · · · · · · ·
0 0 · · · a−n
 and Arsum =
a
+
1 0 · · · 0
0 a+2 · · · 0· · · · · · · · · · · ·
0 0 · · · a+n
 .
For the given statistical data, the following equations
‖Adr‖col < 1 (4.6)
and
‖Arsum‖col < 1 (4.7)
may not always hold true, but they may hold when the chaos of grey matrices is small. 
Theorem 4.2. Supposing that Eq. (4.6) holds, and that (I−Adl)−1 = (b−ij )n×n and (I−Adr)−1 = (b+ij )n×n, then thematrix-covered
set (I − [Ad])−1 of (I − Ad(⊗))−1 is as follows:
(I − [Ad])−1 = ([b−ij , b+ij ])n×n. (4.8)
Proof. From Eq. (4.6) and Lemma 2.1, the real matrices I − Adl and I − Adr are non-singular. From Theorem 4.7 of paper [2]
and Theorem 4.1, we obtain Eq. (4.8). 
Theorem 4.3. If Eq. (4.7) holds, then the matrix-covered set (I − [Asum])−1 of (I − Asum(⊗))−1 is given as follows:
(I − [Asum])−1 =

[
1
1− a−1
,
1
1− a+1
]
0 · · · 0
0
[
1
1− a−2
,
1
1− a+2
]
· · · 0
· · · · · · · · · · · ·
0 0 · · ·
[
1
1− a−n ,
1
1− a+n
]

. (4.9)
Proof. From Eq. (4.7), the equation 0 < 1− a+i ≤ 1− a−i (i = 1, 2, . . . , n) holds, and we get Eq. (4.9) from Eq. (3.13).
After calculating the matrix-covered set (I − [Ad])−1 (or (I − [Asum])−1), we can obtain the vector-covered set [X] from
Eq. (4.4) (or (4.5)). Then the enterprise can be controlled in the uncertain situation.
Note: In order to get the matrix-covered set (I − [Ad])−1 (or (I − [Asum])−1), Eq. (4.6) (or (4.7)) should be satisfied. Thus,
the chaos of grey statistical data should be as small as possible.
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Table 4
The number-covered table of grey enterprise input–output analysis—the physical type.
The number-covered set of grey intermediate
output of department j
The number-covered set of
grey final use
The number-covered
set of grey total output
The number-covered set of grey
intermediate input of department i
I II [Qi]
[wij] (i, j = 1, 2, . . . , n) [ui] (i = 1, 2, . . . , n) (i = 1, 2, . . . , n)
The number-covered set of grey
purchased input k
III
[gkj] (k = 1, 2, . . . ,m; j = 1, 2, . . . , n)
(II) Grey enterprise input–output analysis—the physical type.
Because the available information is inadequate, we get following grey numbers:
wij(⊗): The grey quantity of product iwhich is consumed by department j.
ui(⊗): The grey quantity of final use which is produced by department i.
gkj(⊗): The grey quantity of purchased goods kwhich is consumed by department j.
Qi(⊗): The grey quantity of total output which is produced by department i, and
Qi(⊗) =
n−
j=1
wij(⊗)+ ui(⊗).
By using correct investigation methods, we obtain their number-covered sets and denote them as [wij] = [w−ij , w+ij ],
[ui] = [u−i , u+i ] and [gkj] = [g−kj , g+kj ] (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m), respectively (see Table 4). Then the number-
covered set [Qi] = [Q−i ,Q+i ] of Qi(⊗) is as follows:
[Qi] = [Q−i ,Q+i ] =
n−
j=1
[wij] + [ui] =

n−
j=1
w−ij + u−i ,
n−
j=1
w+ij + u+i

(i = 1, 2, . . . , n). (4.10)
We also obtain two types of grey coefficients.
(1) From paper [2] and Eq. (2.7), we get grey direct consumption coefficient and its number-covered set for the product
of the enterprise below:
adij(⊗) =
wij(⊗)
Qj(⊗) and [a
d
ij] = [ad−ij , ad+ij ] =

w−ij
Q+j −1wij
,
w+ij
Q−j +1wij

, (4.11)
where1wij = w+ij − w−ij is the chaos ofwij(⊗) (i, j = 1, 2, . . . , n). 
Note: For the physical type of grey enterprise input–output analysis, it is not always true that the equation
w−ij
Q+j −1wij
≤
w+ij
Q−j +1wij
holds.
If
w−ij
Q+j −1wij
>
w+ij
Q−j +1wij
, then the chaos1wij is large, and we have three strategies below:
(a) Let ad−ij =
w+ij
Q−j +1wij
and ad+ij =
w−ij
Q+j −1wij
.
(b) Re-collect the statistical data and try to make the chaos1wij (i, j = 1, 2, . . . , n) as small as possible.
(c) Let ad−ij =
w−ij
Q+j
and ad+ij =
w+ij
Q−j
.
If we are able to get more information, then (b) is superior. Otherwise, we can select (a) or (c).
After obtaining the number-covered set [adij] (i, j = 1, 2, . . . , n), we can approximately know the technological
relationship among the departments of the enterprise.
(2) From paper [2] and Eq. (2.8), we obtain grey direct consumption coefficient and its number-covered set for purchased
goods below:
agkj(⊗) =
gkj(⊗)
Qj(⊗) and [a
g
kj] = [ag−kj , ag+kj ] =

g−kj
Q+j
,
g+kj
Q−j

(k = 1, 2, . . . ,m; j = 1, 2, . . . , n). (4.12)
The number-covered set [agkj] (k = 1, 2, . . . ,m; j = 1, 2, . . . , n) approximately show the technological and economic
relationship between department j of the enterprise and sector k of national economy.
For grey matrices Ad(⊗) = (adij(⊗))n×n, Ag(⊗) = (agkj(⊗))m×n and I − Ad(⊗), we denote their matrix-covered sets as
[Ad] = ([adij])n×n, [Ag ] = ([agkj])m×n and I − [Ad], respectively.
For grey vectors Q (⊗) = (Q1(⊗),Q2(⊗), . . . ,Qn(⊗))T and U(⊗) = (u1(⊗), u2(⊗), . . . , un(⊗))T , we obtain their
vector-covered sets [Q ] = ([Q1], [Q2], . . . , [Qn])T and [U] = ([u1], [u2], . . . , [un])T , respectively.
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Supposing that
Gk(⊗) =
n−
j=1
gkj(⊗) and [Gk] =
n−
j=1
[gkj], (4.13)
then [Gk] is the number-covered set of Gk(⊗)(k = 1, 2, . . . ,m).
We get the total grey-flux vector G(⊗) and its vector-covered set [G] for purchased goods below:
G(⊗) = (G1(⊗),G2(⊗), . . . ,Gm(⊗))T and [G] = ([G1], [G2], . . . , [Gm])T . (4.14)
Supposing that I − Ad(⊗) is non-singular and the inverse is (I − Ad(⊗))−1, that is to say, the only potential true matrix
I − Ad◦ is non-singular, where Ad◦ is the only potential true matrix of Ad(⊗) (see [2], etc.), and that (I − [Ad])−1 is the
matrix-covered set of (I − Ad(⊗))−1, then from Eq. (2.9), we get grey models and the covered forms as follows:
Q (⊗) = (I − Ad(⊗))−1U(⊗) and [Q ] = (I − [Ad])−1[U], (4.15)
as well as
G(⊗) = Ag(⊗)(I − Ad(⊗))−1U(⊗) and [G] = [Ag ](I − [Ad])−1[U]. (4.16)
Both Eqs. (4.15) and (4.16) make it possible for managers to control their enterprises by using the available statistical
data even though the information is poor.
In order to get the vector-covered sets [Q ] and [G] from Eqs. (4.15) and (4.16), the key is to calculate (I−[Ad])−1. For the
sake of simplicity, we suppose A(⊗) = I − Ad(⊗) and get its matrix-covered set [A] = I − [Ad] = ([a−ij , a+ij ])n×n as follows:
[A] =

[1− (ad11)+, 1− (ad11)−] [−(ad12)+,−(ad12)−] · · · [−(ad1n)+,−(ad1n)−]
[−(ad21)+,−(ad21)−] [1− (ad22)+, 1− (ad22)−] · · · [−(ad2n)+,−(ad2n)−]· · · · · · · · · · · ·
[−(adn1)+,−(adn1)−] [−(adn2)+,−(adn2)−] · · · [1− (adnn)+, 1− (adnn)−]
 . (4.17)
Supposing that the inverse of A(⊗) is A(⊗)−1 and the matrix-covered set of A(⊗)−1 is [A]−1 = (I − [Ad])−1, then [A]−1
can be obtained from Theorems 3.1–3.4 of [12], and we only state the calculation process of [A]−1 in the following.
Supposing that the whitened matrix A˜ = (a˜ij)n×n ∈ [A] is non-singular, and that
[B] = A˜− [A] = ([a˜ij − a+ij , a˜ij − a−ij ])n×n and A¯ = (a¯ij)n×n, (4.18)
where a¯ij = max{|a˜ij − a+ij |, |a˜ij − a−ij |} (i, j = 1, 2, . . . , n), and that the following equations
‖A¯‖p × ‖A˜−1‖p = α < 1 and β = ‖A˜−1‖p (4.19)
hold, where p = col or row, then for all ε > 0, there must exist an integer K0 that is the same as Eq. (3.5) and the matrix-
covered set [A]−1 of A(⊗)−1 is as follows:
[A]−1 , [A]−11 = A˜−1{I + [B]A˜−1 + ([B]A˜−1)2 + · · · + ([B]A˜−1)K0} + ([−ε, ε])n×n. (4.20)
Furthermore, supposing that [B]A˜−1 = ([b˜q1ij, b˜q2ij])n×n ≥ O, A1 = (b˜q1ij)n×n, A2 = (b˜q2ij)n×n,
(I − A1)−1 = (b˜b1ij)n×n and (I − A2)−1 = (b˜b2ij)n×n, (4.21)
and that Eqs. (4.18) and (4.19) hold, then the matrix-covered set [A]−1 of A(⊗)−1 is as follows:
[A]−1 , [A]−12 = A˜−1[Binv], (4.22)
where [Binv] = ([b˜b1ij, b˜b2ij])n×n.
Eq. (4.19) is important because we suppose that A(⊗) is non-singular. Otherwise, some whitened matrices in [A] may
be singular and we could not get the matrix-covered set [A]−1. On the other hand, from Eq. (4.19), it follows that for the
given whitened matrix A˜, the smaller ‖A¯‖p, the smaller α. So the chaos of wij(⊗), ui(⊗) and gkj(⊗) (i, j = 1, 2, . . . , n; k =
1, 2, . . . ,m) should be as small as possible.
After obtaining [A]−1, i.e., (I − [Ad])−1, we can control the enterprise by using Eqs. (4.15) and (4.16) in the uncertain
situation.
The following algorithms are to calculate the matrix-covered sets of the inverse of grey matrix.
• Algorithm 4.1 (The Value Type):
Initial Step: Get the number-covered sets [xij], [yi], [fkj] and [dj] (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m);
Step 1: Calculate [Xi] (i = 1, 2, . . . , n) from Eq. (4.1). Get the matrix-covered sets [Ad] = ([ad−ij , ad+ij ])n×n and [Ag ] =
([ag−kj , ag+kj ])m×n from Eqs. (4.2) and (4.3), respectively;
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Step 2: If Eq. (4.6) holds, then go to Step 3; Otherwise, go to the Initial Step and let the chaos of all grey numbers be small;
Step 2′: If Eq. (4.7) holds, then go to Step 3′; Otherwise, go to the Initial Step and let the chaos of all grey numbers be
small;
Step 3: Let Adr = (ad+ij )n×n and Adl = (ad−ij )n×n. Calculate (I − Adr)−1 = (b+ij )n×n and (I − Adl)−1 = (b−ij )n×n. Get
(I − [Ad])−1 = ([b−ij , b+ij ])n×n. Stop;
Step 3′: Calculate the matrix-covered set (I − [Asum])−1 from Eq. (4.9). Stop.
After obtaining the matrix-covered set (I − [Ad])−1 (or (I − [Asum])−1), we can get the vector-covered set [X] from Eq.
(4.4) (or (4.5)) and it is realized to control the enterprise.
• Algorithm 4.2 (The Physical Type):
Initial Step: Obtain the number-covered sets [wij], [ui] and [gkj] (i, j = 1, 2, . . . , n; k = 1, 2, . . . ,m), and determine a
level of accuracy ε > 0;
Step 1: Calculate [Qi] (i = 1, 2, . . . , n) from Eq. (4.10). Get [Ad] = ([ad−ij , ad+ij ])n×n and [Ag ] = ([ag−kj , ag+kj ])m×n from Eqs.
(4.11) and (4.12), respectively;
Step 2: Calculate the matrix-covered set [A] from Eq. (4.17). For a given whitened matrix A˜ ∈ [A], get [B] and A¯ from Eq.
(4.18);
Step 3: Calculate β = ‖A˜−1‖p and α = ‖A¯‖p × ‖A˜−1‖p, where p = col or row. If Eq. (4.19) holds, then go to next step;
Otherwise, go to the Initial Step and let the chaos of all grey numbers be small;
Step 4: Calculate [B]A˜−1. If [B]A˜−1 ≥ O holds, then obtain [A]−1 from Eqs. (4.21) and (4.22); Otherwise, calculate K0 from
Eq. (3.5) and {[B]A˜−1}k (k = 2, 3, . . . , K0). Then the matrix-covered set [A]−1 = (I − [Ad])−1 is obtained from Eq. (4.20).
After obtaining thematrix-covered set (I−[Ad])−1, the approximate quantities of both total outputs and purchased goods
can be respectively produced by using Eqs. (4.15) and (4.16). Thus, managers can control the activities of the enterprise
although it involves various uncertainties.
5. Case study
The enterprise input–output analysis is a suitable tool for analyzing large-scale business entities that demand effective
and efficient management. However, as practical case studies indicate, complex systems generally imply poor information
or information collected along with noise. So, the available statistical data should be seen more correctly as grey numbers.
In order to apply enterprise input–output analysis to study the enterprise of concern, we had to assume or somehow make
the available data accurate in the past. In such studies, many important facts and results are lost, leading to misguided
conclusions and incorrect decisions. In this section, we will illustrate the grey models established in this paper by looking
at a case study in detail.
Suppose thatwe look at a steel joint enterprise, which consists of seven departments, and the product of each department
is different, i.e., ironstone is produced out of department 1, purified ironstone out of department 2, sintered ironstone out
of department 3, pig iron out of department 4, steel ingot out of department 5, steel bloom out of department 6, and steel
products out of department 7.
For the missing information, we obtain the following matrix-covered set
[W ] = ([wij])7×7 =

0 [2860, 2880] 0 0 [88.28, 88.95] 0 0
0 0 [1357, 1359] 0 0 0 0
0 0 0 [1275, 1276] [76.12, 76.23] 0 0
0 0 0 0 [637.3, 637.8] 0 0
0 0 0 0 0 [528.13, 529.33] 0
0 0 0 0 0 0 [390.13, 392.01]
0 0 0 0 0 0 0
 ,
where [wij] (i, j = 1, 2, . . . , 7) is a number-covered set, and wij represents the quantity of product i that is consumed
by department j in ten thousands of tons. The number-covered set [wij] means that the true intermediate input/output
between departments i and j is in the interval [wij] (i, j = 1, 2, . . . , 7). For example, [x12] = [2860, 2880]would mean that
the true quantity of the intermediate input/output between departments 1 and 2 is somewhere between 2860 and 2880 ten
thousands of tons.
At the same time, we obtain the vector-covered set of grey final use as follows:
[U] = ([u1], . . . , [u7])T = (0, 0, 0, 0, 100, [49.22, 50.11], 320)T .
From Eq. (4.10), we obtain the vector-covered set of total grey output as follows:
[Q ] = ([Q1], . . . , [Q7])T = ([2948.28, 2968.95], [1357, 1359], [1351.12, 1352.23],
[637.3, 637.8], [628.13, 629.33], [439.35, 442.12], 320)T .
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On the other hand, the enterprise should consume two purchased goods, which are normal coal of sector 1 and electricity
of sector 2. For the poor information, we obtain following matrix-covered set:
[G¯] = ([gkj])2×7 =

0 [15.21, 15.80] [129.5, 131.2] [426.31, 429.09] [86.59, 88.33] [18.82, 20.62] [69.48, 71.22]
[23.1, 23.6] [125.1, 125.8] [17.6, 17.9] [6.78, 6.94] [9.13, 9.75] [10.03, 11.01] [20.13, 21.61]

,
where [gkj] (k = 1, 2; j = 1, 2, . . . , 7) is a number-covered set. The unit of sector 1 is ten thousand of tons and that of sector
2 tenmillion kilowatts. The set [gkj] stands for the fact that the true value of the purchased goods k consumed by department
j is in [gkj] (k = 1, 2; j = 1, 2, . . . , 7). For example, [g16] = [18.82, 20.62] would mean that the true quantity of normal
coal (sector 1) consumed by department 6 is between 18.82 and 20.62 ten thousand of tons.
The matrix/vector-covered sets [W ], [U] and [G¯] correspond to part I, II and III of Table 4, respectively.
From Eqs. (4.13) and (4.14), we obtain the vector-covered set of total grey-flux vector of purchased goods below:
[G] = ([745.91, 756.26], [211.87, 216.61])T .
Note: [G¯] is different from [G], where the former reflects the quantity of each purchased goods consumed by every
department.
Let us now analyze the technological relationship among the seven departments and that between the departments and
the economic sectors. If the managers want to improve the final output [U ′] under the given technological condition, for
example,
[U ′] = (0, 0, 0, 0, [120, 130], [70, 78], [410, 420])T ,
which is a vector-covered set of grey vector U ′(⊗) because the information is inadequate. Now the question is how can we
obtain the range of total output [Q ′] and the purchased goods [G′]?
At first, we obtain the matrix-covered sets
[Ad] = ([adij])7×7 = ([ad−ij , ad+ij ])7×7
=

0 [2.1045, 2.1223] 0 0 [0.1403, 0.1416] 0 0
0 0 [1.0035, 1.0058] 0 0 0 0
0 0 0 [1.9991, 2.0022] [0.1210, 0.1214] 0 0
0 0 0 0 [1.0127, 1.0154] 0 0
0 0 0 0 0 [1.1945, 1.2048] 0
0 0 0 0 0 0 [1.2192, 1.2250]
0 0 0 0 0 0 0

and
[Ag ] = ([agkj])2×7 = ([ag−kj , ag+kj ])2×7
=

0 [0.0112, 0.0116] [0.0958, 0.0971] [0.6684, 0.6733] [0.1376, 0.1406] [0.0426, 0.0469] [0.2171, 0.2226]
[0.0078, 0.0080] [0.0921, 0.0927] [0.0130, 0.0132] [0.0106, 0.0109] [0.0145, 0.0155] [0.0227, 0.0251] [0.0629, 0.0657]

by using Eqs. (4.11) and (4.12), respectively, where ad−ij =
w−ij
Q+j
, ad+ij =
w+ij
Q−j
, ag−kj =
g−kj
Q+j
and ag+kj =
g+kj
Q−j
(i, j = 1, 2, . . . , 7;
k = 1, 2).
The number-covered set [adij] (i, j = 1, 2, . . . , 7) shows the approximate technological relationship among the seven
departments. For example, [ad12] = [2.1045, 2.1223] means that the true value of the direct consumption coefficient
between departments 1 and 2must be in the interval [2.1045, 2.1223] and their technological relationship is very close. On
the other hand, the number-covered set [agkj] (k = 1, 2; j = 1, 2, . . . , 7) shows that approximate technological relationship
between the seven departments and the sectors of economic system. For example, [ag12] = [0.0112, 0.0116]means that the
true value of the direct consumption coefficient between sector 1 and department 2 is in the range of [0.0112, 0.0116].
Now, we can obtain the matrix-covered set [A] = I − [Ad] from Eq. (4.17).
For the given whitened matrix A˜ ∈ [A], we can obtain the matrix-covered set [A]−1 by using Theorem 3.5, where A˜ and
[A]−1 are as follows:
A˜ =

1 −2.1100 0 0 −0.1410 0 0
0 1 −1.0050 0 0 0 0
0 0 1 −2.0000 −0.1212 0 0
0 0 0 1 −1.0150 0 0
0 0 0 0 1 −1.2000 0
0 0 0 0 0 1 −1.2200
0 0 0 0 0 0 1
 ,
[A]−1 =

1 [2.1044, 2.1224] [2.1117, 2.1347] [4.2217, 4.2740] [4.6710, 4.7406] [5.5791, 5.7115] [6.8016, 6.9966]
0 1 [1.0034, 1.0059] [2.0060, 2.0139] [2.1529, 2.1670] [2.5715, 2.6109] [3.1351, 3.1983]
0 0 1 [1.9990, 2.0023] [2.1454, 2.1545] [2.5626, 2.5958] [3.1242, 3.1798]
0 0 0 1 [1.0126, 1.0155] [1.2095, 1.2235] [1.4747, 1.4987]
0 0 0 0 1 [1.1944, 1.2049] [1.4562, 1.4760]
0 0 0 0 0 1 [1.2191, 1.2251]
0 0 0 0 0 0 1
 .
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From Eqs. (4.15) and (4.16), we obtain the vector-covered sets
[Q ′] = [A]−1[U ′] = ([3739.7, 4000.3], [1723.7, 1828.6], [1717.8, 1818.1], [810.8, 856.9], [800.7, 843.9], [569.8,
592.5], [410, 420])T and [G′] = [Ag ][A]−1[U ′] = ([949.3, 1014.6], [269.2, 291.2])T .
All the detailed computations, as shown above, can be performed by using a standardizedmathematics software package,
such asMatlab.
The results of [Q ′] and [G′] show the ranges of total output and total purchased goods, respectively. For example, the total
output of department 1 must be between 3739.7 and 4000.3 ten thousands of tons and the purchased electricity is between
949.3 and 1014.6 ten million kilowatts. Otherwise, the enterprise may lose its operational balance.
6. Conclusion
Enterprise input–output analysis has been a successful tool for managing large-scale business entities. In the past, all
statistical data was considered accurate when managers used them to analyze and control their business enterprises. As
for situations involving uncertainty(-ies), it becomes impossible to collect reliable and accurate data. Also, as good and as
reliable as data collectors can be, all statistical data has to be understandingly seen as inaccurate. So, for one to manage
an enterprise involving uncertainties, a strong need to introduce the grey enterprise input–output analysis arises. The grey
models studied in this paper contain both the value type and the physical type. Along with our theoretical development, we
have established some formulas necessary for the computation of matrix-covered sets of inverse grey matrices. Thus, the
ranges of direct consumption coefficients, total outputs and the purchased goods can be obtained with relative ease. Our
method is expected, as shown by the case study, to improve a manager’s ability in avoiding or reducing risk in their daily
business and administrative endeavors. It also provides an effective approach for managers to lead their companies even
though uncertainties are ensured to exist in each and every decision-making.
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