Magnetoelectric composites and heterostructures integrate magnetic and dielectric materials to produce new functionalities, e.g., magnetoelectric responses that are absent in each of the constituent materials but emerge through the coupling between magnetic order in the magnetic material and electric order in the dielectric material. The magnetoelectric coupling in these composites and heterostructures is typically achieved through the exchange of magnetic, electric, or/and elastic energy across the interfaces between the different constituent materials, and the coupling effect is measured by the degree of conversion between magnetic and electric energy in the absence of an electric current. The strength of magnetoelectric coupling can be tailored by choosing suited materials for each constituent and by geometrical and microstructural designs. In this article, we discuss recent progresses on the understanding of magnetoelectric coupling mechanisms and the design of magnetoelectric heterostructures guided by theory and computation. We outline a number of unsolved issues concerning magnetoelectric heterostructures. We compile a relatively comprehensive experimental dataset on the magnetoelecric coupling coefficients in both bulk and thin-film magnetoelectric composites and offer a perspective on the data-driven computational design of magnetoelectric composites at the mesoscale microstructure level.
INTRODUCTION
Computational modeling has become an imperative component of modern materials research. It provides fundamental insights into experimental observations, and more excitingly, guidance to experiments to achieve or optimize a desirable property or functionality. A new paradigm has recently emerged [1] [2] [3] [4] [5] [6] [7] that uses informatics tools to understand and harness existing data of materials structure and properties, aiming at generating statistically correct computer models for predicting properties of a material structure and inversely, designing a material structure that optimizes a property or set of properties. Such data-driven computational materials design (see Fig. 1 ) is expected to accelerate the materials discovery and application, as outlined in the US Materials Genome Initiative. 8 In this article, we review recent progresses in computational modeling of magnetoelectric heterostructures. After an introduction to magnetoelectric heterostructures and different mechanisms of magnetoelectric coupling, we show how computational methods such as density functional theory (DFT) calculations, phase-field method, and finite-element calculations have been utilized for understanding the magnetoelectric coupling mechanisms at multiple scales (corresponding to the top layer in Fig. 1 ), predicting new types of magnetoelectric couplings, and designing magnetoelectric heterostructures for optimum device performances (the middle layer in Fig. 1 ). Several remaining questions concerning magnetoelectric heterostructures are then discussed.
We compile a rather comprehensive dataset of magnetoelectric coupling coefficients of magnetoelectric composites and heteostructures, and briefly discuss the perspective for implementing a data-driven computational design of magnetoelectric composites (the bottom layer in Fig. 1 ) through machine learning. There exist a number of comprehensive reviews (see recent ones in refs 9-13) concerning magnetoelectric materials. Here we focus on the guidance provided by theory and computation on understanding and designing magnetoelectric materials.
Mechanisms of magnetoelectric coupling in magnetoelectric composites/heterostructures Magnetoelectric heterostructures allow the constituting magnetic and dielectric materials to interact such that the electrical response of the dielectric material can be modulated by magnetically stimulating the magnetic material, and vice versa. Specifically, applying a magnetic field (H) can modulate electric polarization (P), ΔP = α H ΔH, or electric field (E), κ 0 χ e ΔE = α H ΔH, where κ 0 is vacuum permittivity and χ e the electric susceptibility; conversely, applying an electric field can modulate magnetization (M), μ 0 ΔM = α E ΔE, where μ 0 is the vacuum permeability; α H and α E are the direct and converse magnetoelectric coupling coefficients, respectively. Therefore, magnetoelectric heterostructures enable the conversion between magnetic energy and electric energy in the absence of an electric current, and thus a number of promising applications. For instance, one can detect a target magnetic field by analyzing its induced output electric voltage, working as a portable, low-cost magnetic field sensor that may replace the cumbersome, expensive superconducting quantum interface device for noninvasive medical imaging and diagnosis; 14, 15 one can also use an electric field rather than an electric current to drive the rotation of a magnetization vector, completing an electric-write process in magnetic memories with a negligible amount of heat dissipation. More detailed discussions on the applications of magnetoelectric materials have been summarized in a number of recent articles. [16] [17] [18] [19] In general, magnetoelectric coupling in composites and heterostructures relies on the interplay among the spin, orbit, charge, and lattice degrees of freedom across the interfaces (more precisely, the interphase boundaries). This is different from the case in single-phase multiferroics (materials with coexistence of two or more primary ferroic orders, see recent reviews 9, 20 ) , where the magnetoelectric coupling arises from the interplay among the above-mentioned four fundamental degrees of freedom within one crystal lattice. Direct magnetoelectric coupling (that is, magnetic field control of electric polarization) in magnetoelectric heterostructures has so far only been observed to occur through one single mechanism: magnetic-field-induced strain is transferred to a piezoelectric layer across the interface, and then such strain modulates the electric polarization through the piezoelectric coupling. Converse magnetoelectric coupling (that is, electric field control of magnetism) in magnetoelectric heterostructures, in contrast, can occur through multiple mechanisms. Notably, the number of different mechanisms that the converse magnetoelectric coupling in a magnetoelectric heterostructure could possibly have is implied by the functionality of the constituent dielectric material (see Fig. 2a ). For example, if the constituent dielectric layer is a pure dielectric (the outermost circle in Fig. 2 ), the converse magnetoelectric coupling will occur through at most two different mechanisms (indicated by the solid ellipses in Fig. 2a) . If the constituent dielectric layer is a ferroelectric-antiferromagnet (FE-AF), the number of possible converse magnetoelectric coupling mechanisms will be four, and so forth. Below we will discuss the converse magnetoelectric coupling mechanisms in different magnetoelectric heterostructures whose constituent dielectric layers range from a pure dielectric to a complex FE-AF (from outmost to innermost circle in Fig. 2a) . The advantages/ disadvantages of implementing converse magnetoelectric coupling of different mechanisms will also be briefly discussed.
Electric field modulated spin-polarized charge densities. When the dielectric layer is a pure dielectric with poor ionic conductivity (e.g., MgO with low concentration of ionic defects, see Fig. 2a ), modulation of the spin polarization and magnetic moment 21, 22 at the interface occurs through the modulation of the surface electron density of the dielectric as a voltage is applied. Let us first discuss how the interface spin polarization can be electrically modulated. An electrically enhanced (reduced) surface electron density of the dielectric would reduce (enhance) the electron density in the magnetic layer through the electrostatic interaction, which would shift the Fermi energy (E F ) in the interface region of Schematics explaining the mechanisms of converse magnetoelectric coupling enabled through electric field modulation of b spinpolarized electron densities, c degree of interfacial oxidation, d strain, and e exchange coupling. In b the change of electron densities shifts the Fermi level E F and hence the LDOS. In c the details of how the interfacial oxide (MO x ) layer affects the magnetic anisotropy of the overlaying metal M remain unclear (see the section of Remaining questions). In e only one single AF domain with perpendicular sublattice magnetizations (see arrows in the bottom layer) is shown for simplicity. The exchange coupling arises from the Heisenberg-type exchange interaction between the uncompensated surface magnetization (canted magnetization in BiFeO 3 ) and the local magnetization at the bottom of the magnet. Note that the converse magnetoelectric coupling illustrated in c involves the exchange of both matter and energy across the interface (that is, through an interfacial redox reaction), whereas the coupling illustrated in a, b, d, and e only involve the exchange of (magnetic, elastic, electric) energy. FE-AF Ferroelectric-antiferromagnetic, ME-AF:
the magnet to a lower (higher) level. Based on the thermodynamics of electronic defects proposed by Maier et al., 23 we propose that such electrically shifted Fermi energy can be estimated by ΔE F = E F (E)−E F (E = 0) = k B Tln[(n 0 + Δn)/n 0 ], where the k B is the Boltzmann constant, n 0 the electron density under zero electric field (E = 0); Δn = −κ 0 κ r ΔE is the change of the spinpolarized screening electron density in the interface region of the magnet, where κ r is the relatively permittivity. As schematically shown in Fig. 2b , shifting E F can modulate the local density of states (LDOS) and thereby modulate the spin polarization
where D D and D U represent the LDOS of the spin-down and spin-up electrons, respectively. First-principles DFT calculations can be utilized to quantify such a LDOS change. Furthermore, the voltage-induced interface magnetic moment (Δm) is given by Δm = (Δnημ B )/e, 24 where μ B is the Bohr magneton and e the elementary charge. These analyses suggest that magnetoelectric heterostructures with a higher κ r dielectric layer should exhibit a larger change in both the interface spin polarization and magnetic moment. Furthermore, if employing a ferroelectric that has an electric-field-switchable spontaneous polarization as the dielectric, a nonvolatile voltagemodulation of the Δn (indicated by a typically hysteric P-E loop in ferroelectrics) and thereby a nonvolatile converse magnetoelectric coupling would be enabled.
The above-discussed converse magnetoelectric coupling, enabled through the electrically modulated spin-polarized electron density, in principle exists in all magnetoelectric heterostructures, but is relatively weak compared to the couplings enabled through other mechanisms that will be discussed later. Furthermore, the above-discussed coupling occurs largely within the spin-dependent screening length l sc (typically around 1 nm in ferromagnetic metals 25 ). Therefore, to enable a more appreciable change of macroscopic magnetization, the thickness of the constituent magnetic layer should not be significantly larger than l sc such that local magnetic moments across the entire film thickness can be modulated.
Electric field modulated degree of interfacial oxidation. When the dielectric layer is a good solid-state ion conductor (i.e., such as gadolinium oxides [26] [27] [28] [29] and MgO with high ionic defect concentrations) [30] [31] [32] and when the magnetic layer is an ultrathin ferromagnetic metal (e.g., Fe, 30, 31 Co, [26] [27] [28] [29] or Fe 0.9 Co 0.1 32 ) that shows a perpendicular magnetic anisotropy (PMA), experiments have shown that the converse magnetoelectric coupling is significantly larger than the above-mentioned coupling through electric field modulation of electron density. Furthermore, the converse magnetoelectric coupling can become even larger when applying a voltage for a longer time 28 or/and at a higher temperature. 27 Overall, current fundamental understanding of these experimental observations is largely qualitative. In the case of a Co/ gadolinium-oxide system, [26] [27] [28] [29] it was proposed that the coupling is enabled through a voltage modulation of the surface oxygen vacancy concentration of the dielectric (see Fig. 2c ) and thereby the degree of interfacial Co oxidation. The latter can significantly influence the PMA. For example, experiments performed in a similar Co/AlO x system 33, 34 have shown that the PMA of the Co film is likely to originate from the presence of a CoO x layer at the interface. In the section 'Fundamental understanding of Magnetoelectric coupling", we will briefly discuss how DFT modeling can be utilized to gain insights between the degree of interfacial oxidation and the PMA along with the challenges. Other fundamental questions regarding this mechanism will be discussed in the section 'Remaining questions'. From an application perspective, the speed (mainly depending on how fast the ions migrate) and the endurance (repeated oxygen vacancy transport may accelerate dielectric degradation) of the voltage-modulated magnetism in magnetic/solid-state-ion-conductor heterostructures are both open questions.
Strain-mediated electric field modulation of magnetism. When the dielectric layer is a piezoelectric, electric-field-induced strain can be transferred to the magnetic layer across the interface and modulate magnetism via magnetoelastic coupling. As seen from Fig. 2d , such strain-mediated coupling is not limited to interface, because a strain wave may propagate through the entire magnet. Phenomenological theories have been developed to quantitatively understand the influence of strain 35 and the influence of coexisting strain and surface charges 36 on magnetic anisotropy. Furthermore, employing a ferroelectric may result in a larger piezostrain via ferroelastic switching (i.e., non-180°polarization switching) 37, 38 or structural phase transition. [39] [40] [41] [42] [43] A controllable ferroelastic switching, however, is much more difficult to achieve. Phase-field models have been developed to understand how ferroelastic switching in ferroelectrics influences the magnetic domain switching 44 and magnetic domain-wall motion 45 in an overlaid magnet. Detailed discussions on such strain-mediated converse magnetoelectric coupling can be found in a recent review. 12 Experimental studies on such strain transfer mediated converse magnetoelectric coupling are extensive, and the strength of such coupling can be strong, e.g., a strain-generated effective magnetic field exceedng 3000 Oe has been observed in some magnetoelectric heterostructures. 46 However, a strain typically cannot switch the polarity of a magnetization vector by 180°because a strain cannot break the time-reversal symmetry. Likewise, it is difficult to achieve an electric-field-driven 180°magnetization switching through the modulation of spin-polarized charge densities or interfacial oxidation. Nevertheless, several routes to achieve such electric-field-driven 180°magnetization switching have recently been proposed through computational modeling, as will be discussed later.
Electric field modulated exchange coupling. When the ferroelectric layer also possesses an antiferromagnetic (AF) order coupled to the electric polarization, e.g., in BiFeO 3 ,  47-49 YMnO 3 ,  50 and  LuMnO 3 , 51 one can electrically control the exchange coupling between the AF and ferromagnetic order by rotating the electric polarization, and hence controlling the magnetism (see Fig. 2e ). However, the microscopic origins of how an electric field controls the AF order and the exchange coupling cannot be conclusively inferred from these experiments, [47] [48] [49] [50] [51] and may vary from material to material. For example, in BiFeO 3 thin films, first-principles DFT calculations 52 have shown that the polarization P, AF vector L (= M Fe1 − M Fe2 , the difference of two sublattice magnetizations), and the canted magnetization M c (= M Fe1 + M Fe2 ) are mutually perpendicular. Thus, electrically switching the polarization can switch the M c and further modulate the exchange interaction between the M c and the magnetization at the bottom surface of an overlaying magnet. This scheme has been utilized to explain the experimental observation of room temperature electric-fielddriven 180°net magnetization reversal in a heterostructure consisting of polycrystalline Co 0.9 Fe 0.1 films deposited on twodomain-variant epitaxial BiFeO 3 films, 49 but has not been directly observed by experiments. Furthermore, since BiFeO 3 is ferroelastic, strain effect cannot be excluded. 53 In hexagonal LuMnO 3 bulk crystals that exhibit AF domain walls clamped at the center of ferroelectric domain walls to reduce free energy, 54, 55 electrically reversing the sign of exchange bias (shown as a shift of the magnetic hysteresis loop) between the LuMnO 3 crystal and an overlaying magnet has been experimentally observed at 5 K in the presence of a static magnetic field. 51 This observation has been explained 51 by an exchange bias-mediated scheme as follows. First, an electric field induced ferroelectric domain wall motion can temporarily decouple the AF and ferroelectric domain walls.
Second, when the AF and ferroelecric domain walls become clamped once again after the voltage is turned off, the polarity of the uncompensated magnetic moment of the AF domain walls M AF , which determines the sign of the exchange bias, can be reversed by the static magnetic field. Note that this scheme was proposed purely based on macroscopic experimental observations (measuring the magnetic hysteresis loop) without corroboration from either microscopic/mesoscopic experimental observation or computation. Also note that the strain effect can be excluded because LuMnO 3 is not ferroelastic (i.e., with only 180°ferroelectric domain walls).
The converse magnetoelectric coupling enabled through the electric field modulated exchange coupling has also been observed in magnetoelectric heterostructures using Cr 2 O 3 , a magnetoelectric antiferromagnet with no ferroelectricity. Specifically, in a heterostructure consisting of a perpendicularly magnetized Pd/Co multilayer deposited on the (0001) surface of a single-AF-domain Cr 2 O 3 bulk singe crystal, electrically reversing the sign of exchange bias has been experimentally observed at 303 K in the presence of a static magnetic field. 56 This observation was explained by arguing that the electrically driven reversal of the singe AF domain reverses the magnetic moment on the Cr 2 O 3 surface and thereby the sign of perpendicular exchange bias. Later, in a (0001)-oriented Cr 2 O 3 epitaxial film cooled to 223 K under zero magnetic and electric fields, a multi-domain surface magnetization pattern has been directly observed using photoemission electron microscopy (PEEM) with X-ray magnetic circular dichroism (XMCD) contrast. 57 Notably, such multi-domain surface magnetization patterns can transform into a nearly single-domain state after cooling the film to 223 K under an applied electric field, which supports the proposed scheme of electrically reversed surface magnetization.
It is worth noting that exchange coupling is generally weak. Specifically, the magnitude of the exchange coupling field H E in Co 0.9 Fe 0.1 /BiFeO 3 heterostructures, which possibly arises from the exchange interaction between the canted magnetic moment on the BiFeO 3 surface and the local magnetic moment at the bottom surface of Co 0.9 Fe 0.1 , has been shown to range from 50 to 100 Oe by recent experiments. 58, 59 The magnitude of the exchange bias field H EB in heterostructures integrating magnetic layers with RMnO 3 (R = Y, Lu) or Cr 2 O 3 ranges from 60 to 130 Oe, whereas a strain-generated effective magnetic field can be more than 3000 Oe as mentioned above. Note that the exchange couplingmediated converse magnetoelectric coupling largely occurs within the exchange length l ex (typically below 10 nm, see ref. 60) . Therefore, to enable a more significant change in macroscopic magnetization, the thickness of the overlaying magnet typically needs to be smaller than l ex such that local magnetic moments across the entire thickness can be subjected to the same H E or H EB .
Fundamental understanding of magnetoelectric coupling Computational modeling can be utilized to understand experimental observations and measurements at multiple temporal and spatial scales. It can also be employed to predict the electronic structure, atomic structure, domain structure, microstructure, and the distributions of fields (e.g., electric/magnetic/stress/temperature field) in a material as well as their kinetic evolution. This will enable physical understanding of an observation or measurement. Below we discuss three examples demonstrating the applicability of computational modeling in understanding the magnetoelectic coupling mechanism(s), and optimizing the strength of magnetoelectric coupling in magnetoelectric heterostructures.
Unraveling the microscopic picture of charge-mediated magnetoelectric coupling using DFT. The first example is the utilization of first-principles DFT calculations to understand the microscopic origins of converse magnetoelectric coupling enabled through electric field modulation of spin-polarized charge densities. Such charge-mediated coupling was first demonstrated experimentally in thin-film magnetic semiconductors, e.g., 5-nm-thick (In 0.97 Mn 0.03 )As. 61 The Curie temperature (T c ) of these magnetic semiconductors depends on the electron hole concentration and therefore can be modulated by an electric field. It was then experimentally demonstrated in thin-film magnetic metals, L1 0 -ordered FePt (2-nm-thick) and FePd (2-nm-thick), which are immersed in a liquid electrolyte. 62 The first observation of charge-mediated magnetoelectric coupling in magnetoelectric heterostructures was made by Maruyama et al., 63 who observed an appreciable voltage-controlled magnetic anisotropy in an ultrathin (0.48-nm-thick) ferromagnetic Fe film sandwiched between Au and MgO.
As mentioned above, electrically induced change in the interface magnetic moment Δm in magnetoelectric heterostructures is related to the change in both the interface charge densities Δσ and the interface spin polarization under the electric field η by Δm = (Δnημ B )/e. The quantitative relationship between an applied electric field E and the Δn (or η), however, is difficult to obtain experimentally or analytically. DFT calculations can be utilized to calculate the LDOS with and without an applied electric field (as sketched in Fig. 2b , see an example of such calculation in ref. 64) , through which Δη can be directly obtained. Based on the calculated shift in Fermi level, Δn can be obtained. The term Δnη is typically known as induced spin density that appears in many computational works (see for example refs 21, 22, 65) . As one example, Fig. 3a shows an electric-field-induced accumulation of spin densities at a stoichiometric Fe/MgO interface calculated by DFT calculations. 65 Figure 3b shows the variations of the magnetic moment of the interfacial Fe atom and the magnetocrystalline anisotropy energy (MAE) of the Fe/MgO interface (calculated as the total energy difference for magnetization oriented along an in- plane [100] and out-of-plane [001] magnetization, E [100] -E [001] in the presence of spin-orbit coupling) with the magnitude of the applied static electric field. The predicted reduction of MAE is qualitatively consistent with the experimental observed reduction of PMA in Au/Fe/MgO heterostructure 63 as a positive voltage is applied.
The power of DFT calculations is that it allows us to access atomic structures that are not experimentally observed or available, and thereby to design the atomic structure for optimum response or functionality. For example, Nakamura et al. 66 considered an interface structure of Au/Fe/FeO x /MgO, and performed DFT calculations to understand the influence of oxygen concentration x on the electric-modulated MAE. As shown in Fig. 3c , for the oxygen concentrations being investigated (x = 0, 0.5, 1), applying an electric field can modulate magnetic anisotropy (with the largest modulation at x = 1) but cannot change the sign of MAE to switch the PMA to in-plane or vice versa. The existence of an interfacial FeO layer (x = 1), however, leads to a negative MAE that suggests an in-plane magnetic anisotropy. This indicates that modulating the degree of interfacial Fe oxidation can have a more significant influence on the MAE than modulating spin-polarized charge densities (see previous sub-section 'Electric field modulated degree of interfacial oxidation'). In addition to the influence of interface layer oxygen concentration, Nakamura et al. 66 also explored how Co doping into the Fe layer in Au/Fe/FeO x /MgO (x = 0, 0.5, 1) influences the electric-field-modulated MAE. The Co doping was modeled by varying the numbers of valence electrons in Fe without explicitly introducing Co atoms in lattice. The calculation results are shown in Fig. 3d , which suggest that there is a small window of valence electron number (Co doping level) that results in the sign change of MAE (perpendicular to in-plane switching of magnetic anisotropy and vice versa) with an electric field when x = 0.5. This prediction is consistent with experiments in Au/FeCo/MgO. 67 Now turn to discussion on the limitations. First, employing DFT calculations to predict the influence of other interface layer oxygen concentrations x can be computationally expensive and sometimes formidable. For example, modeling a 90% oxygen concentration (x = 0.9) requires at least 9 oxygen atoms and 1 oxygen vacancy (with 10 different arrangements) along with significant increase in the overall size for the model system. By comparison, modeling x = 0.5 may only require 1 oxygen atom and 1 oxygen vacancy, while modeling x = 1.0 or 0 corresponds to the case with or without a Fe-O layer. Second, DFT calculations cannot predict the kinetic process of local spin evolution when the interface structure or electron density changes under an applied electric field.
Identifying magnetoelectric coupling mechanisms using mescoscale simulations. Converse magnetoelectric coupling in a magnetoelectric heterostructure may occur through the co-action of two or more different coupling mechanisms (see discussions related to Fig. 2a ), but the relative contribution of each responsible coupling mechanism can be difficult to determine experimentally. Computational modeling can be utilized to quantify the contribution of individual coupling mechanism by examining the influence of relevant important parameters such as magnetostriction coefficients, exchange bias fields, and magnetic surface anisotropy coefficients, which are related to the strain-mediated, exchangecoupling-mediated, charge-mediated converse magentoelectric coupling, respectively. 12 As an example, a magnetic/BiFeO 3 heterostructure is considered. Applying a voltage to the BiFeO 3 can, on one hand, switch the AF order (and possibly switch the canted magnetic moment at the BiFeO 3 surface) 52 and thereby switch the magnetization of the thin overlaying magnetic layer through exchange coupling. On the other hand, it can induce strains through the non-180°f erroelectric domain switching, which can then switch magnetization in the overlaying magnet through the magnetoelastic coupling. It is worth noting that, for most of the thin-film magnetic materials, the strain effect is not negligible, especially given the fact that the magnetoelastic coupling in relatively thin films (e.g., <5 nm for polycrystalline Ni and NiFe films) 68 can be significantly enhanced compared to their bulk counterparts. Therefore, for the observed electrically driven net magnetization reversal in magnetic/BiFeO 3 heterostructures, 49 , 69 the effects of exchange coupling and strain coexist. 70 To computationally evaluate the contributions of these two effects during an electrically driven magnetization switching, a diagram of magnetization switching type has been established 71 using phase-field simulations (see Fig. 4 ) for a representative heterostructure of Co 0.9 Fe 0.1 /BiFeO 3 . The horizontal axis represents the magnitude of the effective magnetic field possibly produced by the canted magnetic moment 52 on the BiFeO 3 film surface, which originates from the Dzyaloshinskii-Moriya-type asymmetric exchange interaction. 72, 73 The vertical axis represents the saturation magnetostriction (λ s ) of the 2.5-nm-thick polycrystalline Co 0.9 Fe 0.1 film. Note that the (001) p -oriented BiFeO 3 film has two variants of ferroelastic domains with 71°domain walls due to the biaxial anisotropic strains from the (110)-oriented DyScO 3 substrate. 49, 69 In the phase-field model, the thickness of the BiFeO 3 film is assumed to be about 110 nm (thicker than the critical thickness, about 70 nm, 74 for the formation of interface dislocations) to permit partial release of substrate clamping. This would enable freely deformed lattices in the top few atomic layers of the BiFeO 3 , and two-variant striped ferroelastic domains on the BiFeO 3 film surface.
As shown in Fig. 4 , Co 0.9 Fe 0.1 and BiFeO 3 can both exhibit a twovariant stripe domain structure with one-to-one match in local domain patterns (consistent with experimental observations) 49, 69 , providing that at least one of the two parameters (λ s or h 0 DM ) is sufficiently large. This indicates that both the local elastic coupling and local exchange coupling can stabilize locally coupled magnetic and ferroelectric domains across the interface. However, the electrically driven reversal of net magnetization in the Co 0.9 Fe 0.1 film (phase iii in Fig. 4 , which has been demonstrated experimentally) 69 only occurs when h 0 DM is larger than a threshold value (35-50 Oe), otherwise a pattern exchange among neighboring domains (phase ii) would be an energetically favorable option. The simulations also predicted a possible uniform magnetization reversal (phase iv) when free energy contributions from the surface electro-strain and surface exchange-coupling field are comparable. Therefore, it is the modulation of exchange coupling that dominates the electrically driven (net or uniform) magnetization reversal in the present magnetic/BiFeO 3 heterostructure.
Optimizing macroscopic effective magnetoelectric coupling coefficient. Computational screening of the optimum size, shape, topology of a macroscopic structure for a desirable property or a set of desirable properties (i.e., structural optimization) is a wellestablished methodology in engineering design. 75 For example, computers can find the optimum hole size (the design variable) of a load-bearing flywheel that leads to minimum weight (the property, or objection function) under the condition that the peak stress is below a threshold value (constraint). Recent advances in computational screening of the optimum crystal atomic structure for a desirable property 76 represent the microscopic analog of such an optimization problem. At the mesoscale, one can evaluate the effective material properties of a given microstructure through, for example, computational homogenization 77 (which typically applies best to materials with periodic structures) and effective medium theories. 78 However, the inverse problem of identifying the optimum materials microstructure for desirable properties is more challenging mainly due to the complexity of the microstructure data. Such microstructural optimization bridges the gap between the macroscopic structural optimization and the microscopic atomic structure optimization, thus is critically important for the entire hierarchy of computational materials design. 79 In the field of magnetoelectric heteorstructures, effective magnetoelectric coupling coefficients have been evaluated or predicted by effective medium theories, 80 87, 88 and by phase-field simulations. [89] [90] [91] [92] [93] [94] Note that phase-field method can predict the co-evolution of the microstructure (grain/domain structure) and its corresponding effective (linear 89, 92 and nonlinear) 90, 91, 93, 94 magnetoelectric coupling coefficients under externally applied fields. Notably, Ni et al. 89 proposed a phase-field method to identify the optimum phase morphology in piezomagnetic-piezoelectric composites that lead to a maximum linear direct magnetoelectric coupling coefficient.
Predicting new types of magnetoelectric coupling Predictive computational modeling is a key component in computational materials design. A predictive model is typically established based on our fundamental understanding of the physics and chemistry of a system, and can generate data from which a statistically correct predictive model may be established through machine learning. A statistically correct predictive model can produce the desirable outcomes much more quickly than computations based on a physical or chemical model especially when the system size is large, and thus may accelerate materials discovery. In fact, using machine learning to discover statistically correct predictive model from quantum computations data has been explored since the year 2003. [95] [96] [97] [98] [99] [100] [101] [102] [103] Furthermore, a statistically correct predictive model can also be discovered from high-quality experimental data. More discussions of such datadriven computational materials design (the bottom layer in Fig. 1 ) will be given in the last section of this paper. In the present section, we will discuss three examples showing how computation-based physical models have been utilized to predict new types of magnetoelectric coupling in a magnetoelectric heterostructure.
Magnetoelectric coupling via polarization-reversal controlled interface chemical bonding. Electrically reversing the spontaneous polarization in a tetragonal BaTiO 3 would switch the Ti atoms slightly displaced from the centers of the Ti-O octahedron in one direction to the opposite direction. Using first-principles calculations, Duan et al. first explored how such an ionic displacement influences the magnetism at an Fe/BaTiO 3 interface. 104 The most stable (lowest energy) interface structure is identified as a TiO 2 -terminated interface with the interface O atoms sitting collinearly above the Fe atoms (see schematic in Fig. 5a that illustrates a (Fe 2 ) 9 -TiO 2 -(BaO-TiO 2 ) m supercell). An upward polarization moves the Ti atom towards the Fe atoms, leading to a shorter Fe-Ti bond length. As a result, the Ti atom in the very first TiO 2 layer neighboring the Fe layer exhibits an enhanced magnetic moment, as shown in the left image in Fig. 5b . Conversely, a downward polarization displaces the Ti atoms away from the Fe atoms. The longer Fe-Ti bond length reduces the magnetic moment of the Ti atom (see the right image in Fig. 5b ).
These predictions were corroborated by later experimental observations. 105, 106 Firstly, in an ultrathin BaTiO 3 film grown on a Fe(001) single crystal, the predicted Fe-TiO 2 -BaO-TiO 2 interface structure was confirmed experimentally by Meyerheim et al. 105 Secondly, in a Fe/BaTiO 3 /(La 2/3 Sr 1/3 )MnO 3 all-film heterostructure, the atomically resolved scanning transmission electron microscope image of the Fe/BaTiO 3 interface suggests a possible Fe-FeO-TiO 2 -BaO-TiO 2 interface structure. 106 Although such interface structure may be different from the prediction, X-ray resonant magnetic scattering measurements indicate that appreciable magnetic moments arise from the interfacial Ti and O atoms. 106 In the case of such interface bonding mediated magnetoelectric coupling, the change of magnetic signals arises mainly from one or two atomic layers at the interface. Furthermore, this mechanism requires the use of ferroelectric oxides where ferroelectricity is due to the off-center shift of the transition metal cation, e.g., BaTiO 109 By comparison, magnetoelectric coupling enabled through electrically modulated spin-polarized charge densities (all dielectric materials are in principle applicable, see Fig. 2a ) is less sensitive to the details of interface bonding configuration, and has an effective length typically on the order of the spin-dependent screening length (l sc ) of the magnet.
Magnetoelectric coupling via electrically induced interface magnetic phase transitions. This type of magnetoelectric coupling is based on the electrically induced ferromagnetic-to-AF phase transition that occurs strictly within one or two monolayers of the magnetic layer at the magnetic/ferroelectric interface [110] [111] [112] [113] [114] (see schematic in Fig. 6 ). Thus it is different from existing reports of electrically shifting the critical temperatures of bulk magnetic phase transitions in magnetoelectric heterostructures. These bulk magnetic phase transitions include ferromagnetic-paramagnetic transitions (that is, electrically tuning Curie Temperature), 61, [115] [116] [117] [118] [119] [120] [121] superparamagnetic-ferromagnetic transitions (electrically tuning Blocking temperature), 122 electronic phase separations, 123 and Verwey transitions.
124 Table 1 summarizes a partial list of existing reports 61, [110] [111] [112] [113] [114] [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] on the electric-field control of magnetic phase transitions in magnetoelectric heterostructures.
Burton and Tsymbal 112 first predicted, through first-principles calculations, such magnetoelectric coupling at the interface of a doped manganite, La 1-x A x MnO 3 (LAMO, A = Ca, Sr, Ba), and a BaTiO 3 ferroelectric. It is commonly accepted that magnetic phase states and electronic behaviors of LAMO are sensitive to the electron hole concentration. Such carrier concentration can be controlled through chemical doping and electric-field effect. Given that the depletion/accumulation of polarization charges can electrostatically modulate the electron hole concentration in the adjacent LAMO across the interface, it is possible to electrically toggle the interface magnetic phase state between two ground states that have similar energy levels.
Such an electrically induced interface magnetic phase transition has been successfully utilized to interpret the polarizationreversal-induced change in the atomic magnetic moment of Mn x+ in a La 0. 111 experimentally demonstrated that polarization reversal can suppress or restore the magnetization of the interfacial FeO x layer, while barely affects the magnetization in the bulk region of Fe. To our knowledge, this is so far the most direct evidence for an electrically induced interface magnetic phase transition.
Searching for new magnetoelectric coupling in superlattices.
Rationally designed superlattices can also enable the discovery of new types of magnetoelectric coupling. [125] [126] [127] [128] For example, in superlattices of cation ordered perovskites (ABO 3 ) 1 /(A'BO 3 ) 1 that exhibit antiferroelectric displacements in both of the constituting layers, Rondinelli and Fennie 125 used DFT calculations to reveal an octahedral-tilt induced spontaneous polarization. Because the octahedral tilt is also coupled with magnetization in perovskites, 129 Rondinelli and Fennie envisaged that the polarization can be coupled with magnetization through the octalhedral tilt in such perovskites superlattices. This prediction is supported by a recent work by Xu et al., 126 who demonstrated an electric-field-driven magnetization switching in a (BiFeO 3 ) 1 /(NdFeO 3 ) 1 superlattice using effective Hamiltonian calculations.
Furthermore, Puggioni et al. 127 predicted the coexistence of ferroelectricity and magnetism in a (LiOsO 3 ) 1 /(LiNbO 3 ) 1 superlattice through a combination of DFT calculations and dynamic mean-field theory. The superlattice geometry can enhance the degree of electron-electron correlation in a nonmagnetic polar metal (LiOsO 3 here) to an extent that the polar metal would transform into an insulator through Mott transitions, leading to the emergence of a robust ferroelectric polarization. The enhanced electron-electron correlation also localizes electron spins such that magnetic ordering appears. It will be interesting to quantitatively investigate the magnetoelectric coupling in this system and polar metals 130 in general. Most recently, Mundy et al. 128 experimentally discovered the coexistence of ferroelectricity and magnetism at room temperature in a (LuFeO 3 ) 9 /(LuFe 2 O 4 ) 1 superlattice. The principle is to drive the ferrimagnetic LuFe 2 O 4 into a simultaneously ferroelectric state through the rumpling (specifically, trimer lutetium distortions, which can be seen from high-resolution electron microscopy images) imposed by neighboring LuFeO 3 . This principle is supported by two facts predicted from DFT calculations. First, the LuFe 2 O 4 exhibits an antiferroelectric ground state and a ferroelectric metastable state exhibiting a slightly higher energy. Second, the rumpling is only allowed in the ferroelectric state. Of particular interest, a significant electric field control of Designing magnetoelectric heterostructures for optimum device performances In this section, we will discuss how computational modeling tools such as phase-field method can be utilized to optimize the performances of a magnetoelectric device prototype by designing the magnetoelectric heterostructures.
Design for electric-field-driven 180°magnetization switching. In magnetoelectric random access memories (MeRAM, see a relatively comprehensive literature survey in ref. 12 ), a magnetization vector is switched with an electric field rather than a current, thus dissipating much less energy. A 180°magnetization switching is common in conventional magneteoresistive random access memories but challenging in MeRAM, because applying a timeinvariant electric field cannot break the symmetry and usually leads to an at most 90°magnetization switching. If a MeRAM element integrates a magnetoresistive multilayer such as a magnetic tunnel junction, a 90°switching will only yield approximately half of the maximum resistance change 131 and therefore relatively small signal-to-noise ratio. It is therefore imperative to achieve a full 180°magnetization switching in MeRAM elements to make the latter more competitive among all emergent technologies of random access memories.
There exist experimental reports of achieving electrically driven 180°magnetization reversal in a MeRAM element by simultaneously utilizing an ultrafast electric-field pulse and a static magnetic field, 132, 133 or a 180°net magnetization reversal in a MeRAM element based on a two-domain-variant BiFeO 3 film. 49 However, a purely electric-field-driven 180°magnetization switching has not yet been experimentally demonstrated. Below we will briefly discuss three different computationally designed approaches towards this goal. Note that these approaches are based on a rational design of the size, shape, and control conditions of magnetoelectric heterostructures. They do not invoke any new magnetoelectric coupling mechanisms beyond those discussed in last section.
The first approach exploits the charge-mediated electric field control of interlayer exchange coupling (IEC) in a ferromagnetic/ non-magnetic/ferromagnetic trilayer on a ferroelectric underlayer (see schematic in Fig. 7a ). It is well accepted that the IEC can be switched between a ferromagnetic type (parallel magnetization The thickness of the magnetic layer is indicated (in the unit of nanometer) for experimental works NPs Nanoparticles, MIT metal-insulator-transition, IMPT interface magnetic phase transition (ferromagnetic-antiferromagnetic transition herein), XMCD X-ray magnetic circular dichroism, MOKE magneto-optical Kerr effect, XANES X-ray absorption near edge spectroscopy
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configuration) and an AF type (antiparallel) by tuning the thickness of the non-magnetic space layer. 134 Fechner et al. 109 explored the possibility of using an electric field to toggle the IEC type via polarization-reversal controlled interface chemical bonding. Using a PbTiO 3 /Fe 1 /Au T /Fe 1 heterostructure as an example (where subscript 'T' indicates the number of monolayers), their first-principle calculations indicate that the electric-field-induced polarization reversal can transform the IEC type when T = 1 and 4 (see plot in Fig. 7a ). Such a transformation of IEC type should lead to a purely electric-field-driven 180°magnetization switching in the Fe monolayer adjacent to the PbTiO 3 . An earlier report by Zhuravlev et al. 135 exploited a similar approach to achieve electrically controlled IEC in a ferromagnetic/ferroelectric/ferromagnetic trilayer.
The second approach is based on the strain-mediated electric field control of magnetism in a geometrically engineered nanomagnet fabricated on a piezoelectric layer. It has been theoretically demonstrated that applying a suitable sequence of uniaxial normal strain near the pre-existing magnetic easy axis of a singledomain magnet can rotate the magnetization vector in a deterministic manner and achieve a 180°magnetization switching. 136, 137 However, these proposals rely on the use of either a rotating piezostrain, 136 or a single-crystal magnet that shows two mutually perpendicular magnetic easy axes due to a four-fold magnetocrystalline anisotropy. 137 Recently, it has been shown that two pre-existing and mutually perpendicular magnetic easy axes can also appear in a flower-shaped magnetic nanodot with a fourfold shape anisotropy, 138 or in a square-shaped magnetic nanodot 139 with a four-fold magnetic configurational anisotropy 140 (see schematic in Fig. 7b ). Using micromagnetic phasefield simulations, it was further shown that applying a bipolar 138 or unipolar 139 piezostrain pulse along the y-axis can switch the magnetization by 180°through two consecutive clockwise 90°m agnetization switching (see the arrows in Fig. 7b ). Compared to previous schemes, 136, 137 these geometrical design based schemes enable greater design flexibility such as a wider range of materials selection and readily tunable angle between the applied piezostrain and the pre-exiting magnetic easy axes.
The third approach exploits the dynamics of strain-mediated electrically controlled magnetism. This scheme for the 180°m agnetization reversal also occurs in two steps. As an example, we consider a heterostructure consisting of a 1.1-nm-thick elliptical-cylinder-shaped CoFeB magnet with PMA 141 on a piezoelectric thin film (see schematic in Fig. 7c ). The first step is to apply a nanosecond-long voltage pulse to the piezoelectric (based on an electrode configuration proposed by Cui et al., 142 also sketched in Fig. 7c) , generating a nanosecond-long pulse of local strain on the piezoelectric film surface that can temporarily rotate the perpendicular magnetic easy axis of the CoFeB to its in-plane long axis. This will induce a precession motion of the upward magnetization vector about the latter (i.e., from point 1 to 2 in Fig. 7c) . Note that such local surface strain can rise and fall quickly enough (down to sub-nanosecond according to simulations) 143 to rotate the magnetic easy axis promptly. The second step is to remove the strain when magnetization possesses a negative outof-plane component. The magnetization will then precess about the re-established perpendicular easy axis before eventually achieving equilibrium along the downward direction via damping (from point 2 to 3 in Fig. 7c) . A 180°switching is now completed. Building on previous schemes that involve the use of a static magnetic field, 132, 133, 144 this scheme for purely electrically controlled 180°perpendicular magnetization switching has been first demonstrated by micromagnetic phase-field simulations 145 and then by other computational models. 146, 147 This scheme has also been adapted to realize a purely electric-field-controlled 180°i n-plane magnetization switching in a 4-nm-thick CoFeB nanodot. 143 Design for electric field driven fast magnetic domain-wall motion. Dynamics of magnetic domain-walls is another topic of great technological importance for applications. A familiar example is a magnetic domain-wall racetrack memory, 148 which is based on a current-induced fast magnetic domain-wall motion in a magnetic nanowire. However, it would be much more energy-efficient to drive 109 Strain-mediated electric-field-driven 180°magnetization switching in b a flower-shaped or a square-shaped nanomagnet fabricated on a piezoelectric bottom layer (substrate or film) via two consecutive 90°magnetization switching (see the arrows), adapted with permission, 138, 139 and c an elliptic cylindrical nanomagnet on a piezoelectric film via precessional magnetization switching (see one possible spatial magnetization trajectory on the right), adapted with permission. 145 the motion of magnetic domain-walls with an electric field rather than a current. Electric-field-driven magnetic domain-wall motion has been demonstrated experimentally in a number of magnetoelectric heterostructures, [149] [150] [151] [152] and computationally in a peculiar heterostructure consisting of a magnetic nanowire sandwiched by a Si bottom substrate and a Pb(Zr,Ti)O 3 (PZT) top film. 153 However, none of these reports have demonstrated an average magnetic domain-wall velocity exceeding 100 m/s, a speed comparable to that of current-driven magnetic domain-wall motion.
Recently, a scheme has been proposed 154 to achieve a fast (>100 m/s) electric-field-driven magnetic domain-wall motion by computationally designing the dimension, geometry and control condition of a magnetoelectric heterostructure. Figure 8a shows the key components of the proposed magnetoelectric heterostructure that comprises of a ring-shaped nanomagnet (amorphous Co 40 Fe 40 B 20 ) grown on top of a piezoelectric disk (polycrystalline PZT). Four pairs of top electrodes and an electrically grounded bottom electrode are utilized to generate uniaxial piezostrains sequentially along the I-I, II-II, III-III, and IV-IV axes. In Fig. 8a , identical voltages of 1.1 V are applied to electrode pair I-I. Figure 8b and 8c present the corresponding top-view distribution of the uniaxial piezostrain (ε p = ε y′y′ −ε x′x′ ) along the I-I axis (y′-axis) and the 3-D electric field distributions, respectively. Further application of identical voltages to electrodes II-II can generate ε p along the II-II axis, and so on. The shape and dimension of the top electrodes (design variables) have been optimized in such a way that one can get a maximum average piezostrain within the central circle of the PZT surface under a given driving voltage (the objective function of design), under the constraint that the maximum local electric field must be smaller than the dielectric breakdown threshold of PZT film.
According to micromagnetic phase-field simulations, the sequential uniaxial piezostrains along the above-mentioned four axes can drive a unidirectional circulation of two magnetic domain-walls in the ring magnet, a feature that has potential applications as magnetoelectric memories or motors. 154 Shown in Fig. 8d is a transverse-type magnetic domain-wall structure that possesses the highest strain-controlled magnetic domain-wall mobility (objective function) among all six different types of magnetic domain-wall structures (see Fig. 8e ). As further shown in Fig. 8f , engineering the dimension of the ring magnet (design variable) can control the type of domain-wall structure. However, the following two design constraints, both of which are relevant to the ring dimension, need to be imposed during optimization. First, the degree of strain relaxation must be kept at a reasonable low value. Second, the thermal stability of the magnetic domain-wall structure must be sufficiently high.
The white sphere in Fig. 8f marks the ring dimension used in Figs 8a-d. This is an optimum ring dimension (identified via micromagnetic phase-field simulations) that results in high straincontrolled magnetic domain-wall mobility under a low driving voltage. High magnetic domain-wall mobility leads to high domain-wall circulation speeds (up to 500 m/s) and therefore fast device responses. Low driving voltage is important to achieving low energy dissipation. In the present design, the energy dissipation (~0.2 fJ per 180°magnetic domain-wall circuit) is approximately three orders of magnitude smaller than the case using a spin current as the driving stimulus (~0.2 pJ). Table 2 summarizes the design variables, objective functions, and the design constraints used in designing the electrode structure and the dimension of magnetic nano-ring.
It is also worth noting that further optimization of the device performances is possible (i) by varying other design variables, including for example the edge roughness of the ring magnet, the microstructure of the PZT, and the magnetic/piezoelectric interface structure; and (ii) by searching for or employing magnetic materials with better magnetoelastic responses and piezoelectric materials with better electromechanical responses. Optimizing the domain-wall structure (see a transverse wall structure (type i) in d) for maximum strain-controlled domain-wall mobility (results are summarized in e) in a ring-shaped nanomagnet, under the constraints that the thermal stability is sufficiently high (>40) and that the degree of strain relaxation in the magnetic nano-ring is sufficiently low (<30%). The dimension of the nano-ring determines the configuration and the thermal stability of domain-wall structure, and the degree of strain relaxation as well, adapted with permission 154 Understanding and designing magnetoelectric heterostructures J-M Hu et al.
Remaining questions
In above sections, we discussed how computational methods have been utilized to guide the understanding of magnetoelectric coupling mechanisms, the experimental discovery of new types of magnetoelectric coupling, and the design of magnetoelectric heterostructures for achieving optimum device performances. Below we will first discuss some remaining questions concerning magnetoelectric heterostructures. Some of these questions could be addressed by employing a data-driven computational materials design approach. A perspective on this new paradigm will then be given.
Microscopic origins of magnetoelectric coupling mechanisms.
Despite extensive experimental and theoretical efforts, a thorough microscopic understanding of the magnetoelectric coupling mechanisms is still lacking. We believe this is one of the two most immediate questions that need to be addressed, which includes at least two aspects as discussed below. First, several mechanisms have been suggested for the converse magnetoelectric coupling in the Fe/BaTiO 3 heterostructure, including the electrically controlled interface chemical bonding, 104 spin-polarized charge densities, 24 interface magnetic phase transition, 111 and strain. 155 In the case of relatively thick magnetic films, both theories 36 and experiments 156, 157 have demonstrated that the strain mechanism should dominate. However, this conclusion was complicated by the observation of strong charge-mediated magnetoeletric coupling by Jedrecy et al. 158 in a bilayer thin-film heterostructure Co (40 nm)/BaTiO 3 (17 nm), which was explained using a recent theory proposed by Jia et al. 159 The theory suggests that the effective length of chargemediated magnetoelectric coupling can reach tens of nanometers in thickness through a spiral arrangement of interfacial spin densities, well transcending the spin-dependent screening length (~1 nm). In the case of ultrathin magnetic films, it remains unclear under what conditions a particular interface-based mechanism would be dominant.
Second, there are at least two fundamental questions regarding the converse magnetoelecric coupling based on electric field modulation of the degree of interfacial oxidation: How does the interfacial oxide layer influence the magnetic anisotropy of the metal? How to understand the scale of such interfacial-oxidationmediated converse magnetoelectric coupling? For the first question, let us consider a Fe/FeO x /MgO interface. As seen from the DFT calculations in Fig. 3c , the degree of Fe oxidation can significantly influence the magnetocrystalline anisotropy because the Fe-O orbit hybridization can significantly alter the d-band occupation. 66 These calculations do not, however, include how the magnetic property of the interfacial FeO x layer influences the magnetic anisotropy. In fact, the interfacial FeO x layer was considered to be responsible for the experimental observation of exchange bias at the Fe/MgO interface, 160 and it was also shown that a higher oxygen concentration (x) generates a larger exchange bias. 160 Thus, electrically modulating the degree of interfacial oxidation may alter magnetic anisotropy through the modulation of d-band structure or/and exchange bias. But it still remains unclear whether both mechanisms (interfacial oxidation and exchange coupling) coexist, and if so, what would be the weight of these two mechanisms. DFT calculations of the interface spin structure under different degrees of interfacial oxidation may provide some insights into this question. However, this can be computationally expensive or possibly formidable in some cases (see the discussion related to Fig. 3) . The second question is related to the first one. If the exchange coupling dominates, then the scale should be comparable to the exchange length (typically below 10 nm 60 ), otherwise the scale should be comparable to the thickness of the interfacial oxide (FeO x or CoO x ) monolayer (below 0.2 nm) 160 . As a further complication, in a Co/GdO x /AlO x magnetoelectric heterostruture where the Co film is relatively thick (15 nm), a very recent study by Gilbert et al. 29 revealed that the interfacial oxidation mechanism can remain active through the entire Co film, not limited to the interface region.
Role of microstructure in magnetoelectric coupling. In addition to understanding the microscopic origins of magnetoelectric coupling mechanisms, we believe the other most immediate question is to understand the role of microstructure in magnetoelectric coupling. So far both experimental 161 and modeling 93 works have demonstrated that modulating magnetic domain structure can significantly enhance the direct magnetoelectric coupling. With regard to converse magnetoelectric coupling, experiments have shown that a domain-engineered BiFeO 3 film can enable an electric field driven 180°net magnetization reversal. 49 In the future, more efforts are required to understand the role of extended defects (dislocations, grain boundaries, domain walls, antiphase boundaries, etc.) in magnetoelectric coupling. There are other important questions, which includes: (i) How to design and obtain novel ferroic domain structures (e.g., polar vortices 162 and magnetic skyrmions) 163 in magnetoelectric heterostructures to achieve new types of magnetoelectric coupling effects? (ii) How to understand and control the dynamics of ferroic domains in magnetoelectric heterostructures upon the application of ultrafast (e.g., electrical, acoustic, optical) stimuli?
Addressing the questions requires closed-loop efforts between theory, multi-scale computational modeling (especially the combination of atomic-scale calculations with microstructure modeling), and experiments that can provide feedback to the theory and modeling. Meanwhile, if the parameter space is too large to accurately predict using computation-based physical or chemical models, and if there are available large experimental data sets with known inputs (materials, geometries, operation conditions, etc., denoted as x) and explicitly given output (e.g., the dominant magnetoelectric coupling mechanism in a magnetoelectric heterostructure, denoted as y), it is possible to generate a statistically correct predictive model (i.e., a target function that relates x to y) by understanding the data with machine learning. 164 In this regard, it is possible to computationally generate a statistically correct answer to a question; see more discussions in the next section.
Perspectives on data-driven computational design of magnetoelectric heterostructures Data-driven computational materials design, different from the previous two paradigms (see Fig. 1 ), do not necessarily rely on a Table 2 . Design parameters for the magnetoelectric device prototype based on the voltage-driven magnetic domain-wall motion (see Fig. 8 )
Design variables
Objective functions Behavior constraints Shape and dimension of electrodes Piezostrain Maximum local electric field
Dimension of nanomagnet Strain-controlled magnetic domain-wall mobility
Degree of strain relaxation, thermal stability of magnetic domainwall structure
The terminologies in the first row follow those utilized in classical structural optimization problems. 75 Understanding and designing magnetoelectric heterostructures J-M Hu et al.
computational-based physical or chemical model to understand/ predict the relationship between the properties and the atomic structures or microstructure of a materials. Rather, it relies on highquality databases of atomic structures, microstructures, and properties of materials and employs big-data approach (which in general refer to machine learning, decorrelation, clustering and visualization techniques) 7 to mine these databases for the purpose of creating predictive models and design principles.
Big-data approach (notably machine learning) has been widely utilized in many aspects of our everyday life (e.g., web searches, content-based filtering in online social networks, and recommendations on e-commence and video-streaming websites), and in some scientific disciplines such as biosciences, 165, 166 astronomy, 167 and particle physics, 168 its application to the field of materials science and engineering, however, is still an emergent area. Specifically, although big-data approaches have been utilized to discover predictive models and design principles from the data of atomic structures and corresponding responses generated by quantum computations, [95] [96] [97] [98] [99] [100] [101] [102] [103] structural and functional imaging data obtained by scanning probe microscopy, 1, 169-171 X-ray diffraction data, 172, 173 and even data from archived laboratory notebooks, 174 they have been rarely used to understand and harness the data of materials microstructure and properties generated by mesoscale materials modeling. We believe that the latter will offer opportunities as many as (and possibly larger than) what integrating big-data approaches with quantum computations have brought and will bring.
In this section, as a starting point for building a database, we compile a relatively comprehensive experimental dataset on the coefficients of converse and direct magnetoelectric coupling in different magnetoelectric heterostructures (see Figs 9 and 10 and  correspondingly in Tables 3a-3d and Tables 4a-4e ). Given the enormous amount of publications in this field, it is likely that some important data might be missing. Nevertheless, this dataset is a good starting point: we will be updating it constantly. Interested readers are encouraged to contact us with new data or/and remind us of the important missing data points. We hope this experimental dataset can provide a basis for the data-driven computational design of magnetoelectric materials. A perspective on this new paradigm will be given following the dataset discussion.
Experimental dataset on the converse and direct magnetoelectric coupling coefficients. Figure 9a shows the magnitudes of both the applied electric field (E) and the resultant magnetization change (μ 0 ΔM = μ 0 (M(E)−M(E = 0))) extracted from a number of experimental reports that cover the converse magnetoelectric coupling enabled through electrically modulated spin-polarized The thickness of the magnetic layer is indicated (in the unit of nanometer) ΔK s denotes the magnitude of voltage-controlled magnetic anisotropy; '@Remanece' indicates that we calculated ΔM using the values of remanent magnetization (M r ) in a magnetic hysteresis loop measured with or without E, i.e., ΔM = M r (E)−M r (E = 0) a The magnitude of ΔK s embodies the strength of magnetoelectric coupling. Given that the magnitudes of α E-0 and ΔK s-0 are both available in a similar heterostructure reported by Endo et al. (ref. 175) , the magnitude of α E in the present work can be estimated by using the heterostructure as an reference, i.e., α E = (ΔK s /ΔK s-0 ) × α E-0 b α E in this work was estimated using a similar procedure described in note a, but using a reference hetorostructure reported by Table 3b . Converse magnetoelectric coupling mediated by electrically modulated degree of interfacial oxidation, also known as 'magneto-ionic'
control of magnetism according to Beach et al. 28 Heterostructure [49] [50] [51] 56 or/and transfer of electricfield-induced strains. 37, 38, 41, 116, [180] [181] [182] [183] [184] [185] [186] [187] [188] [189] [190] [191] [192] We term these four types of converse magnetoelectric coupling mechanisms as 'charge densities', 'interfacial oxidation', 'exchange coupling', and 'strain transfer', respectively. Note that the change of magnetization (ΔM) can be global (that is, average of an entire heterostructure), which can be measured directly using, for example, a superconducting quantum interference device or indirectly from the Hall transport measurement; the ΔM can also represent the magnetization change within a local surface area (precisely, including surface regions within the probe depth) of the sample, which can be measured through various magnetic domain imaging techniques (see a summary in ref. 12 ). Details of the characterization techniques and conditions for the data points in Fig. 9a can be found in Tables 3a-d. Figure 9b displays the thickness of the magnet corresponding to the experimental reports in Fig. 9a .
The upper left region of Fig. 9a suggests heterostructures with relatively strong magnetoelectric coupling. This region is occupied by magnetoelectric heterostructures that exhibit the 'strain transfer' mechanism, including so far the largest magnetoelectric coupling coefficient of about 1.6 × 10 −5 s/m reported in a FeRh/ BaTiO 3 heterostructure. This gigantic magnetoelectric coupling has been achieved at 385 K (above room temperature) mainly through strain-mediated electric-field-driven ferromagnetic to AF phase transition in FeRh. 192 The data points in Fig. 9a reveal that the converse magnetoelectric coupling enabled through 'exchange coupling' > 'interfacial oxidation' > 'charge densities', and that in general the converse magnetoelectric coupling enabled through 'strain transfer' > 'exchange coupling' except three data points. For practical magnetoelectric device applications, other attributes such as energy consumption (goal: down to SQUID superconducting quantum interference device, PEEM photoemission electron microscopy, Py Permalloy '@H bias ' indicates that the magnetization change is experimentally recorded in the presence a static bias magnetic field a Magnetoelectric field cooling: the sample was exposed to both a static magnetic field and a static electric field during cooling b This is so far the only experimental work that demonstrates (via XMCD-PEEM) a purely electric-field-driven 180°switching of net magnetization. We estimated the magnitude of α E in this work by assuming a 180°magnetization switching in a single-domain magnet, i.e., α E = 2μ 0 M s /E c , where M s represents the saturation magnetization and E c denotes the ferroelectric coercive field 
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'Longitudinal' and 'transverse' indicate that the testing magnetic fields (including both the bias H DC and the driving H AC ) are applied parallel and perpendicular to the orientation of electric polarization, respectively. '3-3' type connectivity of composites suggests a random mixture of grains of the two constituent phases; '3-0' type connectivity indicate a (e.g., piezoelectric) matrix ('3') with embedded (e.g., magnetostrictive) particles.
the level of attoJoule per unit per driving voltage), operation speed (goal: from GHz to THz), reliability (>10-year service life), and compatibility of the constituent materials with existing technological platforms would also need to be considered. ) in particulate composites, [193] [194] [195] [196] [197] [198] [199] [200] [201] [202] [203] [204] horizontal heterostructures, 161, and vertical heterostructures 230, 231 (see details in Tables 4a-e). The α HV is usually measured by detecting the output voltage induced by an externally applied DC bias magnetic field (H DC ) and a co-axial AC driving magnetic field (with a frequency f AC ). 232 Applying these TDE Terfenol-D/Epoxy medium a The α HV was obtained indirectly by measuring the piezoresponse displacement loop (using piezoresponse force microscopy) with or without applying an inplane DC magnetic field, and therefore represents the local magnetoelectric response rather than a global one from macroscopic measurements Fig. 10a ) will enable high detection sensitivity to weak and low-frequency magnetic fields. Such ability allows us to potentially utilize magnetoelectrics-based magnetic field sensors for biomedical diagnosis, because magnetic fields generated from the electrical activity of human organs are typically weak (10 fT-1 pT, 233, 234 ), and exhibit low frequency (10 . Moreover, high α HV under low or zero H DC is also beneficial to enhancing the detection sensitivity, because a low H DC will significantly reduce the cross-talk among neighboring sensor elements 15 and thereby reduce the noise level. As shown in Fig. 10b , most of the current experiments utilize a relatively low magnetic field (below 1 kOe). Notably, a large α HV of about 430 V cm −1 Oe −1 (see the inset of Fig. 10b ) has been observed under H DC = 0 Oe and f AC = 700 Hz in an exchange-biased FeCoSiB/AlN all-film horizontal heterostructure. 161 Finally, we note that the most immediate challenge of applying magnetoelectic heterostructures to biomedical diagnosis is to enhance the α HV at 0 < f AC < 1 Hz, for which there have been no existing experimental reports (see Fig. 10a ).
Data-driven computational materials design incorporating materials microstructures. In this section, we will briefly discuss three essentials for a data-driven design of materials microstructure for optimum materials properties, including training and test datasets of microstructure (inputs) and corresponding properties (outputs), microstructure data generation, and machine learning models. As shown in Fig. 11 , we propose to utilize a machine learning model (e.g., a feedforward neural network plus backpropagation 235 ) to discover a predictive model from the training datasets of microstructure and corresponding properties. The test dataset will be utilized to measure the performance of the predictive model on new microstructures that have never appeared during training. The predictive model is not built on any fundamental principles of physical or chemical processes, yet it is statistically correct and can be utilized to automatically evaluate the properties of newly generated microstructures until the microstructure yielding optimum properties is identified. Note that the machine learning model described above represents a typical example of supervised learning, 164 because the inputs and outputs are explicitly defined and because the machine learning model is trained solely based on the inputs. This is different from an unsupervised learning, which aims to cluster datasets that have no predefined inputs and outputs and build learning models from all clustered datasets such that a casual relation may be discovered in higher levels of abstraction. Unsupervised learning typically exhibits lower statistical accuracy than supervised learning in making predictions especially when there exist multiple ways of clustering datasets, however, it often suits better for understanding datasets with complex causal relations. 236 High-quality (e.g., low uncertainty and free of outlier features) training and test datasets of microstructure (inputs) and properties (outputs) are the foundations for building a predictive model of high statistical accuracy. These data can be obtained experimentally through structural and functional imaging based on scanning and electron microscopies. 7, [169] [170] [171] For example, a conductive atomic force microscope has been utilized to map both the topography and corresponding local conductivity of a Co 2 Fe 2 O 4 -BiFeO 3 thin-film vertical magnetoeletric composite. 170 Notably, employing the big-data approach to understand and harness high-resolution structural and functional imaging data allows us to register the two, such that structural and functional data for each spatial location can be obtained (see a detailed discussion in ref. 1). In addition, a mesoscale computation-based physical or chemical model can be utilized to clean the imaging data by reducing noise and eliminating outliers (if any). For instance, one can reconstruct 3D electron backscatter diffraction data of grain orientations using data processing tools such as DREAM.3D, 237 and then convert the format of the reconstructed data in such a way that the data can be inputted into a phase-field model of 3D grain growth. 238 After evolving the inputted 3D grain structure for a few time steps, the noisy regions could become clearer and outliers should quickly disappear. Furthermore, a mesoscale computation-based physical or chemical model, once validated and refined based on feedback from experiments, can be directly used to generate the desirable datasets of materials microstructures and properties. Note that a publically available online database of materials microstructures and corresponding properties is still lacking. 6 Microstructure datasets that have never appeared in training and test datasets will be the input of a tested predictive model (see Fig. 11 ). Microstructure data can have many tags due to the great complexity of microstructure. For example, describing the microstructure of a magnetic/ferroelectric heterostructure in 3D needs multiple variables, which may include the morphological distributions of (i) two constituent phases η i (i = 1,2), (ii) local magnetization M j (j = 1,2,3) (magnetic domains), (iii) local polarization P k (k = 1,2,3) (ferroelectric domains), and (iv) grain orientations θ lm (l = 1,2, m = 1,2,3…n) (grain structure, the subscript 'l' is an Fig. 11 Envisioned scheme of data-driven computational materials design at the scale of microstructure enabled by supervised machine learning. Training and testing datasets consist of structural and functional imaging data for each spatial location. These data can be obtained through scanning and electron microscopies, where deep-learning imaging recognition can be used to rapidly acquire imaging data and register the structural and functional imaging data. These data can also be obtained through a physical or chemical model. The machine learning model, typically consisting of a neural network and a learning algorithm, aims to discover a statistically correct predictive model from the training datasets. Once passing the test with test dataset, the predictive model can be utilized to predict the materials properties of a newly generated microstructure (see orange arrow), and inversely, identify a microstructure that produces optimum properties (see blue arrow). Phasefield method is one of the best-suited computational tools to generate these microstructures (e.g., the domain and grain structure in an polycrystalline nanomagnet) for all types of solid-state materials ranging from metals to ceramics and to soft materials indicator for the ferroelectric or magnetic phase, while subscript 'm' indicates the number of different crystallographic orientations) or texture. Therefore it may at least require the use of a total of 13 (=3 + 2 + 3 + 3 + 2) tags to describe all microstructural features in one dataset. And all these microstructural features can contribute to the magnetoelectric coupling.
These input microstructural data can be generated by computational methods. For example, one can generate polycrystal structures via voronoi tessellations, morphological distributions of two-phase composites using random packing, 239 and all types of above-mentioned microstructures using phase-field method. 240 We believe using phase-field method to generate microstructure data is particularly advantageous mainly because of the following two reasons. First, as long as a phase-field model captures the essential thermodynamic and kinetic principles of microstructure formation, microstructures generated by the model would be highly realistic (that is, be able to fabricate and observe experimentally). Second, the model can incorporate the physical interactions among different microstructural variables and may thereby lead to a more accurate prediction of the materials microstructure. For example, our micromagnetic phase-field model can predict the magnetic domain structure in a polycrystalline magnetic dot by integrating conventional micromagnetics with polycrystal anisotropy. Shown on the bottom right of Fig. 11 are the magnetic domain structures in a polycrystalline and a single-crystal magnet, both of which have a dimension of 850 nm (full length of in-plane short axis) × 2200 nm (full length of inplane long axis) × 5 nm (thickness) and a cubic magnetocrystalline anisotropy (K 1 = 0.02 MJ/m 3 , K 2 = 0, where K 1 and K 2 are the bulk anisotropy coefficients). As shown, different local crystallographic orientations in different grains can deter the local magnetization vector from aligning along the in-plane long axis.
Machine learning model has rarely been utilized to understand and harness the data of microstructures and corresponding properties as mentioned above, and has not been applied to design microstructures for optimum magnetoelectric coupling. However, several relevant attempts have been made. For example, Liu et al. 241 developed a machine learning model that can identify the suitable polygrain structures that would lead to a strong magnetostrictive coupling, which is relevant to a strain-mediated magnetoelectric coupling. In future works, magnetic domain structures, which govern the magnetostrictive coupling, should also be included in the space of design variables. More recently, Ward et al. 101 proposed a general-purpose machine learning model that enables predicting properties of inorganic materials using the training and test databases of atomic structures and corresponding properties established from DFT calculations. 242 This machine learning model may be adapted to understand the data of microstructures and corresponding properties. In particular, established microstructure-property correlation may improve the efficiency and reliability of a machine learning model. For example, it is known that ferroelectric or ferromagnetic materials with multiple coexisting phases of similar energy level may show superior piezoelectric 243 or magnetostrictive 244 properties. Both properties are important to achieving a strong strain-mediated magnetoelectric coupling. With this knowledge, we may organize the data of microstructures with coexisting multiple phases and their corresponding properties in one group, and train a predictive model separately for this group. Such confluence of our knowledge of the physical and chemistry of a material system and big-data approaches has been termed as a 'deep-data' approach. 1 Overall, the proposed data-driven computational approach of designing materials microstructure will be particularly useful when the number of design variables is too large to allow us to develop or employ a mesoscale physical or chemical model, or/and when running a physical or chemical model is computationally too expensive or formidable. However, this is a very daunting task with very few relevant existing reports. Indeed, there is still plenty of space for future work on the data-driven computational materials design at the scale of microstructure, 245 which bridges the well-established macroscopic structure design with the rapidly developing atomic-scale materials design.
