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In this paper the efficient space virtualisation for the Hoshen–Kopelman algorithm is presented.
We observe minimal parallel overhead during computations, due to negligible communication
costs. The proposed algorithm is applied for computation of random-site percolation thresholds
for four dimensional simple cubic lattice with sites’ neighbourhoods containing next-next-nearest
neighbours (3NN). The obtained percolation thresholds are pC(NN) = 0.19680(23), pC(2NN) =
0.08410(23), pC(3NN) = 0.04540(23), pC(2NN+NN) = 0.06180(23), pC(3NN+NN) = 0.04000(23),
pC(3NN+2NN) = 0.03310(23), pC(3NN+2NN+NN) = 0.03190(23), where 2NN and NN stand for
next-nearest neighbours and nearest neighbours, respectively.
PACS numbers: 64.60.ah,64.60.an,02.70.Uu,05.10.-a,89.70.Eg
Keywords: Complex neighbourhoods. Phase transition in finite-size systems. Applications of Monte Carlo
methods in mathematical physics. Parallel computations. Message Passing Interface.
I. INTRODUCTION
Percolating systems [1–5] are examples of system where
purely geometrical phase transition may be observed (see
Ref. [6] for recent review). The majority of percolating
systems which may be mapped to real-world problems
deal with two- or three-dimensional space and ranges
from condensed matter physics [7] via rheology [8] and
forest fires [9] to immunology [10] and quantum mechan-
ics [11]. However, computer simulations are conducted
also for systems with non-physical dimensions d (up to
d = 13) [12–17].
In classical approach only the nearest neighbours (NN)
of sites in d-dimensional system are considered. However,
complex neighbourhoods may have both, theoretical
[18, 19] and practical [20–25] applications. These com-
plex neighbourhoods may include not only NN but also
next-nearest neighbours (2NN) and next-next-nearest
neighbours (3NN).
One of the most crucial feature describing percolating
systems is a percolation threshold pC . In principle, this
value separates two phases in the system;
• if sites are occupied with probability p < pC the
system behaves as ‘an insulator’,
• while for p > pC the system exhibit attributes of
‘a conductor’.
Namely, for p = pC the giant component containing most
of occupied sites appear for the first time. The cluster
of occupied sites spans from the one edge of the sys-
tem to the other one (both being (d − 1)-dimensional
hyper-planes). This allows for direct flow of material (or
current) from one to the other edge of the systems. For
p > pC this flow is even easier while for p < pC the gaps of
∗ http://home.agh.edu.pl/malarz/; malarz@agh.edu.pl
unoccupied (empty) sites successfully prevent such flow
[26].
Among so far investigated systems also four dimen-
sional systems were considered [13–17]. The examples of
percolation thresholds for four dimensional lattices and
NN neighbours are presented in Tab. I.
TABLE I: The critical values of pC for various four di-
mensional lattices with NN neighbours and various site
coordination number z.
lattice z pC Ref.
diamond 5 0.2978(2) [16]
SC 8 0.196901(5) [15]
SC 8 0.196889(3) [13]
SC 8 0.1968861(14) [14]
Kagomé 8 0.2715(3) [17]
BCC 16 0.1037(3) [16]
FCC 24 0.0842(3) [16]
In this paper we
• propose an efficient space virtualisation for
Hoshen–Kopelman algorithm [27] employed for oc-
cupied sites clusters labelling,
• estimate the percolation thresholds for a four di-
mensional simple cubic (SC) lattice with complex
neighbourhoods, i.e. neighbourhoods containing
various combinations of NN, 2NN and 3NN neigh-
bours.
While the Hoshen–Kopelman method is good for many
problems— for instance, the parallel version of the
Hoshen–Kopelman algorithm has been successfully ap-
plied for lattice-Boltzmann simulations [28]—probably it
is not the best method available to find the thresholds.
One can even grow single clusters by a Leath type of
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2algorithm [29], and find the threshold where the size dis-
tribution is power-law, as has been done in many works
in three dimensions. For high-dimensional percolation,
both Grassberger [14], and Mertens and Moore [30] use a
method where you do not even have a lattice, but make
a list of the coordinates of all the sites that have been
visited, and using computer-science type of structures
(linked lists and trees, etc.) one can search if a site has
already been visited in a short amount of time. Mertens
and Moore [31] have also recently proposed an intrigu-
ing method where they use basically invasion percolation
(along with the various lists) to grow large clusters that
self-organize to the critical point. Both groups have gone
up to 13 dimensions using these methods.
II. METHODOLOGY
To evaluate the percolation thresholds the finite-size
scaling technique [32–35] has been applied. According to
this theory the quantity X(p) characterising the system
in the vicinity of critical point pC scales with the system
linear size L as
X(p;L) = L−x · F
(
(p− pC)L1/ν
)
, (1)
where F(·) is a scaling function, x is a scaling exponent
and ν is a critical exponent associated with the correla-
tion length [2].
For p = pC the value of LxX(p;L) = F(0) does not
depend on the system linear size L which allows for pre-
dicting the position of percolation threshold pC as curves
LxX(p;L) plotted for various values of L cross each other
at p = pC . Moreover, for appropriate selection also the
value of critical exponent ν the dependencies LxX(p;L)
vs.
(
(p− pC)L1/ν
)
collapse into a single curve indepen-
dently on L.
Such technique encounters however one serious prob-
lem. Namely, numerically deduced curves LxX(p;L) for
various L rather seldom cross each other in a single point,
particularly when the number of independent simulations
is not huge (see Fig. 1, where examples of dependencies
LxX(p;L) for L = 20, 40, 80 and R = 102 (symbols) and
R = 104 (lines) are presented).
The remedy for this troubles has been proposed by
Bastas et al. [36, 37] and even simplified in Ref. [38]. The
methodology proposed in Ref. [38] allows for estimation
of percolation threshold pC also for relatively low sam-
pling if the quantity X(p;L) is chosen smartly. Namely,
as X(p;L) should be chosen quantity for which scaling
exponent x is equal to zero. One of such quantity is the
wrapping probability
W (p;L) = N(p;L)/R (2)
describing fraction of percolating lattices among R lat-
tices constructed for pLd occupied sites and fixed values
of p and L, where d is a geometrical space dimension and
N(p;L) is a number of percolating lattices.
According to Refs. [36–38] instead of searching com-
mon crossing point of LxX(p;L) curves for various L one
may wish to minimise
λ(p) ≡
∑
i 6=j
[H(p;Li)−H(p;Lj)]2 , (3)
where
H(p;L) ≡W (p;L) + 1/W (p;L). (4)
The minimum of λ(p) near ‘crossing points’ of W (p;L)
curves plotted for various sizes L yields the estimation of
percolation threshold pC .
Such strategy allowed for estimation of percolation
thresholds pC for simple cubic lattice (d = 3) with com-
plex neighbourhoods (i.e. containing up to next-next-
next-nearest neighbours) with relatively low-sampling
(R = 104) [38]. Unfortunately, reaching similar accuracy
as in Ref. [38] for similar linear sizes of the system and
for increased space dimension (d = 4) requires increasing
sampling by one order of magnitude (to R = 105). This
however makes the computations times extremely long.
In order to overcome this trouble we propose efficient way
of problem parallelisation.
III. COMPUTATIONS
Several numerical techniques allow for clusters of con-
nected sites identification [27, 29, 39, 40]. Here we apply
the Hoshen–Kopelman algorithm [27], which allows for
sites labelling in a such way, that occupied sites in the
same cluster have assigned the same labels and different
clusters have different labels associated with them.
The simulations were carried out on Prometheus [41],
an Academic Computer Centre Cyfronet AGH-UST
operated parallel supercomputer, based on Hewlett–
Packard Apollo 8000 Gen9 technology. It consists of 5200
computing 2232 nodes, each with dual 12-core Xeon E5-
2680v3 CPUs, interconnected by Infiniband FDR net-
work and over 270 TB of storage space. It supports a
wide range of parallel computing tools and applications,
including MVAPICH2 [42] MPI implementation for C
and Fortran compilers and provides 2.4 PFlops of com-
puting performance, giving it 77th position on November
2017 edition of Supercomputer Top500 list [43].
A. Implementation
One of the problems encountered is high memory size
complexity of O(L4), resulting from space being a hyper-
cube growing in each direction. The memory limit on
the machines the program was run did not allow L 
120. Several solutions were put in consideration, one of
which was splitting single simulations’ calculations be-
tween nodes. In the classical version of the algorithm
there are sequential dependencies both subsequent 3-d
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 0
 0.2
 0.4
 0.6
 0.8
 1
 
0.
05
6
 
0.
05
8
 
0.
06
 
0.
06
2
 
0.
06
4
 
0.
06
6
 
0.
06
8
 
0.
07
20
40
80
L =
p
W
(p
;L
)
(d) 3NN
 0
 0.2
 0.4
 0.6
 0.8
 1
 
0.
03
8
 
0.
04
 
0.
04
2
 
0.
04
4
 
0.
04
6
 
0.
04
8
 
0.
05
 
0.
05
2
20
40
80
L =
p
W
(p
;L
)
(e) 3NN+NN
 0
 0.2
 0.4
 0.6
 0.8
 1
 
0.
03
2
 
0.
03
4
 
0.
03
6
 
0.
03
8
 
0.
04
 
0.
04
2
 
0.
04
4
 
0.
04
6
20
40
80
L =
p
W
(p
;L
)
(f) 3NN+2NN
 0
 0.2
 0.4
 0.6
 0.8
 1
 
0.
02
6
 
0.
02
8
 
0.
03
 
0.
03
2
 
0.
03
4
 
0.
03
6
 
0.
03
8
 
0.
04
20
40
80
L =
p
W
(p
;L
)
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FIG. 1: (Colour online). Wrapping probability W (p;L) vs. occupation probability p. The results are averaged over
R = 102 (symbols) or R = 104 (lines) simulations.
slices perpendicular to the axis of percolation and across
any given such slice (see Fig. 2a).
If speed is to be ignored, sequential dependencies could
be simply distributed across the domains. Then a do-
main succeeding another one in any direction (e.g. blue
one succeeding red one on Fig. 2b) should be sent in-
formation on the class of sites in the area of touch (L3
in size) as well as synchronise aliasing arrays. It could
be done slice-wise or domain-wise. Slice-wise approach
minimises aliasing desynchronisation while domain-wise
concentrates communication.
Work between domains can be parallelised. If any do-
main finds a percolating cluster, it also percolates in the
whole hyper-cube, if not, synchronisation of aliasing and
both first and last slice cluster ID lists. It requires ei-
ther totally rebuilding label array or costly label identity
checks.
Because of the aforementioned costs and complica-
tions, another approach was chosen. Parallelization was
only used to accelerate calculations (see Sec. IVA) while
the lack of memory problem was solved using space vir-
tualisation.
1. Message Passing Interface
Message Passing Interface (MPI) [44] is prevailing
model of parallel computation on distributed memory
systems, including dedicated massively parallel process-
ing supercomputers and cluster systems. It is constructed
as a library interface, to be integrated with computer
programs written in Fortran or C languages. The main
advantage of MPI is its portability and ease of use. Soft-
ware vendors are presented with clearly defined set of
4(a) in-domain
(b) inter-domain
FIG. 2: (Colour online). Parallel subdomains 2-d de-
pendencies model: in-domain across slice (thin horizontal
arrows), in-domain between slices (thin vertical arrows),
inter-domain (bold horizontal arrows).
(a) Clustering over adjacent slices
(b) Virtualisation step
FIG. 3: (Colour online). Hyperspace buffering in vir-
tualisation (2-d model). Total cost: O(L4), like without
buffering.
routines that can be implement efficiently, with hard-
ware support provided for specific computer architec-
tures. Several well-tested open-source implementations
are also available [45]. The development of MPI speci-
fication is maintained by MPI Forum [46], an academia
and industry-based consortium, led by University of Ten-
nessee, Knoxville, TN, USA.
2. Space virtualisation
Space virtualisation is possible due to the fact there
are very limited information that need to be extracted
from the hyper-cube, namely: does it contain at least
one percolating cluster. However, any percolating clus-
ter is also percolating for a 4-d slice of any depth per-
pendicular to the percolation axis, including any cut of
depth two. Indeed, clusterising any 3-d slice across the
percolation axis requires its immediately preceding slice
to be fully available as well as clusterised (see Fig. 2a).
It implies only three slices are essentially needed for cal-
culations: the current one, the previous one and the first
one, represented on Fig. 3a).
Any iteration over slice buffer introduces additional
cost of copying the last slice as the next slice’s imme-
diate predecessor. Due to that, minimal buffer of depth
three is highly sub-optimal. For any buffer depth D, the
additional cost of a single iteration over buffer is O(L3)
and bL/Dc such iterations are needed, for the total cost
of buffering being O(L4/D), which implies D should be
as big as possible.
In fact, buffering can even benefit performance in some
cases as smaller chunk of memory may be possible to fit
in cache along with label aliasing array. If so, the cost
of copying can be more than compensated by massive
reduction of number of memory accesses.
3. Parallelism
Because calculations are performed sequentially along
the percolation axis, sequentially both over a slice and
between slices, no asymptotic speed up is gain from that.
However, for each state occupation probability p, many
simulations (R) are run for the results to be meaningful,
which leads to the total cost of O(L4R).
As the simulations are fully independent and only their
results are to be combined, the program can be speed-
up by utilising parallelism over tasks. The only com-
munication needed is collecting the results (whenever a
percolating cluster was found or not) at the end of calcu-
lations, which is close to O(1). Theoretical cost is then
O (L4R/N), where N is the number of computational
nodes.
In practice it is unnecessary to map each task to a sep-
arate native process, which would require huge amounts
of CPU cores (thousands to hundreds of thousands).
However, each simulation has a similar execution time,
which means no run-time work re-balancing is needed so
MPI processes can be used with tasks distributed equally
among them. Optimally, the number of processes should
be a divisor of N .
Utilising more than one process per node puts addi-
tional limit on memory, which implies reduction of vir-
5tualisation buffer depth. For N nodes and C-core archi-
tecture that is:
D2 = D1/C. (5)
This operation implies additional cost of roughly mul-
tiplying buffering costs C times, while reducing all costs
C times due to multiplying the total number of tasks,
which is a clear advantage. Because of that, every core
is assigned a separate process.
Threading could be used within a single node but due
to close to no communication between tasks, it would
make the code more sophisticated with very little perfor-
mance advantage (only reducing O(1) cost of communi-
cation).
IV. RESULTS
A. Speed-up and efficiency
One of the most frequently used performance metric
of parallel processing is speedup [47, 48]. Let τ(Ld, 1)
be the execution time of the sequential algorithm and
let τ(Ld,N ) be the execution of the parallel algorithm
executed on N processors, where Ld is the size of the
computational problem. A speed-up of parallel compu-
tation is defined as
S(N ) = τ(L
d, 1)
τ(Ld,N ) (6)
the ratio of the sequential execution time to the parallel
execution time. One would like to achieve S(N ) = N ,
so called perfect speed-up [49]. In this case the problem
size stays fixed but the number of processing elements
are increased. This are referred to as strong scaling [48].
In general, it is harder to achieve good strong-scaling at
larger process counts since the communication overhead
for many/most algorithms increases in proportion to the
number of processes used.
Another metric to measure the performance of a par-
allel algorithm is efficiency, E , defined as
E(N ) = S(N )N . (7)
Speedup and efficiency are therefore equivalent measures,
differing only by the constant factor N .
Fig. 4 demonstrates minimal parallel overhead ob-
served during computations, due to negligible commu-
nication costs (see Sec. III A 3).
B. Percolation thresholds
In Fig. 5 we plot wrapping probabilities W (p;L) vs.
occupation probability p for various systems sizes L (40 ≤
L ≤ 140) and various complex neighbourhoods (which
 2
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FIG. 4: (Colour online). Speed-up S evaluation for
sites labeling at p = pC for NN and 3NN+2NN+NN
neighbourhoods and various number of processors N .
The values of τ(Ld, 1) are evaluated for L = 100 and
batch file (Listing 3) parameters ‘-N 1’ (single node) and
‘–ntasks-per-node=1’ (single core), while for τ(Ld,N )
evaluation we set ‘-N 4’ (and subsequently ‘-N 8’, ‘-N
16’, ‘-N 32’, ‘-N 64’, ‘-N 128’, ‘-N 256’, ‘-N 512’) and
again for a signle core (‘–ntasks-per-node=1’). The re-
sults are averaged over R = 104 simulations.
contain various neighbours from NN to 3NN+2NN+NN).
In the same figure we also present the dependencies λ(p)
in semi-logarithmic scale. The local minimum of λ(p)
near the interception of W (p;L) for various L indicates
the percolation threshold pC obtained with Bastas et al.
algorithm.
As we can see in Fig. 5 the true value of pC is hidden
in the interval of the length of 2∆p, where ∆p = 10−4 is
the scanning step of occupation probability p. With be-
lieve that true value of pC is homogeneously distributed
in this interval we can estimate the uncertainty of the
percolation threshold u(pC) = 2∆p/
√
3 ≈ 0.00023.
TABLE II: The values of percolation thresholds pC for
SC lattice in four dimensional space (d = 4) and for var-
ious neighbourhoods as deduced from Fig. 5.
neighbourhood z pC
NN 8 0.19680(23)
2NN 24 0.08410(23)
2NN+NN 32 0.06190(23)
3NN 32 0.04540(23)
3NN+NN 40 0.04000(23)
3NN+2NN 58 0.03310(23)
3NN+2NN+NN 64 0.03190(23)
The estimated values of pC together with its uncertain-
ties are collected in Tab. II. The table shows also the coor-
dination numbers z of sites for every considered complex
neighbourhoods ranging from NN to 3NN+2NN+NN.
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FIG. 5: (Colour online). Wrapping probability W (p;L) (lines, left axis) and the value λ(p) (symbols, right axis) vs.
occupation probability p. The results are averaged over R = 105 simulations.
Please note, that system with 2NN neighbours cor-
responds to 4-d FCC lattice. The obtained threshold
pC(2NN) ≈ 0.08410(23) agrees within the error bars with
earlier estimation pC(FCC) ≈ 0.0843(3) mentioned in
Tab. I.
V. CONCLUSIONS
In this paper the memory virtualization for the
Hoshen–Kopelman [27] is presented. Due to minimal
and constant cost of communication between processes
the perfect speed-up (S(N ) ≈ N ) is observed.
The achieved speed-up allows for computation—in
reasonable time—the wrapping probabilities W (p;L)
(Eq. (2)) up to linear size of L = 140 in d = 4 dimen-
sional space, i.e. for systems containg 3.8416× 108 sites
realized 104 times.
The finite-size scaling technique (see Eq. (1) and
Sec. II) combined with Bastas et al. technique [36–
38] allows for estimation of percolation thresholds for
simple cubic lattice in d = 4 and for neighbourhoods
ranging from NN to 3NN+2NN+NN with the accuracy
u(pC) = 23× 10−5.
The estimated values of pC together with its uncer-
tainties are collected in Tab. II. Our results enriches
earlier studies regarding percolation thresholds for com-
plex neighbourhoods on square [50] or three-dimensional
SC [38, 51] lattices.
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Appendix A: Program description
The program (Listing 1) was written in Fortran 95 [52]
and compiled using Intel Fortran compiler ifort. It fol-
lows purely procedural paradigm while utilising some
array-manipulation features.
The programs parameters are read from command line.
All of them are integers and should be simply written one
after another, as all of them are mandatory. They are the
following:
• L — linear size of the problem,
• p_min — minimal occupation probability to be
checked,
• p_max — maximal occupation probability to be
checked,
• p_step — loop step over probabilities range,
• N_run — number of simulations for each value of
p.
All the parameters and dynamically allocated memory
is the same through all the program, which loops through
over the examined range of probability from p_min to
p_max with step p_step. For any given p, all processes
run subsequent tasks in parallel to each other, only send-
ing results to the main process (through MPI_sum) after
finishing all the tasks for the given value of p.
Sites are given labels according to Hoshen–Kopelman
algorithm. There are two kinds of special labels:
FILL_LABEL, having the lowest possible value, and
EMPTY_LABEL, having the highest one. Each new casual
label is given a successively increasing number. Thanks
to that, reclassifying requires no filling checking (al-
though aliasing still does) and checking for percolation is
a simple comparison of labels after reclassification: any
label with value less than the last label of the first slice
is percolating (has_percolation function).
Hyper-cubic space is virtualised (see Sec. IIIA) with
merged filling and labelling (conditional at l. 173). Then
if a new cluster is made (function is_new_cluster),
the site is given a label represented by a successive integer
number. If not, cluster surrounding the site are merged
(subroutine merge_cluster). At the end of the buffer
(l. 202-209), the last line is copied before the starting line
and the process starts again until the virtual depth of L.
The first slice is additionally stored separately (l. 191-
199).
The program contains basic time measurement.
Appendix B: Source files
The program uses main program (Listing 1), makefile
(Listing 2) and batch file (Listing 3).
Makefile is a standard single-target building tool. It
provides two commands: ‘build’ (or ‘all’) and ‘clean’.
Four parameters can be changed:
• FC — Fortran compiler to be used,
• PAR_FC — Fortran parallel (MPI) compiler to be
used,
• RM — cleaning operation,
• SRC — source file.
Batch file runs the executable as a new task on cluster.
It contains both program’s run-time parameters and task
parameters. Task parameters are the following:
• -J <name> — name of the task,
• -N <number> — number of nodes to run the task
on,
• –ntasks-per-node=<number> — number of tasks
per node, optimally the same as the number of cores
on the given architecture,
• –time=<HH:MM:SS> — time limit for the task,
• -A <grant> — name of the computational grant,
• –output=<file> — file to which the output will be
redirected,
• –error=<file> — file to which the error informa-
tion will be redirected.
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Listing 1: Fortan95 code allowing for direct reproduction of the results presented in Figs. 1 and 5.
1 program pi_4d_2n3n4n
2 use i f p o r t , only : rand
3 use mpi
4 implicit none
5
6 ! time measurement
7 real : : s t a r t , f i n i s h
8
9 ! random seed
10 integer : : seed
11
12 ! loop counters
13 integer : : i_main , i , j , k , m, hb
14 integer : : i run , N_run , maxlabel
15
16 ! maximum L so tha t the whole hypercube f i t s in to the bu f f e r ,
10
17 ! determines bu f f e r ’ s s i z e as (MAX_L+4)∗∗4
18 integer , parameter : : MAX_L = 110
19
20 ! minimum depth o f the b u f f e r
21 ! the lower , the f l a t t e r i t can ge t ( and more copying i s invo l v ed )
22 ! depth i s the f i r s t dimension ( i ) so the copying cos t shou ld be minimal
23 integer , parameter : : MIN_DEPTH = 10
24
25 ! hypercube ’ s edge ’ s l en g t h ( and l eng t h with reserved space )
26 ! exper imenta l l im i t i s L = 418 (L+4 == 422)
27 integer : : L , L4
28
29 ! p r o b a b i l i t y o f f i l l i n g a s i t e
30 real : : p , p_min , p_max, p_step
31
32 ! percentage o f systems with a p e r c o l a t i n g c l u s t e r
33 double precision : : perc_loca l , perc
34
35 ! l a b e l f o r each s i t e
36 integer , dimension ( : , : , : , : ) , allocatable : : l a b e l
37
38 ! l a b e l reduc t ion ( a l i a s i n g ) t a b l e
39 integer , dimension ( : ) , allocatable : : i c l a s s
40
41 ! l a b e l f o r f i l l e d s i t e s , has to be sma l l e r than any other l a b e l
42 integer : : FILL_LABEL
43
44 ! l a b e l f o r empty s i t e s , has to be g r ea t e r than any other l a b e l
45 integer : : EMPTY_LABEL
46
47 ! communication
48 integer : : world_comm , nproc , rank , root_rank , i e r r o r
49
50 ! s t r i n g b u f f e r
51 character ( len=20) : : s t r_bu f f e r
52
53 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
54
55
56 ! s t a r t communication
57
58 world_comm = Mpi_Comm_World
59 ca l l Mpi_Init ( i e r r o r )
60 ca l l Mpi_Comm_Size(world_comm , nproc , i e r r o r )
61 ca l l Mpi_Comm_Rank(world_comm , rank , i e r r o r )
62 root_rank = 0
63
64 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
65 ! s t a r t random engine
66
67 ca l l system_clock ( seed ) ! any random seed , b a s i c a l l y
68 ca l l srand ( seed )
69
70 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
71 ! read op t ions
72
73 i f (rank == root_rank ) then
74 ca l l cpu_time( s t a r t )
75 end i f
76
77 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
78 ! read parameters
79
80 i f ( command_argument_count ( ) < 5) then
81 i f (rank == root_rank ) then
82 print ∗ , ’Too␣ few␣arguments , ␣ expected ␣ 5 : ␣L , ␣p_min , ␣p_max, ␣p_step , ␣N_run ’
83 end i f
84 ca l l abort
85 end i f
86
11
87 s t r_bu f f e r = ""
88 ca l l get_command_argument (1 , s t r_bu f f e r )
89 read ( s t r_buf f e r , fmt=" ( I ) " ) L
90 s t r_bu f f e r = ""
91 ca l l get_command_argument (2 , s t r_bu f f e r )
92 read ( s t r_buf f e r , fmt=" (F) " ) p_min
93 s t r_bu f f e r = ""
94 ca l l get_command_argument (3 , s t r_bu f f e r )
95 read ( s t r_buf f e r , fmt=" (F) " ) p_max
96 s t r_bu f f e r = ""
97 ca l l get_command_argument (4 , s t r_bu f f e r )
98 read ( s t r_buf f e r , fmt=" (F) " ) p_step
99 s t r_bu f f e r = ""
100 ca l l get_command_argument (5 , s t r_bu f f e r )
101 read ( s t r_buf f e r , fmt=" ( I ) " ) N_run
102
103 L4 = L∗∗4
104
105 i f (rank == root_rank ) then
106 print ∗ , ’#␣4D: ␣2N3N4N ’
107 print ∗ , ’#␣␣␣L␣␣␣N_run␣␣␣L4 ’
108 print ∗ , ’#’ , L , N_run , L4
109 end i f
110
111 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
112 ! read parameters
113 ! a l l o c a t e bu f f e r , c l u s t e r c l a s s e s e t c .
114
115 a s s o c i a t e ( depth => space_depth (L+4, L+4, L+4, L+4) )
116 i f ( depth /= L+4) then
117 ! b u f f e r i n g can even g i v e a minor speedup
118 i f ( depth > MIN_DEPTH) then
119 i f (rank == root_rank ) then
120 print ∗ , ’#␣Big␣L␣ value . ␣ Bu f f e r i ng ␣with␣ s i z e : ␣ ’ , depth
121 end i f
122 else
123 i f (rank == root_rank ) then
124 print ∗ , ’#␣Too␣ big ␣L␣ value . ␣Abort ’
125 end i f
126 ca l l abort
127 end i f
128 end i f
129
130 allocate ( l a b e l ( depth , L+4, L+4, L+4) )
131 allocate ( i c l a s s (L4/2+2) )
132 FILL_LABEL = lbound ( i c l a s s , 1)
133 EMPTY_LABEL = ubound( i c l a s s , 1)
134 end a s s o c i a t e
135
136 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
137 ! main c a l c u l a t i o n s par t
138
139 ! a l l p roces se s share the same p r o b a b i l i t y . . .
140 do p = p_min , p_max, p_step
141
142 perc_loca l = 0 .0 d0
143
144 ! . . . but each process c a l c u l a t e s a separa te s imu la t ion
145 do i run = rank+1, N_run , nproc
146 ca l l i n i t i a l i z e ( maxlabel , l abe l , i c l a s s )
147
148 ! over the edge with b u f f e r depth as s t ep
149 do i_main = 0 , L−1, s ize ( l abe l , 1 )−4
150 hb = min(ubound( l abe l , 1 ) −2, L−1 − i_main + lbound ( l abe l , 1 ) +2)
151
152 do i = lbound ( l abe l , 1 ) +2, hb
153 do j = lbound ( l abe l , 2 ) +2, ubound( l abe l , 2 )−2
154 do k = lbound ( l abe l , 3 ) +2, ubound( l abe l , 3 )−2
155 do m = lbound ( l abe l , 4 ) +2, ubound( l abe l , 4 )−2
156 ! l a b e l i n g c l u s t e r s
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157
158 ! f i l l randomly + check whether f i l l e d or not == j u s t rand
159 i f ( rand ( ) < p) then
160 i f ( is_new_cluster ( l abe l , i , j , k , m) ) then
161 maxlabel = maxlabel+1
162 l a b e l ( i , j , k ,m) = maxlabel
163 else
164 ca l l merge_clusters ( l abe l , i , j , k , m, i c l a s s )
165 end i f
166 else
167 l a b e l ( i , j , k ,m) = EMPTY_LABEL
168 end i f
169 end do
170 end do
171 end do
172 end do
173
174 i f ( i_main < (L+2) − ( s ize ( l abe l , 1 )−4) ) then
175 ! 3D space f i r s t in depth
176 ! saved in unused l a s t space as i t w i l l be used l a t e r
177 i f ( i_main == 0) then
178 do j = lbound ( l abe l , 2 ) +2, ubound( l abe l , 2 )−2
179 do k = lbound ( l abe l , 3 ) +2, ubound( l abe l , 3 )−2
180 do m = lbound ( l abe l , 4 ) +2, ubound( l abe l , 4 )−2
181 l a b e l (ubound( l abe l , 1 ) , j , k , m) = l a b e l ( lbound ( l abe l , 1 ) +2, j , k , m)
182 end do
183 end do
184 end do
185 end i f
186
187 ! wrapping b u f f e r around
188 do j = lbound ( l abe l , 2 ) +2, ubound( l abe l , 2 )−2
189 do k = lbound ( l abe l , 3 ) +2, ubound( l abe l , 3 )−2
190 do m = lbound ( l abe l , 4 ) +2, ubound( l abe l , 4 )−2
191 l a b e l ( lbound ( l abe l , 1 ) +0, j , k , m) = l a b e l (hb−1, j , k , m)
192 l a b e l ( lbound ( l abe l , 1 ) +1, j , k , m) = l a b e l (hb−0, j , k , m)
193 end do
194 end do
195 end do
196 end i f
197 end do
198
199 ! check ing i f a c l u s t e r i s spanning whole system
200
201 ! f i r s t 3D space in depth i s s to red in unused bu f f e r ’ s par t
202 maxlabel = max_source_label ( l abe l , ubound( l abe l , 1 ) )
203
204 i f ( has_perco lat ion ( l abe l , hb , maxlabel ) ) then
205 perc_loca l = perc_loca l + 1 .0 d0 / (1 . 0 d0∗N_run)
206 end i f
207 end do
208
209 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
210 ! g e t s t a t s from a l l p roces se s in to root process
211
212 ca l l Mpi_Reduce ( perc_loca l , perc , 1 , Mpi_Double_Precision , Mpi_Sum, &
213 root_rank , world_comm , i e r r o r )
214
215 ! combine s t a t s
216 i f (rank == root_rank ) then
217 print ’ (F10 . 6 , 1X, F7 . 3 ) ’ , p , perc
218 end i f
219 end do
220
221 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
222 ! d e a l l o c a t e bu f f e r , c l u s t e r c l a s s e s e t c .
223
224 deallocate ( l a b e l )
225 deallocate ( i c l a s s )
226
13
227 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
228 ! show time informat ion
229
230 i f (rank == root_rank ) then
231 ca l l cpu_time( f i n i s h )
232 print ’ ("#␣Time␣=␣" , f20 . 3 , " ␣ seconds . " ) ’ , f i n i s h−s t a r t
233 end i f
234
235 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
236 ! f i n a l i z e communication
237 ca l l Mpi_Finalize ( i e r r o r )
238
239
240 contains
241 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
242 ! c a l c u l a t e space depth
243 integer pure function space_depth (N, M, K, L)
244 integer , intent ( in ) : : N, M, K, L
245
246 space_depth = min( (MAX_L+4)∗∗4 / (M∗K∗L) − 4 , N)
247 end function space_depth
248
249 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
250 ! i n i t i a l i z e p e r l o ca t i on to zero
251 subroutine i n i t i a l i z e ( maxlabel , l abe l , i c l a s s )
252 integer , intent (out ) : : maxlabel
253 integer , intent (out ) , dimension ( : , : , : , : ) : : l a b e l
254 integer , intent (out ) , dimension ( : ) : : i c l a s s
255
256 maxlabel = FILL_LABEL + 1
257 l a b e l ( : , : , : , : ) = EMPTY_LABEL
258
259 do i = lbound ( i c l a s s , 1) , ubound( i c l a s s , 1)
260 i c l a s s ( i ) = i
261 end do
262 end subroutine
263
264 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
265 ! whether the g iven s i t e makes a new c l u s t e r
266 log ica l pure function i s_new_cluster ( l abe l , i , j , k , m)
267 integer , intent ( in ) , dimension ( : , : , : , : ) : : l a b e l
268 integer , intent ( in ) : : i , j , k , m
269
270 i s_new_cluster = l a b e l ( i −1, j , k ,m ) == EMPTY_LABEL .and . &
271 l a b e l ( i , j −1,k ,m ) == EMPTY_LABEL .and . &
272 l a b e l ( i , j , k−1,m ) == EMPTY_LABEL .and . &
273 l a b e l ( i , j , k ,m−1) == EMPTY_LABEL .and . &
274
275 l a b e l ( i −1, j −1,k ,m ) == EMPTY_LABEL .and . &
276 l a b e l ( i −1, j +1,k ,m ) == EMPTY_LABEL .and . &
277 l a b e l ( i −1, j , k−1,m ) == EMPTY_LABEL .and . &
278 l a b e l ( i −1, j , k+1,m ) == EMPTY_LABEL .and . &
279 l a b e l ( i −1, j , k ,m−1) == EMPTY_LABEL .and . &
280 l a b e l ( i −1, j , k ,m+1) == EMPTY_LABEL .and . &
281 l a b e l ( i , j −1,k−1,m ) == EMPTY_LABEL .and . &
282 l a b e l ( i , j −1,k+1,m ) == EMPTY_LABEL .and . &
283 l a b e l ( i , j −1,k ,m−1) == EMPTY_LABEL .and . &
284 l a b e l ( i , j −1,k ,m+1) == EMPTY_LABEL .and . &
285 l a b e l ( i , j , k−1,m−1) == EMPTY_LABEL .and . &
286 l a b e l ( i , j , k−1,m+1) == EMPTY_LABEL .and . &
287
288 l a b e l ( i , j −1,k−1,m−1) == EMPTY_LABEL .and . &
289 l a b e l ( i , j −1,k+1,m−1) == EMPTY_LABEL .and . &
290 l a b e l ( i , j −1,k−1,m+1) == EMPTY_LABEL .and . &
291 l a b e l ( i , j −1,k+1,m+1) == EMPTY_LABEL .and . &
292 l a b e l ( i −1, j , k−1,m−1) == EMPTY_LABEL .and . &
293 l a b e l ( i −1, j , k+1,m−1) == EMPTY_LABEL .and . &
294 l a b e l ( i −1, j , k−1,m+1) == EMPTY_LABEL .and . &
295 l a b e l ( i −1, j , k+1,m+1) == EMPTY_LABEL .and . &
296 l a b e l ( i −1, j −1,k ,m−1) == EMPTY_LABEL .and . &
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297 l a b e l ( i −1, j +1,k ,m−1) == EMPTY_LABEL .and . &
298 l a b e l ( i −1, j −1,k ,m+1) == EMPTY_LABEL .and . &
299 l a b e l ( i −1, j +1,k ,m+1) == EMPTY_LABEL .and . &
300 l a b e l ( i −1, j −1,k−1,m ) == EMPTY_LABEL .and . &
301 l a b e l ( i −1, j +1,k−1,m ) == EMPTY_LABEL .and . &
302 l a b e l ( i −1, j −1,k+1,m ) == EMPTY_LABEL .and . &
303 l a b e l ( i −1, j +1,k+1,m ) == EMPTY_LABEL
304 end function i s_new_cluster
305
306 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
307 ! merge c l u s t e r s connect ing at the g iven po in t
308 subroutine merge_clusters ( l abe l , i , j , k , m, i c l a s s )
309 integer , intent ( inout ) , dimension ( : , : , : , : ) : : l a b e l
310 integer , intent ( in ) : : i , j , k , m
311 integer , intent ( inout ) , dimension ( : ) : : i c l a s s
312
313 ! r e c l a s s i f i n g neighbours
314 ! 2N:
315 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k ,m ) , i c l a s s )
316 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k ,m ) , i c l a s s )
317 ca l l r e c l a s s i f y ( l a b e l ( i , j , k−1,m ) , i c l a s s )
318 ca l l r e c l a s s i f y ( l a b e l ( i , j , k ,m−1) , i c l a s s )
319
320 ! 3N:
321 ca l l r e c l a s s i f y ( l a b e l ( i −1, j −1,k ,m ) , i c l a s s )
322 ca l l r e c l a s s i f y ( l a b e l ( i −1, j +1,k ,m ) , i c l a s s )
323 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k−1,m ) , i c l a s s )
324 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k+1,m ) , i c l a s s )
325 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k ,m−1) , i c l a s s )
326 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k ,m+1) , i c l a s s )
327
328 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k−1,m ) , i c l a s s )
329 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k+1,m ) , i c l a s s )
330 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k ,m−1) , i c l a s s )
331 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k ,m+1) , i c l a s s )
332
333 ca l l r e c l a s s i f y ( l a b e l ( i , j , k−1,m−1) , i c l a s s )
334 ca l l r e c l a s s i f y ( l a b e l ( i , j , k−1,m+1) , i c l a s s )
335
336 ! 4N:
337 ca l l r e c l a s s i f y ( l a b e l ( i −1, j −1,k−1,m ) , i c l a s s )
338 ca l l r e c l a s s i f y ( l a b e l ( i −1, j +1,k−1,m ) , i c l a s s )
339 ca l l r e c l a s s i f y ( l a b e l ( i −1, j −1,k+1,m ) , i c l a s s )
340 ca l l r e c l a s s i f y ( l a b e l ( i −1, j +1,k+1,m ) , i c l a s s )
341
342 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k−1,m−1) , i c l a s s )
343 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k+1,m−1) , i c l a s s )
344 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k−1,m+1) , i c l a s s )
345 ca l l r e c l a s s i f y ( l a b e l ( i −1, j , k+1,m+1) , i c l a s s )
346
347 ca l l r e c l a s s i f y ( l a b e l ( i −1, j −1,k ,m−1) , i c l a s s )
348 ca l l r e c l a s s i f y ( l a b e l ( i −1, j +1,k ,m−1) , i c l a s s )
349 ca l l r e c l a s s i f y ( l a b e l ( i −1, j −1,k ,m+1) , i c l a s s )
350 ca l l r e c l a s s i f y ( l a b e l ( i −1, j +1,k ,m+1) , i c l a s s )
351
352 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k−1,m−1) , i c l a s s )
353 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k+1,m−1) , i c l a s s )
354 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k−1,m+1) , i c l a s s )
355 ca l l r e c l a s s i f y ( l a b e l ( i , j −1,k+1,m+1) , i c l a s s )
356
357 ! good l a b e l according to ru l e :
358 ! a <= b => i c l a s s (a ) <= i c l a s s ( b )
359 l a b e l ( i , j , k ,m) = min( &
360 l a b e l ( i −1, j , k ,m ) , &
361 l a b e l ( i , j −1,k ,m ) , &
362 l a b e l ( i , j , k−1,m ) , &
363 l a b e l ( i , j , k ,m−1) , &
364
365 l a b e l ( i −1, j −1,k ,m ) , &
366 l a b e l ( i −1, j +1,k ,m ) , &
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367 l a b e l ( i −1, j , k−1,m ) , &
368 l a b e l ( i −1, j , k+1,m ) , &
369 l a b e l ( i −1, j , k ,m−1) , &
370 l a b e l ( i −1, j , k ,m+1) , &
371 l a b e l ( i , j −1,k−1,m ) , &
372 l a b e l ( i , j −1,k+1,m ) , &
373 l a b e l ( i , j −1,k ,m−1) , &
374 l a b e l ( i , j −1,k ,m+1) , &
375 l a b e l ( i , j , k−1,m−1) , &
376 l a b e l ( i , j , k−1,m+1) , &
377
378 l a b e l ( i , j −1,k−1,m−1) , &
379 l a b e l ( i , j −1,k+1,m−1) , &
380 l a b e l ( i , j −1,k−1,m+1) , &
381 l a b e l ( i , j −1,k+1,m+1) , &
382 l a b e l ( i −1, j , k−1,m−1) , &
383 l a b e l ( i −1, j , k+1,m−1) , &
384 l a b e l ( i −1, j , k−1,m+1) , &
385 l a b e l ( i −1, j , k+1,m+1) , &
386 l a b e l ( i −1, j −1,k ,m−1) , &
387 l a b e l ( i −1, j +1,k ,m−1) , &
388 l a b e l ( i −1, j −1,k ,m+1) , &
389 l a b e l ( i −1, j +1,k ,m+1) , &
390 l a b e l ( i −1, j −1,k−1,m ) , &
391 l a b e l ( i −1, j +1,k−1,m ) , &
392 l a b e l ( i −1, j −1,k+1,m ) , &
393 l a b e l ( i −1, j +1,k+1,m ) )
394
395 ! make the l a b e l common as i c l a s s
396 ca l l make_alias ( l abe l , i −1, j , k ,m, i , j , k ,m)
397 ca l l make_alias ( l abe l , i , j −1,k ,m, i , j , k ,m)
398 ca l l make_alias ( l abe l , i , j , k−1,m, i , j , k ,m)
399 ca l l make_alias ( l abe l , i , j , k ,m−1, i , j , k ,m)
400
401 ca l l make_alias ( l abe l , i −1, j −1,k ,m , i , j , k ,m)
402 ca l l make_alias ( l abe l , i −1, j +1,k ,m , i , j , k ,m)
403 ca l l make_alias ( l abe l , i −1, j , k−1,m , i , j , k ,m)
404 ca l l make_alias ( l abe l , i −1, j , k+1,m , i , j , k ,m)
405 ca l l make_alias ( l abe l , i −1, j , k ,m−1, i , j , k ,m)
406 ca l l make_alias ( l abe l , i −1, j , k ,m+1, i , j , k ,m)
407 ca l l make_alias ( l abe l , i , j −1,k−1,m , i , j , k ,m)
408 ca l l make_alias ( l abe l , i , j −1,k+1,m , i , j , k ,m)
409 ca l l make_alias ( l abe l , i , j −1,k ,m−1, i , j , k ,m)
410 ca l l make_alias ( l abe l , i , j −1,k ,m+1, i , j , k ,m)
411 ca l l make_alias ( l abe l , i , j , k−1,m−1, i , j , k ,m)
412 ca l l make_alias ( l abe l , i , j , k−1,m+1, i , j , k ,m)
413
414 ca l l make_alias ( l abe l , i , j −1,k−1,m−1, i , j , k ,m)
415 ca l l make_alias ( l abe l , i , j −1,k+1,m−1, i , j , k ,m)
416 ca l l make_alias ( l abe l , i , j −1,k−1,m+1, i , j , k ,m)
417 ca l l make_alias ( l abe l , i , j −1,k+1,m+1, i , j , k ,m)
418 ca l l make_alias ( l abe l , i −1, j , k−1,m−1, i , j , k ,m)
419 ca l l make_alias ( l abe l , i −1, j , k+1,m−1, i , j , k ,m)
420 ca l l make_alias ( l abe l , i −1, j , k−1,m+1, i , j , k ,m)
421 ca l l make_alias ( l abe l , i −1, j , k+1,m+1, i , j , k ,m)
422 ca l l make_alias ( l abe l , i −1, j −1,k ,m−1, i , j , k ,m)
423 ca l l make_alias ( l abe l , i −1, j +1,k ,m−1, i , j , k ,m)
424 ca l l make_alias ( l abe l , i −1, j −1,k ,m+1, i , j , k ,m)
425 ca l l make_alias ( l abe l , i −1, j +1,k ,m+1, i , j , k ,m)
426 ca l l make_alias ( l abe l , i −1, j −1,k−1,m , i , j , k ,m)
427 ca l l make_alias ( l abe l , i −1, j +1,k−1,m , i , j , k ,m)
428 ca l l make_alias ( l abe l , i −1, j −1,k+1,m , i , j , k ,m)
429 ca l l make_alias ( l abe l , i −1, j +1,k+1,m , i , j , k ,m)
430 end subroutine merge_clusters
431
432 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
433 ! g e t maximal l a b e l f o r the 3D space f i r s t in depth
434 integer pure function max_source_label ( l abe l , row )
435 integer , intent ( in ) , dimension ( : , : , : , : ) : : l a b e l
436 integer , intent ( in ) : : row
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437 integer : : j , k , m
438
439 max_source_label = 0
440 do j = lbound ( l abe l , 2 ) +2, ubound( l abe l , 2 )−2
441 do k = lbound ( l abe l , 3 ) +2, ubound( l abe l , 3 )−2
442 do m = lbound ( l abe l , 4 ) +2, ubound( l abe l , 4 )−2
443 i f ( l a b e l ( row , j , k , m) /= EMPTY_LABEL) then
444 max_source_label = max( max_source_label , &
445 l a b e l ( row , j , k , m) )
446 end i f
447 end do
448 end do
449 end do
450 end function max_source_label
451
452 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
453 ! whether there i s a pe r co l a t i on or not
454 log ica l pure function has_perco lat ion ( l abe l , row , maxlabel )
455 integer , intent ( in ) , dimension ( : , : , : , : ) : : l a b e l
456 integer , intent ( in ) : : row , maxlabel
457 integer : : j , k , m
458
459 has_perco lat ion = . fa l se .
460 do j = lbound ( l abe l , 2 ) +2, ubound( l abe l , 2 )−2
461 do k = lbound ( l abe l , 3 ) +2, ubound( l abe l , 3 )−2
462 do m = lbound ( l abe l , 4 ) +2, ubound( l abe l , 4 )−2
463 i f ( l a b e l ( row , j , k , m) <= maxlabel ) then
464 has_perco lat ion = . true .
465 return
466 end i f
467 end do
468 end do
469 end do
470 end function has_perco lat ion
471
472 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
473 ! reduce s i t e ’ s l a b e l ’ s a l i a s i n g
474 ! ( a s s i gn i t i t s non−a l i a s i n g l a b e l )
475 subroutine r e c l a s s i f y ( ix , i c l a s s )
476 integer , intent ( inout ) : : i x
477 integer , intent ( in ) , dimension ( : ) : : i c l a s s
478
479 do while ( i c l a s s ( i x ) /= ix )
480 i x = i c l a s s ( i x )
481 end do
482 end subroutine r e c l a s s i f y
483
484 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
485 ! makes one s i t e ’ s c l u s t e r an a l i a s f o r another one
486 subroutine make_alias ( l abe l , i1 , j1 , k1 , m1, i2 , j2 , k2 , m2)
487 integer , dimension ( : , : , : , : ) , intent ( inout ) : : l a b e l
488 integer , intent ( in ) : : i1 , j1 , k1 ,m1, i2 , j2 , k2 ,m2
489
490 i f ( l a b e l ( i1 , j1 , k1 ,m1) /= EMPTY_LABEL) then
491 i c l a s s ( l a b e l ( i1 , j1 , k1 ,m1) ) = l a b e l ( i2 , j2 , k2 ,m2)
492 end i f
493 end subroutine
494
495
496 end program pi_4d_2n3n4n
Listing 2: Makefile
1 RM=rm
2 FC=i f o r t
3 PAR_FC=mpi i f o r t
4
5 FLAGS = −g −O3 −no−prec−div −fp−model f a s t=2 −xHost −ipo −warn a l l
6
7 SRC=pi_4d_2n3n4n . f90
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8 OBJ=${SRC : . f90=.o}
9 EXE=${SRC : . f90=. exe }
10
11
12 .PHONY: a l l
13 a l l : bu i ld
14
15 .PHONY: bu i ld
16 bu i ld : $ (EXE)
17
18
19 $ (EXE) : $ (OBJ)
20 $ (PAR_FC) $ (FLAGS) −o $@ $< −module .
21
22 $ (OBJ) : $ (SRC)
23 $ (PAR_FC) $ (FLAGS) −c −o $@ $<
24
25
26 .PHONY: c l ean
27 c l ean :
28 $ (RM) −f $ (EXE) ∗ . o ∗ .mod
Listing 3: Batch file
1 #!/ bin /bash − l
2 #SBATCH −J L80_2N3N4N
3 #SBATCH −N 100
4 #SBATCH −−ntasks−per−node=24
5 #SBATCH −−time=1:00:00
6 #SBATCH −A hk4d3nn
7 #SBATCH −−output="pi_4d_2n3n4n . out "
8 #SBATCH −−error="pi_4d_2n3n4n . err "
9
10 cd $SLURM_SUBMIT_DIR
11
12 module add p l g r i d / t o o l s / impi
13 export FORT_BUFFERED=yes
14
15 mpiexec −env I_MPI_FABRICS shm : dapl −env I_MPI_FABRICS_LIST dapl −env I_MPI_DAPL_UD=enable −env
MPIEXEC_PREFIX_DEFAULT=out . / pi_4d_2n3n4n . exe 80 0 .030 0 .034 0 .0001 10000
