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Mirror symmetry, introduced by physicists over 20 years ago, predicts a com-
plex relationship between certain pairs of Calabi-Yau manifolds V and V◦. Origi-
nally arising out of string theory, it caught the attention of the mathematical com-
munity in 1990, when Candelas-de la Ossa-Green-Parkes [6] used mirror symme-
try to predict the number of rational curves on a quintic hypersurface M in P4.
These predictions were proven in 1997 by Givental [16] and Lian-Liu-Yau [21], in
what is generally referred to as the mirror theorem. In this thesis we prove a cor-
responding statement for the mirror W of the quintic hypersurface. This proves
that mirror symmetry is a true duality.
1.1 Mirror symmetry
Given a three dimensional complex Calabi–Yau manifold (or orbifold) V, one
can sometimes associate to V a so-called mirror manifold V◦. In the case when V is
a toric hypersurface, for example, Batyrev gives a method for constructing V◦ via
a combinatorial construction involving polytopes [3]. Mirror symmetry predicts
a deep relationship between V and V◦; in the language of physics, there should
be a correspondence between the A model of V and the B model of V◦. Mathe-
matically this translates, roughly speaking, as saying that information about the
1
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Kähler deformations of V should correspond to the complex deformations of V◦.
The Kähler deformations of a manifold X are parametrized by H1,1(X) (all coho-
mology groups are with complex coefficients unless otherwise specified). If X is
a Calabi–Yau three-fold, the dimension of the space of complex deformations is
h2,1(X). Consequently, an immediate prediction of mirror symmetry is that if V
and V◦ are a mirror pair,
h1,1(V) = h2,1(V◦).
But the mirror symmetry prediction goes far beyond a correspondence at the
level of cohomology. In fact the A model of V involve also encodes enumera-
tive information about V, and is defined mathematically in terms of the Gromov–
Witten theory (GWT) of V. The B model of a space, on the other hand, is for-
mulated in terms of the variation of Hodge structures (VHS) associated to the
complex deformations of that space. This VHS is computed via period integrals.
We thus arrive at the following (somewhat vague) conjecture:
Conjecture I.1 (mirror conjecture). The Gromov–Witten theory of V is related to the
period integrals over a family of deformations of V◦.
This correspondence was surprising to mathematicians; not only does it allow
one to predict the Gromov–Witten invariants of V by relating them to the (more
easily computed) VHS of V◦, but it also indicates that there exist complex recur-
sions among these invariants which were previously unknown. We will reformu-
late the above conjecture more precisely in what follows.
3
1.2 A mirror pair
In the current work we focus our attention on one particular mirror pair. Let Q
be the Fermat quintic polynomial









Let M be the projective hypersurface defined by
M := {Q(x) = 0} ⊂ P4.
This smooth complex variety is Calabi–Yau by the adjunction formula. Its mirror
is the Deligne–Mumford stackW defined as a quotient
W := [M/Ḡ] = {Q(x) = 0} ⊂ [P4/Ḡ],
where Ḡ ∼= (Z/5Z)3 is a (finite abelian) subgroup of the big torus of P4 acting via
generators e1, e2, e3:
e1[x0, x1, x2, x3, x4] = [ζx0, x1, x2, x3, ζ−1x4]
e2[x0, x1, x2, x3, x4] = [x0, ζx1, x2, x3, ζ−1x4]
e3[x0, x1, x2, x3, x4] = [x0, x1, ζx2, x3, ζ−1x4].
The pair (M,W) were predicted to be a mirror pair. In what follows, we will refer
to M simply as the quintic, and to W as the mirror quintic. The original mirror
theorem (Theorem I.2) describes a correspondence
A model of M ≡ B model ofW .
In order for the mirror symmetry to be a true duality, one must also show that
B model of M ≡ A model ofW .
This is the main result of this thesis.
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1.3 The A model
The A model of a space X is described mathematically in terms of Gromov–
Witten theory (see Definition II.3). Gromov–Witten theory aims to study X by
considering spaces of maps from complex curves into X. Let M g,k(X, d) denote
the moduli space of maps f : C → X where C is a complex curve of genus g with k
marked points {p1, . . . , pk}, and f is a map of degree d. Gromov–Witten invariants
of X are defined as integrals of certain specified cohomology classes over these
spaces. They can be viewed as giving a count of the number of maps satisfying
specified incidence and tangency conditions. In some cases these numbers have
been shown to correspond to enumerative information on X, but this is not true
in general.
Specifically, for 1 ≤ i ≤ k, consider the evaluation map evi : M g,k(X, d) → X
defined by sending the point ( f : C → X) ∈ M g,k(X, d) to f (pi) ∈ X, the image
of the ith marked point under f . We obtain cohomology classes on M g,k(X, d)
by pulling back classes from X under these evaluation maps. Another source of
cohomology classes comes from line bundles on M g,k(X, d). For 1 ≤ i ≤ k, let
Li denote the line bundle with fiber T∗pi C over the point ( f : C → X). We define

















where αi ∈ H∗CR(X). Here [M g,n(X, d)]vir denotes the so-called virtual fundamental
class. In general the moduli space M g,n(X, d) may consist of several irreducible
components of various dimensions. The virtual fundamental class is a homology
class on M g,n(X , d) of pure dimension used to make the intersection theory better
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behaved.
It is often useful to organize the Gromov–Witten invariants of X in the form of a
generating function. In this way recursive relations between the Gromov–Witten
invariants can be expressed as differential equations satisfied by the generating
function. Although in theory it is possible to compute a large class of Gromov–
Witten invariants, expressing these generating functions in a nice form is often a
difficult problem.
For the purposes of mirror symmetry, the most interesting Gromov–Witten
generating function is Givental’s J-function, JX(t, z). Let {Ti} be a basis for H∗(X)
and let {Ti} denote the dual basis. Let t denote a point in H∗(X). Then define


















where 1z−ψ1 represents the sum 1/z ∑k≥0(ψ/z)
k. The J-function is then a function
from H∗(X) to H∗(X)[[1/z]]. We define the small J-function by restricting our input
t to lie in H2(X):
JXsmall(t, z) := J
X(t, z)|t∈H2(X) : H2(X)→ H∗(X)[[1/z]].
Motivation for this particular generating function will be given in section III.
For now we remark only that the J-function is small enough that it can often be
computed explicitly, and large enough that it allows one to recover a large amount
of information about the Gromov–Witten theory of X. For instance, in many cases
one can recover all genus-zero Gromov–Witten invariants of X from JX
1.4 Orbifold Gromov–Witten theory
Gromov–Witten invariants are defined not only for smooth varieties, but also
for smooth Deligne–Mumford stacks, henceforth referred to as orbifolds. This is
6
relevant for the study of mirror symmetry, as often one or both of a mirror pair
(V, V◦) is an orbifold.
One important difference in this case is the use of Chen–Ruan cohomology in
defining Gromov–Witten invariants. If X is an orbifold, the Chen–Ruan cohomol-
ogy of X is isomorphic as a vector space to the cohomology of the inertia orbifold,
IX , of X :
H∗CR(X ) := H∗(IX ).
If X = [V/G] is a global quotient of a nonsingular variety V by a finite group G,





where Vg is set of points in V fixed by g, and C(g) is the centralizer of g. Note
that [V/G] can be identified with the connected component [Ve/G] of I[V/G]
indexed by the identity e in G. This holds for a general orbifold X . Under this
identification, X ⊂ IX is referred to as the untwisted sector of IX , and we obtain
an inclusion H∗(X ) ⊆ H∗CR(X ).
We may define Gromov–Witten invariants
〈
α1ψ
k1 , . . . , αnψkn
〉X
g,n,d as in the non-
orbifold case, but due to the orbifold structure of X , the natural target of the eval-
uation map evi is in fact IX 1, rather than X (see Section 2.2.1 for details). Con-
sequently, the classes α1, . . . , αn are cohomology classes in H∗CR(X ) (this is in fact
one of the major motivations for defining Chen–Ruan cohomology). In analogy to
the above, we may define a J-function
JX : H∗CR(X )→ H∗CR(X )[[1/z]].
1Technically evi maps to the rigidified inertia stack, see [1] and [11] for details.
7
1.5 The B model
Mathematically the B model of a space X is defined in terms of the variation of
Hodge structures on a family of complex deformations of X (see Definition V.2).
Let Xt be a smooth family of deformations of X depending on a parameter t ∈ S.
We can study the variation of Hodge structure of Xt via period integrals. Let
ωt be a local section of R3π∗C⊗ OS, i.e., for each t on which it is defined, ωt ∈
H3(Xt). Integrating this family over a basis of locally constant cycles γi(t) in





Given a choice of ωt, the corresponding period integrals satisfy a set of differential
equations called the Picard–Fuchs equations of ωt. These differential equations and
their solutions can often be calculated explicitly via the Griffiths–Dwork method
(section 5.2).
In the case of the mirror quintic, the space of deformations is one-dimensional
and can be described explicitly. Consider the deformation of the Fermat polyno-






Qψ(x) is invariant under the action of Ḡ, so we may define a family of Deligne–
Mumford stacks
Wψ = {Qψ(x) = 0} ⊂ [P4/Ḡ].
At ψ = 0 we recover the mirror quinticW . Let ω denote the family of holomor-
phic (3, 0)-forms onWψ,







where Ω0 = ∑4i=0(−1)ixidx0 · · · ˆdxi · · · dx4. We can express the periods of ω in the
form of a hypergeometric series (Section 6.2). Let










then letting t = −5 log(ψ) and expanding IWψ in terms of H/z gives a basis of
solutions for the Picard–Fuchs equation of ω.
1.6 A model of M ≡ B model ofW
The classical mirror theorem relates the Gromov–Witten theory of M to period
integrals overWψ. In the formulation given by Givental [16], this takes the form of
a correspondence between JMsmall and I
Wψ . Let H ∈ H2(M) denote the pullback of
the hyperplane class from P4, and let t denote the dual coordinate to H. Under this
identification, we can view IWψ(t, z) as a function from H2(M) to H∗(M)[[1/z]],
exactly as in the case of JMsmall(t, z):
JMsmall(t, z), I
Wψ(t, z) : H2(M)→ H∗(M)[[1/z]].
The mirror theorem then says
Theorem I.2 (= Theorem VII.4). JMsmall(t, z) is equal to I
Wψ(t, z) after an explicit change
of variables.
The above change of variables is usually referred to as a mirror transformation
or mirror map.
This theorem not only allows us to calculate JMsmall(t, z) explicitly, but shows
that the Gromov–Witten invariants of M have a complicated recursive structure,
reflected in the fact that IWψ satisfies the Picard–Fuchs differential equation for ω.
Remark I.3. Note that dim(H3(Wψ)) = 4, so it is natural to ask whether the peri-
ods of other families of three-forms overWψ can be related to the Gromov–Witten
9
theory of M. In fact one can show that period integrals for any family of three-
forms overWψ can be expressed as linear combinations of derivatives of periods
of ω and can thus be expressed in terms of derivatives of JM up to a mirror trans-
formation. In this sense the above theorem implies a full correspondence, that is,
a correspondence relating all periods of Wψ to the Gromov–Witten theory of M.
This is explained in detail in section 7.2, where the A model and B model are
reinterpreted in terms of flat connections on certain vector bundles, and a “full
correspondence” is understood to be an isomorphism of vector bundles which
identifies the two connections. The following corollary of Theorem I.2 is the mir-
ror theorem in its complete form.
Corollary I.4 (= Theorem VII.6). The fundamental solutions of the Gauss–Manin con-
nection for Wψ are equivalent, up to a mirror map, to the fundamental solutions of the
Dubrovin connection for M, when restricted to H2(M).
1.7 A model ofW ≡ B model of M
In the present work, we relate the Gromov–Witten theory of the mirror quintic
W to period integrals over a family of deformations of the quintic M. Immediately
however we encounter a technical difficulty. The dimension of the space of com-
plex deformations of M is h2,1(M) = 101, thus our Picard–Fuchs equations would
be PDEs in 101 variables, the calculation of which is unfeasible. There is a similar
difficulty in the calculation of the small J-function ofW , a generating function in
101 variables. For this reason we will restrict our attention to a one-dimensional
deformation family of M, and restrict the inputs of JWsmall to a one-dimensional
subspace of H2CR(W).
In the A model ofW , we restrict the small J-function ofW to the one-dimensional
10
subspace H2(W) ⊂ H2CR(W) supported on the untwisted section of IW . For the
B model of M, we consider the family Mψ = {Qψ(x) = 0} ⊂ P4, where Qψ(x)
is the same polynomial as was defined before, but now viewed as a homoge-







now viewed as a family on Mψ. As before we may construct
a function IMψ , whose components give a basis of solutions to the periods of ω.
A first observation is an exact analog to Theorem I.2, namely, the functions JW
and IMψ coincide up to a change of variables.
Theorem I.5. JW |H2(W) is equal to IMψ after a mirror transformation.
But as in Remark I.3, one would like to obtain a correspondence relating the
periods of any family of three-forms over Mψ to generating functions of Gromov–
Witten invariants of W , and here the situation is more complicated. In this case
dim(H3(Mψ)) = 204, and it is no longer true that period integrals for any family
of three-forms over Mψ can be expressed as linear combinations of derivatives of
periods of ω.
To obtain a full correspondence, we define new generating functions of Gromov–
Witten invariants of W . These functions are analogous to Givental’s J-function,





For each componentWg, let 1g ∈ H∗CR(W) denote the fundamental class onWg.
Define the generating function



















For certain g, these can be related to the periods of other families of three-forms
over Mψ. Namely, there exists a set of families of three-forms {ωg} indexed by
certain components of IW , and for each ωg, there exists a function IBg whose com-
ponents give the periods of ωg. Our main theorem may be phrased as follows.
Theorem I.6 (= Corollary VII.3). For each ωg in the above set, JWg |H2(W) is equal to IBg
after applying the mirror transformation.
Although the set {ωg} does not generate all of R3π∗C⊗OS, in analogy to Re-
mark I.3, the period integrals for any section may be expressed as linear combi-
nations of derivatives of periods of the ωg. This implies our mirror theorem in its
complete form.
Corollary I.7 (= Theorem VII.8). The fundamental solutions of the Gauss–Manin con-
nection for {Mψ} are equivalent, up to a mirror transformation, to the fundamental solu-
tions of the Dubrovin connection forW , when restricting to H2(W).
Remark I.8. The material in this thesis is the result of collaborative work with Y.-P.
Lee, and appears also in the preprint [20].
CHAPTER II
Quantum Cohomology
In this section we give a brief review of Chen–Ruan cohomology and quantum
orbifold cohomology, with the parallel goal of setting notation. A more detailed
general review can be found in [11].
Conventions II.1. We work in the algebraic category. The term orbifold means
“smooth separated Deligne–Mumford stack of finite type over C.”
The various dimensions are complex dimensions. On the other hand, the de-
grees of cohomology are all in real/topological degrees.
Unless otherwise stated all cohomology groups have coefficients in C.
2.1 Chen–Ruan cohomology groups






X ∆ // X ×X
where ∆ is the diagonal map. The fiber product is taken in the 2-category of stacks.
One can think of a point of IX as a pair (x, g) where x is a point of X and g ∈
AutX (x). There is an involution I : IX → IX which sends the point (x, g) to
12
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(x, g−1). It is often convenient to call the components of IX for which g 6= e the
twisted sectors.
If X = [V/G] is a global quotient of a nonsingular variety V by a finite group
G, IX takes a particularly simple form. Let SG denote the set of conjugacy classes




The Chen–Ruan orbifold cohomology groups H∗CR(X) ([8]) of a Deligne–Mumford
stack X are the cohomology groups of its inertia stack
H∗CR(X ) := H∗(IX ).
Let (x, g) be a geometric point in a component Xi of IX . By definition g ∈






where Ej is the subspace of TxX on which g acts by multiplication by exp(2π
√
−1j/r).








This is independent of the choice of geometric point (x, g) ∈ Xi.
Let α be an element in Hp(Xi) ⊂ H∗(IX ). Define the age-shifted degree of α to
be
degCR(α) := p + 2 age(Xi).
This defines a grading on H∗CR(X ).






where α1 and α2 are elements of H∗CR(X ). It is easy to see that when α1 and
α2 are homogeneous elements, (α1, α2)CR 6= 0 only if degCR(α1) + degCR(α2) =
2 dim(X ).
2.2 Orbifold Gromov–Witten theory
2.2.1 Gromov–Witten invariants
We follow the standard references [9] and [1] of orbifold Gromov–Witten the-
ory.
Given an orbifold X , there exists a moduli space M g,n(X , d) of stable maps
from n-marked genus g pre-stable orbifold curves to X of degree d ∈ H2(X ; Q),
which we describe below. Each source curve (C, p1, . . . , pn) has non-trivial orb-
ifold structure only at the nodes and marked points: At each (orbifold) marked
point it is a cyclic quotient stack and at each node a balanced cyclic quotient. That









where ζ ∈ µr acts as (x, y) 7→ (ζx, ζ−1y). The maps are required to be repre-
sentable at each node.
Each marked point pi is étale locally isomorphic to [C/µri ]. There is an induced
homomorphism
µri → AutX ( f (pi)).
Maps in M g,n(X , d) are required be representable, which amounts to saying that
these homomorphisms be injective (see [2], Definition 2.44). For each marked
point pi, one can associate a point (xi, gi) in IX where xi = f (pi), and gi ∈
AutX (xi) is the image of exp(2π
√
−1/ri) under the induced homomorphism.
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Given a family C → S of marked orbifold curves, there may be nontrivial gerbe
structure above the locus defined by the i-th marked point. For this reason there
is generally not a well defined map
evi : M g,n(X , d)→ IX .




CR(X )→ H∗(M g,n(X , d))
which behave as if the evaluation maps evi are well defined.
Let X denote the coarse underlying space of the stack X . There is a reification
map
M g,n(X , d)→M g,n(X, d),
which forgets the orbifold structure of each map. For each marked point there is




with fiber T∗pi C over { f : (C, p1, . . . , pn) → X}. Define the i-th ψ-class by ψi :=
r∗(c1(Li)).
As in the non-orbifold setting, there exists a virtual fundamental class [M g,n(X , d)]vir.
Orbifold Gromov-Witten invariants for X are defined as integrals
〈
α1ψ











where αi ∈ H∗CR(X ).
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Let M g,(g1,...,gn)(X , d) denote the open and closed substack of M g,n(X , d) such
that evi maps to a component Xgi of IX . The space M g,(g1,...,gn)(X , d) has (com-
plex) virtual dimension





In other words, for homogeneous classes αi ∈ H∗(Xgi) the Gromov-Witten invari-
ant
〈
α1, . . . , αn
〉X




degCR(αi) = 2 (n + (g− 1)(dimX − 3) + 〈c1(TX ), d〉) .
2.2.2 Quantum cohomology and the Dubrovin connection
Let {Ti}i∈I be a basis for H∗CR(X ) and {Ti}i∈I its dual basis. We can represent
a general point in coordinates by
t = ∑
i
tiTi ∈ H∗CR(X ).
Gromov-Witten invariants allow us to define a family of product structures pa-
rameterized by t in a formal neighborhood of 0 in H∗CR(X ). The (big) quantum
product ∗t is defined as








〈α1, α2, Ti, t, . . . , t〉X0,3+n,dTi,
where the first sum is over the Mori cone M of effective curve classes and the
variables qd are in an appropriate Novikov ring Λ used to guarantee formal con-
vergence of the sum (generally Λ is defined as a completion of the semigroup ring
of effective curve classes in M). The WDVV equations ([12], Section 8.2.3) imply
the associativity of the product. The small quantum product is defined by restrict-
ing the parameter of the quantum product to divisors t ∈ H2(X ) supported on
the non-twisted sector.
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One can interpret ∗t as defining a product structure on the tangent bundle
TH∗CR(X ; Λ), such that for a fixed t the quantum product defines a (Frobenius)

















This defines a z-family of connections on TH∗CR(X ; Λ).
Remark II.2. Note that when t, Ti and Tj are in HevenCR (X ), a simple dimension count
using (2.1) shows that Ti ∗t Tj will be also be supported in even degree. Thus ∇z
restricts to a connection on THevenCR (X ; Λ). When restricted to THevenCR (X ; Λ), the
quantum product is commutative.
Definition II.3. For the purpose of this paper, we clarify here what we mean by
“A model of X ”. Let H := HevenCR (X ; Λ). The (genus zero part of) the A model of
X is defined to be the tangent bundle TH together with its natural (flat) fiberwise
pairing and the Dubrovin connection restricted to H1,1CR(X ).
The commutativity and associativity of the quantum product implies that the
Dubrovin connection is flat. The topological recursion relations allow us to explicitly
describe solutions to ∇z. Define















where 1/(z− ψ1) should be viewed as a power series in 1/z. The sections si form
a basis for the ∇z-flat sections; see e.g. [12], Proposition 10.2.1. Thus we obtain a
fundamental solution matrix S = S(t, z) = (sij) given by
(2.4) sij(t, z) = (Ti, sj)XCR.
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If one restricts the base to divisors t ∈ H2(X ), the divisor equation ([12] Sec-
tion 10.1.2) allows a substantial simplification of the formula for si

















Given an orbifold X , Givental’s (big) J-function is the first row vector of the
fundamental solution matrix, obtained by pairing the solution vectors of the Dubrovin
connection with 1.







































The last equality follows from the string equation (see [12] where it is referred to as
the Fundamental Class Axiom). It is also easy to see that the fundamental solution
matrix S(t, z) of (2.4) is equal to z∇Jbig. As such, Jbig encodes all information about
quantum cohomology.
However, the big J-function is often impossible to calculate directly. In the non-
orbifold Gromov–Witten theory, when the cohomology is generated by divisors,
the small J-function proves much more computable, while powerful enough to
solve many problems; see e.g. [16, 17]. The small J-function for a nonsingular
variety X is a function on t ∈ H2(X):




















In orbifold theory, however, the Chen–Ruan cohomology is never generated
by divisors except for trivial cases, due to the presence of the twisted sectors.
Therefore, the knowledge of the small J-function alone is often not enough to re-
construct significant information about the orbifold quantum cohomology. (Note
however that in Section 5 of [11], one way was found to circumvent this obstacle
for weighted projective spaces.)
We propose the following definition of small J-matrix for orbifolds.
Definition II.4. For t ∈ H2(X ), define JXg as the cohomology-valued function
























where 1g is the fundamental class on the component Xg of IX .














where G is the index set of the components of IX , I the index for the basis {Ti}i∈I
of H∗CR(X ) and JXg,i(t, z) the coefficient of Ti in JXg (t, z).
Remark II.5. We believe that the small J-matrix is the right replacement of the small
J-function in the orbifold theory, for its computability and structural relevance.
Structurally equation (2.4) shows that one needs to specify “two-points” (i.e. a
matrix) in the generating function in order to form the fundamental solutions of
the Dubrovin connection. Ideally, one would like to get the full |I| × |I| funda-
mental solution matrix S = z∇Jbig restricted to t ∈ H2(X ). This would give all
information about the small quantum cohomology. Unfortunately, a direct com-
putation of S(t)|t∈H2(X ) is mostly out of reach in the orbifold theory.
20
In the (non-orbifold) case when H∗(X) is generated by divisors, as shown by
Givental, the small J-function is often enough to determine the essential informa-
tion for small quantum cohomology. One can think of the small J-function as a a
submatrix of size 1× |I|, indeed the first row vector, of S.
However, in the orbifold theory, the above matrix is not enough to determine
useful information about small quantum cohomology except in the trivial cases.
We believe that the smallest useful submatrix of S is the small J-matrix (of size
|G| × |I|) defined above. We will show that it is both computable and relevant
to the structure of orbifold quantum cohomology. In this paper we are able to
calculate the small J-matrix of the toric orbifold Y = [P4/Ḡ], and we use a sub-
matrix of the small J-matrix JWsmall to fully describe the solution matrix S(t)|t∈H2(X )
of the mirror quinticW .
CHAPTER III
J-function of [P4/Ḡ]
3.1 Inertia orbifold of [P4/Ḡ]
Let [x0, x1, x2, x3, x4] be the homogeneous coordinates of P4. Denote
ζ := ζ5 = e2π
√
−1/5.
Let the group Ḡ ∼= (Z/5Z)3 be a (finite abelian) subgroup of the big torus of P4
acting via generators e1, e2, e3:
e1[x0, x1, x2, x3, x4] = [ζx0, x1, x2, x3, ζ−1x4]
e2[x0, x1, x2, x3, x4] = [x0, ζx1, x2, x3, ζ−1x4]
e3[x0, x1, x2, x3, x4] = [x0, x1, ζx2, x3, ζ−1x4].
(3.1)
Let Y = [P4/Ḡ]. As explained in the introduction, the mirror quintic is defined as
a hypersurface inside Y . It is therefore not surprising that this orbifold plays an
instrumental role in the calculations that follow. We give here a detailed presen-
tation of its corresponding inertia orbifold.
The group Ḡ can be described alternatively as follows. Let













The Ḡ-action on P4 comes from coordinate-wise multiplication. By a slight abuse
of notation, we will represent a group element g ∈ G by the power of ζ in each
coordinate:




ri ≡ 0 (mod 5), 0 ≤ ri ≤ 4 ∀i}.
For an element g ∈ G, denote [g] the corresponding element in Ḡ.
Fix an element ḡ ∈ Ḡ. Let g = (r0, . . . , r4) ∈ G be such that [g] = ḡ. Define
I(g) :=
{










is a component of (P4)ḡ. From this we see that each element g ∈ G such that
[g] = ḡ corresponds to a connected component Yg := [P4g/Ḡ] of IY . Note that if
g has no coordinates equal to zero then P4g is empty, and so is Yg. This gives us a
convenient way of indexing components of IY and of describing its cohomology.
We will let H denote the class in H∗([P4/Ḡ]) which pulls back to the hyperplane
class in H∗(P4).






Yg = {(x, [g]) ∈ IY | x ∈ [P4g/Ḡ]}
is a connected component and S denotes the set of all g = (r0, . . . , r4) such that at least
one coordinate ri is equal to 0.
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Consequently, a convenient basis {Ti} for H∗CR(Y) is
⋃
g∈S
{1g, 1gH̃, . . . , 1gHdim(Yg)}.
3.2 J-functions
Recalling a basic fact about global quotient orbifolds, a map of orbifolds f :
C → [P4/Ḡ] can be identified with a principal Ḡ-bundle C, and a Ḡ-equivariant









C f // [P4/Ḡ].
Lemma III.2. (i) The map f is representable if and only if C is a nodal curve with each
irreducible component a smooth variety.
(ii) There do not exist representable orbifold morphisms f : C → Y from a genus 0
orbifold curve C with only one orbifold marked point.
Proof. (i) follows from the definition of representability (Theorem 2.45 of [2]).
(ii) follows from (i): In the case C is irreducible, this is because there do not
exist smooth covers of genus 0 orbifold curves with only one point with nontrivial
isotropy. An induction argument then shows that the same is true of reducible
curves with only one orbifold marked point (we assume always that our nodes be
balanced).
A line bundle on [P4/Ḡ] can be identified with a Ḡ-equivariant line bundle
on P4. Therefore, the Picard group on [P4/Ḡ] is a Ḡ-extension of Z. Let H be
the hyperplane class on P4. Let L be any fixed choice of line bundle on Y such




(L) = H. Even though there are as many as |Ḡ| choices of L, they are
topologically equivalent and will serve the same purpose in our discussion. By
















Conventions III.3. By an abuse of notation, we will denote by H any fixed choice
of L on Y such that π∗
P4
(L) = H.
Given h = (r0(h), . . . , r4(h)) and g = (r0(g), . . . , r4(g)) in G, this also allows us
to determine necessary conditions on the triple (d, h, g) such that




Proposition III.4. The space M 0,h,g(Y , d) is nonempty only if
(i) [h] = [g]−1 in Ḡ;
(ii) ri(h) + ri(g) ≡ 5d (mod 5) or equivalently 〈d〉 = 〈(ri(h) + ri(g))/5〉 for 0 ≤ i ≤
4.
Proof. We will first consider the case where the source curve is irreducible. As-
sume that there exists a map { f : C → Y} in M 0,h,g(Y , d) such that C is non-
nodal. Consider the principal Ḡ-bundle πC : C → C from (3.2). After choosing
a generic base point x ∈ C and a point x̃ in π−1C (x), we obtain a homomorphism
φ : π1(C, x) → Ḡ. We can specify generators ρ1, and ρ2 of π1(C, x) such that ρi
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is the class of loops wrapping once around pi in the counterclockwise direction.
Then φ(ρ1) = [h] and φ(ρ2) = [g]. Because ρ1 · ρ2 = 1 in π1(C, x), it must be the
case that [h] · [g] = 1 in Ḡ. This proves (i) for C non-nodal.
Next we will show (ii) in the case where C is non-nodal. To see this, note that
the only smooth connected cover of C is isomorphic to P1. This cover is degree
r := |[h]|, so C must consist of |Ḡ|/r components, each isomorphic to P1. In
the case h = (0, 0, 0, 0, 0), this implies that C has 125 components, and so d is an
integer. Thus Condition (ii) holds trivially.
If h 6= (0, 0, 0, 0, 0), then r = 5. First note that (i) implies that ri(h)+ ri(g) (mod 5)
is the same for any i. Thus, we only need to prove the statement for one i. Let
C′ ∼= P1 be one component of C and let




be the 〈[h]〉-equivariant morphism induced from the Ḡ-equivariant morphism f̃ :
C → P4. ( f ′)∗(O(1)) is a degree 5d line bundle on C′ = P1. Therefore, any lifting
of the torus action on P1 will have weights (w, w + 5d) at the fibers of the 2 fixed
points. Call these two fixed points p′1 and p
′
2. Since 〈[h]〉 is a subgroup of the torus,
the characters of the [h]-action at the fibers of the 2 fixed points must be (ζw, ζw+5d),
for some w in {0, . . . , 4}.
Let q1 := f ′(p′1) and q2 := f
′(p′2). By assumption, q1 ∈ P4h, q2 ∈ P4g. Choose
an i ∈ I(h) and j ∈ I(g) such that i 6= j, xi(q1) 6= 0 and xj(q2) 6= 0. The action
of [h] on the fiber over q1 and q2 can be chosen to be (ζri(h), ζ−rj(h)). By the above
weight/character arguments,
ri(h)− (−rj(h)) ≡ 5d (mod 5).
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Since j ∈ I(g) and i ∈ I(h),
rj(h) = rj(h)− ri(h) = ri(g)− rj(g) = ri(g),
so we can rewrite the above as ri(h) + ri(g) ≡ 5d (mod 5).
The nodal case follows similarly. Consider a nodal curve f : C → Y . Let
C1, . . . , Cn be the irreducible components connecting p1 to p2. It follows from
Lemma III.2, each of these components will have 2 orbifold points (at either nodes
or marked points) and these will be the only points in C with nontrivial orbifold
structure. The above calculation for irreducible components plus the condition
that all nodes be balanced in this situation then implies the claim.
Once condition (i) is satisfied, the degree of maps allowed is thus determined
by the quantity
d(h, g) := 〈(ri(h) + ri(g))/5〉.
Note that this number remains constant as i varies.
We will define generating functions related to the J-functions JYg which isolate
the 2-point invariants of M 0,h,g(Y , d). Let
















where {Thi } is a basis for H∗(Yh), and {Tih} is the dual basis under the Chen-
Ruan orbifold pairing. (The motivation behind this choice of exponent for Q will
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become clear in what follows: it is chosen to simplify the recursion satisfied by
our generating function). Notice that by the above lemma, the only degrees which
contribute to Zh,g are d such that 〈d〉 = d(h, g). Finally, let
Zg := 1g + ∑
{h| [h]=[g]−1}
Zh,g.
Let T = C∗ act on C5 with (generic) weights −λ0, . . . ,−λ4. This induces an ac-
tion on P4 and Y . Furthermore there is an induced T-action on the inertia orbifold
IY and on M 0,2(Y , d). We will consider an equivariant analogue ZTg of Zg defined












g := 1g + ∑
{h| [h]=[g]−1}
ZTh,g.
where {Thi } is now a basis of the equivariant cohomology H∗T(Yh) and 〈−,−〉
Y ,T
0,2,d
denotes the corresponding integral on M 0,2(Y , d)T.
Consider the cohomology valued functions






(bz + H − λk)
,
where
h−1 := (−r0(h), . . . ,−r4(h)) (mod 5).
As with Z, let
(3.4) YTg := 1g + ∑
{h| [h]=[g]−1}
YTh,g.




In particular, taking the nonequivariant limit, we conclude that Zg = Yg, (where Yg is
the non-equivariant limit λi 7→ 0 of YTg .)
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Remark III.6. For those who are familiar with the computation of the small J-
function for toric manifolds [17], the generating functions Z, as indicated above,
play the role of the J-function. The hypergeometric-type functions Y then take
the place of the I-function. Recall that one way of formulating the computation
of genus zero GW invariants is to say that the J-function is equal to the I-function
after a change of variables, called the mirror map. In the present case, the mirror
map is trivial.
3.3 Proof of Theorem III.5
The proof follows from a localization argument similar in spirit to that in [17].
The strategy is to apply the Localization Theorem (after inverting the equivariant
characters λ0, . . . , λ4 in the ring H∗CR,T(Y)) on the equivariant generating functions
to determine a recursion satisfied by ZTg . This recursion relation in fact determines
ZTg up to the constant term in the Novikov variables. We then show that YTg satis-
fies the same recursion. Since ZTg and YTg have the same initial term and the same
recursion relation, ZTg = YTg .
3.3.1 a lemma on c(d, h)
We will first explain the seemingly strange appearance of the exponents c(d, h)
in the definition of Zh,g.
Lemma III.7. Let
md = dim(M 0,h,g(Y , d)),
then if [h] = [g]−1 and 〈d〉 = d(h, g), we have
c(d, h) = md − dim(Yh) + 1.
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Proof. The standard formula for virtual dimension gives
md = 5d + 3− age(h)− age(g).
Note that for any presentation g = (r0(g), . . . , r4(g)), age(g) = ∑4i=0 ri(g)/5. Be-
cause [h] = [g]−1, we have that
ri(g)− rj(g) ≡ rj(h)− ri(h) (mod 5).




 −rk(h)/5 + d(h, g) d(h, g) ≥ rk(h)/51− rk(h)/5 + d(h, g) d(h, g) < rk(h)/5 ,
which gives
md = 5d + 3− 5d(h, g)− |{k |d(h, g) < rk(h)/5}|
= 5bdc+ |{k |d(h, g) ≥ rk(h)/5}| − 2.
Now, for a fixed k,
|{b |0 ≤ b ≤ d, 〈b〉 = rk(h)/5}| =
 bdc d(h, g) < rk(h)/51 + bdc d(h, g) ≥ rk(h)/5
 .
Summing over all k, we get that
md = |{(b, k) |0 ≤ b ≤ d, 0 ≤ k ≤ 4, 〈b〉 = rk(h)/5}| − 2.
Finally,
dim(Yg) = |{k | 0 = rk(h)/5}| − 1,
which gives the desired equality.
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3.3.2 Setting up the localization
The action of T on M 0,h,g(Y , d)) allows us to reduce integrals on the moduli
space to sums of integrals on the fixed point loci with respect to the torus ac-
tion. As usual, this reduces us to considering integrals of certain graph sums (here
the graph is the dual graph to a generic source curve in the fixed locus, together
with decorations describing where marked points and contracted components are
mapped, see [22] for more details). The generating function ZTg consists of inte-




We will now express Zg in terms of a new basis for this space which interacts
nicely with the localization procedure. For each coordinate 0 ≤ i ≤ 4, i is in I(h)
for exactly one h in {h|[h] = [g]−1}. (For h, h′ ∈ {h|[h] = [g]−1}, ri(h) = ri(h′) if
and only if h = h′). Then for i ∈ I(h), let qi be the T-fixed point of Yh obtained by
setting all coordinates {j j 6= i} equal to zero. Then, for i ∈ I(h), let




















where δi,I(g) equals 1 if i ∈ I(g) and 0 otherwise. The fixed point set of Yh consists
of {qj|j ∈ I(h)}. Note that under the inclusion ij : {qj} → Yh, H pulls back to
λj. Therefore i∗j (φi) = 0 unless i = j. From this we see that the coefficients of Z
T
i,g
consist of integrals over graphs such that the first marked point is mapped to qi.
We divide the remaining graphs into two types: the first type of graph contains
maps ( f : C → Y) such that the first marked point is on an irreducible component
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which is contracted under f , the second type contains maps in which the first
marked point is on a noncontracted component.
Claim III.8. There is no contribution from graphs of the first type.
Proof. The proof is a dimension count. We will show that the contributions from
graphs of the first type must contain as a multiplicative factor integrals of the form∫
M Ψ such that degC(Ψ) > dim(M), and hence the vanishing claim.
The complex degree of φi is dim(Yh), so the invariant 〈φiψk1, 1g〉
Y ,T
0,2,d vanishes
























































Here the third equality follows from Lemma III.7.
Now consider a fixed point graph MΓ such that p1 is on a contracted compo-
nent. At the level of virtual classes, we can write
(3.5) [MΓ] = F(Γ) ·∏
k
[Mvk ] ,
where each Mvk represents a contracted component of the graph isomorphic to a
component of M0,n(BZr, 0), and F(Γ) is a factor determined by Γ. Let Mv0 be the
component containing p1. Mv0 contains at most 2 orbifold marked points, and the
number of non-orbifold marked points is restricted by d. In particular, each non-
orbifold marked point corresponds to a (non-orbifold) edge of the dual graph.
Each of these edges must have degree at least 1, so if the total degree of the map
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is d, then there can be at most bdc nontwisted marked points. Thus the dimension
of Mv0 is at most bdc − 1. Now, the proof of Lemma III.7 shows that
c(d, h)− 1 = 5bdc+ |{k | rk(h)/5 ≤ d(h, g)}| − 2− dim(Yh).
But dim(Yh) is exactly |{k | rk(h) = 0}| − 1, which implies that
c(d, h)− 1 ≥ 5bdc − 1.
If d ≥ 1, the above quantity is strictly greater than bdc − 1. Because there do not
exist graphs such that p1 is on a non-contracted component for d < 1, we have
that for MΓ, c(d, h)− 1  dim(Mv0). But ψ
c(d,I)−1
1 must therefore vanish on these
graphs, proving the claim.
3.3.3 Contributions from a graph of the second type
Now let us consider the contribution to 〈 φiz−ψ1 , 1g〉
Y ,T
0,2,d from a particular graph
Γ of the second type. In particular, we know that p1 is on a noncontracted compo-
nent. Call this component C0, and denote the rest of the graph Γ′. Γ′ and C0 connect
at a node p′, which maps to some qk ∈ Y . Let d′ be the degree of one connected
component of the principal Ḡ-bundle above C0. We know from Proposition III.4
that 〈d′〉 = rk(h)/5. By identifying p′ ∈ Γ′ as a marked point (replacing p1 on
C0), we can view MΓ′ as a fixed point locus in M 0,h′,g(Y , d− d′), where [h] = [h′],
but rk(h′) = 0. Our plan will be to express integrals on MΓ in terms of integrals
on MΓ′ , thus reducing the calculation to one involving maps of strictly smaller
degree. This will give us a recursion.
The factor F(Γ) in Equation 3.5 is composed of three contributions: the au-
tomorphisms of the graph Γ itself, a contribution from each edge of Γ (the non-
contracted components of curves in MΓ), and a contribution from certain flags of
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Γ (the nodes of curves in MΓ). The edge corresponding to C0 maps to the line
qik ∼= P1/Ḡ connecting qi and qk. (Note that the Ḡ-action is a subgroup of the big
torus (C∗)4 of P4, Ḡ naturally acts on (C∗)4 orbits.) The degree of the map upstairs
is 5d′. Thus there is a contribution of 1/(5d′) to F(Γ) from the automorphism of
MΓ coming from rotating the underlying curve. The edge also contributes a factor
of 1/25 due to the fact that qik is a (Z/5Z)2-gerbe. So the total contribution to
F(Γ) from the edge containing p1 is 1/(125d′). The contribution from the node p′
is 125/r. (Recall r = |[h]|, which is equal to the order of the isotropy at p′). There
will be an additional factor of r appearing when we examine deformations of MΓ,
thus canceling the r in the denominator. We finally arrive at the relation











By examining the localization exact sequence (see [22]), we have the following
identity:
(3.6) e(NΓ) =
e(H0(C0, f ∗TY)m)(node smoothing at p′)
e(H0(p′, f ∗TY)m)e(H1(C0, f ∗TY)m)e((H0(C0, TC0)m)
e(NΓ′)
where e denotes the equivariant Euler class, and as is standard we identify certain
vector bundles with their fibers. Here the superscript m denotes the moving part
of the vector bundle with respect to the torus action. Let us calculate the factors
in (3.6).




















Γ. This factor of r is what cancels
with the previous factor mentioned above.
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• e(H0(C0, TC0)m): Let C be the principal Ḡ-bundle over C0 induced from f |C0 :
C0 → [P4/Ḡ]. As was argued in Proposition III.4, C consists of (|Ḡ|/r) copies of
P1. Let C0 be one of these copies. Then C0 is a principal 〈[h]〉-bundle over C0 and
H0(C0, TC0) = H0(C0, TC0)〈[h]〉.
The 〈[h]〉-invariant part of H0(C0, TC0) is one dimensional. It is fixed by the torus
action, thus the moving part of H0(C0, TC0) is trivial and e(H0(C0, TC0)m) = 1.
• e(H1(C0, f ∗TY)m): Let C0 be as in the previous bullet, then
H1(C0, f ∗TY) = H1(C0, f̃ ∗TP4)〈[h]〉 = 0.
Therefore e(H1(C0, f ∗TY)m) = 1.
• e(H0(C0, f ∗TY)m): To calculate this term, note that





We will look at the 〈[h]〉 invariant part of the short exact sequence
0→ C→ H0(OC0(rd
′))⊗V → H0( f̃ ∗TP4)→ 0,
where P4 = P(V) and V ∼= C5. The exact sequence comes from the pullback of
the Euler sequence for P4 to C0. (Note that the degree of f̃ : C0 → P4 is rd′). The
action of [h] on the first term in the sequence is trivial.
Recall that P(V) has coordinates [x0, . . . , x4]. Let [s, t] be homogeneous coordi-
nates on C0 ∼= P1, such that the preimage of p1 in C0 is [0, 1] and the preimage of
p′ in C0 is [1, 0]. Then the middle term of the sequence is spanned by elements of
the form satb ∂∂xl where 0 ≤ l ≤ 4 and a + b = rd











and so this summand is invariant under the 〈[h]〉-action if and only if rl(h)/r =































+ λi − λl
)
.
• e(H0(p′, f ∗TY)m): Similarly, the node p′ is isomorphic to BZr, and each of
the |Ḡ|/r points lying in the principal Ḡ-bundle over p′ is a principal 〈[h]〉-bundle






e(H0(p′, f ∗TY)m) = ∏
l∈I(h′)\{k}
(λk − λl) .
Finally note that ev∗1(φi) = ∏l∈I(h)−i(λi − λl). We can do one further simplifi-
cation. On the graphs which we consider, namely those where p1 is on a noncon-
tracted component, ψ1 restricts to
λk−λi




rd′ , but because we
are following the convention that ψ-classes are pulled back from the reification,
we must multiply this by a factor of r).

















∏l∈I(h)\{i}(λi − λl)e(H1(C0, f ∗TY)m)






























We will formulate the above computations into a recursion relation. To do that,
the following regularity lemma is needed.
Lemma III.9 (Regularity Lemma). ZTi,g is an element of Q(λi, z)[[Q]]. The coefficient
of each QD is a rational function of λi and z which is regular at z = (λi − λj)/k for all
j 6= i and k ≥ 1.
Proof. This follows from a standard localization argument, see e.g. Lemma 11.2.8
in [12].







































and (−)MΓ means the contribution of the fixed component MΓ to the expression
in parentheses.
Due to the fact that rk(h)/5 = 〈d′〉, one can check that
c(d, h)− c(d′, h) = c(d− d′, h′)







































Although we have suppressed this in the notation, recall that in the above sum-
mand, h is the presentation such that φi is supported on Yh (i ∈ I(h)).
We will now turn our attention to YTg . Let us define the function YTi,g analo-
gously to that of ZTi,g ,















(bz + λi − λk)
 .







































{(b,k)|rk(h)/5=〈b〉,k 6=i,b 6=0} 1/ (b + (λi − λk)/z)
∏
{(m,l)∈S(d,h)\{(b,k)}|m≤b}




(b(λi − λl)/(λk − λi) + m)
 .









where h′ is chosen such that [h] = [h′] and k ∈ I(h′). To see this note that if (b, k)
and (m, l) are both in S(d, h), then by definition rk(h)/5 = 〈b〉 and rl(h)/5 = 〈m〉.













≡ 〈m〉 − 〈b〉 ≡ 〈m− b〉 (mod 1).
In other words rl(h′)/5 = 〈m− b〉. This proves that if (b, k) ∈ S(d, h), and h′ is
chosen as above, then for pairs (m, l) with b < m ≤ d,
(3.8) (m, l) ∈ S(d, h) if and only if (m− b, l) ∈ S(d− b, h′).
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We conclude that YTi,g satisfy the same recursion as Z
T
i,g.
The recursion relation and initial conditions imply YTi,g = Z
T
i,g. The proof of
Theorem III.5 is now complete.
Remark III.11. As a corollary one may easily obtain an explicit formula for the
small J-matrix JYsmall(t, z) by isolating coefficients of the various Z
Y
g . We give an
explicit expression for certain specified rows of JYsmall(t, z) in Corollary IV.8.
CHAPTER IV
A model of the mirror quinticW
4.1 Fermat quintic and its mirror






M := {Q0(x) = 0} ⊂ P4.
The Greene–Plesser mirror construction [23] gives the mirror orbifold as the quotient
stack
W := [M/Ḡ].
Note that the Ḡ-action on P4 (3.1) preserves the quintic equation Q0(x) and there-
fore induces an action on M. Equivalently,
(4.1) W = {Q0 = 0} ⊂ Y = [P4/Ḡ].
Remark IV.1. Gromov–Witten theory is invariant under deformation (this property
is called the deformation axiom in [12], or alternatively, describes a part of what is
referred to as the composition law in [24]). Since in this section we will only be
interested in the Gromov–Witten theory of W , we will only speak of the mirror
orbifold instead of the mirror family.
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Recall in Lemma III.1 the inertia orbifold of Y = [P4/Ḡ] is indexed by g ∈ G.
For a particular g, the dimension of Yg is equal to
∣∣{j|rj = 0}∣∣ − 1, and can be
identified with a linear subspace of Y . The age shift of Yg is age(g) = ∑4i=0 ri/5.
The inertia orbifold of the mirror quinticW can be described by that of Y . W
intersects nontrivially withYg exactly when




g = (r0, . . . , r4) ∈ G
∣∣ 2 ≤ ∣∣{j|rj = 0}∣∣ } .
(Note that S̄ contains e = (0, . . . , 0).) Then
IW = ä
g∈S̄
Wg , Wg :=W ∩Yg.
All nontrivial intersections are transverse, so
dim(Wg) = dim(Yg)− 1 =
∣∣{j|rj = 0}∣∣− 2.
It follows that the age shift ofWg is equal to the age shift of Yg. The cohomology





In the sequel, we will only be interested in the subring of H∗CR(W) consisting
of classes of even (real) degree. We will denote this ring as HevenCR (W). It can be
checked via a direct calculation that if i :W ↪→ Y is the inclusion,
HevenCR (W) = i∗H∗CR(Y).
Conventions IV.2. By a further abuse of notation, we will also denote by H the
induced class onW pulled back from Y .




{1g, 1gH, . . . , 1gHdim(Wg)}.
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We also note that HevenCR (W) ⊂ H∗CR(W) is a self-dual subring with respect
to the Poincaré pairing of H∗CR(W). Furthermore, this basis is self-dual (up to a
constant factor). Given g = (r0, . . . , r4) ∈ S, let
g−1 := (−r1, . . . ,−r4) (mod 5).










Conventions IV.3. By the matrix J-function of W , we will mean the matrix con-
sisting of the collection of HevenCR (W)-valued functions with variable t = tH.















where the basis {Ti} is for HevenCR (W), as in (4.2). Here as in Section III, by the





Note that if we extend the basis {Ti} to a full basis of H∗CR(W), the classes of
odd (real) degree will not contribute to JWg (t, z), and thus (4.3) is equal to the Jg-
function of (2.5).
As has been shown in Proposition III.4, for an orbi-curve C with two marked
points, the degree must be a multiple of 1/5. Recall also from Proposition III.4
that the only nonzero contribution to the terms in JWg comes from elements Ti sup-
ported on someWh such that [h] = [g−1]. From the definition of S̄, it is required
that
(4.4)
∣∣{j|rj = 0}∣∣ ≥ 2, ∑
j
rj ≡ 0 (mod 5).
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We will enumerate all possible cases.
It follows from the conditions (4.4) that
∣∣{j|rj = 0}∣∣ must be equal to 2, 3 or 5.
That is, dim(Wg) is equal to 0, 1 or 3.
If dim(Wg) = 3, g = e = (0, 0, 0, 0, 0) and 1e = 1. The only basis elements
which contribute to JWe come from the nontwisted sector. We have















If dim(Wg) = 1, then up to a permutation of the entries, g = (0, 0, 0, r1, r2)
with r1 6= r2. By definition of S̄, other than g there is no h ∈ S̄ such that [h] = [g].
Therefore, the two basis elements which contribute nontrivially to JWg are 1g−1 and
1g−1 H. We arrive at
























If dim(Wg) = 0, then up to a permutation of the entries, g = (0, 0, r1, r1, r2),
with r1 6= r2. There is only one other g1 ∈ S̄ such that [g1] = [g], namely,
g1 = (−r1,−r1, 0, 0, r2 − r1) (mod 5). The two basis elements which contribute
nontrivially to the invariants of JWg are 1g−1 and 1(g1)−1 . Thus we can express
JWg (t, z) as
























Thus for each twisted componentWg, the J-function JWg has two components.
We will relate the functions JWg to certain hypergeometric functions, called I-
functions. To start with, let us introduce “bundled-twisted” Gromov–Witten in-
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M 0,n(X , d).
The E-twisted Gromov–Witten invariants are defined to be
〈
α1ψ












Eo,n,d := π∗ f ∗(E)
and e(E0,n,d) is the Euler class of the K-class. We can define a twisted pairing on






α1 ∪ I∗(α2) ∪ e(E).
With this, we can define a twisted J-function















Here Ti is a basis for H∗CR(X ; Λ) and Ti is the dual basis with respect to the twisted
pairing.
The twisted invariants are related to invariants on the hypersurface. In our




is constant on connected components of M 0,n(Y , d). It follows that E0,n,d = R0π∗ f ∗(O(5))
is a vector bundle. The embedding i :W ↪→ Y induces a morphism ι : M 0,n(W , d) ↪→
M 0,n(Y , d). As is shown in e.g. [13] 1,
(4.8) ι∗[M 0,n(W , d)]vir = e(E0,n,d) ∩ [M 0,n(Y , d)]vir.
1That proof, given in the non-orbifold setting, can be readily modified to the orbifold setting.
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This relates the twisted invariants on Y to the invariants onW . Assume that t
is restricted to HevenCR (Y), then by the projection formula,
JW (t, z) = i∗ JY ,tw(t, z).
Let us now further restrict t to H2CR(Y). In our setting we may write an element
of H2CR(Y) as
(4.9) t = tH + ∑
{g| age(g)=1}
tg1g.
Write the J-function of Y as
JY (t) = ∑
d
qd JYd (t).






(Note that we have taken the λ = 0 limit in [10].)



















tg1tg2 IEg1,g2(t, z) + . . .
 .
(4.10)
For g such that age(g) ≤ 1 (including g = e), define the A model hypergeometric
functions







The theorem below is our main result from the A model which will be needed
to prove the mirror theorem.
Theorem IV.5. Given g = (r0, . . . , r4) such that the age shift ofWg is at most 1, there
exist functions F0(t), G0(t), and Hg(t), determined explicitly by IEg (t, z) such that F0
and Hg (g 6= 0) are invertible, and







Remark IV.6. In the statement of the theorem, F0(t) and G0(t) do not depend on g,
so the mirror map t 7→ τ(t) = G0(t)/F0(t) is well defined.
4.3 Proof of Theorem IV.5
There are two key ingredients in the proof. The first one is the version of quan-
tum Lefschetz hyperplane theorem (QLHT) for orbifolds proved in [10]. By Equa-
tion (4.1),W is a hyperplane section of Y and hence JW (t, z) can be calculated by
QLHT. Corollary 5.1 in [10] in particular implies the following:
Theorem IV.7 ([10]). Let the setting be as above, with E = O(5)→ Y . Then




for some F and G with F scalar valued and invertible, and







The second ingredient is the explicit formula of JYg from Section III. Note that
we are only concerned with those g such that i∗1g 6= 0 and age(1g) ≤ 1. Therefore
only those JYg are listed. The following is a straightforward corollary of Theo-
rem III.5, (3.3) and (3.4) by equating the terms Qc(d,h)1h−1 H
k of Zg with the terms
qdedt1h−1 H
k of JYg .
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Corollary IV.8. The functions JYg (t, z) are given by the following formulas.
(i) If g = e = (0, 0, 0, 0, 0),
(4.15) JYe = e
tH/z





(ii) If g = (0, 0, 0, r1, r2), let g1 = (−r1,−r1,−r1, 0, r2 − r1) (mod 5) and let
g2 = (−r2,−r2,−r2, r1 − r2, 0) (mod 5). Then
JYg =e
tH/z1g





(H + bz)3 ∏
0<b≤d
〈b〉=〈 r25 〉












(H + bz)3 ∏
0<b≤d
〈b〉=0
























(iii) If g = (0, 0, r1, r1, r2), let g1 = (−r1,−r1, 0, 0, r2 − r1) (mod 5) and let g2 =
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(H + bz)2 ∏
0<b≤d
〈b〉=0























In case (ii), up to permutation (r1, r2) = (2, 3) or (1, 4). Due to the age requirement,
in case (iii) only (r1, r2) = (1, 3) or (2, 1) are possible.
Lemma IV.9. There are scalar valued functions F0(t), G0(t) and Gg(t) for each g with













where R denotes the remainder, consisting of terms with either the degrees in tg’s greater
than or equal to 2 or the degree in z−1 greater than or equal to 2. In other words, if we
write G(t) from (4.13) as
G(t) = G0(t)H + ∑
g
Gg(t)1g
and denote O(2) the terms with the degrees in tg’s greater or equal to 2, then
F(t) = F0(t) + O(2), G0(t) = G0(t) + O(2), Gg(t) = tgGg(t) + O(2).
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Proof. The proof of this lemma follows from Corollary IV.8 together with the fol-
lowing observations. First, in case (ii) i∗(1g1) = i
∗(1g2) = 0 due to dimensional
reasons. Similarly with i∗(1g2) = 0 in case (iii). Secondly, in case (iii) the 1g1 term
has higher z−1 power: The modification factor contributes terms of z5d plus lower
order (in z) terms. i∗ JYg contributes z−(5d+1) plus higher order (in z−1) terms. The
combined contribution goes to the remainder R.
With all this preparation, it is easy to prove Theorem IV.5.
Proof of Theorem IV.5. Start by pulling back the equation (4.14) to W . Setting all
tg = 0 we get (4.12) for the case g = e if we let He = F0:
IAe (t) = i
∗ IEe (t) = i
∗ IE(t)|t=tH.
Here by t = tH we mean that setting all tg = 0 in (4.9). In the case g 6= e, take
the partial derivative of (4.14) with respect to tg and then set all tg = 0. Note that
from (4.10), we have
IAg (t) = i




By Lemma IV.9 all the “extra terms” vanish and (4.12) follows for g 6= e after
letting Hg(t) = Gg(t). The proof is now complete.
CHAPTER V
Periods and Picard–Fuchs equations
The theory of variation of Hodge structures (VHS) is closely related to the B
model of a Calabi–Yau variety X, which encodes information about the deforma-
tions of complex structures on X. By the local Torelli theorem for Calabi–Yau’s,
the Kodaira–Spencer spaces inject to the tangent spaces of period domains and
one can investigate the deformations of X via VHS, which can be described by a
system of flat connections on cohomology vector bundles.
For the benefit of the readers who come from the GWT side of mirror symmetry,
we give a brief and self-contained summary of the parts of VHS theory which are
related to our work: the Gauss–Manin connection and the associated notions of
the period matrix and Picard–Fuchs equations. For a more detailed introduction
the reader may consult [19], [18].
5.1 Gauss–Manin connections, periods, and Picard–Fuchs equations
Over a smooth family of projective varieties π : X → S of relative dimension




The fiber over a point t ∈ S of this sheaf is Hn(Xt). This sheaf is locally free, and
is naturally endowed with a flat connection ∇GM, the Gauss–Manin connection. It
can be defined in terms of the flat sections given by the lattice Rnπ∗Z in Rnπ∗C→
S, a local system. The Hodge filtration can be described fiberwise by
(F p)t
∼= ⊕a≥pHa,n−a(Xt).
We will be particularly interested in the case when the base S is one dimen-
sional. Suppose now S is an open curve and the family π extends to a flat family
over a proper curve S̄. The vector bundle Rnπ∗C⊗OS extends to a vector bundle
H → S̄ whose fiber over t in S consists of the middle cohomology group Hn(Xt).
While it is not true that∇GM extends to a connection on all of H , the singularities
which arise are at worst a regular singularities [14]. This means that after choos-
ing local coordinates, the connection matrix acquires at worst logarithmic poles at
points of S̄ \ S. Nevertheless we may still speak of flat (multi-valued) sections of
∇GM, controlled by the monodromy.
Let {γi} be a basis of Hn(Xt0). Since π : X → S is smooth, it is a locally trivial
fibration and n-cycles γi can be extended to locally constant cycles γi(t). Let ωt be
a (local) section of H . The functions
∫
γi(t)












The periods satisfy the Picard–Fuchs equations, defined as follows. Taking suc-
cessive derivatives of ωt with respect to the connection gives a sequence of sec-
tions




ωt, . . . .
Because the rank of H is finite, for some k there will exist a relation between these
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is the Picard–Fuchs equation for ωt. The situation when the dimension of S is
greater than one is essentially the same, but (5.1) is replaced by a PDE.
Let {φi}i∈I be a basis of sections of H . Then if {γi}i∈I is a basis of locally
constant n-cycles, we can write the fundamental solution matrix of the Gauss-









With this choice of basis, we see that the ith row of S gives the periods for the
section φi.
Remark V.1. In the literature, often (but not always) the term periods are reserved
for the case when φ(t) is a holomorphic n-form, i.e. a section of F n, and Picard–
Fuchs equations are defined only for periods in this restricted sense. Here, we
choose to use these terms in the more general sense described above. Note, how-
ever, by the results in [5], for Calabi–Yau threefolds the general Picard–Fuchs
equations can be determined from the restricted ones.
Definition V.2. Let U denote the Kuranishi space of the Calabi-Yau n-fold X. For
the purpose of this paper, we define the (genus zero part of) B model of X as the




Let us assume now that the family Xt is a family of hypersurfaces defined by
homogeneous polynomials Qt of degree d in Pn+1. In this case the Griffiths–Dwork
method can be employed to explicitly calculate the Picard–Fuchs equations. We
summarize the relevant results of [18] here.
The method relies on Griffiths’ work in [18] showing that one can calculate
the period integrals on Xt in terms of rational forms on Pn+1. For the time be-
ing, let us fix t and suppress it in the notation. Griffiths first shows that in fact
any class Ω in Hn+1(Pn+1 \ X) can be represented in cohomology by a rational
n + 1 form. In particular, let Ω0 be the canonical n + 1-form on Pn+1: Ω0 =
∑n+1i=0 (−1)ixidx0 · · · ˆdxi · · · dxn+1. We can represent any class Ω by a rational form





where P(x) is a homogeneous polynomial with degree kd− (n + 2).
The rational n+ 1 forms are then related to regular n forms on X via the residue
map. More precisely, let Ank (X) denote the space of rational (n+ 1)-forms on P
n+1
with poles of order at most k on X, and let
Hk(X) := An+1k (X)/dA
n
k−1(X).
This gives an obvious filtration
H1(X) ⊂ H2(X) ⊂ · · · ⊂ Hn+1(X) =: H(X).
This description of rational forms interacts nicely with the Hodge filtration Fp of
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the primitive classes. Griffiths proves that the following diagram is commutative:
(5.2)
H1(X) ⊂ H2(X) ⊂ · · · ⊂ Hn+1(X)
↓ Res ↓ Res ↓ Res
Fn ⊂ Fn−1 ⊂ · · · ⊂ F0
and that each vertical arrow is surjective. In particular,
Hk+1(X)/Hk(X) ∼= Fn−k/Fn−k+1.
Now, for each n-cycle γ in Hn(X), let
T : Hn(X)→ Hn+1(Pn+1 \ X)
be the tube map where T(γ) is a sufficiently small S1-bundle around γ in Pn+1 \X.
Griffiths then shows that the tube map is surjective in general and also injective
when n is odd.
Theorem V.3. All primitive classes on X can be represented as residues of rational forms
on Pn+1 with poles on X. This representation is unique when n is odd.










Next Griffiths relates the rational forms to the Jacobian ring. Let
J(Q) = 〈∂Q/∂x0, . . . , ∂Q/∂xn+1〉 be the Jacobian ideal of Q. The key relationship





















where φ ∈ Ank−1. Thus, the order of the pole of a form
P(x)
Q(x)k
Ω0 can be lowered if






the homogeneous polynomial P, one obtains the following theorem.
55
Theorem V.4.
(5.4) C[x0, . . . , xn+1]dk−n−1/J(Q) ∼= Fn−k/Fn+1−k ⊆ PHn−k,k(X).
The above results allow one to explicitly calculate the Picard–Fuchs equations
for certain families of forms ωt on Xt. As before, let Xt be a family of hypersur-
faces defined by a degree d homogeneous family of polynomials Qt. Then we can






. Let γt be a locally constant n















































The third equality follows because a small change in T(γ(t)) will not change its


















allowing one to obtain the Picard–Fuchs equations of ωt via explicit calculations
of the polynomials (in the Jacobian rings). An explicit example is given in the next
section.
CHAPTER VI
B model of the Fermat quintic M
We now turn to the specific case of the Fermat quintic threefold M in P4. It
has been shown (see e.g. [3]) that the Hodge diamonds of M and W are mirror
symmetric
hp,q(M) = h3−p,q(W).
In particular, the deformation family of W is one-dimensional while for M the
deformation is 101 dimensional.
Recall in our study of the A model ofW , we restrict the Dubrovin connection
(i.e. Frobenius structure) to to the “small” parameter t corresponding to the hyper-
plane class H. In the following discussions of the complex moduli of M, we will
also study the full period matrix for the Gauss–Manin connection, but restricted
to a particular deformation parameter.
Let









and define the family Mψ = {Qψ(x) = 0} ⊂ P4.
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6.1 Picard–Fuchs equations for Mψ
In the specific case of the family Mψ, there is a “diagrammatic technique”, pi-
oneered in [7] and refined in [15], which utilizes the symmetry of Qψ and P to
simplify the bookkeeping.




Ω0, P(x) = x
r0






ri = 5(k− 1).
Fix i between 0 and 4, and set Bj = δijxiP(x) for 0 ≤ j ≤ 4. Noting that
∂
∂xi
Qψ(x) = 5x4i − ψx0 · · · x̂j · · · x4,






















for any choice of cycle γ ∈ Hn(X). Note, however, that there is a degenerate case
in the above setting: in the case when P(x) is independent of xi, let Bj = δijP(x).












(x0 . . . x̂i . . . x4) P
Qk+1ψ
Ω0 = 0.
We can interpret this equation as allowing ri = −1 in (6.2).











(x0 · · · x4) P
Qk+1ψ
Ω0.
The authors in [7, 15] apply (6.2) (6.3) and (6.4) recursively to get relations of the
periods, hence the Picard–Fuchs equations. For convenience of bookkeeping, one
can keep track of the polynomial P(x) by its exponents (r0, . . . , r4). (6.2) can be
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understood symbolically as a relation between (r0, . . . , r4), (r0, . . . , ri + 5, . . . , r4)
and (r0 + 1, . . . , r4 + 1).
Consider for example the case P = 1 corresponding to (0, . . . , 0). Applying
(6.4) four times, one may write the fourth derivative of (0, . . . , 0) as a multiple of
(4, . . . , 4). This may then be related to (5, 5, 5, 5, 0) by (6.3). Applying (6.2) to relate
(r0, . . . , r4) to a linear combination of (r0, . . . , ri − 5, . . . , r4) and (r0 + 1, . . . , ri −
4, . . . , r4 + 1) repeatedly, one can reduce to terms with ri ≤ 4 for all i. In fact,
eventually all terms will be of the form {(r, r, . . . , r)} for r = 0, . . . , 4. This can be
seen by noting that none of (6.2), (6.2) or (6.4) changes ri − rj (mod 5). Hence, we
have found a relation between the fourth derivative of (0, . . . , 0) and {(r, . . . , r)}
for r = 0, . . . , 4. By (6.4), the various (r, . . . , r) are r-th derivatives of (0, . . . , 0), and
we obtain a fourth order ODE in ψ for the period corresponding to P = 1. (See
Table 1 below for the equation.) Other cases can be computed similarly. These
arguments can be illuminated by diagrams in [7, 15], hence the name diagrammatic
technique.
Now we apply this method to calculate the Picard–Fuchs equations for the pe-
















+ 1 = age(g) + 1.
We will consider specific families of the form






For our purposes, it will be sufficient to consider families ωg such that Pg satisfies
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age(g) ≤ 1 (i.e. ∑4i=0 ri ≤ 5) and at least two of the ri’s equal 0. We remark that
these conditions on g match the conditions on A model computation in Section IV
perfectly. In Claim VII.7 it is shown that the derivatives of these families generate
all of H .
Table 1 below gives the Picard–Fuchs equation satisfied by each of the above-
mentioned forms. We label the forms by the corresponding 5-tuple g = (r0, . . . , r4).
Note that permuting the ri’s does not effect the differential equation, so we do not
distinguish between permutations. Here
t = −5 log(ψ).
The same computation was done in [7, 15]. We note however that there are several
type Picard–Fuchs equation
(0, 0, 0, 0, 0) ( ddt )















(0, 0, 0, 1, 4) ( ddt )
2 − 55et( ddt + 2/5)(
d
dt + 3/5)
(0, 0, 0, 2, 3) ( ddt )
2 − 55et( ddt + 1/5)(
d
dt + 4/5)
(0, 0, 1, 1, 3) ( ddt )(
d
dt − 1/5)− 5
5et( ddt + 1/5)(
d
dt + 3/5)
(0, 0, 2, 2, 1) ( ddt )(
d
dt − 2/5)− 5
5et( ddt + 1/5)(
d
dt + 2/5)
Table 6.1: The Picard–Fuchs equations for forms ωg.
differences between the period integrals we consider, and those of [15]. First, our
family Mψ differs from that in [15] by a factor of 5 in the first term. Second, the
forms we consider (6.5) differ slightly from those considered in [15] by an extra
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factor of ψ in the numerator (see remark VI.1). Finally, our final equations use
different coordinates than in [15]. However the same methods used in their paper
can easily be modified to obtain the formulas we present here.
Remark VI.1. The factor of ψ in the numerator of (6.5) might appear unnatural













In the comparison of the A model and B model this modification will simplify the
I-functions from both sides. It is also used in the Mirror Theorem for the Fermat
quintic.
6.2 B model I-functions
We can solve the above Picard-Fuchs equations with hypergeometric series. As
in Section III, we will organize these solutions in the form of an I-function. For
each of the above forms ωg, IBg will be a function taking values in H∗CR(W) ∼=
H∗(IW), whose components give solutions to the corresponding Picard–Fuchs
equation.
Proposition VI.2. For the g listed in table 6.1, the components of IBg (t, 1) give a basis of
solutions to the Picard–Fuchs equations for ωg, where IBg (t, z) is given below.
(i) If g = e = (0, 0, 0, 0, 0),
(6.6) IBe (t, z) = e
tH/z










(ii) If g = (0, 0, 0, r1, r2),











(H + bz)3 ∏
0<b≤d
〈b〉=〈 r25 〉






(iii) If g = (0, 0, r1, r1, r2), let g1 = (−r1,−r1, 0, 0, r2 − r1)(mod 5). Then
IBg (t, z) =
etH/z1g































(H + bz)2 ∏
0<b≤d
〈b〉=0






Remark VI.3. Note that the functions IBg (t, z) in equations (6.6), (6.7), and (6.8), are
supported on spaces of dimension 3, 1, and 0 respectively (in particular, H ≡ 0 in
(6.8)). So for each g, the number of components of IBg (t, z) equals the order of the
corresponding Picard–Fuchs equation as desired.
CHAPTER VII
Mirror Theorem for the mirror quintic: A(W) ≡ B(M)
In this section, we will show the “mirror dual” version of (the mathematical
version of) the mirror conjecture by Candelas–de la Ossa–Greene–Parkes [6]. More
specifically, we will show that the A model ofW is equivalent to the B model of
M, up to a mirror map.
We start in 7.1 by stating a “classical” mirror theorem relating the GWT ofW
with the periods of Mψ on the level of generating functions. This is exactly analo-
gous to Givental’s original formulation in [16]. In 7.2 we give a brief explanation
of how Givental’s original statement of the mirror theorem implies a full corre-
spondence between the A model of M and the B model of W . Finally in 7.3 we
use similar methods as in 7.2 to prove a mirror theorem equating the A model of
W to the B model of M.
7.1 A correspondence of generating functions
We will first show that the I-functions IAg of the A model ofW (Definition IV.4)
are identical to the I-functions IBg of the B model of Mψ defined in Section 6.2.
Remark VII.1. Note that in the formula IAg , the Novikov variable q always appears




Proposition VII.2. Let g = (r0, . . . , r4) ∈ G satisfies the conditions age(g) ≤ 1 and
that at least two of ri’s are equal to zero. We have an A-interpretation of g as parameter-
izing a component ofWg in IW . We have also a B-interpretation of g in ωg (6.5) where
Pg denote the polynomial x
r0
0 · · · x
r4
4 . Then
IAg (t, z) = I
B
g (t, z).
Proof. This follows from a direct comparison of formulas (4.15), (4.16), and (4.17)
from Corollary IV.8 with formulas (6.6), (6.7), and (6.8) respectively.
Combining Proposition VII.2 with Theorem IV.5, we conclude that some peri-
ods from VHS of M correspond to the Gromov–Witten invariants ofW .
Corollary VII.3 ([20]). For each g = (r0, . . . , r4) ∈ G such that age(g) ≤ 1 andWg is
nonempty (i.e. at least two ri’s vanish), we have







In other words, under the mirror map
t 7→ τ = G0(t)
F0(t)
,
the periods of ωgHg(t) are equal to the coefficients of J
W
g (τ, 1).
This theorem should be viewed as an analogue of Givental’s original mirror
theorem VII.4 stated below.
7.2 Mirror theorem for the Fermat quintic revisited
To obtain some insight into the full correspondence, we return to the “classical”
mirror theorem for the Fermat quintic threefold. While this is not strictly neces-
sary for the logical flow of the proof, we feel that it illuminates our approach in a
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simpler setting. We also strive to clarify certain points which are not entirely clear
in the literature.
Let JM(t, z) denote the small J-function for M where t is the coordinate of
H2(M) dual to the hyperplane class H. Let Wψ denote the one dimensional de-
formation family defined by the vanishing of Qψ (see (6.1)) in Y .








As in section VI there exists an H∗(M)-valued I-function, IBWψ(t, z), such that the
components of IBWψ(t, 1) give a basis of solutions for the Picard–Fuchs equations
for ωψ, where t = −5 log ψ.
Theorem VII.4 (mirror theorem [16, 21, 4]). There exist explicitly determined func-








We will show how Theorem VII.4 implies a correspondence between the funda-
mental solution matrix of the Dubrovin connection for M and that of the Gauss–
Manin connection for Wψ. In order to emphasize the symmetry between the




and consider the flat family Ws over S = Spec(C[s]). Then if we let t = log(s),
IBcWs = I
B
cWψ . In the Calabi–Yau case, the H expansion of I
B always occurs in the
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form of a function of H/z, in particular IBWs is homogeneous of degree zero if one
sets deg(z) = 2. The same is true of JM. Thus, one may set z = 1 without loss of
information. IBWs(t, 1) gives a basis of solutions for the Picard–Fuchs equations of














(t, z) is the Hi coefficient of IBWs(t, z).
By the same argument, if we choose an appropriate basis {sA0 (τ), . . . , sA3 (τ)}
of solutions for ∇z, Section II shows that the coefficients JMi (τ, 1) of the function
JM(τ, 1) give us the functions
(sAi (τ), 1)
A = JMi (τ, 1).
Thus we can interpret Theorem VII.4 as saying that after choosing correct bases
of flat sections and applying the mirror map
t 7→ τ = G(t)
F(t)
,













To show the full correspondence between the solution matrix for the Dubrovin
connection for M and the solution matrix of the Gauss–Manin connection on S,
we must find a basis φ0, . . . , φ3 of sections of H and a basis T0, . . . , T3 of sections
of Heven(M) such that for all i and j,
(7.2) (sBi , φj)
B = (sAi , Tj)
A







φ0 for 0 ≤ j ≤ 3
gives a basis of sections for H .
Proof. This follows from standard Hodge theory for Calabi–Yau threefolds, but in










































































φ0 in F 2/F 3 is




φ0 in F 3−j/F 3+1−j for 1 ≤ j ≤ 3
is nonzero, thus the sections φ0, . . . , φ3 must be linearly independent.
Note that
(sBi , φ1)































we have the relationship
(sBi , φ1)
B = (sAi , T1)
A.
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This shows that after identifying the section φi with Ti the mirror map lifts to
an isomorphism of vector bundles, which preserves the connection. Indeed, the
fundamental solution of the Gauss–Manin connection is a 4 by 4 matrix, where 4 is
the rank of H3(W). On the other hand, the fundamental solution of the Dubrovin
connection is also a 4 by 4 matrix, where 4 is the rank of Heven(M). We recall
that the J-function can be thought of as the first row vectors of the fundamental
solution matrix, as discussed in Section II. The above discussion shows that we
can extend the correspondence between the first row of the fundamental solution
to the full fundamental solution.
We summarize the above in the following theorem.
Theorem VII.6. The fundamental solutions of the Gauss–Manin connection forWs are
equivalent, up to a mirror map, to the fundamental solutions of the Dubrovin connection
for M, when restricted to H2(M).
7.3 Mirror theorem for the mirror quintic
In this subsection, we will extend the partial correspondence in Section 7.1 be-
tween the periods of Mψ and the A model ofW to the full correspondence, gen-
eralizing the ideas in Section 7.2.
Similar to the above, consider the flat family Ms over S = Spec(C[s]) defined
by (6.1), where s = et = ψ−5. Corollary VII.3 states that some periods of Ms
correspond to Gromov–Witten invariants on W . We would like to extend this
result to all periods.
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First, we must choose a basis of sections of H → S. Let ωe denote the holo-
morphic family of (3,0)-forms corresponding to g = e = (0, . . . , 0) in (6.5). It is no
longer true that derivatives of ωe/F0(t) with respect to the Gauss–Manin connec-
tion generate a basis of sections of H , thus it becomes necessary to consider the
other forms ωg satisfying the conditions formulated in Corollary VII.3. Namely,
let φe = ω/F0(t) and let φg = ωg/Hg(t) where g satisfies age(g) = 1. Consider
the set of sections
{φ0,∇GMt φ0, (∇GMt )2φ0, (∇GMt )3φ0} ∪ {φg,∇GMt φg}.
Claim VII.7. These forms comprise a basis of the Hodge bundle H .
Proof. The proof is similar to Claim VII.5. We note that in the last four rows in
Table 1, corresponding to age one type, the dimensions are 20, 20, 30, and 30. Thus
|{φg}| = 100, and there are exactly 204 forms in the above set. One can check
via (5.4) and another argument like in (7.3) that these sections are in fact linearly
independent.




















τ1g. Then if we choose the correct basis of flat sections {sBi } and {sAi },
we have that
(sBi , (∇GMt )kφ0)B = (sAi , Tk)A,
(sBi , φg)
B = (sAi , Tg)
A and
(sBi ,∇GMt φg)B = (sAi , T′g)A.
This implies that the set
{T0, T1, T2, T3} ∪ {Tg, T′g},
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is a basis of THevenCR (W), and that with these choices of bases the solution matrices
for the two respective connections are identical after the mirror transformation.
Thus we obtain the full correspondence.
In terms of the language of Theorem VII.6, we can formulate our final result in
the following form. On the side of the A model ofW , let t be the dual coordinate
of H; on the side of B model of Ms, let t = log(s). Then we have
Theorem VII.8 ([20]). The fundamental solution matrix of the Gauss–Manin connection
∇GMt for Ms is equal, up to a mirror map, to the fundamental solution matrix of the
Dubrovin connection ∇zt forW restricted to tH ∈ H2(W).
Remark VII.9. Even though the base direction is constrained to one dimension in-
stead of the full 101-dimension deformation space, our fundamental solutions are
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