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In the first part of this thesis (Chapters 2 through 5) we thoroughly examine autoregressive
(AR) processes with random coefficients. We propose a least-squares estimator for the
fourth order moments of both the noise sequences and state its consistency. The main
theme is the development of various bootstrap procedures for the distribution of the
autoregressive parameter and the distribution of the variances of both noise sequences.
We show how to obtain approximative residuals for the process even though the standard
method for autoregressive processes does not work in this context since one then would
obtain convoluted residuals of both the noise squences. These ideas lead to a modification
of the classical residual bootstrap for autoregressive processes.
First, the consistency of a bootstrap procedure for the autoregressive parameter, that
is based on an intuitive least-squares estimator, is established. Further, the estimators
proposed at the beginning are used to form two wild bootstrap modifications and the
performances of the three bootstrap procedures are explored by a simulation study and
compared to each other.
To overcome the drawback of very strong moment conditions that are imposed on the
process to show consistency of these bootstrap procedures, the residual bootstrap is re-
considered using a quasi maximum likelihood estimator. Thereafter, as a variation of
the residual bootstrap, we propose a wild bootstrap that uses estimated densities of the
innovation and the disturbance noise to generate a bootstrap replicate of the process.
Except some regularity conditions on the noise sequences, no moment assumptions on the
process itself are needed to show consistency of both the bootstrap procedures for the
distribution of the autoregressive parameter and the distribution of the variances of both
the noise sequences. Their performance is illustrated by a simulation study.
Finally, we propose two basic estimators and an advanced estimator that is based on
deconvolution techniques for the densities of the noise sequences. After some remarks
concerning their practicability, we establish their consistency and evaluate their finite
sample behavior by a simulation study.
In the second part of this thesis we consider functional time series that are assumed to
follow an autoregressive scheme of unknown order and show how to estimate this order
consistently. We precisely establish the connection between functional AR processes and
multivariate AR processes and show how to obtain a multivariate process if we are given a
functional AR process. The resulting process follows an autoregressive scheme, but is not
a standard AR process anymore. The coefficient matrices are random and the residuals
are dependent on the observations of the process. Following earlier contributions for AR
processes, we introduce a general loss function and show that the estimated order obtained
by a minimization of this function converges to the correct order of the multivariate non-
standard AR process and therefore of the functional AR process in probability. We
evaluate the finite sample size performance of this estimator by a simulation study and




Im ersten Teil dieser Arbeit (Kapitel 2 bis 5) behandeln wir ausfu¨hrlich autoregres-
sive (AR) Prozesse mit zufa¨lligen Koeffizienten. Wir schlagen einen kleinste-Quadrate-
Scha¨tzer fu¨r die vierten Momente beider Sto¨rgro¨ßen vor und zeigen, dass er konsistent ist.
Das Hauptziel ist die Entwicklung verschiedene Bootstrapideen, sowohl fu¨r die Verteilung
des autoregressiven Parameters als auch der Varianzen der beiden Sto¨rgro¨ßen. Wir zeigen,
wie man approximative Residuen des Prozesses erhalten kann, obwohl die Standardmeth-
ode fu¨r AR Prozesse hier nicht funktioniert, da man dann nur Residuen erhalten wu¨rde,
die aus der Summe beider Sto¨rgro¨ßen bestehen. Diese Ideen fu¨hren zu einer Modifikation
des klassischen Residuenbootstrap von AR Prozessen.
Zuna¨chst zeigen wir die Konsistenz eines Bootstrapverfahrens fu¨r den AR Parameter, das
auf einem kleinste-Quadrate-Scha¨tzer basiert. Außerdem werden die am Anfang hergleit-
eten Scha¨tzer verwendet, um zwei Wild-Bootstrapvarianten dieses Verfahrens herzuleiten.
Schließlich wird das Verhalten der drei Bootstrapverfahren anhand einer Simulationsstudie
untersucht und untereinander verglichen.
Um die starken Momentenannahmen zu umgehen, die no¨tig waren, um die Konsistenz
dieser Verfahren zu zeigen, wird im folgenden Kapitel ein Quasi-Maximum-Likelihood-
Scha¨tzer fu¨r das Residuenbootstrap verwendet. Außerdem wird ein Wild-Bootstrapver-
fahren vorgeschlagen, das gescha¨tzte Dichten der Sto¨rgro¨ßen verwendet. Außer einigen
Regularita¨tsannahmen an die Sto¨rgro¨ßen werden nun keine Momentenannahmen an den
Prozess selbst gestellt, um die Konsistenz beider Bootstrapverfahren fu¨r die Verteilung
des AR Parameters und der Varianzen der Sto¨rgro¨ßen herzuleiten. Das Verhalten der
Verfahren wird anhand einer Simulationsstudie untersucht.
Schließlich entwickeln wir zwei einfache Scha¨tzer fu¨r die Dichten der Sto¨rgro¨ßen und einen,
der auf Dekonvolutionstechniken beruht. Wir leiten ihre Konsistenz her und illustrieren
ihr Verhalten mithilfe einer Simulationsstudie.
Im zweiten Teil dieser Arbeit betrachten wir funktionale Zeitreihen, die einem autoregres-
siven Schema unbekannter Ordnung entstammen und zeigen, wie diese Ordnung konsistent
gescha¨tzt werden kann. Dazu stellen wir pra¨zise die Verbindung zwischen funktionalen
AR Prozessen und multivariaten AR Prozessen her und zeigen, wie man aus einem funk-
tionalen AR Prozess einen multivariaten Prozess erhalten kann. Dieser Prozess folgt
ebenfalls einem autoregressiven Schema, ist allerdings kein Standard-AR-Prozess mehr.
Die Koeffizientenmatrizen sind zufa¨llig und die Residuen ha¨ngen von den Realisierungen
des Prozesses ab. Fru¨heren Ansa¨tzen fu¨r AR Prozesse folgend, fu¨hren wir eine allge-
meine Verlustfunktion ein und zeigen, dass die durch eine Minimierung dieser Funktion
gescha¨tzte Ordnung in Wahrscheinlichkeit gegen die richtige Ordnung des multivariaten
AR Prozesses und damit des funktionalen AR Prozesses konvergiert. Wir untersuchen
außerdem das Verhalten der Methode fu¨r endliche Stichprobenumfa¨nge in einer Simula-
tionsstudie und vergleichen sie mit einer existierenden Methode. Schließlich wenden wir
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For many years, people are tracking measurements over time: river flow data, temperature,
macroeconomic data, stock prices, to name just a few. The examples of these time series
are numerous and the data basis and the measurement intervals vary. The hight of the nile
river, for example, is documented starting in the year 622 already and measured annually.
The unemployment rates are announced monthly and stock prices are computed nearly
continuously. Nearly everybody comes into contact with time series in every day life. In
general, a time series is just a sequence of some measurements that is collected in discrete
time. In the classical sense, these measurements are real numbers or vectors of real
numbers, but one can also think of a whole function that is obtained as one measurement.
One could, for example, consider just the temperature at noon or one could consider the
temperature curve of the whole day as one measurements. While the first one is often
refered to as a time series the latter one is refered to as a functional time series.
The purpose of collecting data of a time series can be documentation, but usually people
want to extract meaningful statistics and characteristics from the data and probably also
make predictions and conclusions about the future development of the time series. There-
fore, people are interested in the interdependency structure between the data collected at
different points in time. The main purpose of time series analysis is to describe the data
by models and so be able to determine some possible future events.
The basic underlying assumption is that one can measure the data at equidistant points
in time such that one obtains realizations X1, . . . , Xn of a random stochastic process
pXtqtPZ on some probability space pΩ,F , P q . This process, also referred to as time se-
ries, can be real valued, vector valued or also function valued. The goal is to gather as
much information as possible about the unknown process pXtqtPZ from the observations
X1, . . . , Xn.
An extensive overview about time series analysis can be found in Kreiss & Neuhaus (2006)
and Brockwell & Davis (1991). In the following, we will shortly review the most important
facts, present the proceeding in analyzing a given data set, and especially elaborate the
models and concepts that we will consider in more detail in Chapters 2 through 6 of this
thesis.
1.1 Overview of time series analysis
Basic concepts
A widly used assumptions, that we will also ask for in the following, is the presence of
stationarity in the data and thus in the process pXtqtPZ :
Definition 1.1.1. A process pXtqtPZ is said to be strictly stationary if for all n P N and
all t1, . . . , tn, h P Z holds that L pXt1 , . . . , Xtnq  L pXt1 h, . . . , Xtn hq .
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If E rX2t s   8 @ t it is said to be weakly stationary, covariance stationary, or simply
stationary if E rXts  µ and Cov rXt h, Xts  γphq are both independent from t for all
t, h P Z.
This means, that for a stationary process certain distributional properties do not change
over time, it exhibits basically the same characteristics over time. In reality, data often
cannot be considered as stationary, because it exhibits trends and seasonal behavior.
Thus, one has to account for these effects first and has to eliminate these ratios to obtain
a stationary time series before further analysis can be performed. One famous example
are the unemployment rates that are cited in the news as for seasonal influence adjusted
numbers. While the assumption of weak stationarity is very common and much easier to
check than the presence of strict stationarity, there are a lot of examples of data, such as
financial data, and models, some of which we will consider further later, that are heavy-
tailed and so do not have finte second moments. In the discussion now following we will
restrict ourselves for notational convenience to real valued time series, all results can be
generalized to vector valued time series easily. A basic example of a stationary time series
is a white noise:
Definition 1.1.2. A real or complex valued sequence petqtPZ is called white noise if
E rets  0 and E r|et|2s  σ2 P p0,8q for all t P Z and Cov ret1 , et2s  0 for all t1  t2 P Z.
Remark 1.1.3. In its general definition, a white noise is a weakly stationary time se-
ries. But frequently the assumption that the random variables petqtPZ are independent and
identically distributed (i.i.d.) is added so that it becomes a strictly stationary time series
as well. Later on, we will also consider i.i.d. white noises.
Linear Processes
However, the assumption of stationarity itself is important but usually not enough to state
important results such as central limit theorems. Therefore, one has to ask for additional
assumptions on the time series, such as linearity or dependence conditions like mixing
or weak dependence. Both are concepts to model the dependence between two different
points in time of a time series that in the context of mixing or weak dependence decreases
with the time gap between these two processes increasing. Depending on the rates at
which this dependence decreases the processes can be classified into different classes of
mixing processes, see, for example, Dedecker et al. (2007) for an overview. From the
white noise the famous linear processes that include autoregressive processes and moving
average processes as special cases can easily be deduced.





bjetj, t P Z,
where pbjqjPZ with b0  1 is an absolutely summable real valued sequence and petqtPZ is an
i.i.d. white noise. If bj  0 for all j   0, pXtqtPZ is called causal linear time series.
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Deduced from these processes can with a white noise petqtPZ the causal moving average




bjetj, t P Z,





aiXti  et, t P Z,
as well as the combination of both, the autoregressive moving average processes of orders







bjetj, t P Z.
Remark 1.1.5. The orders p, q  8 are allowed as well. Under additional assump-
tions on the roots of the corresponding polynomial Apzq  °pi0 ajzj the AR(p) and the
ARMA(p, q) process is stationary. Under suitable conditions, an AR(p) process can be
written as an MA(8) process. This representation is very useful and widely used. The





that means Xt is only dependent on es with s ¤ t. Stationary and causal AR(p) processes
are mixing and weakly dependent.
Non-linear processes
Linear processes exhibit some desirable features, allow for a large variety of processes that
can be modelled, and are statistically (relatively) easily tractable. However, the assump-
tion that Xt depends linearly on petqtPZ limits the possible characteristics at some extent.
Financial data, for example, exhibits heteroscedasticity and biological data suffers from
random perturbations. A generalization are non-linear time series. They can represent
more properties, but are statistically harder to capture. Two famous models are the
ARCH and GARCH model that attracted a lot of attention since Robert Engle received
the Nobel Prize in Economic Science in 2003 for introducing these models. They do not
only model the process itself, but also model the volatility depending on the past values
of the volatility and possibly the past values of the process. They are especially famous
for financial time series because they allow for heteroscedascity and volatility clustering,
two frequently observed characteristics that cannot be modelled with linear time series.
Another obvious generalization of a linear process or an autoregressive process is to model
the coefficients stochastically, that means adding a (typically relatively small) noise term




Definition 1.1.6. A Random Coefficient Autoregressive Process of order p (RCA Process)




pϕi   bt,iqXti   et, t P Z
with two white noises pbtqtPZ and petqtPZ .
We will restate this Definition in a slightly restricted form for order p  1 in Chapter 2.
In contrast to the GARCH model where the volatility is modelled as a non-linear process
the RCA process varies the process directly. It also allows for behavior that looks at first
sight as unstationarity, such as periods of high and low volatility or large outliers, what is
freqently observed in time series. Originally, these processes were introduced to investi-
gate random perturbations of dynamical systems but by now a variety of applications, for
example, in finance and biology can be found (see Tong (1990) for an overview). These
models allow to some extent for the same statistical methods as the standard autoregres-
sive model, but also demand for advanced methods. The models were first introduced by
Andel (1976) and comprehensively studied by Nicholls & Quinn (1980) and Nicholls &
Quinn (1982). Other authors include Schick (1996), Koul & Schick (1996), and Berkes
et al. (2009). Recent studies were conducted by Aue et al. (2006) who also considered
several other cases, like, for example, the non-stationary case or the parameter stability
(Aue (2006), Aue & Horvath (2011)).
Order selection of AR processes
Having decided a model of which class should be fitted to a data set, the next question
is, how complex the concrete model should be, meaning how many parameters should be
included in the model, for example how large should be the order p of an AR model and
thus how many parameters a1, . . . , ap should be included in the model.
There is a vast literature on univariate and multivariate autoregressive processes, includ-
ing order selection, see Lu¨tkepohl (2005) for an extensive overview on VAR-processes,
including statistical tools for their examination and order selection. Earlier contribu-
tions on order selection for AR-processes include the criteria AIC (Akaike (1974)), AICC
(Hurvich & Tsai (1989)), BIC (Akaike (1978)), FPE (Akaike (1969)), and HQ (Hannan
& Quinn (1979)), multivariate extensions of these methods can be found in Lu¨tkepohl
(2005), Reinsel (2003), Tiao & Tsay (1989) and Quinn (1980). Another famous criterion
for order selection can be deducted from the MDL criterion as introduced by Rissanen
(1989) and Rissanen (2007), see also Lee (2001) for a tutorial introduction to this method
for selecting a best fitting model from a class of candidate models. They are all based
on the same principle, namely that for various possible choices of the order the values
of a loss function taking into account the accuracy and the complexity of the model are
compared.
Paulsen (1984) and some former work of the author considers the order selection for
multivariate AR-processes in great detail and also includes the case that the time series
has unit roots, while the loss functions are allowed to follow a general function and thus
several of the criterions mentioned above are included, for example the MDL, but not the
famous AIC.
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Functional time series
When hearing of time series (analysis) one probably first thinks of real valued or vector
valued time series as described before. But, as already indicated at the beginning, there
is another huge class of processes: the functional time series. Although being a rich class
of models with a broad range of applications it did not receive the same attention as the
classical time series analysis yet. However, functional data analysis has established itself
as an important and dynamic area of statistics in recent years. Functional data often
arises from measurements on fine time grids. It is collected in sequential form and several
curves are obtained by separating an almost continuous time record into consecutive
intervals, for example days, weeks, or years, for that similar behavior is expected. This
could include daily price and return curves of financial assets or the daily pattern of
geophysical, meteorological and environmental data, but also annual temperature profile
curves, see, for example, Berkes et al. (2009).
The resulting functions may be described by a functional time series Yt, t P Z,
Ytpτq, t P Z, τ P r0, T s (1.1)
each term in the sequence being a random function Ytpτq defined for τ taking values in
some interval r0, T s. For this time series the assumption of independence is often too
strong to be realistic in many applications. Especially if the data is collected sequentially
over time, it is natural to expect that the current observation depends to some degree
on the previous observations. Due to this, in analogue to standard time series, also for
functional data appropriate functional time series models emerged. We refer to Ferraty
& Vieu (2006), Ferraty & Romain (2011), and Ramsey & Silverman (2005) for a general
introdruction into functional data analysis. Bosq (2000) covers the mathematical foun-
dations and also introduces the functional AR process and thoroughly examinates the
theoretical properties and characteristics of this process. This model became probably
the most popular functional time series model so far.
A recent survey on time series aspects is given by Ho¨rmann & Kokoszka (2012). They
extensively study functional time series models and develop a theory to examine func-
tional data, especially the concept of m-approxibility is crucial for this theory. They also
consider functional principal component analysis for time series and the convergence of
the estimators for the eigenfunctions and eigenvalues thereby extending the results for
the independent case by Dauxois et al. (1982), Bosq (2000), Bosq & Blanke (2007), and
Ramsey & Silverman (2005). We will use these results to transform a given functional
time series into a multivariate standard time series thereby precisely establishing the con-
nection between functional autoregressive processes of order p (FAR(p) processes) and
vector autoregressive processes of order p (VAR(p) processes).
Concerning the functional autoregressive process, most theory is developed for FAR(1)
processes, only one paper covering order selection is known to the author. Kokoszka &
Reimherr (2012) propose a multistage testing procedure for different orders by representing
the FAR(p)-process as a fully functional linear model with dependent regressors. However,
there is some literature available on prediction of functional time series, see Aue et al.
(2012) and the references therein. In contrast, as already mentioned, there is a broad
range of literature on (multivariate) AR processes available and also order selection is
well developed for these processes. We will generalize these results to FAR-processes.
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1.2 Overview of bootstrap
Analyzing data and fitting a model to data always means dealing with uncertainty and
randomness, meaning that one always has to estimate quantities from the data after hav-
ing decided which model class and which concrete model should be fitted to the data.
One very important question that comes to ones mind after having estimated some quan-
tities is how reliable the estimates are. This means, how close are the estimators to the
true (unknown) values and how do they change with a change in the data. To answer
these questions, some asymptotic theory to construct for example confidence intervals
for the true parameters has to be carried out. Under suitable assumptions one can, for
example, state a central limit theorem and find a limiting distribution of the estimator,
typically a normal distribution. Hence, one can approximate the unknown distribution
of the statistic by a normal distribution. While this approach is relatively easy, it has
some substantial drawbacks: The results are only of asymptotic nature and it is not clear
how well their quality is in finite sample sizes. In addition, the normal distribution forces
the asymptotic distribution to be symmetric even if it would be skewed in reality. Both
of these drawbacks can the confidence intervals lead to be of poor quality and not reali-
able. Furthermore, often it is also not even possible to derive the asymptotic distribution
or to determine the asymptotic variance out of the data because it might be necessary
to estimate additional statistics what is not always possible or adds considerably more
uncertainty again.
Over the last decades, resampling procedures emerged. One technique that is famous along
statisticians and also practitioners is the bootstrap, that was introduced for i.i.d. random
variables by Efron (1979). It has been acknowledged as a powerful tool for approximating
certain distributional characteristics of statistics which are sometimes difficult to compute
or even not possible to derive analytically.
Bootstrap Procedure 1.2.1. Basically, the bootstrap is as follows:
• We are given a sample X1, . . . , Xn of i.i.d. random variables and want to approxi-
mate a statistic Tn  Tn pX1, . . . , Xnq .
• We sample with replacement from the original sample tX1, . . . , Xnu and obtain the
so-called bootstrap sample X1 , . . . , X

n .
• We compute the bootstrap statistics T n  T n pX1 , . . . , Xnq .
• We repeat the last two steps frequently to determine the empirical distribution of T n
that approximates the distribution of T n .
• If we can show that the distributions of T n and of Tn are close together, we can see
the one of T n as an approximation of the distribution of Tn.
In practice, one typlically shows that Tn and T

n have the same limiting distribution. While
this way of proving consistency of the bootstrap does not give us any certainty that for
finite samples the distributions of Tn and of T

n are closer together than the distribution of
Tn and the limiting (normal) distribution, though in practice it can usually be seen that
this is the case and that the bootstrap considerably outperforms the approximation via
the normal distribution. The big advantage is that the bootstrap can account for possible
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skewness in the distribution very well and can give results also if no limiting distribution
of the statistic like a normal distribution exists or if it cannot be determined easily from
the data.
However, the procedure just described is valid for i.i.d. random variabels only and does not
generalize to dependent data as one typically obtains from time series in a straightforward
way. Especially for time series, a variety of methods emerged, each of which being tailored
for a specific situation and having drawbacks and advantages, see Ha¨rdle et al. (2003)
or Lahiri (2003) and also Kreiss & Paparoditis (2011) or Kreiss & Lahiri (2012) for an
overview. In general, four types can be classified:
• Block bootstrap (Carlstein (1986), Ku¨nsch (1989), Politis & Romano (1994),
etc.): The basic idea is closely related to the i.i.d. boostrap. The sample of size n is
divided in m blocks of length l and it is drawn with replacement from these blocks.
Due to the strict stationarity of the time series the blocks are i.i.d. and deliver
the i.i.d. requirement for the bootstrap. In the blocks the data is dependent and
delivers the structure necessary to capture all dependencies. To show consistency,
it is necessary, that the number of observations n, the number of blocks m and
the length of the blocks l grow to infinity. This method is non-parametric and can
therefore be used very generally but it often performs considerably less accurate
than parametric approaches if these are also possible.
• Residual bootstrap (Freedman (1984), Efron & Tibshirani (1986), Kreiss (1988),
Kreiss (1997), Bu¨hlmann (1997), Kreiss et al. (2011), etc.): The idea is to fit
a parametric model to the data and to perform the classical i.i.d. bootstrap on
the estimated residuals that can be assumed to be approximately i.i.d.. These
methods are tailored for a specific situation and usually show very good behavior
in simulations.
• Frequency bootstrap (Franke & Ha¨rdle (1992), Dahlhaus & Janas (1996), Kreiss
& Paparoditis (2003), Shao & Wu (2007), etc.): These bootstrap approaches rely on
the asymptotic features of the periodogram. The periodogram evaluated at different
frequencies is asymptotically independent and thus no parametric assumption is
needed. Mostly, these methods show reasonable behavior in simulations but because
they are set up in the frequency domain and not in the time domain, they are limited
to statistics of the periodogram.
• Hybrid boostrap (Jentsch & Kreiss (2010), Kirch & Politis (2011), Kreiss &
Paparoditis (2012), etc.): This is an advanced technique that wants to overcome
the main drawbacks of the frequency and the residual bootstrap: the limitation
to the frequency domain on the one hand and the parametric assumption on the
other hand. The idea is to fit a parametric model to the data, for example an AR
model, to capture the essential features of the data and thereafter to perform a non-
parametric correction in the frequency domain to catch the features not represented
by the parametric fit. These methods also show good results in simulations.
In the following, we want to introduce reasonable bootstrap approaches for the situation




1.3 Main results of this thesis
In this section, we want to give an overview about the following chapters and summerize
the main results. All chapters except the last one are concerned with RCA processes,
the last chapter will consider FAR processes. Chapter 2 is concerned with parameter
estimation of RCA processes. We thoroughly introduce RCA processes and examine
their main characteristics. We also present existing results concerning estimation of the
parameter ϕ and the variances of both the white noises. We then generalize these results
to the estimation of fourth moments of both the white noises and conclude this chapter
with a simulation study.
In Chapter 3 we present a bootstrap approach for RCA processes as the generalization of
the classical residual bootstrap for AR processes. This approach works for the distribution
of the parameter ϕ. The crucial step is to obtain estimated residuals since the classical idea
of constructing estimated residuals uˆt  Xt ϕˆXt1 would lead to convoluted residuals of
both the white noises and the sum cannot be splitted up. Hence, we consider just ”small”
observations |Xt1|   ε  εpnq nÑ8ÝÑ 0 to construct estimated residuals eˆt and just ”large”
observations |Xt1| ¡ M  Mpnq nÑ8ÝÑ 8 to construct estimated residuals bˆt. After that,
we establish the consistency of this bootstrap procedure and present two variations of
it before we perform a simulation study to evaluate the finite sample behavior of the
bootstrap approaches. Like in all following chapters, the proofs that need some more
space can be found at the end of the chapter.
The bootstrap approach presented in Chapter 3 is manifest, but strong moment assump-
tions on the process are needed to show consistency. This means that the parameter
space and the possible characteristics that can be modelled with these processes are very
limited. Furthermore, the former approach does only work for the distribution of the
parameter ϕ, to show consistency for the distribution of the variance of both the white
noises even stronger moment assumptions on the process itself would be required. Ther-
fore, we present another, more elaborated, approach in Chapter 4. For this approach, we
only need some basic regularity conditions on the noise sequences, but no moment condi-
tions on the process itself. In particular, the process does not have to have finite second
moments and thus does not have to be weakly stationary. In addition, this approach can
approximate the joint distribution of the parameter ϕ and the variances of both the white
noises simultaneously. We present a residual boostrap and a wild bootstrap that uses
estimated densities of the noise sequences. In showing the consistency of the bootstrap







, γ  0, 1, 2, κ  0, . . . , 2γ,
that determine the asymptotic variance of the estimator, correctly. We inspect the per-
formance of the bootstrap approaches based on the QML estimator by a simulation study
and like for the bootstrap approaches based on the LS estimator we find out that they
perform considerably better than a normal approximation.
In Chapter 5 we precisly derive some estimators for the densities of both the white noises
that are needed for the aforementioned bootstrap approach. The first attempt is based on
the same idea as the residual based bootstrap in just considering the ”small” or the ”large”
observations of the process to obtain estimated residuals for the two noise sequences and
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then to use a standard kernel density estimator to obtain density estimates. Because
for this method it is not clear which observations are ”large” and if there are enough
observations available to obtain reliable results, another approach based on deconvolution
methods is presented to obtain an estimate of the density of the sequence pbtqtPZ and
some variations for finite sample sizes are suggested. All of the estimators are carefully
elaborated and their asymptotic behavior in form of central limit theorems is evaluated.
In addition, an extensive simulation study is performed that elaborates the finite sample
behavior, which variation outperforms and how the parameters like the bandwidths should
be chosen.
Finally, in Chapter 6 we leave the RCA processes and the bootstrap context and turn
to FAR processes and consider the problem of order determination for FAR(p) processes.
We first give an overview about FAR processes and since they are statistically hard to
deal with, we show how they can be transferred into multivariate processes with non-
standard, that means dependent and not identically distributed, noise structure. We
introduce a general loss function and show how a consistent estimator for the order p
of the non-standard VAR and thus of the FAR process can be obtained by using this
loss function. This is a generalization of existing methods for multivariate AR processes.
The crucial step is the generalization to a noise sequence that exhibits interdependencies
and various error terms that in part vanish with the number of observations growing
to infinity and in part do not. The question further is, how the dimension d of the
multivariate process should be chosen. We note that we do not need the dimension to
grow to infinity for our method to be consistent. We conclude our considerations again by
an extensive simulation study. Therefore, we specify the general loss function to the MDL
criterion and also use the AIC criterion, that does not fall in the class of the general loss
function introduced before but is famous with practitioners. We also introduce a method
to choose the dimension d in finite sample sizes in a lucrative way. For various scenarios
we elaborate the finite sample behavior of our procedure and compare it to the existing
sequential testing method suggested by Kokoszka & Reimherr (2012). We find out that
the rule to choose p and especially the combination of choosing p and d simultaneuously
performs very well. Finally, we analyze two real data sets, australian mortality data
and austrian temperature data, suggest an order for them and check by an out-of-sample
prediction the quality of the results that seem to be satisfactory.
Summing up, the main results of this thesis are the presentation of a bootstrap approach
for RCA processes in Chapter 3, the generalization of this approach by weakening the
assumptions in Chapter 4, giving some results concerning the density estimation for RCA
processes in Chapter 5 and finally the suggestion of a new approach to determine the
order of a FAR process in Chapter 6.
Parts of Chapter 2 and Chapter 3 are based on a paper that has been submitted to Journal
of Time Series Analysis as Fink, T. and Kreiß, J.-P. (2012): Bootstrap for Random
Coefficient Autoregressive Models.
Chapter 4 is based on a paper that is submitted to Journal of the Korean Statistical Society
as Fink, T. and Kreiß, J.-P. (2013): Simultaneous Bootstrap for all three Parameters in
Random Coefficient Autoregressive Models.
Chapter 6 is based on a paper that is planned to be submitted to Journal of the American




2 Parameter estimation of random
coefficient autoregressive processes
2.1 Characteristics of RCA processes
Like many other authors, we also just consider the random coefficient autoregressive model
of first order for ease of calculations. In principle, our methods can be extended to the
general case. Throughout this thesis we would like to use the following Definition of a
Random Coefficient Autoregressive Model.
Definition 2.1.1. A Random Coefficient Autoregressive Process of order 1 (RCA Process)
is given as the solution of the equation
Xt  pϕ  btqXt1   et, t P Z (2.1)
where ϕ P R and pbtqtPZ and petqtPZ both are i.i.d. centered random variables with variance
ω2 or σ2, fourth moment α4 or β4, and density hpq or kpq, respectively. Further, we
assume pbtqtPZ and petqt1PZ to be mutually independent and the density hpq to have a
connected support.
Throughout Chapters 2 to 5 we assume Xt to be a RCA process and bt and et as given
above. We will refer to the white noise petqtPZ as the innovation noise, to the white
noise pbtqtPZ as the disturbance noise, and to ϕ as the autoregressive parameter.
In some chapters we will also put the assumption on the process that the odd moments of
both up to order seven are zero and the eight moments of both are finite. We also assume
that we are given a stationary process, which is characterized as follows.
The conditions under which the RCA Equation p2.1q has (stationary) solutions were
discussed frequently in the literature. First work was done by Nicholls & Quinn (1980)
and Nicholls & Quinn (1982) for the univariate and the multivariate case. Recently, Aue
et al. (2006) extended this work. If
E rmaxpln |e0|, 0qs   8, E rmaxpln |ϕ  b0|, 0qs   8, 8 ¤ E rln |ϕ  b0|s   0 (2.2)











For the moments of an RCA process we have the following result.
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Theorem 2.1.2. Under the assumptions of Definition 2.1.1 with the addition that the
odd moments of both of the white noises up to order three for the fourth moment and up












   8 ðñ ϕ8   28ϕ6ω2   70ϕ4α4   28ϕ2E b6t  E b8t    1.





1 ϕ2  ω2 and E

X4t
  β4   6σ4 ϕ
2 ω2
1ϕ2ω2
1 ϕ4  6ϕ2ω2  α4 (2.5)
The autocovariance is for h ¥ 0 given by






  pϕ2   ω2qh  ErX4t s ErX2t s2
Proof. The first assertion in (2.4) is proved in Nicholls & Quinn (1982), Corollary 2.3.2,
the other assertions in (2.4) follow similarly. The assertions about the second moments
in (2.5) are stated in Aue (2003), Lemma 3.1.1. For the fourth moment we note that we





  E ppϕ  btqXt1   etq4
 E pϕ  btq4E X4t1  6E pϕ  btq2E X2t1E e2t   E e4t 
  ϕ4   6ϕ2ω2   α4E X4t1  6  ϕ2   ω2E X2t1σ2   β4.
Since the process is assumed to be stationary and since its first and third moment have





1  ϕ4   6ϕ2ω2   α4  6  ϕ2   ω2E X2t σ2   β4
from which the result can be obtained by plugging in the expression for the second moment
from (2.5). The result about the autocovariance of the process is also given in Aue (2003),
Lemma 3.1.1, and the remaining result about the autocovariance of the squared process
follows by similar computations.
Remark 2.1.3. For normally distributed bt the last term of (2.4) transforms into
ϕ8   28ϕ6ω2   210ϕ4  ω22   420ϕ2  ω23   105  ω24   1.
Remark 2.1.4. Definition 2.1.1 together with Equation (2.3) immediately implies that in
the context considered here a stationary RCA process Xt has a density as well. We denote
this density by fpq and the corresponding cumulative distribution function by F.
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We want to illustrate under which conditions a strictly stationary solution to Equation
(2.1) exists and when the process has finite moments of at least order two. Figure 2.2 (left)
shows how the parameters ϕ and ω2 can be chosen for the process to have finite moments
of second, fourth, or eighth order, respectively. It can be seen that the parameter space
is very limited for the finite second moment already and is extremly limited for the finite
eighth moment. However, as the following discussion will show, the parameters can be
chosen much more flexible, if one abstains from any moment conditions and just asks for a















ln |ϕ  btj| nÑ8ÝÑ E rln |ϕ  b1|s .
It further holds that
ϕ2   ω2   1 ñ pE rϕ  b1sq2   1 ô pE r|ϕ  b1|sq2   1 ñ E rln |ϕ  b1|s   0
Figure 2.1: Simulation of E rln |ϕ  b1|s with b1 normally (left) and double-exponentially
distributed (right)
This shows that stationary solutions Xt of Equation (2.1) without finite second moments
can exist, that means that these processes are strictly stationary but not weakly sta-
tionary. How sharp are the bounds? To illustrate this, we perform some simulations of
the expression E rln |ϕ  b1|s with different parameters ϕ and ω2 and with b1 following a
normal and a double-exponential distribution. The results are displayed in Figure 2.1.
To the right ω2 is increasing from 0 to 4, to the back ϕ is increasing from 0 to 1.3. The
blue line in the front displays the values of ϕ and ω2 with ϕ2   ω2  1. The blue line in
the back marks the end of the zone with the empirical mean of ln |ϕ  b1| being smaller
than one. The black lines display those values of ϕ and ω2 that divide the parameters
into the parameters leading to processes that do have finite fourth moments and those
that do not.
The two blue lines differ substantially from each other. For large ϕ a medium variance ω2
is allowed while a variance ω2 that is too small or too large does not lead to stationary
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solutions. If ϕ is small, the variance ω2 can grow enormously. The double-exponential dis-
tribution allows for a larger variance ω2 than the normal distribution for small and median
values of ϕ but does not allow for such large values for ϕ than the normal distribution.
Interestingly, ϕ can be greater than one for a small range of ω2 indicating that here is no
form of the well-known unit root problem that exists for standard autoregressive processes.
This means, that already adding a noise with very small variance to the autoregressive
paramter ϕ  1 can circumvent the problems that are encountered with the unit root
problem and can lead to a strictly stationary process, though probably without finite
second moments.
However, a great variety of processes can be modelled with RCA processes. For small
variance ω2 of the disturbance noise, the processes look very much like standard autore-
gressive processes, wheras for large variance ω2 very large peaks in the paths of the process
can be produced with a stationary process. This admits for a very broad range of applica-
tions. Some sample paths of these different processes are shown in Figures 2.2 (right) and
2.3. Figure 2.2 (right) shows a sample path of a strictly stationary RCA process without
finite moments and parameters pϕ, ω2, σ2q  p0.95, 0.65, 0.8q. The paths exhibit very large
peaks but return to zero as well. Figure 2.3 shows a sample path of a stationary RCA pro-
cess with finite second moments and parameters pϕ, ω2, σ2q  p0.55, 0.6, 0.8q (left) and of a
process with finite eighth moments and parameters pϕ, ω2, σ2q  p0.55, 0.145, 0.8q (right).
Having finite second moments, large peaks can appear, but the process mostly fluctuates
around zero, having finite eighth moments, the process looks very much like a standard
autoregressive process. We will consider these two stationary processes from time to time
again during the following chapters. We will also refer to pϕ, ω2, σ2q  p0.55, 0.145, 0.8q
as parameter set I and to pϕ, ω2, σ2q  p0.55, 0.6, 0.8q as parameter set II. For all of the
processes, we choose the innovation noise to be double-exponentially distributed and the
disturbance noise to be normally distributed. The reason for choosing these two distribu-
tions will become obvious in Chapter 5 when we consider the estimation of densities.











































Figure 2.2: Permitted parameters for finite moments (left), sample path of a stationary
RCA(1) process without finite moments (right)
In this and the following chapters, we will heavily make use of the so-called truncated
RCA process that can be obtained from Equation (2.3) by just considering the last s
terms of the innovation noise et and the disturbance noise bt and that is given by the
following Definition.
– 14 –
2.1 Characteristics of RCA processes











































Figure 2.3: Sample paths of RCA(1) processes with finite second (left) and finite eight
moments (right)
Definition 2.1.5. In the context of Definition 2.1.1 the truncated version of an RCA










Lemma 2.1.6. If Xt has a finite second order moment, the L2-norm of the difference be-
tween the original process Xt and the truncated process X˜
s
t decreases to zero exponentially







1 ϕ2  ω2
 
ϕ2   ω2s  Cϑs, ϑ   1














1 ϕ2  ω2
 
ϕ2   ω2s : ϑs
It directly follows that the constants ϑs are absolutely summable.
Our intention in this and the next chapters is as follows: Having observations of Xt at
hand, we would like to make inferences about the autorregressive parameter ϕ and about
the second and the fourth moments of the innovation and the disturbance noise as well
as about the distribution of the estimators for these paramters.
The problem is that we cannot directly observe bt or et nor construct estimated residuals
bˆt or eˆt after having estimated the parameter ϕ like in the standard autoregressive model.
In the random coefficient autoregressive model, we can only construct convoluted residuals
uˆt  Xt  ϕˆXt1 ? bˆtXt1   eˆt
and cannot split up this sum to obtain individual residuals bˆt and eˆt.
For simpler notation and computational ease we assume for the remainder that we have
n  1 observations X0, . . . , Xn at hand and that not all observations are equal.
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2.2 Parameter estimation
2.2.1 Existing estimators
Several ways to estimate the AR parameter ϕ as well as the variances of bt and et, ω
2 and
σ2, respectively, can be found in the literature. Nicholls & Quinn (1980) and Nicholls &
Quinn (1982) introduced least squares estimators, Nicholls & Quinn (1982) and Aue et al.
(2006) developed an approach to estimate all three parameters simultaneously via a quasi
maximum likelihood method, other estimators for ϕ were, amongst others, proposed by
Schick (1996) and Koul & Schick (1996).
The approach of Nicholls & Quinn (1980) follows a three-step procedure: First, estimate






. Then, construct estimated





t1pX2t1 1n °nt1X2t1q2 . Finally,









t1. They give the following result for the
asymptotic distribution:
Theorem 2.2.1 (Nicholls & Quinn (1980)). If Xt has finite fourth moments,
?












If Xt has finite eight moments,
?
n pωˆ2  ω2q DÝÑ N p0, τ 2q and ?n pσˆ2  σ2q DÝÑ N p0, ν2q
with τ 2, ν2 ¡ 0, depending on the first eight moments of the process Xt as well as both
the innovation and disturbance noise, see Nicholls & Quinn (1980).
To obtain confidence intervals for ϕˆ, one has to estimate E rX2t s and E rX4t s as well as ω2
and σ2 from the data. We will make use of Theorem 2.2.1 in Chapter 3 to present a boot-
strap approach to obtain confidence intervals and an approximation of the distribution of
the estimator for finite sample sizes without any additional estimators needed.
The huge drawback of the least squares estimator is that there are put strong moment
assumptions on the process to show consistency and that the parameter space is therefore
very limited. A way to circumvent these is the quasi maximum likelihood estimator for
the three parameters ϕ, ω2, and σ2 also introduced by Nicholls & Quinn (1982). Aue et al.
(2006) considered the quasi maximum likelihood estimator in more detail and showed
a central limit theorem under very mild regularity conditions. Except some regularity
conditions on the sequences pbt, etqtPZ and the stationarity conditions (2.2) on Xt, Aue
et al. (2006) especially do not need any moment conditions on Xt, which allows for more
flexibility in choosing the parameters. The approach is as follows: Suppose that bt and et
are normally distributed, then the conditional distribution of Xt given Xt1 is normal as
well and for u  ps, x, yq the log-likelihood-function and the QML-estimator
ln














can be defined where Γ 
!





the following, we set further
gpXi, uq  pXi  sXi1q
2
xX2i1   y
  lnpxX2i1   yq. (2.8)
Aue et al. (2006) arrive at the following theorem:
Theorem 2.2.2. If the inequalities (2.2) apply, and pbtqtPZ and petqtPZ are independent
sequences of i.i.d. centered random variables with variance ω2 and σ2, respectively, and





J   ϕ, ω2, σ2J 	 DÝÑ N  0, H1AH1 ,
where A  E g1pX1, θqJg1pX1, θq , H  E rg2pX1, θqs . The independence of the sequences
pbtqtPZ and petqtPZ can be relaxed, see Aue et al. (2006) for details.
For the proof we refer to Aue et al. (2006).







, γ  0, 1, 2, κ  0, . . . , 2γ. (2.9)
The problem when determining confidence intervals is the estimation of the moments
of the white noises. It is not clear how to estimate the fourth moments without addi-
tional assumptions. In the next subsection we will show how to estimate these moments,
however, to show consistency, again finiteness of the eighth moments of Xt is needed.
Therefore, we will present a bootstrap approach to obtain these confidence intervals and
an approximation of the distribution of the estimator in finite sample sizes without any
additional moment assumptions in Chapter 4.
2.2.2 Estimating fourth order moments
In this subsection, we would like to introduce an estimator for the fourth order moments
of an RCA process because we do need these estimators for our bootstrap procedure in
Chapter 3. In doing so, we proceed similar to Nicholls & Quinn (1980) who estimated
second order moments. We know that on the one hand ut  XtϕXt1 and on the other




  α4E X4t1  6ω2σ2E X2t1  β4.
Equipped with estimators ϕˆ, σˆ2, ωˆ2 we can determine estimated residuals
uˆt  Xt  ϕˆXt1
and define shifted residuals
u˜t  uˆ4t  6ωˆ2σˆ2X2t1
to obtain
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and consequently (with 1, . . . n i.i.d. with mean 0),
u˜t  β4   α4X4t1   t,
so that we can finally regress u˜t on 1 and X
4
t1 to receive the LS-estimators. We obtain
Theorem 2.2.3. Assume that ϕˆ, ωˆ2, σˆ2 are
?
n-consistent estimators for ϕ, ω2, σ2 and
that the eight moment of Xt exists. Then, the fourth order moments α
4  Erb4t s and

































Further, these estimators are consistent for α4 and β4, respectively.





t , and replace uˆt, ωˆ









































 puˆt  utq puˆt  ut   2utq
 puˆt  utq puˆt  ut   2utq   2u2t 
  pϕ ϕˆq4X4t1   6 pϕ ϕˆq2X2t1u2t   4 pϕ ϕˆq3X3t1ut   4 pϕ ϕˆqXt1u3t  .
Hence, it holds, if a
?






























since Xt has finite eight moments and E r|bt|s and E r|e3t |s are finite as well. The denom-
inator is of order Op1q and strictly positive if not all observations are equal. With this
result we obtain from Equations (2.10) and (2.11) under the assumptions that ωˆ2 and σˆ2
are
?
n-consistent estimators as well:


































2.3 A simulation study
By using the definition of Xd and α˜4 and some algebra we obtain further:
α˜4  α4

















































































































u4t  6ω2σ2X2t1  β4  α4X4t1

 oP p1q
where we note that E ru4t s  α4E

X4t1
   6σ4ω2E X2t1   β4 and that Xt has finite
eight moments and that therefore each sum in the expression above has expectation
zero. This yields the assertion. Finally, the consistency of βˆ4 can be obtained by similar
computations.
2.3 A simulation study
For the two parameter sets that Nicholls and Quinn (1980) considered, the eighth mo-
ment of Xt does not exists, so we cannot use these sets for our estimators αˆ and βˆ. We
slightly modify their first parameter set to arrive at our parameter set I with pϕ, ω2, σ2q 
p0.55, 0.145, 0.8q and this time both noises are exceptionally normally distributed. Thus,
we can easily determine the fourth moments by α4  3ω4 and β4  3σ4 and the other mo-
ments by E rb6t s  15ω6 and E rb8t s  105ω8. Hence, ϕ8   28ϕ6ω2   70ϕ4α4   28ϕ2E rb6t s  
E rb8t s  0.9589 and from Equation (2.5) E rX8t s ¡ 1037. The parameters are chosen in
such a way, that the value of Equation (2.4) is very close to one. That means that E rX8t s
is very large and for a slight change in the parameters it does not exist anymore. The
results of the simulation and estimation of all second and fourth moments are displayed
in Figure 2.4 for sample size n  100 (left) and n  10 000 (right). It becomes obvious
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that the estimators have a very high variability and that for small sample sizes they do
not deliver the true values very exactly. For the large sample size the distribution of the
estimators is close to the limiting distribtuion, however, the variability in the estimators
is still high. All results are based on M  1 000 repetitions.
Figure 2.4: Estimators for ϕˆ, ωˆ2, σˆ2, αˆ4 and βˆ4, parameter set I, n  100 (left) and




To explain this behavior of the estimators we consider the problem of estimating the
moments of Xt, because implicitly we use empirical moments in the estimators αˆ
4 and
βˆ4 and refer to Figure 2.5 for the results. It becomes obvious that the variability of
the estimator increases with increasing order of the moments under consideration and is
tremendous for orders larger than two.
Figure 2.5: (Centralized) Estimators for ErXts, ErX2t s, ErX3t s, and ErX4t s, n  1000,
parameter set I
Another factor is that the eighth moment of Xt that we use to determine αˆ
4 is extremely
large since we chose parameters that are close to parameters for which the eighth moment
does not exists anymore.
The behavior of the estimators is much better, especially for small sample sizes, for
parameters that lead to a much smaller value for the eighth moment of Xt. To show this,
we choose the parameters to be pϕ, ω2, σ2q  p0.45, 0.1, 0.3q . Again, both of the noises are
normally distributed. This set is just for illustration purpose in this case and will not be
considered further. Here, ϕ8   28ϕ6ω2   210ϕ4ω4   420ϕ2ω6   105ω8  0.2066. We refer
to Figure 2.6 that shows satisfactory results for sample size n  100 (left) and n  10 000
(right).
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Figure 2.6: Estimators for ϕˆ, ωˆ2, σˆ2, αˆ4 and βˆ4, modified parameter set, n  100 (left)




For the parameter set II consistency cannot be established for all of the estimators we
just considered. However, we can determine the QML estimator for these processes.
We simulate n  100 realizations of the process Xt with et double exponentially dis-
tributed, bt normally distributed and pϕ, ω2, σ2q  p0.55, 0.6, 0.8q. For an illustration we
refer to Figure 2.7. The results are based on M  1 000 repetitions. It can be seen that for
a small sample size the estimators are already very good, much better than the previously
considered estimators. The variability is much smaller, especially for the estimators of the
moments. Even though they are very close to the asymptotic distribution it is obvious
that especially the last two mentioned estimators are skewed.
In the following chapters, we always assume that a strictly stationary solution to equation
p2.1q that is given by equation p2.3q exists and that therefore the condition ϕ2   ω2   1
is fulfilled. In addition, we assume that we are provided with an
?
n-consistent estimator
ϕˆ for the deterministic autoregressive parameter ϕ.
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Figure 2.7: QML-estimator: Distribution of the parameters, n  100
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3 Bootstrap for the AR-parameter of
random coefficient autoregressive
processes
In this chapter, we first want to generalize existing bootstrap methods for standard au-
toregressive processes to RCA processes and thereafter further generalize these in the form
of two wild bootstrap methods. These bootstrap methods are working for the distribution
of the autoregressive parameter ϕ and are based on the least squares estimator given in
Section 2.2.1. They also make use of the parameter estimator introduced in Section 2.2.2.
Throughout this chapter, we assume that the process Xt has finite fourth moments and
that the odd moments of the two noise sequences up to order seven are zero. In addi-
tion, we require to have consistent estimators for the fourth moments of both the noise
sequences at hand. Using the estimators introduced in Chapter 2 this also means that
the process Xt has to have finite eighth moments.
3.1 Existing bootstrap methods for AR(1) processes
Freedman (1984) and Efron & Tibshirani (1986) introduced a residual bootstrap for stan-
dard autoregressive processes. Kreiss (1988) and Kreiss (1997) and also Kreiss et al. (2011)
reconsidered this residual based bootstrap and proved the validity of the autoregressive
sieve bootstrap and a wild bootstrap procedure. The residual and the wild bootstrap work
as follows: Having the estimator ϕˆ, first construct estimated residuals uˆt  Xt  ϕˆXt1.
Then, construct bootstrap realizations u1 , . . . , u

n i.i.d. on tuˆ1, . . . , uˆnu for the standard
residual based bootstrap and uwi  uˆi  Ki, Ki  p0, 1q for the wild bootstrap. Finally,
compute bootstrap observations of the process by
Xt  ϕˆXt1   ut or Xwt  ϕˆXt1   uwt ,
respectively. The estimator used is the least squares estimator.
However, this method does not work for RCA models since the convoluted innovations
ut are heteroscedastic with conditional variance ω
2X2t1   σ2, so that we propose two
other approaches, the first of which is very similar to the residual based bootstrap just
mentioned.
Praskova (2003) already considered the RCA model and proposed a wild bootstrap proce-
dure that is very similar to the one proposed by Kreiss (1997) for AR processes. However,
the huge drawback of this procedure is that this bootstrap procedure is not able to capture
any dependencies within the realizations and therefore the bootstrap realizations do not
form a process anymore. Furthermore, it only works in the RCA model of first order and
even stronger moment conditions on the process than the ones used by Nicholls & Quinn
(1980) are required to prove validity.
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3.2 Residual based bootstrap
We would like to generalize the classical residual based bootstrap introduced by Kreiss
(1988). We note that E rϕXt1|Xt1s  ϕXt1 and E rbtXt1|Xt1s  0 and consider now
just these realizations Xt with |Xt1|   ε  εpnq nÑ8ÝÑ 0. Then, we have heuristically that
Xt  ϕXt1   btXt1   et  ϕXt1   pet   δtq  ϕXt1   et
and E rδt|Xt1s  0. This gives us approximative residuals for the innovation noise. Next,
we consider just these realizations Xt with |Xt1| ¥ M  Mpnq nÑ8ÝÑ 8. Note that, in














 ϕ  bt   γt  ϕ  bt
and E rγts  0. This gives us approximative residuals for the disturbance noise. The
bootstrap procedure now is as follows.








Denote by 2 ¤ T1   T2        TNe , Ne 
°n
t1 1t|Xt1| εu, the ordered random set of
indices t for which |XTi1|   εpnq is fulfilled and compute the related centered residuals





pXTi  ϕˆXTi1q .
Denote by 2 ¤ S1   S2        SNb , Nb 
°n
t1 1t|Xt1|¥Mu, the ordered random set of















This yields approximative residuals eˆT1 , . . . , eˆTNe and bˆS1 , . . . , bˆSNb with Ne, Nb ¤ n. Gen-
erate independent bootstrap innovations pet , t P Zq by drawing with replacement from the
set
 
eˆT1 , . . . , eˆTNe
(
and independent bootstrap disturbances pbt , t P Zq by drawing with re-
placement from the set
!
bˆS1 , . . . , bˆSNb
)
. This is the classical bootstrap idea.
Construct bootstrap observations of the process by
Xt  pϕˆ  bt qXt1   et , t P Z.
Asymptotical properties which pMpnq : n P Nq and pεpnq : n P Nq have to fulfill can be
found in the next subsection. Some practical remarks on how to choose the bandwidths
can be found in Section 3.6.
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3.3 Validity of the residual based bootstrap
For the remainder of the chapter and for the next chapter as well, we use the following
definition that is due to Lohse (1987), Definition 1.2, if we state that a sequence exhibits
a certain characteristic in probability (abbreviated i.P.).
Definition 3.3.1. A sequence of mappings tXn, n P Nu on pΩ,A, P q with values in S
exhibits the characteristic E in P -probability, if @ ε ¡ 0, @n P N, DΩn,ε P A with
P pΩn,εq ¥ 1ε, such that for tωn, n P Nu with ωn P Ωn,ε holds: tXnpωnq, n P Nu exhibits
the characteristic E as sequence in S.
Remark 3.3.2. The usual definition of convergence in probability is included in this
definition: tXnu exhibits the characteristic ”convergence to a” in probability if and only
if Xn
nÑ8ÝÑ a i.P. in the usual definition (Lohse (1987), Satz 1.3).
Remark 3.3.3. We require all estimators that we consider to be consistent. This means
that all moment conditions we impose on the parameters, for example ϕ2   ω2   1, hold
true in probability if we replace the parameters by their estimators. Furthermore, if, for
example, the series
 pϕ2   ω2qr , r P N( is absoulutely summable, it can be easily seen
that the series
 pϕˆ2n   ωˆ2nqr , r P N( is absolutely summable in probability.
However, in finite sample sizes, it could happen that the estimators do not fulfill these
conditions. If this is the case, we could rescale them, since we know that they have to
meet these conditions, hence, let us assume that the estimators are such that
ϕˆ2   ωˆ2   1, (3.2)
ϕˆ4   6ϕˆ2ωˆ2   αˆ4   ϕˆ2   ωˆ2   1. (3.3)
We recall that we denote the density of the stationary distribution of Xt by fpq and
the corresponding cumulative distribution function by F pq and introduce the following
conditions a selection of which will be assumed to hold for the process Xt in the following:
Xt has a density that is positive on the whole real axis and continuous in 0. (3.4)
Xt has a density that is positive and twice continuously differentiable in zero. (3.5)
Xt has finite absolute moments of order 4  ϑ for a ϑ ¡ 0. (3.6)
The bandwidth ε  εpnq nÑ8ÝÑ 0 is chosen such that n2ε3 nÑ8ÝÑ 8. (3.7)
M Mpnq nÑ8ÝÑ 8 is such that ?np1 F pMqq nÑ8ÝÑ 8 and ?nF pMq nÑ8ÝÑ 8. (3.8)
Similar to Theorem 2.1.2 we have for the moments of the bootstrap process:
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1 ϕˆ2  ωˆ2
i.P.ÝÑ σ
2












βˆ4   6σˆ4 ϕˆ2 ωˆ2
1ϕˆ2ωˆ2
1 ϕˆ4  6ϕˆ2ωˆ2  αˆ4
i.P.ÝÑ
β4   6σ4 ϕ2 ω2
1ϕ2ω2





The proof can be found in Section 3.7.
Theorem 3.3.5. If Conditions (4.2) through (4.5) are valid, the following convergence
holds true for the parameter estimate ϕˆ generated by the bootstrap procedure 4.1.1 and
by replacing Xt by X

t in Equation (3.1):
?












The proof is delayed to Section 3.7.
Remark 3.3.6. For the Kolmogorov distance
dK pPn, Qq  sup
xPR
|Pntp8, xsu Qtp8, xsu|
between two probability measures Pn and Q and Q having a continuous distribution func-
tion it holds true that
Pn
DÝÑ Q ðñ dKpPn, Qq nÑ8ÝÑ 0
The consistency of the bootstrap procedure now follows directly:
Corollary 3.3.7. Under the conditions of Theorem 3.3.5, the bootstrap procedure 4.1.1
is consistent for L p?n pϕˆn  ϕqq .







, by Ln the distribution of
?
n pϕˆn  ϕq and
by Ln the one of
?
n pϕˆn  ϕˆnq . Then, by Theorems 2.2.1 and 3.3.5,
dK pLn,Lnq ¤ dK
 Ln,N  0, ξ2  dK  Ln,N  0, ξ2 nÑ8ÝÑ 0 i.P..
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3.4 Partially residual based bootstrap
Using the bootstrap method described above, it could happen that due to the distribu-
tion of Xt there are very few observations available that are large enough to be used to
determine the disturbance residuals. However, if analyzing the asymptotic variance of the
estimator ϕˆ that is given in Theorem 2.2.1, we can see that it only depends on the second
and fourth moments of the process Xt and of the second moment of both the innovation
and the disturbance noise. As we have seen in Theorem 2.1.2, the second and fourth
moment of the process itself only depends on the second and fourth moments of both
the innovation and the disturbance noise as well. Hence, it suffices to reproduce these
moments correctly to obtain a bootstrap procedure that is consistent for ϕ.








Denote by 2 ¤ T1   T2        TN , N 
°n
t1 1t|Xt1| εu, the ordered random set of
indices t for which |Xt1|   εpnq is fulfilled and compute the related centered residuals





pXTi  ϕˆXTi1q .
This yields approximative residuals eˆT1 , . . . , eˆTN with N ¤ n. Construct independent boot-
strap innovations pet , t P Zq by sampling with replacement from the set teˆT1 , . . . , eˆTN u .
Given consistent estimators ωˆ2 and αˆ4 generate bootstrap realizations pbt , t P Zq i.i.d. and
independent from the pet , t P Zq with 
Erbt s,Erbt 2s,Erbt 3s,Erbt 4s
   0, ωˆ2, 0, αˆ4 .
Construct bootstrap observations of the process by
Xt  pϕˆ  bt qXt1   et , t P Z.
The random variables bt can be generated by any user defined method obeying the moment
conditions stated above, for example a four-point distribution can be used.
Theorem 3.4.2. If Conditions (3.5), (3.6), and (4.4) are valid, the bootstrap procedure
3.4.1 is consistent for L p?n pϕˆn  ϕqq .
Proof. The argumentation basically is the same as in the proof of Theorem 3.3.5 and
Corollary 4.2.7 and is therefore omitted.
3.5 Exclusively moment based bootstrap
Another variation is the following method that uses only the estimated moments of the
both the innovation and disturbance parameters. As we have argued before, the asymp-
totic distribution of the estimator only depends on the second and fourth moments of
both the innovation and the disturbance noise. Hence, the aforementioned method can
be generalized so that we do not need to determine any residuals at all. It suffices to
reproduce the moments of both the innovation and the disturbance noise correctly to
obtain a bootstrap procedure that is consistent for ϕ :
– 27 –
3 Bootstrap for the AR-parameter of RCA processes
Bootstrap Procedure 3.5.1. Given estimators σˆ2 and ωˆ2 as well as βˆ4 and αˆ4, generate
bootstrap observations pet , t P Zq i.i.d. with 
Eret s,Eret 2s,Eret 3s,Eret 4s
  0, σˆ2, 0, βˆ4	
and pbt , t P Zq i.i.d. and independent from the pet , t P Zqwith 
Erbt s,Erbt 2s,Erbt 3s,Erbt 4s
   0, ωˆ2, 0, αˆ4 .
Construct bootstrap observations of the process by
Xt  pϕˆ  bt qXt1   et , t P Z.
The random variables et and b

t can be generated by any user defined method, for example
a four-point distribution can be used.
Theorem 3.5.2. Under Condition (3.6) the bootstrap procedure 3.5.1 is consistent for ϕ.
Proof. The argumentation basically is the same as in the proof of Theorem 3.3.5 and
Corollary 4.2.7 and is therefore omitted.
We can also generalize the methods described above:
Remark 3.5.3. In principle, the approach of Theorem 2.2.3 in estimating the fourth mo-
ments (see Nicholls & Quinn (1980)) and of the three aforementioned bootstrap approaches




pϕi   bt,iqXti   et. (3.9)
For the moment based bootstrap, we just generate the replications of all the random vari-
ables as described above and plug them into the bootstrap analogon of Equation (3.9). For
the residual based bootstrap, a combination of the last p 1 observations Xt, . . . , Xtp being
smaller than ε or larger than M, respectively, can be found to extract a certain residual
bˆti or eˆti with the aforementioned procedures. These can again be used to obtain boot-
strap replicates. However, it should be noted that these would be asymptotic results and
that even for a process of order two, already a large sample size has to be available to
obtain reliable results.
3.6 A simulation study
We chosse the parameter to be parameter set I, namely pϕ, ω2, σ2q  p0.55, 0.145, 0.8q ,
c.f. Chapter 2, and the disturbance noise bt normally distributed and the innovation
noise et double-exponentially distributed. We estimate the AR-parameter and the second
moments with the least-squares method introduced by Nicholls & Quinn (1980) (see
Section 2.2.1) and the fourth moments by the method given in Section 2.2.2.
We consider the distribution of the difference between the estimator and the true param-
eter L p?n pϕˆ ϕqq and determine the quantiles of the distribution at different levels.
In doing so, we simulate n (e.g. n  50 or n  100) realizations of the process Xt first
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and determine ϕˆ out of realizations X0, . . . , Xn. On the one hand we determine all pa-
rameters necessary for the limiting normal distribution and use the approximation via
this normal distribution. On the other hand, we generate N (e.g. N  1000) bootstrap
processes of length n each to determine the bootstrap distribution L p?n pϕˆ  ϕˆqq and
out of this its desired quantiles. This is done with each bootstrap method described
above. The parameters for the residual based bootstrap are chosen as εpnq  2.3  n 16
and Mpnq  1.4 ln plnpnqq . It turned out in simulations before, that the boostrap method
is not very sensitive to the choice of these bandwidths. Depending on the concrete sample,
the number of realizations that are considered by these bandwidths varies very much.
All of this is repeated T times (e.g. T  1000) to obtain the boxplots displayed in Figures
3.1 and 3.2: The dashed lines give the true (though simulated) quantiles, the dotted lines
the quantiles of the limiting normal distribution with the true parameters. The blue
boxplots on the left in the left plots give the quantiles of the limiting normal distribution
with estimated parameters, and the red boxplots give the quantiles determined via the
bootstrap approximations, from left to right these are the residual based bootstrap, the
partially residual based bootstrap and the moment based bootstrap. These are also
displayed in the middle and right plots (in same order, lower an upper quantile).
One can easily see that the bootstrap approximations perform considerably better than
the approximation via the normal distribution. The normal approximation is not only
much more spreading than the boostrap approximations, but most of the time it is also
overestimating the distance of the quantile from zero. The median of the bootstrap
approximations, however, nearly hits the true quantile. The middle plot and the plot on
the right in each figure gives the results for the different bootstrap methods in the same
order as before to compare the different approaches. One plot gives the lower quantile, one
the upper one. It can be seen that altough the residual based bootstrap performs quite
well, it is outperformed by the other two methods and that the moment based bootstrap
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Figure 3.1: Quantiles: Bootstrap and normal approximation, n  50, α  10%, 90%
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Phi, n=100, M=1000, 99%
residual                       partially residual                       moment
Figure 3.2: Quantiles: Bootstrap and normal approximation, n  100, α  1%, 99%
3.7 Proofs
To show that the residual based bootstrap procedure works, we have to state some Lemmas
and give a few Definitions first.
Before we consider the moments of the bootstrap variables, we state a Lemma first.


















































pF pMq   F pMqq   op1q.
Proof. The expectations of the terms can be determined as follows with partial integration










fpxqdx  F pεq  F pεq
2ε
 2εfp0q   cε
3fpε˜q
2ε

























  εF pεq   F pεq
2
 ε˜F pε˜q  O  ε2 (3.12)
¤ εF pεq   F pεq
2










  E rbqt sE e1qt  12εE 1t|Xt1| εu  0 (3.13)




















pn i  1qCov 1t|X0| εu,1t|Xt1| εu
¤ 1
4nε2































































with ϑ   1 and C P R and where we have used that
P
!








|X˜ t1t1 Xt1| ¡ δ
)










C 1, with ϑ˜   1, C 1 P R, and δ   ε.
With the assertions about the means (Equations (3.10) through (3.13)) and the inequality
E

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which holds for ε   1 since then Xdt11t|Xt1| εu   1t|Xt1| εu, the variances of the second
























  E et1t|Xt1| εues1t|Xs1| εu
 E et1t|Xt1| εu1t|Xs1| εuE ress  0
For bt and other powers of Xt the argumentation is exactly the same. The fifth term
follows by a standard argumentation as the one that was used for the first term, and the






With these results, we can evaluate the moments of et and b

t . Recall that the bootstrap
realizations et are drawn independently with replacement from the random set of the
approximative residuals
 
eˆT1 , . . . , eˆTNe
(
constructed by






 XTi  ϕˆXTi1 
°n
t1 pXt  ϕˆXt1q1t|Xt1| εu°n
t1 1t|Xt1| εu
(3.14)
if |XTi1|   εpnq, so that we can state:
Lemma 3.7.2. If Condition (4.4) is valid, it holds holds true that
















i.P.ÝÑ β4  E e4t 
Proof. The first equation follows immediately by construction of et . The expectation of






































 σ2   oP p1q,
– 32 –
3.7 Proofs





























1t|Xt1| εu  fp0q   oP p1q (Lemma 3.7.1),


















































where we have used that ϕˆ is a
?
n-consistent estimator for ϕ and Lemma 3.7.1 as well



































where we have used Lemma 3.7.1 again. The assertion about the fourth order moment
follows by a similar argumentation.
Recalling that the bootstrap realizations bt are drawn independently with replacement



























if |XSi1| ¥M, we can state in a similar manner to the previous Lemma:
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Lemma 3.7.3. Under Condition (4.5) it holds true that












 i.P.ÝÑ α4  E b4t  .
Proof. The first equation follows immediately and for the other equation we follow the












	  F pMq







vanishes asymptotically if and only if
?
nF pMq nÑ8ÝÑ 8. Using this argumentation,
Lemma 3.7.1, the fact that ϕˆ is
?
n-consistent for ϕ, and finally the argumentation of






















pϕ ϕˆq2   b2t  
e2t
X2t1




  b¯2   2b¯















b2t 1t|Xt1|¥Mu   oP p1q










	   oP p1q
 ω2   oP p1q.
This completes the proof for the second order moment, the assertion about the fourth
order moment follows by a similar argumentation.
These results immediatly can be used in the
Proof of Theorem 3.3.4. The same argumentation as in the proof of Theorem 2.1.2 gives











1 ϕˆ E b2t  
σ2
1 ϕ2  ω2   oP p1q
A similar argumentation applies for the fourth order moment.
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As a last step of preparation to prove the validity of the bootstrap procedures, we introduce
the truncated bootstrap process in a similar way to the truncated process in the standard
case (Definition 2.1.5) and give a similar result.
Definition 3.7.4. Analog to Definition 2.1.5 define the truncated version of the Bootstrap










Lemma 3.7.5. If Equation (3.2) holds, the L2-norm of the difference between the original
process Xt and the truncated process X˜
s
t decreases to zero exponentially with increasing







1 ϕˆ2  ωˆ2
 
ϕˆ2   ωˆ2s  Cϑˆsn, ϑˆn   1 i.P.
The constants
!
ϑˆsn, s P N
)
are absolutely summable in probability.
Proof. Similar computations as in the proof of Lemma 2.1.6.
Let us now consider the asymptotic behavior of the bootstrap estimator. We can split up
the difference between the bootstrap estimator and the estimator for ϕ as follows:


































































E rbt sE ret s  0.



















































The asymptotic normality of the second component and of the joint distribution follows
by a similar argumentation.
Lemma 3.7.6. For the residual based bootstrap the following central limit theorem holds

























1 DÝÑ N p0, 1q
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The central limit theorem for weak dependent random variables (Neumann & Paparoditis































  E X0 e1Xt1E ret s  0




























































































Weak-dependance conditions: Let f be measurable and square-integrable and s1  
     su   su   r  t1 ¤ t2. With Lemma 3.7.5 we obtain:
Cov






















 E f 2pXs11es1 , . . . , Xsu1esuq 12

σˆ2n






with the argumentation of Remark 3.3.3 it can easily be seen that the series tϑˆrn,1, r P Nu
is absolutely summable in probability: Since ϑˆn,1
nÑ8ÝÑ ϑ   1 i.P., it is clear that for an
arbitrary high probability and for n ¡ n0 large enough |ϑˆn,1| ¤ ϑ˜   1. For all n ¤ n0 we




n,1 ¤ 11ϑ˜ i.P. uniformly in n.
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This is not exactly the condition needed for the theorem of Neumann & Paparoditis
(2008). However, the theorem does also work for the sequences ϑˆrn,1 that we have here in
probability. Taking a look at the proof of the theorem, it can be seen that the absolute
summability of the sequences ϑˆrn,1 is essential. Furthermore, the fact that ϑˆ
r
n,1 is bounded
is needed, but this is fulfilled automatically with the first condition being met.
Let now f be measurable and bounded and s1        su   su   r  t1 ¤ t2. With
Lemma 3.7.5 we obtain:
Cov





























































































1 ϕˆ2  ωˆ2
 
ϕˆ2   ωˆ2r σˆ2
1 ϕˆ2  ωˆ2  
 









Analog to the previous case, the series tϑrn,2, r P Nu is absolutely summable in probability
as well. The argumentation used there yields that the theorem of Neumann & Paparoditis
(2008) can be applied to obtain the desired convergence in probability.
Now we are ready to complete the validity of the residual based bootstrap with the

































nÑ8ÝÑ E X40E b21 i.P.
the assertion follows from Lemmas 3.7.6 and the argumentation before it.
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parameters of random coefficient
autoregressive models
In the previous chapter, we introduced three different bootstrap approaches that work for
the distribution of the autoregressive parameter ϕ. However, strong moment assumptions
on Xt resulting in a very limited parameter space for ϕ and the variance ω
2 of the distur-
bance noise have to be put on the process to prove validity of the bootstrap. Following
Aue et al. (2006) we now introduce two bootstrap approaches that put only very weak
assumptions on the noise sequences and do not need any moment assumptions on the
process Xt itself. Another advantage of these approaches is that they do not only work
for distribution of the parameter ϕ but also for the distribution of the two variances ω2
and σ2. The bootstrap approaches are based on the quasi-maximum likelihood estima-
tor that was introduced in Section 2.2.1. Again, we first introduce a generalization of
the classical residual bootstrap for standard autoregressive processes and present a wild
bootstrap version thereafter.
4.1 Residual based simultaneous bootstrap
For the QML estimator we can use the same bootstrap idea that we introduced for the
least squares estimator in the previous chapter. We recall that we used the ”small”
observations |Xt1| ¤ ε to determine estimated residuals for the innovation noise and the
”large” obersvations |Xt1| ¥ M to determine estimated residuals for the disturbance
noise. Hence, the bootstrap procedure now is as follows.
Bootstrap Procedure 4.1.1. Given X1, . . . , Xn we define
Γ 
"
u  ps, x, yq : s0 ¤ s ¤ s0, 1
x0
¤ x ¤ x0, 1
y0
¤ y ¤ y0
*
.
with s0 ¡ 0, x0 ¡ 1, y0 ¡ 1 such that θ  pϕ, ω2, σ2q P intΓ and estimate θ via the
QML-estimator θˆ  pϕˆ, ωˆ2σˆ2q that is given by
ln














Denote by 2 ¤ T1   T2        TNe , Ne 
°n
t1 1t|Xt1| εu, the ordered random set of
indices t for which |XTi1|   εpnq is fulfilled and compute the related centered residuals





pXTi  ϕˆXTi1q .
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Denote by 2 ¤ S1   S2        SNb , Nb 
°n
t1 1t|Xt1|¥Mu, the ordered random set of















This yields approximative residuals eˆT1 , . . . , eˆTNe and bˆS1 , . . . , bˆSNb with Ne, Nb ¤ n. Gen-
erate independent bootstrap innovations pet , t P Zq by drawing with replacement from the
set
 
eˆT1 , . . . , eˆTNe
(
and independent bootstrap disturbances pbt , t P Zq by drawing with
replacement from the set
!
bˆS1 , . . . , bˆSNb
)
, both independent of each other. This is the
classical bootstrap idea.
Construct bootstrap observations of the process by
Xt  pϕˆ  bt qXt1   et , t P Z. (4.1)
Asymptotic properties which pMpnq : n P Nq and pεpnq : n P Nq have to fulfill can be
found in the next section. Some practical remarks on how to choose the bandwidths can
be found in Section 4.5. We define the estimator for the bootstrap data similar to the
QML estimator given above:
Definition 4.1.2 (Bootstrap Estimator). Given X1, . . . , Xn we define
Γ 
"
u  ps, x, yq : s0 ¤ s ¤ s0 ,
1
x0
¤ x ¤ x0 ,
1
y0
¤ y ¤ y0
*
with s0 ¡ 0, x0 ¡ 1, y0 ¡ 1 such that θˆ  pϕˆ, ωˆ2, σˆ2q P intΓ and Γ  Γ. For
u  ps, x, yq define the log-likelihoodfunction (suppose bt, et normal)






  lnpxX2i1   yq

















Since we know the value of θˆ it is easy to choose Γ appropriately, for example Γ  Γ.
4.2 Consistency of the residual based bootstrap
We recall that in the previous chapter (Definition 3.3.1) we introduced a notation for
convergence in probability that we use in the following as well. We first state the following
assumptions that are assumed to hold throughout this section.
Xt has a density that is positive on the whole real axis and continuous in zero. (4.2)
petqtPZ and pbtqtPZ have finite sixths moments (4.3)
ε  εpnq nÑ8ÝÑ 0 is chosen such that n2ε3 nÑ8ÝÑ 8. (4.4)
M Mpnq nÑ8ÝÑ 8 is such that ?np1 F pMqq nÑ8ÝÑ 8 and ?nF pMq nÑ8ÝÑ 8. (4.5)
– 40 –
4.2 Consistency of the residual based bootstrap






 nÑ8ÝÑ E rbst s i.P., E est  nÑ8ÝÑ E rest s i.P., and further E ln  |e0 |  OP p1q,
E

ln  |ϕˆ  b0 |
  OP p1q, 8   E rln |ϕˆ  b0 |s   0 i.P., hence Xt constructed by










and is strictly stationary in probability.
The proof is deferred to Section 4.6.















, 0   κ   2γ, γ P N.
The proof is delayed to Section 4.6.
Now we can consider the derivatives of g :
Lemma 4.2.3. A  E

g1pX0 , θˆqJg1pX0 , θˆq














, j  1, 2, 3,
A  E

g1pX0 , θˆqJg1pX0 , θˆq

i.P.ÝÑ E g1pX0, θqJg1pX0, θq  A.














i.P.ÝÑ E rg2pX0, θqs  H.
The proof is postponed to Section 4.6.
Our analysis of the bootstrap estimator follows the argumentation of Aue et al. (2006).
Lemma 4.2.4. The following convergence holds true for the QML estimator θˆ, the data
generated by the bootstrap procedure 4.1.1 and the bootstrap estimator θˆ of Definition
4.1.2:
θˆn  θˆn i.P.ÝÑ 0 i.P.
The proof is deferred to Section 4.6.
With the next result we finally arrive at the main theorem of this section.
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Lemma 4.2.5. Under conditions (4.2) through (4.5) the following convergence holds true
for the QML estimator θˆ, the data generated by the bootstrap procedure 4.1.1 and the
bootstrap estimator θˆ of Definition 4.1.2:
?
n l1npX, θˆq DÝÑ N p0, Aq i.P.
The proof is delayed to Section 4.6.







DÝÑ N  0, H1AH1 i.P.
Proof. We know from Lemma 4.2.3 that H1 exists and that it is non-singular in prob-
ability. lnpX, uq is continuously differentiable on intΓ and θˆ  θˆ   oPp1q i.P.,
therefore, the likelihood function attains its maximum on intΓ for n large enough and
it follows that for n large enough l1npX, θˆq  0, since the estimator is constructed this
way. Hence,























with a between ϑ and θˆ




where we note that
pϑ θˆq g3pXi , aq  pϑ θˆq |g3pXi , aq| ¤ θˆ  θˆOP p1q  oP p1q if
g3pXi , aq  OP p1q, what follows from the proof of Lemma 8 in Aue et al. (2006) and
Lemma 4.2.3 above. Hence, the assertion follows with Slutsky from Lemmas 4.2.3 and
4.2.5.
Corollary 4.2.7. Under the assumptions of Lemma 4.2.5 the bootstrap of Procedure 4.1.1
is consistent for θ  pϕ, ω2, σ2q .












by Ln, it directly follows that
dK pLn,Lnq  sup
xPR
|Lntp8, xsu  Lntp8, xsu| nÑ8ÝÑ 0 i.P.
by applying Theorems 2.2.2 and 4.2.6 and the triangle inequality.
– 42 –
4.3 Density based simultaneous bootstrap
4.3 Density based simultaneous bootstrap
For the remainder of the chapter, we assume that the white noises pbtqtPZ and petqtPZ
have densities hpq or kpq, respectively. Taking a look at the asymptotic distribution of
the QML estimator in Theorem 2.2.2, it can be seen that a bootstrap method needs to
capture a quite strong dependency structure of the process to mimic the variance of the
asymptotic distribution correctly. The bootstrap approach we just presented is, however,
based on possibly very few ”small” and ”large” observations, so a limited number of
random numbers is repeated frequently to obtain bootstrap realizations. Hence, one might
think that one can obtain better results using a smoothed density estimator based on these
values and thus enlarging the number of possible values for the bootstrap realizations of
the noises. This can be done in two ways: One is to follow the idea described in Section 4.1
in using the ”small” and the ”large” observations of Xt to obtain estimated residuals for
the innovation and the disturbance noise, respectively, and then to smooth these directly,
wheras the other one is to first estimate the innovation noise and then to use deconvolution
methods to obtain an estimator for the disturbance noise. This means for the first idea:
Definition 4.3.1. In an RCA model, with uˆnt  Xt ϕˆXt1, estimators for the densities







































where K, G, and W are kernel functions and the bandwidths are h  hpnq nÑ8ÝÑ 0, h1 
h1pnq nÑ8ÝÑ 0, and ε  εpnq nÑ8ÝÑ 0 and a parameter M Mpnq nÑ8ÝÑ 8.
This approach again has the drawback that it is not clear, which observations are large
enough to obtain reliable results and if there are enough ”large” observations. This should
be of less importance when using the deconvolution methods because for this, one could
use, for example, all observations of the processXt near one to estimate the sum ut  bt et
and extract the density of bt from this. We note that for the characteristic functions we
have the coherence φu  φb  φe, where we denote by φY the characteristic function of a
random variable Y. Replacing the characteristic functions by estimates we obtain:
Definition 4.3.2. An estimator for the density of the disturbance parameter is given by













































where ϕˆ is an estimator for ϕ, uˆnt  Xt  ϕˆXt1, K, G, V, W are kernel functions and
h, k, ε, δ
nÑ8ÝÑ 0 are bandwidths in dependence on n. This estimator can also be generalized
to using any point a intead of 1 to estimate the sum abt   et to extract the density of bt
from.
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These three density estimators and some variations of them will be considered in more
detail in the next chapter. For the bootstrap procedure, one could of course think of other
ways to estimate these densities since we only need estimators that exhibit the following
characteristics and that include the estimators just mentioned.
Definition 4.3.3. Assume that we are given a consistent estimator ϕˆ for ϕ as well as
estimators kˆnpxq  and hˆnpxq  for the densities of et and bt with
sup
xPrR,Rs
kˆnpxq   kpxq  OP panq and sup
xPrR,Rs
hˆnpxq   hpxq  OP pbnq
for sequences panqnPN nÑ8ÝÑ 0 and pbnqnPN nÑ8ÝÑ 0. For the following, we define density
estimators that are truncated to zero outside compact intervals rR,Rs slowly growing to
the real axis by
kˆnpxq  kˆnpxq  1rR,Rspxq and hˆnpxq  hˆnpxq  1rR,Rspxq.
Clearly, these estimators are also uniformly consistent on rR,Rs for the densities for
et and bt, respectively. For practical implementation, these estimators might have to be
normed since they do not necessarily integrate to one. Furthermore, we have
Lemma 4.3.4. Let kˆpq and hˆpq be estimators for kpq and hpq as given in Definition
4.3.3. Then the moments of order s of et and bt can be estimated consistently by
Eˆest :
»
xskˆnpxqdx i.P.ÝÑ E rest s and Eˆest :
»
xshˆnpxqdx i.P.ÝÑ E rbst s
for all s P N for that the moments of et or bt, respectively, exist, if R  Rpnq nÑ8ÝÑ 8 is
chosen such that Rsan

























xsCdx with C independent of x
 Erest s   op1q  OP panRsq
Remark 4.3.5. Typically, an and bn are of polynomial order, hence a possible choice for
R would be a logarithmic order.
With that in mind we set up a variation of the residual based bootstrap:
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Bootstrap Procedure 4.3.6. With s0 ¡ 0, x0 ¡ 1, y0 ¡ 1 such that θ  pϕ, ω2, σ2q P
intΓ we define Γ 
!
u  ps, x, yq : s0 ¤ s ¤ s0, 1x0 ¤ x ¤ x0, 1y0 ¤ y ¤ y0
)
and esti-
mate θ via the QML-estimator θˆ  pϕˆ, ωˆ2σˆ2q that is given by
ln














Assume that we are given consistent estimators hˆnpxq and kˆnpxq for the densities of bt and
et, with the characteristics as given in Definition 4.3.3 and Lemma 4.3.4. Additionally, we
require that the densities are normed to mean zero and variance ωˆ2 and σˆ2, respectively.
Generate independant bootstrap observations bt  hˆpxq, t P Z, and et  kˆpxq, t P Z.
Construct bootstrap observations of the RCA process by








eti, t P Z. (4.8)
with r  rpnq nÑ8ÝÑ 8 such that fˆn,rpq as given in Definition 4.4.1 is a consistent estimator
for fpq.
As a bootstrap estimator, we use the estimator given in Definition 4.1.2.
4.4 Consistency of the density based bootstrap
To show that the bootstrap procedure 4.3.6 is consistent for all three parameters pϕ, ω2, σ2q
we first consider the problem of estimating the densities consistently in more detail and










Lemma 4.4.1. With hˆpq and kˆpq as given in Definition 4.3.3, for r ¡ 0 and R 
Rpnq nÑ8ÝÑ 8 such that R pr 1qpr 2q2 1 maxpan, bnq nÑ8ÝÑ 0, an estimator for the density of the






















kˆnpx y1qdx1 . . . dxrdy1 . . . dyr,















side of this interval the estimator is defined to be zero.
The proof is postponed to Section 4.6.
Theorem 4.4.2. With hˆpq and kˆpq as given in Definition 4.3.3, the density fˆn,rpq as
given in Lemma 4.4.1 is also an estimator for the density fpq of Xt if R  Rpnq nÑ8ÝÑ 8






nÑ8ÝÑ 8 and we have the result
fˆn,rpxq nÑ8ÝÑ fpxq i.P. @x P R.
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The proof can be found in Section 4.6.
We next note that the moments of the bootstrap random variables converge to the mo-
ments of the real world variables as desired:
Lemma 4.4.3. For all s for which the s-th moments of petqtPZ or pbtqtPZ, respectively,









  OP p1q and E ln  |ϕˆ  b0 |  OP p1q and 8   E rln |ϕˆ  b0 |s ¤
0 i.P -Pr.. Hence, Xt as given in Equation (4.8) in Procedure 4.3.6 converges absolutely
in probability and is strictly stationary in probability and it has a density fˆn,r as given in
Lemma 4.4.1 in probability. Further,






















κ  1, . . . , 2γ, γ P N.
The proof is suspended to Section 4.6.
Now we can conclude on the consistency of Bootstrap Procedure 4.3.6:
Theorem 4.4.4. The following convergence holds true for the estimator θˆ given in Equa-







DÝÑ N  0, H1AH1 i.P.,
hence, the bootstrap of Procedure 4.3.6 is consistent for θ  pϕ, ω2, σ2q .
Proof. The same statements as in Lemma 4.2.3 can be established for this bootstrap
procedure so that it follows analogously to Lemma 4.2.4 that θˆn  θˆn i.P.ÝÑ 0 i.P. and
analogously to Lemma 4.2.5 that
?
n l1npX, θˆq DÝÑ N p0, Aq i.P., so that the desired













by Ln as well as applying Theorem
2.2.2 and the triangular inequality directly yields that dK pLn,Lnq nÑ8ÝÑ 0 i.P. and thus
the consistency.
4.5 A simulation study
We choose the parameters to be pϕ, ω2, σ2q  p0.55, 0.6, 0.8q , that means parameter set
II, and again bt normally distributed and et double exponentially distributed. Given a
sequence of observations of X, say X0, . . . , Xn, we estimate the parameter vector θˆ 
pϕˆ, ωˆ2, σˆ2q via the QML estimator given in Equation (2.7). As a initial value for the
optimization we use the value of the least squares estimator given in Section 2.2.1. Even
though consistency of this estimator cannot be established for our process having infinte
fourth moments, it might be a good guess to start with.
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Then, we generate bootstrap realizations of the process X0 , . . . , X

n via the residual based
bootstrap (Procedure 4.1.1 and Definition 4.1.2) to determine the bootstrap estimates
θˆ  pϕˆ, ωˆ2 , σˆ2q. Again, the least squares estimator is used to provide a initial value for
the optimization and the parameters are chosen to be ε  0.3n1{6 and M  1.6 ln lnn.
This is repeated N  10 000 times to determine the α and p1  αq quantiles of the
bootstrap distribution Lp?npθˆ  θˆqq for various values of α.
Finally, we also determine the respective quantiles of Lp?npθˆ  θqq via the normal ap-
proximation given in Theorem 2.2.2. As explained before, we are faced with the problem
of estimating the moments that appear in the asymptotic variance. We have estimators
for the second moments of both the noises, but not for the fourth moments. Hence, one
possibility is to assume that the fourth moments are equal to 4ω4 or 6σ4. However, in
doing so we provide very useful information for the normal approximation that usually is
not available. Another possibility is to use the estimators introduced in Theorem 2.2.3
to estimate fourth moments, even though consisteny is not established without assuming
























Figure 4.1: Quantiles: Bootstrap and normal approximation, repetitions T  100, sample
size n  100
To this end, all this is repeated T  100 times to obtain the boxplots that are shown in
Figure 4.1. The dotted lines give the true (obtained by simulations) intervals, the blue and
green boxplots give the approximations via the normal distribution (green: moment rela-
tions, blue: moment estimators), while the red boxplots give the approximations obtained
by the residual based bootstrap. In addition, we also perform the density based bootstrap.
First, we just smooth the estimated residuals by the estimators given in Definition 4.3.1
with parameters set to be h  h1  0.3n1{6, ε  1.8n1{6, and M  1.6 ln lnn. Second,
we use the deconvolution estimator given in Definition 4.3.2 with additional parameters
set to be k  1.3n1{10 and δ  3.0n1{10. These parameters turned out to be good param-
eters for estimating the densities, what will be considered further in Chapter 5. However,
the procedure does not seem to be very sensitive on the choice of the parameters, since
the results did not change substantially when altering the parameters. Practically, we
determine a discretized density on a fine grid with stepsize s  0.01. The results of these
two bootstrap approaches are displayed in the orange and yellow boxplot.
As one can see, all bootstrap approaches work well. For all three parameters, the bootstrap
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is able to capture the skewness of the distribution, in contrast to the normal approxima-
tion. While the difference is not large for the AR parameter ϕ, the bootstrap outperforms
the normal approximation for the two variance parameters. The residual based bootstrap
already works very well, even though only very few observations are used. Some improve-
ment is possible by smoothing the observations and using the density based bootstrap,
but the improvement is neither large nor given in all situations. Hence, taking into ac-
count the much higher computational effort for the density based bootstrap, the residual
based bootstrap is a reasonable proposal. The normal approximations indeed offer some
drawbacks: Especially the distributions of the variances are skewed and with assuming
the relationship between the fourth and second moments as indicated above the upper
quantile for σ2 is heavily underestimated while the other quantiles are overestimated. Us-
ing the fourth moment estimators lets us heavily overestimate the lower quantile, coming
together with a very high variability in the estimated quantiles. Hence, the bootstrap
seems to be a very good alternative in this case.
4.6 Proofs
Before we show the validity of the results, we state two useful lemmas that are valid for
both of the bootstrap approaches. We recall from Definition 2.1.5 the truncated RCA
process. For this process we can state
Lemma 4.6.1. D r0 P N such that @ r ¡ r0 the difference between Xt and its truncated
version is bounded:
Xt  X˜rt  ¤ ρrC a.s. The same holds true for the bootstrap process
regardless which of the two methods described before is used:
Xt  X˜rt  ¤ ρ˜rC˜ a.s. i.P.
Moreover, for r sufficiently large and ε ¡ 0,
FX˜rt pxq  FXtpxq
 ¤ ε a.s.
Proof. From the assumptions (Definition 2.1.1 and Inequalities (2.2)) and Aue et al.
(2006), Lemma 1, it follows that D i0, 0 ¤ ρ   1, such that @ i ¡ i0 :
±i
j1 |ϕ  btj| ¤
ρi a.s. and that for r sufficiently large













ρi |etri| ¤ ρrC a.s. with C   8 (Berkes et al. (2003), Le. 2.2).
The assertion for the bootstrap process follows similarly. Further, for arbitrary ε ¡ 0
FXtpxq  P
!








|Xt  X˜rt | ¡ δ
)




¤ FX˜rt pxq   ε a.s.
for δ sufficiently small and r sufficienly large, since ρ   1 and F is continuous from above.
Similarly, we obtain FX˜rt pxq ¤ FXtpxq   ε a.s. so that
FX˜rt pxq  FXtpxq
 ¤ ε a.s.
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Lemma 4.6.2. For Xt the original process and X

t the bootstrap process generated with















γ , Xκspx2X2s   y2qγ
ﬀ ¤ C˜ϑ˜r i.P.









gpXi , uq  E rgpX0qs   oP p1q









We also know that D r0 P N, ϑ   1 such that @ r ¡ r0 : |Xs  X˜rs | ¤ ϑr a.s., so that we









































































For the second part, we recall from Equation (2.8) that
gpXi, θq  pXi  ϕXi1q
2
ω2X2i1   σ2
  lnpω2X2i1   σ2q 
pbiXi1   eiq2
ω2X2i1   σ2
  lnpω2X2i1   σ2q.




can be fractionized into terms of the form used
above. Now, the assertion about 1
n
°n





























1 ϑ  op1q.
With Lemmas 4.2.1, 4.2.2, and 4.4.3, the assertion follows similarly for the bootstrap
process. We note that for the density based bootstrap the covariance between Xt and Xs
is even equal to zero, if the difference between t and s is large enough.
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Now, we can show the validity of the results of the previous sections and start with the
results for the residual based bootstrap.
Proof of Lemma 4.2.1. By construction, ppbt , et q, t P Nq are i.i.d. sequences of random
variables and bi and ej are independent for all i  j. Thus, the assertions about the
moments of the bootstrap random variables are proven in Lemmas 3.7.1 through 3.7.3.
For the logarithmic moment we obtain
0 ¤ E ln  |e0 |  1Ne
Ne¸
i1





max pln |eˆt|, 0q i.P.ÝÑ E rmax pln |et|, 0qs   8,
since
0 ¤ max pln |eˆt|, 0q1t|Xt1| εu  max pln |et  btXt1   pϕˆ ϕqXt1|, 0q1t|Xt1| εu
¤ max pln |et|, 0q  max plnp |et|  OP pεq q ln |et|, 0q
 max pln |et|, 0q   oP p1q





1t|Xt1| εu  fp0q   oP p1q.
A similar argumentation can be used to show the validity of the remaining statements
noting that
|ϕˆ  bˆt| 
ϕˆ  XtXt1  ϕˆ
 
ϕ  bt   etXt1
 ¤ |ϕ  bt|    etM
 .
The convergence of the bootstrap process, Equation (4.6), follows from Aue et al. (2006),
Lemma 1, with the other results of the Lemma.
Proof of Lemma 4.2.2. In the following, we denote by Fe the distribution function of the
random variable e and by Fˆe its empirical distribution function based on independent ob-






|Fˆepxq  Fepxq|  0 a.s. (4.9)
so by Definition 4.11 from Elstrodt (2009) and the Theorem of Helly-Bray (Elstrodt (2009),
Satz 4.13) for two random variables e1 and e2 :»
Fˆe1px yqdFˆe2pyq 
»



















For arbitrary r we recall the definition of X˜rt . If we set Fr,ϕpxq  FX˜rt pxq to be the dis-
tribution function of X˜rt and Fˆr,ϕpxq to be its empirical distribution function constructed
as above from the empirical distribution functions of pbtqtPZ and petqtPZ we obtain per
induction and a similar argumentation as before that Fˆr,ϕpxq nÑ8ÝÑ Fr,ϕpxq a.s. @x P R.
Additionally, we know




















1tet¤xu   1tet¤x R,|R|¤εp|bt| |ϕϕˆ|qu  1tet¤xu

1t|Xt1| εu
















 F px  |ϑ|q   F pxq   F px  |ϑ|q  F pxq
 0, because of Equation (4.9) and because F is continuous from above.
Hence, we obtain with the argumentation used before that F 
X˜,rt
 Fˆr,ϕˆ nÑ8ÝÑ 0 i.P. @x P R.
Further, we know that Fˆϕ bpxq  Fˆbpx  ϕq and obtain from the continuous mapping
theorem that Fˆϕˆ bpxq  Fˆϕ bpxq nÑ8ÝÑ 0 i.P., so that Fˆr,ϕˆpxq  Fˆr,ϕpxq nÑ8ÝÑ 0 i.P. @x P R.
Moreover, we know from Lemma 4.6.1 that for r sufficiently large
FX˜rt pxq  FXtpxq
 ¤
ε a.s., and by the same argumentation that is used in the proof there, we obtain thatF 
X˜,rt
pxq  F 
Xt
pxq
 ¤ ε a.s.
Putting all previous results together we obain @x P R:
|F Xt pxq  FXtpxq| ¤ |F

Xt
pxq  F 
X˜,rt
pxq|   |F 
X˜,rt
pxq  Fˆr,ϕˆ|
  |Fˆr,ϕˆpxq  Fˆr,ϕpxq   Fˆr,ϕpxq  FX˜rt pxq|   |FX˜rt pxq  FXtpxq|
i.P.ÝÑ 0.
This yields for bounded functions f by Definition 4.11 from Elstrodt (2009) and the
Theorem of Helly-Bray (Satz 4.13, Elstrodt (2009)):





fpxqdFXtpxq  E rfpXtqs i.P.
and hence the assertion follows.
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2   yγ simple computations yield
that g1pXi , uq 
 2 pϕ  s   bi qY i1pu, 2, 1q  2ei Y i1pu, 1, 1qY i1pu, 2, 1q  pϕ  s   bi q2 Y i1pu, 4, 2q  2bi ei Y i1pu, 3, 2q  ei 2Y i1pu, 2, 2q































































































Y 0 pθˆ, 0, 3q

,
A12  A21  E rg11pXi , uqg12pXi , uqs  0,
A13  A31  E rg11pXi , uqg13pXi , uqs  0,



































Y 0 pθˆ, 2, 3q

,
which yields the existence of A, the non-singularity can be obtained promptly analogous
to the proof of Lemma 6 in Aue et al. (2006) and the convergence follows directly with









Y 0 pθˆ, 2, 1q
















Y 0 pθˆ, 4, 2q









Y 0 pθˆ, 0, 2q

,














Y 0 pθˆ, 1, 2q

.
This directly yields the existence of H, whereas the non-singularity can be obtained
by an argumentation similar to the one of the proof by Aue et al. (2006), Lemma 8,





2pXi , θˆq follows directly.
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Proof of Lemma 4.2.4. Let C  Γ be a compact set such that the distance between θˆ






















E rgpX0, uqs   oP p1q  E rgpX0, uqs   oP p1q





















































lnpX, uq  E rgpX0, θqs i.P -Pr. i.P -Pr.
The last term is strictly positive according to Aue et al. (2006), Equation (37). Since we
know that θˆn P Γ we have further that infuPΓ lnpX, uq ¤ lnpX, θˆnq and thus
lim sup
nÑ8














so that we obtain lim supnÑ8 lnpX, θˆnq ¤ E rgpX0, θqs i.P -Pr. i.P -Pr. since θˆ i.P.ÝÑ θ.
Let U  Γ  Γ be an open ball around θ with small enough radius. We know from Aue
et al. (2006) that there exists an m0 so that for all n ¡ m0 θˆn P U . If θˆn R U infinitely
often for n ¡ n0 ¡ m0 there is a random subsequence nk such that we have for C  ΓzU









lnpX, θˆnq ¤ E rg1pθqs i.P -Pr. i.P -Pr.
This is a contradiction, such that there has to be an n0 such that θˆ

n P U @n ¡ n0, i.e.
θˆn  θˆn nÑ8ÝÑ 0 i.P -Pr. i.P -Pr..
Proof of Lemma 4.2.5. To show the assertion, we use the Cramer Wold device (see Billings-
ley (1968), Theorem 7.7) and a central limit theorem for weak dependent random variables
(see Neumann & Paparoditis (2008), Theorem 6.1). According to the Cramer Wold device
the assertion of the Lemma holds if and only if
cJ
?
n l1npX, θˆq DÝÑ N p0, cJAcq i.P. @ c P R3.
We set Y i1pθˆ, κ, γq as above and
Zn,i 

 2bi Y i1pθˆ, 2, 1q  2ei Y i1pθˆ, 1, 1qbi 2Y i1pθˆ, 4, 2q  2bi ei Y i1pθˆ, 3, 2q  ei 2Y i1pθˆ, 2, 2q   Y i1pθˆ, 2, 1q
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and consider for arbitrary c P R3
cJ
?



































, a, b  1, 2, 3. Aue et al. (2006) showed that these
terms are equal to zero for i  j (see the proof of Lemma 7 therein), hence W n,i and W n,j










2  E cJZn,0ZJn,0c  cJE Zn,0ZJn,0 c  cJAc
















 nÑ8ÝÑ cJAc i.P.































|W n,1|3 23 E W 2n,1 13 nÑ8ÝÑ 0 i.P.,
if E
|W n,1|3  OP p1q, i.e. E b6t  , E e6t   OP p1q.
Weak-dependance conditions: Let f be a measurable and square-integrable function
and s1        su   su   v  t1 and v ¥ 1. Then,
Cov














 E fpW n,s1 , . . . ,W n,suqE c1Zp1qn,t1   c2Zp2qn,t1   c3Zp3qn,t1 
Now, we consider the term that contains Z
p1q
n,t1
 2bt1Y t11pθˆ, 2, 1q  2et1Y t11pθˆ, 1, 1q.
Since bt1 and e

t1
are independent of all other terms, we can separate these terms from
each expectation, and since both have zero mean, the respective terms vanish. Next,
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we consider the term that contains Z
p2q
n,t1











ing that both have zero mean and second moment ω2 or σ2, respectively, and merging
everything again, we obtain
E







fpW n,s1 , . . . ,W n,suq





fpW n,s1 , . . . ,W n,suq
























 0 as well. By similar computations, it can be seen that
E











as well so that we finally obtain
Cov

fpW n,s1 , . . . ,W n,suq,W n,t1
  0.
Let now f be measurable and bounded and s1        su   su   v  t1 ¤ t2 and v ¥ 1.
Cov

fpW n,s1 , . . . ,W n,suq,W n,t1 W n,t2

 Cov rfpW n,s1 , . . . ,W n,suq, cJZn,t1  cJZn,t2
 Cov






































We split this term up and consider just the first term that is equal to
Cov





t11pθˆ, 2, 1qbt2Y t21pθˆ, 2, 1q  bt1Y t11pθˆ, 2, 1qet2Y t21pθˆ, 1, 1q
  et1Y t11pθˆ, 1, 1qbt2Y t21pθˆ, 2, 1q   et1Y t11pθˆ, 1, 1qet2Y t21pθˆ, 1, 1q
	
.




each term, so that this term is equal to zero. For the second term we obtain
Cov











Y t21pθˆ, 4, 2q e
2
t2
Y t21pθˆ, 2, 2q  Y t21pθˆ, 1, 1q
	





Y t21pθˆ, 4, 2q   e
2
t2
Y t21pθˆ, 2, 2q  Y t21pθˆ, 1, 1q
	





Y t21pθˆ, 4, 2q   e
2
t2
Y t21pθˆ, 2, 2q  Y t21pθˆ, 1, 1q
	





Y t21pθˆ, 4, 2q   e
2
t2
Y t21pθˆ, 2, 2q  Y t21pθˆ, 1, 1q
		




fpW n,s1 , ...,W n,suqb
2
t1
Y t11pθˆ, 4, 2q

ω2Y t21pθˆ, 4, 2q   σ2Y t21pθˆ, 2, 2q  Y t21pθˆ, 1, 1q
	
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is equal to zero. Similarly, all other term vanish as well, so that we obtain
Cov

fpW n,s1 , . . . ,W n,suq,W n,t1 W n,t2
  0.
Hence, the aforementioned theorem can be applied to obtain the desired result.
Now, we consider the results we have for the density based bootstrap and first have
another result concerning the density estimation.
Lemma 4.6.3. Let X
p1q




1 , . . . , X
p2q
n each be i.i.d. random variables with
density k1 and k2, respectively, and kˆ1,n and kˆ2,n the kernel density estimators of the form





with a kernel function K for k1 and k2 such that supxPr2R,2Rs
kˆn,1pxq  k1pxq  Opanq
and supxPr2R,2Rs
kˆn,2pxq  k2pxq  Opanq for a sequence panqnPN nÑ8ÝÑ 0. With R 




kˆn,1puqkˆn,2px uqdu  kp12qn pxq  OP pRanq
is consistent for the density kp12qpxq  k1  k2pxq 
³















E rK pXi  uqK pXj  x  uqs
 n 1
n
E rK pX1  uqsE rK pX1  x  uqs   1
n
E rK pX1  uqK pX1  x  uqs
 n 1
n
pk1puq  Opanqq pk2px uq  Opanqq  Opanq






































K pXi  uqK pXk  uqK pXj  x  uqK pXl  x  uq
ﬀ
 O panq ,
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where the sequence panqnPN can be chosen independently of x and u. Hence,
sup
xPrR,Rs
kˆn,1puqkˆn,2px uq  k1puqk2px uq  OP panq
so that integration yields the desired result.
Proof of Lemma 4.4.1. By easy transformations it can be seen that the process X˜rt can
be written as
X˜rt  pϕ  btq ppϕ  bt1q ppϕ  bt2q p   ppϕ  btr 2q etr 1q      q   et2q   et1q   et.
Hence, the density fr of X˜
r
t is the convolution of the densities of the respective random























kpx y1qdx1 . . . dxrdy1 . . . dyr.
With the result of Lemma 4.6.3 we obtain per induction the desired result for fˆn,r. Note
that for each integration we add one R to the Bias term and that the domain where x is
allowed to be in shrinks with each integration with R on both sides.
Proof of Theorem 4.4.2. We know from Lemma 4.6.1 that for all ε˜ ¡ 0 it exists a r
sufficiently large such that @ r ¡ r0:
FX˜rt pxq  FXtpxq
 ¤ ε˜ a.s., so that @ ε ¡ 0 D r10 such
that @ r ¡ r10: |frpxq  fpxq|   ε. From Lemma 4.4.1 we conclude that we can find an n0
for each r and arbitrary δ1, ε1 ¡ 0 such that @n ¡ n0 : P
!fˆn,rpxq  frpxq ¡ δ)   ε so
that finally @ δ, ε ¡ 0 Dm0, s0 such that @n ¡ m0, @ r ¡ s0 :
P
!fˆn,rpxq  fpxq ¡ δ) ¤ P !fˆn,rpxq  frpxq ¡ δ)  P t|frpxq  fpxq| ¡ δu ¤ 2ε.
This yields the assertion.
Proof of Lemma 4.4.3. By construction, ppbt , et q, t P Nq are i.i.d. sequences of random
variables and bi and ej are independent for all i  j, thus, the first two statements are
consequences of Lemma 4.3.4 and the assumptions. Further, with Cb   8,






































i.P.ÝÑ E ln r|ϕ  b0|   8
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by Definition 4.3.3 and a taylor expansion. The other two assertions follow by similar
argumentations. The convergence and stationarity of Xt now follows by Aue et al. (2006),
Theorem 1. The existence of the density as given in Lemma 4.4.1 follows directly from
the strict stationarity and the fact that both the noises have densitites. Further,
















































Finally, Dn0 such that @n ¡ n0 : ωˆ2nx2   σˆn P ω2x2   σ2  pε1x2   ε2q since ωˆ2n a.s.ÝÑ ω2
and σˆ2n
a.s.ÝÑ σ2. Hence, it exists a function gpxq such that gnpxq  xκpωˆ2x2 σˆ2qγ ¤ gpxq
and
³R
R gpxqfˆn,rpxqdx   8. Thus, by applying the continuous mapping theorem and
dominated convergence and the way of convergence of fˆn,r towards f such that the integral» 
xκ





fˆn,rpxqdx  oP p1q,
converges in probability as well and using that Xt has the density f and X

t the density












pω2x2   σ2qγ fˆn,rpxqdx 
» 
xκ
















what concludes the proof of the Lemma.
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coefficient autoregressive processes
In the previous chapter, we made use of estimators for the densities of both the innovation
and the disturbance noise. For the bootstrap approaches mentioned there, any estimator
fulfilling the requirements of Definition 4.3.3 can be used. However, we now want to
thoroughly introduce and examine the estimators that we gave in Definitions 4.3.1 and
4.3.2.
Nonparametric estimation of densities of random variables is a well known field in statis-
tics. Since the first contributions by Rosenblatt (1956) for independent and identically
distributed random variables, a large amount of papers emerged. These also considered
the problem of estimating the densities of the innovations in standard autoregression
models, what is a well known tool today. More complicated is the density estimation
of two convoluted random variables. Standard methods in this case, like the ones in-
troduced by Fan (1991), amongst others, require the density of one random variable to
be known if estimating the density of the other random variable. Following these two
approaches for the innovation and the disturbance noise, we introduce kernel density es-
timators for the innovation noise of a random coefficient autoregressive process as well as
for the disturbance noise of such a process. After having stated some estimators in the
previous section already, we now thoroughly introduce these estimators and analyze their
asymptotic behavior. First, we introduce an estimator for the innovation noise.
5.1 Innovation parameter
5.1.1 Derivation of the estimator
To let us start, we assume that we have an estimator ϕˆ of ϕ and consider the estimated
residuals uˆnt  Xt  ϕˆXt1. Following the idea that was used in the previous chapters to
construct a bootstrap method, we use the ”small” observations |Xt1|   ε to estimate the
density of the innovation noise via a kernel density estimator kˆpq with a kernel K and














Clearly, this function is not continuous in Xt1. Instead of using the indicator function,
we could introduce another kernel function, W, with bandwidth ε  εpnq. If we define this
function independent of y it ensures that only these uˆn,εt that correspond to a sufficient
small value of |Xt1| are under consideration for the estimation of the density. Thus, we
obtain the following estimator:
– 59 –
5 Estimation of densities of RCA processes
Definition 5.1.1. In an RCA model, with uˆnt  Xt ϕˆXt1, an estimator for the density

























where K and W are two kernel functions and the bandwidths are h  hpnq nÑ8ÝÑ 0 and
ε  εpnq nÑ8ÝÑ 0.
Using the definition of uˆnt and a taylor expansion for K, we can write this estimator with



























































































We will use this decomposition to further analyze the estimator, but first we would like
to state the conditions that we impose on the Kernel functions and the bandwidths for
this analysis. These conditions are assumed to hold true for the remainder of the chapter.
Conditions 5.1.2.
• We consider two non-negative, symmetric and centered kernel functions K and W
that are two times continuously differentiable. The Kernels and their first derivative
are Lipschitz continuous. The second derivative of K is assumed to be bounded and
we denote supx |K2pxq|  K2pΞ2q   8.
• The bandwidths satisfy h  hpnq nÑ8ÝÑ 0, ε  εpnq nÑ8ÝÑ 0, nhε nÑ8ÝÑ 8, nh2 nÑ8ÝÑ
8, ε1.5
n1.5h3
nÑ8ÝÑ 0, nh5ε   nhε5 nÑ8ÝÑ c   8, ³Kipuq|uj|du   8, pi  1, 2, j 
0, 1, 2, and j  0 for i  3, 4q ³ |K 1puq| |uj|du   8, pj  0, 1, 2q ³W ipuqdu  
8, pi  3, 4q ³W ipuq|uj|du   8, pi  1, 2, j  0, 1, 2, 3, 4, 5q
• The density of Xt exists, is denoted by fpq and is two times continuously differen-
tiable with bounded second derivative: supx |f2pxq|  f2pΓ2q   8. In addition, f is
continuous in a neighborhood of 0 and fp0q ¡ 0.
• petqtPZ and pbtqtPZ have finite fourth moments and are independent white noises.
• The density of et exists, is denoted by kpq and is two times continuously differ-
entiable with bounded second derivative: supx |k2pxq|  k2pΘ2q   8. The density
itself is bounded as well: supx |kpxq|  kpΘq   8.
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5.1.2 Consistency of the estimator
As a first result, we establish the consistency of the estimator. Clearly, like all kernel
density estimators, it is not unbiased in finite samples. We consider each term of the
decomposition (5.1) individually and assume Conditions 5.1.2 to hold for the next lemmas.
The main term nearly gives us the desired result:
Lemma 5.1.3 (Convergence in probability of A1). It holds


















 kpyqfp0q  O  h2   ε2






The prefactor norms this term in the desired way:

















The following terms that result out of Equation (5.1) vanish asymptotically:
Lemma 5.1.5 (Convergence in probability of B1).



































































The proof of Lemmas 5.1.3 through 5.1.6 is delayed to Section 5.6, so that we can finally
state the consistency of the estimator:
Theorem 5.1.7. Under Conditions 5.1.2 the estimator kˆpyq, given in Definition 5.1.1,

















Proof. The assertion directly follows from Lemmas 5.1.3 through 5.1.6 and the decompo-
sition (5.1) of the estimator.
– 61 –
5 Estimation of densities of RCA processes
5.1.3 Asymptotic distribution of the estimator
Having established the asymptotic consistency of the estimator, we can draw some con-
clusions about its asymptotic distribution.































































For the proof we refer to Section 5.6.
5.1.4 Optimal choice of the bandwidth
We want to complete the considerations of this density estimator with some remarks
about the optimal bandwidths h and ε. To determine an optimal bandwidth, we consider
the Mean Square Error (MSE) that takes into account the bias and the variance of the
estimator. By Theorem 5.1.7 we have
MSEh,εpyq  c1 1
nhε








We consider a bandwidth to be an optimal bandwidth if it minimizes the MSE . This
means that both the variance and the squared bias are then of the same order of magni-
tude. Let us assume that ε  hα, for α ¡ 0. Then, we can conclude:
Theorem 5.1.9. The optimal choice of the bandwidths h and ε in the sense that the




















The proof is deferred to Section 5.6.
These bandwidths meet the Conditions 5.1.2. Next, we turn to estimating the density of
the disturbance noise.
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5.2 Disturbance parameter via simple residuals
















where G is a kernel and k  kpnq nÑ8ÝÑ 0 a bandwidth and M Mpnq nÑ8ÝÑ 8 the parameter
indicating that a observation is large.
























to show the asymptotic consistency of the estimator:





















Proof. Using the expansion (5.2), this result can be obtained directly by standard methods
similar to Theorem 5.1.7.
Although we have these asymptotic results for the estimator, it is equipped with some
problems. Clearly, this function is not continuous in Xt1 what yields some problmes in
determining the asymptotic distribution of the estimator. Due to the structure that all
large observations are considered, we cannot introduce a second kernel like in the last
case. Furthermore, typically the observations of the stationary process Xt are mostly in
a certain neighborhood of zero. Hence, for large n only a small number of observations
is considered, especially if the density of the stationary distribution of the process decays
fast. To circumvent this fact, another approach is considered in the next section.
5.3 Disturbance parameter via deconvolution
5.3.1 Derivation of the estimator
If we want to avoid the problems of the previous section, the technique of deconvolution
promises some success. The setting is as follows: If we assume that three random variables
meet the relationship ut  Bt   et, that realizations uˆ1, . . . , uˆn of ut are given, and that
the density of et is known, we can estimate the density of Bt if et and Bt are independent
by standard deconvolution methods.
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In our case, Bt is still a composition of two random variables: Bt  btXt1, but we always
know the value of Xt1. Thus, we can proceed similar to the estimation procedure for
the density of the innovation noise and just take these values of uˆt that ”belong” to a
value near one of Xt1. Then, Bt  btXt1 is equal to bt multiplicatively disturbed with
some noise: Bt  bt p1   δtq. The noise is approximately one for small δ and hence Bt is
approximately equal to bt for small δt.















Again, it is clear that this function is not continuous in Xt1, hence we can again intro-
duce a second kernel function that ensures that we consider only these values of ut that

























Further, k and δ are the bandwidths that we use for the kernels G and V , respectively,
and k, δ
nÑ8ÝÑ 0. We can extend this and consider not only an interval around one for Xt1,
but also an interval around a  0, depending on the distribution of Xt. We have to choose


























Taking an interval around a  0 for the values of Xt1 means that we consider observations
of ut  abt   et, a  0. We therefore estimate the density habtpxq of abt and have to






Standard deconvolution methods require the density of et to be known, but we only
have an estimated density for the innovation parameters. More exactly, the methods
require the characteristic function of et to be known. However, we can simply replace the
characteristic function by an estimate.
We denote by φX the characteristic function of a random variable X and recall that petqtPZ
are i.i.d. with density kpq and that pbtqtPZ are independent of petqtPZ with density hpq.





eitzφbptqdt and φbptq 
»
eitxhpxqdx;
and since we know further
ut  bt   et ô φuptq  φbptqφeptq
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if the characteristic function φeptq ¡ 0 is positive for all t.
Having a kernel density estimator gˆ for the density g of some random variable U we can















so that we can define the following estimator:
Definition 5.3.1. In an RCA model, with uˆnt  Xt  ϕˆXt1, an estimator for the char-


























where K and W are two kernel functions and the bandwidths are h  hpnq nÑ8ÝÑ 0 and
ε  εpnq nÑ8ÝÑ 0.
Theorem 5.3.2. Under the Conditions 5.1.2, the estimator φˆeptq given in Definition


















The proof is deferred to Section 5.6.
Using this result together with Equations (5.3) and (5.4) as well as Definition 5.1.1 we

































































where ϕˆ is an estimator for ϕ, uˆnt  Xt  ϕˆXt1, and K, G, V, W are kernel functions
and h, k, ε, δ are bandwidths in dependence on n.
– 65 –
5 Estimation of densities of RCA processes

























































































































































We will refer to these terms frequently in this section. We note that»
eityG


























































































  T pzq   Spzq
A3paq (5.7)
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To make some conclusions about the consistency or the asymptotic distribution of the
estimator we have to put some further assumptions, especially on the distribution of the
innovation noise. We proceed like Fan (1991) and separate two cases.







for constants c˜, c, β ¥ 0 and a sufficient large but fixed M. In this case we have to
choose the kernel function G such that»
|φGptq| |t|βdt   8.
2. The supersmooth case: this means, the characteristic function of the innovation
noise behaves like
c2 ¥ φepuq|uβ0 |e|u|








|u|αe|u|β{γ @|u| ¥M (5.8)
for constants c1, c2, β, γ ¥ 0, α P R, and a sufficient large but fixed M. In this
case, we have to choose the kernel function G such that its characteristic function
vanishes outside a compact interval, for example outside of r1, 1s.
First, we consider just the smooth case.
5.3.2 The smooth case
We assume the following conditions to hold for the remainder of this chapter:
Conditions 5.3.4.
• Conditions 5.1.2 hold.
• We consider two non-negative symmetric and centered kernel functions G and V
that are two times continuously differentiable. V as well as the second derivative of
G is assumed to be bounded: supx |G2pxq|  G2pΛ2q. V is Lipschitz continuous.
• For a function G we denote its inverse Fouriertransform by FG
• The bandwidths and kernel functions further satisfy k  kpnq nÑ8ÝÑ 0, δ  δpnq nÑ8ÝÑ


















  k2   δ2   ε2   h3
k3
	
nÑ8ÝÑ c   8, φeptq |t|Ñ8ÝÑ c|tβ|, c ¡ 0,³
Gipuq|uj|du   8, pi  1, 2, j  0, 1, 2 and j  0 for i  3, 4q, ³ |G1puq| |uj|du  
8, pj  0, 1, 2q, ³ V ipuqdu   8, pi  3, 4q, ³ V ipuq|uj|du   8, pi  1, 2, j 
0, 1, 2, 3, 4, 5q, ³ |φGptq||t2β 3|dt   8, ³ |FG1ptq||t2β 3|dt   8, ³ |FG2ptq||t2β 3|dt   8,³ |φ4Gptq||t4β1|dt   8.
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• The density of f of X is continuous in a neighborhood of 0 and of a  0, further,
fp0q ¡ 0 and fpaq ¡ 0.
• The density of bt exists, is denoted by hpq and is two times continuous differentiable
with bounded first and second derivatives: supx |h2pxq|  h2pΨ2q   8. The density
itself is bounded as well: supx |hpxq|  hpΨq   8.
• For ease of calculation we assume further without loss of generalization β ¥ 1.
One kernel G that satisfies these conditions is, for example, the normal distribution while
the white noise petqtPZ could follow, for example, the double-exponential, the gamma,
or the triangular distribution (see also Fan (1991)), however, we assumed petqtPZ to be
centered. The double-exponential distribution, for example, has parameter β  2.
















»  φGptqφe   tk
 dt   8.
Consistency of the estimator
We first state two Lemmas to establish the consistency.

























For the proof we refer to Section 5.6.
One of the norming factors is evaluated in Lemma 5.1.4, for the other one we have:
Lemma 5.3.6 (Convergence of A3).



















Proof. The same computations as in Lemma 5.1.4.
Lemma 5.3.7 (Convergence of T pzq).



















where T1pyq and T2pyq are given after Definition 5.3.3.
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The proof is deferred to Section 5.6.
Lemma 5.3.8. For the term Spzq  S1pzq   S2pzq it holds that:




































The proof is delayed to Section 5.6.
With these preparations we can state the main result:




































Proof. Lemmas 5.1.4 and 5.3.5 through 5.3.8 directly yield the assertion with Slutsky via
the decomposition (5.7).
Asymptotic distribution of the estimator
Having established the asymptotic consistency of the estimator, we can draw some con-
clusions about its asymptotic distribution.




















k2K1   kδK2   δ2K3  O
 
k3   δ3  kβ?nkδB1




























































Having established the consistency of the estimator, the proof is basically the same as for
Theorem 5.1.8 and therefore ommited.
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kpz  baqhpbqdb   op1q.
For the proof we refer to Section 5.6.
Lemma 5.3.12. Let Conditions 5.3.4 hold and let k
β 2
h2
























































































from Equation (5.7) and the assertion directly follows from Lemmas 5.3.6 and 5.3.7 to-
gether with Theorem 5.3.10 and Lemma 5.3.11.
With these results we can finally state the main result, the asymptotic normality of hˆpq.
Theorem 5.3.13. Let Conditions 5.3.4 hold and let for an arbitrary C P p0,8q: h2
k2 β
nÑ8ÝÑ







































































5.3 Disturbance parameter via deconvolution
The proof is given in Section 5.6.
Remark 5.3.14. Asymptotically, it is only necessary that the density f is positive in zero
and in a and that it is continuous in a neighborhood of these two points. For practical
use, however, the parameter a should be chosen carefully such that there is high chance to
have a sufficient large number of observations around a. In addition, it is important that
a is sufficiently far away from zero, that means that it is not too small in absolute value
for the estimate to be robust.
To minimize the asymptotic variance, it is necessary to choose a as small as possible.
The minimal variance is obtained for a  0 which is not allowed and it should also be
not too small for the estimate to be robust. The different bias terms are minimized for
values of a in r1, 2s. Hence, without further analyzing the terms a good choice of a might
be a  1.
Optimal choice of the bandwidth
To complete these considerations, we want to state some results on the choice of the
bandwidths. Again, we consider a bandwidth to be an optimal bandwidth if it minimizes
the MSE . Let us assume the following relation: δ  kα, for α ¡ 0. Then we obtain:
Theorem 5.3.15. The optimal choice of the bandwidths k and δ in the sense that the




















However, minimizing the MSE between hˆpq and hpq gives a slightly larger bandwidth for

























for β ¤ 4
3


















for β ¡ 4
3
.
The proof is deferred to Section 5.6.
Remark 5.3.16. Depending on the parameter β one has to check if the bandwidths given
by Theorem 5.3.15 meet the Conditions 5.3.4. For β  2 the optimal bandwidth k yields
the optimal bandwidth h determined in Theorem 5.1.9. Otherwise, one has to decide
which error term should be minimized.
5.3.3 The supersmooth case
The assumptions that we put on the characteristic function of the innovation noise (see












with γ ¡ 0, β ¡ 0, and α P R.
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Under some regularity conditions on the kernels and bandwidths, the following results
hold true. One kernel G that satisfies these conditions is, for example, the N.N. distri-
bution while the white noise petqtPZ could follow, for example, the normal or the chauchy
distribution or one of their mixtures (see also Fan (1991)). The normal distribution, for
example, has the parameters β  2 and α  0.



























for the bandwidth k  pϑγ lnnq1{β and some other regularity conditions, comparable to
Conditions 5.3.4.
Proof. The proof is analogous to the computations in the smooth case and the argumen-






























































































































, for α  1
2
, for α  1
2















5.4 Variations and practical implications
and the covariance terms are asymptotically of smaller order than the variance terms,
what can be shown similarly to Lemma 5.3.5.
As one can see, one has to choose the parameters very carefully for the estimator to be
consistent. We have to choose a logarithmic bandwidth for k because of the term e
2
kβγ that
appears in the variance of the estimator. Depending on the parameter ϑ of the bandwidth
k, the bandwidth δ has to be chosen: for ϑ  1
2




with 0   ξ   β; for
ϑ   1
2
, it can be chosen arbitrarily; ϑ ¡ 1
2
is not allowed for the estimator to be consistent.
Similar to the smooth case the asymptotic normality of the estimator can be established
for the super smooth case.
5.4 Variations and practical implications
In this section, we would like to present some variations of the density estimators, that
are especially important for practical implications.
5.4.1 Multipoint estimator
Instead of considering just an interval around one point a for Xt1 to be in, that means
considering the composition abt  et to estimate the density of bt, we could choose several
values a1, . . . , aN , estimate the density hˆipxq for each of them and combine them to an
estimator for hˆpxq :
Definition 5.4.1. For a given set a1, . . . , aN with ai  0, |ai| large enough, and ai 





@ i  1, . . . , N. Then, the estimator
hˆ pxq for hpxq is defined by










with hˆpq given by Definition 5.3.3.
This estimator is especially powerful if we let vary N with n, i.e. N
nÑ8ÝÑ 8, and require
that the kernel V has bounded support, but one should keep in mind as well that the
variance of hˆpxq is proportional to a2
fpaq .
Remark 5.4.2. The number and position of the points used for the density estimation
can, for example, be determined as follows. Choose an interval rN, Ns with fpxq
sufficiently large for all x P rN, Ns . Set N  N
δ
and choose a1, . . . , aN each  0
equidistant in the whole interval rN, Ns . Then, |ai  aj| ¥ δ. Further, choose a
kernel V that is only larger than zero for x P p1, 1q . A refinement of this is the
following: Choose P P N as a minimum number of summands for hpxq and set Q  N
δ
.
Set further N  n
a
P n  Qn. Choose a1, . . . , aN , each not zero, equidistant in the whole
interval rN, Ns . Then, |ai  aj| nÑ8ÝÑ D ¥ δ since N nÑ8ÝÑ Q  Nδ .










V pvqV  v   aiaj
δ
 ¡ 0 only if v P r1, 1s and |ai  aj|   2δ.
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Lemma 5.4.3. Under Conditions 5.3.4 and the points for the estimator hˆ pxq, given in
Definition 5.4.1, determined by the rule of Remark 5.4.2 is consistent in the smooth case
with
























 h pxq  O  k2   δ2 ,



























































































Analogous to the standard estimator, some conclusions about the asymptotic normality
of this estimator can be drawn and the results can be transfered to the supersmooth case.
5.4.2 Non-negative estimator
For practical implementations, we propose two modifications of the aforementioned esti-
mators. For ease of notation, we use the standard estimator, but the multipoint estimator
could be used as well. The estimator hˆpq can be negative and typically will be negative
in samples of small size. It is well known that the true density is non-negative, so we
present two ways out.
Definition 5.4.4. For the density estimator hˆpq of hpq given in Definition 5.3.3, the











5.4 Variations and practical implications
Lemma 5.4.5. The estimator hˆ#pq is consistent for h pq and the same conclusions about
the asymptotic behavior hold as for hˆ pq .
Proof. For n converging to infinity, the density hpxq is either equal to zero (then, hˆpxq
will converge to zero in probability) or it is greater than zero and then hˆpxq will converge
to that value so that the indicator is positive. For all x where hpxq is greater than zero,
the indicator will be one for n converging to infinity.
We note that this estimator does not necessarily integrate to one in finite samples and
typically will not do so in small sample sizes. Hence, for practical implementation, the
density should be normed after it is estimated.
5.4.3 Truncated estimator
Another possibility is to assume that the true density has values greater than zero only
on a connected support. Then, it is most likely that the true density hpxq is very small
when the estimated density hˆpxq is negative and, when going from the center to the tail,
is not growing anymore. So, our procedure is as follows: Going from the center to the
tails search for these two points where the estimator is negative for the first time. Set the
estimated density to zero out of these two points.
Definition 5.4.6. Let µ be the mean of the probability distribution given by hˆpq and
η1  max
!
x : hˆpxq   0, x   µ
)
, η2  min
!
x : hˆpxq   0, x ¡ µ
)
. (5.10)
If necessary, we define η1 or η2 to be minus or plus infinity, respectively. For the density










Lemma 5.4.7. The estimator hˆpq is consistent for h pq and the same conclusions about
the asymptotic behavior hold as for hˆ pq .
Proof. For n converging to infinity, the density hpxq is either equal to zero (then, hˆpxq
will converge to zero in probability) or it is greater than zero and then hˆpxq will converge
to this value so that the indicator set will be one on the whole support of hpxq.
Like the previous estimator, this one will also not necessarily integrate to one in finite
samples and needs to be normed as well. This last estimator can directly be used to
estimate moments of the random variables. The other estimators we proposed here can
be used to determine moments as well, but they need to be restricted to a compact interval
like proposed in Definiton 4.3.3. For more information on density estimators that can be
used to determine moments of the random variables we refer to Lemma 4.3.4.
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5.5 A simulation study
For this study, we use the same set-up as in Chapter 4, that means we choose the following
parameters: ϕ  0.55, ω2  0.6, σ2  0.8, and, again, et double-exponentially distributed
and bt normally distributed to simulate some realizations of the processXt  pϕ btqXt1 
et. As described before, the optimal bandwidths that minimize the MSE h and ε for the
direct estimation of a density are of order n1{6. Since the et are double-exponentially
distributed, we are in the smooth case. As we have seen, the optimal bandwidth k and δ






. Fortunately, we can determine
the constant β in advance because we have simulated data. We recall that we assumed the
characteristic function to behave like 1
φepuq ¤ c|u|β @|u| ¥ M with c, β ¥ 0. For double-




for t ¡¡ a, thus β  2 and the bandwidths should be of order n 110 . We will use these
bandwidths but we will compare the estimators along their MISE since we want to have
a global criterion in contrast to the local criterion MSE to judge if one whole estimated
curve is better than another one.
Our approach is as follows: Given some simulated data, we want to estimate the density of
the innovation noise on the interval r5, 5s with the estimator given in Definition 5.1.1
and the density of the disturbance noise with the estimator using the simple residuals
as given in Definition 5.2.1 and with the the estimator using deconvolution techniques
as given in Definition 5.3.3 as well as with the various variations of the estimator given
in Definition 5.4.1 (multipoint estimator), Definition 5.4.4 (non-negative estimator), and
Definition 5.4.6 (truncated estimator). All densities and characteristic functions that
are continuous functions are discretized and considered on a very fine grid of step size
s  0.02.
First, we estimate the density of the innovation and the disturbance noise with the de-
convolution technique with parameter a=1. For each simulated process we determine the
estimated densities for various bandwidths and compare them by their MISE to decide
which bandwidth is the optimal one for this process. This is repeated frequently for each
value of n and for various values of n. We obtain h  4.7 n1{6, ε  4.6 n1{6, k 





















Figure 5.1: Optimal bandwidths for the estimator of the innovation noise (left) and the
disturbance noise (deconvolution, right) and n varying between 100 and 10 000.
In a second step, we allow a to vary between 0.1 and 4.0 and proceed as before. For
several values of a, we determine the optimal bandwidth depending on n and compute
the regression parameter αk, αδ, for k  αkn1{10 and δ  αδn1{10. The bandwidth k
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0  0.5  1  1.5  2  2.5  3  3.5  4 
k 
 delta 
Figure 5.2: Regression parameters αk and αδ, for optimal bandwidths k and δ
should be increasing with a increasing while δ should be maximal for a  0.54:
k  p1.49  1.23aqn1{10
δ 
#
p0.86  8.07qn1{10, a ¤ 0.54
p5.47 0.54aqn1{10, a ¡ 0.54
We refer to Figure 5.2 for details. It shows the regression parameters αk and αδ, i.e. the
displayed numbers have to be multiplied by n1{10 to obtain the actual bandwidth.
We used these bandwidths to perform the following simulations. All results cited are
based on N  1 000 repetitions. Figure 5.3 shows the MISE of all introduced estimators
on the basis of sample size n  100 and n  1 000. It can be seen that the MISE decreases
for increasing n. Using the simple residuals leads to a high variability in the estimators
and tends to a larger MISE than the deconvolution methods. These can even reduce
the error that is encountered by the estimation of the disturbance noise. This can be
explained by the fact that the density of the innovation noise is tapered in zero what can
hardly be rebuild by the estimator, see also Figure 5.5. However, the estimation leads to
better results if the small residuals are used than if the large ones are used. The error
of the estimator using deconvolution techniques is considerably smaller. Since for finite
sample sizes the estimator will be negative as well, this error can be reduced further by
the truncated and the non-negative estimator. However, this effect is small for small
sample sizes and negliable for large sample sizes. For large sample sizes, the multi-point
estimator has a considerable effect on the MISE . For small samples, the negative effect of
estimating the density at points a that are very small or very large seems to dominate the
positive effect of using more data points, but for larger sample sizes this is not the case
anymore. As mentioned before, a good choice of a might be to choose it equal to one, and
our simulations also indicated this, however, a slightly larger parameter a  1.4 turns out
to be even better in the simulations: The median, the upper and lower quartile as well as
the upper and lower bound for outliers in the MISE between the estimators and the true
density for various values of a P r2.5, 2.5s are given in Figure 5.4 (right). The following
graphs, Figure 5.5 through 5.11, show various types of estimators and estimators of various
quality to obtain a sensation of the behavior of the estimators. For the estimation of the
innovation noise and the deconvolution estimator, the concrete values of the MISE are
displayed in Figure 5.4 (left), where it gets obvious that in few cases the error is small
and that in most cases it is moderate but that there are also some cases where the error
can be large and that there are some outliers as well.
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Figure 5.4: Estimated MISE of et and bt (deconv.) with n  100 (left) and MISE for
various a with n  1000 (right)
Figure 5.5: Estimated density of et with n  100 (left) and n  1 000 (right)
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Figure 5.6: Estimated density of bt (directly) with n  100 (left) and n  1 000 (right)
Figure 5.7: Est. density of bt (deconvolution) with n  100 (left) and n  1 000 (right)
Figure 5.8: Estimated density of bt (multipoint) with n  100 (left) and n  1 000 (right)
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Figure 5.9: Est. dens. of bt (best est., var. methods) with n  100 (l) and n  1 000 (r)
Figure 5.10: Est. dens. of bt (25th est., var. methods) with n  100 (l) and n  1 000 (r)




In this section, we state the proofs that we have left out in the previous sections.
5.6.1 Innovation parameter
Consistency










Proof of Lemma 5.1.3. We note that we assume the second derivatives of f and k to be

















KpuqW pvqfp0  vεqhpbqkphu  y  bvεqdvdbdu
 kpyqfp0q  OP ph2   ε2q
While the expectation of the estimator could be determined easily, we have to state some





























we note that we can subtract the truncated process X˜ t1t1 from Xt1 because it is inde-




























































































































5 Estimation of densities of RCA processes
To evaluate the other summands we introduce a suitable M  Mpnq nÑ8ÝÑ 8 such that
Mh2ε2
nÑ8ÝÑ 0 and αM nÑ8ÝÑ 0 for |α|   1. Then we can split up the sum into the first M -2































































































































by using the following calculation for the first part and a taylor expansion and substitution





























































































































Before we can consider the residual sum, we have to state some additional thoughts. By
direct computations and taylor expansions as in Equation (5.13) and substitutions we




















Further, if Hpa, b, cq  K  a ϕb y
h

W pcq is Lipschitz continuous with constant LH , a
geometrically decaying bound for a term of a squared expectation is given by:
E














































































































If Hpa, b, cq  K 1  a ϕb y
h

W pcq is Lipschitz continuous and bounded with Lipschitz


















||XtHpXˆtq  YtHpYˆtq|| ¤ ||XtHpXˆtq XtHpYˆtq||   ||XtHpYˆtq  Yt|HpYˆtq||
 ||Xt|| ||HpXˆtq HpYˆtq||   ||Xt  Yt|| ||HpYˆtq||
¤ ||Xt||LH ||Xt  Yt||   κ||Xt  Yt||

b




























Now, we can consider the residual sum of the autocovariances and obtain by first applying



































































































































































































































This completes the proof of the Lemma.


















































































Additionally, we assumed that a
?
n-consistent estimator ϕˆ for ϕ is given, so that
















































































































































































K2puqW 2pvqv2fp0  vεqhpbqkphu  y  bvεqdbdvdu
































 O  Mh2ε2   εαMpε  hq
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uεW puqfpuεqdu  Opε2q
We conclude this part with the






















































so that with the assumption that a
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 O  Mε6   αMε2
by the argumentation of the proof of Lemmas 5.1.3 and 5.1.5.
Thus, we have shown the asymptotic consistency of the estimator.
Asymptotic distribution
Proof of Theorem 5.1.8. We recall that by taylor expansion the estimator kˆpyq splits up
into three parts (c.f. Equation (5.1)) and define the random variables Zn,tpyq, t  1, . . . , n,


























































































































































































5 Estimation of densities of RCA processes














































nÑ8ÝÑ B i.P., see Lemma 5.6.1
This yields the proposition for the main part by applying the Theorem of Slutsky. Further-
more, it directly follows from Lemmas 5.1.5 and 5.1.6 that the other two terms resulting


































































We now show the results we just cited.































with B given in Theorem 5.1.8.
































































































































Zn,tpyq nÑ8ÝÑ N p0, σ2q i.D.
Proof. The central limit theorem for weak dependent random variables (Neumann &
Paparoditis (2008), Th. 6.1) yields the desired convergence if we can show that the pre-
requisites are met.













































































































¤MhεC1   αM ε  hphεq 32 C2   εC3








W 2pvqdv O  h2   ε .
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Lindeberg Condition: Let ξ ¡ 0 and note that we assume the kernel functions to have




































































































































































































































W 2pvqdv O  h2   ε2
 (see above)
Weak-dependance condition I: Let f be measurable and squere-integrable and s1  
     su   su r  t1 ¤ t2. Note that we can write Zn,t as a function g of Xn,t and Xn,t1.
By assumption and the argumentation about V in the proof of Lemma 5.1.3 this function
g is Lipschitz continuous since it is a function of the kernels K and W . Further, we define
for an arbitrary function f the function h by h  f  g and recall that in Definition 2.1.5
for the process Xt the truncated version X˜
s
t was defined to obtain
|Cov rf pZn,s1 , . . . , Zn,snq , Zn,t1s|
 |Cov rf pgpXn,s1 , Xn,s11q, . . . , gpXn,sn , Xn,sn1qq , gpXn,t1 , Xn,t11qs|
 |Cov rh pXn,s11, Xn,s1 , . . . , Xn,su1, Xn,suq , gpXn,t1 , Xn,t11qs| , for suitable h
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renumber: s1  1  s11   s12        s1v  su ¤ s1v   r1  t11   t12  t1
with r1  r  1 to obtain for r ¥ 2 (note that then s1v   t11q :
 Cov h  Xn,s11 , Xn,s12 , . . . , Xn,s1v , gpXn,t11 , Xn,t12q








¤  E h2pXn,s11 , . . . , Xn,s1vq 12 Lϑ1r (c.f. the comp. regarding the autocovariances)
  E f 2pZn,s1 , . . . , Zn,suq 12 Lϑr1
Now, consider the case r1  0, i.e. r  1. Then, s1v  t11 and su  t11  t1  1 andCov h  Xn,s11 , Xn,s12 , . . . , Xn,s1v , gpXn,t11 , Xn,t12q
¤  E h2pXn,s11 , . . . , Xn, s1vq 12  ErZ2s1v 1s 12 ¤  E f 2pZn,s1 , . . . , Zn, suq 12 κ
This yields the proposition by defining ϑr  κ for r  1 and ϑr  ϑr for r ¥ 2.
Weak-dependance condition II: Let f be measurable and bounded and s1       
su   su   r  t1 ¤ t2. Similar to the first condition we obtain for r ¥ 2:
|Cov rf pZn,s1 , . . . , Zn,suq , Zn,t1Zn,t2s|



















Now, consider the case r1  0, i.e. r  1. Then, s1v  t11 and su  t11  t1  1 andCov hpXn,s11 , . . . , Xn,s1v , gpXn,s1v , Xn,s1v 1q, gpXn,t121, Xn,t2







This yields the proposition by defining ϑr  κ for r  1 and ϑr  ϑr for r ¥ 2.
We conclude the considerations regarding this estimator with the
Proof of Theorem 5.1.9. As we have seen, we have (neglect terms with higher order of h
and ε)
MSEh  c1 1
nhε
  c2h4   c3ε4   2c4h2ε2  c1 1
nhα 1
  c2h4   c3h4α   2c4h2α 2
ùñ 0 ! c1 α   1
nhα 2
  4  c2h3   αc3h4α1   pα   1qc4h2α 1
ðñ c5
n
 c2h5 α   c3αh5α 1   c4pα   1qh3α 3
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h5 α, α ¥ 1

















, α ¤ 1
and
MSE hpyq  c1
1
nhα 1
  c2h4   c3h4α 
#
pc1   c2qn 45 α , α ¥ 1










5α 1  n 4α 5 lnn

4p5α   1q  4α  5pα   5q2


 n 4α 5 lnn 1pα   5q2   0
the MSE is minimal for α  1, i.e. ε  Ophq and the assertion directly follows.
5.6.2 Disturbance parameter
Proof of Theorem 5.3.2. Let us first neglect the norming factor. According to Equation











































  fp0q  O  ε2













Kpuqdu  1 O  t3h3
and for the term
³ ³
eitvεbfpvεqhpbqW pvqdbdv we perform a taylor expansion for the expo-
nential function and one for f. For the variance we obtain by the following argumentation














































W 2pvqdv  fp0q  Opε2q
By the argumentation of Lemmas 5.1.5 and 5.1.6 the other terms that we obtain by
the taylor expansion of the kernel (Equation (5.1)) are neglectable. By Lemma 5.1.4 we





, so that the Theorem is
proved.
Smooth case: Consistency


















































 O  k2   δ2




































we split it up into the sum of the first M Mpnq nÑ8ÝÑ 8 summands and the residual sum.
Exactly in the same way as before, we obtain that the sum of the first M autocovariances
is of order O pMk2δ2q and that we have one term of order Op kδ
k2β
q. To evaluate the residual
















































































































































































































Further, we conclude that for a Lipschitz continuous function V the function











is Lipschitz continuous as well if
³ |t|β 1 |φGptq|   8 since it holds with ui  bi  ϕi: 12pi
»  














































 φGptqφe   tk
 dt














Moreover, a geometrically decaying bound for a term of a squared expectation is given by












































































































































































































































































































































































We conclude this part with the proof of the Lemmas regarding the terms T pzq and Spzq.
Proof of Lemma 5.3.7. We note that we assumed ϕˆ to be
?
n-consistent for ϕ and rewrite

































































































































































































































































by the same argumentation as in the proof of Lemma 5.3.5 and the facts that
FG1ptq 
»
eitsG1psqds  eitsGpsq » iteitsGpsqds  itφGptq,
FG2ptq 
»
eitsG2psqds  eitsG1psq» iteitsGpsqds itFG1ptq pitq2φGptq  t2φGptq.














































Combining the results for T1 and T2 directly yields the desired result.
We conclude this section with the
Proof of Lemma 5.3.8. We first note that under the assumptions we made, RCA processes
are strong mixing at a geometrically decaying rate. The processes we consider here are
special variants of the processes that were considered in Pham (1986) and Feigin & Tweedie
(1985). The argumentation used there (for example Theorem 3) yields that the processes
considered here are strong mixing in the sense of Rosenblatt (1971) as well. This means
that supBPσpX0q, FPσpXnq |P pB X F q  P pBqP pF q| : dpnq and dpnq  D  dn with d   1.
If we denote by fr,j the density of the joint distribution of Xr and Xj and by f the
distributions of Xr and Xj that are actually identical due to the strong stationarity of the
process pXtqtPZ, we have especially fr,jpa, 0q  fpaqfp0q  Cλ|rj| with |λ|   1. We recall
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that we assumed










































































































































where we have set J1  18
³
u2Kpuqdu. We can split up this term into two summands and
































































































































































































































1 λn  n







Similar computations to the proof of Theorem 5.3.5 yield that the expectation of the
second summand is equal to fp0qfpaqh   z
a
 O ph2   k2   ε2   δ2q , so that we obtain






















Following the previous computations it can be seen that under Conditions 5.3.4 all integral


















































  ε2   1?
nhε


























































































By a similar argumentation it can be seen that the term S2pzq asymptotically is of smaller
order than S1pzq. Hence, the assertion follows.
Smooth case: Asymptotic distribution
Even though we do note state the proof for Theorem 5.3.10 here, we state the following
result, that cannot only be used for this proof, but also for several other proofs that will
follow.
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Lemma 5.6.3. Let the random variables Yn,jpzq and Un,rpzq, j, r  1, . . . , n, n  1, 2, . . .






































































































where σ˜2 and σ2S are given in Theorem 5.3.10 and Lemma 5.3.11, respectively.
Proof. Both the results can be shown similarly to Theorem 5.6.2.






































































































































By Theorem 5.6.3 we obtain that the first summand converges to a normally distributed






















what yields the proposition.
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5.6 Proofs
Proof of Theorem 5.3.13. We recall the decomposition of the estimator from Equation
(5.7), the definition of Yn,j and Un,r from Lemma 5.6.3, and the asymptotic behavior of
T pzq from Lemma 5.3.7 and note further that A3 is
?





































































































The second summand is evaluated in the proofs of Theorem 5.3.11 and converges to the
Bias BM in probability. The central limit theorem for weak dependent random variables
(Neumann & Paparoditis (2008), Th. 6.1) yields that the first summand converges to a
normally distributed random variable with zero mean and variance σ2M as given in the
Theorem. The proof is analogous to the one of Theorem 5.6.2, for example, because of
what we only evaluate the variance here. With Lemma 5.6.3 we obtain that
E
pYn,rpzq   Un,rpzqq2































V 2 pvq dv
»
s2β 2φ2Gpsqds  op1q




























































































































fpaq  O  k2   δ2	O 1
n


































k   δ   h
2
k2


























































  ε2   1?
nhε





















































































V 2 pvq dv Opk   δq.
This concludes the proof.
Proof of Theorem 5.3.15. The results concerning h˜pq can be obtained exactly in the same
way as the results of Theorem 5.1.9. Hence, we only consider the MSE between hˆpq and
hpq. Asymptotically, the Bias Bh is minimized for h2  kβ 2 and is then equal to BM .
Then, we have
MSEMpzq  c1 1
nk2β 1δ





  c2k4   c3k4α   c4k2 2α   c5k3β
– 102 –
5.6 Proofs
ñ 0 ! c1 2β   α   1
nk2β α 2
  4c2k3   4αc3k4α1   2pα   1qc4k2α 1   3βc5k3β1
ô 1
n
 c˜1k2β α 5   c˜2k2β 5α 1   c˜3k2β 3α 3   c˜4k5β α 1
By the same argumentation as in the proof of Theorem 5.1.9, α should be chosen to be
equal to one and this term simplifies to
1
n
 c1k2β 6   c2k5β 2.
For β smaller or larger than 4
3
either the first oder the second term asymptotically
dominates. Hence, the optimal bandwidth is given by k  n 12β 6 for β ¤ 4
3
and by




In Section 5.4 we cited one Lemma that we now state.
Lemma 5.6.4 (The expectation of the squared kernels). For arbitrary 0 ¤ β, P,N   8,




, δ  O  n1{s , N 
n
?
P n  Qn, Q  N
δ



































































































































v   ai1  ai2
δ
	





























































































































































c dv  c
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P n  Qn δ N
n
?
P n  Qn δ2k2β 1 
pP nδn  Nnq1{n N











	1{n c2β 12 n 2β 1r   1s ,































so that the assertion follows.
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autoregressive processes
While the last chapters all were concerned with random coefficient autoregressive pro-
cesses, we will consider another process now. As mentioned in the introduction already,
a generalization of the classical time series analysis is the functional time series analysis.
Like before, we will also consider autoregressive processes. However, we do not restrict
ourselves to processes of order one, but we will consider functional autoregressive processes
of general order p and show how a reliable estimate of this order can be obtained.
We start with introducing the functional autoregressive model and show how to transform
this model into an equivalent multivariate autoregressive model with non-standard noise
to introduce our estimation procedure.
In the following, we will assume that we are given fully observed curves or curves obtained
by smoothing curves with measurment errors or interpolating descrete observations. See
Hall et al. (2006) who considered the case of sparse observations for how the methods
can be adjusted for this case.
6.1 The functional autoregressive model
Let an arbitrary stationary functional time series be given that is rescaled to the interval
r0, 1s, so that the process (1.1) turns into
Ytpτq, t P Z, τ P r0, 1s. (6.1)
For convenience, we will drop the dependence on τ in the notation and just refer to the
time series by Yt, and will also do this for all other functions on the interval r0, 1s, where
this does not lead to any confusion. Suppose that we are given observations Y1, . . . , Yn
that are elements of the Hilbert Space H  L2pr0, 1sq equipped with the inner product
xx|yy  ³1
0
xpsqypsqds. This means that each Yt, t  1, . . . , n, is a square integrable
function satisfying ||Yt||2  xYt|Yty 
³1
0
Y 2t psqds   8. Introducing the following definition
we can draw some more conclusions.
Definition 6.1.1. For a functional process Ytpτq, τ P r0, 1s, we define for r P N the
number
νrpYtq  E r||Yt||rs
1
r .
Every process Ytpτq with ν1pYtq   8 possesses a mean curve µpτq  E rYtpτqs and every
process Ytpτq with ν2pYtq   8 possesses a covariance operator Cpxq  E rxYt  µ|xy pYt  µqs .
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This operator is a kernel operator and can also be written as Cpxqpτq  ³1
0
cpτ, sqxpsqds





where λ`, ` P N, are the eigenvalues in strictly decreasing order and v`, ` P N, are the
corresponding normalized eigenfunctions, this means Cpv`q  λ`v` and ||v`||  1. The





xYt|v`y v`, t P Z (6.2)
where the coefficients xYt|v`y are the functional principal components of Yt. This repre-
sentation will be of importance for the order selection that we propose later on.
In practice, having observations Y1, . . . , Yn at hand, both µ and C as well as its spectral




t1 Ytpτq, τ P r0, 1s, be the estimated mean function. By Ho¨rmann & Kokoszka
(2012) (Lemma 4.1), µˆ is
?
n-consistent for µ. This means that estimating the mean
curve can be done in a separate step and we can assume that E rYts  0. The covari-




t1xYt  µˆ|xy pYt  µˆq . Again by Ho¨rmann & Kokoszka (2012) (Theorem 2.1), this
estimator is
?
n-consistent for C. For arbitrary, but typically small d, Cˆ can be used
to compute estimated eigenvalues λˆ1,n  λˆ1, . . . , λˆd,n  λˆd and estimated eigenfunc-
tions vˆ11,n, . . . , vˆd,n.
1 Since they are only determined up to the sign, we set vˆ1  vˆ1,n 
sign
 xvˆ11,n|vˆ1,ny  vˆ11,n, . . . , vˆd  vˆd,n  sign  xvˆ11,n|vˆd,ny  vˆ1d,n. Once more by Ho¨rmann &
Kokoszka (2012) (Theorem 3.2) these inherit
?
n-consistency for the true eigenvalues and
eigenfunctions from Cˆ. Following Ho¨rmann & Kokoszka (2012), we let L  LpH,Hq be
the set of bounded linear operators from H to H and define for A P L the operator norm
||A||L  sup||x¤1|| ||Ax||. We will put some more assumptions on the process (6.1) and
consider the functional AR(p)-model:
Definition 6.1.2. If the process (6.1) has a mean function that is equal to zero everywhere
and it is the unique stationary sequence (Ho¨rmann & Kokoszka (2012), Example 2.1)




φj pYtjpτqq   δtpτq, t P Z, τ P r0, 1s (6.3)
it is called functional AR process of order p (FAR(p) process). Thereby, φj, j  1, . . . , p,




φ1 φ2 . . . φp1 φp
I 0 . . . 0 0
0 I . . . 0 0
. . .




6.1 The functional autoregressive model
satisfies ||φ˜||L   1 and pδtpτqqtPZ, τ P r0, 1s are i.i.d. error functions in L2pr0, 1sq. The









ϕ2jpt, sqdtds   8.
Further, we assume ν4pδ0q   8.
This is not the most general definition of a FAR(p) process, however a version adapted
to our situation. For a more general definition we refer, for example, to Bosq (2000),
Chapter 3. The assumption ν4pδ0q   8 also implies that ν4pY1q   8.




iδti, where φi is the i-th iterate of the operator φ. A similar results holds
true for p ¥ 2, however, for notational convenience we abstain from stating it here.
In the following, we assume that we have observations Y1, . . . , Yn at hand and want to
determine the order p of the FAR(p) process pYtqtPZ .
Equation (6.2) shows how a representation of the process pYtqtPZ in the orthonormal
basis of the eigenfunctions of its covariance operator is given. Suppose we are given
estimated eigenfunctions vˆ1, . . . , vˆd with the correct sign as described before. We then
can set up Y et 
°d
`1xYt|vˆ`y vˆ` pt  1, . . . , nq. For n growing to infinity the empirical
principal component scores xYt|vˆ`y converge to the true principal component scores and
if additionally d is growing to infinity as well, the functions Y et will be close to Yt so that
for finite d and n we can consider Y et as a reasonable approximation to Yt. In practice,
one would use a principal component analysis to determine the representation of Y et and
would choose d such that a certain amount of variability of the data, for example 80%, is
explained.
Introducing also empirical principal component scores for the operators φj pj  1, . . . , pq
and the noise functions δt pt  1, . . . , nq the FAR(p) process transforms into a multivariate
AR(p) process of dimension d (VAR(p) process). Usually, n observations of the functional
model will give us n observations of the multivariate model as well. However, for our
considerations, we would like to introduce m  mpnq. Given n observations of the func-
tional model, we estimate its eigenfunctions and determine the multivariate model, but
we transform only m functional observations into multivariate observations. This ensures
that the error term coming into play because we use estimated eigenfunctions instead of
true eigenfunctions decays fast enough. Therefore, the multivariate model is as follows:
Definition 6.1.4. Let m  mpnq nÑ8ÝÑ 8 such that m2
n
nÑ8ÝÑ 0 and d be arbitrary, for prac-
ticability such that the d first principal components of Y explain a sufficient high amount
of variability. Further, let vˆ1, . . . , vˆd be
?
n-consistent estimators of the eigenfunctions
v1, . . . , vd of the covariance operator of Yt. Suppose we are given observations Y1, . . . , Yn























Φej Y tj   εet , t  1, . . .m (6.4)
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where the vectors Y t, t  1, . . . , n consist of the empirical principal component scores of
the functions Yt, that means Y t,i  xYt|vˆiy , while the vectors εt are the empirical principal
component scores of the noise fuctions δt, that means ε
e
t,i  xδt|vˆiy , and the matrices
Φej consist of the empirical principal component scores of the operators φj, that means
Φej,pi,kq  xφj vˆi|vˆky , j  1, . . . , p.
We note that this process is not a standard VAR(p) process since the matrices Φej are
random and dependent on each other and the noise terms εet , t  1, . . . ,m are neither
identically distributed, nor indenpendent from each other or independent from the obser-
vations Y t, t  1, . . . ,m.
For the following considerations, we replace Φej by Φj, where each entry consists of the
principal component score regarding the true basis of eigenfunctions, thus the remainder






be included in the noise term, so that we consider the following model:
Definition 6.1.5. Following the assumptions and notation of Definition 6.1.4, the mod-





ΦjY tj   εt, t  1, . . .m, (6.5)




j1xφj vˆi|pvˆk  vkqy 













Φ1 Φ2    Φp1 Φp





0 0    I 0










the model (6.5) can be written as
X t  AX t1   E t, t  1, . . .m
and with the noise terms E t  E t  U t   1?nW t splitted up as
X t  AX t1  E t  U t   1?
n
W t, t  1, . . .m, (6.6)
where the vectors E t  pet,1, . . . , et,d, 0, . . . , 0qJ , U t  put,1, . . . , ut,d, 0, . . . , 0qJ , and W t 
pwt,1, . . . , wt,d, 0, . . . , 0qJ for t  1, . . . ,m and i  1, . . . , d are given by:






xYt1|v`y xφjv`|viy , stationary random variables dependent on Ytp, . . . , Yt1
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xφj vˆi|pvˆ`  v`qy  xφj pvˆi  viq|v`yY tj,`, bounded random variables
dependent on X 1, . . . ,Xm.






each entry wt,i is of order OP p1q. Defining
X
p1q




we see that X
p1q
t is a standard VAR(1)-process since the vectors E t pt  1, . . . ,mq form a
white noise and we can build up the process X t as
X t X p1qt  X p2qt  X p3qt , (6.7)
hence, it is a VAR(1)-process overlied with some noise terms. For the term X
p1q
t standard
methods can be applied, whereas the termX
p2q
t adds significant statistical complexity since
it is a VAR process whose error terms are dependent and form a process that is similar
to a VAR process itself. It does not tend to zero, however, its size can be controlled
by choosing the dimension d of the multivariate process. The higher the dimension, the
smaller the ”error” X
p2q
t . Nevertheless, it should be pointed out that we do not need
the dimension d to grow to infinity to obtain statistical reliable results since for fixed d
this term is the same for all possible choices of the AR order and thus does not influence
our procedure negatively. We note that by X
p3q
t a complex dependence structure comes
into play. This is due to the fact that we use empirical principal component scores for
the representation of the functional Yt as the multivariate Y t. However, this dependence
structure turns out to be asymptotically negligible since the terms will tend to zero with
order
?
n. Because all following considerations with the multivariate process Y t or X t,
respectively, are made with m observations, there is not added any asymptotic bias term
to our procedure.
It should be noted that the coefficient matrices Φej of the VAR process Y t change everytime
we add one observation. However, because we could asymtotically replace the matrices by
the matrices Φj that depend only on the ”true” eigenfunctions of the functional process
we could circumvent this fact. However, the values of W t pt  1, . . . ,mq are random and
adding one observation of the functional process Yt will alter all of these random variables.
In contrast, the random variables E t and U t pt  1, . . . ,mq do not change if n changes.
Nevertheless, varying d alters all random variables U t and W t pt  1, . . . ,mq.
6.2 Determination of the order
For the remainder of the chapter, we use the notation of Definition 6.1.5 and the discussion
thereafter. Let the largest order of the process P P N to test be arbitrary. We successively
fit a VAR(q)-process to the data Y 1, . . . ,Y m for q  0, . . . , P and determine the value of
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a loss function for each q. The minimal value will give us an estimate pˆ of the order of
the VAR(p)-process pY tqtPZ and thus also of the order of the functional process pYtqtPZ .
We first have to introduce some more notation:
Definition 6.2.1. We define the matrices





X t  X¯
  







X t  X¯






X t  X¯
  




pE1   U1q pE1   U1qJ

and the standard estimators






Eˆ t  E¯
	
Eˆ t  E¯
	J
where Eˆ t X t  AˆX t1, t  q, . . . ,m. (6.9)
The following results will only concern the choice of the order p of the FAR process
for arbitrary dimension d of the auxiliary multivariate process. To estimate the order
p correctly, no assumptions about the dimension d are necessary, we especially want to
point out that we do not need the dimension d to grow to infinity. Asymptotically, every
dimension d of the auxiliary multivariate process would give us the correct order p of the
FAR process. However, in finite sample sizes, the choice of a meaningful dimension d is
important and thus we will present some practical remarks concerning the choice of the
dimension d subsequently.
With this, we can introduce the loss function that we would like to consider further:
Definition 6.2.2. Let Σˆq be an estimate for the variance of the residuals of a VAR(q)-fit
to the data Y 1, . . . ,Y m as given in Definition 6.2.1. Let further M Mpmq mÑ8ÝÑ 8 such
that M
m
mÑ8ÝÑ 0. Then, we define an objective function L by








Lemma 6.2.3. If a VAR-process of order q ¥ p is fitted to the data Y 1, . . . ,Y m obtained
from the transformation of the data Y1, . . . , Yn stemming from a FAR-process of order p


































6.2 Determination of the order
The proof is delayed to Section 6.4.
Lemma 6.2.4. If a VAR-process of order q   p is fitted to the data Y 1, . . . ,Y m obtained
from the transformation of the data Y1, . . . , Yn stemming from a FAR-process of order p,
it exists η P r0, 1s (typically η  1) such that










and 0   OP pmη1q .
For the proof we refer to Section 6.4.
Now, we can introduce the estimator for the order of the process and state the main
result.
Theorem 6.2.5. Let the assumptions of this section and of Definition 6.2.2 hold. For
0 ¤ q ¤ P we successively fit a VAR-process of order q to the data Y 1, . . . ,Y m obtained





is consistent for p if p ¤ P and if not all observations Y 1, . . . ,Y m are identical.
Proof. In the way of proving the theorem we will follow Paulsen (1984) who considered
standard VAR processes with unit roots. We first consider the case that we fit a VAR-
process of higher than the true order to the data or of the true order, that means p ¤ q.
We define the parameter matrices Φp 1, . . . ,Φq to be zero to obtain an VAR(q)-process
from the VAR(q)-process Y t pt  1, . . . ,mq. Following Definition 6.1.5 but for order q
instead of p we transform this process into the VAR(1) process Xt pt  1, . . . ,mq. We











































































6 Order determination of FAR processes
thus for p   q
P tLpqq ¡ Lppqu nÑ8ÝÑ 1.
Let us now consider the case that we fit a VAR process of lower order than the true order
to the data, that means q   p: Lemma 6.2.4 yields that









with η P r0, 1s (typically η  1) and 0   OP pmη1q . Therefore,











































thus for q   p
P tLpqq   Lppqu nÑ8ÝÑ 1.
This completes the proof of the theorem.
As previously indicated, the procedure as described in Theorem 6.2.5 provides an estima-
tor for the order of the FAR(p) process for given dimension d of the auxiliary multivariate
process, but it does not give any answer on how to choose d. One could think that the loss
function (6.10) is dependent on p and d and hence p and d can be chosen simulataneously
by comparing its values for various d and p. However, proceeding this way always leeds to
choosing the largest dimension that is possible because the ”true” d of the representation
of the process pYtqtPZ in the basis of the eigenfunctions is infinity. Therefore, this method
is not considered further.
The dimension d should be chosen such that a sufficient amount of the variability of the
Y 1, . . . ,Y m is explained and such that the multivariate model is not too complex. Hence,
it is reasonable to choose d as the smallest dimension that ensurs to explain, for example,
80% of the variability. Another possibility of choosing p and d simultaneously is the
following: For given dimension d we determine the optimal order pˆd and a measurement
for the degree of seperation. This means, we ask how clear is the distinction between
pˆd and pˆd  1. In a geometrical interpretation, we can determine the angle that the loss
function exhibits in pˆd as a function in p. The smaller this angle, the larger the degree
of separation between pˆd and its neighbors. For practicability, the dimension d can also
be limited from below and above to exclude undesirable models that are obtained just
because the parameter estimates for the multivariate model do not explain the paramters
of the functional model well. This leads us to
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Algorithm 6.2.6 (Highest degree of separation). Given observations Y1, . . . , Yn of the
functional process, transform them into multivariate observations Y 1 . . . ,Y m of order d
for d  Dmin, . . . , D where Dmin is set to the smallest d so that at least vmin of the
variability of the observations is explained and D is arbitrary. Determine the estimators
pˆd as well as the angle αd the loss function exhibits in pˆd. If pˆd is equal to the smallest or
largest order tested, mirror the function in this point to determine the angle. Choose
dˆ  argmin
Dmin¤d¤D
αpdq and accordingly pˆ  pˆdˆ.
6.3 Finite sample behavior
To evaluate the finite sample behavior of our method, we perform a simulation study.
Thereafter, we also apply the method to real data. But first, we have to specify the loss
function (6.10) and a way how to choose the dimension d of the auxiliary multivariate
process.
For the loss function we will focus on the Minimum Description Length principle (MDL).
It is a statistical method for selecting the best fitting model from a class of candidate
models that has been applied with great success to tackle different statistical problems,
including structural break estimation for autoregressive processes. The MDL principle
uses the code length for encoding the data as a means for comparing model complexity
and data fidelity. The best fitting model is defined as the one that gives the shortest
code length. There are different forms of MDL and we focus on the so-called two part
MDL. The idea is to split the data Y 1, . . . ,Y m into two parts: the fitted model θˆ plus the
corresponding residuals given the fitted model Eˆ |θˆ. Denoting the code length of an object
x by Cpxq we obtain CpY 1, . . . ,Y nq  Cpθˆq   CpEˆ |θˆq. It is shown by Rissanen (1989)
that the last term is equivalent to the negative of the log likelihood of the data, so MDL
can be seen as a penalized likelihood method, where the penalty is derived from Cpϑˆq. By
Lee (2001) it follows that in our case the objective function is













In the presence of normally distributed errors, the ML estimator for A and the LS esti-
mator (6.8) coincide (see Lu¨tkepohl (2005), Section 3.4.3), and hence the loss function
is exact when using Σq as given in Equation (6.9). In other cases, we can see it as an
approximation. Even though we focus on the MDL, we also consider the AIC criterion
(see Akaike (1974)) since it is very commonly used. However, the proof of consistency
does not cover this criterion. For VAR processes it can even be shown that it is not
consistent, so we expect that it is asymptotically not consistent here as well.
Regarding the choice of the dimension d of the auxiliary multivariate process, our pre-
sentation concentrates on the results of Algorithm 6.2.6 (highest degree of separation)
since this has turned out to provide better results than the way with asking for a certain
amount of variability to be explained. But we will also state some results concering this
alternative.
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6.3.1 A simulation study
The set-up for this simulation study consists of N  15 or N  60 cubic B-spline func-
tions z1, . . . , zN on the unit interval r0, 1s, which together determine the space H 
spantz1, . . . , zNu. We note that each element x in H has the representation xpτq °M
`1 c`v`pτq with coefficients c1, . . . , cM . Innovations are defined in different ways: us-





where pDt,1, . . . , Dt,15qJ are i.i.d. random vectors with independent either t (with four
degrees of freedom) or standard normally distributed components. N  60 is used to
represent a standard brownian motion or a standard brownian bridge, respectively, in the









c`1xφpz`1q|z`2y z`2  pφcqJ pz1, . . . , zNq
where φ is the matrix with entries φi,j  xφzi|zjy . The linear operator φ can thus be
represented by a N  N matrix that operates on the coefficients in the basis function
representation of the curves.
For sample sizes n  100, 200, 1000 we simulate realizations of the following functional
processes over the interval r0, 1s with the noise terms δt as given above.
Ytpτq  φ1Yt1pτq   φ2Yt2pτq   δtpτq (6.14)
Ytpτq  φ3Yt1pτq   φ4Yt2pτq   φ5Yt3pτq   φ6Yt4pτq   δtpτq (6.15)
Ytpτq  φ1Yt2pτq   φ2Yt4pτq   δtpτq (6.16)
where the operators φ1, . . . , φ6 are represented by
• φ1: for model I φpAq and for model II φpCq
• φ2: for model I φpBq and for model II φpCq
• φ3: for model I 0.4φpAq and for model II 0.4φpCq
• φ4: for model I 0.2φpBq and for model II 0.2φpCq
• φ5: for model I 0.4φpAq and for model II 0.4φpCq
• φ6: for model I 0.8φpBq and for model II 0.8φpCq
where we set φpAq  diag  1
4
, . . . , 1
4

, φpBq is chosen to have 1
3
on the diagonal and 1
4
on
the first lower off-diagonal and zero else, and the matrix of a cosinues taper is set to be
φ
pCq
i,j  cosp2pippi  jq{N  1{2qq{N.
We set m  tplogpn  50q3.25q  n0.49  0.91  10u to determine the number of multivariate
observations Y t. All results cited in the following are based on 10 000 repetitions. For
each process, a burn-in period of 80 is used. To compare our method to the existing
one proposed by Kokoszka & Reimherr (2012), we also perform the simulations for this
method (abbreviated KR).
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Sample Size n=100 n=200 n=1000
Noise Type T N BM BB T N BM BB T N BM BB
KR Model I 19 20 94 93 7 7 95 95 0 0 95 94
Method Model II 85 86 93 91 93 92 88 82 95 94 20 4
Alg. 6.2.6 Model I 97 98 92 99 100 100 100 100 100 100 100 100
& MDL Model II 57 56 47 80 64 61 87 99 100 100 100 100
Var¥ 80% Model I 98 99 57 80 100 100 69 93 100 100 80 99
& MDL Model II 64 61 77 76 90 90 86 81 79 80 77 78
Alg. 6.2.6 Model I 89 91 90 97 100 100 99 100 100 100 100 100
& AIC Model II 46 45 75 85 89 90 98 100 100 100 100 100
Var¥ 80% Model I 88 89 32 72 97 99 33 81 99 100 34 85
& AIC Model II 82 76 63 56 95 53 98 59 77 46 39 44
Table 6.1: Percentage of correct detection of the order of the FAR(2) process (6.14)
Sample Size n=100 n=200 n=1000
Noise Type T N BM BB T N BM BB T N BM BB
KR Model I 45 55 34 34 33 21 72 74 2 2 91 93
Method Model II 8 9 40 26 39 40 85 71 81 81 81 75
Alg. 6.2.6 Model I 78 78 70 82 100 100 98 100 100 100 100 100
& MDL Model II 18 15 7 25 41 39 15 40 99 98 99 100
Var¥ 80% Model I 56 55 55 78 98 97 68 92 100 100 79 99
& MDL Model II 2 1 64 69 1 1 81 89 91 89 88 96
Alg. 6.2.6 Model I 56 55 72 66 99 100 96 99 100 100 100 100
& AIC Model II 18 17 53 52 65 66 85 96 99 100 99 100
Var¥ 80% Model I 46 45 54 66 97 98 41 78 100 100 43 84
& AIC Model II 6 5 52 51 37 37 85 59 99 100 46 57
Table 6.2: Percentage of correct detection of the order of the FAR(4) process (6.15)
Sample Size n=100 n=200 n=1000
Noise Type T N BM BB T N BM BB T N BM BB
KR Model I 25 25 34 59 11 11 33 34 0 1 26 28
Method Model II 6 6 5 5 5 5 5 5 7 7 7 4
Alg. 6.2.6 Model I 92 94 89 97 100 100 100 100 100 100 100 100
& MDL Model II 14 17 26 50 12 15 41 65 92 92 100 100
Var¥ 80% Model I 89 89 60 79 100 100 70 92 100 100 80 99
& MDL Model II 35 34 65 63 63 64 77 76 77 78 76 76
Alg. 6.2.6 Model I 82 83 86 93 99 100 99 100 100 100 100 100
& AIC Model II 26 26 50 69 39 39 74 96 100 100 99 100
Var¥ 80% Model I 69 49 40 70 97 97 42 63 99 100 43 85
& AIC Model II 29 16 57 57 47 46 62 65 56 55 51 53
Table 6.3: Percentage of correct detection of the order of the sparse FAR(4) process (6.16)
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Tables 6.1 through 6.3 show the percentage of correct order detection for various models.
We note that for the setting that Kokoszka & Reimherr(2012) considered, namely basically
model I with brownian bridge errors, our simulation results and theirs coincide. In general,
the method we propose works very well, in some settings it also outperforms the method
introduced by Kokoszka & Reimherr (2012) that espacially cannot detect the process
(6.16), what is clear because in the sequential testing the method detects that there is no






























































Separation,     Var> 80 %
Figure 6.1: Orders chosen (p and d) and the explained variance for the FAR(4) process
(6.16) with model I and t-distributed errors by several methods, from top to
bottom n  100, 200, 1000
As it can be seen in Tables 6.1 through 6.3, the Algorithm 6.2.6 works very well together
with the MDL criterion and the model I whose parameter matrices basically have entries
along the diagonals, for small sample sizes already. For model II that has more complicated
structures in the parameter matrices, a slightly larger sample size is needed to produce
results of the same quality. Also, with the AIC criterion, the quality is a bit lower. In
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Separation,     Var> 80 %
Figure 6.2: Orders chosen (p and d) and the explained variance for the FAR(4) process
(6.16) with n  200 by several methods, top brownian motion rrros model
I, middle model II, and bottom the FAR(4) process (6.15) with t-distributed
errors and model I
general, especially for model II, the results are better for models with errors that are
independent sequences of dependent functions (brownian motion and brownian bridge)
in contrast to independent sequences of independent random variables (t4 and normal
distribution). This is clear, since errors of the latter type destroy more of the structure
of the time series. We want to point out that if we speak of (in)dependent errors in
the following, we mean that there is (in)dependence between different points τ1 and τ2
of one curve. Of course, two different error curves are always independent. All of these
observations basically hold for all three processes under consideration, even though the
quality is better for models with less parameters.
If our method does not choose the right order, it tends to give a larger order, whereas the
KR-algorithm over- and underestimates the order and in some cases it does not detect
any order and chooses the largest order possible. This is displayed in Figures 6.1 and
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6.2. The variance that is explained by the number of principal components d chosen in
the ”separation” case is smaller for i.i.d. errors then for dependent errors, whereas in the
”variance¡ 80%” case it is smaller for dependent errors. This goes along with a smaller
variance that is explained by the results of the ”separation” than the ”variance¡ 80%” for
i.i.d. errors and about the same degree explanation for dependent errors. The dimension
d chosen by Algorithm 6.2.6 is much smaller for the brownian motion and bridge errors
than for the independent errors. This is because in the former case already one principal
component explaines about 80% of the variability of the data in contrast to 30% in the
latter case. Furthermore, it can be seen (Figure 6.3) that the dimension d that is chosen
by the algorithm converges to four. For small sample sizes, it tends to choose a lower








































































































































































Figure 6.3: Distribution of dimensions d chosen with the Algorithm 6.2.6 for the FAR(2)
process (6.14) for n  100, 200, 1000 and t-distributed errors (plots in first



























































































Figure 6.4: Relative error of the estimated parameter matrices depending on the dimen-
sion d for the FAR(2) process (6.14) (first and second matrix each), model I
with normally distributed errors (left) and brownian motion errors (right)
The parameter matrices are also estimated well, as indicated by Figures 6.4 and 6.5. For
small d it is clear that the errror is large, but for the d that is finally chosen by the
algortihms the relative error of the parameter matrices is reasonable small. The second
matrix tends to be harder to be estimated and in general the more complicated matrices
of model II are harder to estimate than the more simple matrices of model I.
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Figure 6.5: Relative error of the estimated parameter matrices depending on the dimen-
sion d for the FAR(2) process (6.14) (first and second matrix each), model II
with normally distributed errors (left) and brownian motion errors (right)
6.3.2 Real data example
We consider two data sets: one set of annual australian mortality data from 1900 through
2003 and one set containing half hourly temperature and pollution data in Graz and the
surrounding area (Klagenfurt) from 01.10.2010 through 31.03.2011. For our analysis we
exclude the data from 31.12.2010 and 01.01.2011 due to some large outliers in the pollution
data. Both of these data sets have been frequently used for statistical purpose, see, for
example, Stadtlober et al. (2008) for an extensive discussion of the temperature and
pollution data set. We first note the mortality data consists of logarithms of moratality
rates and that following previous studies we use the root of the pollution data to account
for few relatively large data point. First of all, we represent the data by a basis of ten
B-splines over the interval r0, 1s thereby obtaining fully observed curves, substract the
overall mean curve and adjusted the curves for seasonal behavior.




























Figure 6.6: Mortality data set: first 15 curves, original (logarithmic) data (left) and mean
adjusted data (right)
We start our considerations with a graphical analysis of the data. We have plotted the
first 15 curves of each data set together with the mean adjusted curves, see Figures 6.6
and 6.7. The temperature curves follow the usual pattern of temperatures and the curves
of the pollution data show the peaks of the morning and evening rush-our.
– 119 –
6 Order determination of FAR processes



















Figure 6.7: Temperature Klagenfurt data set: first 15 curves, original data (left) and mean
adjusted data (right)
Figure 6.8 shows the correlation Corr rYtpτ1q, Yt hpτ2qs in the curves of the temperature
data set between different points τ1 and τ2 in time of the same curve and with a shift
of h  2 or h  10 curves in between. It can be seen that the data is not independent,
but the correlation decays with the shift h between the curves increasing. Thus, it makes
sense to fit an autoregressive model to the data.
Figure 6.8: Temperature Klagenfurt data set: Autocorrelation in the curves (left) and
with a time shift of h  2 (middle) and h  10 (right)
The models suggested by the various criteria (as MDL versus AIC and a fixed variability
that has to be explained versus the largest separation and the method of Kokoszka &
Reimherr (2012)) are shown in Table 6.4. The parameters were set as: D  6, P  5 and
vmin  0.7. To compare with, we also give the results obtained by the multistage testing
method of Kokoszka & Reimherr (2012). For most data sets, all suggested orders for p
coincide, only the AIC criterion with at least 80% of the variability to explain differs.
In the next step, we fit a FAR(p) model of the order suggested by Algorithm 6.2.6 and
detmine the estimated residuals. Figure 6.9 shows the correlation in the curve of the
residuals after fitting a model to the data that is not negligible. Hence, it makes sense to
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Alg. 6.2.6 Var¥80% Alg. 6.2.6 Var¥80%
MDL AIC KR
..p.. ..d.. ..p.. .. d.. .. p.. ..d.. ..p.. ..d.. ..p..
Mortality Data 2 3 2 1 2 3 2 1 2
Pollution Data Graz 1 4 1 4 1 3 3 4 1
Pollution Data Klagenfurt 1 4 1 4 1 4 1 4 1
Temperature Data Graz 1 2 1 2 1 2 1 2 1
Temperature Data Kl. 1 4 0 2 1 5 4 2 2
Table 6.4: Suggested orders for the data sets
choose a model whose errors are not independent and we choose the errors for the model
to follow a brownian bridge because a comparision with the respective figure that shows
the estimated residuals from a model with brownian bridge errors indicates that this error
type might not be a bad choice for these data.
Figure 6.9: Autocorrelation in the error curves after fitting the suggested models to the
data: Temperature data Klagenfurt (left) and mortality data (right)
Finally, we test the quality of the models by a prediction: we do not use the last five
observations of the data sets for the determination of the order and estimation of the
parameters, what leads to the same results as before, and predict five observations into
the future. The prediction error is computed as the integral over the squared difference
between the predicted and the true curves. The results (mean of 10 000 repetitions) are
displayed in Table 6.5. For the mortality data set, the order two, that was chosen by all
methods, leads to the smallest prediction error, for the temperature data set, the models
of order zero and one, that were both chosen by the MDL criterion (but with the two
different rules to choose d), lead to the smallest prediction error, hence, here as well as
in the simulation study, the results obtained by using the MDL criterion, especially with
Algorithm 6.2.6, are very reasonable and good so that the methods proposed here are a
good method to determine the order of a FAR(p) process.
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Mortality Data p  0, d  3 p  1, d  3 p  2, d  3 p  3, d  3
relative Error 1.20 1.01 1.00 1.01
Temp. Klagenfurt Data p  0, d  2 p  1, d  4 p  1, d  5 p  2, d  3
relative Error 1.00 1.01 1.48 1.16
Table 6.5: Errors for out-of-sample prediction for various models
6.4 Proofs
In this section, we state the proofs we have referred to before, but first we state three
additional lemmas that will be used in these proofs.
Lemma 6.4.1. Let Z t  X t  X¯ . Then, using the assumptions and notation of Section
6.2 the following asymptotic results hold true, where the last one only holds true if not all
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m  OP p1q






  E X tXJt X tX¯J  X¯XJt   X¯X¯J































































  Op1q and therefore the assertion. For (II) we have








Z tpE t 1  E¯ qJ





































































To determine the variance we consider
E








































































































t  X p2qt  X p3qt
	  
X p1qs  X p2qs  X p3qs
J
(6.18)







E t 1EJs 1 bX p1qt X p1qs
J  Opmq
according to Paulsen (1984) since this is just the standard case. However, the following
proof also includes this case. All terms including at least one W i or X
p3q
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U t 1UJs 1X p3qt X p3qs J .
By the argumentation of the proof of Lemma 6.4.2 this term is of order Opmq. We note
that for the case (2b) therein, the expression is of order Opmq because it reduces to the
case t  1  s and s  1  t and all other cases can be evaluated similarly as in the proof
there.
All other terms resulting out of Equation (6.18) can be evaluated similarly to this term
since this is the most complex term. They contain one to four E instead of the U , but for
these the same proofs hold true since they are independent and not only asymptotically
independent and feature the same characteristics. Hence, we obtain for Equation (6.17)
by additionally applying the first result of this lemma
E









and therefore the assertion.
Regarding pIIIq we already know that 0   E Z tZJt   Op1q as long as not all Yt pt 
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where Z t is split up like X t in Equation (6.7). Evaluating the double sum, using the
definition Z t  X t  X¯ and introducing the MAp8q representation of X t gives us again










































E U ti1UJti2Ai2JAi3E U si3UJsi4	Ai4J
since all other terms are of the same or even smaller order. But with Lemma 6.4.2 this





























i.P.ÝÑ J. J is positive definite, hence J1








1  OP p1q. Together with the
fact that 1
m
Nm  Op1q the assertion follows and the proof of the lemma is complete.
























E U ti1UJti2Ai2JAi3E U si3UJsi4	Ai4J  Opmq.
Proof. Without loss of generalization, we assume p  1 for the proof. We first note that















1 ρ1  Opmq  Opmq.
























E rxYti11|v`1y xYti21|v`2y xYsi31|v`3y xYsi41|v`4y s
 E rxYti11|v`1y xYti21|v`2y sE rxYsi31|v`3y xYsi41|v`4y s
	
and separate five cases:
1. all four indices are equal: i1  i2  t s  i3  t s  i4:























2. always exactly two indices are equal:
a) i1  i2, i3  i4:
pE rxYti11|v`1y xYti21|v`2y xYsi31|v`3y xYsi41|v`4y s
E rxYti11|v`1y xYti21|v`2y sE rxYsi31|v`3y xYsi41|v`4y sq
¤ ||φ|||ts i1i3|L Kν2pδ0q
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b) t i1  s i3, t i2  s i4 and t i1  s i4, t i2  s i3:























3. the index relating to the last point in time and the index relating to the second but
last point in time are different: t1 ¤ t2 ¤ t3   t4:
E rxYt1 |v`1y xYt2 |v`2y xYt3 |v`3y xYt4 |v`4y s ¤ ||φ||t4t3L Kν4pδ0q4
by Lemma 6.4.3 and for a  1, 2, 3

























E rxYti11|v`1y xYti21|v`2y xYsi31|v`3y xYsi41|v`4y s
 E rxYti11|v`1y xYti21|v`2y sE rxYsi31|v`3y xYsi41|v`4y s
	
 Opmq.
4. the indices relating to the last two points in time are equal, the two remaining are
different:























5. the indices relating to the last two points in time and one other index are equal, the
remaining is different















































E rxYti11|v`1y xYti21|v`2y xYsi31|v`3y xYsi41|v`4y s





For the following considerations, we note that this expression is independent of k1, . . . , k4,
`1, . . . , `4, and t and s. Also, we would like to use the notation that the expression is
smaller in absolute value than κm for some 0   κ   8. Let further φ denote the adjoint
operator of φ. Then, we obtain by using the definition of U t and the aforementioned

































































E rxYti11|v`1y xYti21|v`2y xYsi31|v`3y xYsi41|v`4y s
 E rxYti11|v`1y xYti21|v`2y sE rxYsi31|v`3y xYsi41|v`4y s
	






















































































||φ pvk1q || ||φ pvk2q || ||φ pvk3q || ||φ pvk4q ||
 Opmq.
Lemma 6.4.3. Under the assumptions and notation of Section 6.2 it holds for K1, K2  
8 if t1 ¤ t2 ¤ t3   t4
E rxYt1 |v`1y xYt2 |v`2y xYt3 |v`3y xYt4 |v`4y s  ||φ||t4t3L Kν4pδ0q4
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and if t  s
pE rxYt|v`1y xYt|v`2y xYs|v`3y xYs|v`4y s E rxYt|v`1y xYt|v`2y sE rxYs|v`3y xYs|v`4y sq
 ||φ|||ts|L Kν2pδ0q2.




iδti. Then we obtain by using the fact that Y˜t4 is independent of
Yt1 , Yt2 , Yt3 and repeatedly applying the Cauchy-Schwarz inequality
E rxYt1 |v`1y xYt2 |v`2y xYt3 |v`3y xYt4 |v`4y s
 E





































¤ ν2pδ0q||φ||t4t3L K1 pν4pY0qq3
¤ ν4pδ0q4||φ||t4t3L K1




E rxYt|v`1y xYt|v`2y xYs|v`3y xYs|v`4y s  E rxYt|v`1y xYt|v`2y sE rxYs|v`3y xYs|v`4y s
 Cov rxYt|v`1y xYt|v`2y , xYs|v`3y xYs|v`4y s
 Cov











xYt|v`1y xYt|v`2y  xY˜t|v`1y xY˜t|v`2y

E rxYs|v`3y xYs|v`4y s
¤ ||φ|||ts|L K2ν2pδ0q2
by the same argumentation that was used before. The case t   s follows in the same
manner.
Now, we state the proofs that were left out in Section 6.2.
Proof of Lemma 6.2.3. We note that
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Finally we obtain for the remaining term in Equation (6.11) by applying Lemma 6.4.1
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the second assertion follows to complete the proof.
Proof of Lemma 6.2.4. We split the first d rows of A into Ad  rA1, A2s and XJt 
rXJ1,t, XJ2,ts, X 1,t and A1 corresponding to the first q Y t, X 2,t and A2 to the last p q Y t.
Then, we can write the process as
Y t  A1X 1,t1   A2X 2,t1   εt. (6.19)
Let Aˆ be the estimated matrix of fitting an AR(q) process to the data and A˜ the estimated
matrix of an AR(p) fit. Both can be divided according to A. We assume further that Aˆ1
and Aˆ2 are (
?
m-consistent) estimators for A1 and A2 and set H  B1. Following the
methods and argumentations of Paulsen (1984) (Proof of Theorem 1) and Anderson (2003)
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such that H22  PJB1P we have






































We know that Nm  OP pmq, hence D η1 P r0, 1s such that N1m  OP pmη1q, hence,
mN1m  OP pmη1 1q. In addtion, V  OP p1q. Thus, D η P r0, 1s such that R1 
OP pmη 1q.
Further, R is positive definite and thus αRαJ ¥ λ||α||2 @α P Rppqqdppqqd, where λ is the
smallest eigenvalue of R. This implies that 1
λ
is the largest eigenvalue of R1, that is also
positive definite. Since 1
λ
 sup||α||1 ||R1α||  OP pmη 1q it follows that λ  OP pmη1q
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