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Abstract 
Computer Aided Detection (CAD) systems for detecting lesions in mammograms have been investigated because the computer 
can improve radiologists' detection accuracy. However, the main problem encountered in the development of CAD systems is a 
high number of false positives usually arise. It is particularly true in mass detection. Different methods have been proposed so far 
for this task but the problem has not been fully solved yet. In this paper, we propose an alternative approach to perform false 
positive reduction in massive lesion detection. Our idea is lying in the use of Block Variation of Local Correlation Coefficients 
(BVLC) texture features to characterize detected masses. Then, Support Vector Machine (SVM) classifier is used to classify the 
detected masses. Evaluation on about 2700 RoIs (Regions of Interest) detected from Mini-MIAS database gives an accuracy of 
Az = 0.93 (area under Receiving Operating Characteristics curve). The results show that BVLC features are effective and 
efficient descriptors for massive lesions in mammograms. 
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1. Introduction 
Breast cancer is one of the most injurious and deadly diseases for women in their 40s in the United States [1] as 
well in the European Union [2]. More than one million breast cancer cases occur annually and more than 400,000 
women die ea
Research on Cancer (IARC) [3]. 
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An essential point for a high survival rate in breast cancer treatment is the detection of the cancer at early stage. It 
is not an easy task. Mammography is a commonly used imaging modality for breast cancer to enhance the 
radiologist
prevention [4]. 
The introduction of digital mammography gave the opportunity of increasing the number of commercial 
Computer Aided Detection (CAD) systems for detecting and diagnosing the breast cancer at an early stage [5-6]. 
The main reason for the mistrust of radiologists on the role of CAD system in breast cancer detection is due to a 
large number of false positive (FP) marks usually arises when high sensitivity is desired [7]. A FP mark is a region 
being normal tissue but interpreted by the CAD as a suspected one. So a CAD system for mass detection generally 
has a step of FP reduction. 
Different approaches to reduce FPs have been proposed. Most of them are based on the extraction of features of 
detected suspicious regions (Regions of Interest  RoIs) such as textural features [8], geometry features [9] or Local 
Binary Pattern (LBP) features [10]... These features are submitted to a pattern classifier to classify the RoIs into real 
mass or normal parenchyma.  
In this paper, we propose an alternative way to perform mass false positive reduction using moment features of 
the detected RoIs. Our idea is inspired by the recent work in which Block Variance of Local Correlation 
Coefficients (BVLC) features are applied successfully to the face recognition problem [11-12]. Once the BVLC 
features are extracted, Support Vector Machine (SVM) is used as pattern classifier.  
We experiment the proposed method on a dataset of about 2700 RoIs that are detected from the Mini-MIAS 
database [13]. The obtained results demonstrate the effectiveness and efficiency of our approach. To our knowledge, 
this is the first attempt to use BVLC features in the field of mammographic mass detection. 
2. Materials and Methods 
2.1. Region of Interest detection 
In this stage, suspicious regions or RoIs are extracted from the original mammogram by the CAD system. The 
radiologists have to focus their attention to these extracted regions. The steps of this procedure are fully described in 
our previous paper [14]. Detected RoIs are marked as true positive RoIs (TP-RoIs) or false positive RoIs (FP-RoIs) 
based on the ground truth provided in the Mini-MIAS database. There are about 2700 detected RoIs. 
2.2. Feature extraction 
Each detected RoI is characterized by a set of features that is formed using BVLC features. The computation of 
BVLC starts from correlation coefficients in a local region, which are defined as 
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where r denotes a shifting orientation and  and  are the mean and standard deviation in a local region 
R(x, y), respectively. The terms  and  are the mean and standard deviation in a local region 
shifted  by r from (x,y), respectively.  
BVLC is then defined as 
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where Ok denotes a set of orientations with r of distance k. For instance, Ok may be chosen as Ok = {( k, 0), (0, k), 
(0,k), (k, 0)}. The value of BVLC is determined as the difference between the maximum and minimum values of the 
local correlation coefficients according to orientations. The higher the degree of roughness in the local region is, the 
larger the value of BVLC [11]. 
As in [12], detected regions are squared with constant size and are divided into sub regions having size of 2-by-2, 
3-by-3 and 4-by-4 pixel. BVLC for each sub region is calculated then expectation and variation of BVLCs are used 
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as BVLC features for each region. However our detected RoIs are not squared and different from each other so we 
modify the calculation procedure. The new calculation procedure is as follow:  
- Consider the minimal rectangular that contains the RoI. 
- Divide each side of this rectangular by 2, 3 and 4. So we get 4, 9 and 16 blocks. 
- Calculate BVLCs which are called BVLC2x2, BVLC3x3 and BVLC4x4 for each block.  
- Similar to [12], use expectation and variation of BVLCs as BVLC features for each RoI. They are called 
BVLC2x2mean, BVLC2x2var, BVLC3x3mean, BVLC3x3var, BVLC4x4mean and BVLC4x4var, respectively. 
So the feature set for each RoI composes of total 6 features. 
 An illustration of BVLC features is given in Figure 1. 
    
Fig. 1. (Left) BVLC2x2 feature values. (Right) BVLC4x4 feature values. 
2.3. Classification 
The number of features in each region are quite large bring about the number of dimension of vector space which 
we should consider to classify the data are sketching out. In addition, there is always the overlapping of the data 
class corresponding to the features in the sample region. Applying Support Vector Machine (SVM), a state-of-art 
classification method introduced in 1992 [15] to solve this problem takes many advantages in this case.  
Given a set of training data x1 xn  Rdx1 with corresponding labels yi  {-1,1}. SVMs seek a separating 
hyperplane with the maximum margin   
1
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where C is the parameter controlling the trade-off between a large margin and less constrained violation. i are slack 
variables which allow for penalized constraint violation. 
Equivalently, with Lagrange multipliers i  for the first set of constraints can be used to write the optimization 
problem for SVMs in the dual space. By solving a quadratic programming problem, the solution for the Lagrange 
multiplier can be obtained. Finally, the SVM classifier takes the form 
#
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where #SV represents the number of support vectors and the kernel function K(.,.). 
In this paper, we use a nonlinear SVM classifier with Gaussian RBF kernel 
2
1
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where x is input data and.  is constant while C and  must be tuned to get the best classification performance. 
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2.4. Performance evaluation 
To evaluate the performance of the SVM classifier, the Receiver Operating Characteristic (ROC) curve is used. 
The ROC curve is constructed based on two statistic factors which are the sensitivity and the specificity, and the 
accuracy of SVM is then computed [15]. The best possible classifier would yield when the ROC curve tends to the 
upper left corner representing 100% sensitivity and 100% specificity.  
The accuracy value (ACC) to estimate the performance of classification process is given by 
100%TP TNACC x
TP FP TN FN
 
Another parameter is used to estimate SVM performance is area under the curve (AUC). The SVM classifier is 
called ideal with 100% accuracy when the AUC of its ROC approaches 1 and when AUC equals 0.5, SVM is 
random classifier. AUC is given by
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where f(.) is denoted as decision function of classifier, x+ and x-- respectively denote the positive and negative 
samples and n+, n-- are respectively  the number of positive and negative examples and the 1  is defined as 1 if the 
predicate  is holds and 0 otherwise. 
3. Experiments and Discussions 
Our proposed method is evaluated on total number of 2700 detected RoIs [14]. Six input features as mentioned 
above and nonlinear SVM classifier with Gaussian RBF kernel are used. In this study, we use 10-fold cross 
validation method to train and test the classifier. The dataset is equally partitioned into 10 folds. For each of 10 
experiments, use (10-i) folds for training and i folds for testing. Each fold is used 10 times in training as well as in 
testing. In this evaluation, values of i is changed from 1 to 9.  
Figure 2 shows obtained AUCs with different i or different ratios between training folds and testing folds 
corresponding to two feature subsets {BVLC2x2mean, BVLC3x3mean, BVLC4x4mean} or {BVLC Mean} and 
{BVLC2x2var, BVLC3x3var, BVLC4x4var} or {BVLC Var}. It is easy to realize that in most of case, using 
{BVLC Var} feature subset gives higher AUC value. The best AUC value is archived with i = 6.  
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Fig. 2. AUC values with different training and testing fold ratios.  
We also assess effects of different feature combinations on the performance of the SVM classifier. The results 
corresponding to the case i=6 are given in Table 1.  For each type of BVLC features, BVLC mean or BVLC var, 
403 M.P. Nguyen et al. /  Procedia Computer Science  20 ( 2013 )  399 – 405 
BVLC2x2 feature always gives result better than that of BVLC3x3 or BVLC4x4. It is very clear if looking back to 
Figure 1. Comparisons between each pair of BVLC mean and BVLC var features indicate BVLC var features have 
better discrimination efficiency.  
 
                                          Table 1. AUC and ACC values with different feature combinations for the case i=6 
Performances 
BVLC mean 
2x2 3x3 4x4 All 
AUC 0.73903 0.7288 0.6527 0.7975 
ACC (%) 86.55 83.31 72.36 88.72 
 BVLC var 
AUC 0.8404 0.8033 0.7955 0.8915 
ACC (%) 76.34 82.64 78.25 84.67 
 BVLC var + BVLC mean 
AUC 0.8745 0.8015 0.6772  
 All BVLC var + BVLC2x2mean 
AUC 0.9325 (±0.0005) 
 
 
The AUC values when combining all BVLC mean or BVLC var features are 0.8915 and 0.7975, respectively. 
However, combining both BVLC var features and BVLC mean features does not lead to an increase in classification 
outcome. That fact causes us to think of combining all BVLC var features and one of BVLC mean features. 
Experimental results have approved our idea. We acquire the best AUC value of 0.9325±0.0005 when using all 
, respectively.  The 
corresponding ROC curves are given in Figure 3 (left). In this case, false positives reduce 82%.  
 
          
Fig. 3. (Left) ROC curves with different BVLC feature subsets. (Right) Comparison between BVLC features                   
and FOS, BDIP, GLCM features. 
The high obtained Az = 0.9325±0.0005 and high false positive reduction of 82% are quite prospective. To 
illustrate the effectiveness of BVLC features, we compare them to other features such as FOS (First Order Statistic), 
GLCM (Gray Level Co-occurrence Matrix) and BDIP [11] (Block Difference Inverse Probability) features. The 
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AUC values are given in Table 2 and the ROC curves are illustrated in Fig 3 (right). It is obviously that using BVLC 
features is an effective and efficient approach to reduce false positives. 
Aiming to have general trends of performance comparison, we also compare our method with other techniques on 
the basis of AUC value as given in Table 3. It indicates that the method we propose has a potential to be further 
investigated. 
                                                      Table 2. Comparing BVLC features to other features for the case i=6 
Feature type AUC 
FOS 0.6935 
GLCM 0.7839 
BDIP 0.9102 
All BVLC var + BVLC2x2mean 0.9325 
                   Table 3. Comparison with other methods based on AUC values 
Research work Approach Database No. of RoIs AUC 
A. Oliver et. al. [10] LBP DDSM 1024 0.906±0.043 
X. Lladó et. al. [16] LBP DDSM 1792 0.91±0.04 
B. Ioan et. al. [17] Gabor MIAS 322 0.79 
Q. D. Truong et. al [18] BDIP MIAS 2700 0.9102 
Proposed method BVLC MIAS 2700 0.9325±0.005 
4. Conclusions 
In this paper, we have introduced an alternative approach to reduce false positives in mammography based on 
BVLC features and SVM. Experiments have shown that BVLC features are effective and efficient descriptors for 
massive lesions in mammograms. In comparison with other descriptors, BVLC also provides better and more 
constant results.  
In the future, combining BVLC features and other efficient features will be investigated. Selecting optimal 
features will be studied also.  
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