Introduction
Flow through pipelines involving mixture of fluids is observed in many industrial applications. In mechanical systems such as condensers, evaporators and combustion systems we come across liquid-gas or liquid-vapor mixtures [1] [2] . A few applications involve transportation of slurry, composed of solid particles in a liquid medium, from one place to other. Liquid-liquid mixtures are observed in emulsions as well as a combination of two immiscible liquids. It is of interest to determine the phase boundaries in the flow process [3] . The phase distribution of the flow field helps us in understanding the hydrodynamics and the heat transfer characteristics between the fluids. Void fraction, which is one of the key flow parameters, can be determined by estimating the phase boundaries. Visualization of these flow processes and phase boundaries without disturbing the flow field is necessary and can assist in monitoring and designing the mechanical systems.
There are several tomography techniques applied to visualize two-phase flows involving noninvasive and nonintrusive methods. For example, gamma densitometry [4] , ultrasonic imaging [5] and nuclear magnetic resonance imaging [6] are used to visualize the flow processes. The techniques such as gamma densitometry are hazardous to health and are usually expensive. Ultrasound imaging involves usage of transducers as energy source which are expensive and the data acquisition rate is not so fast. In process tomography applications, the characteristics of the flow change rapidly, therefore, we need a technique which is relatively cheap, portable and has a high data acquisition rate. Electrical impedance tomography (EIT) can be a promising method to measure the flow parameters due to its nonintrusive characteristics and high temporal resolution. The data acquisition rate for EIT is very fast, therefore, it can be used to monitor the fast transient processes like two-phase flows. Electrodes are attached around the pipe in the region of interest and electrical currents are applied across the electrodes and the resulting voltages are measured. 
2 From the measured voltage data, the inner phase distribution can be reconstructed using an inverse algorithm. Fig. 1 shows a 2D EIT measurement system for flow visualization. In general, with EIT the internal resistivity or conductivity can be reconstructed from the measured voltages on the electrodes. In two-phase flows, such as liquid and vapor mixture, the conductivity values can be known a priori. In such situations the conductivity estimation problem can be transformed into boundary estimation problem where the unknown information can be the location and size of the phase boundary between the fluids. The boundary can either be closed or open, depending upon the topology of the boundary to be estimated. The closed boundary estimation is essential when the region boundaries are enclosed by the background substance. For example, this can be an application involving the formation of air bubbles in the mechanical systems when the fluid pressure drops below atmospheric pressure. Open boundary problem is to locate the boundary surface separating two immiscible liquids. For example, this application can be found in petroleum industry where the crude oil is extracted by pumping water. In many cases, the flow in the pipe is not full and the boundary between the liquid and crude oil has to be monitored continuously.
Boundary representation techniques
A variety of techniques have been proposed to represent the shape of the phase boundary. Han and Prosperetti [7] proposed that if the boundary of the enclosed surface is smooth, it can be represented using the coefficients of truncated Fourier series. The Fourier coefficients are estimated using boundary element method approach with Levenberg-Marquardt method. Several approaches are applied to elliptic PDE problems where the boundary is recovered based on the data from the exterior boundary using certain boundary conditions [8] [9] [10] [11] [12] [13] [14] [15] . The methods presented in the above papers are based on specific elliptic PDE problems and the boundary is recovered by using certain boundary conditions and the data from the exterior domain boundary. Moreover, a single region is recovered from homogeneous background in most cases. In [8] , an FEM based method for the recovery of multiple region boundaries of piecewise constant coefficients of an elliptic PDE is proposed and then applied to optical tomography which is similar in principle to that of EIT.
For open boundary estimation, an open channel filled with a conducting fluid was considered by Butler and Bonnecaze [9] and an array of electrodes placed at the bottom of the pipe was used to image the interfacial boundary in the pipe. The height of the liquid and the shape of the boundary vary across the horizontal Cartesian coordinate of the pipe. The boundary is parameterized using Chebyshev polynomials and the coefficients are the unknowns to be estimated using the regularization methods, the Marquardt method and a combination of the two techniques. In another approach developed by Tossavainen et al. [10] , a partially filled pipe with water that has a void region of zero conductivity is considered. The unknown boundary surface is parameterized with mesh nodes and the coefficients of Bezier curve. In computation, the void region is excluded and the unknown boundary surface changes with time. The outer nodes of the boundary are fixed while the mesh nodes on the boundary vary with time. Fixing the end points of the boundary surface is not desirable; therefore, in their latest work, the free surface estimation inside a fixed computational domain excluding the void region is considered [11] . A constraint is introduced such that the end points of the boundary surface are confined within the object domain. A more attractive method is presented by 6789abcdefd 78d !b"#$%&'() '* !+, -./01234d56!7 8 9 d51:;b<=>?@A)B'C.60 Kim et al. [12] and later by Ijaz et al. [13] in which the interfacial boundary surface is parameterized with discrete front points and the front point locations are unknowns to be estimated. The mesh is fixed while the interfacial boundary surface along with the end points varies with respect to time.
Mathematical model in EIT
Electrical tomography imaging involves injecting the current through an array of electrodes attached on the surface of the object to be imaged and measuring the resultant voltages on the electrodes surface. The electrical potential u on the object domain 2 Ω∈ℜ can be determined from the given conductivity distribution and currents through a partial derivative equation, derived from Maxwell equations shown below
There are many physical models that are available with EIT. The most accurate of them is the complete electrode model (CEM) which takes into account both the shunting effect and the contact impedance between the electrodes and the medium. The boundary conditions for CEM are given by on , 1,2, ,
where z l is the effective contact impedance between lth electrode e l and the electrolyte,
is the potential on the lth electrode at time k, I l = I l (t k ) is the injected current on the lth electrode at time k, n is outward unit normal, and L is the total number of electrodes. Furthermore, the following two additional constraints for the injected currents and measured voltages are needed to ensure the existence and uniqueness of the solution In FEM, the domain is discretized into small tetrahedral elements each having a constant resistivity distribution [12, 19] . The FEM has been morely popularly used and has been implemented for EIT conductivity and boundary estimations [19] .
Shape parameterization
In shape representation problems in two-phase flows, the conductivity values are assumed to be known a priori, but the information about the geometry and shape of the boundary is not known. This leads to a nonlinear and ill-posed inverse problem in which the coefficients representing the boundary are the unknowns to be estimated. Therefore, the forward solver has to be modified as a set of coefficients representing the boundary shapes to the data on ∂Ω [10, 11] . Two types of boundary problems are considered: closed boundary and open boundary (also known as free surface) as illustrated in Fig. 2 . 
where S is the number of phase boundaries present,
are periodic differentiable basis functions and θ N is the number of basis functions [8] .
The phase boundaries are expressed as Fourier series in two-dimensional coordinates with respect to the curve parameter
.e., we use the basis functions of the form
where α denotes either x or y. Expanding the equations (6-9), the boundaries { } C l
can be identified with the vector γ of the shape coefficients, that is,
( ,.., , ,.., ,.., ,.., , ,.., ) , respectively. This constraint helps in confining the both end front points to the outer surface of the pipe. The front points on the boundary interface are represented as follows
cos , sin
where, the unknown parameter to be estimated is given by
5. Inverse problem: phase boundary estimation Image reconstruction in EIT can be classified as static and dynamic imaging techniques. Static imaging is considered when the target remains static within the time to acquire a full set of independent measurement data. Dynamic imaging is essential when the object changes its position before a set of full independent measurement data is recorded. In this review paper, we focus on the estimation of the phase boundary using static and dynamic techniques. The boundary is parameterized using truncated Fourier series for closed boundary problem and front point approach in open boundary problem.
Static imaging methods
Static imaging techniques are used where the target properties vary slowly and are popular in medical and 
5 geological applications. In regard to the phase boundary estimation, usually it is assumed that the number of anomalies present in the domain is known a priori. In reality, there is no knowledge available for that, therefore it is necessary to use some other techniques to find it. In Jeon et al. [20] , modified Newton-Raphson method (mNR) has been used to get the prior information about the number of anomalies, location and size. The prior information obtained is then used as an initial guess in inverse solver to estimate the phase boundaries. The performance is compared with conventional approach where the proposed method, which uses mNR to get the initial guess for target location and size, has better estimation performance than the conventional method (Fig. 3) . The image reconstruction with mNR has poor spatial resolution and features a blurred image especially near the phase boundaries due to the mesh crossing elements. Kim et al. [21] have proposed an improved methodology in which an adaptive mesh generation technique is used and the element crossing scenario is eliminated [21] . Iterative Newton-Raphson method is used as an inverse solver with this adaptive mesh generation technique and the performance is compared with the conventional method. Jeon et al. [22] have used Multi-layered neural network (MNN) to estimate the Fourier coefficients as it is conceptually simple, easier in implementation and the principal advantage is that it does not require computation of the Jacobian matrix. Recently, derivative free methods such as pattern search method [14] and evolutionary algorithms such as particle swarm optimization [23] are applied for the closed boundary estimation of void regions in flow field. These methods offer better performance when compared to mNR and are robust to initial condition and noise.
Dynamic imaging methods
If the target changes so fast that its characteristics changes significantly within one single image frame then the conventional static imaging techniques will not give desirable results. In order to enhance the temporal resolution in EIT, dynamic image reconstruction algorithms are required. The unknown boundary coefficients are regarded as state variables and the inverse problem is treated as a state estimation problem. Fig. 3 Single bubble estimation using mNR: (a) Prior information from mNR; (b) Estimated boundaries; and (c) RMS error [22] .
Assuming that the evolution of the state variables n x ∈ℜ is smooth, the dynamic equation is modeled by a stochastic linear differential equation of the form U x is the forward solution computed using FEM. Both k w and k v , are assumed to be mutually independent and zero-mean normally distributed random variables with known covariance matrix, Q and R, respectively. In solving (15) and (16), the conditional expectations have to be determined. The conditional estimates are determined using recursive Kalman filter if the state and measurement equations are linear. In case of nonlinear system of equations, suboptimal estimates can be obtained by applying the linear approximations of the state and/or observation equations. The method which has been formulated based on such an approach is known as the extended Kalman filter (EKF) [24] .
Extended Kalman filter
EKF is the most popular dynamic algorithm used to track the fast transient changes of a moving object. EKF uses a state-space model (15) , (16) that consists of process and observation models to estimate the state parameters. The process model is used to predict the motion of the object and the predicted values are corrected using the available measurements. Using this predictor-corrector mechanism, it approximates an optimal estimate due to linearization of the process and observation models. The nonlinear observation equation (16) is linearized with respect to the current state in EKF implementation. This is in contrast to linearized Kalman filter (LKF), which is yet another linearized version of the Kalman filter in which the observation equation is linearized with respect to a nominal or best homogeneous value. EKF has better estimation performance compared to LKF when the characteristics of the target change significantly from the assumed linearization state. The better performance of EKF is resulted at the expense of slight increase in computation time due to the calculation of Jacobian and voltages in each iteration. In EKF, the state x k is estimated based on all the measurements taken up to the time step k. The recursive extended Kalman filter algorithm consists of the following steps
where | 1
and | x k k are the priori and posteriori state estimates, J k represents the Jacobian with respect to the previous state. EKF has been applied to solve many problems in the process industry as well as the medical science. For example, the rapidly varying resistivity changes inside a circular phantom (as an application for industrial process monitoring) have been tracked well using EKF [24] . In [25] , using convection diffusion model, the velocity fields together with the conductivities is estimated using EKF. In regard to the clinical applications, EKF has been applied to imaging of resistivity changes inside the human thorax [26] .
For the closed boundary estimation problem, EKF was applied to track the non-stationary region boundaries, expressed as truncated Fourier series coefficients, in flow field as an application for process tomography [27] . Vauhkonen et al. [28] attempted to track the boundary of the heart ventricle using Kalman filter and Kalman smoother approaches. In regard to the open boundary estimation, settling curves and settling velocities is estimated by introducing kinematic model as an evolution model to monitor sedimentation process in 2D [29] as well as in 3D [30] . Rashid et al. [31] also employed EKF to estimate the sedimentation parameters. They proposed a state evolution model specifically suitable to monitor the sedimentation process using EIT. Kim et al. [12] used EKF to estimate the interfacial boundary between immiscible liquids, represented as discrete front points. Fig. 4 The simulation scenario used for the evolution of interfacial phase boundary. The interface is initially nearly flat (Left) while the evolution of the interface leads to growth of two ripples with time (Right) [12] . A contrast ratio of 100 between the two liquids is considered, with a 3% relative white Gaussian noise added to generated voltages. Solid line represents the true interface and dotted line represents the EKF estimate [12] .
The results for the front point estimation using EKF are given in Fig. 4 and Fig. 5 . Fig. 4 gives the evolution of the interface with respect to time and the initial boundary used in the EKF inverse solution.
The reconstructed results with EKF for the interface estimation are given in Fig. 5 .
Interactive multiple model
In dynamic estimation of a target using EIT, there is no prior knowledge available for the evolution of the target. Therefore, in most of the cases a random-walk model is used, in which the rate of evolution is governed by the covariance of the process noise. The modeling uncertainties cause poor reconstruction performance of random-walk model. The performance can be improved by incorporating the dynamic evolution of the target. Kinematic models can be used if we assume that the target is moving with uniform velocity or acceleration [32] [33] . However, in many real-time target-tracking problems this assumption may not hold true, often leading to a poor performance of EKF. The performance of EKF can be improved if different evolution models are combined to estimate the state. In situation where there is sudden and abrupt change in the motion of the target, the interactive multiple model (IMM), which works with interaction of different models, can give a better estimate of the target. IMM has been applied 01234567839a bcdeff 3 f !"#$%&a 6' f() *+ ,-. 
for resistivity estimation by Kim et al. [34] in which case models with different process noise covariance are considered. Kim et al. [35] have applied IMM to estimate the close boundary (represented as Fourier coefficients) and the results are plotted in Fig. 6 . The phase boundary is tracked well by IMM as compared to EKF with different process noise covariance.
Unscented Kalman filter
For non-linear system of equations, EKF is known to be the standard state estimation algorithm. In EKF, the mean and covariances are approximated using Gaussian random variable and are propagated through the nonlinear system of equations by linearized transformation. However, when the nonlinearities are severe, EKF tends to give unreliable estimates. In addition, the linearization step in EKF requires the computation of the Jacobian matrix which is difficult to calculate in many cases [36] . Fig. 7 Reconstructed phase boundaries for experimental data with a circular plastic rod. Solid, dotted and dashed lines represent the true boundary, boundary estimated by EKF, and boundary estimated by UKF, respectively [13] .
Unscented Kalman filter uses an unscented transform technique to estimate the mean and covariance propagated through the nonlinear system of equations. The mean and covariance computed using unscented transform technique have better approximation to the true mean and covariance when compared to EKF which uses the linearization method. UKF tries to estimate the Gaussian distribution rather than directly approximating the nonlinear function. Given the linear state equation and non linear observation equation, UKF for boundary estimation is presented for closed and open boundary problem [13, 37] . Fig. 8 RMSE comparison of UKF and EKF with experiment data [13] .
In regard to the application of UKF in EIT, non-stationary region boundaries are estimated in the flow field as an application of tracking bubbles in industrial process [13] . Numerical simulations with circular target evolving randomly inside the phantom are considered. Experimental results for phase boundary with circular plastic rod which can be visualized as a void or bubble located at several positions inside the phantom are successfully reconstructed. Through the results, shown in Fig. 7 and Fig. 8 , it can be noticed that performance of UKF is superior when compared to EKF. UKF is also applied for interfacial boundary estimation of immiscible fluids [37] . Effect of varying the number of front points and the contrast ratio between the two fluids on the performance of the inverse algorithm is investigated. UKF demonstrates a reasonable reconstruction performance even with a high contrast of 1:10000. On the other hand, the EKF estimation has been found to deteriorate when the contrast ratio is above 1:1000. UKF is found to estimate the phase boundary even with higher front points, i.e., 16 points, while EKF fails in estimating the phase boundary for higher number of front points (See Fig. 9 for the 8 for resistivity estimation by Kim et al. [34] in which case models with different process noise covariance are considered. Kim et al. [35] have applied IMM to estimate the close boundary (represented as Fourier coefficients) and the results are plotted in Fig. 6 . The phase boundary is tracked well by IMM as compared to EKF with different process noise covariance.
In regard to the application of UKF in EIT, non-stationary region boundaries are estimated in the flow field as an application of tracking bubbles in industrial process [13] . Numerical simulations with circular target evolving randomly inside the phantom are considered. Experimental results for phase boundary with circular plastic rod which can be visualized as a void or bubble located at several positions inside the phantom are successfully reconstructed. Through the results, shown in Fig. 7 and Fig. 8 , it can be noticed that performance of UKF is superior when compared to EKF. UKF is also applied for interfacial boundary estimation of immiscible fluids [37] . Effect of varying the number of front points and the contrast ratio between the two fluids on the performance of the inverse algorithm is investigated. UKF demonstrates a reasonable reconstruction performance even with a high contrast of 1:10000. On the other hand, the EKF estimation has been found to deteriorate when the contrast ratio is above 1:1000. UKF is found to estimate the phase boundary even with higher front points, i.e., 16 points, while EKF fails in estimating the phase boundary for higher number of front points (See Fig. 9 for the results). Another recent application of UKF for open boundary estimation is the estimation of settling curves and velocities in 3D domain to monitor sedimentation process [38] .
(a) (b) Fig. 9 Results with 10 front points for numerical scenario with measurements perturbed by 1% white Gaussian noise and contrast ratio of 1:10000: (a) reconstructed boundaries after every 4 current patterns. True profile (-), EKF (-x-), and UKF (-o-); (b) RMSE comparison between EKF and UKF [37] .
