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Resumo
Na biologia molecular o alinhamento de sequências é uma ferramenta para caracterizar si-
milaridade ou distância entre sequências. O problema do alinhamento restrito por expres-
são regular (RECSA: Regular Expression Constrained Sequence Alignment) foi proposto
no ano de 2005 por Arslan [3]. O alinhamento restrito procura encontrar um alinhamento
ótimo entre duas sequências de tal forma que a expressão regular esteja expressa numa
parte do alinhamento.
Famílias e domínios de proteínas encontram-se caraterizados como padrões no banco
de dados PROSITE os quais são usados na biologia molecular para identificar e classificar
proteínas. Esses padrões podem ser representados por expressões regulares e usados como
restrição no alinhamento de Arslan.
Na solução de Arslan para o alinhamento restrito é usado um autômato finito sem
transições vazias construído a partir da expressão regular. O tempo de execução dessa
solução depende do número de estados e transições desse autômato.
Neste trabalho apresentamos quatro resultados. Primeiro, apresentamos um algoritmo
melhorado da construção de Thompson [34] que permite construir autômatos finitos mais
compactos diretamente da expressão regular em tempo linear. Segundo, apresentamos
uma forma de construir expressões regulares equivalentes a padrões PROSITE que, ao
serem usadas na construção melhorada de Thompson, geram diretamente autômatos com-
pactos sem transições vazias. Esses autômatos possuem número de estados sublinear e
número de transições linear em relação ao número de símbolos da expressão regular, núme-
ros menores que o esperado ao usar os resultados da literatura. Terceiro, esses autômatos
compactos, ao serem usados na solução de Arslan, melhoram naturalmente o tempo de
execução, esse tempo também é melhor que as soluções propostas por Chung et al. no
ano de 2007 [10] e por Kucherov et al. no ano de 2011 [23]. Finalmente, apresentamos um
pré-processamento que, ao ser aplicado na solução de Arslan, melhora ainda mais o tempo
de execução, conseguindo um limite inferior sobre a complexidade de tempo independente
do tamanho do autômato.
Abstract
In molecular biology the sequence alignment is a tool for characterizing similarity or
distance between sequences. The Regular Expression Constrained Sequence Alignment
problem (RECSA) was proposed in 2005 by Arslan [3]. Constrained alignment seeks
to find an optimal alignment between two sequences such that the regular expression is
expressed in a part of the alignment.
Protein families and domains are characterized as patterns in PROSITE database,
which are used in molecular biology to identify and classify proteins. These patterns can
be represented by regular expressions and used as a restriction on Arslan alignment.
In Arslan’s solution for constrained alignment a finite automaton without empty tran-
sitions constructed from the regular expression is used. The running time of the solution
depends on the number of states and transitions of this automaton.
In this work we show four results. First, we present an improved Thompson’s construc-
tion [34] that, allows building a more compact finite automatons directly from the regular
expression in linear time. Second, we present a way to build regular expressions equivalent
to PROSITE patterns that when used with the improved Thompson construction, gener-
ates compact automatons without empty transitions directly. These automatons have a
sublinear number of states and a linear number of transitions in relation to the number of
symbols in the regular expression, with smaller numbers than expected when compared to
the literature results. Third, these compact automatons, when used in Arslan’s solution
improve runtime naturally and such time is also better than the solutions proposed by
Chung et al. in 2007 [10] and by Kucherov et al. in 2011 [23]. Finally, we present a
preprocessing step which when applied to Arslan’s solution improves further the running
time, managing to achieve a lower bound on the time complexity independent of the size
of the automaton.
Resumen
En la biología molecular el alineamiento de secuencias es una herramienta para caracterizar
similitud o distancia entre secuencias. El problema del alineamiento restricto por expresión
regular (RECSA: Regular Expression Constrained Sequence Alignment) fue propuesto en
el año 2005 por Arslan [3]. El alineamiento restricto tiene por objetivo encontrar un
alineamiento optimo entre dos secuencias de tal manera que la expresión regular esté
expresa en una parte del alineamiento.
Familias y dominios de proteínas están caracterizados como patrones en la base de
datos PROSITE, los cuales son usados en la biología molecular para identificar y clasificar
proteínas. Estos patrones pueden ser representados por expresiones regulares y usados
como restricción en el alineamiento de Arslan.
En la solución de Arslan para el alineamiento restricto es usado un autómata finito
sin transiciones vacías construido a partir de la expresión regular. El tiempo de ejecución
de esta solución depende del número de estados y transiciones del autómata.
En este trabajo presentamos cuatro resultados. En primer lugar, presentamos un algo-
ritmo mejorado de la construcción de Thompson [34], el cual permite la construcción de
autómatas finitos más compactos, obtenidos directamente a partir de la expresión regular
y en tiempo lineal. En segundo lugar, se presenta una forma de construir expresiones regu-
lares equivalentes a patrones PROSITE, que al ser utilizadas en la construcción mejorada
de Thompson, generan directamente autómatas compactos sin transiciones vacías. Estos
autómatas tienen número sublineal de estados y número lineal de transiciones en relación
al número de símbolos de la expresión regular, números menores de lo esperado cuando se
utilizan los resultados de la literatura. En tercer lugar, estos autómatas compactos, cuan-
do son utilizados en la solución Arslan, mejoran naturalmente el tiempo de ejecución, este
tiempo es también mejor que las soluciones propuestas por Chung et al. en 2007 [10] y
Kucherov et al. en 2011 [23]. Finalmente, presentamos un preprocesamiento que cuando
es aplicado en la solución Arslan, mejora aún más el tiempo de ejecución, consiguiendo
alcanzar un límite inferior sobre la complejidad de tiempo independientemente del tamaño
del autómata.
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Capítulo 1
Introdução
“One is that the perfect garden can be cre-
ated overnight, which it can’t.”
——————————————————
Ken Thompson
A comparação de sequências é um dos problemas mais importantes na biologia molecu-
lar, onde sequências de DNA (DeoxyriboNucleic Acid), de RNA (RiboNucleic Acid) ou
proteínas precisam ser comparadas para determinar sua similaridade, inferir a história evo-
lucionária entre elas ou prever alguma função biológica. Sequências biológicas possuem
regiões conservadas que podem representar origem comum ou função biológica similar.
Uma forma de representar essas regiões conservadas é usando expressões regulares. O ali-
nhamento por restrição de expressão regular permite comparar duas sequências quando
é de interesse manter uma região conservada numa parte contínua do alinhamento, tal
que duas subsequências que pertencem a linguagem da expressão regular, uma de cada
sequência, encontram-se alinhadas.
Bancos de dados, como o PROSITE, armazenam listas de motivos ou padrões que
caraterizam famílias e domínios de proteínas. O problema do alinhamento restrito por
expressão regular (RECSA: Regular Expression Constrained Sequence Alignment) foi pro-
posto no ano de 2005 por Arslan [3]. Motivos ou padrões descritos em PROSITE podem
ser representados por expressões regulares e usados como restrições para o problema
RECSA. Na solução proposta por Arslan para o problema RECSA é usado um autômato
sem transições vazias equivalente à expressão regular.
Neste trabalho estudamos a representação de padrões PROSITE com expressões re-
gulares e autômatos, com a intenção de construir autômatos sem transições vazias mais
compactos e reduzir a complexidade de tempo da solução do problema RECSA quando é
usado um padrão PROSITE como restrição (problema RECSA/PROSITE).
1.1 A pesquisa em relação à arte
Ao momento de começar esta pesquisa foram encontrados na literatura apenas os trabalhos
de Arslan [3], Chung et al. [23] e Kucherov et al. [10] que propuseram soluções para o
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problema do alinhamento restrito RECSA. Nesta pesquisa nós estudamos a solução de
Arslan considerando que a restrição é especificamente um padrão PROSITE, e formulamos
algumas construções que melhoram o tempo de execução desse algoritmo.
Considerando duas sequências de comprimento n sobre o alfabeto Σ e um padrão
PROSITE com k elementos simples representado por um autômato finito determinístico
(DFA) equivalente com eD estados e por um autômato finito não-determinístico (NFA)
equivalente com eN estados. A solução de Arslan para o problema RECSA é um algoritmo
que executa no tempo O(n2e2D) no caso de se usar um DFA e no tempo O(n
2e4N |Σ|
2) no
caso de se usar um NFA. No ano de 2007, Chung et al. [10] apresentaram um algoritmo que
executa no tempo O(n2e3N) para o caso do NFA (o termo |Σ| foi eliminado da complexidade
no tempo de execução). No ano de 2011, Kucherov et al. [23] apresentaram um algoritmo
que executa no tempo O(n2e3N/ log(eN)) para o caso do NFA.
As soluções criadas para o problema RECSA [3, 10, 23] baseiam-se na existência de
DFAs e/ou NFAs equivalentes aos padrões PROSITE. Assim para o padrão PROSITE com
k elementos, espera-se um NFA equivalente com O(k|Σ|) estados e O(k2|Σ|3) transições
e um DFA equivalente com O(2k|Σ|) estados e O(|Σ|2k|Σ|) transições, obtidos a partir da
expressão regular equivalente com O(k|Σ|) símbolos. O uso de um DFA não garante uma
solução polinomial dado que ele pode ter número exponencial de estados em relação a k.
A solução de Arslan [3] para o caso do NFA baseia-se no uso do quadrado do número de
transições do NFA. Os tempos de execução das soluções [3, 10, 23] usando um NFA são
Θ(n2k4|Σ|6), Θ(n2k3|Σ|3) e Θ(n2k3|Σ|3/ log(k|Σ|)) respectivamente.
Neste trabalho, apresentamos um algoritmo para construção de um NFA sem transi-
ções vazias equivalente a um padrão PROSITE com O(k) estados e O(k|Σ|) transições e
usando esse NFA propormos um algoritmo para o problema RECSA restrito por padrão
PROSITE com um tempo de execução O(n2k2) e Ω(n2). Na Figura 1.1 é apresentado
um gráfico comparativo em escala logarítmica do tempo de computação entre as soluções
existentes para o alinhamento restrito [3, 10, 23] e nossa solução.
1.2 Organização da dissertação
Esta dissertação está dividida em cinco capítulos e dois apêndices. Neste capítulo de
introdução, relatamos brevemente alguns resultados da literatura em relação ao problema
do alinhamento restrito por expressão regular e os comparamos em alto nível com nossos
resultados. No Capítulo 2, introduzimos uma serie de notações e definições básicas, estu-
damos expressões regulares, autômatos e suas equivalências, revisamos alguns algoritmos
para busca em sequências usando autômato e estudamos o alinhamento de sequências.
No Capítulo 3, é estudada a construção de autômatos equivalentes a expressões regulares
e a padrões PROSITE. No Capítulo 4, estudamos o problema e a solução do alinhamento
restrito por expressão regular proposto por Arslan, apresentamos uma melhoria na so-
lução do alinhamento restrito usando padrões PROSITE e propomos uma solução ainda
melhor usando um pré-processamento. No Capítulo 5, são apresentadas as conclusões
deste trabalho. No Apêndice A, incluímos alguns complementos teóricos, revisamos os
algoritmos clássicos para busca de sequências o algoritmo de Boyer-Moore e o algoritmo
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Figura 1.1: Gráfico comparativo entre os tempos de computação esperados das soluções
existentes para o alinhamento restrito e nossa solução. O eixo do tempo é apresentado
em escala logarítmica. n é considerado constante e Σ = 20.
KMP. No Apêndice B, incluímos detalhes das implementações realizadas nessa pesquisa




Hopcroft e Ullman [17] apresentam um compêndio de conceitos e definições sobre a teoria
de autômatos e linguagens. Essas ideias foram usadas para construir as definições que
serão usadas neste texto.
2.1 Definições básicas
Um alfabeto finito Σ é um conjunto finito de símbolos. Uma cadeia ou sequência sobre
Σ é uma sucessão finita de símbolos de Σ e uma linguagem sobre Σ é um conjunto de
cadeias sobre Σ. Por exemplo, ATCGAATT é uma sequência sobre o alfabeto Σ = {A,T,G,C}.
O tamanho de uma cadeia s, denotado por |s|, é o número de símbolos de s. Dessa
forma, para s = ATCGAATT temos que |s| = 8. Uma cadeia vazia não contém símbolos e é
representada por ǫ, em consequência |ǫ| = 0.
O j-ésimo símbolo de uma cadeia s é representado por s[j], com 1 ≤ j ≤ |s|.
A concatenação de duas cadeias s e t é uma nova cadeia, representada por st, que é
formada pelos símbolos da cadeia s seguidos pelos símbolos da cadeia t.
Uma subcadeia de s é representada por s[i, j] tal que s[i, j] = s[i]s[i+ 1]...s[j − 1]s[j],
se i ≤ j e s[i, j] = ǫ, se i > j. Por exemplo, se s = CATGTTTA, temos que s[3, 6] = TGTT.
Para uma cadeia s com |s| = n, um prefixo é uma subcadeia da forma s[1, k] e um
sufixo é uma subcadeia da forma s[k, n], com 1 ≤ k ≤ n.
Para uma cadeia s, sR é s[|s|]s[|s| − 1]...s[2]s[1], denominada a cadeia reversa de s.
Se Σ é um alfabeto, definimos Σk como o conjunto de todas as cadeias de tamanho k
sobre Σ. Então Σ0 = {ǫ} para qualquer alfabeto Σ. Assim, para Σ = {0, 1}, temos que
Σ1 = {0, 1}, Σ2 = {00, 01, 10, 11} e Σ3 = {000, 001, 010, 011, 100, 101, 110, 111}.
O conjunto de todas as cadeias sobre um alfabeto Σ é representado por Σ∗. Note
que Σ∗ = Σ0 ∪ Σ1 ∪ Σ2 ∪ Σ3... O conjunto de todas as cadeias não-vazias sobre Σ é
Σ+ = Σ1 ∪ Σ2 ∪ Σ3... É claro que Σ∗ = Σ+ ∪ {ǫ}. Se Σ é um alfabeto e L ⊆ Σ∗, então L
é chamado de linguagem sobre Σ.
O símbolo “-” é usado para representar um espaço numa cadeia. Denotamos o alfabeto
ampliado Σ− como Σ− = Σ ∪ {-}. Assim a inserção de espaços numa sequência sobre o
alfabeto Σ resulta numa nova sequência sobre o alfabeto Σ−. Por exemplo, AT-CGAAT-T é
uma sequência sobre o alfabeto Σ− = {A,T,G,C,-}, resultante da inserção de dois espaços
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na sequência ATCGAATT sobre Σ = {A,T,G,C}.
Sejam L, L1 e L2 linguagens sobre Σ. A concatenação de L1 e L2 denotada por L1L2 é o
conjunto {xy | x ∈ L1 e y ∈ L2}. Definimos L0 = {ǫ} e Li = LLi−1 para i ≥ 1. O fecho de
Kleene de L, denotado por L∗, é o conjunto L∗ =
⋃∞
i=0 L
i e o fecho positivo de L, denotado
por L+, é o conjunto L+ =
⋃∞
i=1 L
i. Por exemplo, se L1 = {10, 1} e L2 = {011, 11} então
L1L2 = {10011, 1011, 111}. Também {10, 11}∗ = {ǫ, 10, 11, 1010, 1011, 1110, 1111, ...}.
Dado um conjunto Q, denotamos por 2Q ao conjunto de todos os subconjuntos de Q.
2.2 Expressões regulares e autômatos finitos
Nesta seção formalizamos a ideia de expressão regular. Definimos o autômato finito
determinístico ou DFA, o autômato finito não-determinístico ou NFA, o autômato finito
não-determinístico com transições vazias ou ǫ-NFA, e estudamos diversas equivalências
entre autômatos e expressões regulares.
2.2.1 Expressão Regular
Definição 2.1 (Expressão Regular). Uma expressão regular sobre um alfabeto Σ pode
ser definida recursivamente:
• ∅ é uma expressão regular e denota a linguagem vazia.
• ǫ é uma expressão regular e denota a linguagem {ǫ}.
• Para cada a ∈ Σ, a é uma expressão regular e denota a linguagem {a}.
• Se r e s são expressões regulares que denotam as linguagens R e S respectivamente,
então (r|s), (rs), (r∗) são expressões regulares que denotam as linguagens R∪S,RS,
e R∗, respectivamente.
Seja R uma expressão regular. Então L(R) representa a linguagem definida por R.
Por exemplo, para R = A(C*)(S|T) a linguagem L(R) é o conjunto {AS, AT, ACS, ACT,
ACCS, ACCT, ...}.
Denotamos por |R| o número de símbolos usados para representar a expressão regular
R. Por exemplo, para R = A(C*)(S|T), temos que |R| = 10.
Ao escrever uma expressão regular é possível omitir alguns parênteses se assumimos
a seguinte regra de precedência: o fecho de Kleene possui a maior prioridade, depois a
concatenação e por fim a alternância. Assim a expressão regular A(C*)(S|T) pode ser
escrita como AC*(S|T).
A expressão regular a|ǫ representa zero ou um símbolo a, e será denotada por a?. Da
mesma maneira aa* representa uma ou mais repetições do símbolo a, e será denotada por
a+.
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2.2.2 DFA
Definição 2.2 (DFA). Um autômato finito determinístico ou DFA é uma quíntupla
(Q,Σ, δ, q0, F ) onde:
• Q é um conjunto finito e não-vazio de estados,
• Σ é um alfabeto,
• δ: Q× Σ→ Q é a função de transição, uma função total,
• q0 ∈ Q é o estado inicial,
• F ⊆ Q é o conjunto dos estados finais ou de aceitação.
Para descrever o funcionamento do autômato com cadeias, definimos δˆ : (Q×Σ∗)→ Q
que estende a definição de δ para obter um estado depois de ler uma cadeia.
Definição 2.3 (δˆ).
i) δˆ(q, ǫ) = q
ii) δˆ(q, wa) = δ(δˆ(q, w), a), para todo w ∈ Σ∗ e a ∈ Σ
A parte (i) estabelece que não há transição sem consumir símbolo. A parte (ii)
estabelece como encontrar o estado seguinte depois de ler a cadeia não-vazia wa.
Uma cadeia x é aceita pelo autômato M = (Q,Σ, δ, q0, F ) se δˆ(q0, x) = p para algum
p ∈ F . A linguagem aceita por M é L(M) = {x | δˆ(q0, x) ∈ F}. Dizemos que uma
linguagem é um conjunto regular se ela é aceita por algum DFA.
A Figura 2.1 mostra o autômato M com Q = {q0, q1, q2, q3}, Σ = {A,T,G,C}, F = {q2}
e δ definido pela tabela da Figura 2.1. M aceita as sequências {G, AT, CG, CAT, CCG, CCAT,
...}. A sequência CCAT é aceita pela sucessão de estados: q0q0q1q2. Como δˆ(q0,CCAT) =





















δ A T G C
q0 q1 q3 q2 q0
q1 q3 q2 q3 q3
q2 q3 q3 q3 q3
q3 q3 q3 q3 q3
Figura 2.1: Autômato finito determinístico.
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Se uma sequência y não pertence à linguagem L(M), então não existe nenhuma sequên-
cia de transições que partindo do estado inicial q0 e consumido y alcance algum estado
final de M. Assim, no DFA da Figura 2.1, se a sequência TG é consumida, então neces-
sariamente os estados percorridos são: q0q3q3. Como a função δ é uma função total cada
sequência consumida pelo DFA está associada a uma única sucessão de estados. O estado
q3 de M não é um estado final e ele é o estado alcançado em todos os casos que uma
sequência não pertence à linguagem L(M), nesse sentido chamamos ao estado q3 como
um estado de não-aceitação.
Para maior simplicidade na representação de um DFA são considerados apenas os
estados que permitem alcançar um estado final, em tal sentido o estado q3 do DFA da
Figura 2.1 pode ser ignorado nos desenhos. Como a definição formal de δ é uma função
total, qualquer transição não explicitada subentende um estado de não-aceitação como
q3. A Figura 2.2 mostra o DFA da Figura 2.1 sem considerar o estado de não-aceitação
q3. A função δ pode ser definida explicitamente por






δ A T G C
q0 q1 q2 q0
q1 q2
q2
Figura 2.2: Autômato finito determinístico sem considerar o estado de não-aceitação q3.
2.2.3 NFA
O autômato finito não-determinístico ou NFA é um formalismo que basicamente segue as
mesmas ideias do DFA, exceto que a função de transição leva a um conjunto de estados.
Definição 2.4 (NFA). Um NFA é uma quíntupla (Q,Σ, δ, q0, F ), onde:
• Q é um conjunto finito e não-vazio de estados,
• Σ é um alfabeto,
• δ : Q× Σ→ 2Q é a função de transição, uma função total,
• q0 ∈ Q é o estado inicial,
• F ⊆ Q é o conjunto dos estados finais ou de aceitação.
Definição 2.5 (δˆ para NFA’s). A função δˆ é definida:
i) δˆ(q, ǫ) = {q}
ii) δˆ(q, wa) = {p | para algum estado r em δˆ(q, w), p ∈ δ(r, a)}
iii) δˆ(P,w) = ∪q∈P δˆ(q, w), P ⊆ Q
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A parte (i) estabelece que não há transição sem consumir símbolo. A parte (ii)
estabelece que, começando no estado q e lendo a cadeia wa, o NFA chega ao estado p se
e somente se um dos estados possíveis depois de ler w é r, e desse r pode-se alcançar p
consumindo a. A parte (iii) estende a definição de δˆ para conjuntos de estados.
Observe que a função δˆ recebe na entrada uma cadeia e obtém um conjunto de estados
após consumir a entrada.
Seja o NFA M = (Q,Σ, δ, q0, F ). Se existe alguma sequência de transições tal que
δˆ(q0, x) ∩ F 6= ∅ então a cadeia x é aceita por M. A linguagem aceita por M é L(M) =
{w | δˆ(q0, w) contém algum estado em F}.
Na Figura 2.3 é mostrado um NFA que aceita a linguagem L = {w ∈ Σ∗ | w possui







A,T,C,G A,T,C,G δ A T C G
q0 {q0, q1} {q0, q2} {q0} {q0}
q1 {qf} ∅ ∅ ∅
q2 ∅ {qf} ∅ ∅
qf {qf} {qf} {qf} {qf}
Figura 2.3: NFA:({A,T,G,C},{q0, q1, q2, qf},δ, q0, {qf}).
Ainda que DFA e NFA possuam definições distintas, Rabin e Scott no ano de 1959
[29] provaram que todo NFA tem um DFA equivalente que aceita a mesma linguagem.
2.2.4 ǫ-NFA
Um ǫ-NFA é um autômato que é capaz de realizar transições vazias. Uma transição vazia
é uma transição de estado sem consumir um símbolo. Uma transição vazia é chamada de
ǫ-move.
Definição 2.6 (ǫ-NFA). Um ǫ-NFA é uma quíntupla (Q,Σ, δ, q0, F ), onde:
• Q é um conjunto finito e não-vazio de estados,
• Σ é um alfabeto,
• δ : Q× (Σ ∪ {ǫ})→ 2Q é a função de transição, uma função total,
• q0 ∈ Q é o estado inicial,
• F ⊆ Q é o conjunto dos estados finais ou de aceitação.
O uso de transições vazias nos ǫ-NFAs cria a necessidade de definir a função fecho-ǫ,
que permite calcular o conjunto de estados aos quais pode-se chegar sem consumir sím-
bolos.
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Definição 2.7 (fecho-ǫ(q)).
i) fecho-ǫ(q) = {p | p é um estado alcançável por uma ou mais transições
vazias partindo de q, q ∈ Q}
ii) fecho-ǫ(P ) = ∪q∈Pfecho-ǫ(q), P ⊆ Q
A função δ do ǫ-NFA pode ser estendida para ser usada sobre um conjunto de estados,
assim, δ(R, a) = ∪q∈Rδ(q, a), R ⊆ Q.
A função δˆ é definida para ser usada sobre uma cadeia. Assim δˆ(q, w) são todos os
estados p ∈ Q alcançáveis após consumir a cadeia w no ǫ-NFA partindo do estado q.
Definição 2.8 (δˆ para ǫ-NFAs).
i) δˆ(q, ǫ) = fecho-ǫ(q), para q ∈ Q
ii) δˆ(q, wa) = fecho-ǫ(P ),
onde P = {p | p ∈ δ(r, a) para algum estado r em δˆ(q, w)},
para q ∈ Q, w ∈ Σ∗ e a ∈ Σ
iii) δˆ(R,w) = ∪q∈Rδˆ(q, w), para R ⊆ Q e w ∈ Σ
∗
A parte (i) estabelece o conjunto de estados alcançáveis com transições vazias a partir
de q, é o caso base da definição recursiva em (ii). (ii) define recursivamente δˆ para ser
aplicado ao consumir a cadeia wa, que define o conjunto de estados alcançáveis depois de
ter consumido wa partindo do estado q. (iii) estende a definição de δˆ para um conjunto
de estados.
O uso dos ǫ-moves facilita a construção de autômatos. A inclusão de ǫ-moves no
autômato não aumenta o poder de representação de linguagens e qualquer ǫ-NFA pode
ser representado por um DFA. Por exemplo, o autômato que representa a linguagem
L = {w ∈ Σ∗ | w possui AA ou TT como subcadeia} sobre Σ = {A,T,G,C}, pode ser
construído a partir dos NFA’s para as linguagens L1 = {w ∈ Σ∗ | w possui AA como
subcadeia} e L2 = {w ∈ Σ∗ | w possui TT como subcadeia}. Essa construção é feita pela
união de L1 e L2 usando ǫ-moves, tal como se mostra na Figura 2.4.
Como um NFA não contém ǫ-moves, para tornar esse fato explícito, todo NFA pode ser
chamado de ǫ-free NFA. Na Figura 2.3 mostra-se um ǫ-free NFA equivalente ao ǫ-NFA
da Figura 2.4.c.
2.2.5 Equivalências entre autômatos
DFA, NFA, ǫ-NFA e expressão regular possuem o mesmo poder de representatividade de
linguagens. Hopcroft e Ullman [17] apresentam a prova desse fato, assim como também
alguns processos de construção que permitem encontrar equivalências entre esses forma-
lismos. As equivalências entre esses formalismos não são triviais, Hopcroft e Ullman [17]
mostraram as provas dos seguintes teoremas:
1. Seja L uma linguagem aceita por um NFA, então existe um DFA que aceita L
(Teorema 2.1 [17]).
2. Se L é aceita por um ǫ-NFA, então L é aceita por um NFA (Teorema 2.2 [17]).
























Figura 2.4: (a) NFA para L1 = {w ∈ Σ∗ | w possui AA como subcadeia}. (b) NFA
para L2 = {w ∈ Σ∗ | w possui TT como subcadeia}. (c) Construção do ǫ-NFA para
L = {w ∈ Σ∗ | w possui AA ou TT como subcadeia} usando ǫ-moves e os autômatos (a) e
(b).
3. SejaR uma expressão regular, então existe um ǫ-NFA que aceita a mesma linguagem
de R (construção de Thompson, Teorema 2.3 [17]).
4. Se a linguagem L é aceita por um DFA, então L pode ser definida por uma expressão
regular (Teorema 2.4 [17]).










Figura 2.5: Equivalências entre os formalismos NFA, ǫ-NFA, DFA e RE (expressão regu-
lar) [17].
Em particular, estamos interessados na transformação de uma expressão regular para
um autômato com o menor número de estados e transições possíveis.
NFA equivalente a um ǫ-NFA
O Teorema 2.2 de [17] afirma que para todo ǫ-NFA existe um ǫ-free NFA equivalente, ou
seja, dado um ǫ-NFA que aceita a linguagem L, então existe um ǫ-free NFA que aceita a
mesma linguagem.
Seja o ǫ-NFA E = (Q,Σ, δ, q0, F ), vamos a construir o ǫ-free NFAM = (Q,Σ, ϑ, q0, G),
onde:
• ϑ(q, x) = δˆ(q, x) para todo q ∈ Q e x ∈ Σ.
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• G =
{
F ∪ {q0} se fecho-ǫ(q0) ∩ F 6= ∅
F em outro caso.
A prova da equivalência entre E e M é mostrada por Hopcroft e Ullman [17]. A ideia
para essa construção é substituir os ǫ-moves por transições simples (não ǫ-moves). No
processo de aceitação do ǫ-NFA, um ǫ-move pode ser considerado como uma forma de
adicionar estados alcançados depois de consumir algum símbolo do alfabeto. Note que
a construção do ǫ-free NFA não adiciona estados no autômato construído, mas adiciona
transições.
Na Figura 2.6, na parte (a) é mostrado um ǫ-NFA com dois ǫ-moves e na parte (b)
o ǫ-free NFA construído a partir do ǫ-NFA da parte (a). Os autômatos mostrados são





























q0 q0q1 q1q2 q2q3 q3q4 q4q5 q5
Figura 2.6: ǫ-NFA e NFA equivalentes a R = (A|T)(A|T|C|G)?(A|T|C|G)?CG.
No autômato da Figura 2.6 parte (a), partindo do estado q0 após consumir o símbolo
A o estado q1 é alcançado e a existência de ǫ-moves permite alcançar também os estados q2
e q3, da mesma forma, partindo de q1 após consumir o símbolo C o estado q2 é alcançado
e pelos ǫ-moves também os estados q3 e q4 são alcançados. O uso da função δˆ na definição
de ϑ permite adicionar os estados alcançáveis pelos ǫ-moves. No exemplo anterior, para o
estado q0 temos que δ(q0,A) = {q1}, mas δˆ(q0,A) = {q1, q2, q3}, para o estado q1 temos que
δ(q1,C) = {q2}, mas δˆ(q1,C) = {q2, q3, q4}. Assim mesmo, partindo de q0 após consumir AC
os estados q2, q3 e q4 são alcançados, dado que δˆ(q0,AC) = {q2, q3, q4}.
No caso em que o autômato aceita a cadeia vazia e q0 não é estado final, existem
ǫ-moves saindo de q0 até algum estado final. Nesse caso, pode não existir uma transição
que alcance q0 e permita substituir o ǫ-move com o uso da função ϑ. Para considerar esse
caso, q0 é incluído como estado final no novo autômato. Essa condição é representada na
primeira linha de definição de G.
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Na Figura 2.7 parte (a) se mostra um ǫ-NFA que possui dois ǫ-moves. Um ǫ-free NFA
equivalente é mostrado na parte (b). Para o estado q0, como δˆE(q0,A) = {q2} e não existem
mais símbolos para consumir desde q0, ao vez do ǫ-move que sai dele é considerada uma
nova transição consumindo A. Para o estado q2, temos que δˆE(q2,T) = {q3, q4}, então são
consideradas duas novas transições não-vazias ao vez do ǫ-move.
ǫǫ A Tq0 q1 q2 q3 q4
δE A B ǫ
q0 ∅ ∅ {q1}
q1 {q2} ∅ ∅
q2 ∅ {q3} ∅
q3 ∅ ∅ {q4}













Figura 2.7: (a) Um ǫ-NFA. (b) ǫ-free NFA equivalente ao ǫ-NFA (a).
Note que os estados q1 e q3 podem ser eliminados do ǫ-free NFA na parte (b), dado
que q1 não pode ser alcançado por nenhum estado partindo do estado inicial q0 e q3 nunca
pode levar a um estado de aceitação.
Implementação
Detalhes de implementação podem ser encontrados no Apêndice B.1.
Complexidade do número de estados e transições
Sejam E = (Q,Σ, δ, q0, F ) um ǫ-NFA e M = (Q,Σ, ϑ, q0, G) o ǫ-free NFA equivalente a E
construído tal como definido previamente.
Como |Q| é o mesmo nos dois autômatos, então o número de estados de M é igual ao
número de estados de E.
Nas transições, o pior caso acontece quando a função δˆ(q, x) retorna o conjunto Q.
Cada estado pode ter até |Σ|Q transições. Então, no total podem-se criar até |Σ||Q|2
transições.
A Figura 2.8 parte (b) mostra o ǫ-free NFA construído a partir do ǫ-NFA mostrado
na parte (a). O número de estados é mantido no ǫ-free NFA, mas pode-se observar que
o número de transições teve um acréscimo considerável, as transições no ǫ-NFA são 15 e
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no ǫ-free NFA são 34. Note que o número de transições no ǫ-free NFA é quadrático em













































































Figura 2.8: (a) ǫ-NFA equivalente a R = (AC|AT)TA?. (b) ǫ-free NFA construído a partir
do ǫ-NFA da parte (a).
DFA equivalente a um NFA
O Teorema 2.1 de [17] afirma que, dado um ǫ-free NFA que aceita a linguagem L, então
existe um DFA que aceita L. A prova desse teorema é feita pela construção do DFA. Seja
o ǫ-free NFA N = (Q,Σ, δ, q0, F ), constrói-se o DFA D = (P,Σ, ϑ, p0, G), onde:
• P = 2Q
• ϑ(p, x) = δ(p, x), para todo p ∈ P
• G = {p | p ∈ P e p ∩ F 6= ∅}
• p0 = {q0}
A Figura 2.9 mostra o ǫ-free NFA N equivalente à expressão regular R = (AC)|(AG),
definido como N = (Q,Σ, δ, q0, F ). Na Seção A.1 do apêndice apresentamos o detalhe
da construção do DFA D equivalente ao NFA N segundo essa construção. A Figura 2.10
mostra o DFA D.
Implementação
Detalhes de implementação podem ser encontrados no Apêndic
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Q = {q0, q1.q2, q3}
Σ = {A,T,G,C}










Figura 2.9: ǫ-free NFA para R = (AC)|(AG).







Figura 2.10: DFA equivalente simplificado para R = (AC)|(AG).
Complexidade do número de estados e transições
Sejam N = (Q,Σ, δ, q0, F ) um ǫ-free NFA e D = (P,Σ, ϑ, p0, G) o DFA equivalente a N
construído tal como definido previamente. Considerando que n = |Q|, pela construção
|P | = 2n. Cada estado pi do DFA D pode ter |Σ| transições produzidas por ϑ(pi, x) com
x ∈ Σ. Então os |P | estados de D podem produzir no máximo |P ||Σ| = 2n|Σ| transições.
DFA equivalente a um ǫ-NFA
Rabin e Scott no ano de 1959 desenvolveram as ideias para construir um DFA equivalente
a um ǫ-NFA [29]. Nesta construção é necessário usar as funções fecho-ǫ e δˆ definidas para
os ǫ-NFAs.
Dado o ǫ-NFA E = (Q,Σ, δ, q0, F ) constrói-se o DFA D = (P,Σ, ϑ, p0, G) onde:
• P = 2Q
• ϑ(p, x) = δˆ(p, x), para todo p ∈ P
• G = {p | p ∈ P e p ∩ F 6= ∅}
• p0 = fecho-ǫ(q0)
A existência de ǫ-moves no autômato estende a definição do estado inicial do DFA
para p0 = fecho-ǫ(q0), dado que desde o estado q0 é possível alcançar outros estados sem
consumir símbolos do alfabeto.
Na Figura 2.11 mostra-se uma versão em alto nível do algoritmo de Rabin e Scott.
O algoritmo usa uma lista dfa-states para armazenar os estados do DFA que vão sendo
encontrados no processo. Cada estado adicionado na lista é marcado como não processado.
Começa-se adicionando p0 na lista de estados de D. Para cada estado p da lista marcado
como não processado e para todo x ∈ Σ encontra-se r = δˆ(p, x). Observe que r ∈ P .
Logo, se r não é vazio e r não está na lista, então r é adicionado na lista. A transição de
p até r é adicionada na tabela de transições de D e r é marcado como processado.
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Input: ǫ-NFA E = (Q, Σ, δ, q0, F )
Output: DFA D = (P, Σ, ϑ, p0, G)
1 begin
2 ϑ   ∅
3 G   ∅
4 p0   fecho-ǫ(q0)
5 Marcar p0 como não-processado
6 dfa-states   {p0}
7 while existe p não processado e pertencente a dfa-states do
8 foreach x ∈ Σ do
9 r   δˆ(p, x)
10 if r 6= φ and r /∈ dfa-states then
11 dfa-states   dfa-states ∪ {r}
12 Marcar r como não-processado
13 if r ∩ F 6= ∅ then
14 G   G ∪ {r}
15 end
16 end
17 ϑ   ϑ ∪ {p  r}
18 end
19 Marcar p como processado
20 end
21 P   dfa-states
22 end
Figura 2.11: Algoritmo para construção de um DFA equivalente a um ǫ-NFA.
Por exemplo, vamos a construir o DFA equivalente para o ǫ-NFA mostrado na Fi-
gura 2.12 parte (a). O ǫ-NFA aceita a linguagem da expressão regular R = (AC)|(AG).
Como fecho-ǫ(q0) é {q0, q1, q2}, então p0 = {q0, q1, q2}. p0 é adicionado na lista de
estados do DFA e marcado como não processado.
Começa-se processando p0. Como δˆ(p0,A) = {q3, q4, q5, q6}, então p1 = {q3, q4, q5, q6}.
O estado p1 é adicionado na lista. A transição p0 → p1 é adicionada na tabela de transições
do DFA. Como δˆ(p0,T) = δˆ(p0,C) = δˆ(p0,G) = ∅, não existem transições nem outros estados
para adicionar na lista. Logo p0 é marcado como processado.
Para p1, encontra-se p2 = δˆ(p1,C) = {q7, q9}. A transição p1 → p2 é adicionada. O
estado p2 é adicionado na lista. Em seguida, encontra-se p3 = δˆ(p1,G) = {q8, q9}. A
transição p1 → p3 é adicionada. O estado p3 é adicionado na lista. Como δˆ(p1,A) =
δˆ(p0,T) = ∅, então não existem transições nem outros estados para adicionar na lista.
Logo, p1 é marcado como processado.
Como δˆ(p2, x) = δˆ(p3, x) = ∅ para todo x ∈ {A,T,G,C} e a lista não tem mais estados
não processados, então o processo termina.
A parte (b) da Figura 2.12 mostra o DFA construído.
































Figura 2.12: Construção do DFA para R = (AC)|(AG).
Implementação
Detalhes de implementação podem ser encontrados no Apêndice B.2.
Complexidade do número de estados e transições
Sejam E = (Q,Σ, δ, q0, F ) um ǫ-NFA e D = (P,Σ, ϑ, p0, G) o DFA construído pelo algo-
ritmo anterior tal que L(E) = L(D). Considerando que n = |Q|, pela construção, no pior
caso temos que |P | = 2n, então |P | = O(2n).
Como num DFA cada estado pode ter no máximo |Σ| transições. Então o número
de transições de D no pior caso é |P ||Σ| = 2n|Σ|. Logo o número de transições de D é
O(|Σ|2n).
Por exemplo, a Figura 2.13 parte (a) mostra o ǫ-NFA equivalente à expressão regular
R1 = (A|T)*A(A|T), e a parte (b) o DFA construído para R1 baseado no ǫ-NFA (a).
A parte (c) mostra o ǫ-NFA equivalente a R2 = R1(A|T). Em (d) é mostrado o DFA
equivalente a (c). Nesta figura, pode-se observar que o número de estados do DFA (d) é
quase o dobro do DFA (b).
A Tabela 2.1 mostra o número de estados e transições das expressões regulares for-
madas adicionando (A|T) na expressão regular anterior: Ri = Ri−1(A|T). Onde pode-se
observar a natureza exponencial do DFA construído em relação ao seu ǫ-NFA.
Minimização de um DFA
A minimização de um DFA é estudado na literatura com o objetivo de construir um
DFA mais compacto a partir de outro DFA. O Teorema 3.10 de [17] afirma que existe


































































Figura 2.13: (a) ǫ-NFA equivalente a R1 = (A|T)*A(A|T). (b) DFA equivalente a (a).
(c) ǫ-NFA equivalente a R2 = R1(A|T). (d) DFA equivalente a (c).
Tabela 2.1: Número de estados (E) e transições (T) comparativo entre ǫ-NFA e DFA.
Expressão Regular
ǫ-NFA DFA
E T E T
R1 (A|T)*A(A|T) 16 19 5 10
R2 (A|T)*A(A|T)(A|T) 22 26 9 18
R3 (A|T)*A(A|T)(A|T)(A|T) 28 33 17 34
R4 (A|T)*A(A|T)(A|T)(A|T)(A|T) 34 40 33 66
R5 (A|T)*A(A|T)(A|T)(A|T)(A|T)(A|T) 40 47 65 130
R6 (A|T)*A(A|T)(A|T)(A|T)(A|T)(A|T)(A|T) 46 54 129 258
R7 (A|T)*A(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T) 52 61 257 514
R8 (A|T)*A(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T) 58 68 513 1026
R9 (A|T)*A(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T) 64 75 1025 2050
R10 (A|T)*A(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T)(A|T) 70 82 2049 4098
um autômato mínimo e que ele é único. Detalhes dessa construção são apresentados no
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Apêndice A.2.
2.3 Busca em sequências
São chamadas de operações de edição sobre uma sequência: a inserção de um símbolo
na sequência, a remoção de um símbolo da sequência, e a substituição de um símbolo da
sequência por outro símbolo.
Dadas duas sequências s e t sobre o alfabeto Σ, chamamos de distância de edição entre
s e t ao número mínimo de operações de edição que devem ser feitas sobre a sequência s
para obter a sequência t.
Uma sequência é chamada de texto se é a sequência onde se realizará a busca. Uma
sequência é chamada de padrão se é a sequência procurada como subcadeia no texto.
Dados um texto t e um padrão p definimos os problemas:
• Casamento exato (exact matching): o problema consiste em encontrar todas as
ocorrências do padrão p como subcadeia de t.
• Casamento aproximado (approximate matching): o problema consiste em encontrar
todas as subcadeias de t que tenham uma distância de edição menor ou igual a k
com o padrão p.
Definição 2.9 (Casamento exato de sequência). Dados um texto t e um padrão p,
ambas sequências sobre o alfabeto Σ, com |t| = n e |p| = m, definimos como casamento
exato de sequência o problema de encontrar todos os valores i, tal que, p = t[i, i+m− 1].
Quando no casamento exato ou aproximado o padrão é uma sequência, então o pro-
blema é denominado casamento de sequências (string matching). No entanto, o padrão
pode ser estendido para representar uma linguagem. Se o padrão é representado por uma
expressão regular, gramática ou algum outro formalismo que represente uma linguagem,
então o problema é chamado de casamento de padrões (pattern matching).
Definição 2.10 (Casamento exato de padrão). Dados um texto t e um padrão p que
representa a linguagem L(p), definimos como casamento exato de padrão o problema de
encontrar todos os valores i e j, tal que, t[i, i+ j − 1] ∈ L(p).
Neste trabalho estamos interessados no casamento exato, quando o padrão é repre-
sentado por uma expressão regular. Chamamos a esse problema casamento exato de
expressão regular.
Definição 2.11 (Casamento exato de expressão regular). Dados um texto t e uma
expressão regular R que representa a linguagem L(R), definimos como casamento exato
de expressão regular ao problema de encontrar todos os valores i e j, tal que, t[i, i+j−1] ∈
L(R).
Nesta seção focamos a atenção no casamento exato de sequência usando autômato e
no casamento exato de expressão regular, ideias que serão usadas para construir a solução
do alinhamento restrito por expressão regular do Capítulo 4. Na Seção A.3 e Seção A.4
do apêndice apresentamos os algoritmos clássicos para casamento exato de sequência, o
algoritmo de Boyer-Moore e o algoritmo KMP.
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2.3.1 Algoritmo ingênuo para casamento exato de sequência
O algoritmo consiste em percorrer todas as posições do texto e verificar se o padrão ocorre
a partir de cada posição. Para cada uma das |texto| posições do texto são realizadas
|padrão| comparações. Por exemplo, para as sequências t = ATACATATACATACATATAG e










































































Figura 2.14: Algoritmo ingênuo para o casamento exato de sequência com p = ACATA e
t = ATACATATACATACATATAG.
Considerando |texto| = n e |padrão| = m, no pior caso o tempo desse algoritmo é
O(mn), dado que ele realiza (n−m+ 1)×m comparações.
2.3.2 Casamento exato de sequência usando autômato
Cormen et al. [11] (página 995) apresentam o uso de um DFA para a busca de sequências.
O DFA é construído como parte do pré-processamento do algoritmo.
Dada a cadeia de busca p, definimos a função σp : Σ∗ → {0, 1, ..., m} correspondente a
p, tal que, para uma sequência x ∈ Σ∗, σp(x) é o comprimento do maior sufixo de x que
é prefixo de p. Na Figura 2.15 é mostrada a função σp para p = ATATA e os valores de














σp(x) = 1 σp(x) = 2 σp(x) = 3
ppp
xxx
Figura 2.15: Função σp : Σ∗ → {0, 1, ..., m}.
O autômato M para a busca de p é construído como M = (Q,Σ, δ, q0, F ), onde:
• Q = {0, 1, ..., m}
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• δ(q, a) = σp(p[1, q]a)
• F = {m}, um estado final
• q0 = 0, estado inicial





3 for q ← 0 to m do
4 foreach a ∈ Σ do
5 k ← min(m+ 1, q + 2)
6 repeat
7 k ← k − 1
8 until p[1, k] é prefixo de p[1, q]a




O algoritmo representa diretamente a definição dada para a função δ. Para cada
estado e para cada símbolo do alfabeto é procurado o maior prefixo possível. O tempo
desse algoritmo é O(m3|Σ|). Usando esse algoritmo, na Tabela 2.2 mostramos a função δ
obtida para o padrão p = ATATA. O cálculo da função δ pode ser realizado num tempo
menor, se usarmos as ideais do pré-processamento do algoritmo Knuth-Morris-Pratt [11]
o tempo para calcular δ pode ser melhorado para O(m|Σ|).
O algoritmo de busca usando esse autômato é apresentado em alto nível a seguir:
Input: padrão p, texto t




4 q ← 0
5 for i← 1 to n do
6 q ← δ(q, t[i])
7 if q = m then




O tempo desse algoritmo é Θ(n). O autômato construído na Tabela 2.2 é um DFA.
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Tabela 2.2: Função δ do autômato construído para o casamento de p = ATATA.
δ A T C G
0 1 0 0 0
1 1 2 0 0
2 3 0 0 0
3 1 4 0 0
4 5 0 0 0
5 1 4 0 0
Usando uma expressão regular
Outra forma de encontrar o padrão p = ATATA no texto t, pode ser projetada a partir da
expressão regular R = (A|T|C|G)*ATATA. A função δ do DFA equivalente de R pode ser
usado na busca de ATATA em t usando o mesmo algoritmo anterior.
Na Figura 2.16 é apresentado o ǫ-NFA equivalente para R = (A|T|C|G)*ATATA,
usando a construção de Thompson melhorada da Seção 3.2. Como o número de tran-
sições desse ǫ-NFA é m+ |Σ|, então o tempo de construção é O(m+ |Σ|).
Na Figura 2.17 é apresentado o DFA equivalente para R = (A|T|C|G)*ATATA, usando
a construção clássica mostrada na Seção 2.2.5, o tempo dessa construção é O(|Σ|2m).
0 1 2 3 4 5
A,T,C,G
AAA TT
Figura 2.16: NFA equivalente a R = (A|T|C|G)*ATATA.
Observa-se que o DFA obtido em tempo O(|Σ|2m) é o mesmo apresentado por Cormen
et al. [11] em tempo O(|Σ|m). A construção feita por Cormen et al. [11] mantém a
linearidade no número de estados do ǫ-NFA e do DFA no caso de expressões regulares do
tipo R = (a1|a2|...|a|Σ|) ∗ b1b2...bm, onde ai ∈ Σ e bi ∈ Σ.











Figura 2.17: DFA equivalente a R = (A|T|C|G)*ATATA.
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2.3.3 Casamento exato de expressão regular
Dada uma expressão regular qualquer, nem sempre será possível projetar um DFA em
tempo linear como foi feito para o caso da expressão regular R = (a1|a2|...|a|Σ|) ∗ b1b2...bm
usado no casamento exato de sequência. Então, o uso do DFA pode não ser apropriado
nos casos de serem obtidos DFAs com número exponencial de estados ou transições. Por
exemplo para a expressão regular R2 = (A|T|C|G)*A(A|T)(A|T)(A|T)(A|T)(A|T), na
Figura 2.18 é apresentado seu NFA equivalente com 7 estados e 15 transições.
0 1 2 3 4 5 6
A,T,C,G
A A,TA,TA,TA,TA,T
Figura 2.18: NFA equivalente a R2 = (A|T|C|G)*A(A|T)(A|T)(A|T)(A|T)(A|T) .
A Figura 2.19 mostra o mínimo DFA equivalente para R2 que possui 64 estados e 256
transições. Pode-se observar que o DFA obtido é exponencialmente mais complexo que
o seu correspondente NFA equivalente. Motivados por essa diferença de complexidade
































































Figura 2.19: DFA equivalente a R2 = (A|T|C|G)*A(A|T)(A|T)(A|T)(A|T)(A|T).
A ideia do algoritmo de busca com autômato é consumir um símbolo do texto e mudar
o estado do autômato segundo q ← δ(q, t[i]). No caso do DFA, cada novo estado após a
transição é único. No caso de usar o NFA, cada nova transição alcança um conjunto de
estados.
Seja o NFA N representado pela quíntupla (Q,Σ, δ, q0, F ), onde Q é o conjunto de
estados, Σ é o alfabeto, δ : Q×Σ→ 2Q é a função de transição, q0 ∈ Q é o estado inicial
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e F ⊆ Q é o conjunto dos estados finais. A função δ pode ser estendida para ser aplicada
num conjunto de estados. Se Q1 ← δ(Q2, a) com Q1, Q2 ∈ 2Q, então δ(Q2, a) é resolvida
como a união dos δ(qi, a), onde qi ∈ Q2.
Na Figura 2.20 é mostrado em alto nível um algoritmo de busca usando NFA. A
cada vez que um símbolo é consumido, um novo conjunto de estados é alcançado com
Q1 ← δ(Q1, t[i]).
Input: padrão p, texto t




4 Q1 ← {0}
5 for i← 1 to n do
6 Q1 ← δ(Q1, t[i])
7 if q = m then




Figura 2.20: Algoritmo de busca usando NFA.
Definição 2.12 (Estado ativo). Dado um autômato A = (Q,Σ, δ, q0, F ). Para um
processo de aceitação se desenvolvendo com uma sequência x consumida, um estado q é
chamado de ativo se e somente se q ∈ δˆ(q0, x). Todo estado q /∈ δˆ(q0, x) é chamado de
estado inativo.
Usando a Definição 2.12, observamos que, a variável Q1 usada no algoritmo de busca da
Figura 2.20 armazena o conjunto de estados ativos no processo de aceitação. A operação
Q1 ← δ(Q1, t[i]) pode ser representada em alto nível por:
1 a← t[i]
2 Q2 ← ∅
3 foreach q ∈ Q1 do
4 Q2 ← Q2 ∪ δ(q, a)
5 end
6 Q1 ← Q2
Pode-se observar que para cada estado q ∈ Q1 é retornado um conjunto de estados
δ(q, a). Cada estado retornado é produto de uma transição no NFA. O número de tran-
sições saindo de todos os estados de Q1 tem como limite superior o número total de
transições do autômato. Então, considerando T como o número de transições do NFA,
o tempo da operação Q1 ← δ(Q1, a) é O(T ). Consequentemente, o algoritmo de busca
usando um NFA executa no tempo O(nT ).
CAPÍTULO 2. DEFINIÇÕES 41
2.4 Alinhamento de sequências
Nesta seção apresentamos o problema do alinhamento de sequências, com o objetivo de
entender o alinhamento restrito por expressão regular definido por Arslan [3]. Nesse
sentido, nosso interesse é estudar o alinhamento global de duas sequências. As ideias para
construir esta seção foram baseadas no livro de Setubal e Meidanis [31].
2.4.1 Alinhamento global de duas sequências
Definição 2.13 (Alinhamento global de duas sequências: A). Sejam s e t duas
sequências sobre o alfabeto Σ e o símbolo − /∈ Σ representando um espaço, o alinhamento
global de s e t, denotado por A(s, t), são duas sequências s′ e t′ resultantes da inserção
de zero ou mais espaços nas sequências s e t respectivamente, tal que |s′| = |t′| e tal que
s′[i] e t′[i] não são simultaneamente espaços para todo 1 ≤ i ≤ |s′|.
Quando s e t estiveram claras pelo contexto, usaremos apenas A por A(s, t). Denotamos
o tamanho do alinhamento como |A(s, t)| ou |A|.
Existe mais de uma forma de construir um alinhamento. Por exemplo, para as sequên-
cias s = bbaba e t = acbaa, as sequências s′ = bbab-a- e t′ = –acbaa mostradas na
Figura 2.21 são um alinhamento. Note que |s′| = |t′| = 7 e que s′[i] e t′[i] não são
simultaneamente espaços para todo 1 ≤ i ≤ 7.
A coluna i de A é o par (s′[i],t′[i]), com 1 ≤ i ≤ |A|. A coluna i de A(s, t) é denotada










colunas 1 2 3 4 5 6 7
Figura 2.21: Alinhamento de duas sequências.
Para poder determinar se um alinhamento é melhor que outro, cada alinhamento é
associado a um valor numérico chamado de pontuação. Uma das formas de calcular a
pontuação de um alinhamento é usando uma função de pontuação de colunas que atribui
um valor numérico para cada coluna.
Pontuação de uma coluna. Para dar pontuação a uma coluna de A é usada uma
função γ : (Σ−,Σ−) → R que associa um valor numérico a cada par de símbolos em
Σ−. Uma das várias formas de definir a pontuação das colunas é usando uma matriz de
pontuações M que associa um valor numérico para cada par de símbolos do alfabeto Σ e
por um valor numérico constante chamado gap no caso que um desses símbolos seja um
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espaço. Por exemplo,
M =
a b c d
a 4 -2 -2 -2
b -2 4 -2 -2
c -2 -2 4 -2
d -2 -2 -2 4
, gap = −1
pode ser usado para pontuar as colunas de um alinhamento sobre o alfabeto Σ = {a, b, c, d}.
O uso da matriz e do gap na pontuação de uma coluna consideram unicamente a
coluna que está sendo pontuada. Nesse caso, a pontuação de uma coluna é independente
das outras colunas.
Pontuação de um alinhamento. Um dos critérios possíveis para pontuar um alinha-
mento é somar as pontuações de cada coluna, isso é chamado de pontuação aditiva de
colunas. Usando a pontuação aditiva de colunas e a função γ definida para pontuar uma




Por exemplo, para o alinhamento s′ = bbab-a- e t′ = –acbaa mostrado na Figura 2.21,
a pontuação é (−1) + (−1) + (4) + (−2) + (−1) + (4) + (−1) = 2





4 , se a1 = a2 (match)
−2 , se a1 6= a2 (mismatch)
−1 , se a1 = − ou a2 = − (gap)
Para duas sequências quaisquer, muitos alinhamentos podem ser obtidos, consequen-
temente cada um deles pode ter uma pontuação diferente. Na Figura 2.22 é mostrado
um alinhamento das mesmas sequências do alinhamento da Figura 2.21, mas a pontuação










γ −1−1−1−1 4 44
Figura 2.22: Um alinhamento com pontuação maior.
Definição 2.14 (Alinhamento global ótimo de duas sequências: A(s, t) ótimo).
Dadas as sequências s e t sobre o alfabeto Σ, denotamos como A(s, t) ótimo a algum
alinhamento global entre s e t com pontuação máxima.
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Duas sequências quaisquer podem ter vários alinhamentos com pontuação máxima.
A pontuação de um A(s, t) ótimo é denotado por score(s, t) ou simplesmente por score
quando s e t estiveram claras pelo contexto.
2.4.2 Algoritmo para encontrar um alinhamento global ótimo
No ano de 1970, Needleman e Wunsch [26] mostraram o uso de programação dinâmica
para encontrar o alinhamento global ótimo de duas sequências. Essa solução é formulada
usando uma recursão sobre o score(s, t).
Dado um alinhamento global ótimo A(s, t) e supondo que a = |A|, então:
score(s, t) = γ(A[1]) + γ(A[2]) + ... + γ(A[a− 1])︸ ︷︷ ︸
soma sem A[a]
+ γ(A[a])
A coluna A[a] tem apenas três valores possíveis: (s[|s|],−) ou (s[|s|], t[|t|]) ou (−, t[|t|]).
Como o score é máximo, a “soma sem A[a]” é necessariamente o score dos prefixos de s
e t usados em A[1]A[2]...A[a− 1]. Assim considerando as três únicas opções para A[a] e
o fato do score ser máximo, temos que,
score(s, t) = max

 γ(s[|s|],−) + score(s[1, |s|-1], t)γ(s[|s|], t[|t|]) + score(s[1, |s|-1], t[1, |t|-1])
γ(−, t[|t|]) + score(s, t[1, |t|-1])


A expressão anterior define uma recursão para calcular o score(s, t) considerando que
|s| > 0 e |t| > 0.
O caso base dessa recursão acontece quando pelo menos uma das sequência é vazia.
Se uma das sequências é vazia, cada símbolo da sequência não-vazia é alinhado com um










Se as duas sequências são vazias então o score do alinhamento é 0.
Considerando |s| = n e |t| = m, se T (n,m) representa o tempo gasto por um algoritmo
que implementa a recursão anterior diretamente, então T (n,m) = T (n − 1, m) + T (n −
1, m−1)+T (n,m−1)+O(m+n), onde O(m+n) é o tempo gasto na leitura das entradas,
chamadas recursivas e combinação das soluções.
A solução direta da recursão faz com que o mesmo subproblema seja resolvido várias
vezes, como ilustrado na Figura 2.23, onde o termo T (n−1, m−1) aparece repetido várias
vezes. Vários outros subproblemas se repetirão ao longo das subárvores de recursão como
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T(n-2,m) T(n-2,m-2) O(n-1+m) T(n-1,m-2) T(n,m-2) O(n+m-1)
Figura 2.23: Recursão para o A ótimo.
A repetição de cálculo mostrada anteriormente traz como consequência que uma im-
plementação recursiva direta seja uma solução ineficiente. A programação dinâmica sobre
essa recursão resolve a dificuldade de cálculo. Analisando a recursão podemos observar
que todos os subproblemas têm a forma score(s[1, k], t[1, j]), o que corresponde a calcular
o score de todo par de prefixos de s e t.
O número total de pares de prefixos existentes entre s e t é (n+ 1)× (m+ 1). Orga-
nizando adequadamente esses pares, é possível usar uma matriz M de tamanho (n+1)×
(m+1) para armazenar o score de cada um desses pares de prefixos. A Figura 2.24 mos-
tra como é organizada a matriz M . São mostrados os scores dos casos base da recursão:
primeira linha e primeira coluna para um valor gap = −2. As sequências s e t e os seus









































Figura 2.24: Matriz de programação dinâmica M de 7× 8, |s| = 6, |t| = 7 e gap = −2.
Para encontrar o score preenchemos a matriz começando pelos scores dos prefixos
menores de s e t até alcançar o score para as sequências completas. Assim M [0][0] é 0,
dado que representa o score(ǫ, ǫ). A linha zero representa os scores entre os prefixos de t
e a cadeia vazia, se a função γ associa o mesmo valor gap para todo par (espaço,símbolo),
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então M(0, j) = j × gap. A coluna zero representa os scores entre os prefixos de s e a
cadeia vazia, se a função γ associa o mesmo valor gap para todo par (símbolo,espaço),
então M(i, 0) = i× gap. Uma posição M [i][j] com i > 0 e j > 0 é calculada segundo:
M [i][j] = max


M [i− 1][j] + γ(s[i],−)
M [i− 1][j − 1] + γ(s[i], t[j])
M [i][j − 1] + γ(−, t[j])
A matriz é completada linha por linha começando na linha 1, após a linha 2 e assim por
diante. Na Figura 2.25 mostra-se a matriz M(7 × 8) preenchida, no caso das sequências
s = aaaabb e t = bbaaaab e a função γ que associa 4 para um match, −2 para um
mismatch e −4 para o gap. O score(s, t) está na posição M [6][7] e é 8. Alternativamente,

















































































Figura 2.25: Matriz de programação dinâmica, após preenchimento.
No desenvolvimento da programação dinâmica, se o valor da posição M [i − 1][j] é
usado para obter o valor da posição M [i][j], então é dito que a posição M [i − 1][j] faz
um “avanço vertical”. Se o valor da posição M [i− 1][j − 1] é usado para obter o valor da
posição M [i][j], então é dito que a posição M [i − 1][j − 1] faz um “avanço diagonal”. Se
o valor da posição M [i][j − 1] é usado para obter o valor da posição M [i][j], então é dito
que a posição M [i][j − 1] faz um “avanço horizontal”. Por exemplo, se a posição M [i][j] é
obtida pelo “avanço vertical” da posição M [i−1][j] então a última coluna do alinhamento
global ótimo dos prefixos s[1, i] e t[1, j] é o par (s[i],−).
Na Figura 2.26 são mostrados os possíveis avanços que produzem o valorM [i][j]. Cada
avanço está relacionado a um par de símbolos (a1, a2) que corresponde à última coluna
do alinhamento global ótimo dos prefixos de s e t correspondentes.
Para conhecer o avanço que produz o valor M [i][j] é necessário conhecer os valores
das 3 posições anteriores: M [i − 1][j], M [i − 1][j − 1] e M [i][j − 1]. As operações feitas
para preencher a matriz da programação dinâmica permitem recuperar o alinhamento
global ótimo. Assim começando na posição M [n][m] podemos conseguir a última coluna
do alinhamento e avançar para uma posição anterior na matriz. Aplicando esse processo
repetidamente conseguimos chegar até a posição M [0][0] e teremos recuperado todas as
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M [i][j]
M [i − 1][j − 1] M [i− 1][j]










Figura 2.26: Avanços na programação dinâmica.
colunas do alinhamento. Qualquer sequência de avanços horizontal, vertical ou diagonal
que partindo da posição M [0][0] chegue até a posição M [n][m] representa um alinhamento
global ótimo entre as duas sequências. É possível encontrar mais de uma sequência desses
avanços, consequentemente é possível ter vários alinhamentos que sejam ótimos.
Para o exemplo apresentado na Figura 2.25, na Figura 2.28 nas partes (a), (b), (c) e (d)
são mostrados os quatro alinhamentos que podem ser recuperados a partir do score(s, t) =
8 armazenado emM [6][7]. Para cada parte é mostrada a matriz da programação dinâmica
com os avanços encontrados e as sequências s′ e t′ correspondentes.
Segundo a formulação da programação dinâmica vista nos parágrafos anteriores, a
Figura 2.27 mostra um pseudocódigo em alto nível do algoritmo para preencher M . Nesse
algoritmo o preenchimento da matriz é feito linha por linha.
O cálculo do score(s, t) pelo algoritmo da Figura 2.27 pode ser feito em tempo O(nm)
usando apenas o espaço O(min(n,m)), mas a recuperação do alinhamento precisa da
matriz completa, então o algoritmo para encontrar o alinhamento global ótimo de duas
sequências usa o tempo O(mn) e o espaço O(mn). Na Figura 2.29 é mostrado um algo-
ritmo em alto nível para recuperar um alinhamento global ótimo após o preenchimento
da matriz da programação dinâmica, esse algoritmo pode ser modificado usando recursão
para mostrar todos os alinhamentos ótimos.
O alinhamento global ótimo de duas sequências pode ser encontrado no tempo O(nm)
e no espaço O(min(n,m)) usando o algoritmo de divisão e conquista [16] proposto por
Hirschberg no ano de 1975.
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Input: sequências s e t, matriz M , pontuação gap, função γ
Output: matriz M preenchida
1 begin
2 n   |s|
3 m   |t|
4 for i   0 até n do
5 M [i][0]   i×gap
6 end
7 for j   1 até m do
8 M [0][j]   j×gap
9 end
10 for i   1 até n do
11 for j   1 até m do
12 M [i][j]   M [i− 1][j] + γ(s[i],−)
13 M [i][j]   max(M [i][j],M [i − 1][j − 1] + γ(s[i], t[j]))




Figura 2.27: Algoritmo para preencher a matriz de scores dos prefixos, segundo a pro-
gramação dinâmica.
CAPÍTULO 2. DEFINIÇÕES 48
-  -  a  a  a  a  b  b 
b  b  a  a  a  a  -  b







  0   -4   -8  -12  -16  -20  -24  -28
 -4   -2   -6   -4   -8  -12  -16  -20
 -8   -6   -4   -2    0   -4   -8  -12
-12  -10   -8    0    2    4    0   -4
-16  -14  -12   -4    4    6    8    4
-20  -12  -10   -8    0    2    4   12
-24  -16   -8  -12   -4   -2    0    8
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-12  -10   -8    0    2    4    0   -4
-16  -14  -12   -4    4    6    8    4
-20  -12  -10   -8    0    2    4   12
-24  -16   -8  -12   -4   -2    0    8
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b  b  a  a  a  a  b
-  -  a  a  a  a  b  b 
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  0   -4   -8  -12  -16  -20  -24  -28
 -4   -2   -6   -4   -8  -12  -16  -20
 -8   -6   -4   -2    0   -4   -8  -12
-12  -10   -8    0    2    4    0   -4
-16  -14  -12   -4    4    6    8    4
-20  -12  -10   -8    0    2    4   12
-24  -16   -8  -12   -4   -2    0    8







  0   -4   -8  -12  -16  -20  -24  -28
 -4   -2   -6   -4   -8  -12  -16  -20
 -8   -6   -4   -2    0   -4   -8  -12
-12  -10   -8    0    2    4    0   -4
-16  -14  -12   -4    4    6    8    4
-20  -12  -10   -8    0    2    4   12
-24  -16   -8  -12   -4   -2    0    8
a  -  a  a  a  b  b 



















Figura 2.28: Sequências de avanços que geram uma pontuação global ótima.
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Input: sequências s e t, matriz M preenchida, pontuação gap, função γ
Output: alinhamento A (lista de colunas)
1 begin
2 i   |s|
3 j   |t|
4 A   lista vazia de colunas com suporte da operação de concatenação “.”
5 temp   M [i][j]
6 while i > 0 e j > 0 do
7 if temp = M [i− 1][j] + γ(s[i],−) then
8 A   (s[i],−).A
9 temp   M [i− 1][j]
10 i   i− 1
11 end
12 else if temp = M [i− 1][j − 1] + γ(s[i], t[j]) then
13 A   (s[i], t[j]).A
14 temp   M [i− 1][j − 1]
15 i   i− 1
16 j   j − 1
17 end
18 else if temp = M [i][j − 1] + γ(−, t[j]) then
19 A   (−, t[j]).A
20 temp   M [i][j − 1]





Figura 2.29: Algoritmo para recuperar um alinhamento global ótimo, depois do cálculo
dos scores de prefixos pela programação dinâmica da Figura 2.27.
Capítulo 3
Construção do autômato
A equivalência entre expressão regular e ǫ-NFA foi desenvolvida por McNaughton e Ya-
mada no ano de 1960 [25]. No ano de 1968, Thompson [34] apresentou um algoritmo de
construção de um ǫ-NFA equivalente a uma expressão regular.
A construção de Thompson é usada em diferentes áreas na computação, como anali-
sadores léxicos, algoritmos de busca, minimização de NFAs e construção de ǫ-free NFAs.
Entre os algoritmos de busca que usam como base a construção de autômatos, encontram-
se o algoritmo para o casamento exato de sequência usando autômato apresentado na
Seção 2.3.2, o algoritmo para casamento exato de expressão regular apresentado na Se-
ção 2.3.3, o algoritmo Aho-Corasick [1, 12] e os algoritmos para o alinhamento restrito
por expressão regular [3, 10, 23], que serão apresentados no Capítulo 4. A minimização
de NFAs é estudada na literatura em diversos trabalhos tais como a minimização de Xing
[35], a minimização de Béal et al. [6], o algoritmo de Brzozowski [8, 9] e o algoritmo
de Glushkov [14, 9]. A construção de um ǫ-free NFA equivalente a uma expressão re-
gular com n símbolos é estudada por Hromkovic et al. [20], que conseguiram construir
um ǫ-free NFA com O(n log2 n) transições, por Geffert [13], que conseguiu construir um
ǫ-free NFA com O(n|Σ| logn) transições e por Schnitger [30], que conseguiu construir um
ǫ-free NFA com O(n logn log |Σ|) transições.
Neste capítulo, estudamos a construção de um NFA a partir de uma expressão regular.
Na Seção 3.1 estudamos a construção clássica de Thompson que permite construir autô-
matos finitos equivalentes a uma expressão regular. Na Seção 3.2 propomos um algoritmo
melhorado para a construção de Thompson que permite obter autômatos mais compactos.
Na Seção 3.3 estudamos a nomenclatura dos padrões PROSITE e propomos uma forma
de construir expressões regulares equivalentes que, ao serem usados pela construção de
Thompson melhorada, produzem diretamente ǫ-free NFAs.
3.1 Construção de Thompson
Seja a expressão regularR. Se α é um operador deR tal queR = R1αR2 comR1 eR2 ex-
pressões regulares, então a construção do ǫ-NFA equivalente aR pode ser formulada como
a α-transformação dos autômatos ǫ-NFAs equivalentes a R1 e a R2. A α-transformação
é uma operação que constrói um autômato baseado nos dois autômatos afetados pela
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operação α. Se β é um operador de R tal que R = R1β com R1 expressão regular, então
a construção do ǫ-NFA equivalente a R pode ser formulada como a β-transformação do
autômato ǫ-NFA equivalente a R1. A β-transformação é uma operação que constrói um
autômato baseado no autômato afetado pela operação β. Essas ideias podem ser aplica-
das recursivamente sobre R1 e R2 até as expressões regulares serem apenas um símbolo
do alfabeto, ǫ ou ∅, os quais representam o caso base da recursão. Na Figura 3.1 são
mostrado os ǫ-NFAs equivalentes para esses casos base.
A recursão anterior pode ser desenvolvida de baixo para cima. Começamos construindo
os ǫ-NFAs para as expressões regulares com 0 operadores, após uma transformação isso
permite construir os ǫ-NFAs equivalente para as expressões regulares com 1 operador, após
são construídos os ǫ-NFAs equivalente para as expressões regulares com 2 operadores e
assim por diante até construir a expressão regular R com número de operadores n < |R|.
O teorema a seguir foi apresentado por Hopcroft e Ullman [17] e corresponde ao
Teorema 2.3 desse livro. A prova que mostramos é uma modificação da prova apresentada
por Hopcroft e Ullman [17]. Nós consideramos que o estado final do autômato usado na
hipótese de indução pode ter transições saindo dele, condição necessária para a construção
melhorada formulada na Seção 3.2.
Teorema 3.1.1 Se R é uma expressão regular então existe um ǫ-NFA que aceita L(R).
Prova: Vamos provar por indução no número de operadores em R que existe um ǫ-NFA
M tal que L(M) = L(R) e que possui apenas um estado final.
Caso base (zero operadores). A expressão regular R pode ser ǫ, ∅ e x para algum
x ∈ Σ. Os ǫ-NFAs correspondentes são mostrados na Figura 3.1.
q0 q0 qf q0 qf
x
R = ǫ R = ∅ R = x
(a) (b) (c)
Figura 3.1: Autômatos do caso base, Teorema 2.3 [17].
Indução (um ou mais operadores). Assumimos que o teorema é verdadeiro para
toda expressão regular com 0, 1, ..., i − 1 e i operadores. Vamos provar que o teorema é
verdadeiro para uma expressão regular com i+1 operadores. A construção de um ǫ-NFA
correspondente a i+1 operadores depende da composição dos ǫ-NFAs afetados por alguma
das três operações existentes na expressão regular: alternância, concatenação ou fecho de
Kleene. Na continuação, provamos que para qualquer uma dessas operações o teorema é
verdadeiro.
Caso da alternância, R = Ra|Rb
Pela hipótese de indução, comoRa eRb possuem menos que i+1 operadores, então existem
os ǫ-NFAsMa = (Qa,Σa, δa, qa, {fa}) eMb = (Qb,Σb, δb, qb, {fb}), tal que L(Ra) = L(Ma)
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e L(Rb) = L(Mb). Assumimos que Qa e Qb são disjuntos, dado que podemos renomear
os estados para conseguir essa condição. Sejam q0 e f0 dois novos estados. Construímos
o ǫ-NFA:
M = (Qa ∪Qb ∪ {q0, f0},Σa ∪ Σb, δ, q0, {f0})
onde δ é definida por:


δ(q0, ǫ) = {qa, qb} (i)
δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (ii)
δ(q, x) = δb(q, x), para q ∈ Qb \ {fb} e x ∈ Σb ∪ {ǫ} (iii)
δ(fa, x) = δa(fa, x), se x ∈ Σa (iv)
δ(fa, ǫ) = δa(fa, ǫ) ∪ {f0} (v)
δ(fb, x) = δb(fb, x), se x ∈ Σb (vi)
δ(fb, ǫ) = δb(fb, ǫ) ∪ {f0} (vii)
Em (i) são adicionados as transições vazias que saem de q0. (ii) e (iii) adicionam as
transições que saem dos estados de Ma e Mb sem considerar os estados finais. (iv) e (v)
adicionam as transições que saem do estado final de Ma: transições não-vazias e vazias
respectivamente. (vi) e (vii) adicionam as transições que saem do estado final de Mb:
transições não-vazias e vazias respectivamente. Em (iv), (v), (vi) e (vii) considera-se
que fa e fb podem ter transições saindo, então δa(fa, x) e δb(fb, x) podem não ser vazios.
Todas as transições de Ma e Mb estão presentes em M. A construção do autômato M é













Figura 3.2: Caso da alternância, R = Ra|Rb.
Qualquer sequência de transições que partindo de q0 alcança f0 deve iniciar em qa ou
qb após uma transição vazia. Se a sequência de transições inicia em qa ela deve continuar
por alguma sequência de transições em Ma até alcançar o estado fa e então com uma
transição vazia alcançar o estado f0. De forma similar, se a sequência de transições inicia
em qb ela deve continuar por alguma sequência de transições emMb até alcançar o estado
fb e então com uma transição vazia alcançar o estado f0. Essas são as únicas sequências
de transições que partindo de q0 alcançam f0. Então, existe uma sequência de transições
sobreM que partindo de q0 e consumindo a cadeia x alcança f0 se e somente se existe uma
sequência de transições sobre Ma que partindo de qa e consumindo a cadeia x alcança fa
ou existe uma sequência de transições sobreMb que partindo de qb e consumindo a cadeia
x alcança fb. Consequentemente L(M) = L(Ma) ∪ L(Mb) como é desejado. 
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Caso da concatenação, R = RaRb
Sejam Ma e Mb como no caso da alternância. Construímos o ǫ-NFA:
M = (Qa ∪Qb,Σa ∪ Σb, δ, qa, {fb})
onde δ é definida por:


δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (i)
δ(fa, x) = δa(fa, x), se x ∈ Σa (ii)
δ(fa, ǫ) = δa(fa, ǫ) ∪ {qb} (iii)
δ(q, x) = δb(q, x), se q ∈ Qb e x ∈ Σb ∪ {ǫ} (iv)
Em (i) são adicionadas as transições do autômato Ma sem considerar as transições que
saem de fa. Em (ii) são adicionadas as transições não-vazias que saem de fa. Em (iii) são
adicionadas as transições vazias que saem de fa incluindo a transição vazia que alcança
qb. Em (iv) são adicionadas as transições do autômatoMb. Observe que, se fa não possui
transições saindo, então (ii) não adiciona transições e δa(fa, ǫ) = ∅, logo (iii) pode ser
expressado como δ(fa, ǫ) = {qb}. A construção do autômatoM é mostrada na Figura 3.3.
ǫ
qa qbfa fbMa Mb
Figura 3.3: Caso da concatenação, R = RaRb.
Qualquer sequência de transições que partindo de qa alcança fb é uma sequência de
transições que partindo de qa e consumindo a cadeia x alcança fa, seguida por uma
transição vazia que alcança qb, seguida por uma sequência de transições que partindo
de qb e consumindo a cadeia y alcança fb. Certamente L(M) = {xy | x ∈ L(Ma) e
y ∈ L(Mb)}, logo L(M) = L(Ma)L(Mb) como é desejado. 
Caso do fecho de Kleene, R = Ra∗
Pela hipótese de indução, existe um ǫ-NFA Ma = (Qa,Σa, δa, qa, {fa}), tal que L(Ra) =
L(Ma). Construímos o ǫ-NFA:
M = (Qa ∪ {q0, f0},Σa, δ, q0, {f0})
onde δ é definida por:


δ(q0, ǫ) = {qa, f0} (i)
δ(q, x) = δa(q, x), se q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (ii)
δ(fa, x) = δa(fa, x), se x ∈ Σa (iii)
δ(fa, ǫ) = δa(fa, ǫ) ∪ {qa, f0} (iv)
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Em (i) são adicionadas as transições vazias que saem de q0. Em (ii) são adicionadas
as transições de Ma sem considerar as transições que saem de fa. (iii) e (iv) adi-
cionam as transições que saem de fa: transições não-vazias e vazias respectivamente.
Observe que, se fa não tem transições saindo, então (iii) não adiciona transições e





Figura 3.4: Caso da concatenação, R = Ra∗.
Qualquer sequência de transições que partindo de q0 alcança f0 consiste de uma tran-
sição vazia de q0 até f0 ou de uma transição vazia de q0 até qa, seguida por algum número
(pode ser zero) de sequências de transições que partindo de qa e consumindo uma cadeia
de L(Ma) alcança fa e volta com uma transição vazia até qa, seguida por uma sequência
de transições que partindo de qa e consumindo uma cadeia de L(Ma) alcança fa, seguida
por uma transição vazia que alcança f0. Certamente existe uma sequência de transições
que partindo de q0 e consumindo uma cadeia x alcança f0 se e somente se x = x1x2...xj
para todo j ≥ 0 (j = 0 quando x = ǫ) tal que cada xi ∈ L(Ma). Então L(M) = L(Ma)∗
como desejado. 
Como exemplo, vamos a construir o ǫ-NFA M equivalente à expressão regular R =
C*(G|AT) sobre Σ = {A,T,G,C}. O caso base está formado pelas expressões regulares
RA = A, RT = T, RC = C e RG = G. A Figura 3.5 mostra os autômatos MA, MT , MC e
MG equivalentes às expressões regulares do caso base.
q1 q2A q3 q4T q5 q6C q7 q8G
MA MT MC MG
Figura 3.5: Autômatos das expressões regulares: A, T, C e G.
Na Figura 3.6 são mostrados os autômatos M1, M2 e M3 equivalentes às expressões
regulares: R1 = AT, R2 = C* e R3 = G|AT, construídos a partir dos autômatos do caso
base e os padrões do passo de indução.
Finalmente, concatenando os autômatosM2 eM3 construímos o autômatoM para R,
dado que R = C*(G|AT) = R2R3. Isso é mostrado na Figura 3.7.
Implementação
Detalhes de implementação podem ser revisados no Apêndice B.4.
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(a) M1






































Figura 3.7: Autômato da expressão regular R = C*(G|AT).
Complexidade no número de estados e transições
Considerando que a expressão regular R tem n símbolos, sendo:
• nΣ símbolos do alfabeto,
• n| símbolos de alternância,
• n∗ símbolos do Fecho de Kleene e
• n( símbolos de parênteses, incluindo ) e (.
Então n = nΣ + n| + n∗ + n(. Note que a concatenação não tem operador explícito
na expressão regular. Considerando que nC é o número de vezes que a concatenação é
aplicada, então 0 ≤ nC ≤ nΣ. Na expressão regular a concatenação pode ser aplicada no
máximo nΣ − 1 vezes. Nos passos de indução, os parênteses não contribuem nem com
estados, nem com transições. A Figura 3.8 mostra a contribuição de estados e transições
do padrão base e dos padrões para o passo da indução.
Considerando que E é o número de estados e T é o número de transições do ǫ-NFA
equivalente, após o processo de construção de Thompson: E = 2nΣ+2n|+0nC+2n∗+0n( =
O(n) e T = nΣ + 4n| + nC + 4n∗ + 0n( = O(n).








Fecho de Kleene +4 transições
+0 estados n(
Parênteses +0 transições
Figura 3.8: Contribuição de estados e transições dos padrões de Thompson.
3.2 Construção de Thompson melhorada
Quando se quer representar a mesma linguagem de uma expressão regular, o autômato
ǫ-NFA é a opção mais fácil de construir. Por isso, esforços para melhorar sua construção
tornam-se importantes. Um ǫ-NFA menor é conveniente para os processos que o usam
como base. Em geral, qualquer redução no tamanho do ǫ-NFA pode causar um ganho no
tempo de execução dos processos que o usem como entrada.
Observamos que é possível reduzir a quantidade de elementos adicionados nos passos
de indução do Teorema 3.1.1. Seja o ǫ-NFAMa = (Qa,Σa, δa, qa, {fa}) a partir do qual se
pretende encontrar um ǫ-NFA equivalente aMa∗. Na parte (a) da Figura 3.9 é apresentado
o ǫ-NFA equivalente aMa∗ segundo a construção clássica (Teorema 3.1.1). Uma tentativa
de construção mais compacta da operação fecho de Kleene é apresentada nas partes (b) e
(c): em (b) é mostrado o ǫ-NFA resultante após adicionar dois ǫ-moves em Ma e em (c)
é mostrado o ǫ-NFA resultante após fundir os estados inicial e final (fa ≡ qa), nesse caso











Figura 3.9: ǫ-NFAMa∗: (a) Construção clássica (Teorema 3.1.1). (b) Construção usando
dois ǫ-moves. (c) Construção fundindo os estados inicial e final, sem ǫ-moves.
Exemplo, ǫ-NFA Ma equivalente à expressão regular Ra = (AC|AT)TA?
Na parte (a) da Figura 3.10 é mostrado Ma. Uma sequência de transições que partindo
de qa e consumindo uma cadeia x alcança fa se e somente se x ∈ {ACT, ACTA, ATT, ATTA}










































Figura 3.10: (a) ǫ-NFA Ma. (b) Ma∗ segundo construção clássica; (c) ǫ-NFA M1 segundo
a construção com dois ǫ-moves; (d) ǫ-NFA M2 segundo construção sem ǫ-moves.
Na parte (b) da Figura 3.10 é mostrado o ǫ-NFA Ma∗, segundo a construção clássica
do Teorema 3.1.1.
Na parte (c) da Figura 3.10 é mostrado o ǫ-NFA M1 segundo a construção com
dois ǫ-moves. Em M1, uma sequência de transições que partindo de q0 e consumindo
uma cadeia x alcança f0 se e somente se x = ǫ (uma transição vazia de q0 até f0) ou
x = Ax1Ax2...Axj para todo j ≥ 0 tal que cada Axj ∈ L(Ma). Então L(M1) = L(Ma)∗.
Na parte (d) da Figura 3.10 é mostrado o ǫ-NFAM2 segundo a construção sem ǫ-moves.
Em M2, uma sequência de transições que partindo de q0 e consumindo uma cadeia x al-
cança o estado final q0 se e somente se x = ǫ ou x = Ax1Ax2...Axj para todo j ≥ 0 tal que
cada Axj ∈ L(Ma). Então L(M2) = L(Ma)∗.
Exemplo, ǫ-NFA Mb equivalente à expressão regular Rb = T*(AC|AT)TA?
Na parte (a) da Figura 3.11 é mostradoMb. Uma sequência de transições que partindo de
qb e consumindo uma cadeia x alcança fb se e somente se x ∈ T*{ACT, ACTA, ATT, ATTA} =
{ACT, ACTA, ATT, ATTA, TACT, TACTA, TATT, TATTA, TTACT, TTACTA, TTATT, TTATTA, TTTACT,
TTTACTA, TTTATT, TTTATTA, TTTTACT, TTTTACTA, TTTTATT, TTTTATTA, ... }.
Na parte (b) da Figura 3.11 é mostrado o ǫ-NFA Mb∗, segundo a construção clássica
do Teorema 3.1.1.
Na parte (c) da Figura 3.11 é mostrado o ǫ-NFA M3 segundo a construção com dois
ǫ-moves. Em M3, uma sequência de transições que partindo de q0 e consumindo uma
cadeia x alcança f0 se e somente se x = ǫ (uma transição vazia de q0 até f0) ou x = T*
(uma transição vazia leva até f0 após consumir x) ou x = T*Ax1T*Ax2T*...T*AxjT* para
todo j > 0 tal que cada Axj ∈ L(Mb). Como T* 6⊂ L(Mb)∗, então L(M3) 6= L(Mb)∗.
Na parte (d) da Figura 3.11 é mostrado o ǫ-NFAM4 segundo a construção sem ǫ-moves.
Em M4, uma sequência de transições que partindo de q0 e consumindo uma cadeia x
alcança o estado final q0 se e somente se x = ǫ ou x = T* ou x = T*Ax1T*Ax2T*...T*AxjT*
para todo j > 0 tal que cada Axj ∈ L(Mb). Como T* 6⊂ L(Mb)∗, então L(M4) 6= L(Mb)∗.
A construção de M3 e M4 não permitiu construir um ǫ-NFA que aceite L(Mb)∗. No









































Figura 3.11: (a) ǫ-NFA Mb. (b) Mb∗ segundo construção clássica; (c) ǫ-NFA M3 segundo
a construção com dois ǫ-moves; (d) ǫ-NFA M4 segundo construção sem ǫ-moves.
entanto para Ma a mesma construção é bem sucedida. O elemento em Mb que atrapalha
a construção é a auto-transição T do estado inicial qb. Em M3 e M4 a auto-transição T
fica compartilhada pelo estado final com as consequências vistas. A existência de auto-
transições nos estados inicial ou final dos autômatos invalida a construção proposta para o
fecho de Kleene na Figura 3.9. Em geral, a existência de qualquer sequência de transições
que volta para o estado inicial ou final pode invalidar essa construção.
Definição 3.1 (Ciclo)
• O estado p de um autômato é chamado de estado com ciclo ou dito que possui um
ciclo se e somente se o autômato possui uma sequência de transições que partindo
de p consegue alcançar novamente p.
• Um autômato é chamado de autômato ciclo se o estado inicial possui um ciclo e o
único estado final é também o estado inicial.
Um estado inicial sem ciclo significa ter apenas transições saindo dele. Um estado
final sem ciclo significa ter apenas transições entrando nele. Por exemplo, o autômato
Mb da Figura 3.11 possui o seu estado inicial qb com ciclo e fb sem ciclos, fb não possui
transições saindo. O ǫ-NFA da parte (d) da Figura 3.11 é um autômato ciclo.
3.2.1 Os padrões propostos
Com a necessidade de diminuir o número de ǫ-moves ou estados adicionados nas cons-
truções do passo de indução do Teorema 3.1.1, propusemos trocar os casos do passo de
indução da alternância, concatenação e fecho de Kleene por outras três construções que
diminuem o número de elementos adicionados.
No passo de indução do Teorema 3.1.1, é considerado apenas que os ǫ-NFAs da hipótese
possuam um estado final único. Observe que o passo de indução da prova apresentada
por Hopcroft e Ullman [17] requer que os estados finais dos ǫ-NFAs da hipótese tenham
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um estado final sem transições saindo dele, condição que não é necessária para nossa
formulação.
A construção do fecho de Kleene adiciona ciclos se consideramos usar o autômato ciclo
da parte (d) da Figura 3.11. Esses ciclos podem ser adicionados no longo da construção
e terminar em qualquer estado do ǫ-NFA final. No passo de indução, apenas os estados
iniciais e finais dos ǫ-NFAs da hipótese estão envolvidos na adição de transições vazias,
então é necessário saber se esses estados possuem ciclos para poder fundi-los ou evitar
adicionar transições vazias. Como a operação do fecho de Kleene é a única construção
que adiciona ciclos, a cada vez que essa construção for usada podemos marcar o estado
que ganhou o ciclo.
Caso do fecho de Kleene, R = Ra∗ (Construção melhorada)
Pela hipótese de indução o ǫ-NFA Ma = (Qa,Σa, δa, qa, {fa}) com L(Ra) = L(Ma) existe.
São considerados todos os casos possíveis segundo as condições: Ma é ou não é um
autômato ciclo e se os estados inicial e final têm ou não têm ciclos. Se Ma não é um
autômato ciclo, temos 4 casos: caso (i) qa e fa não têm ciclos; caso (ii) qa não tem ciclo
e fa tem ciclo; caso (iii) qa tem ciclo e fa não tem ciclo; caso (iv) qa e fa são distintos
e têm ciclos. O caso (v) é quando Ma é um autômato ciclo. A Figura 3.12 mostra as
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Figura 3.12: Padrões para o fecho de Kleene quando Ma não é um autômato ciclo (cons-
trução melhorada).
Caso (i): qa e fa não têm ciclos. Construímos:
M = (Qa \ {fa},Σa, δ, qa, {qa})
onde δ é definida por:


δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} e fa /∈ δa(q, x) (i)
δ(q, x) = (δa(q, x) \ {fa}) ∪ {qa},
para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} e fa ∈ δa(q, x) (ii)
δ(qa, x) = δa({qa, fa}, x), para x ∈ Σa ∪ {ǫ} e fa /∈ δa({qa, fa}, x) (iii)
δ(qa, x) = (δa({qa, fa}, x) \ {fa}) ∪ {qa},
para x ∈ Σa ∪ {ǫ} e fa ∈ δa({qa, fa}, x) (iv)
Em (i) e (ii) são adicionadas as transições dos estados interiores de Ma, em (i) quando
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δa(q, x) não inclui {fa} e em (ii) quando δa(q, x) inclui {fa}. Em (iii) e (iv) são adici-
onadas as transições do estado qa, como a união das transições dos estados qa e fa de
Ma. Nesta construção, o número de estados decresce em 1 e o número de transições se
mantém.
Como qa e fa não possuem ciclos emMa então o estado qa = fa emM não possui ciclo.
Logo, qualquer sequência de transições que saindo de qa alcança novamente qa consome
necessariamente uma cadeia de L(Ma). Todo ciclo em qa de M consome necessariamente
uma cadeia de L(Ma). Note que, se Ma não representa a L(ǫ) ou L(∅), então qa de M
possui pelo menos um ciclo.
Em M, qualquer sequência de transições que partindo de qa e consumindo uma cadeia
x alcança qa consiste de nenhuma transição se x = ǫ ou algum número (pode ser zero) de
ciclos em qa, seguido por um ciclo em qa = fa. Logo, existe uma sequência de transições
que partindo de qa e consumindo uma cadeia x alcança qa se e somente se x = x1x2...xj
para todo j ≥ 0 (j = 0 quando x = ǫ) tal que cada xi ∈ L(Ma). Então L(M) = L(Ma)∗
como desejado. 
Caso (ii): qa não tem ciclo e fa tem ciclo. Construímos:
M = (Qa,Σa, δ, qa, {qa})
onde δ é definida por:


δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (i)
δ(fa, x) = δa(fa, x), para x ∈ Σa (ii)
δ(fa, ǫ) = δa(fa, ǫ) ∪ {qa} (iii)
(i) adiciona as transições dos estados de Ma sem incluir fa. As transições de fa são
adicionadas em (ii) e (iii). Em (iii) são definidas as transições vazias de fa, incluindo o
ǫ-move até qa. Nesta construção o número de estados foi mantido e o número de transições
aumentado de 1.
Como fa possui ciclo em Ma então fa possui ciclo em M. Como qa não possui ciclo
em Ma, a única transição que alcança qa em M é a transição vazia que sai de fa. Logo,
toda sequência de transições em M que saindo de qa alcança zero, um ou mais ciclos de
fa consome necessariamente uma cadeia de L(Ma) e com uma transição vazia alcança o
estado final qa. Todo ciclo em qa de M consome necessariamente uma cadeia de L(Ma).
Em M, qualquer sequência de transições que partindo de qa e consumindo uma cadeia
x alcança qa consiste de nenhuma transição se x = ǫ ou algum número (pode ser zero)
de ciclos em qa, seguido de um ciclo em qa. Logo, existe uma sequência de transições que
partindo de qa e consumindo uma cadeia x alcança qa se e somente se x = x1x2...xj para
todo j ≥ 0 (j = 0 quando x = ǫ) tal que cada xi ∈ L(Ma). Então L(M) = L(Ma)∗ como
desejado. 
Caso (iii): qa tem ciclo e fa não tem ciclo. Construímos:
M = (Qa,Σa, δ, fa, {fa})
CAPÍTULO 3. CONSTRUÇÃO DO AUTÔMATO 61
onde δ é definida por:


δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (i)
δ(fa, x) = δa(fa, x), para x ∈ Σa (ii)
δ(fa, ǫ) = δa(fa, ǫ) ∪ {qa} (iii)
Em (i) são adicionadas as transições dos estados de Ma sem incluir fa. Em (ii) e (iii)
são adicionadas as transições de fa. Nesta construção o número de estados foi mantido e
o número de transições aumentado de 1.
Como qa possui ciclo em Ma então qa possui ciclo em M. Como fa não possui ciclo
em Ma, a única transição saindo de fa em M é a transição vazia que alcança qa. Logo,
toda sequência de transições em M que sai de fa e alcança zero, um ou mais ciclos de qa
consome necessariamente uma cadeia de L(Ma) até alcançar o estado final fa. Todo ciclo
em fa de M consome necessariamente uma cadeia de L(Ma).
EmM, qualquer sequência de transições que partindo de fa e consumindo uma cadeia
x alcança fa consiste de nenhuma transição se x = ǫ ou algum número (pode ser zero) de
ciclos em fa, seguido por um ciclo em fa. Logo, existe uma sequência de transições que
partindo de fa e consumindo uma cadeia x alcança fa se e somente se x = x1x2...xj para
todo j ≥ 0 (j = 0 quando x = ǫ) tal que cada xi ∈ L(Ma). Então L(M) = L(Ma)∗ como
desejado. 
Caso (iv): qa e fa diferentes e têm ciclos. Construímos:
M = (Qa ∪ {q0},Σa, δ, q0, {q0})
onde δ é definida por:


δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (i)
δ(fa, x) = δa(fa, x), para x ∈ Σa (ii)
δ(fa, ǫ) = δa(fa, ǫ) ∪ {q0} (iii)
δ(q0, ǫ) = {qa} (iv)
Em (i) são adicionadas as transições dos estados de Ma sem incluir fa. Em (ii) e (iii)
são adicionadas as transições de fa. Em (iv) é adicionado o ǫ-move do estado q0. Nesta
construção o número de estados foi aumentado de 1 e o número de transições aumentado
de 2.
Como qa e fa possuem ciclos em Ma então qa e fa possuem ciclos em M. A única
transição saindo de q0 em M é uma transição vazia que alcança qa. A única transição
que alcança q0 é uma transição vazia que sai de fa. Logo, toda sequência de transições
em M que sai de q0 consome necessariamente uma cadeia de L(Ma) até alcançar o estado
final fa e com uma transição vazia alcançar q0. Todos os ciclos alcançados em qa e/ou
fa estão considerados ao consumir a cadeia de L(Ma). Todo ciclo em q0 de M consome
necessariamente uma cadeia de L(Ma).
Em M, qualquer sequência de transições que partindo de q0 e consumindo uma cadeia
x alcança q0 consiste de nenhuma transição se x = ǫ ou algum número (pode ser zero) de
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ciclos em q0, seguido por um ciclo em q0. Logo, existe uma sequência de transições que
partindo de q0 e consumindo uma cadeia x alcança q0 se e somente se x = x1x2...xj para
todo j ≥ 0 (j = 0 quando x = ǫ) tal que cada xi ∈ L(Ma). Então L(M) = L(Ma)∗ como
desejado. 
Caso (v): Ma é um autômato ciclo. Construímos:
M =Ma
Qualquer sequência de transições que partindo de qa e consumindo uma cadeia x al-
cança qa consiste de nenhuma transição se x = ǫ ou algum número (pode ser zero) de
sequências de transições que consumindo uma cadeia de L(Ma) alcança qa, seguida de uma
sequência de transições que consumindo uma cadeia de L(Ma) alcança fa, Logo, existe
uma sequência de transições que partindo de qa e consumindo uma cadeia x alcança qa se
e somente se x = x1x2...xj para todo j ≥ 0 (j = 0 quando x = ǫ) tal que cada xi ∈ L(Ma).
Então L(M) = L(Ma)∗ como desejado. 
Caso da alternância, R = Ra|Rb (Construção melhorada)
Pela hipótese de indução os ǫ-NFAs Ma = (Qa,Σa, δa, qa, {fa}) com L(Ra) = L(Ma) e
Mb = (Qb,Σb, δb, qb, {fb}) com L(Rb) = L(Mb) existem. Se for necessário Qa e Qb são
renomeados para serem disjuntos.
São considerados todos os casos possíveis segundo as condições: Ma é ou não é um
autômato ciclo e se os estados inicial ou final têm ou não têm ciclo. Se Ma e Mb não são
autômatos ciclos temos 8 casos: quatro casos correspondentes a fundir ou não os estados
iniciais e mais quatro casos correspondentes a fundir ou não os estados finais. Quando
Ma ou Mb são autômatos ciclo temos 9 casos: Quatro casos quando Ma é um autômato
ciclo e Mb não é (eles são produzidos variando a condição de qb e fb terem ou não ciclo) e
quatro casos quando Mb é um autômato ciclo e Ma não é (eles são produzidos variando a
condição de qa e fa terem ou não ciclo) e mais um caso quando Ma e Mb são autômatos
ciclo. Os 9 casos quando Ma ou Mb são autômatos ciclo podem ser reduzidos aos casos
quando Ma e Mb não são autômatos ciclos, considerando o seguinte: em um autômato
ciclo o seu estado inicial e final tem um ciclo.
A Figura 3.13 mostra as construções para os casos em queMa eMb não são autômatos
ciclo. Na linha (i) é mostrado o padrão para alternância no caso que não existem ciclos.
Nas linhas (ii) e (iii) são mostrados os casos com apenas um ciclo na parte inicial ou
final do autômato. Na linha (ii) o autômato Ma tem ciclos nos seus estados inicial e final
e na linha (iii) o autômato Mb tem ciclos nos seus estados inicial e final. Na linha (iv)
os estados iniciais e finais de ambos autômatos têm ciclos. Esses 8 padrões podem ser
combinados em 4× 4 = 16 casos.
Construímos o ǫ-NFA:
M = (Q,Σa ∪ Σb, δ, qi, {qf})
onde δ, Q, qi e qf são definidos para cada caso apresentado na Figura 3.13.












































Figura 3.13: Padrões para a alternância quando Ma e Mb não são autômatos ciclo (cons-
trução melhorada).
Em M, qualquer sequência de transições que partindo de qi alcança qf , segundo os
casos da coluna (a) da Figura 3.13, começa no estado:
(i)(a) qi = qa = qb, ou continua por alguma sequência de transições em Ma, ou continua
por alguma sequência de transições em Mb. Como qa e qb não possuem ciclos toda
transição que sai de qi não volta para qi.
(ii)(a) qi = qb, ou continua com uma transição vazia até qa seguida por alguma sequência
de transições em Ma (inclui os ciclos em qa), ou continua por alguma sequência de
transições em Mb.
(iii)(a) qi = qa, ou continua por alguma sequência de transições em Ma, ou continua por
uma transição vazia até qb seguida por alguma sequência de transições emMb (inclui
os ciclos em qb).
(iv)(a) qi = q0, ou continua com uma transição vazia até qa seguida por alguma sequência
de transições em Ma (incluindo os ciclos em qa), ou continua por uma transição
vazia até qb seguida por alguma sequência de transições em Mb (inclui os ciclos em
qb).
Toda sequência de transições nos casos anteriores avança por uma sequência de tran-
sições em Ma ou em Mb até alcançar o seu correspondente estado final fa ou fb. Em
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seguida, segundo os casos da coluna (b) da Figura 3.13:
(i)(b) Se a sequência de transições seguida anteriormente pertence a Ma, então o estado
final fa = fb = qf é alcançado. Caso contrário o estado final fb = qf é alcançado.
Como fa e fb não possuem ciclos toda transição que entra a qf não sai mais.
(ii)(b) Se a sequência de transições seguida anteriormente pertence a Ma, então o estado
final fa (inclui os ciclos em fa) é alcançado, em seguida com uma transição vazia o
estado fb = qf é alcançado. Caso contrário o estado final fb = qf é alcançado.
(iii)(b) Se a sequência de transições seguida anteriormente pertence a Ma, então o estado
final fa = qf é alcançado. Caso contrário o estado final fb (inclui os ciclos em fb) é
alcançado, em seguida com uma transição vazia o estado final fa = qf é alcançado.
(iv)(b) Se a sequência de transições seguida anteriormente pertence a Ma, então o estado
final fa (inclui os ciclos em fa) é alcançado, em seguida com uma transição vazia o
estado f0 = qf é alcançado. Caso contrário o estado final fb (inclui os ciclos em fb) é
alcançado, em seguida com uma transição vazia o estado final f0 = qf é alcançado.
Estas são as únicas sequências de transições que partindo de qi alcançam qf . Todas
essas sequências ou consomem uma cadeia de L(Ma) ou L(Mb). Note que, todos os ciclos
estão considerados ao consumir alguma cadeia de L(Ma) ou L(Mb). Então, L(M) =
L(Ma) ∪ L(Mb) como é desejado. 
A Figura 3.14 mostra o ǫ-NFA construído para o caso (i)(a) - (iv)(b), estados iniciais









Figura 3.14: Padrão da alternância para o caso (i)(a) - (iv)(b).
Caso da concatenação, R = RaRb (Construção melhorada)
Pela hipótese de indução os ǫ-NFAs Ma = (Qa,Σa, δa, qa, {fa}) com L(Ra) = L(Ma) e
Mb = (Qb,Σb, δb, qb, {fb}) com L(Rb) = L(Mb) existem. Se for necessário Qa e Qb são
renomeados para serem disjuntos.
Considerando que os autômatos Ma e Mb não são autômatos ciclo, o padrão da alter-
nância resulta em dois casos. O caso (i) onde apenas fa ou qb possuem ciclo e o caso (ii)
onde fa e qb possuem ciclos.
Os casos quando Ma ou Mb são autômatos ciclo podem ser reduzidos aos casos (i) e
(ii) considerando que num autômato ciclo os estados inicial e final possuem um ciclo. A
Figura 3.15 mostra as construções para esses dois casos.
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Figura 3.15: Padrões modificados para a concatenação.
Caso (i)
Segundo as construções da Figura 3.15, construímos o ǫ-NFA:
M = (Qa ∪ (Qb \ {qb}),Σa ∪ Σb, δ, qa, {fb})
onde δ é definida por:


δ(q, x) = δa(q, x), para q ∈ Qa \ {fa} e x ∈ Σa ∪ {ǫ} (i)
δ(fa, x) = δa(fa, x) ∪ δb(qb, x), para x ∈ Σa ∪ Σb ∪ {ǫ} e qb /∈ δb(qb, x) (ii)
δ(fa, x) = δa(fa, x) ∪ (δb(qb, x) \ {qb}) ∪ {fa},
para x ∈ Σa ∪ Σb ∪ {ǫ} e qb ∈ δb(qb, x) (iii)
δ(q, x) = δb(q, x), para q ∈ Qb \ {qb} e x ∈ Σb ∪ {ǫ} e qb /∈ δb(q, x) (iv)
δ(q, x) = (δb(q, x) \ {qb}) ∪ {fa},
para q ∈ Qb \ {qb} e x ∈ Σb ∪ {ǫ} e qb ∈ δb(q, x) (v)
Em (i) são adicionadas as transições que saem dos estados de Ma sem incluir fa. Em
(ii) e (iii) são adicionadas as transições de fa como a união de δa(fa, x) e δb(qb, x), em
(ii) no caso que qb não está em δb(qb, x) e em (iii) no caso contrário. (iv) e (v) adicionam
as transições de Mb sem incluir o estado qb.
Qualquer sequência de transições que partindo de qa alcança fb é uma sequência de
transições que partindo de qa e consumindo a cadeia x alcança fa, seguida por uma sequên-
cia de transições que partindo de qb e consumindo a cadeia y alcança fb. Note que todos
os ciclos estão considerados ao consumir alguma cadeia de L(Ma) ou L(Mb). Certamente
L(M) = {xy | x ∈ L(Ma) e y ∈ L(Mb)}, logo L(M) = L(Ma)L(Mb) como é desejado. 
Caso (ii)
Corresponde a construção clássica da alternância do Teorema 3.1.1.
Padrões para os operadores + e ?
Para obter maior expressividade na construção de expressões regulares usualmente são
incluídos os operadores + e ?. Dada a expressão regular Ra, Ra+ = RaRa∗ denota uma
ou mais repetições de Ra e Ra? = ǫ|Ra denota zero ou uma ocorrência de Ra.
A Figura 3.16 mostra o padrão para Ra+. O autômato é construído adicionando um
ǫ-move emMa. Ainda que os estados envolvidos na construção tenham ciclos, o autômato
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Figura 3.16: Construção do ǫ-NFA equivalente a Ra+.
A Figura 3.17 mostra o padrão para Ra?. Nesse padrão é necessário considerar 5
casos segundo a existência ou não de ciclos nos estados envolvidos na construção. (i) o
autômato base não tem ciclos no estado inicial nem no estado final. (ii) o autômato base
tem ciclo apenas no seu estado final. (iii) o autômato base tem ciclo apenas no seu estado
de início. (iv) os estados inicial e final são diferentes e têm ciclos. (v) os estados inicial e













(i) (ii) (iii) (iv) (v)
Figura 3.17: Construção do ǫ-NFA equivalente a Ra?.
3.2.2 Ciclos de transições vazias
Ao usar as construções para o fecho de Kleene, especificamente o padrão do caso (i),
o autômato é reduzido em tamanho, depois de se fundir o estado inicial e final. Ao
fundir-se um ou mais estados observamos que o autômato resultante pode possuir ciclos
de transições vazias que permitem simplificá-lo levando em consideração o seguinte:
1. Ciclo de ǫ-moves com 1 estado. Auto-transições vazias podem ser apagadas.
2. Ciclo de ǫ-moves com 2 estados. Se existe uma transição vazia do estado p até
o estado q e vice-versa, então os estados p e q podem ser fundidos. Por exemplo na
Figura 3.18 mostra-se nas partes (b) e (d) o caso em que os ciclos de ǫ-moves com 2
estados das partes (a) e (c) foram fundidos.
3. Ciclo de ǫ-moves com n estados. Partindo do estado p, uma sequência de n
transições vazias permite alcançar p, se essa sequência existe é chamada de ciclo de
ǫ-moves. Todos os estados de um ciclo de ǫ-moves formado por dois ou mais estados
podem ser fundidos.








(a) (b) (c) (d)
Figura 3.18: (a) (c), exemplos de ciclo de ǫ-moves com 2 estados. (b) (d), simplificação
dos casos (a) e (b).
Exemplos do caso (2) para fundir 2 estados são mostrados na Figura 3.19. Os casos
são produzidos ao aplicar o fecho de Kleene ao autômato M. O autômato M da linha
(i) corresponde à expressão regular (T|A*). O autômato M da linha (ii) corresponde à
expressão regular (T|A*|C*|G*). O autômato M da linha (iii) corresponde à expressão
regular ((ATT*)*|T|(AGG*)*). Na terceira coluna são mostrados os ǫ-NFAs resultantes





































































































Figura 3.19: Exemplos para fundir estados no ǫ-NFA, caso de ciclos de ǫ-moves com 2
estados.
A Figura 3.20 mostra o ǫ-NFA para ((ATT*)*|T|(AGG*)*)* usando os padrões clás-
sicos da construção de Thompson. O ǫ-NFA construído tem 28 estados e 39 transições
das quais 32 são ǫ-moves. Comparativamente o autômato equivalente é mostrado na linha
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Figura 3.20: ǫ-NFA para ((ATT*)*|T|(AGG*)*)* segundo a construção clássica de
Thompson.
Exemplos do caso de ciclos de ǫ-moves com n estados são mostrados na Figura 3.21.
Os estados que pertencem ao ciclo de ǫ-moves foram coloridos na cor cinza. Todos os
estados do ciclo de ǫ-moves podem fundir-se em um estado só. Na parte (a) é mostrado
o ǫ-NFA da expressão regular (A*C*)*, ele possui um ciclo de ǫ-moves com 3 estados.
Na parte (b) é mostrado o ǫ-NFA da expressão regular (A*C*T*)*, ele possui um ci-
clo de ǫ-moves com 4 estados. Na parte (c) é mostrado o ǫ-NFA da expressão regular










































Figura 3.21: (a) Ciclo de ǫ-moves com 3 estados. (b) Ciclo de ǫ-moves com 4 estados. (c)
Ciclo de ǫ-moves com 5 estados.
Implementação
Detalhes de implementação podem ser revisados no Apêndice B.5.
Complexidade no número de estados e transições
Seja a expressão regular R com n símbolos, com n = nΣ + n| + n∗ + n( + n+ + n?, onde:
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• nΣ símbolos do alfabeto,
• n| símbolos de alternância,
• n∗ símbolos do Fecho de Kleene,
• n( símbolos de parênteses,
• n+ símbolos do operador + , e
• n? símbolos do operador ?.
A operação de concatenação não tem operador visível na expressão regular, se consi-
deramos como nC o número de vezes que a concatenação é aplicada, então temos que:
0 ≤ nC ≤ nΣ. Observe que os parênteses não contribuem nem com estados, nem com
transições. A Tabela 3.1 mostra a contribuição de estados e transições do padrão de
Thompson clássico comparativamente com o padrão melhorado. O padrão melhorado
tem padrões diferenciados para o melhor e pior caso.








































Thompson clássico Thompson melhorado
pior casomelhor caso EEE TTT
Considerando que E é o número de estados e T é o número de transições no ǫ-NFA
equivalente e incluindo na análise de complexidade os operadores + e ?, para a construção
de Thompson clássica temos:
E = 2nΣ + 2n| + 2n∗ + 2n+ + 2n?
Para as transições, temos que:
T = nΣ + 4n| + nC + 4n∗ + 3n+ + 3n?
Como, 0 ≤ nC ≤ nΣ, então:
nΣ + 4n| + 4n∗ + 3n+ + 3n? ≤ T ≤ 2nΣ + 4n| + 4n∗ + 3n+ + 3n?
Para a construção de Thompson melhorada temos:
CAPÍTULO 3. CONSTRUÇÃO DO AUTÔMATO 70
2nΣ − 2n| − nC − 2n∗ ≤ E
em seguida, como 0 ≤ nC ≤ nΣ, substituindo nC = nΣ para o melhor caso:
nΣ − 2n| − 2n∗ ≤ E
aumentando a desigualdade do pior caso temos que:
nΣ − 2n| − 2n∗ ≤ E ≤ 2nΣ + 2n| + n∗ + 2n?
Para as transições, temos que:
nΣ + n+ ≤ T ≤ nΣ + 4n| + nC + 2n∗ + n+ + n?
De 0 ≤ nC ≤ nΣ, substituindo nC = nΣ para o pior caso:
nΣ + n+ ≤ T ≤ 2nΣ + 4n| + 2n∗ + n+ + n?
Comparativamente temos que:
Thompson E = 2nΣ + 2n| + 2n∗ + 2n+ + 2n?
Clássico nΣ + 4n| + 4n∗ + 3n+ + 3n? ≤ T ≤ 2nΣ + 4n| + 4n∗ + 3n+ + 3n?
Thompson nΣ − 2n| − 2n∗ ≤ E ≤ 2nΣ + 2n| + n∗ + 2n?
Melhorado nΣ + n+ ≤ T ≤ 2nΣ + 4n| + 2n∗ + n+ + n?
A Tabela 3.2 mostra uma comparação numérica dos ǫ-free NFA obtidos para algumas
expressões regulares. Pode-se observar que em todos os casos os ǫ-free NFA construídos
com base nos padrões de Thompson melhorados são menores. No caso da expressão
regular R = (A|T)(A|T|C|G)?(A|T|C|G)?CG o número de transições melhora de 858
para 22, a economia em transições é de 39 vezes. Para os casos considerados, o ganho
em número de estados e transições é superior à metade. Para o caso da expressão regular
(A|T)(A|T|C|G)?(A|T|C|G)?CG a redução de ǫ-moves caiu de 38 para 2 e em alguns
casos a construção melhorada constrói um ǫ-free NFA diretamente, fato que será usado
ao construir os ǫ-NFAs equivalentes às sequências de PROSITE mais à frente.
O ǫ-NFA para R = (A|T)(A|T|C|G)?(A|T|C|G)?CG é mostrado na Figura 3.22. Na








































Figura 3.22: ǫ-NFAs equivalentes a R = (A|T)(A|T|C|G)?(A|T|C|G)?CG.
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Tabela 3.2: Valores comparativos da construção do ǫ-free NFA.
Construção Construção
clássico melhorado
Expressão Regular ǫ-NFA NFA ǫ-NFA NFA
C*(G|AT)
Estados 12 12 3 3
Transições 14 42 4 4
ǫ-moves 10 0 0 0
A(C|G)*A*(C|T)
Estados 20 20 4 4
Transições 25 278 7 12
ǫ-moves 19 0 1 0
(A|T)(A|T|C|G)?(A|T|C|G)?CG
Estados 42 42 6 6
Transições 50 858 14 22
ǫ-moves 38 0 2 0
(A|T)A(A|T)(A|T)(A|T)(A|T)(A|T)
Estados 38 38 8 8
Transições 43 228 13 13
ǫ-moves 30 0 0 0
(A|T)*A(A|T)(A|T)(A|T)(A|T)
Estados 34 34 6 6
Transições 40 258 11 11
ǫ-moves 29 0 0 0
((ATT*)*|T|(AGG*)*)*
Estados 28 38 5 5
Transições 39 471 9 16
ǫ-moves 32 0 2 0
A*AA(A*|T*)|TTTT(CAA)*
Estados 36 36 13 13
Transições 45 138 18 25
ǫ-moves 33 0 6 0
(A*(A*TTAC*)*T*(T(TG*A)*A)*)*
Estados 42 42 7 7
Transições 59 992 14 26
ǫ-moves 47 0 2 0
3.3 PROSITE
As proteínas são polímeros lineares de aminoácidos chamados também polipeptídeos, co-
nectados por ligações amida. Na Figura 3.23 é mostrada uma sequência polipeptídica,
onde os blocos cinzas representam os resíduos que caraterizam o tipo de aminoácido, nas









Figura 3.23: Sequência polipeptídica mostrando o N -terminal e C-terminal [28].
Na biologia computacional, uma proteína pode ser representada como uma sequência
de símbolos, onde cada um desses símbolos representa um aminoácido. Uma medida
da similaridade entre duas sequências pode ser obtida pela pontuação do alinhamento
ótimo entre elas. A inserção, remoção ou substituição de um símbolo numa sequência
é chamada de operação de edição. A distância entre duas sequências é uma medida do
menor número de operações de edição que devem ser feitas sobre uma sequência para
obter a outra. Quanto mais similares são duas sequências a distância entre elas é menor.
Diversos bancos de dados com informações de proteínas estão disponíveis e permitem
caraterizar uma proteína desconhecida em função da sua similaridade ou distância com
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proteínas conhecidas.
O PROSITE é uma longa coleção de motivos biologicamente significativos dedicada à
identificação de famílias e domínios de proteínas, criada em 1988 por Amos Bairoch [21].
Esses motivos são descritos como padrões (patterns) ou perfis (profiles), os quais foram
derivados de alinhamentos múltiplos de sequências. Padrões descrevem regiões evolucio-
nariamente conservadas e importantes na função biológica de uma proteína. Muitas vezes
proteínas desconhecidas possuem pontuações muito baixas ao serem alinhadas com pro-
teínas conhecidas e o conhecimento dos padrões traz uma grande vantagem para detectar
similaridade nesses casos. Padrões tipicamente têm em torno de 10 a 30 aminoácidos de
comprimento. Expressões regulares permitem representar esses padrões. Perfis descrevem
domínios funcionais mal conservados de proteínas onde incompatibilidades em algumas
posições são permitidas, sempre e quando a similaridade restante seja alta. Perfis são ma-
trizes que fornecem pesos numéricos para cada combinação possível ou incompatibilidade
em cada posição ao longo do domínio [5, 21].
Neste trabalho estamos interessados em estudar a representação de padrões PROSITE
com expressões regulares e com NFAs para serem usados no alinhamento restrito por
expressão regular definido por Arslan [3].
3.3.1 Sintaxe de padrões
Cada posição de um padrão pode ser ocupada por qualquer aminoácido de um conjunto
específico de aminoácidos que são aceitáveis nessa posição (aminoácidos aceitáveis), que
pode ser repetido um número variável de vezes entre um intervalo específico. Em posições
estritamente conservadas apenas um aminoácido é aceitável, no entanto em outras posições
vários aminoácidos com propriedades físico-químicas similares podem ser aceitos. Também
é possível definir qual ou quais aminoácidos são incompatíveis com uma posição dada.
Um wildcard é uma posição que aceita qualquer aminoácido. Regiões conservadas podem
estar separadas por uma sucessão de wildcards de comprimento variável. Adicionalmente
a sintaxe permite ancorar o padrão no início ou no final da proteína [32]. Os padrões são
descritos usando as seguintes convenções [27]:
1. O padrão é uma sequência de elementos, cada elemento é separado do seu vizinho
por um hífen -. Um elemento é chamado de simples se ele representa apenas uma
posição na proteína e é chamado de composto se ele representa várias posições na
proteína.
2. Cada aminoácido é representado pela sua letra da nomenclatura IUPAC. Uma letra
pode representar um elemento simples se naquela posição o aminoácido é o único
aceitável. Uma letra pode ser usada para compor uma lista de aminoácidos aceitáveis
em uma posição. Na Tabela 3.3 é mostrada a lista dos 20 aminoácidos conhecidos
com a letra da nomenclatura IUPAC que o representa.
3. O símbolo x representa um elemento simples na posição onde qualquer aminoácido
é aceitável (wildcard).
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D Asp Aspartic acid























4. Uma lista de aminoácidos entre colchetes [] representa um elemento simples na po-
sição onde qualquer aminoácido da lista é aceitável. Por exemplo: [ALT] representa
Ala ou Leu ou Thr.
5. Uma lista de aminoácidos entre chaves {} representa um elemento simples na posição
onde qualquer aminoácido da lista não é aceitável (ou é incompatível). Por exemplo:
{AM} representa qualquer aminoácido exceto Ala ou Met.
6. Um elemento composto é formado pela repetição de um elemento simples. A re-
petição de um elemento simples é indicada pela adição do número de vezes que
será repetido entre parêntesis. Apenas no caso do elemento x a repetição pode ser
indicada por um intervalo numérico entre parênteses. Exemplos:
• x(3) corresponde a x-x-x,
• x(2, 4) corresponde a x-x ou x-x-x ou x-x-x-x.
• A(3) corresponde a A-A-A,
• A(2, 4) não é válido.
7. Quando o padrão está restrito ao início ou ao final da proteína por N -terminal ou
C-terminal, o padrão ou começa com o símbolo < ou termina com o símbolo > res-
pectivamente. O símbolo > pode também ocorrer dentro de colchetes. Por exemplo,
F-[GSTV]-P-R-L-[G>] significa ou F-[GSTV]-P-R-L-G ou F-[GSTV]-P-R-L->.
8. Intervalos do elemento x não podem estar nas extremidades do padrão exceto quando
estão limitadas por N -terminal ou C-terminal. Por exemplo:
• P-x(2)-G-E-S-G(2)-[AS]-x(0,200) não é válido,
• P-x(2)-G-E-S-G(2)-[AS]-x(0,200)-> é válido.
Proposição 3.3.1 Um padrão PROSITE pode ser representado por uma expressão regu-
lar.
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prova:
Considerando que o alfabeto Σ = {todas as letras da nomenclatura IUPAC que repre-
sentam um aminoácido} ∪ {<,>}, construímos às expressões regulares equivalentes aos
elementos segundo:
1. Para todo elemento simples representado por α ∈ Σ, construímos a expressão regular
Rα formada pelo símbolo α.
2. Chaves e colchetes determinam um conjunto C de aminoácidos aceitáveis nessa po-
sição. Para um elemento que usa chaves ou colchetes na sua representação, cons-
truímos a expressão regular RC formada pela alternância de todos os aminoácidos
que pertencem a C.
3. Para o elemento x, construímos a expressão regular Rx formada pela alternância de
todos os aminoácidos.
4. Para uma expressão regular R, denotamos a expressão regular Rk como a concate-
nação RR...R︸ ︷︷ ︸, k vezes.
5. Para k repetições de um elemento simples representado por α ∈ Σ, construímos a
expressão regular Rkα.
6. Para k repetições de um elemento que usa chaves ou colchetes na sua representação,
construímos a expressão regular RkC .
7. Para x(k) construímos a expressão regular Rkx.
8. Para x(k, l), como x(k, l) é x(k) seguido de x(0, l−k), construímos a expressão regular
Rkx(Rx?)
l−k. Como Rx? representa zero ou uma ocorrência de Rx a concatenação
de l− k vezes Rx representa no mínimo zero e no máximo l− k ocorrências de Rx.
Então (Rx?)l−k representa x(0, l − k).
Seja P = P[1]-P[2]-...-P[m] um padrão PROSITE com m elementos. As construções
anteriores permitem construir uma expressão regular para qualquer elemento P[i], então o
padrão PROSITE completo é a concatenação dessas expressões regulares pela substituição
do símbolo - pelo operador de concatenação. 
3.3.2 ǫ-NFA equivalente a Rα e Rkα
A construção de Thompson permite obter os ǫ-NFAs equivalentes a Rα e Rkα. Na Fi-
gura 3.24 na coluna (a) mostram-se os ǫ-NFAs equivalentes a Rα = V e na coluna (b) os
ǫ-NFAs equivalentes a R5α = VVVVV. Na linha (i) está a construção clássica e na linha (ii)
a construção melhorada. É fácil ver que o exemplo para R5α pode ser generalizado para
qualquer valor de k.

























Figura 3.24: Coluna (a) ǫ-NFAs equivalentes a V, coluna (b) ǫ-NFAs equivalentes a V(5).
Linha (i) ǫ-NFAs produzidos pela construção clássica, linha (ii) construção melhorada.
3.3.3 ǫ-NFA equivalente a Rx e Rkx
Se consideramos que o alfabeto Σ está formado apenas pelo conjunto de aminoácidos,
então Rx = A|C|D|E|F|G|H|I|K|L|M|N|P|Q|R|S|T|V|W|Y e |Σ| = 20. Na Figura 3.25
é mostrado o ǫ-NFA equivalente a Rx obtido pela construção clássica de Thompson. O
ǫ-NFA obtido possui 78 estados, com 96 transições das quais 76 são ǫ-moves. O ǫ-NFA
equivalente a Rkx pode ser obtido por k − 1 concatenações do ǫ-NFA obtido para Rx.
Considerando k = 4 o ǫ-NFA equivalente para R4x obtido pela construção clássica teria
312 estados, com 387 transições das quais 307 são ǫ-moves. Ao obter os ǫ-free NFA para
os ǫ-NFAs de Rx e R4x pelo algoritmo da Seção 2.2.5 obtém-se NFAs com 3269 e 127502
transições respectivamente. Os números de estados são mantidos em cada caso. Note















































































Figura 3.25: ǫ-NFA equivalente a x produzido pela construção clássica de Thompson.
A expressão regular Rx usa |Σ| símbolos do alfabeto, mais (|Σ| − 1) símbolos |. Na
construção clássica de Thompson, cada símbolo do alfabeto produz um autômato base de
2 estados e 1 transição, dando um total de 2|Σ| estados e |Σ| transições neles. Em seguida,
cada alternância é aplicada, adicionando 2 estados e 4 ǫ-moves a cada vez, adicionando
um total de (2|Σ| − 2) estados e (4|Σ| − 4) ǫ-moves. Assim o autômato equivalente a Rx
possui (4|Σ| − 2) estados e (5|Σ| − 4) transições das quais (4|Σ| − 4) são ǫ-moves. Da
mesma maneira a expressão regular RxRxRxRx é construída por 4 autômatos Rx ligados
por 3 ǫ-moves, dando um total de (16|Σ| − 8) estados e (20|Σ| − 13) transições das quais
(16|Σ| − 13) são ǫ-moves.
Usando a construção melhorada de Thompson consegue-se uma representação bem
mais compacta dos ǫ-NFAs para Rx e R4x tal como é mostrado na Figura 3.26 nas partes
(a) e (b) respectivamente. O ǫ-NFA equivalente a x obtido possui 2 estados, 20 transições
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sem ǫ-moves. E o ǫ-NFA equivalente a x(4) possui 5 estados e 80 transições sem ǫ-moves.
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Figura 3.26: ǫ-NFAs produzidos pela construção melhorada de Thompson. (a) equivalente
a x, (b) equivalente a x(4).
Para Rx, na construção melhorada, cada símbolo do alfabeto produz um autômato
base de 2 estados e 1 transição, dando um total de 2|Σ| estados e |Σ| transições neles.
Em seguida, cada alternância é aplicada. Como não existem ciclos, a cada vez que a
alternância é aplicada são fundidos os estados inicias e os estados finais respectivamente,
produzindo 2 estados a menos nas contas de estados totais, nenhuma transição é adicio-
nada. Então, o total de estados é (2|Σ| − 2(|Σ| − 1)) = 2 estados e o total de transições
é |Σ|, sem ǫ-moves. Da mesma maneira RxRxRxRx é construída concatenando 4 autô-
matos Rx. Como não existem ciclos, em cada concatenação é apagado um estado, dando
um total de 4× 2− 3 = 5 estados e 4|Σ| transições, sem ǫ-moves.
3.3.4 ǫ-NFA equivalente a RC e RkC
Na construção do ǫ-NFA equivalente a RC, a construção clássica de Thompson segue
as mesmas ideias usadas para Rx, mas o número de elementos do conjunto agora é |C|.
Então o ǫ-NFA equivalente a RC possui (4|C|−2) estados e (5|C|−4) transições das quais
(4|C| − 4) são ǫ-moves. Da mesma maneira a expressão regular RkC é construída por k
ǫ-NFAs equivalentes a RC ligados por (k − 1) ǫ-moves, dando um total de (4k|C| − 2k)
estados e (5k|C| − 3k − 1) transições das quais (4k|C| − 3k − 1) são ǫ-moves.
Na construção melhorada para RC o total de estados é 2 e o total de transições é |C|,
sem ǫ-moves. E para k repetições de RC, o autômato construído tem (k + 1) estados e
k|C| transições, sem ǫ-moves.
A Tabela 3.4 mostra o número de estados e transições para diversos elementos PRO-
SITE, obtidos pelas construções de Thompson clássica e melhorada com |Σ| = 20. Note
que para o caso de um aminoácido |C| = 1, para o caso de x temos que C = Σ e para o
caso dos elementos que usam listas de aminoácidos entre chaves ou colchetes C ⊆ Σ.
Para todos os casos mostrados na Tabela 3.4 a construção melhorada de Thompson
consegue construir um ǫ-free NFA, e além disso, o número de estados e transições no
ǫ-free NFA construído é menor que o ǫ-NFA da construção clássica.
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Tabela 3.4: Número de estados e transições de ǫ-NFAs equivalentes a diversos elementos
PROSITE, pela construção de Thompson clássica e melhorada.
Thompson clássico Thompson melhorado
Estados Transições ǫ Estados Transições ǫ
Elemento k |C| 4k|C| − 2n 5k|C| − 3k − 1 4k|C| − 3k − 1 k + 1 k|C| 0
V 1 1 2 1 0 2 1 0
V(5) 5 1 10 9 4 6 5 0
x 1 20 78 96 76 2 20 0
x(4) 4 20 312 387 307 5 80 0
[AC] 1 2 6 6 4 2 2 0
[AC](5) 5 2 30 34 24 6 10 0
{ED} 1 18 70 86 68 2 18 0
{ED}(7) 7 18 90 608 482 8 126 0
3.3.5 ǫ-NFA equivalente a x(k, l)
O elemento PROSITE x(k, l) pode ser representado pela composição x(k)-x(0, l− k). Na
prova da Proposição 3.3.1 foi construída a expressão regular equivalente Rkx(Rx?)
l−k. O
ǫ-NFA equivalente a x(k) já foi construído anteriormente. Nesta parte vamos construir
um ǫ-free NFA para x(0, l − k).
O elemento x(0, l − k) pode ser representado por várias expressões regulares, nesta
parte vamos estudar a complexidade no número de estados e transições do ǫ-free NFA
equivalente a quatro representações. Uma dessas será usada na construção final por
possuir número linear de estados e transições.
Para maior simplicidade na representação vamos considerar Rx = x. Para l − k = 4,
construímos às expressões regulares:
• R1 = x?x?x?x?
x? representa zero ou uma ocorrência de x.
Como a concatenação de 4 vezes x? representa no mínimo zero e no máximo quatro
ocorrências de x.
Então R1 representa x(0, 4).
• R2 = (xxxx|xxx|xx|x)?
Como R2 representa zero, uma, duas, três ou quatro ocorrências de x,
então R2 representa x(0, 4).
• R3 = (((xx|x)x|x)x|x)?
Fatorando R2 pode-se conseguir R3.
R2 = (xxxx|xxx|xx|x)? = ((xxxx|xxx|xx)|x)? = ((xxx|xx|x)x|x)?, logo
R2 = (((xxx|xx)|x)x|x)? = (((xx|x)x|x)x|x)? = R3.
Então R3 representa x(0, 4).
• R4 = (x|x(x|x(x|xx)))?
Fatorando R2 pela esquerda de forma similar a R3 pode-se conseguir R4.
R2 = (xxxx|xxx|xx|x)? = (x|(xxxx|xxx|xx))? = (x|x(xxx|xx|x))?, logo
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R2 = (x|x(x|(xxx|xx)))? = (x|x(x|x(xx|x)))? = R4.
Então R4 representa x(0, 4).
Na Figura 3.27 são mostrados os ǫ-NFAs equivalentes aR1,R2,R3 eR4 nas partes (a),
(b), (c) e (d) respectivamente, obtidos pela construção de Thompson clássica. O autômato
x é representado pela elipse anotada com x, ele possui 78 estados e 96 transições como foi




































































Figura 3.27: ǫ-NFAs: (a) equivalente a x?x?x?x?, (b) equivalente a (xxxx|xxx|xx|x)?,
(c) equivalente a (((xx|x)x|x)x|x)?, (d) equivalente a (x|x(x|x(x|xx)))?. Autômatos
obtidos pela construção clássica de Thompson.
O ǫ-NFA Mx equivalente a x obtido pela construção de Thompson melhorada pos-
sui dois estados sem ciclos e |Σ| transições e ele é um ǫ-free NFA. Na Figura 3.28 são
mostradas duas representações para Mx, (a) representação completa e (b) representação
canônica onde a transição anotada com Σ representa |Σ| transições não-vazias, uma para
cada símbolo do alfabeto.
Na Figura 3.29 mostram-se os ǫ-NFAs equivalentes a R1, R2, R3 e R4 obtidos pela
construção melhorada de Thompson. Como os ǫ-NFAs construídos possuem ǫ-moves é
necessário usar o algoritmo da Seção 2.2.5 para encontrar um ǫ-free NFA equivalente. Na
figura são mostrados também os ǫ-free NFA obtidos para cada caso. Em todos os casos
os ǫ-free NFA obtidos possuem dois estados finais. O algoritmo adicionou o estado inicial
como estado final para aceitar a cadeia vazia.
As ideias usadas para construir R1, R2, R3 e R4 podem ser estendidas para diferentes
valores de l − k. Na Tabela 3.5 são mostrados os números de estados e transições dos
ǫ-free NFAs obtidos pelo algoritmo da Seção 2.2.5 ao ser aplicado sobre os ǫ-NFAs obtidos
pela construção melhorada de Thompson equivalentes a diversas expressões regulares
construídas de forma similar a R1, R2, R3 e R4 para diversos valores de l−k. Observa-se

























Figura 3.28: ǫ-NFAs equivalentes a x obtido pela construção melhorada de Thompson,







































Figura 3.29: ǫ-NFAs e ǫ-free NFAs equivalentes aR1,R2, R3 eR4 obtidos pela construção
melhorada de Thompson.
que o número de estados e transições dos autômatos construídos para os tipos R3 e R4
são similares, pela construção na fatoração, um é o reflexo do outro.
Na Figura 3.30 se mostra graficamente a variação do número de estados e transições
respeito a l− k para os ǫ-free NFA obtidos com expressões regulares do tipo R1 na parte
(a), do tipo R2 na parte (b) e do tipos R3 e R4 com contas similares na parte (c).
Comparativamente observamos que a construção das expressões regulares do tipo R3 e
R4 possuem um número linear de estados e transições respeito com l − k.
O ǫ-free NFA equivalente a x(0, l−k) também pode ser construído a partir das expres-
sões regulares do tipo R1 usando o algoritmo apresentado por Hromkovic et al. [20] ou o
algoritmo de Schnitger [30]. A expressão regular do tipo R1 para o caso x(0, l− k) possui
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Tabela 3.5: Número de estados e transições dos ǫ-free NFAs construídos para diversos
valores de l − k.
ǫ-free NFA ǫ-free NFA ǫ-free NFA ǫ-free NFA
da expressão regular da expressão regular da expressão regular da expressão regular
l − k tipo R1 tipo R2 tipo R3 tipo R4
estados transições estados transições estados transições estados transições
4 5 10|Σ| 8 10|Σ| 5 7|Σ| 5 7|Σ|
8 9 36|Σ| 30 38|Σ| 9 15|Σ| 9 15|Σ|
12 13 78|Σ| 68 78|Σ| 13 23|Σ| 13 23|Σ|
16 17 136|Σ| 122 136|Σ| 17 31|Σ| 17 31|Σ|
20 21 210|Σ| 192 210|Σ| 21 39|Σ| 21 39|Σ|
24 25 300|Σ| 278 300|Σ| 25 47|Σ| 25 47|Σ|
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Figura 3.30: Gráfico do número de estados e transições em função de l− k para diversos
ǫ-free NFAs equivalentes às expressões regulares: (a) tipo R1, (b) tipo R2 e (c) tipo R3
similar ao tipo R4.
(l − k) vezes os símbolos de x mais 4 símbolos ?. O elemento x é representado por uma
expressão regular com (2|Σ| + 1) símbolos incluindo os símbolos |, ( e ). Consequente-
mente, R1 possui (l−k)(2|Σ|+1)+4 = O(|Σ|(l−k)) símbolos. O algoritmo apresentado
por Hromkovic et al. permite encontrar um ǫ-free NFA com O(|Σ|(l− k) log2(|Σ|(l− k)))
transições e o algoritmo apresentado por Schnitger permite encontrar um ǫ-free NFA com
O(|Σ|(l − k) log |Σ| log(|Σ|(l − k))) transições. Os números de transições obtidos usando
as construções de Hromkovic et al. e Schnitger são maiores aos resultados das expressões
regulares do tipo R3 com a construção proposta. Como as expressões regulares do tipo
R3 possuem mais símbolos que suas correspondentes do tipo R1, usá-las nas construções
de Hromkovic et al. e Schnitger produziria ǫ-free NFAs maiores.
3.3.6 ǫ-NFA equivalente a y-x(0, l− k)
Os ǫ-NFAs equivalentes a x(0, l−k) obtidos pela construção melhorada de Thompson sobre
as expressões regulares do tipo R3 e R4 são os mais compactos. Eles possuem um ǫ-move,
e ao aplicar o algoritmo da Seção 2.2.5 os ǫ-free NFAs obtidos possuem dois estados
finais. Para todos os elementos PROSITE diferentes a x(0, l− k), o algoritmo melhorado
de Thompson conseguiu gerar diretamente um ǫ-free NFA. Nesta parte conseguimos o
mesmo para y-x(0, l − k) o que é suficiente para construir um ǫ-free NFA para o padrão
PROSITE completo usando apenas o algoritmo melhorado de Thompson.
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No ǫ-NFA construído pelo algoritmo melhorado para a R3, o ǫ-move é consequência
de que x(0, l − k) aceita a cadeia vazia. Para aceitar a cadeia vazia, o operador ? é adi-
cionado nas expressões regulares do tipo R3. Se consideramos a expressão regular sem ?
((((x)x|x)x|x)x|x), essa expressão regular não aceita a cadeia vazia e a construção melho-
rada de Thompson obtém diretamente um ǫ-free NFA. ((((x)x|x)x|x)x|x) é equivalente a
x(1, 4).
Pela definição dos padrões PROSITE o termo x(0, l− k) nunca pode ser o começo de
uma sequência, então existe um termo y com |y| = 1 à esquerda de x(0, l−k). Esse termo
y pode ser usado para retirar o operador ? na construção da expressão regular.
Considerando que a expressão regular equivalente a y é y, para y-x(0, l−k) construímos
à expressão regular yz|y, onde z é a expressão regular equivalente a x(1, l−k). z pode ser
obtida seguindo as mesmas ideias da expressão regular do tipo R3, tal como é mostrado
na Tabela 3.6.
Tabela 3.6: Expressões regulares para y-x(0, l − k), usando R3









Da mesma maneira, z poderia ser obtido seguindo as mesmas ideias da expressão
regular do tipo R4.
Considerando que y representa um aminoácido que pode ser escolhido de um conjunto
C de aminoácidos, na Figura 3.31 são mostrados os ǫ-free NFAs equivalente a y-x(0, l−k)
para diversos valores de l − k, obtidos pela construção melhorada de Thompson. As
transições anotadas com C representam |C| transições, uma para cada aminoácido contido
em C.
3.3.7 Exemplos de ǫ-free NFAs equivalentes a padrões PROSITE
Na Figura 3.32 é mostrado o padrão PROSITE PS00315 com 23 elementos simples, a
correspondente expressão regular equivalente com 777 símbolos e o ǫ-free NFA equivalente
obtido pela construção melhorada de Thompson com 24 estados e 365 transições. Se
usarmos a construção clássica de Thompson seria obtido um ǫ-NFA com 1414 estados e
1765 transições das quais 1390 seriam ǫ-moves.
Na Figura 3.33 é mostrado o padrão PROSITE PS00720 com 51 elementos simples, a
correspondente expressão regular equivalente com 2683 símbolos e o ǫ-free NFA equiva-
lente obtido pela construção melhorada de Thompson com 52 estados e 1275 transições.
Se usarmos a construção clássica de Thompson seria obtido um ǫ-NFA com 4998 estados
e 6221 transições das quais 4946 seriam ǫ-moves.





















Figura 3.31: ǫ-free NFAs equivalente a y-x(0, l − k) para diversos valores de l − k.





































Figura 3.32: Expressão regular e ǫ-free NFA equivalente ao padrão PROSITE PS00315.
A Figura 3.34 mostra a construção do ǫ-free NFA para 5 padrões PROSITE. Os autô-
matos obtidos são basicamente uma sequência linear de estados, com regiões de aparência
mais densa, produzidos pela presença de elementos da forma x(0,k). Nos ǫ-free NFAs da
Figura 3.34, as transições anotadas pelo símbolo Σ representam |Σ| transições, uma para
cada símbolo do alfabeto.
Implementação
Detalhes de implementação podem ser revisados no Apêndice B.6.
Complexidade no número de estados e transições
Seja o padrão PROSITE P = P[1]-P[2]-...-P[m] com m elementos (simples e compostos).
Considerando que |P| representa o número de elementos simples em P, então |P| ≥ m,
dado que um elemento P[i] pode ter repetições ou intervalos. A existência de intervalos
implica que o número de elementos simples no padrão PROSITE é variável. Considerando
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Figura 3.33: Expressão regular e ǫ-free NFA equivalente ao padrão PROSITE PS00720.
que |P[i]| ≤ ni e
∑m
1 ni = n, então |P| ≤ n. Um padrão PROSITE que representa no
máximo n elementos simples pode ser representado por uma expressão regular equivalente
com O(n|Σ|) símbolos, dado que um elemento simples pode ser escolhido de uma lista de
estados aceitáveis que no máximo contém |Σ| aminoácidos (no caso do elemento x).
Na Tabela 3.4 são mostrados os números de estados dos ǫ-free NFAs obtidos para
os distintos elementos, a tabela não considera o elemento x(0, l − k). Em todos esses
casos, o número de estados obtidos para o termo P[i] é ni + 1 estados. Para o elemento
y-x(0, l−k) temos que |y-x(0, l−k)| ≥ l−k+1. Na Figura 3.31 é mostrado que o número
de estados do ǫ-free NFA equivalente a y-x(0, l − k) é (l − k + 1) + 1. Considerando as
m − 1 concatenações dos m elementos de P e que o algoritmo melhorado de Thompson
funde um estado ao aplicar cada concatenação, então o número de estados do ǫ-free NFA
equivalente a P é
∑m
1 (ni + 1)− (m− 1) =
∑m
1 ni − 1 = n+ 1 = O(n).
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Figura 3.34: Padrões PROSITE e seu ǫ-free NFA equivalente, obtidos pela construção
de Thompson melhorada sobre a expressão regular proposta, usando as construções da
Figura 3.31.
Na Tabela 3.4 são mostrados os números de transições dos ǫ-free NFAs obtidos. Em
todos esses casos, o número de transições para o termo P[i] é niC ≤ niΣ. Na Figura 3.31
é mostrado que o número de transições do ǫ-free NFA equivalente a y-x(0, l − k) com
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|y-x(0, l − k)| ≥ l − k + 1 é 2(l − k)|Σ|+ 2|C| ≤ 2(l − k + 1)|Σ|. Considerando as m− 1
concatenações dos m elementos de P e que o algoritmo melhorado de Thompson não
adiciona novas transições, então o número de transições do ǫ-free NFA equivalente a P é
menor ou igual que
∑m
1 (2(ni)|Σ|) = 2n|Σ| = O(n|Σ|).
A construção melhorada de Thompson aplicada sobre a expressão regular proposta
permite obter um ǫ-free NFA diretamente em tempo linear, e ademais o ǫ-free NFA ob-
tido tem número linear de estados em relação a n e número sublinear de estado em relação
ao número de símbolos O(n|Σ|) da expressão regular, tal como pode ser observado na Ta-
bela 3.7 nas colunas anotadas como “ |P| ≤”, “ |R|” e “E”, onde se observa que o padrão
PROSITE PS01254 com um número máximo de 121 elementos simples possui uma expres-
são regular equivalente com 4745 símbolos e um ǫ-free NFA equivalente com 122 estados.
O número de transições obtido é O(n|Σ|).
Na Tabela 3.7 é mostrado o detalhe em números dos 20 padrões PROSITE mais
longos, de um total de 1294 processados. No processo, foi calculada a expressão regular,
o ǫ-NFA pela construção de Thompson melhorada que gerou diretamente um ǫ-free NFA,
em seguida usando os algoritmos clássicos são construídos o DFA equivalente e DFA
mínimo equivalente aos ǫ-free NFA obtidos. Os tempos de cada processo são mostrados
em milissegundos. |P| é o tamanho máximo do padrão PROSITE, |R| o tamanho das
expressões regulares construídas, E ó número de estados, T é o número de transições,
e ǫ o número de ǫ-moves. No processo foi usado o alfabeto Σ, com |Σ| = 20. Para
o processamento foi usado um computador com processador INTEL CORE I5 com 6
Gb de memória RAM. Para as sequências PS01359 e PS01208, é mostrado NC, para
indicar que o autômato não foi calculado. Nesses casos o cálculo do DFA foi interrompido
por levar mais de uma hora de processamento. No entanto o algoritmo melhorado de
Thompson conseguiu encontrar para todos os casos um ǫ-free NFA.
Os ǫ-free NFA com maior número de transições são mostrados na Tabela 3.8. Os
DFAs com maior número de transições são mostrados na Tabela 3.9. Os DFAs com maior
número de transições depois de serem minimizados, são mostrados na Tabela 3.10.
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Tabela 3.7: Detalhe em números dos 20 padrões PROSITE mais longos de um total
de 1294 processados. A construção melhorada de Thompson foi usada para construir
os ǫ-free NFAs equivalentes, em seguida usando os algoritmos clássicos são construídos os
DFAs equivalentes e DFAs mínimos equivalentes a esses ǫ-free NFAs. As colunas mostram
transições (T), estados (E), e o tempo usado pelo processo em milissegundos (ms).
PROSITE ǫ-free NFA DFA DFA mínimo
P |P| ≤ |R| E T ǫ (ms) E T (ms) E T (ms)
PS01254 121 4745 122 2312 0 130,7 429 8296 555,2 406 7836 93,9
PS01351 113 4973 114 2408 0 135,8 722 14047 1849,3 722 14047 369,3
PS00495 85 2829 86 1378 0 40,8 90 1388 9,6 90 1388 2,5
PS01352 84 3456 85 1669 0 64,2 2055 40726 9584,2 1574 31106 3294,7
PS01359 77 4825 78 2288 0 132,4 NC NC NC NC NC NC
PS01282 70 2698 71 1304 0 37,8 636 12241 392,3 468 8881 283,4
PS01353 63 2903 64 1396 0 40,7 1781 35250 5084,4 783 15290 3768,4
PS00633 63 2637 64 1266 0 43,8 13235 264227 442278,5 4705 93627 292891,2
PS01208 61 3325 62 1587 0 82,4 NC NC NC NC NC NC
PS00077 57 2159 58 1049 0 24,3 64 1052 3,7 64 1052 1,4
PS00983 56 2850 57 1363 0 37,5 591 11568 346,3 394 7628 184,2
PS00078 55 2323 56 1126 0 25,9 459 8937 345,5 459 8937 136,2
PS00350 55 1429 56 690 0 11,5 56 690 2,5 56 690 0,8
PS00903 55 2905 56 1385 0 43,4 3469 68914 20794,7 2580 51134 11346,0
PS00479 54 2372 55 1142 0 29,9 735 14377 656,9 651 12697 325,4
PS00223 53 1847 54 898 0 18,3 54 898 2,6 54 898 1,0
PS01360 52 2538 53 1214 0 31,4 6642 132367 55246,0 4356 86647 35976,2
PS00720 51 2683 52 1275 0 39,9 172 3140 34,4 172 3140 13,8
PS60022 51 2881 52 1364 0 38,9 1277 25121 1667,2 502 9621 1510,6
PS00351 50 1344 51 653 0 9,8 51 653 1,9 51 653 0,6
Tabela 3.8: Detalhes em números dos 20 padrões PROSITE com maior número de tran-
sições no seu ǫ-free NFA equivalente. As colunas mostram transições (T), estados (E), e
o tempo usado pelo processo para construir o autômato em milissegundos (ms).
PROSITE ǫ-free NFA DFA DFA mínimo
P |P| ≤ |R| E T ǫ (ms) E T (ms) E T (ms)
PS01351 113 4973 114 2408 0 135,8 722 14047 1849,3 722 14047 369,3
PS01254 121 4745 122 2312 0 130,7 429 8296 555,2 406 7836 93,9
PS01359 77 4825 78 2288 0 132,4 NC NC NC NC NC NC
PS01352 84 3456 85 1669 0 64,2 2055 40726 9584,2 1574 31106 3294,7
PS01208 61 3325 62 1587 0 82,4 NC NC NC NC NC NC
PS01353 63 2903 64 1396 0 40,7 1781 35250 5084,4 783 15290 3768,4
PS00903 55 2905 56 1385 0 43,4 3469 68914 20794,7 2580 51134 11346,0
PS00495 85 2829 86 1378 0 40,8 90 1388 9,6 90 1388 2,5
PS60022 51 2881 52 1364 0 38,9 1277 25121 1667,2 502 9621 1510,6
PS00983 56 2850 57 1363 0 37,5 591 11568 346,3 394 7628 184,2
PS01282 70 2698 71 1304 0 37,8 636 12241 392,3 468 8881 283,4
PS00720 51 2683 52 1275 0 39,9 172 3140 34,4 172 3140 13,8
PS00633 63 2637 64 1266 0 43,8 13235 264227 442278,5 4705 93627 292891,2
PS01360 52 2538 53 1214 0 31,4 6642 132367 55246,0 4356 86647 35976,2
PS00479 54 2372 55 1142 0 29,9 735 14377 656,9 651 12697 325,4
PS00078 55 2323 56 1126 0 25,9 459 8937 345,5 459 8937 136,2
PS60000 50 2340 51 1120 0 28,7 1876 37046 3078,3 1876 37046 2360,2
PS00652 48 2324 49 1113 0 40,2 10845 216609 145390,4 1555 30809 274768,2
PS00077 57 2159 58 1049 0 24,3 64 1052 3,7 64 1052 1,4
PS00472 48 1922 49 923 0 17,7 330 6208 86,9 240 4408 58,0
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Tabela 3.9: Detalhes em números dos 20 padrões PROSITE com maior número de transi-
ções no seu DFA equivalente. As colunas mostram transições (T), estados (E), e o tempo
usado pelo processo para construir o autômato em milissegundos (ms).
PROSITE ǫ-free NFA DFA DFA mínimo
P |P| ≤ |R| E T ǫ (ms) E T (ms) E T (ms)
PS01208 61 3325 62 1587 0 82,4 NC NC NC NC NC NC
PS01359 77 4825 78 2288 0 132,4 NC NC NC NC NC NC
PS00633 63 2637 64 1266 0 43,8 13235 264227 442278,5 4705 93627 292891,2
PS00652 48 2324 49 1113 0 40,2 10845 216609 145390,4 1555 30809 274768,2
PS01360 52 2538 53 1214 0 31,4 6642 132367 55246,0 4356 86647 35976,2
PS00903 55 2905 56 1385 0 43,4 3469 68914 20794,7 2580 51134 11346,0
PS01352 84 3456 85 1669 0 64,2 2055 40726 9584,2 1574 31106 3294,7
PS60000 50 2340 51 1120 0 28,7 1876 37046 3078,3 1876 37046 2360,2
PS01353 63 2903 64 1396 0 40,7 1781 35250 5084,4 783 15290 3768,4
PS01187 37 1849 38 880 0 17,2 1702 33686 2254,5 779 15226 3524,2
PS60022 51 2881 52 1364 0 38,9 1277 25121 1667,2 502 9621 1510,6
PS00041 46 1702 47 816 0 14,9 891 17230 811,0 853 16470 682,9
PS00479 54 2372 55 1142 0 29,9 735 14377 656,9 651 12697 325,4
PS01351 113 4973 114 2408 0 135,8 722 14047 1849,3 722 14047 369,3
PS00463 37 1589 38 764 0 12,2 650 12786 444,3 300 5786 245,3
PS01177 38 1574 39 756 0 12,5 642 12577 420,8 422 8177 222,0
PS01282 70 2698 71 1304 0 37,8 636 12241 392,3 468 8881 283,4
PS00983 56 2850 57 1363 0 37,5 591 11568 346,3 394 7628 184,2
PS00478 40 1612 41 779 0 12,7 470 9047 231,0 470 9047 165,0
PS00078 55 2323 56 1126 0 25,9 459 8937 345,5 459 8937 136,2
Tabela 3.10: Detalhes em números dos 20 padrões PROSITE com maior número de
transições no seu DFA mínimo equivalente. As colunas mostram transições (T), estados
(E), e o tempo usado pelo processo para construir o autômato em milissegundos (ms).
PROSITE ǫ-free NFA DFA DFA mínimo
P |P| ≤ |R| E T ǫ (ms) E T (ms) E T (ms)
PS00633 63 2637 64 1266 0 43,8 13235 264227 442278,5 4705 93627 292891,2
PS01360 52 2538 53 1214 0 31,4 6642 132367 55246,0 4356 86647 35976,2
PS00903 55 2905 56 1385 0 43,4 3469 68914 20794,7 2580 51134 11346,0
PS60000 50 2340 51 1120 0 28,7 1876 37046 3078,3 1876 37046 2360,2
PS01352 84 3456 85 1669 0 64,2 2055 40726 9584,2 1574 31106 3294,7
PS00652 48 2324 49 1113 0 40,2 10845 216609 145390,4 1555 30809 274768,2
PS00041 46 1702 47 816 0 14,9 891 17230 811,0 853 16470 682,9
PS01353 63 2903 64 1396 0 40,7 1781 35250 5084,4 783 15290 3768,4
PS01187 37 1849 38 880 0 17,2 1702 33686 2254,5 779 15226 3524,2
PS01351 113 4973 114 2408 0 135,8 722 14047 1849,3 722 14047 369,3
PS00479 54 2372 55 1142 0 29,9 735 14377 656,9 651 12697 325,4
PS60022 51 2881 52 1364 0 38,9 1277 25121 1667,2 502 9621 1510,6
PS00478 40 1612 41 779 0 12,7 470 9047 231,0 470 9047 165,0
PS00078 55 2323 56 1126 0 25,9 459 8937 345,5 459 8937 136,2
PS01282 70 2698 71 1304 0 37,8 636 12241 392,3 468 8881 283,4
PS01177 38 1574 39 756 0 12,5 642 12577 420,8 422 8177 222,0
PS01254 121 4745 122 2312 0 130,7 429 8296 555,2 406 7836 93,9
PS00983 56 2850 57 1363 0 37,5 591 11568 346,3 394 7628 184,2
PS00463 37 1589 38 764 0 12,2 650 12786 444,3 300 5786 245,3
PS00759 41 1473 42 707 0 13,2 316 5674 97,7 315 5654 70,2
Capítulo 4
Alinhamento restrito
No ano de 2005, Arslan [3, 4] propôs o problema e um algoritmo para o alinhamento
de duas sequências restrito por expressão regular chamado RECSA (Regular Expression
Constrained Sequence Alignment). Essa solução está baseada na programação dinâmica
de Needleman e Wunsh [26] e em um NFA produto que é usado para verificar a restrição
ao longo do processo.
Banco de dados, como o PROSITE, armazenam listas de padrões que caracterizam
famílias e domínios de proteínas. Padrões PROSITE podem ser representados por ex-
pressões regulares tal como foi visto na Seção 3.3. Padrões PROSITE podem ser usados
como restrição no alinhamento restrito de Arslan.
Neste trabalho abordamos o problema do alinhamento de duas sequências restrito por
expressão regular usando padrões PROSITE como a restrição. Os ǫ-free NFA equivalentes
a uma sequência de PROSITE estudados na Seção 3.3 são usados para melhorar o algo-
ritmo de Arslan [3]. No caso de usar como restrição um padrão de PROSITE, o algoritmo
proposto também é melhor que os algoritmos propostos por Chung et al. [10] no ano de
2007 e por Kucherov et al. [23] no ano de 2011.
Este capítulo está dividido em quatro partes. Na Seção 4.1, definimos o alinhamento
restrito por expressão regular. Na Seção 4.2, definimos o NFA produto a partir de um
NFA base, descrevemos e relacionamos a computação no NFA base e a computação no
NFA produto, estudamos as linguagens representadas por esses NFAs e relacionamos a
programação dinâmica do alinhamento ótimo com a computação no NFA produto. Na
Seção 4.3, apresentamos o algoritmo de Arslan [4]. Na Seção 4.4, apresentamos nossa
solução para o alinhamento restrito definido por Arslan usando padrões PROSITE, na
Seção 4.4.1 a solução direta usando os resultados do Capítulo 2 e na Seção 4.4.2 a solução
é melhorada usando um pré-processamento.
4.1 Alinhamento restrito por expressão regular
Definição 4.1 (Função remove espaços: ρ). Definimos a função ρ : (Σ−)∗ → Σ∗
como a função que remove todos os espaços de uma sequência.
Assim, para a sequência s′ = a–b-c-ab–, temos que ρ(s′) = abcab. Note que, para as
sequências s′ e t′ de A(s, t), s = ρ(s′) e t = ρ(t′).
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Definição 4.2 (A restrito por expressão regular: AR). Sejam s e t duas sequências
sobre o alfabeto Σ, γ : (Σ−,Σ−) → R uma função de pontuação de colunas e R uma
expressão regular. Definimos AR(s, t) como um alinhamento A = (s
′, t′) com pontuação
máxima, tal que existem um i e um j para os quais ρ(s′[i, j]) ∈ L(R) e ρ(t′[i, j]) ∈ L(R).
Quando s e t estiverem claras pelo contexto, usaremos apenas AR por AR(s, t) e da
mesma forma denotaremos o tamanho do alinhamento por |AR(s, t)| ou |AR| e a coluna
i por AR[i].
As sequências s = ALHHCHAGLHHHHALGKMP e t = AGLHHHHHCHALGHKRPGMKP são alinha-
das na Figura 4.1 usando a função de pontuação de coluna que dá o valor 4 para um
match, -2 para um mismatch e -1 para um gap. A parte (a) mostra o A ótimo delas com
14 coincidências. Na parte (b) é mostrado o AR com 11 coincidências. Note que, segundo
a Definição 4.2, o AR é um alinhamento com pontuação máxima. A restrição usada é
a expressão regular R = HCHxxxHxxx(A|G)(L|M), equivalente ao padrão de PROSITE
PS00080 = H-C-H-x(3)-H-x(3)-[AG]-[LM]. O elemento x(3) é representado pela con-
catenação xxx onde x = A|C|D|E|F|G|H|I|K|L|M|N|P|Q|R|S|T|V|W|Y. Note que x é
uma expressão regular que representa um símbolo qualquer do alfabeto de aminoácidos.
Para que o alinhamento AR exista, é necessário que pelo menos uma subcadeia de
s pertença à linguagem L(R) e uma subcadeia de t pertença à linguagem L(R). As
sequências s e t podem ter mais de uma subcadeia pertencente a L(R). Se AR existe
então a existência de i e j da Definição 4.2 está garantida. As colunas i e j encontradas
no alinhamento AR o dividem em três partes: A0, A1 e A2, onde A1 é um alinhamento
ótimo entre s1 e t1.
No AR mostrado na parte (b) da Figura 4.1 observa-se uma região retangular A1
conformada pelas colunas AR[8]AR[9]...AR[20]. A1 representa um alinhamento entre
s1 = ρ(s
′[8, 20]) = HCHAGLHHHHAL e t1 = ρ(t[8, 20]) = HCHALGHKRPGM, onde a subcadeia s1
de s e a subcadeia t1 de t pertencem a L(R). As colunas de A1 determinam os valores
de i = 8 e j = 20 da Definição 4.2. Como o AR tem pontuação máxima, então A1 é um
alinhamento ótimo entre s1 e t1. Se A1 não for um alinhamento ótimo, então existe outra
configuração de colunas com pontuação maior, logo AR não seria máximo. Portanto A1
















































Figura 4.1: Alinhamentos: (a) A ótimo. (b) AR.
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Considerando Σ = {A,B,C,D,E,F,G,H,I,J,K,L,M,N,O,P,Q,R,S,T} com |Σ| = 20, a
expressão regular R = HCHxxxHxxx(A|G)(L|M) expandida é mostrada na parte (a) da
Figura 4.2 com 260 símbolos. Na parte (b) é mostrado o NFA equivalente a R, com
13 estados, 128 transições e sem transições vazias obtido pela construção melhorada de





























q0 q1 q2 q3 q4 q5 q6 q7 q8 q9 q10 q11 q12
(b)
Figura 4.2: (a) Expressão regular expandida equivalente aR = HCHxxxHxxx(A|G)(L|M).
(b) NFA equivalente a R obtido pela construção melhorada de Thompson.
4.2 Autômatos e alinhamento
Nesta seção estudamos a computação num NFA usada para verificar se uma sequência
pertence ou não na linguagem do NFA, construímos um NFA produto e estudamos a com-
putação nele e finalmente estudamos como acompanhar o alinhamento de duas sequências
usando esse NFA produto.
4.2.1 NFA produto
Sejam a expressão regular R e o NFA N = (Q,Σ, δ, q0, F ), com L(R) = L(N). Construí-
mos o NFA:
P = (Q×Q, (Σ− × Σ−) \ {(-,-)}, δnp, (q0, q0), F × F )
onde δnp é definida por:


δnp((p, q), (a,-)) = δ(p, a)× {q} se a ∈ Σ e (p, q) ∈ Q×Q (i)
δnp((p, q), (-, b)) = {p} × δ(q, b) se b ∈ Σ e (p, q) ∈ Q×Q (ii)
δnp((p, q), (a, b)) = δ(p, a)× δ(q, b) se (a, b) ∈ Σ× Σ e (p, q) ∈ Q×Q (iii)
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(i) adiciona transições que consomem o par (símbolo, -), para um símbolo em s. (ii)
adiciona transições que consomem o par (-, símbolo), para um símbolo em t. (iii) adiciona
transições que consomem o par (símbolo, símbolo), para um símbolo em cada sequência.
Se consideramos que δ(p,-) = {p}, então δnp pode ser redefinida de maneira mais compacta
como δnp((p, q), (a, b)) = δ(p, a)× δ(q, b). O NFA P é chamado do NFA produto de N ou
simplesmente do NFA produto se N estiver claro pelo contexto. O NFA N usado para
construir P é chamado do NFA base de P ou simplesmente do NFA base se P estiver claro
pelo contexto.
Considerando que ne e nt são o número de estados e transições do NFA N, então
número de estados do NFA P é n2e = |Q|
2.
Considerando que qi ∈ Q é um estado do NFA N, as transições que saem do estado




No NFA P as transições que saem do estado (qi, qj) podem ser representadas pelo
conjunto de estados alcançados βi,j = {δnp((qi, qj), (a, b)) | (a, b) ∈ (Σ− × Σ−) \ {(-,-)}}.
Assim o número total de transições em P pode ser calculado como a soma de todas





Usando a definição de δnp, βi,j = {δ(qi, a) × δ(qj, b) | (a, b) ∈ (Σ− × Σ−) \ {(-,-)}}
pode ser composto pela união dos conjuntos βDi,j = {δ(qi, a) × δ(qj, b) | a, b ∈ Σ}, β
H
i,j =
{δ(qi,-) × δ(qj, b) | b ∈ Σ} e βVi,j = {δ(qi, a) × δ(qj ,-) | a ∈ Σ}, os quais representam
os conjuntos de estados produzidos pelo avanço diagonal, pelo avanço horizontal e pelo




i,j| e o número total de
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|{δ(qj, b) | b ∈ Σ}|




































































t + 2ntne (4.1)
Na Figura 4.3 é mostrado parcialmente o NFA produto P, construído com base no
autômato N da Figura 4.2. Note que, como de cada estado de N existem transições para
apenas um único outro estado, então de cada estado em P saem transições apenas para
outros 3 estados, produzidos ao consumir (símbolo, -), (-, símbolo) ou (símbolo, símbolo).
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Para facilitar a visualização na Figura 4.3 um estado (qi, qj) de P está anotado como
qiqj . As transições na linha diagonal superior que partem do estado q0q0 até o estado
q0q12, correspondem a consumir colunas do tipo (-,símbolo). Para maior simplicidade
nas anotações das transições é usado o símbolo Σ para representar qualquer símbolo do
alfabeto e representar de maneira compacta um conjunto de transições, assim por exemplo

































































































Figura 4.3: Construção parcial do NFA P.
Na Figura 4.3 transições que consomem (símbolo, símbolo) estão desenhadas hori-
zontalmente, transições desenhadas diagonalmente subindo da esquerda para a direita
correspondem a consumir (-, símbolo) e transições desenhadas diagonalmente descendo
da esquerda para a direita correspondem a consumir (símbolo, -). Na figura estão anota-
das as transições da diagonal superior desde q0q0 até o q0q12, duas transições da diagonal
inferior desde q0q0 até q1q0, e transições horizontais. As anotações das diagonais interiores
não anotadas são equivalentes às diagonais superior e inferior da mesma linha diagonal.
Assim, as anotações das transições q1q6 até q1q7, q2q6 até q2q7, q3q6 até q3q7, q4q6 até q4q7
são equivalentes à anotação (-,H) mostrada na transição q0q6 até q0q7. Da mesma forma
as anotações das transições q0q1 até q1q1, q0q3 até q1q3, q0q4 até q1q4, q0q5 até q1q5, q0q6 até
q1q6, q0q7 até q1q7, q0q8 até q1q8, q0q9 até q1q9 são equivalentes à anotação (H,-) mostrada
na transição q0q0 até q1q0.
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4.2.2 Computação num NFA
Autômatos são formalismos que permitem definir linguagens. Assim, o NFA N = (Q,Σ,
δ, q0, F ) define a linguagem L(N). Toda sequência que pertence à linguagem L(N) é aceita
(ou reconhecida) por N. Para determinar se uma sequência s pertence à linguagem L(N),
verificamos se ela é aceita por N usando um processo que chamamos da computação em
N sobre s ou simplesmente computação em N se s estiver claro pelo contexto. Nesta
seção estamos interessados em caracterizar a computação num NFA como uma sequência
de passos bem definidos com o objetivo de usá-la num NFA produto e depois conseguir
associá-la com a programação dinâmica do alinhamento.
A computação em N sobre s é formada por uma sequência de passos. Em cada passo
um símbolo de s é consumido, assim no primeiro passo é consumido o símbolo s[1], no
segundo passo é consumido o símbolo s[2] e assim por diante. Na computação em N
sobre s são realizados |s| passos. Em cada passo de computação existe um conjunto de
estados ativos alcançados após ter consumido o prefixo s[1, i − 1] conforme a Definição
2.12 (página 40). No i-ésimo passo de computação o símbolo s[i] é consumido para gerar
um novo conjunto de estados ativos que corresponderá ao conjunto de estados ativos do
passo de computação i+ 1. No i-ésimo passo de computação o símbolo s[i] é consumido
por todas as transições do NFA N que partem de algum estado ativo. Se em algum
passo da computação não existem transições possíveis, então dizemos que a computação
ficou travada e consequentemente o novo conjunto de estados ativos é vazio. O final da
computação é alcançado após consumir todos os símbolos de s.
Se no final da computação algum dos estados ativos alcançados é um estado final de
N, então a sequência s é aceita por N e s pertence à linguagem L(N). Caso contrário, no
final da computação, o conjunto de estados ativos alcançados é vazio ou nenhum estado
ativo alcançado é um estado final de N, logo a sequência s não é aceita por N e s não
pertence à linguagem L(N).
4.2.3 Computação num NFA produto
Nesta seção descrevemos a computação no NFA produto usando os passos de computação
descritos na computação num NFA, dado que um NFA produto também é um NFA.
Os símbolos consumidos ao longo da computação no NFA produto são pares ordenados
da forma (símbolo, -), (-, símbolo) ou (símbolo, símbolo) dado que o alfabeto do NFA
produto é um produto cartesiano de alfabetos do qual foi retirado o elemento (-,-). Com
o objetivo de entender a linguagem do NFA produto, estabelecemos uma relação entre
um passo de computação no NFA produto e dois passos de computação no NFA base e
com isso chegamos a uma relação entre a linguagem do NFA produto e a linguagem do
NFA base.
Dado o NFA N = (Q,Σ, δ, q0, F ), construímos o NFA produto:
P = (Q×Q, (Σ− × Σ−) \ {(−,−)}, δnp, (q0, q0), F × F )
A computação em P começa com o único estado (q0, q0) como estado ativo, depois em
cada passo de computação algum símbolo é consumido e um novo conjunto de estados
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ativos é gerado.
Seja o estado (qx, qy) um estado ativo alcançado num passo de computação em P, no
qual o símbolo (a, b) ∈ (Σ−×Σ−)\{(-,-)} será consumido, após consumir o símbolo (a, b)
serão alcançados os novos estados ativos produzidos por δ(qx, a)×δ(qy, b) (lembrando que
δ(qx,-) = qx e δ(qy,-) = qy). A parte δ(qx, a) de δ(qx, a) × δ(qy, b) na computação em P
corresponde a um passo da computação em N no qual o estado qx é um estado ativo e
δ(qx, a) é o conjunto de estados após consumir o símbolo a partindo de qx. A parte δ(qy, b)
de δ(qx, a)× δ(qy, b) na computação em P corresponde a um passo da computação em N
no qual o estado qy é um estado ativo e δ(qy, b) é o conjunto de estados após consumir o
símbolo b partindo de qy. Logo, cada transição usada num passo da computação em P
é construída por transições em N correspondentes a algum passo de alguma computação
em N. Dessa maneira a computação em P está relacionada à computação em N. No
final da computação em P, uma sequência de transições que alcança um estado ativo é
formada por duas sequências de transições em N, uma que consome s e outra que consome
t. Ambas sequências de transições em N correspondem a uma computação em N, uma
sobre s e outra sobre t respectivamente.
Na computação em P, como símbolos (a, b) ∈ (Σ− × Σ−) \ {(-,-)}, são consumidos,
então a linguagem L(P) é formada por uma sequência de símbolos dos tipos (α,-), (-, β) ou
(α, β), com α, β ∈ Σ. A sequência desses símbolos consumidos formam um alinhamento.
As seguintes afirmações a respeito do alinhamento são equivalentes:
• O alinhamento A formado ao final da computação em P pertence à linguagem L(P)
se e somente se um estado final de P é alcançado.
• A = (s′, t′) ∈ L(P) se e somente se ρ(s′) ∈ L(N) e ρ(t′) ∈ L(N).
• A ∈ L(P) se e somente se A é um alinhamento entre duas sequências que pertencem
a L(N).
Se na computação em P são consumidas as colunas de algum A(s, t) tal que s /∈ L(N)
ou t /∈ L(N), então a computação em P não alcança um estado de P, dado que não existe
uma computação em N sobre a sequência que não pertence a L(N) que alcance um estado
de F . Logo, nenhum alinhamento de s e t pertence a L(P).
A computação em P é equivalente à computação em paralelo sobre dois autômatos
N1 e N2 equivalentes a N, onde a cada passo da computação é consumido um símbolo
em N1, um símbolo em N2 ou um símbolo em ambos simultaneamente. Note que quando
apenas um símbolo é consumido a computação num dos NFAs base alcança como novo
estado ativo ele mesmo segundo a definição δ(qi,-) = qi.
4.2.4 Alinhamento com o NFA produto
Dadas as sequências s = HCHAGLHHHHAL e t = HCHALGHKRPGM, na Figura 4.4 é mostrada a
matriz M(n + 1, m+ 1) com n = |s| e m = |t|, construída como na Seção 2.4.2 para ser
usada no cálculo do score(s, t) pela programação dinâmica.
No desenvolvimento da programação dinâmica da Seção 2.4.2, M(i, j) armazena o
score(s[1, i], t[1, j]) e determina a existência de pelo menos uma sequência de avanços que
CAPÍTULO 4. ALINHAMENTO RESTRITO 96
partindo de (0, 0) alcança (i, j) com a pontuação M(i, j). Ao final da programação dinâ-
mica o valor do score(s, t) é preenchido na posição M(n,m). Usando o valor armazenado
em M(n,m) é recuperado pelo menos um alinhamento ótimo entre s e t.
Observe que o alinhamento recuperado após a programação dinâmica garante que a
pontuação desse alinhamento seja score(s, t). No entanto, qualquer sequência de avanços
que partindo de (0, 0) alcança (m,n) representa um alinhamento mas não necessariamente
com pontuação máxima. Na matriz da Figura 4.4 estão marcadas duas sequências de
avanços que alcançam a posição M(n,m), mas apenas a sequência de avanços 1© tem a
pontuação score(s, t). Todo alinhamento entre s e t pode ser representado em M por
alguma sequência de avanços. Todas essas sequências de avanços representam o conjunto
completo de alinhamentos entre s e t. A programação dinâmica pelo cálculo de M(m,n)
























































































Figura 4.4: Matriz da programação dinâmica para encontrar o A(s, t) ótimo.
Como as sequências s e t usadas na Figura 4.4 pertencem à linguagem L(R) com
R = xxxHxxx(A|G)(L|M) e qualquer sequência de avanços que partindo de M(0, 0) al-
cança M(n,m) representa um A(s, t), então qualquer sequência desses avanços representa
um elemento de L(P). Nem todos os elementos de L(P) estão representados em M, pois
existem outros pares de sequências (u, v) 6= (s, t) tais que u e v pertencem a L(R).
Computação em P sobre M
Na programação dinâmica avanços diagonal, horizontal e vertical alcançam a posição
(i, j) após consumir (s[i], t[j]),(-, t[j]) e (s[i],-) respectivamente. Cada um desses avanços
representa uma coluna de algum alinhamento entre s e t. Colunas de alinhamentos entre
s e t podem ser consumidos nos passos da computação em P.
Considerando que um avanço da programação dinâmica corresponde a um passo da
computação em P (que consome a coluna representada pelo avanço) e que cada posição
M(i, j) está associada a um conjunto de estados ativos de P (produzidos pela computação
parcial em P), então a programação dinâmica em M pode ser totalmente acompanhada
pela computação em P, de tal forma que partindo do único estado ativo (q0, q0) na posição
M(0, 0) com pontuação M(0, 0)[q0, q0] = 0, a programação dinâmica pelos seus avanços
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gera novos estados ativos (com pontuações máximas em cada estado ativo) em cada nova
posição de M . Chamamos de computação em P sobre M à programação dinâmica em M
acompanhada pela computação em P.
Se (qx, qy) é um estado ativo emM(i, j) armazenando a pontuaçãoM(i, j)[qx, qy], então
(qx, qy) representa pelo menos uma sequência de avanços que partindo do estado ativo
(q0, q0) em M(0, 0) alcança (qx, qy) em M(i, j) com a pontuação M(i, j)[qx, qy] (pontuação
máxima até esse estado) e essa sequência de avanços é um alinhamento entre s[1, i] e
t[1, j]. Não podemos garantir que esse alinhamento seja ótimo pois é possível que a
posição M(i, j) tenha outros estados ativos com pontuação maior.
Para facilitar a computação em P sobreM , vamos considerar que cada posição M(i, j)
é um vetor de números de comprimento |Q × Q|. O vetor M(i, j) permitirá armazenar
as pontuações máximas obtidas em cada estado ativo. Todo estado inativo terá uma
pontuação de −∞. Na computação em P sobre M , podem acontecer os seguintes casos:
• s ∈ L(N) e t ∈ L(N). Neste caso a computação se desenvolve até o final. A
cada passo da programação dinâmica sempre existe uma transição válida em P. A
pontuação do alinhamento ótimo é a pontuação maior dentre os estados ativos em
M(n,m), que é um estado final de P.
• s /∈ L(N) ou t /∈ L(N). Neste caso a computação em P sobre M fracassa por uma
das duas razões:
– a computação fica travada sem conseguir gerar novos conjuntos de estados
ativos para as locações posteriores de M , ou
– na posição (i, j) nenhum dos estados ativos alcançados é um estado final de P.
Na computação em P sobre M , como em cada posição de M , cada transição de P é
usada para consumir os avanços (diagonal, vertical e horizontal) possíveis e gerar os novos
estados ativos, então o tempo dessa computação é O(mn(n2t + 2ntne + n
2
e)) e o espaço
usado é O(mnn2e).
Se a computação em P sobre M é bem sucedida, pelo menos um alinhamento ótimo
pode ser recuperado ao final da computação. Recuperar um alinhamento ótimo usando
as informações armazenadas em M pode levar O(mn(n2t + 2ntne + n
2
e)) também, o que
dobraria o tempo da computação.
Como o objetivo da computação em P sobre M é encontrar um alinhamento de duas
sequências no caso que ambas pertençam à linguagem L(N), então a computação em
P sobre M pode ser substituída por um processamento mais econômico em tempo e
espaço. Para obter economia no tempo podemos verificar em separado se cada sequência
pertence a L(N), e só depois do sucesso dessa verificação usar a programação dinâmica
clássica para encontrar o alinhamento ótimo. A verificação de pertinência à linguagem
L(N) é realizada no tempo O(ntm+ ntn) como foi visto na Seção 2.3.3. Se a verificação
é bem sucedida o tempo total da computação que substitui a computação em P sobre
M é O(ntm + ntn + mn). O espaço pode ser melhorado usando o algoritmo de espaço
linear de Hirschberg [16] na programação dinâmica, o que permite usar apenas espaço
O(nem+ nen+m+ n).
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4.3 Algoritmo de Arslan (2007)
Na Definição 4.2 (página 89) o alinhamento restrito é definido pela existência de i e j onde
ρ(s′[i, j]) ∈ L(R) e ρ(t′[i, j]) ∈ L(R), então as colunas AR[i]AR[i+1]...AR[j] representam
o alinhamento ótimo entre as subcadeias ρ(s′[i, j]) = s1 e ρ(t′[i, j]) = t1.
Se usarmos s1 e t1 como entradas na programação dinâmica acompanhada pela compu-
tação em P vista na seção anterior, o alinhamento AR[i]AR[i+1]...AR[j] seria encontrado.
No entanto, podem existir muitas subcadeias de s e de t que podem ser usadas também
como entradas na programação dinâmica acompanhada pela computação em P e dar
certo.
O NFA P pode ser modificado para reconhecer qualquer alinhamento A(s, t) tal que
que exista um grupo de colunas A[i]A[i+ 1]...A[j] aceitas pelo NFA P.
4.3.1 NFA produto de Arslan
Na solução para o problema RECSA proposta por Arslan [3], é construído um NFA
produto, o qual é usado na programação dinâmica para encontrar o alinhamento restrito
com pontuação máxima. Neste trabalho, usando esses mesmos critérios, nós construímos
esse NFA produto e o chamamos como o NFA produto de Arslan.
Seja a expressão regular R e o NFA N = (Q,Σ, δ, q0, F ), com L(R) = L(N). Cons-
truímos o NFA:
Pa = (Q×Q, (Σ
− × Σ−) \ {(-,-)}, δna, (q0, q0), F × F )
onde δna((p, q), (a, b)) é definida por:
{
δ(p, a)× δ(q, b) se (p, q) /∈ (F × F ) ∪ {(q0, q0)} (i)
(δ(p, a)× δ(q, b)) ∪ {(p, q)} se (p, q) ∈ (F × F ) ∪ {(q0, q0)} (ii)
A linha (i) corresponde às transições que saem dos estados interiores de P (estado inicial
e final não são considerandos nessa linha). A linha (ii) define as transições dos estados
inicial e final (ou finais) e adiciona uma auto-transição neles para todos os símbolos do
alfabeto de Pa.
Pa é o NFA produto de Arslan.
A computação em Pa consome colunas de um alinhamento de forma similar ao NFA
P. Se numa computação em Pa algum estado final é alcançado então o alinhamento A
consumido pertence a Pa e existe uma sequência de colunas A1 = A[i]A[i+ 1]...A[j] que
pertence a L(P).
A linguagem L(Pa) definida pelo NFA produto de Arslan Pa é a linguagem de todos
os alinhamentos A que cumprem as seguintes condições:
1. Cada sequência usada no alinhamento possui pelo menos uma subsequência que
pertence a L(N).
2. No alinhamento as subsequências que pertencem a L(N) (uma de cada sequência)
estão alinhadas numa sequência continua de colunas.
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Essas duas condições são necessárias para pertencer a L(Pa). Considerando a expressão
regular R = HCHxxxHxxx(A|G)(L|M), o NFA N com L(N) = L(R) e o NFA produto de
Arslan Pa construído a partir de N, o alinhamento da parte (a) da Figura 4.1 é um alinha-
mento entre as sequências s = ALHHCHAGLHHHHALGKMP e t = AGLHHHHHCHALGHKRPGMKP. As
duas contém subsequências que pertencem a L(N), mas esse alinhamento não pertence a
L(Pa) por não verificar a segunda condição.
Na parte (a) da Figura 4.5 é mostrada a estrutura completa do NFA produto P
mostrado parcialmente na Figura 4.3. Não é mostrada nenhuma anotação e usamos
apenas uma seta para representar uma ou mais transições da mesma direção entre dois
estados tal como se mostrou na representação parcial. Chamamos a essa representação
de representação canônica do autômato. Na parte (b) é mostrado o NFA produto de
Arslan obtido pela adição de auto-transições nos estados inicial e final. As auto-transições
anotadas com (Σ−,Σ−)− representam uma auto-transição para cada elemento de (Σ− ×




Figura 4.5: Representações canônicas (sem anotações) dos NFA: (a) NFA produto P, (b)
NFA produto de Arslan Pa, obtidos usando como base o NFA da Figura 4.2.
Na computação em Pa as auto-transições adicionadas no estado inicial permitem consu-
mir uma sequências de colunas A0 mantendo o estado inicial antes de começar a consumir
alguma sequência de colunas A1 ∈ L(P). A1 é consumida começando desde o estado
inicial de Pa. Como a construção de Pa é uma cópia de P adicionando as auto-transições,
então todos os estados de P estão refletidos em Pa com o mesmo nome, e o pedaço da
computação que consome A1 é equivalente a uma computação bem sucedida de A1 em P,
logo algum estado final P é alcançado e esse estado é também estado final de Pa. Depois
que algum estado final de Pa for alcançado, a auto-transição desse estado consome uma
sequência de colunas A2 até esgotar os símbolos.
De forma similar como foi visto para o NFA P, considerando que ne e nt são o número
de estados e transições do NFA N respectivamente e de acordo com a Equação 4.1, então o




dado que as auto-transições adicionadas são 2|Σ|2 − 2. O tempo de computação em Pa é
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4.3.2 Alinhamento com o NFA produto de Arslan
De forma similar a como foi feito para o NFA produto na Seção 4.2.4, a programação
dinâmica pode ser acompanhada pela computação em Pa. Se no final desse processo
um estado final de Pa é alcançado, então pelo menos um alinhamento ótimo A pode ser
recuperado tal que existe uma sequência de colunas A1 = A[i]A[i+1]...A[j] que pertence
a L(P). A sequência de colunas A1 parte A em outras duas sequências de colunas A0 e
A2, tal que A é a concatenação A0A1A2. Como A é um alinhamento ótimo então A0, A1
e A2 também são alinhamentos ótimos das subcadeias correspondentes. O alinhamento
encontrado A é um alinhamento restrito por expressão regular, A = AR.
Na Figura 4.6 é mostrada a matriz de programação dinâmica acompanhada pela com-
putação em Pa, onde observam-se as regiões correspondentes aos alinhamentos A0, A1
e A2. As colunas A0 começam a ser consumidas em M(0, 0) até M(3, 7), as colunas
A1 começam a ser consumidas em M(3, 7) até M(15, 19), as colunas A2 começam a ser
consumidas em M(15, 19) até M(19, 21). Observe que para duas sequências quaisquer
as colunas A1 podem começar em qualquer posição da matriz e terminar em qualquer
posição posterior ao começo.
























































Figura 4.6: Programação dinâmica acompanhada pelo NFA de Arslan.
Na Figura 4.7 são mostradas as colunas A0, A1 e A2 do alinhamento obtido pela
computação em Pa sobre M segundo a Figura 4.6.
Como para cada posição da matriz são percorridas as transições de Pa, então o tempo
da computação em Pa sobre M é O(mn(n2t + 2ntne + n
2
e + |Σ|
2)) e o espaço usado é
O(mnn2e). Um alinhamento ótimo pode ser recuperado das seguintes formas:
(i) Fazendo as contas na ordem reversa da programação dinâmica, consumindo o tempo























colunas A0 colunas A1 colunas A2
Figura 4.7: A0, A1 e A2 do alinhamento restrito por expressão regular.
(ii) Usando uma matriz de apontadores (preenchida na programação dinâmica) com o
tempo adicional de O(mn).
(iii) Se as posições onde começam e terminam as partes A0, A1 e A2 foram armazenadas
na computação da programação dinâmica, o alinhamento ótimo completo pode ser
obtido pelo alinhamento ótimo das subcadeias envolvidas em cada uma dessas par-
tes. O tempo deste processo é O(m0n0 +m1n1 +m2n2), onde m0n0, m1n1 e m2n2
são os custos para obter os alinhamentos ótimos a A0, A1 e A2.
No caso (iii), as posições onde começam e terminam A0, A1 e A2 são armazenadas em
cada estado ativo correspondente ao longo da programação dinâmica, o que não muda a
complexidade no tempo do algoritmo. O estado inicial (q0, q0) no NFA produto de Arslan
é ativo em toda posição da matriz de programação dinâmica. Quando uma transição leva
a um estado ativo diferente, começa a parte A1. Quando um estado ativo alcança um
estado final, essa transição corresponde à última coluna de A1.







2)). Considerando nt ≥ ne−1
e n > m, o tempo da computação desse último processo é
O(nmn2t + nm|Σ|
2) ∈ O(n2n2t + n
2|Σ|2). (4.2)
O espaço pode ser melhorado usando o algoritmo de espaço linear de Hirschberg [16] na
programação dinâmica, o que permite usar apenas o espaço O(n2emin(m+n)+min(m0+
n0) + min(m1 + n1) + min(m2 + n2)) = O(n
2
emin(m+ n)). Logo o espaço usado é
O(mn2e). (4.3)
4.4 Alinhamento restrito por padrões PROSITE
Os padrões PROSITE vistos na Seção 3.3 são uma coleção anotada de descritores de
motivos, os quais podem ser representados por uma expressão regular equivalente [21].
Padrões PROSITE podem ser usados como a restrição no problema do alinhamento res-
trito RECSA proposto no ano de 2005 por Arslan [3].
Um padrão PROSITE é uma sequência de elementos. Cada elemento pode ser re-
presentado por uma expressão regular equivalente e o padrão completo é a concatenação
dessas expressões regulares, tal como foi mostrado na Proposição 3.3.1 (página 73).
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Nesta seção apresentamos os dois resultados obtidos para o alinhamento restrito por
expressão regular usando padrões PROSITE (RECSA/PROSITE). Primeiro a solução
direta usando os resultados da construção melhorada de Thompson estudada na Seção
3.2 e a construção das expressões regulares equivalentes para padrões PROSITE estudadas
na Seção 3.3. Segundo a solução melhorada usando um pré-processamento que envolve a
computação num NFA construído a partir do NFA base, que permite limitar os estados
usados em cada avanço da programação dinâmica.
4.4.1 Solução direta
Dado um padrão PROSITE de k-elementos simples, na Seção 3.3 mostramos que a ex-
pressão regular equivalente possui O(k|Σ|) símbolos. Seguindo os métodos clássicos de
construção podemos projetar duas situações:
1. Pela construção de Thompson é produzido um ǫ-NFA com O(k|Σ|) estados e O(k|Σ|)
transições em tempo linear, depois ao aplicar o algoritmo da Seção 2.2.5 seria possí-
vel produzir um ǫ-free NFA com O(k|Σ|) estados e O(k2|Σ|2) transições em tempo
quadrático, depois algum algoritmo de minimização de NFA pode ser usado. No
entanto, a minimização de NFA é um problema NP-completo [24].
2. Pela construção de Thompson é produzido um ǫ-NFA com O(k|Σ|) estados e O(k|Σ|)
transições em tempo linear, depois algum algoritmo com tempo quadrático produz
um ǫ-free NFA com O(k|Σ|) estados e O(k|Σ| log2(k|Σ|)) transições [2, 20].
No entanto, o ǫ-free NFA construído na Seção 3.3 possui apenas k + 1 estados e O(k|Σ|)
transições, obtido em tempo O(k|Σ|) (linear em relação ao comprimento da expressão
regular).
Sejam N o NFA compacto (com k+1 estados e O(k|Σ|) transições produzido segundo
a Seção 3.3) equivalente ao padrão PROSITE de k elementos simples, Pa o NFA produto
de Arslan construído com base em N e as sequências s, t com |s| = n, |t| = m e n > m.
Usando os resultados da programação dinâmica acompanhada por Pa, um alinhamento
restrito por um padrão PROSITE de k elementos simples pode ser encontrado no tempo
O(nmk2|Σ|2) ∈ O(n2k2|Σ|2) (4.4)
e o espaço usado é
O(mk2). (4.5)
Chung et al. [10] apresentaram um algoritmo para encontrar o alinhamento restrito,
o qual usa na programação dinâmica o NFA Pa e o NFA N. O algoritmo proposto por
Chung et al. melhora o tempo de computação quando o NFA N usado no processo possui
número de transições quadrático em relação ao número de estados. Como em nosso caso
o ǫ-free NFA possui k + 1 estados e O(k|Σ|) transições, o algoritmo de Chung et al. não
melhoraria o tempo de execução. No entanto, o uso de uma tabela preprocessada T usada
por Chung et al. para representar a função δ de N permite reduzir o tempo de execução
apagando o fator |Σ| da expressão de complexidade. Assim, o tempo de computação de
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nosso algoritmo usando T ficaria em
O(nmk2) ∈ O(n2k2). (4.6)
Construindo T
A tabela T permite armazenar o valor 1 ou 0 para todo par de estados q′, q ∈ N e para
todo símbolo a ∈ Σ. A tabela T é armazenada numa matriz de 3 dimensões com tamanho
|ne| × |ne| × |Σ|. Para todo par de estados q′, q ∈ N e para todo símbolo a ∈ Σ, definimos
T [q][q′][a] = 1 se q ∈ δ(q′, a) e T [q][q′][a] = 0 caso contrário. A construção de T pode ser
feita a partir do NFA N no tempo O(k2|Σ|) [10].
O uso de T na programação dinâmica permite limitar o número de transições visitadas
num avanço. O ganho no tempo é produzido dado que cada avanço visita apenas aquelas
transições que correspondem ao símbolo consumido. Assim, das k2|Σ|2 transições possíveis
apenas k2 transições serão visitadas.
4.4.2 Solução melhorada
Na programação dinâmica acompanhada pela computação em Pa, cada passo da pro-
gramação dinâmica está composto por um avanço diagonal, um avanço horizontal e um
avanço vertical que alcançam a posição (i, j) na matriz. Cada um desses três avanços
constrói um conjunto novo de estados ativos, os quais são fundidos na posição (i, j), de
tal forma que cada estado ativo em (i, j) possua a maior pontuação possível.
A Figura 4.8 mostra os ǫ-free NFAs equivalentes ao padrão PROSITE PS00315 =
S(4)-[SD]-[DE]-x-[DE]-[GVE]-x(1,7)-[GE]-x(0,2)-[KR](4), construídos pela cons-
trução melhorada de Thompson. O padrão PROSITE PS00315 contém os elementos
x(1,7) e x(0,2), elementos tratados na Seção 3.3 para conseguir número linear de transi-
ções. Assim para construir os NFAs equivalentes mostrados nas partes (a) e (b) usaram-se
expressões regulares do tipo R3 e R4 respectivamente. No NFA da parte (b) observa-se
que partindo de qualquer um estado e consumindo algum símbolo, no máximo outros dois
estados são alcançados. Essa condição é conseguida pela forma como foram construídas
as expressões regulares equivalentes a x(1,7) e x(0,2). O NFA da parte (a) não garante
essa condição.
Se o NFA produto de Arslan Pa é construído usando como base o NFA da parte (b)
da Figura 4.8, então na computação em Pa sobre a matriz de programação dinâmica um
estado ativo consumindo um avanço gera no máximo 2 × 2 = 4 novos estados ativos
usando no máximo 4 transições.
Cria-se uma matriz de listas V , de tal forma que V (i, j) é a lista dos estados ativos
na posição (i, j) durante a programação dinâmica de Pa sobre M . O avanço diagonal
desde a posição (i − 1, j − 1) toma cada estado ativo de V (i− 1, j − 1) ocupando β
transições, as quais consumindo o símbolo (s[i], t[j]) alcançam algum estado ativo de
V (i, j). β é no máximo o número total de transições em Pa. No entanto, a construção
de Pa segundo o NFA da parte (b) da Figura 4.8 garante que no máximo 4 transições
sejam usadas por cada estado ativo de V (i− 1, j − 1) nesse avanço diagonal. Então β =
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(a) PS00315 = S(4)-[SD]-[DE]-x-[DE]-[GVE]-x(1,7)-[GE]-x(0,2)-[KR](4)
(b) PS00315 = S(4)-[SD]-[DE]-x-[DE]-[GVE]-x(1,7)-[GE]-x(0,2)-[KR](4)
Figura 4.8: ǫ-free NFA equivalentes a PS00315, usando a construção melhorada sobre
expressoões regulares do tipo (a) R3 e (b) R4, conforme a Tabela 3.6.
O(|V (i− 1, j − 1)|). Da mesma maneira pode ser analisado para os avanços horizontal e
vertical com O(|V (i− 1, j)|) e O(|V (i, j − 1)|) transições usadas respectivamente.
Considerando o total de transições usadas nos avanços diagonal, horizontal e vertical,
o passo da programação dinâmica pode ser realizado em tempo
O(max(|V (i− 1, j − 1)|, |V (i− 1, j)|, |V (i, j − 1)|)). (4.7)
Esse resultado pode ser estendido para a computação completa da programação dinâ-
mica. Considerando que a posição (i′, j′) possui o maior número de estados ativos, então
o tempo total de computação da programação dinâmica é
O(nm|V (i′, j′)|) ∈ O(n2|V (i′, j′)|). (4.8)
Pré-processamento
Cada posição (i, j) da matriz da programação dinâmica tem associada uma lista de estados
ativos V (i, j). Na programação dinâmica os índices i percorrem as posições na sequência
s e os índices j percorrem as posições na sequência t.
Seja N o NFA com k estados equivalente a um padrão PROSITE construído segundo
os critérios do NFA da parte (b) da Figura 4.8. Construímos o autômato N′, adicionando
auto-transições nos estados inicial e final de N para todo símbolo do alfabeto. O autômato
N
′ é usado para casar alguma subsequência de s ou t na linguagem L(N) tal como foi
visto na Seção 2.3.3.
Criamos vs, um vetor de n listas (n = |s|) no qual a lista vs[i] armazena os estados
ativos no passo i da computação em N′ sobre s. Da mesma forma, criamos vt, um vetor
de m listas (m = |t|) no qual a lista vt[j] armazena os estados ativos no passo j da
computação em N′ sobre t.
Como em cada passo i da computação sobre s são usadas apenas O(|vs[i]|) transições
para encontrar os estados ativos do passo i+1 e similarmente para os passos j da compu-
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tação sobre t, então os tempos dos processos para preencher vs e vt com os estados ativos
são
O(nmax(|vs[1]|, |vs[2]|, ..., |vs[n]|))
e
O(mmax(|vt[1]|, |vs[2]|, ..., |vt[m]|)).
Considerando que,
|vs[i
′]| = max(|vs[1]|, |vs[2]|, ..., |vs[n]|)
e
|vt[j
′]| = max(|vt[1]|, |vs[2]|, ..., |vt[m]|)






Observa-se que nem todos os estados ativos encontrados em vs e vt conseguem atin-
gir um estado final ao término do processo de casamento. Assim, um percurso inverso
ao casamento permite corrigir a lista de estados ativos armazenados para manter ape-
nas aqueles estados ativos que permitem atingir algum estado final. Esses estados são
chamados de estados ativos válidos.
O processo para encontrar os estados ativos válidos pode ser realizado usando as listas
de estados ativos vs e vt encontradas anteriormente. Assim, na lista de estados ativos vs[n]
são marcados como estados ativos válidos apenas aqueles estados ativos que também são
estados finais, na lista de estados ativos vs[n − 1] são marcados como válidos apenas
aqueles estados que usando o passo n − 1 alcancem um estado ativo válido em vs[n], e
assim por diante até marcar os estados ativos válidos de vs[1].






Considerando que v = max(|vs[i′]|, |vt[j′]|) e como n > m, então o processo para
preencher as listas vs e vt e marcar os estados ativos válidos é
O(2nv + 2mv) ∈ O(nv +mv) ∈ O(nv) ∈ O(nk) ∈ O(n2).
Uma cota inferior de tempo para esse processo pode ser encontrado analisando o melhor
caso. O melhor caso desse processo ocorre quando a cada passo da computação é obtido
apenas um estado ativo, é dizer v = Θ(1). Esse melhor caso determina a cota inferior de
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tempo
Ω(n +m).
Pré-processamento de V (i, j)
Nosso objetivo nesta seção será estabelecer uma relação entre os estados ativos armaze-
nados na lista V (i, j) e os estados ativos armazenados em vs[i] e vt[j].
Na computação em Pa sobre M , todo estado ativo de Pa em V (i, j) tem consumido as
sequências s[1, i] e t[1, j]. Todos os estados de N′ alcançáveis depois de consumir s[1, i]
estão em vs[i]. Todos os estados de N′ alcançáveis depois de consumir t[1, j] estão em
vt[j]. Pela construção de Pa temos que
V (i, j) ⊆ vs[i]× vt[j]. (4.9)
Como v é o número máximo de estados ativos entre as listas vs[i] e vt[j] ao casar o
padrão em s e t respectivamente. Então o número |V (i′, j′)| da Equação 4.8 é O(v2) e
Ω(1). Assim, a computação completa em Pa sobreM usando a tabela T pode ser realizada
no tempo de execução (cota superior de tempo)
O(nmv2) ∈ O(n2v2)
e no tempo de execução (cota inferior de tempo)
Ω(nm).
O pré-processamento para encontrar os estados ativos produz uma melhoria no tempo
de processamento total devido a que no passo da programação dinâmica são usadas apenas
as transições dos estados ativos correspondentes, garantido pelo uso das listas vs e vt. O
número máximo de estados ativos num passo da programação dinâmica está relacionado
ao número de vezes que o padrão pode ser encontrado nas sequências. Por exemplo, se
o padrão for encontrado apenas duas vezes em ambas sequências o número máximo de
estados ativos no NFA N′ seria 2, o que levaria a usar no máximo 4 transições em cada
passo da programação dinâmica. Para casos práticos v ≪ k, e nosso algoritmo para o






Neste trabalho, estudamos o problema RECSA/PROSITE e propomos uma uma forma
de construir ǫ-free NFAs equivalentes a padrões de PROSITE que, ao serem usados no
algoritmo de Arslan [3] melhoram o tempo de execução.
A construção melhorada de Thompson proposta, permite construir autômatos equi-
valentes com número menor de transições em relação aos autômatos construídos pelo
algoritmo clássico, e usando para isso um tempo de execução linear em relação ao com-
primento das expressões regulares.
Mostramos como construir expressões regulares equivalentes a padrões PROSITE que,
ao serem usadas pelo algoritmo melhorado de Thompson, permitem obter diretamente
ǫ-free NFAs em tempo linear. Foram estudadas quatro formas de construir essas expres-
sões regulares, das quais, apenas duas permitem construir diretamente autômatos com
número linear de transições, e apenas uma permite diminuir ainda mais a complexidade
no tempo do algoritmo de Arslan através de um pré-processamento.
A construção de um ǫ-free NFA equivalente a uma expressão regular com n símbolos
foi estudada por Hromkovic et al. [19, 20], que conseguiram construir um ǫ-free NFA
com O(n log2 n) transições, por Geffert [13], que conseguiu construir um ǫ-free NFA com
O(n|Σ| logn) transições e por Schnitger [30], que conseguiu construir um ǫ-free NFA com
O(n logn log |Σ|) transições. No entanto, neste trabalho, mostramos como construir um
ǫ-free NFAs com O(n/|Σ|) estados e O(n) transições equivalentes a expressões regulares
que representam padrões PROSITE. O número de estados sublinear é devido ao fato
que um padrão PROSITE com no máximo k elementos simples é representado por uma
expressão regular com n = O(k|Σ|) símbolos, mas o NFA construído terá apenas k + 1
estados.
Mostramos como o algoritmo de Arslan no caso do alinhamento restrito por padrões
PROSITE é melhorado naturalmente pelo uso do nosso ǫ-free NFA equivalente proposto.
Os algoritmos propostos por Chung et al. [10] e Kucherov et al. [23], não podem ser
aplicados para melhorar o algoritmo de Arslan no problema RECSA/PROSITE dado que,
nossos ǫ-free NFAs equivalentes a padrões PROSITE possuem número linear de transições
e número sublinear de estados em relação ao número de símbolos da expressão regular
correspondente. Esse número linear de transições permite obter diretamente um NFA
produto com número quadrático de transições, melhor que o caso geral (RECSA) onde é
esperado um número de transições na ordem da quarta potência.
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Mostramos um pré-processamento com o qual conseguimos melhorar ainda mais o
tempo de execução de nosso algoritmo para o problema RECSA/PROSITE, conseguindo
atingir no melhor caso um tempo independente do número de estados. O melhor caso é
obtido quando apenas uma subsequência em cada uma das sequências pertence à lingua-
gem do padrão PROSITE. Nesse caso o processamento de estados ativos permite obter um
tempo de execução independente de k e igual a c1n2 e consequentemente nosso algoritmo
executa no tempo Ω(n2).
O uso desse pré-processamento diminui o número de transições ocupadas em cada
avanço da programação dinâmica, pelo qual espera-se que o tempo total de execução
também diminua. Considerando que v é o número máximo de estados ativos ao processar
as sequências, então o tempo de execução de nosso algoritmo é O(n2v2), onde tipicamente
é esperado que v ≪ k. No pior caso v = k, mas o uso da lista de estados ativos permite
ocupar, em cada locação da matriz de programação dinâmica, um número menor de
transições, restrito unicamente às transições que estão relacionadas a esses estados ativos,
isso produz um tempo de execução total menor, dado que existem melhoras locais ao
longo da programação dinâmica.
Considerando que um padrão PROSITE de k elementos simples é representado por
uma expressão regular de O(t) = O(k|Σ|) símbolos, os tempos de execução das solu-
ções usando um NFA propostas para o problema RECSA por Arslan [3], por Chung et
al. [10] e por Kucherov et al. [23] são O(n2t4|Σ|2), O(n2t3) e O(n2t3/ log t) respectiva-
mente. Em termos de k as complexidades dessas soluções são O(n2k4|Σ|6), O(n2k3|Σ|3)
e O(n2k3|Σ|3/ log(k|Σ|)) respectivamente. A nossa solução possui um tempo de execução
O(n2k2) no pior caso, melhorada para casos práticos com O(n2v2), com v ≪ k e atingindo
o melhor caso conseguimos tempo Ω(n2).
Na Figura 5.1, mostramos uma comparativa nos tempos de execução esperados dos al-
goritmos conhecidos para o problema RECSA/PROSITE considerando k = 50 e |Σ| = 20.
O algoritmo de Arslan que executa no tempo O(n2k4|Σ|6) possui o fator a mais de k2|Σ|6
em relação a complexidade de nosso algoritmo, espera-se que esse fator produza uma re-
dução no tempo de 160 000 milhões de vezes. O algoritmo de Chung et al. que executa
no tempo O(n2k3|Σ|3) possui o fator a mais de k|Σ|3 em relação a complexidade de nosso
algoritmo, espera-se que esse fator produza uma redução no tempo de 400 mil vezes. Si-
milarmente, o algoritmo de Kucherov et al. que executa no tempo O(n2k3|Σ|3/ log(k|Σ|))
possui o fator a mais de k|Σ|3/ log(k|Σ|) em relação a complexidade de nosso algoritmo,
espera-se que esse fator produza uma redução no tempo de 40 mil vezes.
Trabalhos futuros
Como possíveis extensões deste trabalho, podemos mencionar:
(1) Explorar a construção melhorada de Thompson para conseguir ǫ-free NFAs para
qualquer expressão regular, melhorando tempo e espaço usado pelos algoritmos e a
complexidade dos autômatos produzidos.
(2) O ǫ-free NFA equivalente a um padrão PROSITE é um formalismo compacto e
simples que pode ser usado para melhorar os algoritmos de busca, casamento exato
e aproximado de padrões PROSITE.
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Figura 5.1: Gráfico comparativo entre os tempos de computação esperados das soluções
existentes para o alinhamento restrito e nossa solução. O eixo do tempo é apresentado
em escala logarítmica. n é considerado constante e Σ = 20. São mostradas as melhoras
comparativas nos tempos de execução esperados considerando um valor de k = 50.
(3) Estender os resultados para o caso geral do problema RECSA, usando os resultados
de Schnitger [30] e nosso pré-processamento.
(4) Aplicar os resultados para o alinhamento múltiplo restrito por expressão regular.
(5) Aplicar os resultados para o alinhamento restrito por expressão regular usando fun-
ção de pontuação geral.
(6) Aplicar os resultados para o alinhamento restrito por expressão regular com casa-
mento aproximado.
(7) Aplicar os resultados para o alinhamento usando alguma combinação de (4), (5) e (6)
como o caso do alinhamento múltiplo restrito por expressão regular com casamento
aproximado usando função de pontuação geral.
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A.1 Exemplo de construção de um DFA equivalente a
um NFA
Segundo a construção “DFA equivalente a um NFA” formulada na Seção 2.2.5 (página 30),
procedemos a construir o DFA D = (P,Σ, ϑ, p0, G) equivalente ao NFA da Figura 2.9 (pá-
gina 31). Como P = 2Q e Q possui 4 elementos, então P tem 16 elementos. Considerando





p4 = {q0, q1},
p5 = {q0, q2},
p6 = {q0, q3},
p7 = {q1, q2},
p8 = {q1, q3},
p9 = {q2, q3},
p10 = {q0, q1, q2},
p11 = {q0, q1, q3},
p12 = {q0, q2, q3},
p13 = {q1, q2, q3},
p14 = {q0, q1, q2, q3},
p15 = ∅
Em seguida, procedemos a encontrar as transições do DFA D:
• Para o estado p0 = {q0}:
δ(q0,A) = {q1, q2}, então ϑ(p0,A) = p7,
δ(q0,T) = δ(q0,C) = δ(q0,G) = ∅, então ϑ(p0,T) = ϑ(p0,C) = ϑ(p0,G) = ∅,
• Para o estado p1 = {q1}:
δ(q1,C) = {q3}, então ϑ(p1,C) = p3,
δ(q1,A) = δ(q1,T) = δ(q1,G) = ∅, então ϑ(p1,A) = ϑ(p1,T) = ϑ(p1,G) = ∅,
• Para o estado p2 = {q2}:
δ(q2,G) = {q3}, então ϑ(p2,G) = p3,
δ(q2,A) = δ(q2,T) = δ(q2,C) = ∅, então ϑ(p2,A) = ϑ(p2,T) = ϑ(p2,C) = ∅,
• Para o estado p3 = {q3}:
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δ(q3,A) = δ(q3,T) = δ(q3,C) = δ(q3,G) = ∅,
então
ϑ(p3,A) = ϑ(p3,T) = ϑ(p3,C) = ϑ(p3,G) = ∅
Note que o ∅ em δ(q0,T) = ∅ quer dizer que não existe estado de chegada na transição
ou que a transição não existe. Então em ϑ(p0,T) = ∅ temos que a transição não existe
também.
• Para o estado p4 = {q0, q1}:
δ({q0, q1},A) = δ(q0,A) ∪ δ(q1,A) = {q1, q2} ∪ ∅, então ϑ(p4,A) = p7
δ({q0, q1},T) = δ(q0,T) ∪ δ(q1,T) = ∅ ∪ ∅, então ϑ(p4,T) = ∅
δ({q0, q1},C) = δ(q0,C) ∪ δ(q1,C) = ∅ ∪ {q3}, então ϑ(p4,C) = p3
δ({q0, q1},G) = δ(q0,G) ∪ δ(q1,G) = ∅ ∪ ∅, então ϑ(p4,G) = ∅
• Para o estado p5 = {q0, q2}:
δ({q0, q2},A) = δ(q0,A) ∪ δ(q2,A) = {q1, q2} ∪ ∅, então ϑ(p5,A) = p7
δ({q0, q2},T) = δ(q0,T) ∪ δ(q2,T) = ∅ ∪ ∅, então ϑ(p5,T) = ∅
δ({q0, q2},C) = δ(q0,C) ∪ δ(q2,C) = ∅ ∪ ∅, então ϑ(p5,C) = ∅
δ({q0, q2},G) = δ(q0,G) ∪ δ(q2,G) = ∅ ∪ {q3}, então ϑ(p5,G) = p3
• Para o estado p6 = {q0, q3}:
Para todo x ∈ Σ temos que δ(q3, x) = ∅, então δ({q0, q3}, x) = δ(q0, x).
Logo ϑ(p6, x) = ϑ(p0, x), então ϑ(p6,A) = p7, ϑ(p6,T) = ϑ(p6,C) = ϑ(p6,G) = ∅,
• Para o estado p7 = {q1, q2}:
ϑ(p7,A) = ϑ(p7,T) = ∅ e ϑ(p7,C) = ϑ(p7,G) = p3.
• Para o estado p8 = {q1, q3}:
ϑ(p8, x) = ϑ(p1, x), então ϑ(p8,C) = p3, ϑ(p8,A) = ϑ(p8,T) = ϑ(p8,G) = ∅,
• Para o estado p9 = {q2, q3}:
ϑ(p9, x) = ϑ(p2, x), então ϑ(p9,G) = p3, ϑ(p9,A) = ϑ(p9,T) = ϑ(p9,C) = ∅,
• Para o estado p10 = {q0, q1, q2}:
ϑ(p10,A) = p7, ϑ(p10,C) = ϑ(p10,G) = p3 e ϑ(p10,T) = ∅,
Como δ(q3, x) = ∅ para todo x ∈ Σ então ϑ(p11, x) = ϑ(p4, x), ϑ(p12, x) = ϑ(p5, x),
ϑ(p13, x) = ϑ(p7, x) e ϑ(p14, x) = ϑ(p10, x) para todo x ∈ Σ.
• Para o estado p11 = {q0, q1, q3}:
ϑ(p11,A) = p7, ϑ(p11,T) = ϑ(p11,G) = ∅ e ϑ(p11,C) = p3,
• Para o estado p12 = {q0, q1, q3}:
ϑ(p12,A) = p7, ϑ(p12,T) = ϑ(p12,C) = ∅ e ϑ(p12,G) = p3,
• Para o estado p13 = {q1, q2, q3}:
ϑ(p13,A) = ϑ(p13,T) = ∅ e ϑ(p13,C) = ϑ(p13,G) = p3,
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• Para o estado p14 = {q1, q2, q3}:
ϑ(p14,A) = p7, ϑ(p14,C) = ϑ(p14,G) = p3 e ϑ(p14,T) = ∅,
Os estados finais são aqueles que incluem o estado q3, G = {p6, p8, p9, p11, p12, p13, p14}.
A Figura A.1 mostra o DFA D construído. Como os estados em cinza não podem ser
alcançados desde o estado inicial p0, então eles podem ser removidos do autômato. A
Figura 2.10 (página 31) mostra o DFA D com esses estados removidos.
O algoritmo de construção do autômato pode ser projetado para percorrer apenas os
estados que podem ser alcançados desde o estado inicial. Começa-se pelo estado inicial
p0 = {q0} e depois continua-se pelos estados de chegada das transições de p0 e assim
por diante, até percorrer todos os estados que tenham sido encontrados no processo. O
autômato simplificado mostrado na Figura 2.10 (página 31) possui apenas 3 estados e é
equivalente ao DFA da Figura A.1 com 15 estados.























































Figura A.1: DFA D = (P,Σ, ϑ, p0, G) equivalente a R = (AC)|(AG).
A.2 Minimização de um DFA
O Teorema 3.10 de [17] mostra a existência de um único DFA mínimo e ele é construído
tal como enunciado a seguir.
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Seja M = (Q,Σ, δ, q0, F ) o DFA que queremos minimizar, denotamos com R uma
relação de equivalência entre dois estados p, q ∈ Q tal que pRq se e somente se para cada
cadeia de entrada x, δ(p, x) é um estado de aceitação se e somente se δ(q, x) é um estado
de aceitação.
Denotamos p ≡ q para indicar que os estados p e q pertencem à mesma classe de
equivalência. Se p ≡ q dizemos que p é equivalente a q, e se p 6≡ q dizemos que p é
distinguível de q. Note que p 6≡ q se existe uma cadeia x tal δ(p, x) ∈ F e δ(q, x) /∈ F , ou
vice-versa.
Para toda classe de equivalência definida por ≡ escolhemos um representante de classe.
A união de todos esses representantes de classe são os estados do autômato mínimo.
Pode-se projetar um algoritmo para encontrar estados equivalentes usando uma tabela
de duas entradas para todo par de estados. O preenchimento da tabela começa marcando
como distinguíveis todo par (estado final, estado não final). Depois, para cada par de
estados p e q que não se sabe se são distinguíveis (ou sua posição na tabela não tem
marca) se considera todo par de estados r = δ(p, a) e s = δ(q, a) com a ∈ Σ. Se algum r
e s têm marca de distinguíveis na tabela então necessariamente p e q devem ser marcados
como distinguíveis também. Se nenhum r e s têm marca de distinguíveis na tabela então
o par (p,q) é inserido numa lista associada com (r,s), tal que, se em alguma parte do
processo (r,s) obtém-se uma marca de distinguíveis isso implica que (p,q) deveram ser
marcados como distinguíveis também. Ao final do processo cada lugar não marcado na
tabela representa um par de estados que não são distinguíveis, o que significa que os
estados do par pertencem à mesma classe de equivalência.
Construímos a função de transição do DFA mínimo δm a partir de δ, substituindo
todos os estados que pertencem à mesma classe de equivalência pelo seu correspondente
representante de classe. Para um representante de classe pi (pi é um estado do DFA
mínimo),
δm(pi, x) = {q | q é o representante da classe de equivalência que contém δ(pi, x)}.
Implementação
Detalhes de implementação podem ser encontrados no Apêndice B.3.
A.3 Algoritmo Boyer-Moore
O algoritmo foi apresentado por Boyer et al. no ano de 1977 [7]. É um algoritmo para
casamento exato de sequência, onde se busca encontrar todas as ocorrências de uma
sequência chamada de padrão em outra sequência chamada de texto.
A ideia deste algoritmo é percorrer o texto de esquerda para a direita, e neste percurso
verificar se existe uma ocorrência do padrão. Contrariamente a como acontece no algo-
ritmo ingênuo visto na Seção 2.3.1, a verificação desta ocorrência é realizada de direita
para a esquerda, começando pelo último símbolo do padrão e evoluindo até o primeiro
símbolo do padrão. Este algoritmo tem a vantagem de produzir um deslocamento a cada
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vez que alguma verificação fracassa, o que produz uma economia de comparações na busca
que melhora o tempo de execução total.
Considerando o texto t, com |t| = n e o padrão p, com |p| = m, na posição i do
percurso do texto são comparados os símbolos: p[m] e t[i]; p[m− 1] e t[i− 1]; p[m− 2] e
t[i− 2] e assim por diante até p[1] e t[i− (m− 1)]. Considerando k ∈ {0, 1, 2, ..., m− 1},
essas comparações comparam os símbolos p[m− k] e t[i− k].
Nas comparações, se p[m − k] e t[i − k] são iguais dizemos que esses símbolos estão
alinhados, caso contrário dizemos que há uma colisão. Se uma colisão acontece, então
nessa posição i do texto não existe ocorrência e a seguinte posição a ser verificada é i+ d.
d é chamado de deslocamento para a direita. Pular d caracteres nessas verificações é o
ganho no tempo desse algoritmo e pode ter como consequência que o tempo seja menor
que O(n).
Na Figura A.2 mostra-se o processo na posição do texto i = 11. Uma colisão acontece
na comparação k = 1, no símbolo t[i − k] = C. Então é produzido o deslocamento
d. Existem vários critérios para produzir o deslocamento d, entre eles a heurística do








i+ d = i+ (delta1 − k)











Figura A.2: Algoritmo Boyer-Moore, heurística do caractere errado.
A.3.1 Heurística do caractere errado
O deslocamento d busca alinhar o símbolo da colisão com a sua primeira ocorrência no
padrão à esquerda da colisão. No caso de não ter ocorrência, o padrão é deslocado após
o símbolo da colisão.
Dada uma colisão t[i−k] 6= p[m−k], chamamos delta1 a posição da primeira ocorrência
de t[i−k] no padrão, à esquerda da colisão, contada a partir do último símbolo do padrão
tal como se mostra na Figura A.2.
Na Figura A.2, o símbolo C da colisão tem ocorrência na posição j = 2 do padrão,
delta1 = m− j = 5− 2 = 3 e o valor a deslocar é d = delta1 − k = 3− 1 = 2.
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Pré-processamento de delta1
Boyer e Moore [7] usam uma tabela delta1, com comprimento n = |Σ|, que permite,
armazenar para cada símbolo a ∈ Σ, o valor delta1(a). Se a não ocorre no padrão, então
delta1(a) = m. Caso contrário, delta1(a) = m − j, tal que, j é a posição mais à direita






3 foreach a ∈ Σ do
4 delta1(a)← m
5 end
6 for j ← 1 to m do
7 delta1(p[j])← m− j
8 end
9 end
A tabela delta1 preenchida pelo algoritmo anterior armazena a posição da ocorrência
mais à direita de cada símbolo no padrão. Se após a colisão t[i− k] 6= p[m− k] o valor de
delta1 − k é negativo, então consideramos o deslocamento d = 1. Muitas ocorrências de
delta1−k negativo pioram o tempo do algoritmo. Gusfield [15] mostra uma extensão desse
pré-processamento, considerando a posição onde a colisão acontece. O pré-processamento
estendido pode ser necessário no caso de alfabetos pequenos, e no caso de o texto ter
muita similaridade como no caso de sequências de DNA. O pré-processamento estendido
calcula para cada par (j, a), j posição do padrão e a ∈ Σ, a posição da ocorrência mais à
direita de a em p[1, j]. Para armazenar esses valores é usada a matriz delta1
′ de tamanho
m × |Σ|. Então, quando uma colisão acontece no símbolo t[i − k], o deslocamento é
d = delta1
′(m− k, t[i− k])− k. delta1





3 for i← 1 to m do
4 foreach a ∈ Σ do
5 delta′1(i, a)← m
6 end
7 for j ← 1 to i do




APÊNDICE A. COMPLEMENTOS TEÓRICOS 119
O algoritmo anterior é executado em tempo O(m2 +mn).
Baseado em resultados empíricos Horspool [18] apresentou uma simplificação da heu-
rística do caractere errado. Horspool observou que, depois da colisão no símbolo t[i− k],
qualquer um dos símbolos do sufixo t[i−k+1, i] pode ser usando para melhorar a heurística
do caractere errado. O algoritmo usa o símbolo t[i]. Após uma colisão, é procurada a pri-
meira ocorrência de t[i] à esquerda do padrão. O caso t[i] = p[m] deve ser desconsiderado
dado que estamos interessados na ocorrência seguinte. O deslocamento é calculado com
d = m− deltaH , onde deltaH representa a tabela de ocorrências proposta por Horspool.
A tabela deltaH , com |deltaH | = Σ, pode ser calculada em tempo linear modificando o
código que calcula delta1, o limite superior da estrutura for nesse código é mudado para
m− 1.
No ano 1990, Sunday [33] apresentou outra modificação para heurística do caractere
errado. Sunday observou que depois da colisão no símbolo t[i−k], o símbolo t[i+1] pode
ser usado para encontrar o deslocamento do padrão. Sendo assim, a primeira ocorrência
do símbolo t[i + 1] é procurada à esquerda do padrão. O deslocamento é calculado com
d = m − deltaS , onde deltaS representa a tabela de ocorrências proposta por Sunday.
A tabela deltaS, com |deltaS| = Σ, pode ser calculada em tempo linear modificando o
código que calcula delta1, nesse código, a inicialização da tabela é mudado para m+ 1.
A.3.2 Heurística forte do bom sufixo
Gusfield [15] apresenta a heurística forte do bom sufixo, denominada forte porque garante
que o algoritmo execute em tempo linear. Após da colisão no símbolo t[i−k], sabe-se que
os sufixos t[i−k+1, i] e p[m−k+1, m] são iguais. Nesta heurística o padrão é deslocado
de tal forma que os caracteres do sufixo t[i− k+ 1, i], fiquem alinhados com sua primeira
ocorrência no padrão à esquerda da colisão. Três casos são possíveis:
Caso (i): O sufixo t[i− k + 1, i] existe como subcadeia no padrão à esquerda da colisão.
O deslocamento é feito tal que o sufixo t[i − k + 1, i] fique alinhado com sua primeira
ocorrência no padrão à esquerda da colisão.
A parte (i) da Figura A.3, mostra a colisão C 6= T na posição i−k do texto com i = 5 e
k = 1, o sufixo t[i−k+1, i] = A está alinhado com o sufixo p[m−k+1, m] = A. A primeira
ocorrência do sufixo A no padrão, à esquerda da colisão, acontece com o deslocamento d1
de 2 símbolos.
Caso 2: O sufixo t[i−k+1, i] não existe como subcadeia no padrão à esquerda da colisão,
mas um sufixo de t[i − k + 1, i] é prefixo do padrão. Após a colisão do símbolo t[i − k],
temos t[i− k + 1, i] = p[m− k + 1, m]. Consideramos t[i− k + 1, i] = t1t2, t1 prefixo e t2
sufixo, é procurado o maior t2 6= ǫ que seja prefixo do padrão. Se t2 é encontrado no meio
do padrão ele não serve como deslocamento, dado que um o mais símbolos de t1 fariam
uma colisão com t[i− k + 1, i].
A parte (ii) da Figura A.3, mostra a colisão T 6= C na posição i = 9 com k = 3,
t[i−k+1, i] = p[m−k+1, m] = ATA. Como o sufixo ATA não tem ocorrência no padrão à
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t[i− 2]
i = 5t[i− k]
















































Figura A.3: Algoritmo de Boyer-Moore, heuristica do bom sufixo.
esquerda da colisão, então é procurado o maior sufixo de ATA que seja prefixo de p. Assim,
é encontrado t2 = A e o deslocamento nesse caso é d2 = 4.
Caso 3: O sufixo t[i−k+1, i] não existe como subcadeia no padrão à esquerda da colisão,
nem um sufixo de t[i− k + 1, i] é prefixo do padrão. O deslocamento é |p| o que significa
colocar o padrão para a direita após dos sufixos iguais.
A parte (iii) da Figura A.3, mostra a colisão A 6= G na posição i = 9 com k = 2.
t[i− 1, i] = p[m− 1, m] = TA. Como o sufixo TA não tem ocorrência no padrão à esquerda
da colisão e nenhum sufixo de TA é prefixo de p, então o deslocamento é d3 = m = 5.
Pré-processamento
Após a colisão do símbolo p[m − k], para o caso (i) precisamos conhecer a posição do
maior x em p onde o sufixo p[m − k + 1, m] existe como subcadeia de p à esquerda da
colisão, chamamos de L1(m− k + 1) a tal x.
L1(j) é definido como a maior posição x de p tal que p[j,m] é sufixo de p[1, x] e
o símbolo p[x − |p[j,m]|] precedente ao sufixo não é igual a p[j − 1]. L1(j) é definido
como zero se não existe posição que verifique essa condição. A Figura A.4 mostra como
é escolhido L1(j).
A condição do símbolo p[x − |p[j,m]|] precedente ao sufixo não é igual a p[j − 1] da
definição de L1, melhora o deslocamento dado que se p[x − |p[j,m]|] = p[j − 1] pode
dar uma nova colisão nas comparações depois do deslocamento. Essa condição pula esse







j − 1x− |p[j,m]|
Figura A.4: Caracterização de L1(j).
deslocamento. Após da colisão p[m − k] 6= t[i − k], o deslocamento é calculado como
d = m− L(m− k + 1).
O algoritmo Z permite encontrar N(x, p) para todo x < |p|, onde N(x, p) é o com-
primento do maior sufixo de p[1, x] que também é sufixo de p. Se não existe sufixo
na posição x, então N(x, p) = 0. A Figura A.5 mostra os N(x, p) encontrados para
p = GATATACATACATATACATA.
sufixo




Figura A.5: N(x, p) encontrados para p = GATATACATACATATACATA.
Assim para o caso (i) usando os valores calculados de N(x, p), calculamos L1(j) como
a maior posição x em p, tal que N(x, p) = |p[j,m]|. A igualdade nessa definição valida a
condição p[x− |p[j,m]|] 6= p[j − 1] da definição de L1.
Para o caso (ii) é definido L2(j) como o comprimento do maior sufixo de p[j,m] que
também é prefixo de p, se existe um. Se não existe, então L2(j) = 0. Calculamos L2(j)
como a maior posição x ≤ |p[j,m]| tal que N(x, p) = x.
Os valores L1(j) e L2(j) encontrados são usados para calcular os deslocamentos. Se
L1(j) > 0 (caso (i)), então o deslocamento é d = m − L1(j). Caso contrário (L1(j) = 0
do caso (ii) ou L2(j) = 0 do caso (iii)) o deslocamento é d = m − L2(j). Quando uma
ocorrência do padrão é encontrada, para verificar se há outra ocorrência do padrão, é
produzido o deslocamento d = m− L2(2).
Algoritmo Z
Z(j, p) é definido como o comprimento da maior subcadeia que começa em j e é igual
a um prefixo de p. Se não existe prefixo na posição j, então Zj(p) = 0. A subcadeia
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encontrada na posição j é chamado Z-box na posição j.
O Algoritmo Z encontra sequencialmente os valores Z(2, p), Z(3, p), ..., Z(m, p). Para
encontrar o valor Z(j, p), são usados os valores Z(2, p), Z(3, p), ..., Z(j − 1, p), junto com
as posições l (símbolo inicial) e r (símbolo final) do Z-box mais para a direita encontrado
em alguma posição ∈ {2, 3, ..., j − 1}. Para calcular Z(j, p) existem dois casos: j > r e













j − l + 1
j − l + 1
Z(j − l + 1, p)


















Figura A.6: Cálculo Z(j, p). (a) Caso j > r. (b) Caso j ≤ r e Z(j′, p) < r − j + 1. (c)
Caso j ≤ r e Z(j′, p) ≥ r − j + 1.
Se j > r, parte (a) da figura, Z(j, p) é calculado usando as comparações: p[1] e p[j];
p[2] e p[j + 1]; e assim por diante. Se um novo Z-box é encontrado l e r são atualizados.
Se j ≤ r o símbolo p[j] está contido no último Z-box. Cada símbolo do último Z-box está
no prefixo de p e forma parte dos símbolos já processados. Segundo o Z-box da posição
j′ = j − l + 1 são possíveis dois casos: Z(j′, p) < r − j + 1 e Z(j′, p) ≥ r − j + 1. Na
parte (b) da figura Z(j′, p) < r − j + 1, então Z(j, p) = Z(j′, p). Note que nesse caso
p[j′, j′+Z(j′, p)− 1] = p[1, Z(j′, p)] = p[j, j +Z(j′, p)− 1] indicados com as linhas pretas
na figura. Na parte (c) da figura Z(j′, p) ≥ r − j + 1, considerando a = r − j + 1, temos
que p[j′, j′ + a− 1] = p[1, a] = p[j, r] (linhas pretas na figura). Z(j, p) é calculado usando
as comparações: p[a+1] e p[r+1]; p[a+2] e p[r+ 2]; e assim por diante. Os valores de l
e r são atualizados.
Na computação do algoritmo Z para cada posição j no texto os valores l e r podem
ser atualizados segundo novas comparações tal como se observa na Figura A.6. Se a nova
comparação é igualdade um novo Z-box aparece e os valores de l e r são atualizados.
Como apenas m valores novos são possíveis para r, o número de comparações que são
igualdades é O(m). Se a nova comparação é desigualdade l e r são mantidos e o valor
de j é acrescentado. Como os valores de j são acrescentados m − 1 vezes, então o nú-
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mero de comparações novas que são desigualdades é O(m). Considerando essas contas a
computação do algoritmo executa em tempo O(m).
Todos os valores N(j, p) podem ser calculados em tempo linear usando N(j, p) =
Z(m − j + 1, pR), onde pR denota a cadeia reversa de p. Por exemplo N(5, ACATATA) =
Z(3, ATATACA) = 3.
Pré-processamento de L1
Os valores de L1(j), podem ser obtidos em tempo linear e armazenados no vetor de inteiros
L1, usando o seguinte algoritmo:
Input: padrão p
Output: vetor de inteiros L1
1 begin
2 m← |p|
3 for j ← 1 to m do
4 L′(j)← 0
5 end
6 for j ← 1 to m− 1 do




Os valores de L2(j), podem ser obtidos em tempo linear e armazenados no vetor de inteiros
L2 usando o seguinte algoritmo:
Input: padrão p
Output: vetor de inteiros L2
1 begin
2 m← |p|
3 j ← 1
4 while N(j, p) = j do
5 L2(m− j + 1)← j
6 j ← j + 1
7 end
8 pos← j − 1
9 while j ≤ m do
10 L2(m− j + 1)← pos
11 j ← j + 1
12 end
13 end
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A seguir é apresentado uma versão do algoritmo de Boyer-Moore na qual o deslocamento
é escolhido usando ambas heurísticas:
Input: padrão p, texto t
Output: posições da ocorrência do padrão
1 begin
2 n← |t|
3 i← m← |p|
4 while i <= n do
5 j   m
6 k   0
7 while j > 0 and p[j] = t[i− k] do
8 j   j − 1
9 k   k + 1
10 end
11 if j = 0 then
12 reporta uma ocorrência do padrão na posição i− k + 1
13 d   m− L2(2)
14 end
15 else
16 d   max(m− L1(j), m− L2(j))
17 end
18 i   i+ d
19 end
20 end
O algoritmo de Boyer-Moore original executa em tempo Θ(mn). O uso da heurísticas
do bom sufixo forte garante que o algoritmo execute em tempo linear [15]. Se somente
for usada a heurística do caractere errado o tempo de execução é O(mn), mas assumindo
uma entrada aleatória, o tempo esperado é sublinear.
A.4 Algoritmo Knuth-Morris-Pratt
Knuth, Morris e Pratt apresentaram um algoritmo para o casamento exato de sequência
que executa em tempo linear [22]. O algoritmo usa um vetor π preprocessado em tempo
linear. A Figura A.7 mostra a busca do padrão p = ATATA no texto t = ATACATATATTTA
usando o algoritmo Knuth-Morris-Pratt.
O comprimento do vetor π é m = |p|. π[q] é o comprimento do maior prefixo de p que
é sufixo de p[2, q]. Assim por exemplo para o padrão p = ATATA , temos que π[1] = 0,
π[2] = 0, π[3] = 1, π[4] = 2 e π[5] = 3.
Na Figura A.7, na linha (i), os valores de q+1 = {1, 2, 3, 4} correspondem aos avanços
na posição do texto i = {1, 2, 3, 4}. Observa-se que, quando q+1 é 4 os símbolos do texto
e do padrão são diferentes. Essa diferença produz que o valor de q seja mudado para


































q + 1 = 4
q + 1 = 2
q + 1 = 5










Figura A.7: Algoritmo Knuth-Morris-Pratt.
q ← π[3], se produzindo um deslocamento do padrão tal como é mostrado na linha (ii).
Na linha (ii), quando q + 1 é 2 os símbolos do texto e do padrão ainda são diferentes,
se produzindo um deslocamento do padrão com q ← π[1]. Na linha (iii), os valores de
q+1 = {1, 2, 3, 4, 5} correspondentes às posições no texto i = {5, 6, 7, 8, 9}, mostram uma
ocorrência do padrão no texto. Na linha (iv), mostra-se o deslocamento após encontrar o
padrão, q ← π[5]. Na linha (v), a busca termina sem encontrar mais ocorrências.
O seguinte pseudocódigo apresenta uma implementação do algoritmo Knuth-Morris-
Pratt [11]:
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Input: padrão p, texto t




4 q ← 0
5 for i← 1 to n do
6 while q > 0 and P [q + 1] 6= T [i] do
7 q ← π[q]
8 end
9 if P [q + 1] = T [i] then
10 q ← q + 1
11 end
12 if q = m then











4 π ← vetor de m elementos
5 π[1]← 0
6 k ← 0
7 for q ← 2 to m do
8 while k > 0 and P [k + 1] 6= P [q] do
9 k ← π[k]
10 end
11 if P [k + 1] = P [q] then







B.1 NFA equivalente a um ǫ-NFA
Começamos a implementação definindo a estrutura para o ǫ-free NFA:
1 typedef struct _nfa
2 {





Como o ǫ-free NFA pode ter um conjunto de estados finais, a estrutura nfa usa
uma lista encadeada de estados para armazená-los. Usam-se dois valores inteiros para
armazenar o estado inicial e o número de estados. O apontador d é usado para referenciar
a tabela de definição da função δ. d aponta a uma tabela de duas entradas, onde cada
elemento dela é uma lista encadeada de estados. (nodelist_state *) é um apontador a
uma lista simplesmente encadeada de estados, os estados são valores inteiros.
É definida a função (nfa *enfa2nfa(enfa *E)), que recebe como argumento um ǫ-NFA e
retorna um ǫ-free NFA. Na implementação de enfa2nfa, começa-se reservando a memória
para o ǫ-free NFA e a tabela de transições. Em seguida, para cada estado e para cada
símbolo do alfabeto é encontrado o conjunto de estados δ(q, x). O algoritmo continua a
adição das transições consumindo o símbolo x desde o estado q até cada um dos estados
de δ(q, x).
A função δ(q, x) é implementada pela função closure_alpha como segue:
1 void closure_alpha(enfa ∗N, int ∗T0, int idxletter , int ∗T)
2 {
3 nodelist_state ∗aux;
4 int i ;
5 for(i=0; i<N−>numst; i++)
6 {
7 if (T0[i ])
8 {
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12 for(i=0; i<N−>numst; i++)
13 {
14 if (T0[i ])
15 {





21 /∗ if not in T ∗/
22 T[aux−>state]=1; /∗ add state in T ∗/







Na implementação de closure_alpha o vetor T0 é percorrido duas vezes: no primeiro
percurso, com closure_E(N, i, T0) cria-se a união dos fecho-ǫ dos estados que vão ser pro-
cessados, aqueles com valor 1 no vetor T0. Em seguida, no segundo percurso é calculado
o fecho-ǫ de cada estado de chegada das transições consumindo o símbolo idxletter. O
conjunto fecho-ǫ é adicionado no vetor de saída T.
O fecho-ǫ é implementado pela função closure_E como segue:




5 aux = N−>d[state][ns];
6 while(aux!=NULL)
7 {
8 if (! T[aux−>state])
9 {
10 /∗ if not in T ∗/
11 T[aux−>state]=1; /∗ add state in T ∗/





Observe que a função closure_E precisa que o vetor T da entrada esteja inicializado. A
função é recursiva e a cada vez que é chamada o vetor T acumula os estados para construir
o conjunto fecho-ǫ.
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O caso mostrado na Figura 2.7 pode acontecer nas construções dos autômatos quando
são usados os padrões originais de Thompson. A situação acontece dado que os padrões
originais possuem ǫ-moves que ao serem apagados deixam um pedaço do autômato des-
conexo. O autômato desconexo é ligado novamente por novas transições que substituem
os ǫ-moves, mas aquelas transições não necessariamente ligaram o estado inicial nem o
estado final da parte desconexa. São esses estados iniciais e finais os responsáveis pelas
anomalias mostradas na Figura 2.7.
A Figura B.1 parte (a)mostra o ǫ-NFA equivalente da expressão regularR = (AC)|(AG)
feito pela construção de Thompson clássica. Na parte (b) se mostra o ǫ-free NFA cons-
truído com base no autômato (a). Pode-se observar que os estados q0 e q4 são estados
iniciais de partes desconexas que ficaram inalcançáveis por alguma transição. Da mesma
























































Figura B.1: Construção do ǫ-free NFA para R = (AC)|(AG).
O ǫ-free NFA mostrado na parte (c) da Figura B.1 pode ser obtido como redução do
ǫ-free NFA mostrado na parte (b). Para isso usamos os processos de redução seguintes:
1. Eliminar os estados não alcançáveis desde o estado inicial. Isso pode ser feito por
um percurso no grafo do autômato em largura desde o estado inicial, tal que a cada
vez que um estado é visitado, ele é marcado como visitado. Ao fim os estados não
visitados podem ser apagados do autômato.
2. Eliminar os estados que não podem atingir o estado final. Isso pode ser feito por
um percurso no grafo do autômato com as transições invertidas, tal que o percurso
é iniciado no estado final. Ao fim, os estados não visitados podem ser apagados
porque eles não têm como alcançar o estado final.
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3. Eliminar estados equivalentes. Esse processo será tratado na minimização de DFA’s.
No exemplo da Figura B.1 parte c, pode-se observar que as trajetórias q8q5q9 e q8q6q9
são equivalentes, então os estados q5 e q6 são equivalentes.
B.2 DFA equivalente a um ǫ-NFA
Para a implementação definimos a estrutura para o DFA:
1 typedef struct _dfa
2 {






A estrutura usa um inteiro para armazenar o estado inicial, outro inteiro para armazenar
o número de estados, um apontador referenciando a tabela de transições e um apontador
referenciando uma lista encadeada dos estados finais.
A estrutura nodelist_dfa_state é definida como:
1 typedef struct _nodelist_dfa_state
2 {
3 int id ;
4 int ∗T;
5 int ∗D;
6 struct _nodelist_dfa_state ∗next;
7 }
8 nodelist_dfa_state;
A estrutura é usada para armazenar os estados do DFA no processo de construção. Como
cada estado do DFA é um subconjunto de estados do ǫ-NFA, então a estrutura usa o
vetor de flags T para marcar os estados do ǫ-NFA que conformam um estado no DFA.
Assim mesmo, o vetor D armazena as transições do DFA, ele armazena apenas o estado
de chegada da transição.
O processo de construção começa com a leitura do ǫ-NFA N. Em seguida, é criada
a lista encadeada L com nós do tipo nodelist_dfa_state. O estado inicial do DFA é





4 for(i=0; i<ns; i++)
5 {
6 T = (int ∗) malloc(numst∗sizeof(int));
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7 for(j=0; j<numst; j++) T[j]=0;
8 closure_alpha(N, aux−>T, i, T);
9 if (any(T, numst))
10 {






Para cada estado aux->T do DFA em L é encontrado T como δˆ(aux->T, x) para todo
x ∈ Σ. Assim, se T 6= ∅, então o estado é adicionado com id = addfind_id(L, T, numst)
e a transição é adicionada no DFA com aux->D[i] = id. id = addfind_id(L, T, numst)
adiciona o estado do DFA em L se ele ainda não existe e devolve o estado em id. Note que
a lista L é adicionada com elementos novos durante o processo. Ao terminar de percorrer
L o processo termina, dado que não se tem mais estados não processados.
Finalmente o DFA é armazenado na estrutura dfa. Na parte (b) da Figura B.2 é
mostrado o DFA equivalente ao ǫ-NFA da parte (a), ambos autômatos são equivalentes à


































Figura B.2: (a) ǫ-NFA e (b) DFA equivalente a R = (C|G)*A(C|T).
B.3 Minimização de um DFA
Para a implementação é usada uma matriz M [n][n], onde n é o número de estados do
autômato. M é inicializado com zeros. A Figura B.3 parte (b) mostra a matriz para
minimizar o autômato com 6 estados (n = 6) mostrado na Figura B.2 parte (b).
O objetivo da matriz M é registrar quais estados são distinguíveis. Cada posição da
matriz representa a relação de dois estados. Por exemplo, a posição M [2][0] vai registrar
se os estados q2 e q0 são ou não são distinguíveis. Como a posição M [i][j] = M [j][i],
então usamos no processo apenas um deles. Como os elementos M [i][i] da diagonal não
representam relação entre dois estados, eles não são usados.
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Figura B.3: Tabela para minimizar um DFA com 6 estados.
Na Figura B.3, as posições da matriz coloridas de branco serão usadas no processo, as
posições coloridas de cinza não serão usadas.
Um vetor de inteiros end com n elementos é usado para indicar quais estados são
finais. Procede-se a marcar como estados distinguíveis as posições na matriz para os




4 /∗ for each end state ∗/
5 for(i=0; i<numst; i++)
6 {
7 if (! end[i ])
8 {
9 /∗ if not end state ∗/





Para o DFA da Figura B.2, com estados finais q4 e q5 e vetor end=[000011] a matriz M
ficaria marcada tal como se mostra na Figura B.4.

























Figura B.4: Matriz M com os pares (estado final, estado não final) marcados como
distinguíveis.
A matriz de listas matlist com nós do tipo nodediff é criada para armazenar as de-
pendências de pares de estados distinguíveis no processo. A estrutura nodediff é definida
como:
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1 typedef struct _nodediff
2 {
3 int i , j ;
4 struct _nodediff ∗next;
5 }
6 nodediff ;
Assim, se os estados q3 e q1 são distinguíveis então todos os elementos da lista matlist[3][1]
devem ser marcados como distinguíveis também. O processo é recursivo com cada ele-
mento da lista. O processo mark_recursion é implementado para realizar essa tarefa.








9 /∗ not marked ∗/
10 M[aux−>i][aux−>j]=1;
11 matlist [aux−>i][aux−>j]




16 list_nodediff_free(L); /∗ free list ∗/
17 return NULL;
18 }
Cada posição da matriz M não marcada como distinguível é percorrida e processada
com o seguinte código:
1 for(i=0; i<numst; i++)
2 {
3 for(j=0; j<i; j++)
4 {
5 if (!M[i ][ j ])
6 {
7 /∗ not marked ∗/




12 if ( (r>=0)&&(s>=0)&&(r!=s) )
13 {
14 if (M[r][s ])
15 {
16 /∗ marked ∗/
17 M[i ][ j]=1;
18 matlist [ i ][ j]=mark_recursion(M,matlist,matlist[i][j ]);





23 matlist [ r ][ s]=add_list_nodediff(matlist[r ][ s ], i , j );
24 }
25 else if (((r<0)&&(s>=0))||((r>=0)&&(s<0)))
26 {
27 M[i ][ j]=1;








Para cada par de estados i e j não marcado como distinguível, procura-se os estados
de chegada r = δ(i, k) e s = δ(j, k) para todo k ∈ Σ, tal que se r e s são distinguíveis
então o par de estados i e j é marcado recursivamente como distinguível, caso contrário
na lista matlist[r][s] é adicionado o nodelist com o par i e j.
Continuando com a matriz mostrada na Figura B.4, é analisada a posição M [1][0],
encontrando-se que para o símbolo A o estado q1 não tem transição, então necessariamente
q1 e q0 são distinguíveis e M [1][0] = 1.
Para o par de estados q2 e q0, observa-se que, consumindo o símbolo A os dois levam
ao estado q1, e consumindo o símbolo C os dois levam ao estado q2, não existem transições
consumindo os símbolos T e G. Não pode-se concluir que sejam distinguíveis.
Para o par de estados q2 e q1, consumindo o símbolo B, o estado q2 não tem transição,
então necessariamente q2 e q1 são distinguíveis e M [2][1] = 1.
Para o par de estados q3 e q0, observa-se que, consumindo o símbolo A os dois levam
ao estado q1, consumindo o símbolo C os dois levam ao estado q2, consumindo o símbolo
G os dois levam ao estado q3, e não existem transições consumindo os símbolos T. Não
pode-se concluir que sejam distinguíveis.
Para o par de estados q3 e q1, consumindo o símbolo A, o estado q3 não tem transição,
então necessariamente q3 e q1 são distinguíveis e M [3][1] = 1.
Para o par de estados q3 e q2, observa-se que, consumindo o símbolo A os dois levam
ao estado q1, consumindo o símbolo C os dois levam ao estado q2, consumindo o símbolo
G os dois levam ao estado q3, e não existem transições consumindo os símbolos T. Não
pode-se concluir que sejam distinguíveis.
Para o par de estados q4 e q5, observa-se que, não existem transições. Não pode-se
concluir que sejam distinguíveis.
A Figura B.5 parte (a) mostra a matriz no final do processo de minimização.
O autômato usado no processo de minimização é mostrado na parte (b) da Figura B.5.
A matriz M no final do processo de minimização mostra que q2 ≡ q0, q3 ≡ q0, q3 ≡ q2 e
q5 ≡ q4 que correspondem os quatro lugares na matriz que não tem marca de distinguí-
veis. Pode-se concluir que q0, q2 e q3 pertencem a mesma classe de equivalência, então
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Figura B.5: (a) Matriz M (b) DFA e (c) DFA mínimo equivalente a R = (C|G)*A(C|T).
o autômato mínimo deve ter apenas um estado representante dessa classe. O autômato
resultante após a minimização é mostrado na Figura B.5 parte (c).
B.4 Construção de Thompson
Começamos a implementação definindo a estrutura para o ǫ-NFA:
1 typedef struct _enfa
2 {
3 int start ,end,numst;
4 nodelist_state ∗∗∗d; /∗ Transitions ∗/
5 }
6 enfa;
Note que nosso ǫ-NFA tem estado final único, situação garantida pelos padrões base
na construção de Thompson e pelos passos na indução. Sempre é possível construir um
ǫ-NFA equivalente com estado final único, dado que é suficiente criar um novo estado final
e fazer ǫ-moves até ele desde os antigos estados finais.
A estrutura enfa usa três valores inteiros e um apontador. O inteiro start armazena
o estado inicial, end armazena o estado final e numst armazena o número de estados. d
aponta a uma tabela de duas entradas, onde cada elemento dela é uma lista encadeada
de estados. (nodelist_state *) é um apontador a uma lista simplesmente encadeada de
estados, os estados são valores inteiros.
A função “enfa *letter2enfa(char c)” é implementada para dar suporte ao padrão base
mostrado na Figura 3.1 parte (c), ela reserva o espaço de memória necessário e inicializa
a tabela de transições. Apenas dois estados são necessários (numst=2): estado inicial 0
e estado final 1. Ao final é inserida a única transição desde o estado 0 até o estado 1
consumindo o símbolo c.
Para manipular os símbolos da expressão regular é criada uma lista encadeada tal que
cada nó dela permita armazenar ou o ǫ-NFA equivalente a cada símbolo do alfabeto ou o
símbolo operador, para isso é definido a estrutura seguinte:
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1 typedef struct _nodelist_enfa
2 {
3 char symbol; /∗ Symbols: ()∗|E (E to ENFA) ∗/
4 enfa ∗p;
5 struct _nodelist_enfa ∗prev;
6 struct _nodelist_enfa ∗next;
7 }
8 nodelist_enfa;
A Figura B.6 mostra a lista encadeada inicial para a construção de Thompson da
expressão regular: C*(G|AT).










Figura B.6: Lista inicial de ǫ-NFAs na construção de Thompson.
A lista encadeada é percorrida desde a posição mais à esquerda da expressão regular
até encontrar o primeiro símbolo ). Como a expressão regular é correta então à esquerda
da lista percorrida existe o símbolo (. É claro que entre os parênteses existe uma sublista
sem parênteses, a ideia é encontrar um ǫ-NFA equivalente a esse pedaço de lista, e de-
pois substitui-lo na lista. O processo continua com o percurso, substituindo esses ǫ-NFA
equivalentes até o final da lista. Quando o percurso alcança a posição final da lista não
existem mais parênteses nela, então a lista pode ser reduzida para obter o ǫ-NFA final
equivalente à expressão regular.
O processo para reduzir um pedaço de lista encadeada sem parênteses começa percor-
rendo a lista desde a posição mais à esquerda da expressão regular. Para manter as regras
de precedência, são construídos e substituídos na lista os ǫ-NFAs equivalentes ao fecho de
Kleene. Segundo o padrão cada nó com operador * junto com o nó ǫ-NFA anterior no
percurso é convertido num novo ǫ-NFA que é substituído na lista. Quando o último nó
na lista é alcançado não existem mais operadores *.
Continuando com as regras de precedência, o pedaço de lista encadeada agora sem
parênteses e sem operadores *, é percorrido substituindo todo par de ǫ-NFAs vizinhos
pelo ǫ-NFA equivalente à concatenação deles, segundo o padrão. Ao final desse percurso
ficaria uma lista encadeada de ǫ-NFAs possivelmente separadas por nós com o operador
|.
Como a alternância é o operador de mais baixa precedência então ele é resolvido por
último. Para resolver a alternância é realizado um novo percurso na lista, tal que, cada
três nós consecutivos contendo no nó do meio o operador | é substituído pelo seu ǫ-NFA
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equivalente segundo o padrão. Ao terminar o percurso da alternância, a lista contém
apenas um nó, que é o ǫ-NFA equivalente ao pedaço de lista encadeada sem parênteses.
Assim ao processar a lista encadeada da Figura B.6, é encontrada a sublista que
corresponde à expressão regular: G|AT. Essa sublista é mostrada na Figura B.7 parte (a).
Observamos que a sublista não possui operadores *, então não existem ǫ-NFAs equivalentes
a substituir nela como resultado do operador *. Continua-se com a concatenação, na
parte (b) da Figura B.7 é mostrada a lista com três nós resultantes depois de substituir o
ǫ-NFA equivalente ao pedaço de expressão regular: AT. Note que não existem mais pares

















































Figura B.7: ǫ-NFA equivalente à sublista sem parênteses: G|AT.
Depois do processo de concatenação e segundo a precedência de operadores continua-
se com a alternância. Na Figura B.7 parte c é substituído o ǫ-NFA equivalente aos três
nós que correspondem ao pedaço de expressão regular: G|AT.
Note que na Figura B.7 a sublista obtida na parte (c) é equivalente à sublista da parte
(a), então continuando com o processo de construção de Thompson ela é substituída na
lista encadeada inicial, resultando na lista mostrada na parte (a) da Figura B.8.
A Figura B.8 parte (a) mostra a lista encadeada resultante, depois de substituir todos
os ǫ-NFAs equivalentes às sublistas sem parênteses. Observe que essa lista resultante tem
apenas três nós: dois nós com ǫ-NFAs e um nó com o operador *. Ademais essa lista
resultante é também uma lista sem parênteses, então o ǫ-NFA equivalente a essa lista
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corresponde ao ǫ-NFA equivalente à expressão regular.
Para encontrar o ǫ-NFA equivalente à expressão regular, procedemos a processar essa
lista sem parênteses resultante do processo anterior. Pedaços dessa lista serão substituídos
por seu ǫ-NFA equivalente, segundo os padrões da indução de Thompson e respeitando
a precedência de operadores. Procede-se da mesma forma como foi realizado para a















































































Figura B.8: Construção do ǫ-NFA equivalente à sublista sem parênteses: E1*E2, onde E1
é o ǫ-NFA equivalente a C e E2 é o ǫ-NFA equivalente a G|AT.
Na Figura B.8 parte (b) é substituído o ǫ-NFA equivalente ao fecho de Kleene. Dois
nós da lista são substituídos por um nó contendo o ǫ-NFA de quatro estados equivalente
a C*. A lista é reduzida para dois nós cada um com um ǫ-NFA.
Finalmente na Figura B.8 parte (c) é apresentado o resultado de resolver a concate-
nação dos dois nós do processo anterior. O nó resultante contém o ǫ-NFA equivalente à
expressão regular: C*(G|AT).
As funções que resolvem os padrões da indução são implementadas construindo novos
ǫ-NFA e inserindo os ǫ-moves correspondentes. Por exemplo, a função
enfa *enfa_kleen(enfa *Ma)
é usada para construir o ǫ-NFA resultante da aplicação do operador *, essa função esta
definida pelo seguinte código:
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1 enfa ∗enfa_kleen(enfa ∗Ma)
2 {
3 enfa ∗M;
4 M = enfa_union(Ma,NULL,2);
5 M−>start = Ma−>numst;
6 M−>end = Ma−>numst+1;
7 M−>d[Ma−>end][ns] = add_nodelist_state(N−>d[Ma−>end][ns],M−>end);
8 M−>d[M−>start][ns] = add_nodelist_state(N−>d[M−>start][ns],Ma−>start);
9 M−>d[Ma−>end][ns] = add_nodelist_state(N−>d[Ma−>end][ns],Ma−>start);




A linha 3 usa a função enfa_union que realiza uma cópia do ǫ-NFA original adicionando
2 estados novos. A linha 6, define o ǫ-move que vai desde o estado final do autômato inicial
até o estado final do novo autômato. Da mesma forma as linhas 7, 8 e 9 definem as outras
três transições vazias segundo o padrão.
A função add_nodelist_state adiciona a transição apenas quando ela não existe na
lista. Isso é conseguido adicionando o elemento no final da lista e parando se a transição
existe.
B.5 Construção de Thompson melhorada
Na implementação, a construção dos padrões melhorados requer um pouco mais de aten-
ção dado que o autômato construído manipula as transições do autômato original. Por
exemplo, para o caso (i) da alternância, os estados qa, fa, qb e fb são fundidos e eles não
aparecem no novo autômato, mas as transições onde eles estão envolvidos são mantidas.
Para poder escolher o padrão correto a ser aplicado, precisa-se saber se determinados
estados do autômato tem ou não ciclo. Para armazenar essa informação é necessário
estender a estrutura criada para o ǫ-NFA:
1 typedef struct _enfa
2 {
3 int start , end, numst;
4 int ∗C; /∗ cycle flag of states ∗/
5 nodelist_state ∗∗∗d; /∗ Transitions ∗/
6 }
7 enfa;
Na estrutura enfa, é adicionado o vetor C que vai permitir armazenar se um estado tem
ou não ciclo. Esse vetor é modificado a cada vez que um padrão é usado, mantendo a
consistência da informação.
A função “enfa *enfa_kleene_melhor_caso_i(enfa *Ma)” é implementada para o caso
(i) do fecho de Kleene. Ela recebe um ǫ-NFA e retorna o ǫ-NFA resultante depois de aplicar
o fecho de Kleene em Ma. A função reserva a memória para o ǫ-NFA resultante M e para
sua tabela de transições com um estado menos que o original. Procede-se com a cópia das
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transições para M. Todas as transições de Ma sem incluir o estado final fa são copiadas
para M, considerando que se uma transição tem como estado de chegada o estado final
fa, a chegada dessa transição é trocada para qa. Depois as transições do estado final fa
são copiadas para o estado qa, considerando a troca anterior. Como o padrão produz um
ciclo no estado inicial do ǫ-NFA, então o estado inicial do ǫ-NFA é marcado no vetor C,
como contendo um ciclo.
Da mesma maneira são implementadas as funções correspondentes para os casos (ii),
(iii), (iv) e (v). O caso (v) considera o caso em particular com o menor autômato que
pode ser passado como argumento de entrada na função: o autômato ciclo com uma
transição. A parte (a) da Figura B.9 mostra esse caso particular usando a expressão
regularRa = (A*). ParaRa o caso (iv) também pode ser aplicado corretamente. Na parte
(b) da Figura B.9 mostra-se a aplicação do caso (iv) para obter o autômato equivalente
a R = (A*)*. Como se observa o autômato obtido em (b) é correto, mas ele pode ser
reduzido. Como está aplicando-se o fecho de Kleene num autômato ciclo, a aplicação
do caso (iv) para transformar o autômato em ciclo é redundante, então para esse caso,
deve-se retornar como saída apenas o mesmo ǫ-NFA da entrada, tal como se mostra na














Figura B.9: (a)Ra = (A*). (b) Aplicação do caso (iv) para obterRa = R*. (c) Autômato
obtido para R = (A*)*, aplicando o caso (v).
A função “enfa *enfa_alternation_melhor(enfa *Ma, enfa *Mb)” é implementada para
o caso da alternância. Essa função deve considerar os 16 casos produzidos pelo padrão.
Como possivelmente os estados inicial e final do autômato Mb poderiam ser apagados do
autômato resultante, trocamos suas posições para o último e penúltimo lugar na tabela de
estados. Procedemos a determinar o número de estados do autômato resultante, segundo
o padrão que corresponda usar. Determina-se a posição em M dos estados inicial e final
de Mb. A memória para M e sua tabela de transições é alocada. As transições de Ma são
copiadas completamente paraM, incluindo a marcação de ciclos no vetor C. As transições
dos estados não finais e não iniciais de Mb são copiadas para M, incluindo a marcação de
ciclos no vetor C. As transições inicial e final de Mb são copiadas para M, considerando
a posição correta dos estados. Para cada caso, são criados os ǫ-moves correspondentes,
no caso (iv), considera-se a adição dos ǫ-moves dos estados qo e f0 como corresponda. As
posições do estado inicial e final deM são atualizadas no autômato, e finalmente o ǫ-NFA
M é retornado pela função.
A função “enfa *enfa_catenation_melhor(enfa *Ma, enfa *Mb)” é implementada para
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o caso da concatenação. Para o caso sem ǫ-moves é considerado mover as posições dos
estados final de Ma e inicial de Mb, tal que facilitem sua cópia em M. O estado final de
Ma é levado para a última posição na tabela de estados e o estado inicial de Mb é levado
para a primeira posição da tabela. Assim, Ma é copiado completamente em M. Depois,
Mb é copiado começando pela posição do estado final de Ma em M, essa primeira cópia
funde os estados fa e qb.
A Figura B.10 mostra a aplicação dos padrões melhorados na construção do ǫ-NFA
equivalente a R = C*(G|AT). A construção do ǫ-NFA equivalente a R pela construção







Figura B.10: Autômato para R = C*(G|AT), baseado nos padrões melhorados.
B.6 PROSITE
Para a implementação é usada a função char *pros2R(char *Pros). pros2R recebe como
entrada a cadeia Pros que representa uma sequência PROSITE, a saída é uma nova cadeia
que representa a expressão regular equivalente. pros2R parte a sequência PROSITE
nos pedaços separados pelo símbolo -. Cada pedaço é composto por um conjunto de
aminoácidos C (unitario, Σ, {} ou []) e uma indicação ou não de repetição, expressada
entre parênteses. Os pedaços são lidos sequencialmente. A cada vez que um pedaço
novo Pp é lido tem-se armazenada a expressão regular parcial R formada até antes dessa
leitura. R é composta por duas partes R1 e R2, tal que R = R1R2 onde R2 é o elemento
antecessor da nova leitura.
Se Pp não tem repetições, em R1 é armazenada R1R2 e em R2 é armazenada a
expressão regular equivalente a Pp.
Se Pp corresponde a repetições simples, uma rotina de repetição pode construir a
expressão regular equivalente dele: RBRA, onde RA é o novo antecessor. Depois em R1
é armazenado R1R2RB e em R2 é armazenado RA.
Se Pp corresponde a repetições expressadas em um intervalo, constrói-se a expressão
regular Rp equivalente a um termo unitário de Pp. Para expandir as repetições são
consideradas duas partes: Xj(mj)−Xj(0, nj−mj). Xj(mj) é tratada como uma repetição
simples de Rp, modificando-se os valores de R1 e R2. Depois, para Xj(0, nj − mj) é
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construída interativamente a expressão regular RX = (RXRp|Rp), partindo de RX = Rp.
Em R2 é armazenada (R2|R2RX). Finalmente é retornado R1R2.
A Figura B.11 mostra as expressões regulares construídas para alguns padrões PRO-
SITE, usando as expressões regulares tipo R3 da Seção 3.3.
PS00315: (54 termos)
S(4)-[SD]-[DE]-x-[DE]-[GVE]-x(1,7)-[GE]-x(0,2)-[KR](4)





































Figura B.11: Expressões regulares equivalentes a os padrões PROSITE: PS00315, PS00396
e PS01186.
