The wave propagation in a one-dimensional nonhomogeneous medium is considered, where the wave speed and the restoring force depend on location. In the frequency domain this is equivalent to the Schrijdinger equation d2$/dx2 + k211, = k2P(x)II, + Q(x)Jt with an added potential proportional to energy. The scattering and bound-state solutions of this equation are studied and the properties of the scattering matrix are obtained; the inverse scattering problem of recovering the restoring force when the wave speed and the scattering data are known are also solved.
where XER is the space coordinate, k%R is energy, kzP(x) is the potential proportional to energy, and Q(x) is also a potential. Both potentials P(x) and Q(x) are real. The Fourier transformation from the frequency k domain into the time t domain changes ( 1.1) into &&$=QW, (1.2) +(ky) = @t&NW, where c(x) = l/dis the wave speed and Q(x) is the restoring force. The equation in ( 1.2) describes the propagation of waves in a medium, where the wave speed and the restoring force depend on location. We will let H(x) = J1 -P(x), and for a meaningful wave speed we will assume P(x) < 1. We also assume that P(x) is bounded below, and thus M = sup H(x) XeR (1.3)
is a finite number. The direct scattering problem for ( 1.1) consists of finding the scattering matrix S(k) (which will be defined in Sec. II) when the potentials P(x) and Q(x) are known. There are three inverse scattering problems associated with ( 1.1). The first one is to recover the potential Q(x) when the scattering matrix S(k) and the other potential P(x) are known. The second inverse problem is to recover P(x) when S(k) and Q(x) are given. The last one is to recover both P(x) and Q(x) when S(k) is given, although its solution is, in general, not unique. In this paper we will only study the first inverse problem mentioned; physically, this inverse problem corresponds to the determination of the restoring force when the wave speed and the scattering data are known. Letting Note that throughout the paper we use the prime to denote the derivative with respect to x. V(v) can be ob-tained by solving the inverse scattering problem'for ( 1.4) by using one of the inverse scattering methods for the 1-D Schrijdinger equation. Inverting ( 1.5) we can obtain Q(x) when P(x) is known, thereby solving the inverse scattering problem for ( 1.1) . However, in this paper we will use the spatial coordinate directly because this will enable us in the future to combine the results of the present paper with those of Ref. 1 in order to solve the second inverse problem and to study the third inverse problem mentioned earlier.
We formulate the first inverse scattering problem for ( 1.1) as a Riemann-Hilbert problem. Once the problem is posed as a Riemann-Hilbert problem, there are several methods to solve it, such as the Marchenko method,26 the Gel'fand-Levitan method,697 the Wiener-Hopf factorization method,* and the Muskhelishvili-Vekua method,"" which is also known as the Newton-Jost method." In this paper we will only use the Marchenko method to solve the first inverse problem.
All the results given in this paper hold for real potentials satisfying the conditions wi (R), P(x) < 1 and is bounded below, P&(R), and GEL,:(R), where Lj (R) is the class of Lebesgue-integrable potentials having a finitejth moment. Note that whenever pd;' (R), we have l--d '(R) since Il-Hj<Il-Hl(l+H) = I PI. This fact will be used throughout the paper. In the beginning of each section we will specify the sufficient conditions under which the results there hold. This paper is organized as follows. In Sec. II we define the scattering solutions of ( 1.1 ), study their properties, and establish their asymptotics for small k. In Sec. III we study the large k asymptotics of the scattering solutions of ( 1.1). In Sec. IV we study the properties of the scattering matrix and establish its asymptotics for small and large k. In Sec. V we study the bound-state solutions of ( 1.1) and obtain a Levinson theorem that relates the number of bound states to the phase of the transmission coefficient. In Sec. VI, using the Marchenko method, we solve the inverse scattering problem by recovering Q(x) from one of the reflection coefficients when P(x) is known. In Sec. VII we obtain some properties of the scattering data when the Marchenko method leads to w',(R), where G(x) is the quantity defined in (1.6). In Sec. VIII we show that G(x) obtained from the Marchenko method belongs to L:(R) when the scattering data satisfy the conditions obtained in Sec. VII, and we also show that the solution of each of the two Marchenko integral equations leads to a solution of the Schrodinger equation ( 1.1). Finally, in the Appendix we prove a lemma used in Sec. VI.
II. SCATTERING SOLUTIONS
In this section we study the scattering solutions of (1.1) and also establish their asymptotics for small k.
The sufficient conditions on the potentials in this section are P(x) < 1 and P, Qd',(R) .
The physical solutions @I from the left and t/r from the right satisfy Here Tl and T, are the transmission coefficients from the left and from the right, respectively, and L and R are the reflection coefficients from the left and from the right, respectively. The scattering matrix S(k) is defined as
We will study the properties of S(k) physical solutions +$ and $, satisfy Schwinger equation
in Sec. IV. The the Lippmann-
The Jost solutions of ( 1. 1 ), fr from the left and f r from the right, are defined as 
[emikr+o(l), x-+ -00.
Let us also define
(2.6)
Then from ( 1.1) and (2.6) it is seen that ml and m, satisfy the equations
(2.8)
We will call mI and m, the Faddeev solutions from the left and right, respectively; they satisfy the integral equa-
kc+, (2.12) (2.10) and that m,( k,x) is analytic in k for k&Z+ and continuousinkforkEC+.
and the boundary conditions
Next we show that the Faddeev solutions defined in (2.6) can be extended analytically in k to the upper half complex plane C + . We will use the notation C -for the lower half complex plane and use ?? to denote C* UR.
Theorem 2.1: If Q&,!(R) and M'(R), the Faddeev solutions mt(k,x) and m,(k,x) are analytic in k for kczC + and continuous in k for k E C + .
Pro08 From (2.9) we have ml(k,x) = Xj?= oni(k,x), where no( k,x) = 1 and
Noting that S{-" dt e2ikt = and using I 1 -e2ik(y-X,
Hence, we have
Furthermore, each ni( k,x) is analytic in k for k& + and continuous in k for k E C +, and thus by the Weierstrass theorem, ml( k,x), being the limit of a uniformly convergent sequence of analytic functions on compact subsets in C + , is analytic in k for k& + and continuous in k for k& + for each XER whenever &L' (R) and @EL; (R).
Repeating the above argument with (2. lo), we obtain
The solutions of (2.7) and (2.8) at k = 0 satisfy ml(O,x) = 1 + s m dy(y -x)Q(y)ml(O,y), (2.13) x m,(W) = 1 + s * dy(x -y>Q(y>m,(O,y), -co (2.14)
which can also be obtained from (2.9) and (2.10) in the limit k-0. Applying the analysis given in the beginning of the proof to (2.13) and (2.14), we see that (2.11) and (2.12) are valid also at k = 0. Hence, for each x, we have the continuity of m [(k,x) and m,(k,x) at k = 0. n Proposition 2.2: If P&L;(R), then for k E C+,the In a similar way, we also obtain I m,(k,x) ( ( C,(k)
x 11 + 1x11.
n From (2.9) and (2.10), we have 
Hence, using iteration we obtain
where C,(k) is as specified in Proposition 2.2. Thus, if P,Q E L:(R), the functions m;(k,x)anr;(k,x)are analytic in k&Z+ and continuous in k E C + for each XER.
III. LARGE k ASYMPTOTICS OF THE SCATTERING SOLUTIONS
In this section, the sufficient assumptions are that P(x) < 1 and is bounded below, A=L' (R), and GE,C,~ (R), where G(x) is the quantity defined in (1.6). First, using techniques similar to those used in Refs. 12 and 1, we show the existence of two linearly independent solutions of ( 1.1) and establish their large k asymptotics. Then, relating these solutions to the scattering solutions of ( 1.1) defined in Sec. II, we will establish the large k asymptotics of the scattering solutions of ( 1.1).
Assume a solution of ( 1.1) of the form
where Y(k,x) stands for either of the two functions defined by Note that from (3.1) and (3.2) we have
where G(x) is the quantity in (1.6). Integrating (3.3) with the boundary condition Z'(k,xo) = 0, we obtain
or equivalently
Integrating (3.4) with the boundary condition Z( k,x,) = 1. we obtain 5) and after changing the order of integration in (3.5), we obtain 
From (3.6) choosing x0 = f CO, we will obtain two linearly independent solutions denoted by Z, and Z,., respectively, satisfying
Note that for k E C + \{O}, we have I~~(k;x,z)I<IG(z)l/lkl and in the domains of integration given in (3.7) and (3.8), respectively. Thus, iterating (3.7) and (3.8) we obtain
(3.10)
Hence, by the Weierstrass theorem used before, when GEL;(R), for each x both Z&,x> and Z,( k,x) have continuous extensions in k to C + \{O}, which are analytic on C+ . Furthermore, on estimating Z,( k,x) -1 and Z,(k,x) -1 by iterating (3.7) and (3.8), we obtain Z,(k,x) = 1 + 0(1/k) and Z,(k,x) = 1 + 0(1/k) as k-roe in C+.
-. Using (3.4), (3.9), and (3.10), and from (2.6) we obtain for k E C + \{O}, we obtain
where M is the constant given in ( 1.3). Hence, by the Weierstrass theorem, both3 (k,x) and Zi (k,x) have continuous extensions to k E C + \ {0}, which are analytic on Cf, andZ;(k,x) = O(1) and Z:(k,x) = O(1) as k-r* in C+. Since Z;(k,co) = 0, Z,(k,m) = 1, Z;(k,-00) = 0, and Z,(k, -UJ) = 1, using
we see that the Jost solutions defined in (2.5) are given by
(3.12)
Hence, from (2.5) it is seen that the physical solutions of (1.1) are given by
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(3.14)
Thus, since ml(k,x) and m,(k,x> are continuous in k even at k = 0, it follows that% k,x) and Z,( k,x) are also continuous in k as k-+0 in C +. From (3.13) and (3.14), as k-00 we obtain
Note that both ml(k,x) and m,(k,x> remain bounded as k-+&a inR.
IV. SCATTERING MATRIX
In this section we show that the scattering matrix S(k) is unitary and continuous for kER and study its asymptotics for small and large k. In this section the sufficient assumptions on the potentials are P(x) < 1 and P&L: (R). Although we use @&d(R) for mathematical simplicity in our proof to obtain the properties of S( k) as k-0, the condition QEL,~ (R) suffices as in the scattering theory'3$14 for the Schrodinger equation in ( 1.4). The proofs under the assumption QEL~ (R) will be given in Ref. 15 .
From (2.1), (2.2), and (2.4) we obtain the expressions for the transmission coefficients, 
Let [ fg] = fg' -f'g denote the Wronskian off and 8; it can be shown that the Wronskian of any two solutions of ( 1.1) is independent of x. Hence, as x+ f 00, from the Wronskian [+J -k,x);t,bl(k,x)] we obtain
and from [tCt,(k,x) ; $,( -k,x)] we find
From (4.5), (4.6), and (4.7), it is seen that the scattering matrix S(k) defined in (2.3) is unitary and that we have Aktosun, Klaus, and van der Mee: Scattering and inverse scattering 1723
In Sec. II, we have shown that ml( k,x), m,( k,x), m;(b), and m:( k,x) are continuous in k for k E C + and analytic in k for k& + . Thus, k/T(k) is continuous in C+ and analytic in C+. We can write (4.8) as
from which it is seen that T(k)#O for keR\{O}. Hence, using the unitarity of S(k), we see that the reflection coefficients R(k) and L(k) cannot be equal to 1 in absolute value when kgR\ 10). From (4.1) and (4.2) we have
Similarly, from (4.3) and (4.4) we have
where S(k)' denotes the transpose and S(k) -' the inverse of the matrix S(k). As a consequence, the transmission and reflection coefficients cannot exceed one in absolute value for kcR.
There are two cases to consider; namely, the case J""_ oD dy Q(y)ml(O,y)#O, which is the generic case, and the case J'"_ m dy Q(y)m[(O,y) = 0, which is the exceptional case. In the generic case, as k-+ 0 from C + , using Proposition 2.2, from (4.9) we obtain
can be computed using (2.1) and (2.2) to obtain 1 -= 1 -& s:
= -ZikT,(k) = -2ikTJk). and hence Therefore the transmission coefficients from the right and left coincide, and this common value will be denoted by
The Wronskian of the Faddeev solutions can be computed from (2.7) and (2.8) to obtain Thus, since T(k) vanishes linearly as k--+0, the quantity k/T(k) does not have a zero at k = 0 in the generic case. From (4.9) and (4.10) we obtain
and hence, as k-0 we have
. r" 40 -r)*QCvh(Oa). =I J-C.3 From (4.9) we then obtain
Thus, in the exceptional case we have, as k-*0,
where the convergence of the integrals above can be seen from Proposition 2.2 and from the assumption QG$( R). Thus, in the generic case we have
where cl and c, are the constants given by
Assuming QL&( R), we obtain by differentiating (2.9) and (2.10) with respect to k that m[(k,x) and m,(k,x) are continuously differentiable with respect to k on R. Letting k-+0 we have
and hence T(O)=+0 and, as k-+0,
In the exceptional case, since T(O>=#O, the quantity k/T(k) has a simple zero at k = 0.
From the preceding analysis it is seen that L(k) and R(k) are continuous for keR and T(k) is continuous for kEC+.Infact,inthegenericcaseL(O)=R(O)= -1 and T(0) = 0, while R(O), L(O), and T(0) are nonzero in the exceptional case. Thus, in both the generic and exceptional cases, when &L:(R), the continuity of S ( k) is also valid at the point k = 0. By using the method of Ref.
14 it is possible to prove" the continuity of S(k) at k = 0 under the weaker assumption QZi (R), but for mathematical simplicity, in the above analysis we have assumed that Q&(R). Now let us study the large k asymptotics of the scattering matrix. From (3.7), (3.8), (3.11), and (3.12), we obtain ~fkk,xkxp
Then from (4.11) and (4.12) the transmission and reflection coefficients are obtained as
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From the above expressions, as 1 k( 4 CO we obtain
In this section we study the bound-state solutions of ( 1.1) . We assume that P(x) and Q(x) are bounded, P&L!(R), and P(x) < 1. Then, a multiplication by Q(x) or by 1 -P(x) is a bounded operator on L2( R). By definition, a bound-state solution of ( 1.1) is a solution
) also belongs to L*(R). Due to the boundedness of P(x) and Q(x), the bound-state solutions of ( 1.1) thus belong to the domain of the Hamiltonian I-I,-, = -d2/dx2. Proposition 5. I: The bound-state energies for ( 1.1) correspond to the zeros of k/T(k) in C + and can only occur on the imaginary axis in C + . There is never a bound state at zero energy.
Proq$ Bound states when k2 > 0 are ruled out owing to the asymptotic behavior of the Jost solutions and their complex conjugates [see (3.11) and (3.12)]. Note that fake)
amif@ ,x are linearly independent and that no 1 linear combination of them can lie in L2 (R) . Thus there cannot be any bound states when kER\ (0).
derived from (4.8) implies that, for kcX+, the Jost solutions fi( k,x) and f,( k,x) are linearly dependent if and only if T(k) has a pole at k. As seen from (3.11) and (3.12), j'[(k,x) vanishes exponentially as x+ + 03 and f,( k,x) vanishes exponentially as x+ -03. Thus, whenever fi(k,x) and f,(k,x) are linearly dependent, as x--, f 03, we obtain an exponentially decaying solution of ( 1.1) and hence there is a bound state at k. On the other hand, if T(k) does not have a pole at k, then since we are in the limit-point case at both endpoints f CO, any solution that is square-integrable at -m[ + ~1 must be a multiple of f, (k,x) [f [(k,x) ]. Hence, if any nontrivial combination of the Jost solutions were in L2(R), then it would have to be a multiple of both fr( k,x) and f,( k,x). Since f,( k,x) and f,( k,x) are linearly independent, this is impossible and hence -kz cannot be a bound state.
As the analysis in Sec. IV shows, for km, the Wronskian in (5.1) is nonzero with only one exception; namely, at k = 0 in the exceptional case. In the generic case, the Wronskian in (5.1) is nonzero, even at k = 0. However, k = 0 in either case does not correspond to a bound state. This can be seen by noting that for k = 0, ( 1.1) reduces to the ordinary Schrbdinger equation at k = 0, which is given by +!I" = Q(x)@, and it is known that the ordinary Schrodinger equation does not have a bound-state solution at zero energy4P'3Y16 when QIzL~ (R).
In order to prove that the bound states can only occur on the imaginary axis in C +, we proceed as follows. Since P(x) is real, from ( 1.1) we have
where H = -d2/dx2 + Q(x). Because Q(x) is real, H is a self-adjoint operator; using P(x) < 1, from (5.2) and (5.3), we see that at a bound state we have kz = 2, which can occur only when k is on the real axis or on the imaginary axis. However, above we have already excluded bound states for real k. n Proposition 5.2: Each zero of k/T(k) in C'+ is a simple zero.
Prooj From the analysis in Sec. IV we know that k/T(k) has either no zeros at k = 0 (generic case) or has a simple zero at k = 0 (exceptional case). Thus let us consider k E C + \{O}. Let an overdot indicate the derivative with respect to k. Then, from ( 1.1) , we obtain the identities
Adding (5.4) and (5.5) we see that
is independent of x. From (5.1) it is seen that the expres-
Hence, in order to show that each zero of k/T( k) is a simple zero in C+, it is enough to show that the right-hand side of (5.6) does not vanish at a bound-state energy. At the bound state k = $3, the functions f [(@,x), fJiP,x), f;(iP,xh and f;(i&x) all vanish as x+f CO, and f,(i&x> = c(p)fr ($,x) for a nonzero constant c(p). Thus, from (5.4) and (5.5), using the fact that V;(kx);lj;(kx)l vanishes as x+ + CO and that V;(k,x);f,( k,x)] vanishes as x+ -00, we obtain
Due to the fact that f l( -TX) = fl( k,x) for k E C +, it follows that f/(i@,x), fJi&x), and c(p) are all real. Thus the integral in (5.7) cannot be zero. Hence, comparing (5.6) and (5.7), we see that -(d/dk) [2ik/T(k)] is nonzero at a bound state and thus the zeros of k/T(k) in c+ are simple. n Proposition 5.3: The number of bound states for ( 1.1) is finite.
Prooj Note that l/T(k) cannot vanish on the real axis because ) T(k) ) < 1 for kER. Due to the analyticity of f,(k,x), f,(k,x), fi(k,x), and fi(k,x) fork&+, as seen from (5.1>, k/T(k) is also analytic in C+ , and hence k/T(k) can have only isolated zeros in C ' . As seen from (4.13), as k-+ 00 in C+, the quantity
grows like I k 1 in absolute value and hence k/T(k) cannot have zeros for large enough I kl . Furthermore, as seen from the analysis in Sec. IV, the quantity k/T(k) either has an isolated simple zero at k = 0 (exceptional case) or no zero at k = 0 (generic case). Hence k/T(k) can only have isolated zeros in a bounded region of c+, and by Proposition 5.2 each zero of k/T(k) in ?? is simple. Hence, by Proposition 5.1 and the analyticity of k/T(k) in C!+, the number of bound states, which is equal to the number of zeros of k/T(k) in C + , must be finite. n When Q(x)>O, we will show that there cannot be a bound state. Note that for Q(x)>O, 1 -P(x) > 0, and kz < 0, using the fact the I-&, = -d2/dx2 is a non-negative self-adjoint operator, we see from ( 1. I) that
Hence, the left-hand side of (5.8) is nonpositive and its right-hand side is non-negative, which can only occur when $=O. Thus, there cannot be any bound states when Q(x) s-0. Let Jr(Q,P) denote the number of bound states for ( 1. I ), which is the same as the number of discrete eigenvalues of ( 1.1). The next result shows that &"( Q,P) = J'(Q,P = 0), hence, if Q(x) has a negative part and thus the possibility of bound states exists, the number of bound states of ( 1.1) does not depend on P(x).
Proposition 5.4: The number of bound states for ( 1.1) is independent of P(x).
Prooj In order to prove that X( Q,P) = N(Q,P = 0), we will use a variant of the Birman-Schwinger kernel.17 Let Q(x) = Q, (x) -Q-(x), where Q, (x) = max Q(x),O) and Q-(x) = maxi -Q(x),O). Let cp = ?-Q-t/J and let k = ip so that k2 = -fi2; note that /3 > 0 at a bound state because, as shown in Proposition 5.1, the bound states can only occur when k is on the imaginary axis in C + . Then, we can write ( 1.1) as p=x@qb where Aktosun, Klaus, and van for every a>O. Here EC .,,,(A) denotes the spectral projection of A for the interval (a, co ). For if dim EC,,, ) (A) > dim EC, m ) (B) then there would exist a unit vector @ in the range of E,,, ) (A), which is perpendicular to the range of Eta,,)(B).
Then (+A@,) >a while (@,B@)<a, contradicting A<B. By the spectral theorem it follows that A is compact if B is compact.
Returning to (5.9) we see that X, has eigenvalue 1 if and only if -p2 is an eigenvalue of ( 1.1) . Moreover, as functions of p the eigenvalues of ;I;-, are strictly decreasing and approach zero as p-+ -I-00. Hence, if PO > 0 is fixed, the number of eigenvalues of X6, that are strictly greater than 1 is equal to the number bf eigenvalues of ( 1.1) which are strictly less than -&. Since Do > 0 is arbitrary, (5.10) immediately translates into However, X(Q,P,h) =M(Q,O) = J%'"(Q,P-) for if -@ is an eigenvalue of ( 1.1) with P = 0, then -@/[l -P,,,.J is an eigenvalue of ( 1.1) with P = Pmax and -@/[l -PmiJ is an eigenvalue of ( 1.1) with P = Pb Thus the proof is complete. As in the case of the regular Schrijdinger equation in one dimension, since in the Levinson theorem the phases differ by $r in the generic and exceptional cases, we will say that there is a half-bound state at zero energy in the exceptional case.
VI. RECOVERY OF Q(x)
In this section the sufficient assumptions are P(x) < 1 and P,w!(R).
We will show that the potential Q(x)
. From Sec. III it is known that Z(k,x) is continuous in k E C+ and has an azalytic extension in k to C+ for each x, while Z(k,x) -1 = 0( l/k) as k+ OC, in C!+ . The continuity of Z( k,x) at k = 0 can be seen from (3.24) and (3.25) and the continuity of mt(k,x) and of m,(k,x). Similarly, Z( -k,x) is continuous in kE C -and has an analytic extension in k to C -for each x, and Z( -k,x) -?= 0( l/k) as k+ CG in C-. Hence, solving (6.2) for Z( -k,x) and Z(k,x) when A(k,x) is known constitutes a Riemann-Hilbert problem.6*'c~18 There are various methods to solve this Riemann-Hilbert problem, such as the Marchenko method,2d the Gel'fand-Levitan method,7 Newton's generalization of the Marchenko and Gel'fand-Levitan methods,6 the can be recovered when the scattering matrix S(k) and the other potential P(x) are known. In fact, one of the reflection coefficients determines the potential Q(x). When there are bound states, the norming constants must be specified for each bound state in order to obtain the potential uniquely.
and Since k appears as P in ( 1.1)) +!J!( -k,x) and $,.( -k,x) are also solutions of ( 1.1) whenever qr( k,x) and $,( k,x) are the physical solutions. Using (2.1) and (2.2) as well as (4.9) and (4. IO), the solution vectors are found to be related to each other as Note that in order to obtain (6.6), we have used (5.1) and (5.7) and the residues of T(k) at the bound states.
From the analytic and asymptotic properties studied in Sec. III, we see that the functions Z,(k,x) -1 and Z,(k, (6.14) 0 Although (6.13) and (6.14) seem to be coupled at a first glance, using (6.5) and (6.6) and the fact that f[(k,x) and f,.( k,x) are linearly dependent if k = ipi, we will show that (6.13) and (6.14) can actually be uncoupled. As in Sec. V, let us use C(pj) to denote the proportionality constants at bound states; i.e., let fr(@,x) = c(pj)fl(ipix>. Then, using (3.4), (3.5), (3.20), and (3.21), we obtain Z,(@?x) = C(/~,+X)Z~(@?~X), where we have defined From (4.8) it follows that g](x,y) is real and from (6.20) it is seen that Rl(x,y) is real. Since in (6.22) y and z appear as y + z in the argument of the kernel, the I Marchenko integral operator R, has a symmetric kernel. Hence, since 0, is also bounded, it is self-adjoint.
The proof of the unique solvability of (6.22) is similar to the proof given in Ref. and 1 -P> 0. As a result of these inequalities and 1 R (k) 1 < 1 for all nonzero real k, we obtain from (6.34), ;j(k) = 0 and (q,Cl) = a** = (w&v) = 0, whence q(y) ~0. n
VII. BOUNDS ON THE KERNELS OF THE MARCHENKO OPERATORS
In this section, under the assumption that the solution of each Marchenko equation through (6.27) leads to G(x) satisfying G E Li (R), we will obtain some estimates on the kernels given in (6.20) and (6.21).
Proposition Z I: Assume G(x) obtained from the solution of each Marchenko equation using (6.27) satisfies G E Lr (R). Then the kernels of the Marchenko equations (6.22) and (6.23) satisfy
where iU is the constant defined in (1.3) and al(x), a,(x), T/(X), and T/(X) are the functions defined in (6.28) and (6.29). Frmj We will give the proof for &(x,y) only; the proof for LI,(x,y) is similar. From (6.11) and (6.20) it is seen that C&(x,y) is a function of x + .f ,"[l -HJ +y/2. Let =R/(x,y). Similarly, from (6.11) and (6.2 1) it is seen that Q(x,y) is a function of -x + .I? m[l -H] + y/2. Equation (7.3), being a Volterra equation, is uniquely solvable for w1(s). For simplicity, let us drop the subscript I in BI, oI, ol, and rP We then have w(s) = ~,~=ooi(s), where we(s) = B(x,2s -2x -2S," [l -H] ) and @j(S) = -2 s m dtB(x,2t-2S)mjmI(t), j>l. s Using (6.30) we obtain 1 B(x,2t -2s) I <f a(x + y/( 2M) )pcx) -MT(x +"'(2M)). 
and hence, replacing s by x + .f,"[l -H] + y/2 and using (7.2), we obtain (7.1). n Proposition Z2: Assume G(x) obtained from the solution of each Marchenko equation using (6.27) satisfies G E Lf (R).Then the derivatives of the kernels of the Marchenko equations (6.22) and (6.23) satisfy
where M is the constant defined in (1.3), and ol, o'r, rl, and rr are the quantities defined in (6.28) and (6.29). Prooj We will give the proof only for (d/dx) C12,( x,0);
is similar. For simplicity, we will again drop the subscript 1 in BI, wl, ui, and rP
t Let y -, 0 in the Marchenko equation, which is equivalent to letting s + x + S," . Let us use the notation B, (x,~) and B,(x,y) for i3Bl(x,y)/c3x and cYBl(x,y)/i3y, respectively. We then obtain
Taking the derivative of both sides of (7.6) with respect to x, we obtain dt (7.6) Thus, using B,(x,O) = $G(x) and (7.8) in (7.7), we obtain
Thus we have I++ J; Il-H1)-~~~2lB(x,O)I/o(x+ j-; W-4+2 j.;+J;LImq dtldt)I
x sxm dzIG(z)) IB(z,2t-2x-2 J; [l -HI)1 .
Note that using (7.4) and (7.5), we have ProcJ We will give the proof for U/(X) only; the proof for a,(x) is similar. For simplicity, let us drop the subscript I in ok First note that
Hence we only need to show that .f," dx( 1 + x)0(x) is finite. In this section, when the scattering data satisfy (7.9) and (7.10), we show that G(x) obtained through (6.27) from the solution of each Marchenko equation satisfies G E L:(R) .We also show that the solution of each Marchenko equation leads to a solution of the Schriidinger equation ( 1.1) .
Note that (7.9) is equivalent to 6~; E L: (a, CO ) ,where ol( t) is the function defined in (7.2). Define Then, for any hd ' (0, co ) , using the properties of wI( t)
implied by w; E L! (a, CO ) ,we can conclude that the integral in (8.3) is finite, the integral in (8.4) vanishes as e-+0, and the integral in (8.5) vanishes as N+ + 00. Therefore, all the three conditions in the Frechet-Kolmogorov compactness criterion2' are satisfied. Hence the Marchenko operator Q, maps bounded sets into relatively compact sets, and thus R, is a compact operator on L2(0, CO ). From Theorem 6.3 it follows that 1 is not an eigenvalue of the operator RI defined on L*(O, 00 ), and hence from Proposition 8.1 it follows that 1 is not eigenvalue of RI in L' (0,~ ). As a result, the operator (I -a,) -i exists for each x. The norm continuity of 0, with respect to x and the fact that Il&ll-+O as x--, + CO imply that for each aeR, the L' norm /I (I -a,) -'11 is uniformly bounded for xe [a, CO ) . 
W
The next theorem shows that when the reflection coefficients are used as inputs to the Marchenko equations (6.22) and (6.23), the quantity G(x) obtained by using (6.27) satisfies GEL!(R) whenever the quantities in (6.20) and (6.21) obtained from the scattering data satisfy (7.9) and (7.10). and let Bl,,(xy) denote the corresponding solution of (6.22). Also set Gn(x) = 2[dBI,,(x,O + )/dx] and denote by Z,,,(k,x) the corresponding solution of (8.23). Then it follows from (8.7) that B/,,(x,y) satisfies (8.18) so that the calculations above are justified for the approximating sequence. It also follows that IIn, -nr,ll -0 and hence II ( .7) is assured because the solutions of the Marchenko integral equations (6.22) and (6.23) lead to the solution of the Riemann-Hilbert problem (6.1). The proof of this equivalence is similar to the corresponding proof in the inverse problem4 for the regular Schrodinger equation ( 1.4) and can be given in a straightforward manner by noting that the solution of (1.1) also satisfies (6.1).
APPENDIX
In this appendix we prove the following result used in the proof of Theorem 6.3. Lemma A. I: Let F(k) be continuous for keR, vanish as k-+ f 00, and belong to L2( R) . Put f(y) = sy, $eikyF(k), yeR.
Then the operator 3 defined on L2( 0, CO ) by (Yh)(y) = Jo= dzf(y+zM(z), YXJ is compact. Proq? Let j(x) be a non-negative C" function for XER with support in [ -1,1] such that S"_ m dxj(x) = 1, and let j,(x) = (l/e)J'(x/e). Define the mollification ae = j,*F by convolution. Then, from Lemma 2.18 of Ref. 21, we have (i) aE is a C" function that vanishes at f 00 together with all its derivatives; i.e., QyFT;(i) @G2W 7;:) ll~~ll2~IIFll2 and h,dP, ; and lim,,oI @@I -F(k) 1 = 0, iniformly in k on R, due to the uniform continuity of F on R. Now put where we used l$lj2 = Ilhl12. As a result of (iii), 1I.Y -Y,I(-+O as ~10 in the operator norm of L2(0,m), which establishes the compactness of 9. n
