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Wedeﬁne a formal framework for the studyof algebras of typeMax-
Plus, Min-Plus, tropical algebras, and more generally algebras over
a commutative idempotent semi-ﬁeld. This work is motivated by
the increasingly diversiﬁed use of these algebras which occur also
in control theory, automata theory as well as in algebraic geometry,
and inmore speciﬁcways in other parts ofmathematics such as the
theory of monoids.
In this ﬁrst article, we especially re-examine linear algebra over
idempotent semi-ﬁelds: the most delicate, but undoubtedly the
most interesting point is the notion of a singular point seen as a
generalization of the notion of zero. We thus rediscover many no-
tions of regularity already introduced for matrices, and this allows
us to deﬁne further notions, new in this context, such as that of the
kernel of a linear form, and to apply duality to obtain a good notion
of tropical dimension of a submodule.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Nous déﬁnissons un cadre formel englobant à la fois l’algèbre classique et l’algèbre tropicale, c’est
à dire l’algèbre sur les semi-corps idempotents (voir par exemple: [2,9,11]); les résultats obtenus
s’appliquent donc entre autres aux algèbres de typesMax-Plus, Min-Plus étudiées en particulier par le
groupe Max Plus [1,2,8]... et utilisées en géométrie tropicale, aux algèbres sur le semi-anneau tropical
[18,21] ou encore aux algèbres de Boole ou aux algèbres de matrices de relations binaires [22]. Dans
cette optique les semi-corps idempotents sont en fait les «corps» de caractéristique 1, comme nous
le montrons ci-dessous. Nous donnons des déﬁnitions qui permettent de retrouver la plupart des
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notions introduites en algèbre tropicale tout en redonnant les notions habituelles dans le cas des corps
classiques.
Ce travail est motivé par l’utilisation de plus en plus diversiﬁée de ces algèbres qui interviennent
aussi bienenThéorieducontrôle [4,19], en Informatique théorique [15,20], qu’enGéométrie algébrique
[12,13,16,17] ou de façon plus ponctuelle dans d’autres parties des mathématiques (par exemple en
Théorie des monoïdes avec des techniques de réduction en caractéristique 1 [3]). Son objectif est
d’expliquer et de développer les analogies frappantes existant entre, par exemple, les résultats obtenus
en algèbre Max-Plus, parfois par des méthodes d’analyse convexe, et l’algèbre linéaire classique (voir:
[5–9]...), ou encore entre les courbes tropicales et les courbes algébriques...
Dans ce premier article, nous revisitons plus particulièrement l’algèbre linéaire sur les semi-corps
idempotents: le point le plus délicat,mais le plus intéressant sans doute, est la notion depoint singulier
vue comme généralisation de celle de zéro. Nous retrouvons ainsi plusieurs des «régularités» déjà
introduites pour lesmatrices et ceci nouspermet dedonner des déﬁnitions, nouvelles dans ce contexte,
comme celle du noyau d’une forme linéaire, et d’utiliser la dualité pour obtenir une bonne théorie de
la dimension tropicale d’un sous-module, avec un théorème de la base incomplète et un théorème du
rang.
Nous utiliserons aussi, dans un article à suivre, ces idées pour mettre en relief la parentée entre les
courbes tropicales et les courbes algébriques habituelles (il s’agit dans les deux cas de l’ensemble des
«zéros» d’un polynôme à deux variables) et obtenir de nouveaux outils algébriques pour l’étude de ces
courbes.
2. Quasi-corps
Le but de cette section est de montrer que les semi-corps idempotents de l’algèbre tropicale et les
corps de l’algèbre classique sont les deux facettes d’une même notion, les quasi-corps, et que l’algèbre
tropicale est en fait l’algèbre de la “caractéristique 1”.
2.1. Quasi-groupes
Rappelons qu’un monoïde est un ensemble muni d’une loi interne associative, admettant un élé-
ment neutre.
Un monoïde G est VN-régulier si, pour tout x ∈ G, x appartient à xGx (c.f. les anneaux réguliers au
sens de Von Neumann).
On dira qu’un élément x d’un monoïde (G, ∗) est quasi-inversible s’il existe un élément y de G tel
que x ∗ y ∗ x = x et y ∗ x ∗ y = y. On dira alors que x et y sont quasi-inverses l’un de l’autre. Un
quasi-groupe est un monoïde dont tous les éléments sont quasi-inversibles.
Il est en particulier VN-régulier.
Réciproquement un monoïde VN-régulier est un quasi-groupe: si x ∗ y ∗ x = x en posant z =
y ∗ x ∗ y on a en effet x ∗ z ∗ x = x et z ∗ x ∗ z = z.
Remarque 1. Dans le cas commutatif y est alors unique et est appelé le quasi-opposé de x (on le notera
x∗).
En effet si on a (en notation additive), x + y + x = x, y + x + y = y, x + y′ + x = x, et y′ + x +
y′ = y′, il endécoule:y′ + x = y′ + x + y + x = y + x + y′ + x = y + x, d’oùy = y + x + y = y′ +
x + y = y′ + x + y′ = y′.
On déﬁnit demanière naturelle les notions de sous-quasi-groupes et demorphisme de quasi-groupes.
Deux éléments x et y d’un monoïde G sont orthogonaux (notation: x ⊥ y) si x ∗ z = x et y ∗ z = y
implique z = e, où e désigne l’élément neutre de G. On dira que (x1, x2) ∈ G2 est une décomposition
orthogonale de x ∈ G si x = x1 ∗ x2 et x1 ⊥ x2. Dans le cas commutatif on notera x = x1⊕ x2 pour
indiquer que (x1, x2) est une décomposition orthogonale de x.
Dans le cas d’un groupe, deux éléments quelconques sont orthogonaux et toute écriture d’un
élément comme produit de deux autres est donc une décomposition orthogonale.
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2.2. Quasi-anneau et quasi-corps
Un quasi-anneau est un triplet (A,+, ∗) tel que (A,+) soit un quasi-groupe commutatif, ∗ soit
associative, distributive par rapport à +, et admette un élément neutre, noté 1 dans la suite.
Rappelons qu’un semi-anneau A est déﬁni comme un anneau, en affaiblissant la condition (A,+)
est un groupe commutatif, en (A,+) est un monoïde commutatif.
Remarque 2. Un quasi-anneau est donc un semi-anneau qui est un quasi-groupe pour l’addition.
Dans la suite on notera 0 l’élément neutre de l’addition d’un quasi-anneau A, et  le quasi-opposé
de 1. On aura donc, pour tout x ∈ A, x∗ = x.
Si A est un quasi-anneau, l’ensemble A[Xi]i∈I des polynômes à coefﬁcients dans A est aussi un
quasi-anneau.
Un semi-anneau est simpliﬁable à droite si ∀(x, y, z) ∈ A3, x ∗ z = y ∗ z ⇒ x = y.
Un quasi-corps est un quasi-anneau (K ,+, ∗) tel que (K∗, ∗) soit un groupe (où K∗ = K − {0}).
Il est facile de voir que si K est un quasi-corps (un semi-anneau simpliﬁable sufﬁt), on a 0 ∗ a = 0
pour tout a ∈ K .
Remarque 3. Même si K est un quasi-corps, l’anneau de polynôme K[X] n’est pas simpliﬁable: si K est
de caractéristique 1, (X + 1)(X2 + 1) = (X + 1)(X2 + X + 1).
En particulier, bien qu’intègre, K[X] ne peut pas se plonger dans un quasi-corps des fractions.
Exemple 4. Nous utiliserons plus particulièrement dans la suite les deux quasi-corps suivants:
Le semi-corps à deux éléments, F1 = {0, 1}, muni de l’addition, telle que 0 soit élément neutre
et 1 + 1 = 1, et de la multiplication habituelle, est un quasi-corps de caractéristique 1, isomorphe à
l’ensemble des parties d’un singleton,muni de la réunion et de l’intersection. Il est facile de vériﬁer que
c’est le seul semi-corps ﬁni idempotent: si le semi-corps contient un élément a non nul et différent de
1, il contient un élément b tel que b + 1 = b (1 + a ou 1 + a−1) et les puissances de cet élément sont
nécessairement distinctes (si, pour n > 1, on avait bn = 1, on aurait b = 1 + b = (1 + bn) + b =
1 + bn + b = bn = 1, car bn = (1 + b)n = (1 + b)n + b).
Le semi-corps des réelsMax-Plus,T, soit sous la forme rencontrée dans la plupart des applications,
R ∪ {−∞} muni de la loi max comme addition et de la loi + comme multiplication, soit dans sa
version, R+ muni de la loi max comme addition et de la multiplication usuelle, plus pratique pour
conserver des notations algébriques générales (et plus facile à suivre par des non-spécialistes)...
2.3. Caractéristique d’un semi-anneau
SoitAun semi-anneau; ondéﬁnitH ⊂ N comme l’ensembledes entiers k tels que k · 1A + 1A = 1A.
Proposition 1. Il existe un unique n ∈ N tel que H = nN. Cet entier n est appelé caractéristique de A
(notation car(A)).
L’unicitéestévidente; siH n’estpas réduit à {0}, soitn lepluspetit élémentnonnuldeH:pourm ∈ H,
on peut écrire m = nk + r avec 0 r < n; de n · 1 + 1 = 1, on déduit par itération nk · 1 + 1 = 1;
dem · 1 + 1 = 1 on déduit alors 1 = r · 1 + nk · 1 + 1 = r · 1 + 1 et donc r = 0 par déﬁnition de n.
Remarque 5. Les semi-anneaux de caractéristique n non nulle sont des quasi-anneaux (en effet 1 +
(n − 1) · 1 + 1 = 1).
Les semi-anneaux de caractéristique 1 sont exactement les semi-anneaux idempotents (i.e. tels que
x + x = x pour tout x).
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On dira qu’un semi-anneau A est de caractéristique pure p, s’il est de caractéristique p et que, pour
tout x /= 0, (k + 1)x = x implique que p divise k.
Proposition 2. (a) Tout semi-corps admet une caractéristique pure.
(b) Les semi-corps de caractéristique non nulle sont des quasi-corps.
(c) Les quasi-corps ayant une caractéristique p différente de 1 sont des corps. Les quasi-corps de
caractéristique 1 sont les semi-corps idempotents.
Le (a) est clair.
(b) Si K est un semi-corps et s’il existe p ∈ N∗ tel que p · 1 + 1 = 1, soit p · 1 = 0 (avec p /=
1) et il est facile de voir que K est alors un corps (de caractéristique p), soit p · 1 + 2 · 1 = 2 · 1 et
par itération p · 1 + p · 1 = p · 1, d’où, en multipliant par l’inverse de p · 1, 1 + 1 = 1 et K est un
semi-corps idempotent et donc bien un quasi-corps.
(c) SoitK unquasi-corps: il existeα telque1 + α + 1 = 1doncenposantβ = 1 + α, onaβ + β =
β; puisque K est un quasi-corps, on a, soitβ = 0 et il est alors facile de vériﬁer que K est bien un corps,
soit, après simpliﬁcation, 1 + 1 = 1, et K est bien un semi-corps idempotent.
On peut généraliser aux quasi-anneaux simpliﬁables, la «formule du binôme simpliﬁée» de la
caractéristique p , pour les nmultiples de p (la démonstration habituelle s’appliquant sans changement
pour p /= 1):
Proposition 3. Si A est un quasi-anneau de caractéristique 1, simpliﬁable, pour tout couple (x, y) ∈ A2 tel
que xy = yx, et tout entier n, on a:
(x + y)n = xn + yn.
En effet (xn + yn)(xn + xn−1y + · · · + xyn−1 + yn) = (x + y)2n.
2.4. Quasi-corps de caractéristique 1 et groupes ordonnés
Un quasi-anneau de caractéristique 1 est ordonné par la relation : a b si a + b = b.
On peut remarquer que deux éléments sont alors orthogonaux si et seulement s’ils ont 0 pour inf.
On peut déﬁnir cette même relation sur tout semi-anneau, mais elle n’est plus en général reﬂexive.
Sur un anneau c’est une relation d’ordre strict, et l’inf de deux éléments quelconques (nécessairement
orthogonaux [2-1]) est toujours 0...
Un cas particulier très important est celui des semi-corps idempotents dont l’ordre associé est total.
C’est en effet le cas de tous les quasi-corps introduits en algèbre et géométrie tropicale. On parlera
alors de semi-corps idempotents totalement ordonnés.
Réciproquement, tout groupe totalement ordonné apparaît comme le groupe multiplicatif d’un
quasi-corps, l’addition étant donnée par a + b = max(a, b). Il sufﬁt en fait que le groupe ait une
structure de treillis.
On peut remarquer que deux éléments non nuls d’un quasi-corps de caractéristique 1 admettent
toujours un inf non nul (inf(a, b) = (a−1 + b−1)−1). Deux éléments non nuls d’un quasi-corps de
caractéristique 1 ne peuvent donc être orthogonaux.
2.5. Modules sur un quasi-anneau
Un module à gauche sur un quasi-anneau (A,+, ∗) est un triplet (M,+, .) où (M,+) est un quasi-
groupe, et. une loi externe de A × M dansM, vériﬁant les propriétés suivantes:
∀a ∈ A, ∀b ∈ A, ∀m ∈ M, ∀n ∈ M, a · (b · m) = a ∗ b · m, (a + b) · m = a · m + b · m, a · (m +
n) = a · m + a · n, 1 · m = m, et a · 0M = 0A · m = 0M .
On déﬁnit demême les modules à droite. Dans la suite, sauf précisions contraires, tous les modules
seront des modules à gauches.
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On déﬁnit comme habituellement les notions de familles libres (resp. génératrices) (par exemple,
pour une famille (ei), par l’injectivité (resp. la surjectivité) de l’application de A
(I) dans M, (λi) −→∑
λiei), et donc de bases et de modules libres.
Dans le cas d’un module libre (de base B = (ei)) sur un quasi-corps, les deux dernières conditions
de la déﬁnition donnée ci-dessus pour unmodule, découlent des autres, comme dans le cas classique:
pour a ∈ A, a /= 0A, on a a0M = a0M + 0M = a(0M + a−10M) = aa−10M = 0M; d’autre part si m =∑
miei etn = ∑ niei sont deux éléments deM, on a aussi 0A · m + n = ∑(0Ami + ni)ei = ∑ niei = n
et donc bien 0Am = 0M .
SiM est unmodule libre de base B = (ei) sur un quasi-corps de caractéristique 1, x et y appartenant
àM sont orthogonaux si et seulement s’ils ont des supports (relativement à B) disjoints. On vériﬁe en
effet facilement que z = ∑ ziei est inférieur à m = ∑miei et à n = ∑ nimi si et seulement si, pour
tout i, zi  inf(mi, ni) ce qui donne immédiatement le résultat (c.f. 2–4).
2.6. Points singuliers
Il est clair que l’ensemble des applications d’un ensemble E dans un quasi-groupe G, F(E, G) est
muni d’une structure de quasi-groupe, par la loi f ∗ g : x −→ f (x) ∗ g(x).
Soit H un sous-quasi-groupe de F(E, G) et f ∈ H: on dira que x ∈ E est un point singulier de f ,
relativement à H, s’il existe une décomposition orthogonale de f dans H, (f1, f2) ∈ H2, telle que f1(x)
et f2(x) soient quasi-inverses l’un de l’autre.
En particulier si f (x) = e, x est toujours un point singulier de f (avec pour f1, f et pour f2 l’élément
neutre de H).
L’ensemble des points singuliers pour f relativement à H sera noté singH(f ).
Si H = {0, f1, f2, f }, où (f1, f2) est une décomposition orthogonale donnée de f , on dira alors (f1, f2)-
régulière pour H-régulière.
Unpoint singulier pour unmorphisme (resp: pour une applicationpolynomiale) sera, sauf précision
contraire, un point singulier relatif à l’ensemble des morphismes considérés (resp: des applications
polynomiales).
L’ensemble des points singuliers d’un morphisme f sera noté Tker(f ) (pour noyau tropical de f ).
Exemple 6. Soit H le quasi-groupe (N, max), G le quasi-groupe produit H × H et f le morphisme de
G dans H déﬁnit par f (m, n) = max(m, n).
Soit une décomposition orthogonale f = g1⊕ g2 où g1 et g2 sont deux morphismes non nuls de
G dans H: comme gi(m, n) = max(mgi(1, 0), ngi(0, 1)), pour i = 1, 2, l’orthogonalité implique que le
minimum de g1(1, 0) et de g2(1, 0) est 0, et de même pour l’autre composante; on a donc nécessaire-
ment, à l’ordre près, g1(m, n) = m et g2(m, n) = n. Il sufﬁt alors de remarquer que cette décomposition
est bien orthogonale pour obtenir que Tker f est la diagonale de G ({(n, n)/n ∈ N}).
Dans le cas d’un morphisme f de modules ou de quasi-anneaux, on dira que f est régulier s’il est
régulier en tout point différent de 0, en tant que morphisme du quasi-groupe additif considéré (i.e:
Tker(f ) = {0}).
Remarque 7. Dans le cas où G est un groupe additif, les points singuliers de f sont ses zéros;
si f est un morphisme de groupes, Tker(f ) est son noyau.
2.7. Points ∗singuliers et zéros
Si f est un morphisme d’un quasi-groupe E dans un quasi-groupe G, on peut déﬁnir une notion
duale de celle de point singulier: on dira que u appartenant à E est un point ∗singulier de f ∈ F(E, G),
ou que f est ∗singulier en u, s’il existe une décomposition orthogonale de u dans E, u = u1⊕ u2, telle
que f (u1) = f (u2)∗.
On notera Ker∗(f ), l’ensemble des points de E ∗singuliers pour f et on dira que f est ∗régulière si
elle est ∗régulière en tout point différent de l’élément neutre de E.
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Exemple 8. SoitT le quasi-groupe (R+, max) et G = T × T le quasi-groupe produit. On déﬁnit f de
G dansT par f (x, y) = max(2x, 3y). On vériﬁe facilement que la seule décomposition orthogonale non
triviale d’un couple (x, y) ∈ G est (x, y) = (x, 0)⊕(0, y), et il en découle que Ker∗f est ici la “droite”
(3, 2)T.
Remarque 9. Si E et G sont des groupes et f unmorphisme de groupes, les points de E ∗singuliers pour
f sont encore les éléments du noyau et les deux notions coïncident donc.
Dans le cas où le quasi-groupe G est additif, on dira que u est un zéro d’un morphisme f de E dans
G, lorsque c’est un point ∗singulier de f .
On dira de même que x = (xi) ∈ A(I) est un zéro d’un polynôme P ∈ A[Xi]i∈I , sur un quasi-anneau
commutatifA, siP est unzéro (i.e. unpoint ∗singulier) pour lemorphismed’évaluationen x,P −→ P(x)
(i.e. si l’on peut écrire P = P1⊕ P2, avec P1(x) = P2(x)∗).
Cette déﬁnition s’étend sans difﬁculté à un point de B(I), où B est une extension commutative de A,
ou encore à un point d’une extension (non nécessairement commutative) dans le cas à une variable.
Ceci généralise donc bien la notion habituelle de zéro d’un polynôme.
En caractéristique 1, 0 ∈ Kn est un zéro de P ∈ K[Xi] si et seulement si le terme constant de P est
nul.
Les zéros d’un polynôme à une variable P ∈ A[X], seront encore appelés racines de ce polynôme P.
Si x ∈ A est un point singulier de l’application polynomiale P, x est une racine de P ∈ A[X], mais
la réciproque est fausse, deux applications polynomiales P1 et P2 correspondant à deux polynômes
orthogonaux, n’étant pas, en général, orthogonales.
Cependant, sur le corps Max-Plus,T, on peut voir facilement que ces deux notions coïncident:
il sufﬁt de voir que l’inf de deux applications déﬁnies par des monômes distincts est l’application
nulle; pour cela, on peut remarquer, si i /= j, que aixi  ajxj pour tout x ∈ R implique ai = 0, en faisant
tendre x vers 0 ou +∞ suivant les cas...
3. Algèbre linéaire sur les quasi-anneaux et les quasi-corps
Dans cette section nous généralisons les principales notions de théorie des modules et des espaces
vectoriels aux modules sur un quasi-corps.
Cependant certaines des notions habituelles admettent plusieurs généralisations distinctes...
3.1. Familles libres, familles génératrices, modules libres
On peut voir aisément qu’un module sur un quasi-corps n’est pas en général libre.
Par exemple sur le quasi-corps F1, un module libre de base E s’identiﬁe à l’ensemble des parties
ﬁnies de E.
Proposition 4. Toutes les base d’un module libre M sur un quasi-corps K ont même cardinal. Ce cardinal
sera encore appelé la dimension de M.
Ce résultat, bien connu en caractéristique différente de 1, c’est à dire pour les espaces vectoriels sur
les corps (voir par exemple Bourbaki, Algèbre, Ch. II, & 7) se généralise facilement: soientB = (ei)i∈I et
C = (fj)j∈J deux bases deM, module libre sur un semi-corps idempotent: on peut écrire pour chaque i,
ei = ∑J0 xjfj où J0 est une partie ﬁnie non vide de J, et demême pour j ∈ J0 tel que xj /= 0, fj = ∑ ykek .
Comme ei + xjfj = ei, l’unicité de l’écriture donne immédiatement yk = 0pour tout k /= i soit fj ∈ Kei;
par symétrie on obtient ainsi une bijection entre I et J, et ceci montre de plus que les deux bases sont
formées de vecteurs deux à deux colinéaires.
Dans le cas des modules libres, une application linéaire partout singulière est l’application nulle:
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Proposition 5. Si E est un module libre sur un quasi-corps K , une application linéaire (ou morphisme de
A-module) de E dans un module F, singulière (resp. ∗singulière) en tout point de E, est l’application nulle.
Ici encore il sufﬁt de considérer la caractéristique 1.
Le cas ∗singulier est presque immédiat car les éléments d’une base n’ont pas de décomposition
orthogonale non triviale.
Si f est singulière enunélément ed’unebase, on adoncunedécompositionorthogonale f = f1⊕ f2,
avec f1(e) = f2(e) = f (e); on peut alors déﬁnir une application linéaire g valant f (e) en e et 0 sur les
autres éléments de la base et donc inférieure à f1 et f2; par orthogonalité de la décomposition g est
alors nulle et donc f (e) = 0.
3.2. Groupe linéaire
Zhu [23] a montré que le groupe linéaire sur le quasi-corps de caractéristique 1 à deux éléments,
F1, Gln(F1), est isomorphe au groupe des permutations Sn.
Ceci provient du fait de l’unicité de la base d’un module libre (à l’ordre près) sur le quasi-corps
F1 (c.f. Proposition 4). Dans ce cas les éléments d’une base sont exactement les éléments non nuls,
minimaux pour la relation d’ordre.
Plus généralement sur un quasi-corps K de caractéristique 1, Gln(K) sera donc formé des matrices
admettant un et un seul élément non nul sur chaque ligne et chaque colonne (“Sn
⊗
K”).
3.3. Familles tropicalement libres, familles faiblement libres
La notion de famille libre se révèle trop forte en général. Elle correspond pour une famille (ei)
à l’injectivité de l’application de A(I) dans M, (λi) −→ ∑ λiei; il est donc naturel d’affaiblir cette
condition en une condition de régularité:
on dira ainsi qu’une famille (ei)i∈I d’éléments d’un module E sur quasi-anneau A est une famille
régulière ou encore tropicalement libre (resp. ∗régulière ou faiblement libre) si l’application de A(I) dans
E, (λi) −→ ∑ λiei est régulière (resp. ∗régulière).
On dira donc de même qu’une application linéaire est faiblement injective si elle est ∗régulière (i.e.
Ker∗f = {0}) et qu’elle est tropicalement injective si elle est régulière (i.e. Tker f = {0}).
3.4. Formes linéaires et dualité
Soit E unmodule à gauche sur un quasi-anneauA. L’ensemble desmorphismes (ou formes linéaires)
de E dans A, E∗ = L(E, A) appelé dual de E est muni naturellement d’une structure demodule à droite.
Si A est partie E, l’ensemble des formes linéaires ∗singulières en tout point de A est appelé orthogonal
de A et noté A′.
Si E est un module libre sur un quasi-corps, E′ est le sous-module trivial {0} (Proposition 5).
Commedans le cas classique, si E et F sont deuxmodules sur un quasi-anneauA, et f une application
linéaire de E dans F , pour tout l ∈ F∗, l ◦ f est une forme linéaire sur E; l’application de F∗ dans E∗,
l −→ l ◦ f est linéaire et est appelée la transposée de f et notée t f .
Remarque 10. Soient E et F deux modules sur un quasi-corps, E étant libre de base (ei), et f une
application linéaire de E dans F . Si l ∈ F∗ est ∗singulière (et donc “nulle”) sur Imf , t f est singulière
en l: on peut écrire pour chaque i, f (ei) = xi⊕ yi, avec l(xi) = l(yi) et donc déﬁnir deux applications
linéaires f1 : ei −→ xi et f2 : ei −→ yi telles quef = f1⊕ f2 et l ◦ f1 = l ◦ f2. On peut voir facilement
que si E et F sont libres de dimensions ﬁnies la réciproque est vraie.
On dira qu’une application linéaire est tropicalement surjective si l’orthogonal (Imf )′ (ensemble des
formes linéaires ∗singulières sur Imf ) est réduit à {0}etqu’une famille (fi)d’élémentd’unquasi-module
E est tropicalement génératice si (
∑
i Kfi)
′, l’orthogonal du sous-module engendré, est nul.
Un sous-module F dont l’orthogonal dans le dual est nul sera dit dense.
D. Castella / Linear Algebra and its Applications 432 (2010) 1460–1474 1467
Une application linéaire f entre modules libres de dimensions ﬁnies sera donc tropicalement sur-
jective si et seulement si sa transposée est tropicalement injective, si et seulement si son image est
dense.
3.5. Matrices régulières; matrices ∗régulières
Soient E et F deux modules sur un quasi-anneau commutatif A. L’ensemble des morphismes (ou
applications linéaires)deE dans F , L(E, F)estmunid’une structuredemodule. SiE et F sontdesmodules
libres de dimensions respectives n et m, L(E, F) est un module libre de dimension mn, isomorphe au
moduleMm,n(A) des matrices àm lignes et n colonnes, à coefﬁcients dans A.
On dira que C ∈ Mm,n(A) est une matrice régulière (resp ∗régulière) si ses colonnes forment une
famille régulière (resp ∗régulière) deMm,1(A).
En appliquant les déﬁnitions, on obtient la:
Proposition 6. Soit f une application linéaire du A-module libre de dimension n, E de base (ei)1 i n dans
le A-module libre de dimension m, de base (fi)1 im et M sa matrice par rapport à ces deux bases. M est
régulière (resp ∗régulière) si et seulement si f l’est.
Une matrice qui n’est pas régulière (resp ∗régulière) sera dite singulière (resp ∗singulière).
Proposition 7. Une matrice ∗singulière est singulière.
En effet, en notant Ai les vecteurs colonnes d’une matrice A, une relation non triviale
∑
I1
xiAi =∑
I2
xiAi, où I1, I2 sont deux parties disjointes de [1, n], donne immédiatement une décomposition
A = A1⊕ A2 telle queA1X = A2X , oùX est lamatrice colonnedes xi (enposant xi = 0pour i /∈ I1 ∪ I2),
A1 est la matrice obtenue à partir de A en remplaçant les colonnes Ai, i ∈ I2 par le vecteur colonne nul,
et A2 la matrice complémentaire obtenue en remplaçant par le vecteur colonne nul les Ai pour i /∈ I2.
Exemple 11. La réciproque est fausse: soit A =
(
1 0 1
0 1 1
1 1 0
)
.
A est singulière: si X =
(
1
1
1
)
, A1 =
(
0 0 1
0 1 0
1 0 0
)
et A2 =
(
1 0 0
0 0 1
0 1 0
)
, on a A = A1⊕ A2 et A1X =
A2X .
A n’est pas ∗singulière: soient X =
(
x
y
z
)
, X1, X2 tels que X = X1⊕ X2 et AX1 = AX2; l’un des deux
vecteurs a au plus une composante non nulle, donc AX =
(
x + z
y + z
x + y
)
a au moins une composante nulle,
ce qui entraîne la nullité des deux autres, et ﬁnalement de X (si X1 =
(
x
0
0
)
, on a AX = AX1 =
(
x
0
x
)
=
AX2 =
(
z
y + z
z
)
, soit 0 = y + z et donc y = z = 0, les autres cas étant semblables).
3.6. Déterminant
SoitK unquasi-corps commutatif. Ondéﬁnit laK-signature d’une permutation τ ∈ Sn par k(τ ) = 1
si la signature de τ est 1, k(τ ) =  sinon.
Le K-déterminant d’ordre n est alors le polynôme
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det = ∑
τ∈Sn
k(τ )X1,τ(1) · · · Xn,τ(n) ∈ K[Xi,j]1 i,j n.
On dira qu’une matrice est d-singulière lorsqu’elle est un zéro du déterminant et d-régulière sinon.
On pose det+ = ∑τ∈An X1,τ(1) · · · Xn,τ(n) ∈ K[Xi,j]1 i,j n et
det− = ∑τ∈Sn−An X1,τ(1) · · · Xn,τ(n) ∈ K[Xi,j]1 i,j n.
On dira qu’une matrice A est D-singulière si det+(A) = det−(A)∗, c’est à dire si A est (det+, det−)-
singulière et D-régulière dans le cas contraire; si A est D-singulière elle est donc a fortiori d-singulière,
puisque c’est un zéro du déterminant.
Il est facile de voir qu’une matrice ayant une colonne (resp. ligne) nulle, ou deux colonnes (resp.
lignes) égales est, comme dans le cas classique, D-singulière et donc aussi d-singulière (on pourrait
encore dire que la forme n-linéaire associée au déterminant est alternée...). Nous allons montrer ci-
dessous que le déterminant est singulier sur une famille de n vecteurs deKn si et seulement si la famille
est singulière (au moins dans le cas où K est un semi-corps idempotent totalement ordonné).
Remarque 12. Il est clair que sur un corps toutes ces notions coïncident avec la notion habituelle.
En algèbre tropicale le déterminant est appelé en général «permanent».
La d-régularité correspond en algèbre tropicale à la régularité au sens de Butkovicˇ (ou encore
régularité tropicale [2].
Demême laD-régularité correspondà la régularité au sensdeGondran-Minoux, ouG-M-singularité
(cf. [9]).
Il est connuque sur le semi-corpsT, la notionde régularité au sens deGondran–Minoux correspond
à ce que nous appelons ici *régularité [7] et que la régularité au sens de Butkovicˇ correspond à la
régularité tropicale, qui n’est autre que la régularité au sens ci-dessus [13,14]. Il est relativement aisé
de voir que les démonstrations données se généralisent à tout quasi-corps totalement ordonné de
caractéristique 1... Nous nous placerons dans la suite dans ce cas qui couvre quasiment toutes les
applications.
Pour la régulariténousdonnonsci-dessousunedémonstrationdirecte (etplus simple)de l’équivalence
avec la d-régularité, n’utilisant pas la construction de Z. Izhakian, en généralisant les propriétés du
déterminant.
4. Algèbre linéaire sur un semi-corps idempotent totalement ordonné
Dans toute la suite K désigne un quasi-corps commutatif de caractéristique 1 (i.e. un semi-corps
idempotent) totalement ordonnépour l’ordre induit pour l’addition (on adonc a + b = aou a + b = b
pour tout couple (a, b) ∈ K2).
4.1. Noyaux et dualité
Proposition 8. Soit l ∈ E∗ une forme linéaire sur un K-module libre de dimension ﬁnie E.
Tkerl = Ker∗l est un sous-module de E. On notera plus simplement Kerl ce noyau.
Soit B = (ei)1 i n une base de E et L = (a1, . . . , an) la matrice de l dans cette base. Il est facile de
voir que, le corps étant totalement ordonné, x = ∑ xiei appartient à Tkerl ou à Ker∗l si et seulement si
il existe (i, j), i /= j, tels que aixi = ajxj  akxk pour tout 1 k n.
On a donc bien l’égalité des deux noyaux dans ce cas.
De plus si x et y sont singuliers, soient (i, j) et (r, s) deux couples tels que aixi = ajxj  akxk et
aryr = asys  akyk , pour tout 1 k n. Si les deux couples ont des supports disjoints il est clair que
aixi + aryr = ajxj + asys  akxk + akyk pour tout 1 k n, et que donc, x + y est singulier.
Les autres cas sont encore plus simples et en en déduit facilement le résultat.
Pour une partie A de E on a déﬁni ci-dessus l’orthogonal A′ de A, comme l’ensemble des formes
linéaires ∗singulières sur A.
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Pour une partie B de E∗ on déﬁnit l’orthogonal de B, B⊥ comme l’intersection des noyaux des
éléments de B.
On dira que A ⊂ E est fermée si (A′)⊥ = A.
Plus généralement, le sous-module (A′)⊥ sera appelé la fermeture tropicale de A ou encore le sous-
module tropicalement engendré par A (c.f. 3–4).
4.2. Matrices régulières ou ∗régulières sur un semi-corps idempotent totalement ordonné
Ledéterminantest encoreune formen-linéairepar rapport aux lignesouauxcolonnesd’unematrice
carrée. En particulier, à une matrice A ∈ Mn(K) de colonnes (A1, . . . , An), on peut donc associer n
formes linéaires dA,i : X −→ det(A1, . . . , Ai−1, X , Ai+1, . . . , An) et de même en considérant les lignes,
n-formes δA,i (avec donc δA,i = dtA,i). De plus cette forme est encore «alternée» au sens où, si deux
colonnes de A (ou deux lignes) sont égales, le déterminant est singulier en A (la valeur maximale étant
nécessairement atteinte deux fois).
Plus généralement le déterminant est invariant par permutation des colonnes, et plus précisément
l’ensemble des valeurs du déterminant sur une famille de n vecteurs colonnes de Kn est indépendant
de l’ordre de cette famille et la d-régularité d’unematrice n’est pas altérée par une permutation de ses
colonnes.
D’autre part, comme dans le cas classique, le déterminant peut se développer par rapport à une
ligne ou une colonne: pour Z = (Xi,j), en notant Zi,j lamatrice extraite obtenue en enlevant la ie`me ligne
et la je`me colonne, on a l’égalité polynomiale det(Z) = ∑i Xi,j det Zi,j = ∑j Xi,j det Zi,j et, en particulier,
si le déterminant d’ordre n − 1 est singulier sur toutes les matrices extraites Ai,j pour i (ou j) ﬁxé, le
déterminant est singulier en A.
Ces propriétés donnent une démonstration plus rapide que celle d’Izhakian du fait qu’une matrice
d-singulière est singulière:
Lemme 1. Le déterminant est singulier en A = (ai,j) ∈ Mn(K) si et seulement si, pour l’un des i, δA,i est
singulier sur la ie`me ligne Li de A.
Si la forme linéaire sur Kn, δA,i : (xj) −→ ∑j Ai,jxj est singulière en Li, sa valeur maximale est donc
atteintepourdeux indicesdistincts (i.e. det A = δA,i(Li) = Ai,jai,j = Ai,kai,k , aveck /= j, lesAi,j désignant
les mineurs correspondants) et le déterminant est bien singulier en A.
Réciproquement, si le déterminant est singulier, il existe deux permutations σ et τ telles que
det A = a1,σ(1) · · · an,σ(n) = a1,τ(1) · · · an,τ(n) et si σ(i) /= τ(i), δA,i est singulier en Li.
On a alors immédiatement:
Corollaire 1. Si une matrice A ∈ Mn(K) est d-singulière, elle est singulière.
En effet, d’après le lemme précédent, il existe une forme linéaire non nulle, singulière sur toutes
les lignes de A.
Comme annoncé ci-dessus, dans ce cas on peut maintenant généraliser les résultats déjà connus
sur les liens entre la régularité des matrices et le déterminant:
Proposition 9. SoitA ∈ Mn(K)unematrice surunquasi-corpsdecaractéristique1, totalementordonné,K.
(a) A est ∗régulière si et seulement si elle est D-régulière.
(b) A est régulière si et seulement si elle est d-régulière.
(a) A est ∗singulière signiﬁe qu’il existe un vecteur colonne X non nul et une décomposition
orthogonale de X , (X1, X2), telle que AX1 = AX2. Ceci correspond exactement au fait que les colonnes
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soient liées au sens de Gondran-Minoux et il est connu (la démonstration de [10] se généralise sans
problème) que ceci est équivalent au fait que det+(A) = det−(A).
(b) Il reste donc à montrer que si A est singulière, elle est d-singulière; pour cela, nous allons
reprendre les grandes lignes de la démonstration de Z. Izhakian [13], mais sans utiliser sa construction
d’une super-algèbre tropicale...
On notera Li(A) (resp. Ci(A)) les lignes (resp. les colonnes) d’une matrice A ∈ Mn(K).
Soit donc une matrice A ∈ Mn(K) supposée singulière. La démonstration se fait par récurrence sur
n. Pour n = 1 il n’y a rien à montrer.
Pour n 2, on peut supposer qu’aucune des lignes ou des colonnes de A n’est nulle, sinon le
déterminant est évidemment singulier en A.
S’il existe une sous-famille tropicalement liée de n − 1 colonnes de A, l’hypothèse de récurrence
permet de montrer que le déterminant (d’ordre n − 1) est singulier sur toutes les matrices carrées
extraites de cette famille de colonnes, et donc que le déterminant est bien singulier en A.
On supposera donc dans la suite que les sous-familles propres de la famille des colonnes de A sont
tropicalement libres.
Par hypothèse il existe un vecteur colonne non nul V = (vi) tel que A soit singulier en V et les vi ne
peuvent être nuls (sinon il y aurait une sous famille liée).
Onpeut remplacerApar lamatriceB = (bi,j)dont les colonnes sont lesCi(A)vi, car si le déterminant
est singulier en B, il l’est aussi clairement en A. On notera bi = supj bi,j , en remarquant que ce sup est
atteint deux fois aumoins sur chaque ligne, puisque B est singulière sur le vecteur colonne dont toutes
les composantes valent 1.
On peut de même remplacer B par la matrice dont les lignes sont Li(B)/bi (bi ne pouvant être nul,
car la ligne Li(B) ne l’est pas), ce qui revient donc à supposer que les bi sont tous égaux à 1.
La singularité du déterminant n’étant pas affectée par une permutation des colonnes, on peut
supposer de plus que det B = b1,1 · · · bn,n.
Soit alors R la relation sur {1, . . . , n}, déﬁnie par iRj si bi,j = 1 et i /= j. Pour chaque i il existe au
moins un j /= i tel que bi,j = 1 et l’on peut donc construire des suites i1 = 1, i2, . . . , ir . . . telle que
ilRil+1; les indices ne pouvant rester distincts, il existe donc au moins une sous-suite de cette suite
qui est cyclique: j1, j2, . . . , jk = j1. Soit τ le cycle de Sn déﬁni par τ(jl) = jl+1 pour 1 l k − 1, on
a clairement det B = b1,1 · · · bn, n b1,τ(1) · · · bn,τ(n)  det B (puisque bi,τ(i) = 1 bi,i si i est dans le
support du cyle, et bi,τ(i) = bi,i sinon), et la valeur maximale est bien atteinte deux fois au moins ce
qui prouve bien, ﬁnalement, que le déterminant est singulier en B et donc en A.
On retrouve aussi aisément que la notion de matrice régulière se comporte bien et peut se carac-
tériser par les déterminants.
Lemme 2. UnematriceA ∈ Mn,p(K), est régulière si et seulement si elle contientunematrice carrée extraite
d’ordre p, régulière.
En particulier si A ∈ Mn,p(K) est régulière, on a p n.
Il est clair que si A est singulière, toute les matrices carrées extraites obtenues par suppression de
lignes le seront aussi. On ne peut donc pas en extraire une matrice carrée d’ordre p régulière.
La démonstration de la réciproque se fait par récurrence sur n: pour p = 1, c’est clair.
Soit donc A une matrice régulière à p colonnes. Il est clair que la matrice obtenue en supprimant la
dernière colonne reste régulière. En supposant le résultat vrai pour p − 1, il existe donc une matrice
carrée d’ordre p − 1 extraite des p − 1 premières colonnes de A, régulière. Soit (i1, . . . ip−1) les rangs
des lignes de cette matrice extraite et B la matrice d’ordre (p − 1, p) extraite de A, dont les lignes
sont celles de rangs (i1, . . . ip−1). En considérant la forme linéaire qui à U = (u1, . . . up), associe le
déterminant de la matrice carrée dont les p − 1 premières lignes sont celles de B et la dernière est U,
on obtient une forme linéaire non nulle sur Kp, ∗singulière sur les p − 1 premières lignes de A. Comme
A est régulière, cette forme linéaire n’est pas ∗singulière sur toutes les lignes de A et il existe donc une
ligne Lip telle que la matrice extraite de A, dont les lignes sont celles de rangs {i1, · · · , ip} est régulière.
En remarquant qu’une matrice et sa transposée ont même déterminant, ce qui précède donne
immédiatement le corollaire suivant:
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Corollaire 2. (a) Une matrice A ∈ Mn(K) est donc régulière (resp. ∗régulière) si et seulement si sa trans-
posée l’est.
(b) Soit E est un K-module libre de dimension n; f ∈ L(E) est tropicalement surjective si et seulement
si elle est tropicalement injective.
(c) Le rang tropical de A ∈ Mm,n(K), déﬁni comme le plus grand entier p tel que l’on puisse extraire
de A une matrice carrée d’ordre p régulière [13], est égal au cardinal maximal d’une famille de colonnes
tropicalement libre.
On peut aussi remarquer que les matrices de déterminant non nul, sont, en caractéristique 1,
caractérisées comme suit:
Proposition 10. Pour unematrice carrée A, on a det A /= 0 si et seulement si A est supérieure à unematrice
S ∈ Gln.
Il sufﬁt de remarquer que det A est non nul si et seulement si l’un des produits a1,τ(1) · · · an,τ(n) est
non nul, et que ceci est vrai si et seulement si la matrice S dont les seuls coefﬁcients non nuls sont les
ai,τ(i) est dans Gln.
4.3. Rang tropical d’une application linéaire et dimension tropicale d’un sous-module
Dans un module libre E, le sous espace tropicalement engendré par une famille (fi) est déﬁni ci-
dessus [4.1] comme l’intersection des noyaux Kerl des formes linéaires l ∈ E∗, nulles (i.e. ∗-singulières)
sur
∑
Kfi.
Une base tropicaled’un sous-module F sera une famille tropicalement libre et tropicalement généra-
trice de F . On dira d’un sous-module qu’il est tropicalement libre s’il admet une base tropicale.
Un sous-module tropicalement libre est donc fermé. Nous établirons la réciproque par la suite. On
appellera supplémentaire tropical d’un sous-module F d’un module libre E, un sous-module libre G, en
somme directe avec F , tel que F
⊕
G soit dense dans E.
Proposition 11. Soit E un K-module libre de dimension n.
(a) Toute famille tropicalement libre a au plus n éléments.
(b) Toute famille tropicalement génératrice a au moins n éléments.
(a): ceci découle immédiatement du lemme 1.
(b): c’est immédiat par dualité.
Remarque 13. Un résultat analogue a déjà été obtenu sur certains semi-anneaux pour les familles
faiblement libres (voir par exemple [2, Th. 4–7]) et dans le cas des réelsMax-Plus, à partir des formules
de Cramer [7,19] (ce qui implique donc, alors, cette propriété pour les familles régulières).
A l’aide du lemme [4.2.1] on obtient de plus un «théorème de la base tropicale incomplète»:
Théorème 1. Toute famille tropicalement libre (fi)1 i p d’un module libre de rang n de base B = (ei)
peut se compléter en une base tropicale de E, en choisissant n − p vecteurs dans B.
Il existe en effet unematrice extraite régulière d’ordre p de A, la matrice dans la base B de la famille
(fi). En complétant par les ei correspondant aux lignes n’apparaissant pas dans la matrice extraite, on
obtient une matrice d-régulière et donc bien une famille régulière.
De tout ceci, on déduit ﬁnalement:
Théorème 2. (a) Tout sous-module tropicalement libre F admet un supplémentaire tropical G.
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(b) Soit F un sous-module tropicalement libre d’un module libre E de dimension ﬁnie n. Deux bases
tropicales de F ont même cardinal. Cet entier est la dimension tropicale de F et est égal à n − dim G, où G
est un supplémentaire tropical de F.
(a) Soient (fi)1 i k unebase tropicale de F , (ei)1 i n unebasedeE etA lamatricedes composantes
des fi dans la base (ei). D’après la proposition précédente k n et si k = n, la famille est tropicalement
génératrice et donc F = E. On peut donc supposer k < n.
On peut donc choisir des vecteurs fk+1, · · · , fn dans la base B, tels que la famille (fi) soit une base
tropicale de E. Si G est le sous-module engendré par les vecteurs fk+1, · · · , fn, G est un module libre et
F
⊕
G est dense dans E par déﬁnition d’une base tropicale.
G est bien un supplémentaire tropical de F .
(b) Si (gi)1 i k′ est une autre base tropicale de F , (gi)1 i k′ ∪ (fk+1, · · · , fn) est une famille
tropicalement génératrice de E ce qui implique k k′. Par symétrie on a donc l’égalité.
Remarque 14. On peut déﬁnir plus généralement la dimension tropicale d’un sous-module F d’un
module libre E de rang ﬁni, comme le cardinal maximal d’une famille tropicalement libre d’éléments
de F (notation: dimT (F)).
Pour un module libre la dimension tropicale est bien entendu égale à la dimension. De plus cette
déﬁnition de la dimension tropicale est cohérente avec la déﬁnition de rang tropical d’une matrice
donnée par Z. Izhakian: en effet le rang tropical de la matrice est bien la dimension tropicale de
l’image (c.f. le corollaire [4.2.1]).
Proposition 12. (a) Tout sous module d’un module libre de dimension ﬁnie admet un supplémentaire
tropical.
(b) La dimension tropicale d’un sous-module F est aussi celle du module tropicalement engendré.
(c) Les sous-modules ayant une famille ﬁnie tropicalement génératrice sont les sous-modules tropicale-
ment libres: toute famille tropicalement libre maximale est une base tropicale.
Plus généralement un sous-module F est tropicalement libre si et seulement si il est fermé.
(a) Si (fi)estune famille tropicalement libremaximaledans F , par le théorèmede labase incomplète,
on peut choisir une partie de la base B de E, complétant la famille (fi) en une base tropicale de E par
des fj pris dans une base B. Le sous-module libre G ainsi construit est de rang n − k, où k est le cardinal
de la famille (fi); il est en somme directe avec F (si f ∈ F ∩ G était non nul, la famille (fi) ∪ (f ) serait
régulière...).
(b) Mais il est aussi en somme directe avec le sous module H = (F ′)⊥ tropicalement engendré
par F: en effet si z ∈ G, z /= 0, on peut supposer (quitte à réordonner les fi) que z = ∑j k+1 zjfj avec
zk+1 /= 0 et la forme linéaire y −→ det(f1, . . . , fk , y, fk+2, . . . , fn) serait alors singulière sur les fi et non
singulière en z puisque la famille est avec ce choix clairement régulière et z n’est donc pas dans H.
On en déduit que (fi)1 i k est bien une base tropicale de H (la projection sur Ek = ∑j k Kej de
direction G induit un morphisme injectif sur H et envoie la famille (fi)i k sur une famille régulière à
k éléments du K-module libre Ek , qui est donc une base tropicale de Ek et donc aussi de l’image de H).
(c) Si F = H, (fi) est donc une base tropicale de F .
On obtient ainsi une caractérisation des sous-modules tropicalement libres:
Théorème 3. (a) Les sous-modules tropicalement libres sont les intersections ﬁnies de noyaux de formes
linéaires.
(b) Si f est une application linéaire entre deux modules libres de dimensions ﬁnies E et F , Tker f est un
sous-module tropicalement libre de E.
(a) Par dualité il est clair que F ′, l’ensemble des formes linéaires ∗singulières sur F , est tropicalement
libre et si F est tropicalement libre, il est alors égal à l’intersection des noyaux des éléments d’une base
tropicale de F ′.
D. Castella / Linear Algebra and its Applications 432 (2010) 1460–1474 1473
Réciproquement, l’intersection des noyaux d’une famille (li) du dual de E est l’orthogonal du sous-
espace engendré et est donc tropicalement libre.
(b) Tker f est l’intersection des noyaux des formes linéaires pi ◦ f , où les pi sont les formes coor-
données d’une base de F .
Pour les applications linéaires, ceci donne un théorème du rang:
Théorème 4. Soit f une application linéaire entre deux K-modules libres E et F , de dimensions ﬁnies.
On a:
dim E = rgT (f ) + dimT (Tker f )
où rgT (f ) = dimT (Imf ) est le rang tropical de f .
Pour ceci on considère un supplémentaire tropical G de Tker f (obtenu en complétant une famille
régulière maximale de Tker f en une base tropicale de E, avec des vecteurs pris dans une base de
E). La restriction g de f à G, est alors une application du module libre G dans F d’image Imf ; l’image
d’une base de G est alors tropicalement génératrice pour Imf : si pour l ∈ F∗, Imf ⊂ Kerl, on obtient
immédiatement G ⊂ Ker(l ◦ g) soit l ◦ g = 0 et ﬁnalement donc l = 0. On a donc dimT Imf  dim G.
De plus g est clairement tropicalement injective et on a bien dim G = dimT Imf .
Remarque 15. On ne peut malheureusement espérer généraliser le théorème précédent aux applica-
tions linéaires déﬁnies sur unmodule tropicalement libre (notion qui n’est ellemême déﬁnie que pour
des sous-modules de modules libres...), comme le montre l’exemple très simple suivant, qui prouve
aussi que la composée d’applications tropicalement injectives ne l’est pas nécessairement ou encore
que l’image d’une famille tropicalement libre par une application tropicalement injective n’est pas
nécessairement tropicalement libre...
Exemple 16. Soient E un T-module libre de dimension deux et (e, f ) une base de E. On déﬁnit deux
applications linéaires, g et h, de E dans E, par g(e) = e, g(f ) = e + f et h(e) = e + f , h(f ) = f . On
voit aisément (par exemple avec la caractérisation matricielle) que g et h sont bien tropicalement
injectives et surjectives, mais que h ◦ g ne l’est pas (et est de rang tropical 1)... Or la restriction h′ de
h à l’image G de g (qui est bien tropicalement libre de rang 2) reste ici tropicalement injective: pour
toute application linéaire de G dans E, k, inférieure à h′, l’image de h′ est incluse dans K(e + f ), avec
de plus k(e) k(e + f ). Il en découle immédiatement que la seule décomposition orthogonale de h′
est la décomposition triviale et donc que Tker(h′) = {0}. La formule du Théorème 2 est donc bien en
défaut ici, puisque 2 = dimTG /= rgT (h′) + dimT (Tkerh′) = 1 + 0 = 1
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