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ABSTRACT
Headline generation for spoken content is important since
spoken content is difficult to be shown on the screen and
browsed by the user. It is a special type of abstractive sum-
marization, for which the summaries are generated word by
word from scratch without using any part of the original con-
tent. Many deep learning approaches for headline generation
from text document have been proposed recently, all requiring
huge quantities of training data, which is difficult for spoken
document summarization. In this paper, we propose an ASR
error modeling approach to learn the underlying structure of
ASR error patterns and incorporate this model in an Attentive
Recurrent Neural Network (ARNN) architecture. In this way,
the model for abstractive headline generation for spoken con-
tent can be learned from abundant text data and the ASR data
for some recognizers. Experiments showed very encouraging
results and verified that the proposed ASR error model works
well even when the input spoken content is recognized by
a recognizer very different from the one the model learned
from.
Index Terms— abstractive summarization, headline gen-
eration, ASR error modeling, attention mechanism, encoder-
decoder architecture
1. INTRODUCTION
Document summarization is to generate a concise version of
a given document while preserving the core information. This
is important for both written and spoken content, because
both of them usually include redundant, noisy, or less infor-
mative parts causing interference to users who wish to grasp
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the key information quickly. It is much more crucial for spo-
ken content than for written content since spoken content is
difficult to be shown on the screen and browsed by the user,
while summaries of spoken content are very helpful in brows-
ing. There are two categories for the summarization task.
In extractive approaches, the important parts of the original
data are extracted and put together to form the summary. In
contrast, in abstractive approaches, the summary is gener-
ated word by word from scratch without using any part of
the original content. When the abstractive summarization re-
sult includes only one sentence, this is usually referred to
as sentence summarization. Headline generation [1, 2, 3] is
an example of abstractive sentence summarization, and is ex-
tremely important for spoken content, because with the head-
lines the users do not have to go through the lengthy part of
the spoken content which they are not interested. We focus
on abstractive headline generation for spoken content in this
paper.
Abstractive summarization for text content has been suc-
cessful with Deep Neural Network (DNN) techniques, for
example those using DNN models with attention mecha-
nism [4, 5] and using RNN models with encoder-decoder
architecture [6, 7, 8, 9, 10, 11] useful in neural machine
translation [12] and dialogue model [13]. Improved training
techniques were also developed. For example, scheduled
sampling [14] was applied to abstractive summarization [6]
to bridge the gap between training and inference stage due to
the differences in the input tokens to the decoder. The mod-
els can also be learned to directly optimize some evaluation
metrics [15, 16].
However, all the above works focused on text content,
while such neural network based approaches for spoken con-
tent summarization were rarely seen, probably due to the
difficulties in acquiring enough quantities of spoken content
including the reference summaries to train such models. For
example, in the previous works for text summarization, the
training datasets were English Gigaword corpus [17] for En-
glish and LCSTS corpus [18] for Chinese, which included
respectively 4 million and 2.4 million document-headline
pairs. To collect speech corpora including the reference sum-
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maries in the quantities of this order of magnitude is probably
difficult. It is certainly possible to directly apply the tran-
scriptions of audio data to the summarization models trained
on text corpora, but the ASR errors would inevitably degrade
the summarization performance, since these models never
learned how to generate the abstract summaries from content
with ASR errors.
In this paper, we solve this problem by developing an ASR
error model learned from the ASR data for some recognizer
and incorporate this model with an Attentive RNN (ARNN)
encoder-decoder architecture, in order to learn from written
content to generate headlines from spoken content. This pa-
per is organized as follows: in Section 2, we define the task,
introduce the previously proposed architectures, and present
the model proposed in this paper. We then describe the exper-
imental setup in Section 3, and present the results in Section
4 and concluding remarks in Section 5.
2. MODELS
2.1. Task Definition
Our summarization task is defined as below. Given an input
sequence X = [x1, . . . , xM ], which is a sequence of M to-
kens from a fixed known dictionary VX , the model is to find
Y = [y1, . . . , yN ], which is another sequence of N tokens
from another fixed known dictionary VY . Here X is the input
text or spoken documents expressed as a sequence, and Y is
the abstractive headline expressing the meaning of X in the
most concise way. For example, in our experiments below,
VY is the set of all allowed Chinese characters, and VX can
be the same character set as VY , or a set of Initials and Finals
of Mandarin. Initial is the initial consonant of a Mandarin syl-
lable, while Final is the vowel part including optional medials
and nasal ending. This is because the input spoken content
can be expressed as a sequence of phonetic symbols. Also,
since very often recognition errors are caused by incorrectly
recognized phonetic units, expressing the input as a sequence
of phonetic units may be helpful in ASR error modeling as
will be clear below. The task here can then be considered with
a conditional probability P (Y |X) for all possible Y such that
the desired output Y = argmaxY P (Y |X). This probability
P (Y |X) is usually parameterized by a set of neural parame-
ters θ as P (Y |X; θ), and Y is usually obtained sequentially by
predicting every token in Y based on the previous token,
P (Y |X; θ) =
N∏
i=1
P (yi|y1, . . . , yi−1;X; θ), (1)
which can be modeled with RNN encoder-decoder architec-
tures [12, 19, 20, 21] described in the following.
Fig. 1. RNN encoder-decoder architecture
2.2. RNN Encoder-Decoder Architecture
An RNN encoder-decoder architecture is shown in Fig. 1. It
consists of two parts: the encoder RNN and the decoder RNN.
The encoder reads the input X one token at a time and updates
its hidden state hj according to the current input xj and the
previous hidden state hj−1,
hj = rnne(xj , hj−1), j ∈ {1, . . . ,M}
where rnne(., .) is a nonlinear function. After the encoder
reads the last token xM , it outputs a context vector c = hM ∈
Rn as the learned representation of the whole input sequence
X.
The decoder then predicts Y one token at a time given the
context vector c and all previous predicted tokens based on
(1). The conditional probability in (1) can be expressed as
P (yi|y1, . . . , yi−1;X; θ) = dec(yi−1, si−1, c = hM ), (2)
si = rnnd(yi−1, si−1, c = hM ), (3)
where rnnd(., ., .) and dec(., ., .) are certain nonlinear func-
tions, i ∈ {1, . . . , N}, y0 = <BOS>, a special token for
beginning of sentence, and si ∈ Rn is the decoder RNN hid-
den state at i-th output step. The i-th output token yi is then
the one which maximizes the probability in (2), which is then
used in (2)(3) for decoding the next output token yi+1. Dur-
ing training, the previous output token yi−1 can be the labeled
reference output.
2.3. Attentive RNN (ARNN) Architecture
In the above architecture, the next token yi of Y is predicted
based on the conditional probability in (2), which is deter-
mined by the context vector c containing information of all
the tokens in X. Nonetheless, not all tokens in X are equally
informative for the decoding process, and some of the input
token may be noisy. An improved Attentive RNN architec-
ture was then proposed as in Fig. 2 [5]. In Fig. 2, the context
vector c in (2) and (3) is modified as the weighted sum of the
encoder hidden states at all input steps,
ci =
M∑
j=1
aijhj . (4)
Fig. 2. Attentive RNN (ARNN) encoder-decoder architecture
The weight aij is defined as
aij =
exp(mij)∑M
k=1 exp(mik)
,
wheremij is the cosine similarity between the decoder hidden
state si and encoder hidden state hj . This implies that the
input tokens better matched to the output token being decoded
are given higher weights.
With the new context vector ci in (4), the decoding pro-
cess in (2) (3) are modified accordingly,
P (yi|y1, . . . , yi−1;X; θ) = dec(yi−1, si−1, ci−1), (5)
si = rnnd(yi−1, si−1, ci−1). (6)
In this way, different input tokens are weighted differently for
different output tokens, i.e., the decoder pays more attention
to those input tokens more useful for the output token it is
currently decoding. In Fig. 2, we only show the decoding
process of y2.
2.4. ASR error confusion function
The ASR error modeling can be started with a simpli-
fied confusion function. ASR errors can be considered
as a transformation called confusion here, F : X 7→ X′,
where X = [x1, . . . , xM ] is the correct input sequence and
X′ = [x′1, . . . , x′M ′ ] the ASR results, both of which are se-
quences of tokens from the dictionary VX in 2.2. We may
approximate F with a simplified context-independent confu-
sion matrix trained with the output samples from a speech
recognizer we wish to model. We first align the pairs of
correct and ASR transcriptions with minimum Levenshtein
distance using dynamic programming. With the alignment,
we compute the confusion probability as
P (q|p) = count(x
′ = q;x = p)∑
k count(x
′ = k;x = p)
(7)
where p, q, k are distinct token items in VX , and count(x′ =
q;x = p) is the number of token q in ASR results aligned
to token p in correct transcriptions. The summation in the
denominator is over all allowed distinct token items in VX .
Now we can define F as
F (X) = [f(x1), . . . , f(xM )] (8)
where f(x) is a distribution {P (k|x), k is a distinct token
item in VX } over all allowed distinct token item k in VX . So,
for a given sequence X, the confused sequence, X′ = F (X) =
[x′1, . . . , x
′
M ] is stochastic because each x
′
j in X
′ can be any
token in VX with some probability.
2.5. ASR Error Modeling for ARNN
There can be at least two possible approaches for error mod-
eling with the Attentive RNN (ARNN) as explained below.
2.5.1. Naı¨ve Approach
We can simply apply F (.) in (8) to the input data X to obtain
many confused data F (X), and use these confused data and
their headlines to train the models in Section 2.2 and 2.3. We
call this method naı¨ve approach.
2.5.2. Proposed Approach
In this approach, we modify the attention mechanism in Sec-
tion 2.3 with the function F (X) in (8) in order to explore the
underlying structure of ASR error patterns. First, we define a
function
e(X) = [P (x1 = f(x1)), . . . , P (xM = f(xM )] = [e1, . . . , eM ]
(9)
which is a vector of dimensionality M , the lengths of the in-
put sequence X = [x1, . . . , xM ]. The j-th element ej in (7)
is the probability that xj is correct. So this vector gives the
likelihood whether or not a token in X is unaffected by ASR.
We apply (9) to (4):
ci =
M∑
j=1
ejaijhj . (10)
In this way, the decoder pays more attention to those tokens
that are more likely to be correct.
To estimate the elements ej in e(X), we train a sequential
error estimation model see(., .):
ej = P (xj = f(xj)) = see(xj , hj−1), (11)
where see is a neural network whose training target can be
easily obtained by comparing X and any confused version of
it. Note that an ASR error may lead to a significant change
in semantics, which is why ej can be estimated sequentially
as in (11). This neural network and the attentive RNN can
be jointly trained. In practice, see is the direct output of the
encoder RNN, which is unused in the architectures in Sec-
tion 2.2 and 2.3, as shown in Fig. 1 and Fig. 2. The complete
attentive RNN with weighted attention in (10) by error mod-
eling is in Fig. 3. The training process includes the following
steps:
Fig. 3. The proposed ARNN with error modeling
1. We apply F (.) in (8) to each input training sequence
X to generate many different samples of F (X) since
F (X) is stochastic.
2. The encoder reads all these confused sequences F (X)
into hidden states h1, . . . , hM and predicts the correct-
ness ej for each input token xj .
3. The decoder predicts Y one token at a time based on the
encoder hidden states and the weighted attention con-
sidering e(X) as in (10).
In the testing process, step 1 above is skipped since the
input is the ASR data. So Fig. 3 actually shows the testing
process. For training process, the input xj should be replaced
by f(xj).
3. EXPERIMENTAL SETUP
Here, we describe the corpora used and some implementation
details.
3.1. Datasets
The ARNN model was trained on the Chinese Gigaword
corpus [22]. This corpus consists of several years of news
articles from Central News Agency of Taiwan and Xinhua
News Agency of China. The following preprocessing steps
were performed on this corpus. All Chinese characters were
first converted into the traditional version of characters if
they were not. Next, we removed articles from the time-
period of the MATBN corpus (this corpus was used to train
the ASR recognizer), replaced characters that occurred less
than five times in the whole corpus with a special charac-
ter <UNK>, and replaced Arabic numerals with # [4, 23].
Note that the basic processing unit for the work here was
the character, so there was no need to segment the character
sequences into word sequences. In order to be able to take
Initial/Final sequences as the input, we also converted the
articles from character sequences to Initials/Final sequences
with a pronunciation dictionary, which contained a total of
159 right-context-dependent Initials and context-independent
Finals of Mandarin. After the preprocessing, we paired the
first sentence of each news story with its headline to form a
story-headline pair and removed those pairs whose headlines
contained over 10% of <UNK> symbols. The whole corpus
was used on the training set, which consisted of about 2.07
million story-headline pairs and about 8K distinct characters.
The dataset used to obtain the confusion matrix for ASR
error modeling and evaluation of the headline generation was
the MATBN Mandarin Chinese broadcast news corpus [24].
It contained a total of 198 hours of broadcast news from
the Public Television Service Foundation of Taiwan with
corresponding transcriptions, including human-generated
headlines. We partitioned the corpus into two parts: 29K
utterances for confusion matrix construction, and the rest 11k
utterances for headline generation evaluation. For the part for
evaluation, we paired the ASR results of each story with its
corresponding headlines to form a story-headline pair. There
are about 200 audio stories for the evaluation.
We used two different recognizers in the experiments
here: the Kaldi toolkit [25], and the online ASR recognizer
Wit.ai [26]. For the recognizer with Kaldi toolkit, we used
a tri-gram language model trained on 39M words of Yahoo
news, and a set of acoustic models with 48 Gaussian mix-
tures per state and 3 states per model trained on a training
corpus of 24.5 hours of Mandarin broadcast news differ-
ent from MATBN. The character error rates (CER) for the
MATBN corpus with Kaldi and Wit.ai were 28.72% and
36.45%, respectively. The confusion matrix used for ASR
error modeling was obtained from the Kaldi toolkit, while
the evaluation part was transcribed by both the Kaldi toolkit
and Wit.ai. With the error modeling based on Kaldi toolkit
performed on Wit.ai transcriptions, We wish to evaluate the
robustness of the error modeling approach with respect to
mismatched recognizers.
3.2. Implementation
We implemented the models with LSTM [27] networks opti-
mized by minimizing the negative log-likelihood between the
predicted and the human-generated headlines with mini-batch
stochastic gradient descent. The training setting summarized
below were adjusted based on the validation set.
The encoder and the decoder both had two hidden lay-
ers of 600 dimensions. The LSTM network parameters were
initialized from a uniform distribution between [−0.1, 0.1].
The initial learning rate was 0.1, and divided by 1.15 if the
log-likelihood in validation set did not improve for every 0.1
epoch. The training dropout rate was 5%. Gradient clip-
ping [28] was adopted, with a gradient norm threshold of
10. The models were trained at most 7 epochs. During the
training process, we adopted the scheduled sampling mecha-
nism [14] with decay schedule of inverse sigmoid decay for
k = 1.
4. EXPERIMENTAL RESULTS
We evaluated the results with ROUGE-1, ROUGE-2, and
ROUGE-L scores [29]. As mentioned in Section 2.1, the
input spoken content can be either character sequences or
Initial/Final sequences. The models in Sections 2.2 and 2.3
(RNN and ARNN) without ASR error modeling were taken as
the baseline models. The naı¨ve approach of directly training
the baseline models with confused input sequences described
in Subsection 2.5.1 and the proposed approach described in
Subsection 2.5.2 were compared.
4.1. Oracle Results: Manual Transcriptions Input
First, we tested the baseline models (RNN and ARNN) on
manual transcriptions of news stories without ASR errors,
which can be considered as the upper bound of the task. Ta-
ble 1 shows the results. The upper half of the table are for
character sequence input (Char), while the lower half for Ini-
tial/Final sequence input (I/F). From Table 1, we observed the
slight improvement obtained by including the attention mech-
anism (ARNN vs. RNN). Also, character sequence input per-
formed significantly better than the Initial/Final sequence in-
put in all cases. This is natural because in Chinese language
there exist large number of homonym characters sharing the
same pronunciation. So the pronunciation sequences carry
much less information than character sequences.
Table 1. Oracle results: Baseline models for manual tran-
scriptions input.
ROUGE-1 ROUGE-2 ROUGE-L
Char RNN 26.60 5.68 23.70ARNN 26.75 6.54 23.91
I/F RNN 21.78 3.72 19.75ARNN 22.22 4.00 20.17
4.2. ASR Transcriptions Input
The results for ASR transcriptions input obtained with Kaldi
and Wit.ai are respectively in Table 2 and 3. The upper half
of Table 2 is for character sequence input. The baseline mod-
els (BSL) in the rows (a)(b) refer to the same models as in
Table 1 (but in Table 1, ASR errors are not considered); the
naı¨ve models (naı¨) in rows (c)(d) refer to the naı¨ve approaches
proposed in Section 2.5.1, i.e., baseline models but directly
trained with confused data; and the proposed approach in row
(e) is ARNN with error modeling. The lower half is the same
but with Initial/Final sequence input. Table 3 is exactly the
same, but with recognizer Wit.ai.
From rows (a)(b) of Table 2, we see the baseline ARNN
was actually slightly worse than baseline RNN (rows (b) vs.
Table 2. Results for ASR transcriptions input obtained with
Kaldi.
ROUGE-1 ROUEG-2 ROUGE-L
Char
BSL (a) RNN 21.87 4.93 20.52(b) ARNN 21.32 4.84 20.05
naı¨ (c) RNN 19.50 3.57 18.50(d) ARNN 20.86 3.40 19.09
(e) Proposed 22.89 5.01 20.86
I/F
BSL (f) RNN 18.64 3.23 16.82(g) ARNN 19.08 3.38 17.80
naı¨ (h) RNN 16.87 2.36 15.42(i) ARNN 17.14 2.42 16.06
(j) Proposed 20.67 3.66 18.83
(a)), probably due to the wrong attention caused by ASR er-
rors. In other words, the model paid attention to some to-
kens which were actually recognition errors. This situation is
reversed in naı¨ve approach (rows (d) vs. (c)), probably be-
cause the model may have learned to avoid to pay attention
to incorrectly recognized errors. But the overall performance
of naı¨ve approach was worse than baseline (rows (c)(d) vs.
(a)(b)), probably because the baseline models (rows (a)(b))
were trained with correct manual transcriptions, while the
naı¨ve models (rows (c)(d)) were trained with confused tran-
scriptions and were therefore weaker. Having the error mod-
eling telling the model which input tokens were more likely to
be correct in the proposed approach (row (e)) as explained in
Section 2.5.2, not only the wrong attention could be avoided,
but the model learned how to take care of the errors when gen-
erating the headlines to a certain degree. So the performance
of the model was much better (rows (e) vs. (a)(b)(c)(d)).
The lower half of Table 2 for Initial/Final sequence input
offered lower performance just as in Table 1, but with similar
trend as discussed above. The only difference was that here
baseline ARNN was slightly better than baseline RNN (rows
(g) vs. (f)). Because many homonym characters share the
same pronunciation, the character error rate was much higher
than the Initial/Final error rate. So the lower Initial/Final error
rate led to much less wrong attention on recognition errors.
Table 3. Results for ASR transcriptions input obtained with
Wit.ai.
ROUGE-1 ROUGE-2 ROUGE-L
Char
BSL (a) RNN 20.07 2.98 18.44(b) ARNN 16.33 2.14 15.23
naı¨ (c) RNN 19.58 2.91 18.54(d) ARNN 19.87 3.22 18.47
(e) Proposed 20.40 3.44 18.65
I/F
BSL (f) RNN 10.14 0.57 9.98(g) ARNN 10.82 0.45 10.72
naı¨ (h) RNN 11.18 1.09 10.91(i) ARNN 9.84 0.12 9.78
(j) Proposed 11.88 0.86 11.72
The results using Wit.ai as the recognizer are listed in Ta-
ble 3, in which the confusion matrix used for error modeling
was obtained by the transcriptions of Kaldi toolkit. Com-
pared with the results in Table 2, we see the scores in Ta-
ble 3 are in general lower than those in Table 2, not only
because of the mismatched recognizers and recognition er-
ror patterns, but because the character error rate of Wit.ai was
much higher than that of Kaldi (36.45% vs. 28.72%). The
specially low performance of baseline ARNN (row (b)) was
obviously because the very high character error rate caused
too much wrong attention and disturbed the model. The very
low performance of Initial/Final sequence input (lower half
of Table 3) indicated that the phonetic sequences with low ac-
curacy carried too little information to be used for headline
generation. However, we found that the proposed approach
still performed very well (row (e)) for character sequence in-
put even with the low ASR accuracy and the mismatched rec-
ognizers.
5. CONCLUSION
In this paper, we propose a novel attentive RNN (ARNN) ar-
chitecture with ASR error modeling for headline generation
for spoken content, which can be trained without a large cor-
pus of speech-headline pairs. Experimental results show that
the proposed model is able to learn the recognition error pat-
terns and avoid the errors when paying attention to important
tokens in generating the headlines. The model is even rea-
sonably robust with respect to the mismatched condition that
the input spoken content is recognized by a recognizer very
different from the one the model learned from.
6. REFERENCES
[1] Michele Banko, Vibhu O Mittal, and Michael J Wit-
brock, “Headline generation based on statistical trans-
lation,” in Proceedings of the 38th Annual Meeting on
Association for Computational Linguistics. Association
for Computational Linguistics, 2000, pp. 318–325.
[2] Bonnie Dorr, David Zajic, and Richard Schwartz,
“Hedge trimmer: A parse-and-trim approach to head-
line generation,” in Proceedings of the HLT-NAACL 03
on Text summarization workshop-Volume 5. Association
for Computational Linguistics, 2003, pp. 1–8.
[3] Songhua Xu, Shaohui Yang, and Francis Chi-Moon
Lau, “Keyword extraction and headline generation us-
ing novel word features.,” in AAAI, 2010.
[4] Alexander M Rush, Sumit Chopra, and Jason Weston,
“A neural attention model for abstractive sentence sum-
marization,” in EMNLP, 2015.
[5] Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
gio, “Neural machine translation by jointly learning
to align and translate,” in International Conference on
Learning Representations, 2015.
[6] Konstantin Lopyrev, “Generating news headlines with
recurrent neural networks,” CoRR, abs/1512.01712,
2015.
[7] Katja Filippova, Enrique Alfonseca, Carlos Colmenares,
Lukasz Kaiser, and Oriol Vinyals, “Sentence compres-
sion by deletion with lstms,” in Proceedings of EMNLP,
2015, pp. 360–368.
[8] Sumit Chopra, Michael Auli, Alexander M Rush, and
SEAS Harvard, “Abstractive sentence summarization
with attentive recurrent neural networks,” in NAACL,
2016.
[9] Jiatao Gu, Zhengdong Lu, Hang Li, and Victor OK
Li, “Incorporating copying mechanism in sequence-to-
sequence learning,” in Association for Computational
Linguistics, 2016.
[10] Jianpeng Cheng and Mirella Lapata, “Neural summa-
rization by extracting sentences and words,” CoRR
abs/1603.07252, 2016.
[11] Caglar Gulcehre, Sungjin Ahn, Ramesh Nallapati,
Bowen Zhou, and Yoshua Bengio, “Pointing the un-
known words,” CoRR abs/1603.08148, 2016.
[12] Kyunghyun Cho, Bart Van Merrie¨nboer, Caglar Gul-
cehre, Dzmitry Bahdanau, Fethi Bougares, Holger
Schwenk, and Yoshua Bengio, “Learning phrase repre-
sentations using rnn encoder-decoder for statistical ma-
chine translation,” in Conference on Empirical Methods
in Natural Language Processing, 2014.
[13] Lifeng Shang, Zhengdong Lu, and Hang Li, “Neu-
ral responding machine for short-text conversation,” in
EMNLP, 2015.
[14] Samy Bengio, Oriol Vinyals, Navdeep Jaitly, and Noam
Shazeer, “Scheduled sampling for sequence prediction
with recurrent neural networks,” in Advances in Neural
Information Processing Systems, 2015, pp. 1171–1179.
[15] Marc’Aurelio Ranzato, Sumit Chopra, Michael Auli,
and Wojciech Zaremba, “Sequence level training with
recurrent neural networks,” in International Conference
on Learning Representations, 2016.
[16] Shiqi Shen, Zhiyuan Liu, Maosong Sun, et al., “Neural
headline generation with minimum risk training,” CoRR
abs/1604.01904v1, 2016.
[17] David Graff, Junbo Kong, Ke Chen, and Kazuaki
Maeda, “English gigaword,” Linguistic Data Consor-
tium, Philadelphia, 2003.
[18] Baotian Hu, Qingcai Chen, and Fangze Zhu, “Lcsts:
A large scale chinese short text summarization dataset,”
CoRR abs/1506.05865, 2015.
[19] Ilya Sutskever, Oriol Vinyals, and Quoc V Le, “Se-
quence to sequence learning with neural networks,”
in Advances in neural information processing systems,
2014, pp. 3104–3112.
[20] Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly,
“Pointer networks,” in Advances in Neural Information
Processing Systems, 2015, pp. 2692–2700.
[21] Oriol Vinyals and Quoc Le, “A neural conversational
model,” in International Conference on Machine Learn-
ing: Deep Learning Workshop, 2015.
[22] David Graff and Ke Chen, “Chinese gigaword,” LDC
Catalog No.: LDC2003T09, ISBN, vol. 1, pp. 58563–
58230, 2005.
[23] Se´bastien Jean Kyunghyun Cho, Roland Memisevic,
and Yoshua Bengio, “On using very large target vocab-
ulary for neural machine translation,” in Proceedings of
ACL-IJCNLP, 2015, pp. 1–10.
[24] Hsin-Min Wang, Berlin Chen, Jen-Wei Kuo, Shih-Sian
Cheng, et al., “Matbn: A mandarin chinese broadcast
news corpus,” International Journal of Computational
Linguistics and Chinese Language Processing, vol. 10,
no. 2, pp. 219–236, 2005.
[25] Daniel Povey, Arnab Ghoshal, Gilles Boulianne, Lukas
Burget, Ondrej Glembek, Nagendra Goel, Mirko Han-
nemann, Petr Motlicek, Yanmin Qian, Petr Schwarz,
et al., “The kaldi speech recognition toolkit,” in IEEE
2011 workshop on automatic speech recognition and
understanding. IEEE Signal Processing Society, 2011,
number EPFL-CONF-192584.
[26] “Wit.ai,” https://wit.ai/, 2016.
[27] Sepp Hochreiter and Ju¨rgen Schmidhuber, “Long short-
term memory,” Neural computation, vol. 9, no. 8, pp.
1735–1780, 1997.
[28] Razvan Pascanu, Tomas Mikolov, and Yoshua Ben-
gio, “On the difficulty of training recurrent neural net-
works.,” ICML (3), vol. 28, pp. 1310–1318, 2013.
[29] Chin-Yew Lin, “Rouge: A package for automatic eval-
uation of summaries,” in Text summarization branches
out: Proceedings of the ACL-04 workshop. Barcelona,
Spain, 2004, vol. 8.
