The short-time charge transfer evolution following photoexcitation in mixed valence compounds is studied using path integral calculations. Due to the large nonadiabatic coupling, path integral calculations using direct path summation techniques are inadequate, and charge transfer dynamics can only be computed using a transfer matrix technique developed by Makri and Makarov. The resulting relaxation is considerably slower than that predicted by low-order perturbation theory. The effects of the solvent on the decay process, and the validity of the golden rule to predict the dynamics of the decay process are investigated. The effects of preparing an initial state that is not a rovibrational state of the acceptor potential energy surface is also examined. These exact calculations show that the large electronic mixing gives rise to very fast oscillations in the electronic state population as the wave function oscillates coherently between the donor and acceptor. This is followed by a slower relaxation induced by the coupling to the dissipative solvent modes, which occurs on time scales р100 fs. This information provides insight into the mechanism for oscillations observed in time-resolved transient spectra of these compounds, and suggests substantial limitations of the golden rule picture.
I. INTRODUCTION
Current experiments on electron transfer processes in photoexcited mixed valence compounds [1] [2] [3] [4] [5] have provided a wealth of experimental data on condensed phase electron transfer processes. These short-time pulse experiments show a variety of intricate behaviors and a knowledge of the time scales of all the physical processes involved is essential to understanding these details. [3] [4] [5] In particular, the back electron transfer experiments involve excitation of an initially equilibrated molecule to a charge transfer state where the nuclear geometry is far from its equilibrium configuration. The relative time scales of the back electron transfer reaction and of the solvent response must be known in order to understand if the oscillations observed on the time scale from dozens to hundreds of femtoseconds are caused by intramolecular vibrational or electronic coherences associated with electron transfer, or rather by reorganization of the solvent structure. 2 As illustrated in Fig. 1 , photoexcitation experiments in mixed valence species involve two processes: initial photoexcitation from the initial ͑hereafter called donor͒ electronic surface onto the final ͑hereafter called acceptor͒ electronic surface, followed by a slower back electron transfer process from this acceptor surface to the donor electronic surface: 2, 5, 6 DA
When the latter process is monitored, oscillations in the populations of the electronic states are observed. Previous efforts to understand these coherences have focused on the regime of small nonadiabatic electronic coupling between the electronic states. [7] [8] [9] Complicated decay of the acceptor electronic state population is calculated on time scales from 100 fs to a couple of picoseconds in model polar solvents. 10, 11 Previous theoretical treatment of electron transfer in mixed valence systems has also been limited to the small coupling regime. In this regime, a nonequilibrium golden rule ͑GR͒ 7 formula can be derived to calculate the electronic state populations on the donor and acceptor electronic surfaces. This formula, a generalization of the usual GR relaxation rate, extends its applicability to electron transfer processes where the initial nuclear state is not a rovibrational eigenstate of the modes associated with the initial electronic surface or an equilibrium distribution of such states. Extensive experimental studies using pulsed pumpprobe techniques, electronic absorption spectroscopy, and resonance Raman data have yielded a wealth of data on the mixed valence electron transfer systems. 2 Experiments are typically conducted at Ϸ200-300 K. Results of these experiments provide information vital to modeling the electron transfer process: the strength of the nonadiabatic coupling, solvent reorganization energies and frequencies, and displacements of intramolecular vibrational modes. In fact, these experimental studies have revealed the nonadiabatic coupling constant H DA to be in the region of 1000-3000 cm Ϫ1 . In this regime, the applicability of the golden rule, and the nonequilibrium golden rule formula, is highly questionable.
Our aim here is to examine the evolution of the photoexcited state, to clarify the source of the observed oscillations, and to test the validity of the GR. To this end, exact path integral calculations are performed on a mixed valence system: Experimental data 1 from the aqueous solutions of ͑NH 3 ͒ 5 Fe II ͑CN͒͑Ru͒ III ͑CN͒ 5 is used to fit the effects of the vibrational degrees of freedom of the solvent to an effective harmonic bath. Understanding the time evolution also requires a detailed knowledge of the coupling of the intramolecular modes to the electron transfer process, and the data have already been extracted from resonance Raman experiments. 1 The transfer matrix path integral approach introduced by Makarov and Makri [12] [13] [14] is used to monitor the electron transfer reaction until nearly all population from the acceptor state has been transferred onto the donor electronic state, and to observe the long time transients associated with the process.
In Sec. II, the methodology involved in setting up a model Hamiltonian and solving the necessary equations is presented. In Sec. III, the results of our calculations are compared with experimental observables and with GR calculations. Finally in Sec. IV, the relevance of the results for interpreting the experimental findings is discussed.
II. METHODOLOGY
The frequencies and displacements of the eight most important intramolecular vibrational modes were taken directly from the resonance Raman experiments. 1 Data obtained from the experimental electronic absorption spectrum also provide a measure of the exothermicity ⌬G 0 , and the solvent reorganization energy.
It is assumed that the solvent spectral density is Ohmic, 15 and so the distribution of solvent modes is fit to a spectral density of the form
where c is taken as 220 cm Ϫ1 and is adjusted to ensure that the total reorganization energy agrees with the experimental data. While the spectral density of any real liquid is expected to be much more complicated than a simple Ohmic bath, 16 this fit takes into account low frequency modes of a typical polar solvent, but of course ignores higher frequency motions. In order to check the sensitivity of our results to this fit, a bimodal spectral density was also considered. This bimodal density attempts to capture both low frequency collective motions and higher frequency librational modes, as observed in Fe II/III -water molecular dynamics simulations. 17 This spectral density is illustrated in Fig. 2 . The effects on the final electron transfer rates on this choice of spectral density will be examined numerically in Sec. III. The choice of the Ohmic bath parameters was checked by calculating the electronic absorption spectrum using this harmonic bath. The calculated electronic absorption spectrum using an Ohmic bath and the internal modes is compared with the experimental absorption spectrum in Fig.  3 . The observed agreement suggests that working with this model spectral density for the calculation of electron transfer in this system is reasonable.
In the GR description of electron transfer from a nonequilibrium initial state, 7 the specific question asked is: Given preparation of an initial nuclear wave packet 0 (x) on the electronic surface ͉ϩ͘, what is the probability that the electron remains on this surface at a later time t, or, equivalently, what is the time dependence of the electronic population on the electronic state ͉ϩ͘, P ϩ (t)? The nonequilibrium golden rule result is ͑with បϭ1 here, and throughout͒ P ϩ 
͑2.2b͒
This expression holds under a number of physical conditions, one of which is ''one-way flow,'' i.e., the probability amplitude that leaks onto the ͉Ϫ͘ electronic state does not find its way back to the ͉ϩ͘ state. This is intuitively expected for small H DA and we make the ansatz that Eq. ͑2.2͒ holds also for general nonstationary ͉ 0 ͘, provided that the conditions for one-way flow are satisfied.
For the high values of the nonadiabatic coupling matrix element, H DA , that are observed in the experiments, it is unlikely that the golden rule will be able to describe the correct dynamics. This motivates using path integral calculations to provide an accurate time scale for the electron transfer dynamics and an interpretation of the processes involved. To this end, the electron transfer problem is approximately mapped onto the well-studied spin-boson problem, 15, [18] [19] [20] where the electronic states are represented in a two-state basis. Each electronic surface has associated with it a set of nuclear degrees of freedom. As noted, these degrees of freedom are displaced harmonic modes and include both intramolecular vibrations and the softer solvent modes. It is assumed that these modes are not coupled directly to each other, but coupled only indirectly via the electronic states.
The solution of this system is nevertheless nontrivial since the large number of nuclear modes are in fact coupled indirectly to each other via the nonadiabatic coupling matrix element. The electron transfer process is modeled with the following spin-boson Hamiltonian: 11, 15 Ĥ ET ϭĥ ϩ ͉ϩ͗͘ϩ͉ϩĥ Ϫ ͉Ϫ͗͘Ϫ͉ϩH DA ͉͑ϩ͗͘Ϫ͉ϩ͉Ϫ͗͘ϩ͉͒.
͑2.3͒
For our photoinduced electron transfer process ͉ϩ͘ and ͉Ϫ͘ are, respectively, the diabatic electronic states corresponding to the acceptor and donor electronic configurations shown in Fig. 1 . The nuclear coordinate Hamiltonians ĥ Ϯ are specified as
Ĥ ET may be expressed in the form of a spin-1 2 system ͑represented by 2ϫ2 Pauli spin matrices x and z and the 2 ϫ2 unit matrix͒ coupled to a set of harmonic solvent coordinates ͕x k ͖:
A convenient way to calculate the time evolution of the electronic state populations of the spin-boson Hamiltonian is via the path integral formalism. 21, 14, 19 Starting from an initial wave packet ͉ 0 ͘ on the ͉ϩ͘ electronic surface, the probability to remain on this surface at time t is given by 21
͑2.6͒
This can be recast in the form:
where ⑀ϭt/N and ͉s i Ϯ ͘ is an eigenstate of z , i.e., z ͉Ϯ1͘
ϭϮ͉Ϯ1͘. Equation ͑2.7͒ is exact for any N, but practical expressions for the individual matrix elements can be given only for large N, i.e., ⑀→0. In this limit, each of the propagators may be disentangled ͓with errors at O (⑀ 2 )͔ to give
Ϫ , and Û C f is the time development operator for a set of linearly driven harmonic oscillators evolving according to Here ĥ k 0 (x k ) is the standard harmonic oscillator Hamiltonian for mode k and u is the time variable. Furthermore, f k f (u) is a pulse function that on the interval j⑀ϽuϽ( jϩ1)⑀ takes values of Ϯ␦ k if s j Ϫ ϭϮ for 0р jрNϪ1. The propagator
therefore be calculated using typical boson operator techniques. 22 The numerical effort scales as 2 2N for N time slices of the total time required, and so for longer time decays, the performance of this method rapidly deteriorates. This direct calculation is therefore numerically feasible only for shorttime studies of the population decay. 21 As a general rule of thumb, explicit summations will be successful only for times such that t H DA Ͻ10. In the case of the mixed valence compounds, this technique will enable converged results of the electronic surface populations up to 5-10 fs. In fact, despite the large coupling, relaxation of the ͉ϩ͘ electronic state occurs ͑somewhat surprisingly͒ on a considerably slower time scale, and preliminary calculations with exact spin summations could only track the ͉ϩ͘ electronic population down to about 60%-70%.
In order to follow the electronic state population decay until transfer is nearly complete, we used a numerical technique that was introduced by Makri and Makarov. [12] [13] [14] Electronic surface populations are calculated using path integral methods, with electronic evolution described by local spin interactions incorporated into a transfer matrix formalism to allow for accurate long-time calculations of electron transfer in dissipative baths. This method has been successfully applied to model spin boson Hamiltonians ͓Eq. ͑2.3͔͒ with harmonic baths having smooth spectral densities. In attempting to understand the dynamics of electron transfer in the strongly coupled mixed valence compounds, we will need to incorporate the effects of both the intramolecular modes and the fitted harmonic bath that describes the solvent modes.
The ͉ϩ͘-state electronic population may be obtained from a projection of the reduced density tensor A as follows [12] [13] [14] ͑⌬k max denotes the maximum range for spinspin interaction along the spin path͒:
In the case of equilibrium initial conditions the evolution of the reduced density tensor A can be written as
where K(s k Ϯ ,s kϩ1 Ϯ ) is the propagator matrix for the bare twolevel system with a coupling of H DA between the two states, and I ⌬k max (s k Ϯ ,s kϩ⌬k max Ϯ ) is the influence functional for the bath coordinates with correlations between the spins s k Ϯ and s kϩ⌬k max Ϯ .
In the case of nonequilibrium initial conditions, the term I 0 (s k Ϯ ) contains an extra term exp͓(s k ϩ Ϫs k Ϫ )͐d ( 2 /2͒ J()␦ g ()]. Propagation of the reduced density matrix is achieved by successive tensor multiplications from the initial condition:
Convergence of the results should be checked by changing the time slice length ⌬t, and increasing the value of ⌬k max , which successively considers longer range interactions in the influence functional expression.
III. RESULTS
In this section, the results for the electron transfer dynamics of ͑NH 3 ͒ 5 Fe II ͑CN͒͑Ru͒ III ͑CN͒ 5 are presented for an experiment conducted in water solvent at 300 K. The nonadiabatic coupling H DA ϭ2500 cm Ϫ1 and ⌬G 0 ϭ3900 cm Ϫ1 are taken from the experimental results. The solvent modes have been fitted to an Ohmic bath ͓Eq. ͑2.1͔͒ with a reorganization energy of 3800 cm Ϫ1 , and the frequencies and displacements of eight intramolecular modes have been taken from the fitted resonance Raman profiles. 1, 2, 4, 5 In Fig. 4 , convergence of the Makri-Makarov 12-14 algorithm is confirmed by comparing the results obtained using three values of ⌬k max in Eq. ͑2.13͒. Figure 5 compares the exact path integral calculation ͓Eq. ͑2.11͒, dashed line͔ with the converged Makri-Makarov result ͑full line͒ as well as with the golden rule result ͑dashed-dot line͒. All agree for t Ͻ3 fs and the path integral results agree up to tϷ20 fs. However, at later times, the exact spin sum does not con- verge for the number of time slices Nр14. The Makri-Makarov scheme converged only for ⌬k max у5 in Eq. ͑2.13͒. This large value of ⌬k max is due to the presence of a discrete set of quantum modes. The local approximation would be expected to give the fastest convergence for a dense bath at high temperatures. The presence of discrete quantum modes gives rise to some small discrepancies, even at ⌬k max ϭ7, due to the correlations introduced by these modes.
In Fig. 6͑a͒ , the profile of the same electron transfer event is displayed in three different situations: the first case is a frozen isolated molecule ͑no intramolecular vibrations͒. The second is an isolated molecule ͑in the absence of the solvent͒ where intramolecular vibrations are included and the third case illustrates the full model including both intramolecular vibrations and solvent modes. The solvent modes are clearly essential to understanding the electronic population decay, and this is particularly true for the long time decay tail. The intramolecular modes are, however, dominant at early times. Notice how the frequency of the early time oscillations is unchanged from the isolated molecule to the solvated state. This is consistent with our picture that these short-time oscillations are coherent oscillations between the acceptor and donor states induced by the high nonadiabatic electronic coupling.
In Fig. 6͑b͒ , the results using an Ohmic solvent of the spectral density ͓Eq. ͑2.1͔͒ are compared with the case where the solvent modes have been fitted to the bimodal spectral density shown in Fig. 2 , which captures the high and low frequency contributions found in the simulation results of Bader and Chandler. 17 The effect of different spectral densities is therefore small, if the total reorganization energy is fixed and a reasonable mean value for the solvent frequency is taken.
As indicated in Sec. I, one motivation for performing the path integral calculations is to assess the accuracy of the golden rule approximation. It is interesting to note that the golden rule predicts decay on a much shorter time scale. In Fig. 7 , the nonadiabatic coupling has been decreased successively to a point where the golden rule and exact calculations are in good agreement for times below 20 fs. One important result is the fact that the large electronic coupling actually gives rise to short-time coherent oscillations ͑not described by the golden rule͒ followed by a long time relaxation much slower than predicted by the golden rule result. In Fig. 8 , the effects of nonequilibrium initial state preparation are shown. The nonequilibrium initial state condition corresponding to the long-dashed line in Fig. 8 is probably the closest to the experimental situation in the photoexcited back electron transfer process. Pulse excitation from the equilibrated ground state gives rise to an excited electronic state where neither the intramolecular vibrations nor the solvent modes are in their equilibrium configuration. The electron transfer process that is monitored is in fact that back electron transfer following the photoexcitation to the acceptor state, during which time at least three physically relevent processes take place: change in electronic population, intramolecular nuclear rearrangement, and solvent reorganization. From Figs. 6 and 8, three things should be noted: first, the fast oscillations between the strongly coupled electronic surfaces, second, the population decay to equilibrium on a much slower time scale, and third, the fact that the electron transfer reaction is basically complete after about 90 fs.
IV. DISCUSSION AND CONCLUSIONS
Understanding the results of femtosecond experiments on electron transfer processes in the condensed phase is greatly facilitated by knowing the time scales of the various physical processes that follow the initial excitation pulse. In back electron transfer reactions, these processes include both electronic state population relaxation and reorganization of both solvent and intramolecular modes. In a set of recent experiments on charge transfer in mixed valence compounds, the short-time transient absorption spectra show complex oscillations on the subpicosecond time scale. 1, 2, 4, 5 To understand electron transfer processes from nonequilibrium initial conditions of the nuclear modes, we had previously made use of a generalization of the golden rule formula to initial nuclear states which are not rovibrational eigenstates of the nuclear Hamiltonian associated with the excited ͑acceptor͒ electronic surface. These studies had shown oscillations in the electronic state population, due to oscillations of the vibrational wave packet motion.
In this work we have focused directly on the experimental data of ͑NH 3 ͒ 5 Fe II ͑CN͒͑Ru͒ III ͑CN͒ 5 in aqueous solvent. This system has been well studied experimentally: Resonance Raman experiments have provided details of the intramolecular modes, the solvent reorganization energy and electron absorption spectra have provided the exothermicity of the electron transfer reaction. The nonadiabatic coupling parameter H DA deduced from intervalence band intensity is 2500 cm Ϫ1 ͑Ref. 23͒ using an extended Mulliken-Hush analysis 24 for the high coupling regime. Our aim has been to compute the electron transfer dynamics of this system using path integral methods and compare the results to other methods that use the golden rule. This has been motivated by our suspicion that for the large H DA and fast experimentally measured nonadiabatic transition rates, the golden rule may be inappropriate.
Our results have not only confirmed this inadequacy, but have also provided a detailed study of the electron transfer process. The large electronic coupling actually gives rise to coherent electronic population oscillations between the donor and acceptor states at very short times (Ͻ10 fs), followed by a slower relaxation on a much longer time scale ͑90 fs͒. We have found that direct spin path summation of the path integral solution to the model electron transfer Hamiltonian is not able to provide converged data for this longer time relaxation process, but the transfer matrix algorithm of Makri and Makarov yielded converged results. The experimentally deduced time for the ground-state recovery in the ͑NH 3 ͒ 5 Fe II ͑CN͒͑Ru͒ III ͑CN͒ 5 system is roughly 90 fs, in gratifying ͑and partly fortuitous͒ agreement with the simulations, as is the time scale (р20 fs) of the electronic coherences predicted from the experimental data. 2 Figure 7 shows that the very short time decay ''is captured'' by the golden rule for all investigated values of H DA .
To be more precise, the very short time decay is purely electronic and
This behavior is shown at very short times, and it must hold at short enough times, but it is probably not observable. Nevertheless, the inadequacy of the golden rule lies in the prediction of the long-time behavior and the observed electron transfer rate that results from the failure of the ''one-way flow'' assumption discussed in Sec. II: for large H DA , the density can oscillate back to the ͉ϩ͘ state ͑having initially decayed onto the ͉Ϫ͘ state͒ before energy transfer to the vibrations ͑of both the solvent and intramolecular modes͒ or intramolecular vibrational relaxation ͑which is actually absent in the spin-boson model͒ can occur. This causes oscillations ͑Figs. 4-8͒ in the diabatic state population P ϩ (t). As is clear from Fig. 6͑a͒ , these oscillations are indeed dominated by the electronic terms ⌬G 0 and H DA . Although many parameters of the particular experimental system are known in rich detail, the exact frequencies and displacements of the the solvent ͑water͒ modes are not known. This is a shortcoming in the modeling process, although our study has shown that a number of reasonably chosen smooth spectral densities give agreement with the electronic absorption spectrum, and have relatively small effect on the electron transfer dynamics.
These results demonstrate that the oscillations observed on the picosecond time scale in the experiments cannot be attributed to coherences in the electron transfer event, since almost all the electronic population has been transferred before 90 fs. Further dynamics studies involving simulations of the relaxing solvent modes may provide an answer to the mechanism for generating these signatures in the transient absorption spectra. It is likely that these oscillations are a consequence of solvent reorganization, but obviously more detailed molecular dynamics simulations are required. In particular, further studies are needed to address the observed isotope effect on both the fast electron transfer rates and the longer timescale processes. 5 This is obviously not dealt with in these studies and is a topic for further research.
