We shall concern ourself with the solution of real, nonlinear two-point boundary value problems of the form *"(*)=/(*, x(f), *'(*)), *e [0,1] (1.1) where f(t, x, y) is defined and twice continuously differentiable in a region D of the (t, x } :y)-space intercepted by two hyperplanes £=0 and t=l. The analytical solution of (1.1) for arbitrary choices of the function / cannot be found in general. We usually resort to some numerical method for obtaining an approximate solution of the problem (1.1). The standard numerical methods for the numerical treatment of (1.1) consist of finite difference methods, shooting methods, RayleighRitz and Galerkin's procedure and collocation methods. A long list of references of all of these methods is given by Keller [4] in [2] . The subject of obtaining spline solutions for the initial as well as boundary value problems is briefly discussed in [1] . Since then many papers have appeared dealing with the continuous approximation of x(t) satisfying (1.1) via cubic and quintic splines mainly (see [3, 9] ). The collocation methods using spline functions have been developed and analysed by Sakai (see [5] , [6] , [7] ) again employing cubic and quintic splines at equi-distant knots. Recently Usmani and Sakai [11] have also used quadratic spline function for solving a two-point boundary value problem involving a fourth order differential equation.
In this brief report, we propose a second order collocation method using quadratic spline employing 5-splines. Ill the sequel, it will be shown that our method is an 0(/i 2 )-convergent procedure. In the last section some numerical nonlinear as well as linear boundary value problems of the form (1.1). We begin the next section by giving a formal definition of our numerical method. § 2. Definition of Our Method
We first rewrite the differential system into an equivalent form with undetermined coefficients (a_ 2 , a-i, <*<,, ••• , a n -i) and (/3_i, /3 0 , ••• , j8 n _i). The above x h (t) and 2^00 will be approximate solutions to (2.1) if they satisfy
Here P is an operator such that From (2.3), we have the following system of nonlinear equations connecting and B t :
In any practical computations, however, we may use the following system of nonlinear equations containing at alone :
The system (2.6) is easily obtained from (2.5) on eliminating /3*.
Our object now is to show that under certain conditions the system of nonlinear equations (2.5) has a unique solution. To this end, we assume that the system (2.1) has an isolated solution (x(t), z(t}) satisfying the internality condition Let J(a, f)) be the Jacobian matrix of F(a, /3) with respect to (a, j8). In order to investigate the properties of J(6t, ft), let us consider a linear system for («!, /3J and («", jS 2 )efl v The inequalities (2.14), (3.10) and (3.11) satisfy all the conditions of NewtonKantorovitoch's theorem (see Rail [8] ). Thus the system of nonlinear equations F(a, j8)=0 has one and only one solution (a, p) in the neigbourhood of (a, ^) so that (3.12) ||(a, £)-(*, jS)|| = 0(/i«).
Hence we have
Theorem a /n a sufficiently small neigbourhood of the isolated solution x(f) t there exists an approximate solution (3.13)
x h (t)=3}a t so that ||je^-Jc^|l = 0(A"), (m=0, 1), (fc-^0). § 4. Numerical Illustrations
We now illustrate the usefulness of the method of this paper by applying it to the following two-point boundary value problems of the form (1.1). All the computations were performed in double precision arithmetic in order to keep the rounding errors to a minimum.
We solved all the four examples with different step-sizes h=2~m, m=l, 2, ••• , 5. In Table 1 , we display the computed solution of Example 1 with A =1/32 for O^fgl/2, for the solution of this problem is symetrical about the line t =1/2. In Table 2 , we list the observed maximum errors for Og^l. The entries of , and 0.63404xlQ-4 respectively. Thus, on reducing the step-size from A =1/16 to 1/32, the maximum absolute error is reduced approximately by a factor of 1/4.
We remark that by using Richardson's extrapolation technique the accuracy of our computed solution can be improved at mesh points. The extrapolated solution {[4* hlz (ti}-x A tfi)]/3, *'=0(l)n} will in fact be 0(A 4 )-convergent. 
