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Chapter 1
Introduction
In terms of Hamiltonian mechanics chemical reactions, motion of celestial bodies,
motion of a weightless scalars such as dye, momentum or heat in turbulent flows
and plasma confinement are all connected by the term transport [Mei15]. In this
context, transport refers to the motion of groups of trajectories between regions in
phase space, the most natural environment to study Hamiltonian structures. These
regions in phase space are significant, because apart from dynamical meanings
they also have physical meanings. In this work we will encounter regions that
correspond to qualitatively different types of motion, e.g. vibration and rotation,
and correspond to different physical states of the system.
The systems mentioned above are inherently chaotic, predicting the behaviour
of trajectories is therefore a proper challenge. The slightest deviation may result
in a qualitatively completely different evolution. It is therefore extremely difficult
to follow a set of solutions for an extended period of time. Although many tools
have been developed for chaotic systems, plenty of questions regarding transport
problems remain unanswered.
In this work we address some of the unsolved transport problems in dynamical
systems and explain phenomena encountered in mathematical models that approx-
imate chemical reactions. One of the problems is connected to reaction rates in
models of chemical reactions with a potential barrier. A potential barrier in this
context represents the energy needed to break existing covalent bonds and form new
ones. Associated with the potential barrier, there is a narrowing in configuration
space as well as on the energy surface, in literature ambiguously both refered to as
a bottleneck. An excellent cost-efficient way of determining reaction rates in such
systems is provided by transition state theory [Wig37], [Hor38], [Kec67], [Pec81]
and [TG84]. It is based on an invariant structure called transition state that lies
in the bottleneck and in this particular case is an unstable periodic orbit.
Using the transition state it is possible to construct a dividing surface that di-
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2vides the energy surface into two disjoint components, [PP78], [PCP80], [WWJU01],
[UJP+02], [WW04], [TKK+05] and transition state theory enables us to compute
the rate of transport of energy surface volume between these two components. In
the context of chemical reactions it is more natural to refer to the rate of transport
as the reaction rate.
Once such a dividing surface is constructed and the two disjoint components,
that are commonly refered to as reactants and products, are properly defined. In
simple terms, trajectories that spend and infinite amount of time only in one of
the components are called nonreactive and those that spend an infinite amount of
time in both are called reactive (provided they do not recross the dividing surface
infinitely often). The fundamental assumption of transition state theory is that the
dividing surface is crossed only by reactive trajectories and each reactive trajctory
crosses it precisely once. Then the flux across the dividing surface is proportional
to the reaction rate.
There are however reactions that do not fit the description of transition state
theory, [MK71], [CHM75], [PP79a], due to recrossings of the dividing surface [PP78].
As a consequence, with increasing energy as the bottleneck widens the reaction rate
may drop.
We study this phenomenon in the hydrogen exchange reaction, the one best
suited according to [MK71]. More precisely, we study how the coexistence of multi-
ple transition states and associated invariant manifolds influences the reaction rate.
Previous results [PP78] suggest that heteroclinic tangles formed by these invariant
manifolds may be the reason, because transition state theory may be exact even if
multiple transition states are present [Dav87].
Therefore we study homoclinic and heteroclinic tangles on various surfaces of
section using a combination of a technique called lobe dynamics [RKW90], Monte
Carlo simulations and a novel approach of separating chaotic parts of the tangles
from regions with relatively predictable evolution. It is well known that intersection
of invariant manifolds lead to chaos. The problem lies in the fractal nature of the
resulting stuctures and its complicated nature that makes quantitative as well as
qualitative observations challenging.
Another phenomenon that occurs in systems that do not fit the transition state
theory description is a lengthy dissociation of a molecule, where the escaping atom
may inexplicably roam in close proximity to the molecule before breaking loose or
even abstract another atom from the molecule in the process. This phenomenon
is called roaming, [vZFM93], [TLL+04], and has recently been observed in several
systems attracting a considerable amount of attention [BS11], [MCEW13], [Bow14],
[MCE+14a], [MCE+14b], [MCK+15], [HCB16], [MCK+16].
We investigate roaming in a Chesnavich’s CH+4 → CH+3 +H model [Che86]. Sim-
ilarly to the hydrogen exchange reaction, we use a number of surfaces of section to
perform numerical observations and subsequently explain the observations with the
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aid of invariant manifolds. Due to the lack of a global surface of section, we cannot
employ lobe dynamics and instead use reactive islands due to [OdAdLMM90].
In order to study invariant structures on the full energy surface instead of sec-
tions, we generalize the Conley-McGehee representation [Con68], [McG69], [Mac90].
A generalization is necessary, because it turns out that the energy surface in the
CH+4 dissociation has a varying local geometry. This feature also leads to a number
of interesting observation throughout the work. Most notably, the local geometry of
the energy surface influences the geometry of the invariant manifolds, which leads
to an interesting explanation of how multiple transition states in series interact.
This thesis is divided into two main parts. Chapter 2 is devoted to the study
of the hydrogen exchange reaction. In Section 2.1 we motivate the problem, in
Section 2.2 we introduce the system and basic definitions associated with reaction
dynamics, briefly explain transition state theory, show how to construct a dividing
surface, discuss the local geometry near a transition state and explain known results.
Section 2.3 concentrates on periodic orbits present in the system and the division
of the energy surface into regions. In Section 2.4 we define a surface of section and
introduce new coordinates to facilitate the study of invariant manifolds. Section
2.5 is devoted to the explanation of the dynamic significance of invariant manifolds
and lobe dynamics as a major tool that enables us to understand the structure
of homoclinic and heteroclinic tangles. Sections 2.6, 2.7 and 2.8 are our main
contribution. In these sections we discuss the role of invariant manifolds in transport
of energy surface volume in great detail using the previously mentioned means. We
also explain why the reaction rate decreases beyond a certain energy level and
formulate bounds of the reaction rate.
Chapter 3 aims to explain roaming in Chesnavich’s CH+4 dissociation model.
In Sections 3.1 and 3.2 we motivate and introduce the problem. In Section 3.3 we
introduce relevant periodic orbits that we encounter throughout the whole chapter
and use them to divide the energy surface. Numerical observations of residence
times and rotation numbers are discussed in Section 3.4 along with the suitability
of various surfaces of sections. In contrast to the hydrogen exchange reaction, many
surfaces of section do not work very well in the CH+4 dissociation due to the varying
local geometry of the energy surface. We explain how roaming is caused by certain
intersections of invariant manifolds in Section 3.5 and in Section 3.6 we discuss
the Conley-McGehee representations of the energy surface and extend it for the
purposes of this system.
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