Abstract
INTRODUCTION
Many pathological conditions that occur in the cardiovascular system surface as murmurs and aberrations in a PCG much before they are reflected in other symptoms, such as changes in the electrocardiogram signal [7] . The PCG is a trace of acoustic energy produced by the mechanical activity of various cardiac components and processes. As a result, any abnormality in cardiac components manifests itself in the corresponding sounds in the PCG.
Most of the automated diagnostic algorithms that use the PCG as a reference signal to detect symptoms of cardiac abnormalities apply time segmentation as a preprocessing step to extract successive cardiac cycles. Automatic time segmentation of the PCG is a difficult task as it is normally superimposed by environmental, sensor and other physiological noises. Iwata [5] developed a detection algorithm to detect the first (S1) and the second (S2) heart sound based on frequency domain characteristics of the PCG evaluated by linear prediction methods. Lehner et al. [6] , proposed an algorithm for PCG segmentation using the ECG and the carotid pulse as references. In their algorithm the beginning of S1 is estimated by the onset of the R wave in the ECG, and the beginning of S2 is estimated by using the Dicrotic Notch in the Carotid pulse. In Branek et al. [1] , major events in the cardiac cycle are detected by analyzing the PCG envelope found by either low pass filtering or with the Hilbert transform. Mood and Torry [1] developed an algorithm that tracks the energy in a certain frequency band to detect S1 and S2. They also use an ECG reference to isolate cardiac cycles within a PCG. Liang et al. [7] has proposed an algorithm that uses the envelogram of the PCG, which is calculated by using Shannon's energy to detect S1 and S2 peaks. Later [8] they proposed an improvement in their algorithm by utilizing the quantized values of the spectrogram of the PCG. A major disadvantage of using the ECG as a reference is that the timing between electrical and mechanical activities in a cardiac cycle will not be exactly constant for all patients because of a variety of pathological conditions [1] . Moreover, the presence of a reference signal requires additional hardware that might not be readily available. A problem with energybased techniques to segment the PCG is that low amplitude S1 or S2 components become easily buried in the background noise or murmurs, and they are not reflected in the energy envelope of the PCG. Furthermore, gating a cardiac murmur based on energy methods will not yield accurate results for murmurs that are of the crescendo or decrescendo type due to their weak initial or final amplitude. Similarly, frequency domain based methods also suffer from the problem of detecting inaccurate boundaries due to time-frequency resolution. Most of the disadvantages of existing time-segmentation algorithms occur because they depend on absolute measures like the amplitude or the frequency distribution of the PCG. These absolute measures show a large variation within subject groups, and hence they are not suitable for designing a generic timesegmentation algorithm. A better approach to detect S1 and S2 would be to use a measure that is insensitive to the local energy content of the PCG.
When visually inspecting a signal, one of the first impressions of the observer is that of the, 'complexity', of the signal. For example, while examining a PCG, S1 and S2 (also S3 and S4 if they are present) appear to be less complex as compared to the murmurs, which are less complex as compared to the background noise. Complexity is invariant to envelope amplitude variations, and hence measuring complexity alleviates many of the problems of traditional segmentation algorithms. In this paper we propose a method that utilizes the inherent complexity of heart sound components to isolate them from a composite PCG. We show that complexity based segmentation yields better time gates in the presence of attenuated heart sounds and cardiac murmurs. The paper is divided as follows. Section 2 presents methods to measure complexity of physiological signals. Section 3 presents experiments and discussions. Section 4 concludes the paper.
DYNAMICAL SYSTEM THEORY and COMPLEXITY
Complexity is an intuitive measure. Some signals seem to vary more than others. Some appear extremely random while others seem to demonstrate a reappearance of certain patterns at various intervals. In fact, in medical research, signal variability or system complexity has been correlated with physiological conditions [9] . For example, in Figure 1 we notice that both S1 and S2 show a regular pattern as compared to the background noise. A natural question that arises is: what should one measure in order to calculate the complexity of a PCG signal? Rezek and Roberts [9] have presented ways of measuring complexity of physiological signals by considering the auto-regressive coefficients, Fourier spectrum, correlation sum, and eigenvalue spectrum. The auto-regressive and correlation sum methods perform poorly in the presence of noise [9] . Measures of complexity based on the Fourier spectrum assume stationarity of the underlying signal, and they do not give a picture of the evolution of complexity with time. Short time Fourier transform based complexity measures suffer from the problem of time-frequency resolution. The eigenvalue spectrum (ES) based technique has been found to give better results over a variety of physiological signals, and it will be used to measure complexity in this work.
In ES based complexity analysis, the measured PCG signal x ={x(k)}, k = 1,…,N, is assumed zero mean and normalized to have unit variance. Let
T be a state vector in R Since there is a one to one correspondence between the delay vector and the immeasurable states of the system [10] , a measure of the complexity of the embedding matrix gives us a measure of the complexity of the underlying dynamic system. The complexity of the embedding matrix is measured by first calculating its correlation matrix given by C=XX T [9] . Then, an eigenvalue decomposition of C is performed to find its eigenvalues λ i and eigenvectors v i such that i ... λ λ λ ≥ ≥ , then D defines the singular spectrum of the embedding matrix. If the embedding matrix is constructed over the entire length of a signal and the singular spectrum is calculated, then the relative complexity of the underlying dynamic system is reflected in its singular spectrum. For a system of low complexity, the first few eigenvalues will be large as compared to the rest. This means that a less complex system has few dominant modes. As the signal complexity increases, the number of dominant modes increases until the system becomes so complex that it becomes indistinguishable from noise, in which case all of the singular values will lie on the noise floor, and complexity is maximal. This observed change in complexity could be measured by calculating an entropy measure of each consecutive singular spectrum. Given a singular spectrum 
Subsequently, an entropy measure of the observed singular values is calculated with
By choosing a logarithmic base of 2, the number of average states exhibited by the hidden dynamic system, given the entropy measure, can be written as [4]
Both the entropy and the number of states provide a measure of the complexity of the underlying dynamic system. Since we aim to gate major heart sounds, which are of low complexity (high simplicity), we define 'simplicity' as,
Therefore, by measuring the simplicity of the PCG over time, we expect to see peaks in the simplicity curve at places where S1 and S2 occur. Subsequently, the peak detection algorithm described in [7] can be applied to detect the starting points of major heart sounds and their respective durations.
EXPERIMENTS

Results with simulated data
In order to evaluate the performance of the simplicitytracking technique, we first present results with a simulated data set. Three signals were generated with 
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We expect to see regions of high simplicity where u 1 and u 2 occur and a substantially lower simplicity for the time interval in which the murmur occurs. In order to measure the simplicity of y(t), the following parameter values, which were arbitrarily selected, are used to create the embedding matrix: N = 50, m = 10, τ = 1. Figure 2 shows the simulated signal and its simplicity profile. Note that the presence of sinc functions in the simulated signal gives rise to low complexity as their shape is much simpler as compared to the murmur. On the other hand, the murmur is more complex, and it has low simplicity. Also note the sharp decrease (increase) in simplicity at the boundaries of the sinc functions and the murmur. A moving average filter of length 100 was used to obtain the smoothened simplicity profile.
Results with real PCG data
All the PCG records in this section were downloaded from [2] . Their sampling frequency varies between 8012Hz -11025 Hz. In order to see the effectiveness of detecting the S1 and the S2 sounds in a PCG by using the simplicity-tracking technique, we first consider a normal PCG. Before we proceed with embedding the PCG, we must select suitable values of m, τ and N. We noted that an embedding dimension of m = 3 or more is suitable to make the singular value spectrum converge and include all of the underlying modes of S1. Similarly, we found that even a very high embedding dimension is not suitable to make the singular spectrum converge. This is intuitively correct as noise is a highly complex phenomenon, and we expect it to exhibit many modes. For the current work, an embedding dimension of m = 10 was selected to embed the PCG, which includes all of the modes of S1 (and other similar sounds) and also a substantial number of noise modes. The values of τ and N were fixed at 1 and 50, respectively. Figure 3 shows the simplicity profile of a PCG signal. The analyzing window was shifted by one sample point to observe the variation of simplicity with time. We observe high simplicity for regions where S1 and S2 occur, primarily because S1 and S2 are made up of few modes as compared to the background noise. Figure 4 shows the smoothed simplicity curve in Figure 3 and the time gates obtained by its suitable thresholding. A moving average filter of length 100 was used to filter the simplicity curve.
Next we considered a pathological situation where S1 is highly attenuated as compared to S2. Figure 5 shows a PCG exhibiting a diastolic aortic insufficiency murmur. This kind of a murmur arises when the aortic valve is incapable of preventing the back flow of blood from the aorta into the left ventricle during ventricular diastole [3] . Note the attenuated S1 sound and the high amplitude murmur and their simplicity profile. Also shown is Shannon's power (-x 2 logx 2 ) as it varies with time. Note that most of the PCG segmentation algorithms work by integrating Shannon's power to obtain an energy envelope that is subsequently thresholded. In this case we see that thresholding of Shannon's energy envelope will lose the S1 peaks, and multiple thresholds would be needed to detect them. However, the simplicity profile, computed from the singular value spectrum, detects the presence of the low amplitude S1 sounds accurately, resulting in better time gates. Also note that the problem of multiple thresholds does not exist in thresholding the simplicity profile, because of almost uniform value of simplicity for the S1 sound.
Another area where simplicity based time gating gives superior results as compared to energy based detection, is the accurate gating of cardiac murmurs. Once the thresholded values of the simplicity curve have been classified into S1 and S2 peaks [7] , the next problem that arises is to gate accurately different types of systolic and diastolic murmurs. Figure 6 shows an instance of a mitral stenosis (MS) murmur. Although the intensity of the diastolic murmur does not correlate with the severity of the stenosis, the duration of the murmur is helpful since it reflects the transvalvular gradient and the duration of blood flow across the valve [3] . The instance of mitral stenosis shown in Figure 6 clearly shows the S2, the opening snap and the rumbling mitral stenosis murmur. Shannon's energy based method will gate the high amplitude portion of the murmur that contains high energy, and it thus fails to detect the start and the end of the murmur and the duration of the murmur. As mentioned earlier, these time variables are clinically important and directly correlate with the severity of the stenosis. However, simplicity based gating yields a much better estimate of the duration of the stenosis murmur, and it gates almost the entire murmur. This is because simplicity is an amplitude invariant measure. Finally we investigate the case of an overlapping murmur. Segmentation of the PCG into S1 and S2 in the presence of overlapping murmurs is a difficult task, and this has not been appropriately addressed anywhere. Figure 7 shows an overlapping innocent murmur and its complexity curve. We note that envelogram based methods will fail to detect the murmur because of its weak amplitude and its overlap with S1. However, the smoothed simplicity profile of the murmur clearly shows three levels of simplicity in the PCG corresponding to S1 (S2), the murmur and the background noise.
CONCLUSION
In this paper we have presented a simplicity-based method that is robust to amplitude variation. Unlike energy based segmentation algorithms, the simplicity based gating gives simplicity peaks that are more or less equal in value, avoiding the difficulty of setting multiple thresholds to detect S1 or S2. Another point where the simplicity-based gating has an advantage over energy-based algorithms is the detection of the start and end points of murmurs that overlap with the S1 or the S2 sound. The simplicity of an overlapping murmur changes at the start or the end point of the murmur, even when these points are buried in high-energy regions of the S1 and the S2. These points are usually lost when energy based segmentation techniques are used. Moreover, simplicity can be calculated in real time and does not require any pre-processing to reduce the effect of additive noise. 
