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Abstract
The recently developed hybrid discontinuous Galerkin/extrinsic cohesive law
framework is extended to the study of intra–laminar fracture of composite
materials. Toward this end, micro–volumes of different sizes are studied.
The method captures the debonding process, which is herein proposed to
be assimilated to a damaging process, before the strain softening onset, and
the density of dissipated energy resulting from the damage (debonding) re-
mains the same for the different studied cell sizes. Finally, during the strain
softening phase a micro–crack initiates and propagates in agreement with
experimental observations. We thus extract a resulting mesoscale cohesive
law, which is independent on the cell sizes, using literature methods.
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1. Introduction
The engineering fracture theories developed for homogeneous materials
cannot always be directly applied when considering new engineered hetero-
geneous materials, such as composites. Indeed, fracture mechanisms of com-
posites are complex and require a multiscale approach: from the microscale
within a ply to the laminate macroscale. Although some numerical solutions
have been developed to address these particular topics, such as the damage–
based micro–meso–macro approaches for composites proposed by Ladeve`ze
et al. [1], or a purely numerical approaches as discussed by LLorca et al.
[2], it is still challenging to predict explicitly the composite fracture behavior
using microscale simulations.
One way to predict a mesoscale fracture criterion from numerical simula-
tions at the microscale is to analyze the microscale deformation mechanisms
using finite elements combined to models accounting for the fracture pro-
cesses ranging from micro–crack initiation to micro–crack propagation. A
natural way to achieve this goal is to enhance the finite–element model with
the so–called cohesive zone method (CZM).
The cohesive zone method was pioneered by Barenblatt [3] and Dugdale
[4] to introduce traction between crack lips during the separation process. In
particular in Barenblatt’s model the traction separation law (TSL) decreases
monotonically until reaching zero at a critical opening ∆c to model a pro-
gressive damage of the material. The energy dissipated during this process
corresponds to the fracture energy GC , see Figure 1(c) for an example of cohe-
sive law. Because of its physical background, i.e. for quasi–brittle materials
the TSL is related to the breaking of atomic bonding, of its simple charac-
terization by two physical parameters, i.e. the material strength σc and the
fracture energy GC , and of its relatively straightforward implementation, see
Figure 1(a), the CZM is widely used to model fracture.
The first practical implementation was proposed by Hillerborg et al. [5]
by introducing a cohesive element to integrate the TSL between two finite
elements where a crack can potentially initiate or propagate, see Figure 1(a).
In most of applications of the CZM for finite elements, the cohesive elements
are inserted at the beginning of the simulation, in which case the TSL should
also model the reversible fracture stage. Such TSLs are called intrinsic co-
hesive laws and are illustrated in Figure 1(b). In this figure it can be seen
that the law is decomposed into an initial reversible part followed by an ir-
reversible decreasing law, once the stress reaches the material strength σc. If
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(c) Extrinsic cohesive law
Figure 1: Implementation of the cohesive zone model (CZM): (a) Cohesive element inserted
between two bulk elements to integrate the Traction Separation Law (TSL) linking the
opening ∆ to the surface traction t¯; (b) Intrinsic TSL, which includes the pre–fracture
(reversible) stage; (c) Extrinsic TSL, which models the fracture stage only. The cohesive
laws are characterized by the strength σc, the critical opening ∆c and the critical energy
release rate GC . A single arrow is used to indicate the irreversible parts of the TSLs, and
a double arrow is used for the reversible parts.
unloading happens during this irreversible stage the law becomes reversible
again, but with a reduced elastic stiffness associated to damage. This CZM is
attractive as it can easily be implemented, in particular when the crack path
is well defined, e.g. for debonding [6, 7, 8], material interface decohesion
[9, 10], structure interface decohesion [11, 12, 13], composite delamination
[14, 12, 15, 16] etc ... Studies have also been conducted to determine the
shape of the TSL under mixed modes loading [17, 18] or to account for duc-
tility of materials [19]. The macroscale TSL for crystals can also be deduced
from atomistic considerations, see [20] e.g.
As the intrinsic cohesive law has been proved to be an efficient and accu-
rate tool to simulate a crack initiation and propagation at a priori defined
interfaces it is tempting to apply the method to model or to predict fracture
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in homogeneous phases, such as in the matrix phase of composites, by insert-
ing cohesive elements in–between all bulk elements. Unfortunately, Xu and
Needleman [21] have shown that such a scheme not only exhibits a strong
mesh dependency but also alters the structural stiffness. Indeed the intrinsic
CZM does not satisfy the consistency condition – due to the initial slope
in the reversible part of the cohesive law, see Figure 1(b) – adding spuri-
ous stiffness elements in a mesh dependent way. Although this error can be
reduced by increasing the initial slope of the TSL [14, 22, 23] this leads to
an ill–conditioned stiffness matrix for static simulations or to unacceptable
small values of the critical time step for explicit dynamic simulations [24].
In order to avoid the drawbacks inherent to the intrinsic approach, Ca-
macho and Ortiz [25] and Ortiz et al. [26] proposed the use of an extrinsic
cohesive law, see Figure 1(c), which models only the irreversible part of the
response. Practically the simulation proceeds with a classical finite element
approach and cohesive elements are introduced at the interface of bulk el-
ements at the onset of fracture. Although the 3D implementation of this
framework [27] is not straightforward due to the mesh topology changes dur-
ing the computation, it predicts crack propagation with an energy and a
crack path that both converge with the mesh size2, as shown by Arias et
al. [28] and by Molinari et al. [29]. However the implementation complex-
ity increases drastically for parallel framework [30] and can suffer from low
scalability unless a graph–based internal structure is used [31, 32].
These difficulties probably explain why the cohesive zone model was
mainly used for composites analyzes in the intrinsic form, thus reducing the
applicability to cases for which the crack path is well defined, e.g. delam-
ination [14, 12, 15, 16], debonding [6, 7], and interface failure [11, 12, 13].
However the cohesive approach remains attractive to simulate the failure of
composites at the microscale as it is characterized by measurable physical
values only, i.e. the strength σc and the fracture energy GC for the ma-
trix, the fibers, and at the interface. Additionally the CZM can account for
anisotropic and elasto–plastic behaviors in a straightforward way, allowing
the models of the different phases to be as accurate as needed. Finally the
CZM does not require the preexistence of a crack as it can detect the initia-
tion process, allowing debonding process and micro–crack propagation to be
considered simultaneously. Some alternatives exist to model fracture as the
2For unstructured meshes
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xFEM approach [33, 34] or the embedded localization method [35], which
can also be combined with a cohesive approach, see the overview by de Borst
et al. [36].
Recently an hybrid discontinuous Galerkin/cohesive zone model (DG
/ CZM) has been suggested by Mergheim et al. [37] and developed by
Radovitzky et al. [38] and by Prechtel et al. [39]. The main feature of the
DG method for non–linear solid mechanics [40, 41, 42, 43, 44] is its ability
to take into account discontinuities of the unknown field between bulk ele-
ments. In the associated weak formulation the integration by part is realized
on the elements leading to element interface terms ensuring the continuity
and compatibility of the solution in a stable and consistent way. With the
hybrid DG/CZM method, interface elements are therefore inserted between
bulk elements at the beginning of the simulation and continuity during the
pre–fracture stage is ensured by having recourse to the consistent DG inter-
face terms. An extrinsic cohesive law can thus be integrated on the already
existing interface elements once a fracture criterion is met, without requiring
mesh topology changes. This approach has been successfully implemented
in a 3D parallel framework by Radovitzky et al. [38] to solve fragmentation
problems with ultra–fine meshes. The method has also been used by Prech-
tel et al. [39] in 2D to study the effect of the fiber shapes on the composite
resistance. Such an approach has also been developed for thin homogeneous
elastic bodies by Becker et al. [45, 46] and for thin homogeneous elasto–
plastic structures by Becker and Noels [47] with success.
This paper presents an hybrid DG/extrinsic cohesive law framework ex-
tended to the study of composite failures at the microscale. Toward this end,
micro–structures of unidirectional (UD) carbon–fiber reinforced epoxy matrix
are discretized using the DG/CZM approach and submitted to a transverse
loading. From identification of the parameters of the matrix (elasto–plastic
material law, strength σc and fracture energy GC), of the fibers (transversely
isotropic material law, strength σc, and fracture energy GC), and of the in-
terface (strength σc, and fracture energy GC), direct numerical simulations
are conducted on characteristic micro–volumes to predict the failure behav-
ior of the homogenized material. The components material behaviors are
extracted from the manufacturer data sheets when possible, and/or from lit-
erature when needed. As these analyzes require extensive computations on
refined meshes a new parallel form of the DG/CZM based on “ghost ele-
ments” is developed in this paper following the approach developed for shells
by Becker and Noels [47]. The framework can thus deliver results in a reduced
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computational time. This implementation if more efficient than the parallel
framework developed by Noels and Radovitzky [42] as less information is
exchanged between the processors.
During the fracture process the representativeness of the characteristic
volume becomes ambiguous as the crack tends to localize [48, 49, 50, 51, 52].
Moreover the extracted homogenized response should still converge with re-
spect to the RVE size, which is not straightforward to obtain in case of
discontinuities happening at the micro–level [49, 50, 53]. Despite these diffi-
culties Verhoosel et al. [54] have proposed a way to extract a corresponding
mesoscopic cohesive law from the computations of micro–structures involving
fracture modeled by cohesive elements. To do so the elastic and plastic defor-
mations are subtracted from the boundary displacement in order to extract
the mesoscopic crack opening. They have demonstrated the convergence of
the multiscale analyzes with respect to the size of the microscopic problem
in the absence of irreversible behaviors before the onset of the mesoscopic
crack.
In the present work characteristic micro–volumes or cells of different
sizes, and thus of different fibers numbers, are considered. When using the
DG/CZM framework multiple cracks can initiate, bifurcate or merge. This
approach is thus able to capture the debonding process occuring prior to
the onset of a dominant crack propagation in the matrix phase of the micro–
structure. We additionally show that the failure behavior can be divided into
two phases. Before the strain softening onset the failure process is shown
to be mainly driven by debonding, and this is assimilated to a damaging
process in the material. It is shown that the density of dissipated energy
resulting from this damage is the same for the different cell sizes. During
the strain softening phase a micro–crack propagates in the cell, and is assim-
ilated at the mesoscale to a meso–crack propagation. The method proposed
by Verhoosel et al. [54] is then used to extract a corresponding mesoscale
cohesive law by considering the modification of the elastic properties of the
composite material due to debonding. In particular it is shown that the ex-
tracted law is the same for the different cell sizes even when only a few fibers
are considered. The predicted behavior is then compared to experimental
results obtained from laminate tests. The behaviors prior to catastrophic
failure of the tensile samples are found to be in good agreement. Nguyen et
al. [55] proposed a computational homogenization framework based on the
same principle. Before strain softening onset the bulk response of the cell
is homogenized, and a meso–crack is introduced at strain softening onset,
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and the homogenization proceed with a continuous–discontinuous homoge-
nization framework. However a non–local damage model for the matrix is
considered in their micro–model, while in the present work we use a cohesive
zone method at that scale.
The paper is organized as follows. In Section 2 the DG/CZM method is
explained and the main equations are derived. As the efficiency of the method
is a key element for its practical application, the implementation in parallel
is briefly reported in Section 3. Finally the application of the developed
framework to the failure study of a transversely loaded UD composite is
reported in Section 4, with a view towards multi–scale applications. It is
shown in this section that a cell with a reduced number of fibers can be used
to predict the debonding process happening prior to the strain softening
onset and the crack propagation during the strain softening phase.
2. Combined discontinuous Galerkin/extrinsic cohesive law frame-
work
In the following the DG approach for solid mechanics is first recalled. Al-
though deformations of composites remain small at the mesoscale the frame-
work follows a large deformation approach. Indeed at the microscale the
displacements and possibly the rotations of the elements are not negligible
compared to their size during the crack opening, which does not allow a small
displacement assumption. The formulation of the DG/extrinsic cohesive law
framework is then summarized.
2.1. DG formulation
Let Ω0 ⊂ R3 be a body subjected to a force per unit mass B. Its boundary
surface Γ0 includes two parts: the Dirichlet boundary denoted by Γ0D, where
the displacement u is prescribed by u¯, and the Neumann boundary denoted
by Γ0T, where the traction is prescribed by T. One always has Γ0 = Γ0D∪Γ0T
and Γ0D∩Γ0T = ∅. The continuum equations stated in the material form are
ρ0u¨ = ∇0 ·PT + ρ0B in Ω0 , (1)
u = u¯ on Γ0D , and (2)
PN = T on Γ0T . (3)
In these relations ρ0 is the initial density, P is the first Piola–Kirchhoff stress
tensor, and N is the outward unit surface normal in the reference configu-
ration. For the uncracked body the exact solution uexact ∈ H2 of the strong
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form (1-3) is continuous, and so its derivative. So considering any uncracked
surface in the body Γ0U ∈ Ω0 impliesq
uexact
y
= 0 on Γ0U , (4)q
Pexact
y
= 0 on Γ0U . (5)
In these equations we have considered the jump operator. This jump operator
and the average operator are defined on an interface of two parts of the body,
arbitrarily denoted “plus” and “minus”, by respectively
J•K = [•+ − •−] and 〈•〉 = 1
2
[•+ + •−] . (6)
The case of cracked interfaces will be considered in the next subsection.





0 is the union of the open domain Ω
e
0 with its boundary Γ
e
0.
Here the symbol Ω0 is used to represent the body and its discretization for
simplicity. The weak form of Equations (1-3) arises by seeking a polynomial
approximation u of the displacement field over the discretization Ω0. Con-
trarily to a continuous Galerkin approximation, which requires u ∈ C0 (Ω0),
the DG approach only requires an element–wise continuous polynomial ap-
proximation, i.e. u ∈ C0 (Ωe0). Consequently, for a DG formulation the
trial functions wu are also discontinuous across the element interfaces on the





The new weak formulation of the problem is obtained in a similar way as
for the continuous Galerkin approximation. The linear momentum balance
is enforced in a weighted–average sense by multiplying the strong form (1)
by a suitable test function wu and by integrating by parts in the domain.
However, since both test and trial functions are discontinuous, the integration
by parts is not performed over the whole domain but on each element instead.
Using traditional DG considerations, see [40] e.g. for details, this leads to∫
Ω0
(ρ0u¨ ·wu + P :∇0wu) dV +
∫
Γ0I







wu ·TdS . (7)
where N− is the outward unit surface normal of the “minus” element. In
this equation, the discretized stress tensor P results from the discretized
8
deformation gradient state F =∇0u+I through a constitutive material law,
see Section Appendix A.
In the formulation (7), neither the inter–element displacement continuity
is enforced, nor the stability of the method. The compatibility equation
u− − u+ = 0 on Γ0I is enforced through a so–called symmetrization term inJuK and a (sufficiently large) quadratic stabilization term in JuK and JwuK.
With the addition of the quadratic terms, the general displacement jumps
are stabilized in the numerical solution, while the symmetrization term leads
to an optimal convergence rate with respect to the mesh size. The large
deformation material response is thus properly considered for the final weak
formulation of the problem, which consists of finding u such that∫
Ω0
(ρ0u¨ ·wu + P :∇0wu) dV +
∫
Γ0I




C〉 : JuK⊗N−} dS +∫
Γ0I





wu ·TdS , (8)
where hs is the mesh size and where βs is the penalty parameter for stabi-
lization. For elasto–plastic materials, the Lagrangian tangent moduli C used
for the symmetrization and stabilization terms cannot vanish for perfectly–
plastic behaviors [42]. Thus a neo–Hookean expression of C is considered.
This formulation, known as the Interior Penalty Method, has been shown to
be stable (for βs > 10). There also exist implementations of the extrinsic
cohesive law resulting from a variational process [56], which do not require
an Interior Penalty Method as the continuity of displacements results from a
minimization process. Also, for explicit dynamic time integrations, the DG
method reduces the critical time step by a factor of
√
βs as compared to a
continuous Galerkin (CG) formulation [42].
The DG formulation is completed by a material model, which is trans-
versely isotropic elastic for the fibers, and follows a J2–elastic–plastic model
for the matrix. These models are formulated in the non–linear large defor-
mation framework and are reported in Appendix A.
More details about the DG formulation can be found in [40, 42].
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2.2. Hybrid DG/CZM
Considering a cracked surface inside the body ΓC ∈ Ω in its deformed
configuration, the equations (1-5) governing the strong form are completed
in terms of the surface traction t¯ = σ · n in the deformed configuration,
where σ is the Cauchy stress tensor and where n is the deformed unit normal
outward to any of the two lips.3 The new equations of the strong form are
Jt¯K = 0 on ΓC , (9)
t¯ = ‖t¯‖ ≤ t¯max on ΓC , (10)
(t¯max − t¯) > 0 if ∆˙∗ < 0 or ∆∗ < ∆∗max on ΓC , (11)
(t¯max − t¯) = 0 if ∆˙∗ > 0 and ∆∗ = ∆∗max on ΓC , (12)
where t¯ represents the surface traction amplitude between the crack lips,
where ∆∗ is the opening of the crack, and where t¯max is the surface traction









Figure 2: Linear extrinsic TSL t¯ in terms of the effective opening ∆∗. If unloading occurs,
the TSL follows a reversible path that consists of a line segment connecting the origin with
(∆∗max, t¯max). σc, ∆
∗
C and GC =
∆∗cσc
2 are respectively the strength, the critical effective
opening, and the critical energy release rate of the TSL.
The cohesive model (9-12) is now particularized to the linear TSL de-
veloped by Camacho and Ortiz [25], and by Pandolfi and Ortiz [30], and
3One can always expressed the equations either in the reference configuration using
the Piola stress tensor P and the reference normal N or in the deformed configuration
using the Cauchy stress tensor σ and the normal in the deformed configuration n. For the
cohesive model it is easier to consider the deformed configuration and Nanson’s formula
gives the relation between the surface traction in both configurations.
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illustrated in Figure 2. The crack nucleation at an interface element is gov-
erned by an effective cohesive stress
σeff =
{ √
σ2 + β−2τ 2 if σ > 0
1
β
 |τ | − η|σ|  if σ < 0 , (13)
where σ = n · t¯ and τ = √t¯ · t¯− σ2 are respectively the normal and tangent
components of the surface traction t¯ at the interface. The parameter β =
KIIC
KIC
assigns different weights to the mode I and mode II crack opening, η
is the friction coefficient of the material, and the operator  •  refers to
the positive value, i.e. zero in case the argument is negative. Equation (13)
implicitly accounts for the different behaviors of the material under tension
and compression. However in this paper we do not consider fracture in
compression. Once, the effective cohesive stress reaches the critical effective
strength, i.e. σeff > σc the fracture initiates and the TSL is used to evaluate
the traction t¯ between the crack lips.




 ∆∗n 2 +β2∆∗t 2 , (14)
where ∆∗n is the separation along the interface element normal n in the de-
formed configuration, and where ∆∗t is the separation along the interface
element tangent t in the deformed configuration. The effective surfaces sep-
aration has a superscript “∗” as the initial opening Ju0K, which exists at
fracture onset due to the weak continuity enforcement of the DG formula-
tion, has to be subtracted from the real opening JuK to ensure continuity at
fracture initiation: 
JuK∗ = JuK− JuK0
∆∗n = JuK∗ · n
∆∗t = JuK∗ · t . (15)
The tangential direction is evaluated from t = JuK∗−∆∗nn‖JuK∗−∆∗nn‖ during opening.
The linear cohesive law, shown in Figure 2, includes an irreversible soften-
ing part during the crack opening and a reversible part if a crack unloading
occurs. In the latter, the reversible path consists in a line segment which
connects the origin with the point corresponding to the maximum opening
11











for ∆˙∗ < 0, or ∆∗ < ∆max . (17)
However, for small ∆max a reversible unloading is not allowed in order to
avoid instabilities in the explicit time integration.
Finally the cohesive traction vector t¯ can be evaluated as a function of








for σ > 0 , (18)
t¯ = t¯β
|∆∗t |
∆∗ t for σ < 0 . (19)
Note that at fracture initiation as the effective opening is zero, the ratio
∆∗n
∆∗ and the ratio
|∆∗t |





, with σ0 the
normal part of the surface traction at fracture initiation and with τ0 the
tangential part of the surface traction at fracture initiation, see Eq. (13).
Indeed these values ensure the traction continuity between the uncracked and
cracked configurations as, using Eqs. (13) and (18), the tension at transition
is t¯ = ‖t¯‖ = σc, which corresponds to the amplitude of the surface traction
at fracture initiation.
In the DG framework described in Section 2.1, the DG surface terms are
integrated using interface elements, see Figure 1(a), and the onset of fracture
can be detected by the use of a fracture stress criterion as in the extrinsic
CZM approach. When a crack nucleates at an interface element, the DG
terms are substituted by a TSL, which models the fracture process. Hence,
if t¯− is the surface traction evaluated on the minus side, and resulting from
the TSL in the deformed configuration, the weak form (8), which was holding
for bodies without cracked surfaces only, becomes in the more general setting∫
Ω0
(ρ0u¨ ·wu + P :∇0wu) dV +
∫
ΓI
αt¯− (JuK) · JwuK ds+∫
Γ0I
(1− α) JwuK · 〈P〉 ·N−dS + ∫
Γ0I













wu ·TdS , (20)
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where a binary operator α is defined as α = 0 before the fracture onset and as
α = 1 after the fracture stress criterion is met on ΓI. In this expression as the
traction t¯− predicted by the TSL is usually in the deformed configuration
with the deformed infinitesimal surface ds, the integration of this term is
written in the current configuration as opposed to the other interface terms.
Unlike the extrinsic CZM no modification of the mesh is required during
the shift procedure from the uncracked (α = 0) to a cracked (α = 1) config-
uration, and only the constitutive formulations at the interface elements are
modified. This makes the hybrid DG/CZM easy to be implemented in an ex-
isting parallel code, and ensures a high scalability of the parallel simulations.
Another advantage of the DG/CZM is its ability to account for partially frac-
tured interface elements since both cracked (α = 1) and uncracked (α = 0)
quadrature points are simultaneously allowed within each interface element.
At uncracked quadrature points (α = 0), the DG formulation prevents in
a weak way the penetration of elements, in the same way as it prevents the
opening. At cracked quadrature points (α = 0), before total opening of the
crack (∆∗ < ∆c), the penetration in compression (∆∗n < 0) is constrained
using a penalty term. For simplicity, this has been achieved by interpolating
the unloading curve of the TSL, see Figure 2, in the negative values. Once
the cracked quadrature point is fully opened (∆∗ ≥ ∆c) a contact algorithm
should be considered as relative displacements on both sides of the crack can
be consequent. However, based on the fact that only monotonous loading
conditions are considered here, this last one has not been implemented in
the code. In the variational extrinsic cohesive law formulation [56] the non–
penetration condition is satisfied from the minimization process.
One of the advantage of the DG/CZM is its ability to consider a wide
range of non-linear bulk material behaviors, that can be combined with a
TSL. Another advantage of this approach is that it respects the consistency
in the pre-fracture stage contrarily to the intrinsic CZM, which suffers from
severe restrictions in the critical time step size and/or from artificial compli-
ance.
More details on this hybrid method can be found in [38, 57].
3. Efficient parallel implementation
In this work the hybrid DG/CZM framework presented in the previous
section is used to study crack propagation at the microscale. In order for
the method to predict meaningful results refined meshes will have to be
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considered. As extensive computations will be required a new parallel imple-
mentation, based on “ghost elements”, was developed for DG applications
by Becker and Noels [47] and is considered herein. This method is highly
scalable, and easily implementable in a finite-element code. After having
established the finite element expression of the weak form its parallel imple-
mentation in Gmsh, a mesher developed by Geuzaine and Remacle [58], is
briefly explained.
3.1. Finite element discretization and explicit time integration
The weak formulation (20) of the DG/CZM framework is taken as the
basis for the finite element discretization. The displacement mapping and
the arbitrary trial functions are approximated by an interpolation in each








whereNa is the traditional shape function corresponding to the node a∈{1, ..., N},
where N is the number of nodes and where ua is the current nodal dis-
placements vector. In the presented framework the displacement field, the
arbitrary trial functions, and the shape functions are discontinuous across
elements interfaces.
Applying the discretization process, the finite-element forces can be com-
puted, see Appendix B for details, and the weak form (20) reduces to a set
of ordinary differential equations to be integrated in the time interval T :
N∑
b=1
Mabu¨b + finta(u) + fIa(u) = fexta ∀t ∈ T , (22)
where M is the discretized mass matrix, fint is the discretized internal forces
vector, fI is the discretized interface forces vector, and where fext is the dis-
cretized external forces vector. The set of Equations (22) is completed by
the initial conditions ua(t = 0) = xa(t = 0)−Xa = 0 and u˙a(t = 0) = v0a,
where v0a are the initial nodal velocities.
The dynamics equation (22) is integrated using an explicit time integra-
tion. The scheme considered herein is the second-order accurate Hulbert–
Chung time integration [59], which exhibits numerical dissipation. The time
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interval of interest T is discretized into time steps and the integration is ac-
complished through an incremental solution procedure in each time intervals
[tn, tn+1]. As this integration is conditionally stable the time step should
satisfy ∆t = tn+1 − tn < ∆tcrit, where ∆tcrit has been reduced by
√
βs to
account for the DG space-discretization. Knowing the solution at time tn,
























− βM ]u¨nb + ∆t2βM u¨n+1b , (25)
where the parameters αM , βM and γM are defined according to the desired
numerical dissipation4, see [59] for more details.
3.2. Parallel implementation
The time-integration is performed in parallel using the METIS library [60]
to partition the mesh for multi-processors, see Figures 3(a)-3(b). Currently
mesh refinements are only possible before partitioning and are not performed
during the simulation.
Each processor solves the boundary value problem corresponding to its
own partition of the mesh and in particular the internal forces fint of the
bulk elements and the interface forces fI of the interface elements belonging
to the partition. The continuity between the partitions is ensured through
the interface elements existing at processors boundaries.
In order to evaluate the interface forces fI at processors boundaries, each
processor defines the ghost elements, which are the elements of neighboring
partitions sharing the same interface, see Figure 3(b). In this way each
processor can thus create the interface elements at partition interfaces and
compute the related interface force fI. Since at the interface of ghost elements
the interface terms are computed in two partitions, only the part (interface
4To be stable, a time integration algorithm must either conserve the system energy or
dissipate part of it during a time–step computation. Depending on the selected parame-
ters, the Hulbert–Chung algorithm either conserves the energy or numerically dissipates
its higher frequencies contributions. In the latter, this so–called numerical dissipation sta-




















Figure 3: 2D view of the parallel implementation of the DG/CZM (a) Initial mesh of
the body Ω0 discretized into elements Ω
e
0 before partitioning (TSL). (b) Meshes in the
partitions Ωi0. (c) Ghost elements on each partition in dotted lines. (d) Communications
required at each time step to exchange the nodal displacements u.
force f+I or f
−
I ) on the boundary belonging to the processor is assembled into
the local fI vector.
However for the interface forces at partitions boundaries to be correctly
evaluated on each processor, the ghost elements should always have the cor-
rect deformation state, which requires their nodal values to be communicated
from the original element through the network via Message Passing Interface
(MPI), the standardized and portable message-passing system for parallel
computing, see Figure 3(d). These are the only communications required by
the method, which is not more expensive than usual “reduce” operations of
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parallel implementations.
This suggested implementation is more efficient than the parallel DG
formulation previously suggested by Noels and Radovitzky [42] since it avoids
the communication of values computed from the material law (stress tensors,
Hooke tensors, etc ) when integrating the forces for the interface elements
between partitions. It therefore leads to a reduced number of communications
(only one per time step, communicating the nodal values of ghost elements).
Compared to the node–based ghost parallel implementation–meaning that
ghost bulk elements are the ones sharing a node with elements in other
partitions–of the extrinsic cohesive law proposed in [61], our method is a
face–based ghost implementation–meaning that ghost bulk elements are the
ones sharing a face with elements in other partitions. This simplification,
which reduces the communication mapping, is possible with the DG/ECL
framework because instead of duplicating the nodes our implementation is
based on the duplication of the degrees of freedom.
4. Application
In this section the behavior of a UD carbon-fiber reinforced epoxy matrix
under transverse loading is studied. The material is made of prepreg Hexply
M10.1/38%/UD300/HS (R)5, which contains 38% of M10.1 epoxy resin by
weight and 62% of high strength carbon fibers UD300/CHS by weight. The
final composite has a fiber volume fraction of 60% after curing6.
The components material behaviors are extracted from the manufacturer
data sheets when possible and/or from literature when needed. Direct nu-
merical simulations are conducted on characteristic micro-volumes of differ-
ent sizes, and thus of different fibers numbers, to predict the failure behavior
of the homogenized material. The predicted behavior is also compared to
experimental results obtained from laminate tests.
4.1. Computational Model
Three cells of increasing fibers number, 2×2, 4×4 and 8×8, whose sections
are represented in Figure 4, are considered to study the transverse fracture of
the composite. The UD fibers have a diameter of 10.4 µm. The size of a cell
is proportional to the number of fibers included L8 = 2L4 = 4L2 = 8× 12.79
5http://www.hexcel.com/Resources/DataSheets/Prepreg-Data-Sheets/M101 eu.pdf

























Figure 4: 2D view of the studied cells. The fibers diameter df is constant and the length
Lk and height hk of the k × k–fiber cell are proportional to the number of fibers: L8 =
2L4 = 4L2 and h8 = 2h4 = 4h2. The thickness is constant for all the cells.
µm and h8 = 2h4 = 4h2 = 8 × 11.073 µm, which leads to 60% fiber volume
ratio. The thickness of the cells is t = 1.04 µm. The boundary conditions are
illustrated in Figure 5. The displacement of the right boundary is denoted
by um. As discussed by Coenen et al. [51, 52], traditional periodic boundary
conditions cannot be used to study localization in a cell as they would modify
the way such a localization occurs. In this paper we study a transverse failure
and it is reasonable to think that the crack should propagate in an average
direction perpendicular to the loading, in which case the boundary conditions
applied are consistent.
The Hulbert–Chung [59] time integration algorithm described in Section
3.1 is considered, with numerical dissipation in order to minimize the dynamic
effects7. The cells are transversely loaded in the X-direction at a constant
rate of 3 m/s, which is an optimum rate to obtain a quasi-static solution
in a reasonable computational time. The recourse to an explicit (dynamic)
scheme, even if a quasi-static solution is expected, is justified in order to











Figure 5: Description of the boundary conditions applied to the cells subjected to a
controlled microscale displacement um along X.
avoid the convergence problems induced by the introduction of cracks.
The cells are meshed with 4,437, 9,723 and 38,733 quadratic tetrahedra
for respectively the 2× 2, 4× 4 and 8× 8-fiber cells. Only one element layer
is considered on the thickness.
All the numerical results are presented and compared to the experimental

















Figure 6: Tensile stress–strain curve predicted with the considered elasto–plastic model
for the epoxy matrix. The linear response, the tensile strength, and the maximum tensile
strain given by the manufacturer are reported in dotted lines.
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Table 1: Material properties of the composite components. Dashed lines correspond to
manufacturer data.
Property of carbon fibers Value
Density ρ [kg/m3] 1750
Longitudinal Young’s modulus EL [GPa] 230
Transverse Young’s modulus ET [GPa] 40
Transverse Poisson ratio νTT [-] 0.20
Longitudinal-Transverse Poisson ration νLT [-] 0.256
Transverse shear modulus GTT [GPa] 16.7
Longitudinal-Transverse shear modulus GLT [GPa] 24
Property of epoxy matrix Value
Density ρ [kg/m3] 1000
Young’s modulus E [GPa] 3.2
Poisson ratio ν [-] 0.3
Initial yield stress σY [MPa] 25
Hardening modulus h [GPa] 7.1
The carbon fibers are assumed to be linear elastic and transversely iso-
tropic. Typical material constants for T300 carbon fibers are considered and
are reported in Table 1 [62, e.g ]. The cured epoxy matrix properties reported
by the manufacturer are a tensile modulus of 3.2 GPa and a tensile strength
of 83 MPa at 3.5% strain. By lack of elasto-plastic data a linear hardening
law
R(p) = hp , (26)
in terms of the equivalent plastic strain p, is considered with the material
properties reported in Table 1. The corresponding tensile stress–strain curve
of the epoxy matrix is illustrated on Figure 6, where the known manufacturer
data are also reported.
The properties of the cohesive model at the interfaces are taken from the
literature and reported in Table 2. The critical strength σc of the epoxy
is provided by the supplier. For the interface matrix / fiber, the resistance
is generally lower, and a value σc = 45MPa is chosen, as it will be shown
it predicts the correct strength of the composite material. A typical value
for the epoxy fracture energy GC is of the order of 100 J/m
2 [63, 64]. The
20
Table 2: Material properties of the interfaces.
Intra-epoxy property Value
Strength σc [MPa] 83
Critical energy release rate GC [J/m
2] 78
Fracture mode toughness ratio β [-] 0.87
Intra-carbon fiber property Value
Strength σc [MPa] 3600
Critical energy release rate GC [J/m
2] 100
Fracture mode toughness ratio β [-] 0.87
Epoxy/carbon fiber property Value
Strength σc [MPa] 45
Critical energy release rate GC [J/m
2] 100
Fracture mode toughness ratio β [-] 0.87
literature also reports values of a few hundreds J/m2 for fiber pull-out [65].
Therefore we choose arbitrarily a value of 78 J/m2 for the epoxy matrix,
slightly lower than the value of 100 J/m2 for the interface with the fibers. As
the fibers have a tensile strength provided by the suppliers much higher, the
values of GC has no influence on the results since only the transverse fracture
is studied and is thus chosen arbitrarily high. In order to avoid “blow–up”8
during the simulations a statistical distribution with 20% margin is used on
the cohesive strength σc as suggested in [66].
4.3. Experiments
The specimens were manufactured from 8 layers of the prepreg Hexply
M10.1/38%/UD300/HS (R). The prepreg was cured at 120o C during 60
min under an applied pressure of 0.4 MPa. The resulting thickness of the
specimen is 2.15 mm ± 0.02 mm. In order to test the transverse fracture
[90x]-laminated specimens were used for the tensile tests. Specimens were
cut from an autoclave consolidated UD laminate panel of 300 × 300 mm2
and their geometry schematic is shown in Figure 7. The direction of the
8“Blow–up” occurs when all the faces of one or many elements open at the same time in
which case these elements can become free. For example this could happen under uniform











Figure 7: Geometry schematics of the 90o tensile specimen (units in mm).The directions
of the fibers and of the loading are also reported.
fibers are also reported. To prevent gripping damage aluminum tabs were
glued at both extremities of each specimen. The static tensile tests were
carried out on a 1185 no H4573(ME002) Instran machine in displacement
control mode with a constant cross-head speed of 2 mm/min, according to
the specification of ISO-527-4 standard. The loading direction is illustrated
on Figure 7. Five specimens were used for the tensile tests up to fracture and
the strain was measured with a strain gauge. Finally the Young’s modulus
ET, failure strength σf , and strain εf in 90
o direction were obtained.
4.4. Results
Table 3: Apparent energy release rate.
Model Gmax − G|σf from Figure 8(e)
∫∞
0
t¯d∆ from Figure 11(b)
2× 2 fibers 121.63 J/m2 122.27 J/m2
4× 4 fibers 122.7 J/m2 121.8 J/m2
8× 8 fibers 121 J/m2 121.2 J/m2
During the numerical simulations the right boundary of the studied cells
is subjected to a X-displacement um and the reaction force fext is recorded.
Figures 8(a) and 8(b) present the evolution of the extracted stress (σk =
fext k/ (hktk), where hk and tk are respectively the height and thickness of the
k×k-fiber cell), with respect to the extracted strain (k = umk /Lk, where Lk is
the length of the k×k-fiber cell). In the previous equations and subsequently
the subscript “k” associated to fext and u
m (as well as ρD and G in the
following) refers to the respective k× k–fiber cell. The experimental results,
22

















(a) Stress vs. strain














































































(e) Energy release rate



















Figure 8: Results of the numerical simulations separated in three zones: zone I is the
elastic response, zone II is the damaging stage, and zone III corresponds to the crack
propagation stage. (a) and (b) Stress (σ)-strain (ε) curves extracted from the unit cells.
(c) and (d) Density of energy released during the process ρD. (e) and (f) Energy release
rate during the process G. The reported values are the deduced critical energy release
rates GC for the different cells.
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Figure 9: Distribution of stress along X (σXX) on the cells during the elastic process
(Stage I) at εXX = 0.11%.
with their deviations, are also reported on the curves. One can observe three
stages in the cell response:
• Zone I: Elastic stage. For deformations lower than 0.2% the response
is purely elastic. The results are independent of the cell size and match
the experimental results. Figure 9 represents the stress distribution in
the different cells at a 0.11%-strain state.
• Zone II: Damaging stage. Fibers debonding occurs for deformations
between 0.2% and about 1.2% and some energy is released due to this
debonding process. The dissipated energy density evolution ρD is re-
ported on Figure 8(c), with
ρD k =
Wext k −Kk −Wint k
Lkhktk
, (27)
where Lk, hk and tk are respectively the length, height and thickness of
the k×k-fiber cell, and where Wext k, Kk and Wint k are respectively the
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Figure 10: Distribution of stress along X (σXX) on the cells at strain softening onset (end
of Stage II). Displacements are magnified by 10.
work of external forces, the kinetic energy, and the work of the internal
forces. Clearly this energy density is similar for the different cell sizes
until the stress reaches 1.2%, which is the strain softening point9. At
that point a dominant crack has eventually formed in the matrix and
the stress reaches a maximum value σf . During the debonding pro-
cess associated to a damaging process an energy of about 248 kJ/m3
is released. During this stage the response in terms of strain is not
sensitive to the cell size. Figure 10 represents the stress distribution in
the different cells at σf .
• Zone III: Crack propagation stage. If the strain keeps increasing one
main crack propagates in the cell linking the debonding zones. During
this strain softening response no response could be measured during
the experiments as the samples tested have a size much larger than the
9Due to the numerical oscillations in the stress responses determining the softening
point from the stress vs strain curves is less accurate than from this divergence point
25



















(a) Surface traction vs Micro-
displacement

















(b) Surface traction vs Meso-
displacement
Figure 11: Extracted cohesive law. (a) Extracted surface traction t¯ vs displacement of the
cells umk . (b) Extracted traction t¯ vs extracted meso–displacement u
M
k following the work
of Verhoosel et al. [54].
critical opening of the cohesive zone, inducing an unstable fracture.
Figure 8(e) represents the evolution of the energy release rate G, which
is the energy released per unit cell area during the crack propagation
Gk =
Wext k −Kk −Wint k
hktk
. (28)
The differences of energy release rate between the softening point and
the end of the fracture process are extracted from Figure 8(e) for the
different cell sizes and converge to the apparent critical energy release
rate GC of the composite. Indeed, the values obtained for the different
cells are reported in Table 3, were it can be seen that the discrepancy
is lower than 2%. At the end of the process, the release energy rate
is independent with the cell sizes. However during that stage, the
response depends on the cell size. Indeed the strain-stress curves, see
Figure 8(a), and the stress evolution in terms of the cell boundary
displacement um, see Figure 11(a), depend on the cell size. In order
to extract a cohesive law from the micro–response on a studied cell
Verhoosel et al. [54] derived energetically consistent relations for quasi-
brittle solids which can be summarized as follows:

























Figure 12: Distribution of stress along X (σXX) on the cells during crack opening (Stage
III) at ∆ = 1µm. Displacements are magnified by 5.
where h and t are respectively the height and thickness of the cell.
2. The mesoscopic opening variation δuM can be deduced from the
microscopic boundary displacement δum following
δuM = δum − LG0 : eX ⊗ eX · δt¯− δum0 , (30)
where G0 is the elastic compliance tensor, L is the cell length, and
where
δum0 = L (G − G0) : eX ⊗ eX · δt¯ , (31)
accounts for the change in the compliance tensor G due to irre-
versible behaviors as plasticity.
In this paper we assume that the plastic deformations remain small and
we assimilate the fibers debonding prior to the strain softening onset
to a damaging process. With σf being the traction at strain softening
onset the compliance tensor at that stage can be computed from
LσfeX · G : eX ⊗ eX = um|σf , (32)
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(a) Sample
(b) Fracture section (c) Cross section
Figure 13: Microscopy imaging of a broken sample. (a) Sample. (b) View of the fractured
surface (sample center). (c) View of the composite cross section (sample center).
and the cohesive law t¯ vs uM can thus be deduced directly by projecting
in the X-direction the Equations (29-31). The results are reported in
Figure 11(b) where it can be seen that the curves coincide for the dif-
ferent cell sizes. Also the energy release rate GC during the meso–crack
opening, which corresponds to the area below the cohesive curve, is re-
ported in Table 3. The values obtained are close to the ones resulting
from the analysis of Figure 8(e), which justifies the analysis provided
herein. Finally Figure 12 represents the stress distribution for a macro
opening ∆ = 1 µm. The localization is clearly visible on this picture
and it can also be seen that the opening at debonding locations tends
to close due to the unloading process. For the 8×8–fiber cell the crack
is not yet complete through the section as two micro-cracks appear on
the top part for one at the bottom part. However at the end of the
fracture process only one dominant crack is totally opened (∆∗ > ∆c),
which explains why the extracted cohesive law t¯ vs uM is the same as
28
for the smaller cells.
Inglis et al. [8] have compared the mesoscale responses of plane–strain
composites obtained with a mean–field homogenization scheme accounting
for debonding and with an asymptotic expansion from finite element cells.
In the latter, RVEs with extrinsic cohesive laws at fiber–matrix interfaces are
studied. Although their material parameters are different, it is worth noting
that the responses they have obtained in Zone II and at the beginning of
Zone III qualitatively match our prediction. The main difference with our
prediction occurs in Zone III: in our model matrix cracking induces an almost
monotonic decrease of the mesoscopic response, while in their model the Zone
III exhibits a saw–tooth response with the debonding of inclusions of different
sizes corresponding to the different teeth, because ligament cracking is not
accounted for.
Finally the predicted fracture behavior, i.e. fibers debonding followed by
a crack propagation in the matrix, is assessed by microscopic imaging of the
fractured sample, see Figure 13(a). Figure 13(b) is a view parallel to the
fibers directly obtained from the fractured section and Figure 13(c) is a view
perpendicular to the fibers obtained after cutting the sample at its center.
Both pictures clearly show an important fiber debonding as well as a crack
propagation in the surrounding matrix.
5. Conclusions
In this work the hybrid DG/extrinsic cohesive law framework is extended
to the microscale study of composite materials failure. Toward this end
micro-structures of UD carbon-fiber reinforced epoxy matrix are discretized
using FE. The use of a DG method in combination with the cohesive law
presents relevant advantages. On the one hand the drawbacks of the classical
insertion of cohesive elements, i.e. either the difficulty of inserting them on–
the–fly with the extrinsic method or the modification of structure compliance
with the intrinsic method, are avoided. On the other hand an efficient parallel
implementation is possible which allows fine meshes to be used and thus
complex crack path to be captured.
The method is applied to study characteristic micro-volumes of different
sizes and thus of different fibers numbers. The irreversible response to the
transverse traction of the composite is found to exhibit two stages. Prior
to the strain softening onset the method captures the debonding process,
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which is assimilated to a damaging process. In particular the developed
framework predicts a density of dissipated energy resulting from the damage
(debonding) that is constant for the different studied cell sizes. During the
strain softening phase the initiation and propagation of a main micro–crack
is also captured. A corresponding mesoscale cohesive law, which follows the
strain softening onset, can then be extracted and is shown to converge for
different cell sizes. The predicted behavior is also compared to experimental
results obtained from laminate tests and is found to be in good agreement
prior to fracture.
The method is promising for future use in multi–scale computations, es-
pecially as it is shown that cells of reduced sizes can be used, although tests
for different loading and fiber orientations should be performed.
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Appendix A. Material models
Under large deformations the material model is based on the choice of
a strain measure and on the definition of an elastic potential of the work-
conjugate stress. In the DG weak form (20) the first Piola-Kirchhoff stress
tensor P is considered and its work conjugate-strain measure is the deforma-
tion gradient F, with J = det(F) > 0 its Jacobian.
Two different material behaviors are considered in this work: an aniso-
tropic hyperelastic model for the fibers and a J2-elastic-plastic model for
the matrix. The main equations of these two models are briefly recalled for
completeness.
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Appendix A.1. Carbon fiber - Transversely isotropic elastic material
A transversely isotropic elastic material is characterized by the following
parameters:
ET = E1 = E2 6= E3 = EL; νTT = ν12 = ν21 6= ν13 = ν23 = νTL;




where the subscript “3” refers to the fiber direction. Along this direction the
Poisson’s ratios are not symmetric but instead satisfy νij/Ei = νji/Ej (no
sums). The carbon fibers are modeled using a Neo-Hookean material, which
has a strain energy density Ψ dependent on the right Cauchy-Green tensor
C = FTF. Considering the transversely isotropic properties of the carbon
fibers the neo-Hookean potential Ψ = Ψiso + Ψtrn includes two parts. The




G12(I1 − 3)−G12lnJ + 1
2
λln2J , (A.2)
where I1 = tr(C), and where J
2 = det(C). The orthotropic transversely
isotropic component is obtained from a generalization of the model proposed
by Bonet and Burton [67]10, and reads
Ψtrn = [αtrn + 2βtrnlnJ + γtrn(I4 − 1)](I4 − 1)− 1
2
αtrn(I5 − 1) (A.3)
where I4 and I5 are the two new pseudo invariants of C expressed as
I4 = A ·C ·A and I5 = A ·C2 ·A , (A.4)
and where the unit vector A defines the main direction of orthotropy (fibers
direction) in the undeformed configuration.
The model parameters of Equations (A.2) and (A.3) are λ, G12, αtrn, βtrn,
10In the original model νTL = νTT , which is not acceptable for carbon fibers
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and γtrn and follow from the measured properties (A.1) as
λ =
ET (νTT + nν
2
TL)
m (1 + νTT)
, G12 =
ET
2 (1 + νTT)
,
αtrn = G12 −G3 ,
βtrn =
ET [nνTL (1 + νTT − νTL)− νTT]















The second Piola-Kirchhoff stress tensor S = 2 ∂Ψ
∂C
can then be obtained
by differentiating the expressions (A.2) and (A.3), leading to
S = λlnJC−1 +G12(I−C−1) + 2βtrn(I4 − 1)C−1 + 2[αtrn + 2βtrnlnJ +
2γtrn(I4 − 1)]A⊗A− αtrn(C ·A⊗A+A⊗C ·A) , (A.6)
and the first Piola-Kirchhoff stress tensor can readily be obtained from P =
FS.
Appendix A.2. Matrix material - J2-elastic-plastic material
For an elastic-plastic material, a multiplicative decomposition of the de-
formation gradient is assumed F = FeFp, where Fe and Fp are the elastic and
plastic parts of the deformation gradient, respectively. The material model







[lnCe]dev : [lnCe]dev , (A.7)
where K = E
3(1−2ν) and G =
E
2(1+ν)
are the bulk and shear moduli of the ma-
terial, and where [lnCe]dev is the deviatoric part of lnCe. The defined elastic
potential can only explicitly depends on the elastic deformation through the
elastic right Cauchy strain tensor Ce = FeTFe. One can thus derive the
first Piola-Kirchhoff stress tensor P = 2F ∂Ψ
∂C
and the Cauchy stress tensor
σ = J−1PFT








where p′ = (KlnJ)/J is the pressure, and where the second term on the
right hand side of Equation (A.8) is the deviatoric part of the Cauchy stress,





σdev : σdev required to solve the J2-flow theory. The plastic flow
Fpn+1 = exp (4pNp) Fpn , (A.9)
is solved using a standard radial return mapping, where p is the equivalent





lated from the elastic predictor. More details can be found in the framework
proposed by Cuitin˜o and Ortiz [68].
Appendix B. Formulation of the finite element forces
For a volume element, the inertial forces, internal bulk forces and external




















where Mab is the mass matrix. Practically we consider 10-node quadratic
elements integrated with 4 Gauss points.
The interface forces arising from the DG/CZM formulation are evaluated
from the shape functions N+a and N
−
a of the + and − elements sharing the
same interface and the same nodes a, although the degrees of freedom at
the same node for the two elements are distinct. This is a particularity of
the presented implementation, which duplicates the degrees of freedom at
a common node instead of duplicating the nodes at common interfaces as
this is usually done for cohesive methods. Therefore the expression of the
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αt¯− (JNbubK)N±a ds . (B.4)
In the integration above the shape functions Na explicitly used are the ones
of the volume elements and they are evaluated at the integration points of
the interface elements. Due to the symmetrization terms all the nodes of the
2 neighboring tetrahedra have force contributions, and not only the nodes
of the common interface. The evaluation of (B.4) requires a full 6-point
integration at the interface element in order to avoid spurious penetration
modes as shown in [42].
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