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ABSTRACT
We perform a tomographic baryon acoustic oscillations (BAOs) analysis using the two-
point galaxy correlation function measured from the combined sample of Baryon Oscillation
Spectroscopic Survey Data Release 12 (BOSS DR12), which covers the redshift range of
0.2 < z < 0.75. Upon splitting the sample into multiple overlapping redshift slices to ex-
tract the redshift information of galaxy clustering, we obtain a measurement of DA(z)/rd and
H(z)rd at nine effective redshifts with the full covariance matrix calibrated using MultiDark-
Patchy mock catalogues. Using the reconstructed galaxy catalogues, we obtain the precision
of 1.3–2.2 per cent for DA(z)/rd and 2.1–6.0 per cent for H(z)rd. To quantify the gain from the
tomographic information, we compare the constraints on the cosmological parameters using
our nine-bin BAO measurements, the consensus three-bin BAO and redshift space distortion
measurements at three effective redshifts in Alam et al., and the non-tomographic (one-bin)
BAO measurement at a single effective redshift. Comparing the nine-bin with one-bin con-
straint result, it can improve the dark energy Figure of Merit by a factor of 1.24 for the
Chevallier–Polarski–Linder parametrization for equation-of-state parameter wDE. The errors
of w0 and wa from nine-bin constraints are slightly improved when compared to the three-bin
constraint result.
Key words: dark energy – distance scale.
1 IN T RO D U C T I O N
The accelerating expansion of the Universe was discovered by the
observation of Type Ia supernovae (Riess et al. 1998; Perlmutter
et al. 1999). Understanding the physics of the cosmic acceleration
is one of the major challenges in cosmology. In the framework of
general relativity (GR), a new energy component with a negative
pressure, dubbed dark energy (DE), can be the source driving the
cosmic acceleration. Observations reveal that the DE component
dominates the current Universe (Weinberg et al. 2013). However,
 E-mail: ytwang@nao.cas.cn (YW); gbzhao@nao.cas.cn (G-BZ)
the nature of DE remains unknown. Large cosmological surveys,
especially for galaxy redshift surveys, can provide key observational
support for the study of DE.
Galaxy redshift surveys are used to map the large-scale structure
of the Universe, and extract the signal of baryon acoustic oscil-
lation (BAO). The BAO, produced by the competition between
gravity and radiation due to the couplings between baryons and
photons before the cosmic recombination, leave an imprint on the
distribution of galaxies at late times. After the photons decouple,
the acoustic oscillations are frozen and correspond to a charac-
teristic scale, determined by the comoving sound horizon at the
drag epoch, rd ∼ 150 Mpc. This feature corresponds to an excess
in the two-point correlation function, or a series of wiggles in
C© 2017 The Authors
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the power spectrum. The acoustic scale is regarded as a standard
ruler to measure the cosmic expansion history, and to constrain
cosmological parameters (Eisenstein et al. 2005). If assuming an
isotropic galaxy clustering, the combined volume distance, DV(z)
≡ [cz(1 + z)2DA(z)2H−1(z)]1/3, where H(z) is the Hubble parameter
and DA(z) is the angular diameter distance, can be measured us-
ing the angle-averaged two-point correlation function, ξ 0(s) (Eisen-
stein et al. 2005; Kazin et al. 2010; Beutler et al. 2011; Blake
et al. 2011) or power spectrum P0(k) (Tegmark et al. 2006; Percival
et al. 2007; Reid et al. 2010). However, in principle the clustering
of galaxies is anisotropic, the BAO scale can be measured in the
radial and transverse directions to provide the Hubble parameter,
H(z), and angular diameter distance, DA(z), respectively. As pro-
posed by Padmanabhan & White 2008, the ‘multipole’ projection
of the full 2D measurement of power spectrum, P(k), were used
to break the degeneracy of H(z) and DA(z). This multipole method
was applied into the correlation function (Chuang & Wang 2012,
2013; Xu et al. 2013). Alternative ‘wedge’ projection of correlation
function, ξμ(s), was used to constrain parameters, H(z) and DA(z)
(Kazin, Sa´nchez & Blanton 2012; Kazin et al. 2013). In Anderson
et al. (2014), the anisotropic BAO analysis was performed using
these two projections of correlation function from SDSS-III Baryon
Oscillation Spectroscopic Survey (BOSS) DR10 and DR11
samples.
The BOSS (Dawson et al. 2013), which is part of SDSS-III
(Eisenstein et al. 2011), has provided the Data Release 12 (Alam
et al. 2015). With a redshift cut, the whole samples are split into the
‘low-redshift’ samples (LOWZ) in the redshift range 0.15< z< 0.43
and ‘constant stellar mass’ samples (CMASS) in the redshift range
0.43 < z < 0.7. Using these catalogues, the BAO peak position was
measured at two effective redshifts, zeff = 0.32 and zeff = 0.57, in
the multipoles of correlation function (Cuesta et al. 2016) or power
spectrum (Gil-Marı´n et al. 2016). Chuang et al. (2016) proposed to
divide each sample of LOWZ and CMASS into two independent
redshift bins, thus to test the extraction of redshift information from
galaxy clustering. They performed the measurements on BAO and
growth rate at four effective redshifts, zeff = 0.24, 0.37, 0.49 and
0.64 (Chuang et al. 2016).
The completed data release of BOSS will provide a combined
sample, covering the redshift range from 0.2 to 0.75. The sample is
divided into three redshift bins, i.e., two independent redshift bins,
0.2 < z < 0.5 and 0.5 < z < 0.75, and an overlapping redshift bin,
0.4 < z < 0.6. The BAO signal is measured at the three effective
redshifts, zeff = 0.38, 0.51 and 0.61 using the configuration-space
correlation function (Vargas-Magan˜a et al. 2016; Ross et al. 2017)
or Fourier-space power spectrum (Beutler et al. 2017a).
As the tomographic information of galaxy clustering is important
to constrain the property of DE (Salazar-Albornoz et al. 2014; Zhao
et al. 2017a), we will extract the information of redshift evolution
from the combined catalogue as much as possible. To achieve this,
we adopt the binning method. The binning scheme is determined
through the forecasting result using Fisher matrix method. We
split the whole sample into nine overlapping redshift bins to make
sure that the measurement precision of the isotropic BAO signal is
better than 3 per cent in each bin. We perform the measurements on
the an/isotropic BAO positions in the nine overlapping bins using
the correlation functions of the pre- and post-reconstruction cat-
alogues. To test the constraining power of our tomographic BAO
measurements, we perform the fitting of cosmological parameters.
The analysis is part of a series of papers analysing the clustering
of the completed BOSS DR12 (Alam et al. 2016; Chuang et al. 2016;
Salazar-Albornoz et al. 2017; Vargas-Magan˜a et al. 2016; Beutler
Figure 1. The overlapping histograms in different colours are the average
number densities in nine redshift bins, which is used to do the forecasts. The
solid lines are the number densities for the NGC/SGC samples.
et al. 2017a,b; Grieb et al. 2017; Ross et al. 2017; Sa´nchez et al.
2017a,b; Zhao et al. 2017b). The same tomographic BAO analysis
is performed using galaxy power spectrum in Fourier space (Zhao
et al. 2017b). Another tomographic analysis is performed using
the angular correlation function in many thin redshift shells and
their angular cross-correlations in the companion paper, Salazar-
Albornoz et al. (2017), to extract the time evolution of the clustering
signal.
In Section 2, we introduce the data and mocks used in this pa-
per. We present the forecast result in Section 3. In Section 4, we
describe the methodology to measure the BAO signal using multi-
poles of correlation function. In Section 5, we constrain cosmologi-
cal models using the BAO measurement from the post-reconstructed
catalogues. Section 6 is devoted to the conclusion. In this paper, we
use a fiducial CDM cosmology with the parameters: m = 0.307,
bh2 = 0.022, h = 0.6777, ns = 0.96, σ 8 = 0.8288. The comoving
sound horizon in this cosmology is rfidd = 147.74 Mpc.
2 DATA A N D M O C K S
We use the completed catalogue of BOSS DR12, which covers the
redshift range from 0.2 to 0.75. In the North Galactic Cap (NGC),
864 923 galaxies over the effective coverage area of 5923.90 deg2
are observed and the South Galactic Cap (SGC) contains 333 081
with the effective coverage area of 2517.65 deg2. The volume den-
sity distribution from observation is shown in solid curves of Fig. 1.
In order to correct for observational effects, the catalogue is
given a set of weights, including weights for the redshift failure,
wzf, close pair due to fibre collisions, wcp and for systematics, wsys.
In addition, the FKP weight to minimize the variance in the cluster-
ing measurement combining regions (Feldman, Kaiser & Peacock
1994) is added
wFKP = 11 + n(z)P0 , (1)
where n(z) is the number density of galaxies, and P0 is set to
10 000 h−3 Mpc3. Thus each galaxy is counted by adding a total
weight as below
wtot = wFKPwsys(wcp + wzf − 1). (2)
The details about the observational systematic weights are described
in Ross et al. (2017).
The correlation function is measured by comparing the galaxy
distribution to a randomly distributed catalogue, which is recon-
structed with the same radial selection function as the real catalogue,
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but without clustering structure. We use a random catalogue con-
sisting of 50 times random galaxies of the observed sample.
During the cosmic evolution, nonlinear structure formation and
redshift space distortions (RSD) can weaken the significance of the
BAO peak thus degrade the precision of BAO measurements. The
BAO signal can be boosted to some extent by the reconstruction
procedure, which effectively moves the galaxies to the positions as
if there was no RSD and nonlinear effects (Eisenstein et al. 2007b).
We will also present BAO measurements using the catalogue, which
is reconstructed through the reconstruction algorithm as described
in Padmanabhan et al. (2012).
Mock galaxy catalogues are required to determine the data co-
variance matrix, and to test the methodology. We use the MultiDark-
Patchy mock catalogues (Kitaura et al. 2016). The mock catalogues
are constructed to match the observed data on the angular selection
function, redshift distribution and clustering statistics (e.g. two-
point and three-point correlation functions). We utilize 2045 mock
catalogues for the pre-reconstruction, and 1000 mocks for the post-
reconstruction. We perform the measurement for each mock cata-
logue, then estimate the covariance matrix of data correlation func-
tion using the method proposed in Percival et al. (2014).
3 BAO FOR ECASTS
We first determine the binning scheme through the Fisher matrix
method. We use the Fisher matrix formulae for predicting the BAO
distance parameters in (Tegmark 1997; Seo & Eisenstein 2007).
Starting with the galaxy power spectrum, P(k, μ), the Fisher matrix
is
Fij =
∫ 1
−1
∫ kmax
kmin
∂ ln P (k, μ)
∂pi
∂ ln P (k, μ)
∂pj
Veff (k, μ)k
2 dkdμ
8π2
,
 Vsur
∫ 1
−1
dμ
∫ kmax
kmin
∂ ln Pb(k, μ)
∂pi
∂ ln Pb(k, μ)
∂pj
·
[
nb(z)2(1 + βμ2)2P linm (k, z)
nb(z)2(1 + βμ2)2P linm (k, z) + 1
]2
k2dk
8π2
(3)
where Pb(k, μ) denotes the power spectrum containing the BAO
feature (Seo & Eisenstein 2007), b(z) is the bias factor, β is the linear
redshift distortion parameter, P linm (k, z) is the linear matter power
spectrum at redshift z and pi are the parameters to be estimated.
Here, we set kmin = 2π/V 1/3sur h Mpc−1 and kmax = 0.3 h Mpc−1.
In order to ensure that the isotropic BAO measurement precision
in each bin is better than 3 per cent, we split the whole redshift
range, i.e. [0.2, 0.75] into nine overlapping bins. The width of the
first and last bins is 0.19, and other bins have the same bin width,
i.e. z = 0.15.
In Table 1, we present the nine overlapping redshift ranges, the
effective redshifts and numbers of the samples in the NGC and SGC.
In Fig. 1, the overlapping histograms denote the average number
density in each bin.
Combining the results of NGC and SGC samples as
FNGC+SGCij = FNGCij + F SGCij , (4)
we present the forecast result on the precision of the BAO distance
parameters, including the angular diameter distance DA(z), Hubble
parameter H(z) and volume distance DV(z) in Table 2. It is seen
that the isotropic BAO prediction in each bin can reach, σDV /DV <
3 per cent. With the ‘50 per cent’ reconstructed efficiency, which
means that the nonlinear damping scales, ⊥ and ‖, are reduced
Table 1. The nine overlapping redshift bins, the effective redshift and the
number of samples in each bin.
z bins zeff NGC SGC
0.20 < z < 0.39 0.31 208 517 89 242
0.28 < z < 0.43 0.36 194 754 81 539
0.32 < z < 0.47 0.40 230 388 93 825
0.36 < z < 0.51 0.44 294 749 115 029
0.40 < z < 0.55 0.48 370 429 136 117
0.44 < z < 0.59 0.52 423 716 154 486
0.48 < z < 0.63 0.56 410 324 149 364
0.52 < z < 0.67 0.59 331 067 121 145
0.56 < z < 0.75 0.64 243 763 91 170
Table 2. The forecast results on the BAO distance parameters without
reconstruction (and ‘50 per cent’ reconstruction) using the combination of
NGC and SGC samples.
zeff σDA/DA σH/H σDV /DV
0.31 0.0289 (159) 0.0705 (309) 0.0236 (114)
0.36 0.0281 (159) 0.0681 (307) 0.0229 (113)
0.40 0.0254 (145) 0.0616 (281) 0.0207 (104)
0.44 0.0226 (130) 0.0553 (253) 0.0185 (093)
0.48 0.0203 (118) 0.0502 (230) 0.0167 (085)
0.52 0.0188 (110) 0.0464 (214) 0.0155 (079)
0.56 0.0180 (108) 0.0441 (208) 0.0147 (077)
0.59 0.0183 (113) 0.0436 (214) 0.0147 (080)
0.64 0.0187 (122) 0.0418 (222) 0.0144 (085)
Figure 2. The 68 and 95 per cent CL contour plots of the transverse and
radial distance parameters, DA(z) and H(z), in nine redshift bins are shown
one by one from left to right. The upper panel shows the result without
the reconstruction, and the lower panel is the result with ‘50 per cent’
reconstructed efficiency.
by a factor 0.5 and there is the remaining 50 per cent nonlinearity,
the isotropic BAO precision is within 0.8–1.2 per cent.
The predictions on the precision of anisotropic BAO parame-
ters are within 1.8–2.9 per cent for the angular diameter distance
and 4.2–7.1 per cent for the Hubble parameter without the recon-
struction. Considering the ‘50 per cent’ reconstruction, the best
prediction can reach 1.1 per cent for DA(z) and 2.1 per cent for H(z).
The contour plot of DA(z) and H(z) within 2σ error is displayed in
Fig. 2, where the black points are the fiducial values. The upper
panel in Fig. 2 shows the forecast result without reconstruction, and
the lower panel presents the ‘50 per cent’ reconstructed result.
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4 BAO MEA SUREMENTS
4.1 The estimator for the two-pt correlation function
We measure the correlation function of the combined sample using
the Landy & Szalay (1993) estimator:
ξ (s, μ) = DD(s, μ) − 2DR(s, μ) + RR(s, μ)
RR(s, μ) , (5)
where DD, DR and RR are the weighted data–data pair counts,
data–random pair counts and random–random pair counts with the
separation, s, and the cosine of the angle of the pair to the line of
sight, μ.
The multipole projections of the correlation function can be cal-
culated through
ξl(s) = 2l + 12
∫ 1
−1
dμ ξ (s, μ)L(μ), (6)
where L(μ) is the Legendre polynomial.
We also measure the correlation function of the reconstructed
catalogue using the Landy & Szalay (1993) estimator:
ξ (s, μ) = DD(s, μ) − 2DS(s, μ) + SS(s, μ)
RR(s, μ) , (7)
here we used the shifted data and randoms for DD, DS and SS.
The measured monopole and quadrupole of correlation function
from the pre-reconstruction data and mocks in each redshift bin are
shown in the left-hand panel of Fig. 3 and the post-reconstruction
measurement results are shown in the right-hand panel of Fig. 3,
where the red squares with 1σ error bar are the measurements of
monopole from data. The red shaded regions correspond to the
standard deviation from the mocks around the average. The blue
points with 1σ error bar are the data measurements of quadrupole,
and the blue shaded regions denote the average with a standard
deviation from the mocks.
The 2D correlation functions measured in nine redshift bins using
the pre-reconstructed and post-reconstructed catalogues are plotted
in Fig. 4, where the BAO ring in each redshift slice is visualized.
As expected, the BAO ring becomes clear after reconstruction.
Figure 3. The measured monopole and quadrupole of correlation function using the pre-reconstructed catalogue (left-hand panel) and post-reconstructed
catalogue (right-hand panel) in each redshift bin: in each panel, the red square with 1σ error bar is the measured monopole and the red shaded band is the
average of monopoles from mocks with a standard deviation. The blue point with 1σ error bar is the measured quadrupole and the blue shaded band is the
average of quadrupoles from mocks with a standard deviation. The solid lines show the fitting results.
Figure 4. The 2D pre-reconstruction correlation functions (left-hand panel) and post-reconstruction correlation functions (right-hand panel) in nine redshift
bins, which is assembled using the measured monopole and quadrupole from the NGC and SGC samples, i.e. ξ (s, μ) = ξ0(s)L0(μ) + ξ2(s)L2(μ), here s‖ = sμ
and s⊥ = s
√
1 − μ2.
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4.2 The template
The isotropic BAO position is parametrized by the scale dilation
parameter,
α ≡ DV (z)rd,fid
DfidV (z)rd
. (8)
We adopt the template for the correlation function in the isotropic
case (Eisenstein, Seo & White 2007a)
ξmod(s) =
∫
k2dk
2π2
P moddw (k)F (k,s)j0(ks), (9)
where the damping term is given by
F (k,s) = 1(1 + k22s /2)2
. (10)
Here, we set the parameter s = 4 h−1 Mpc, which is the same
as used in Ross et al. (2017). The de-wiggled power spectrum,
P moddw (k), is given by
P moddw (k) = P nw(k) +
[
P lin(k) − P nw(k)] e− 12 k22nl , (11)
where Pnw(k) is the ‘no-wiggle’ power spectrum, where the BAO
feature is erased, which is obtained using the fitting formulae in
Eisenstein & Hu (1998). The linear power spectrum Plin(k) is cal-
culated by CAMB1 (Lewis, Challinor & Lasenby 2000). nl in the
Gaussian term is a damping parameter.
Then, allowing an unknown bias factor Bξ , which rescales the
amplitude of the input template, the correlation function is given
by
ξfit(s) = B2ξ ξmod(αs) + Aξ (s), (12)
which includes the polynomial terms for systematics
Aξ (s) = a1
s2
+ a2
s
+ a3. (13)
Before doing the fitting, we normalize the model to the data
at the scale s = 50 h−1 Mpc, as done in Xu et al. (2013) and
Anderson et al. (2014). While performing the fitting, we add a
Gaussian prior on log(B2ξ ) = 0 ± 0.4 (Xu et al. 2013; Anderson
et al. 2014). So in the isotropic case, we have five free parameters,
i.e. [log(B2ξ ), α, a1, a2, a3].
The BAO feature can be measured in both the transverse and
line-of-sight directions. This can be parametrized by α⊥ and α||,
respectively
α⊥ = DA(z)r
fid
d
DfidA (z)rd
, α‖ = H
fid(z)rfidd
H (z)rd
. (14)
The anisotropic correlation function is modelled as a transform of
the 2D power spectrum,
P (k, μ) = (1 + βμ2)2F (k, μ,s)Pdw(k, μ), (15)
where the (1 + βμ2)2 term corresponds to the Kaiser model for
large-scale RSD (Kaiser 1987). For the reconstruction, this term
is replaced by [1 + βμ2(1 − S(k))]2 with the smoothing, S(k) =
e−k
22r /2 and r = 15 h−1 Mpc (Seo et al. 2016). The term
F (k, μ,s) = 1(1 + k2μ22s /2)2
(16)
1 http://camb.info
is introduced to model the small-scale FoG effect. The 2D de-
wiggled power spectrum, compared to equation (11), becomes
Pdw(k, μ) = [Plin(k) − Pnw(k)]
× exp
[
− k
2μ22‖ + k2(1 − μ2)2⊥
2
]
+ Pnw(k),
(17)
here the Gaussian damping term is also anisotropic. ‖ and ⊥ are
the line-of-sight and transverse components ofnl, i.e.2nl = (2‖ +
22⊥)/3. Here, we set ‖ = 4 h−1 Mpc and ⊥ = 2.5 h−1 Mpc for
the post-reconstruction and ‖ = 10 h−1 Mpc and ⊥ = 6 h−1 Mpc
for the pre-reconstruction (Ross et al. 2017).
Given the 2D power spectrum P(k, μ), which can be decomposed
into Legendre moments, then the multipoles of power spectrum are
P(k) = 2 + 12
∫ 1
−1
P (k, μ)L(μ) dμ, (18)
which can be transformed to the multipoles of correlation function
by
ξ(s) = i

2π2
∫
k2P(k)j(ks) dk. (19)
Using the Legendre polynomials, we have
ξ (s, μ) =
∑

ξ(s)L(μ). (20)
Then the model multipoles of correlation function are
ξ(s, α⊥, α‖) = 2 + 12
∫ 1
−1
ξ (s ′, μ′)L(μ) dμ, (21)
where s ′ = s
√
μ2α2‖ + (1 − μ2)α2⊥ and μ′ = μα‖
/
√
μ2α2‖ + (1 − μ2)α2⊥ are the separation between two galax-
ies and the cosine of the angle of the pair to the line of sight in the
true cosmology, respectively.
In addition, we use a bias parameter B0 to adjust the amplitude
of the input template and include the model for systematics using
the polynomial terms
A(s) = a,1
s2
+ a,2
s
+ a,3. (22)
So we fit the data using the model multipoles
ξmod0 (s) = B0ξ0(s, α⊥, α‖) + A0(s), (23)
ξmod2 (s) = ξ2(s, α⊥, α‖) + A2(s). (24)
As in the isotropic case, the monopole template is normalized to the
measurement at s = 50 h−1 Mpc. So in the anisotropic case, we have
10 free parameters, i.e. [α⊥, α||, log(B20 ), β, a,1−3]. While perform-
ing the fitting, a Gaussian prior on log(B20 ) = 0 ± 0.4 is applied. We
also add a Gaussian prior for the RSD parameter, i.e. β = 0.4 ± 0.2
(Anderson et al. 2014).
4.3 Covariance matrix
When fitting the BAO parameters, p, we use the MCMC to search
for the minimum χ2,
χ2(p) ≡
,′∑
i,j
[
ξ th (si , p) − ξ(si)
]
F,
′
ij
[
ξ th′ (sj , p) − ξ′ (sj )
]
.
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Figure 5. The correlation matrix for cases of pre-reconstruction (left-hand panel) and post-reconstruction (right-hand panel). For each block in each panel,
we show correlation for 20 bins linearly even spaced in separation s between 50 and 150 Mpc h−1.
where F,
′
ij is the inverse of the covariance matrix, C
,′
ij , which is
estimated using mock catalogues,
C,
′
ij =
1
N − 1
∑
k
[
ξk (si) − ¯ξ(si)
] [
ξk′ (sj ) − ¯ξ′ (sj )
]
, (25)
where the average multipoles is given by
¯ξ(si) = 1
N
∑
k
ξ k (si), (26)
here N is the number of mocks: N = 2045 in the pre-reconstruction
case and N = 1000 in the post-reconstruction case. The unbiased
estimation for the inverse covariance matrix is given by
C˜−1ij =
N − Nb − 2
N − 1 C
−1
ij . (27)
where Nb is the number of the scale bins. In order to include the
error propagation from the error in the covariance matrix into the
fitting parameters (Percival et al. 2014), we rescale the covariance
matrix, C˜ij , by
M =
√
1 + B(Nb − Np)
1 + A + B(Np + 1) (28)
here Np is the number of the fitting parameters, and
A = 2(N − Nb − 1)(N − Nb − 4) , (29)
B = N − Nb − 2(N − Nb − 1)(N − Nb − 4) . (30)
The correlation matrices, which are the normalized covariance
matrices so that all the diagonal elements are unity, for the pre-
reconstruction and post-reconstruction in each redshift bin are plot-
ted in the left- and right-hand panel of Fig. 5, respectively. As shown,
there is less auto-correlation of multipoles and cross-correlation be-
tween multipoles for the post-reconstruction case.
5 T E S T S O N M O C K C ATA L O G U E S
We present the mock tests for the BAO analysis using 1000
pre-reconstructed and post-reconstructed mocks. We perform the
isotropic and anisotropic BAO measurements using each individual
mock catalogue in both cases. The results are shown in Table 3,
where we list the average of fitting value from each mock, standard
derivations and the average of 1σ error for the parameters, α, α⊥
and α‖. The fiducial cosmology we use here corresponds to the in-
put cosmology of the mocks, therefore we expect that the average
values of parameters α, α⊥ and α‖ are equal to 1.
Our recovered parameter values in nine redshift bins are well
consistent with the input cosmology. For the isotropic results, we
find that the greatest bias in α for the pre-reconstruction result
is less than 0.4 per cent, and is less than 0.2 per cent in the post-
reconstruction case. The 1D distribution of the parameter α from
mocks is shown in the histograms of Fig. 6, where the blue his-
tograms are the pre-reconstruction results, and the red histograms
are the post-reconstruction results. As expected, the BAO signals
measured from the post-reconstructed mocks are more significant,
as shown in the scatter plots of Fig. 7, where each point in the
plot corresponds to the 1σ error value from each pre- and post-
reconstructed mock. For the anisotropic results, on average the bi-
ases in the anisotropic parameters are less than 0.5 per cent. We dis-
play the 1D distributions of the parameters, α⊥ and α‖ from mocks
in the histograms of Fig. 8. The scatter plots for the parameters, α⊥
and α‖ are shown in Fig. 9.
6 R ESULTS
6.1 Isotropic BAO measurements
The correlation functions are measured with the bin width of 5
h−1 Mpc, as shown in Fig. 3. We perform the fitting in the range
50–150 h−1 Mpc.
We present the constraints on the isotropic BAO scale in all
redshift bins in Table 4. Using the values of DfidV (z)/rfidd for the
fiducial cosmology, we derive the constraint on DV(z)/rd, as listed
in the last two columns of Table 4. The measurement preci-
sion on DV(z)/rd from the pre-reconstruction catalogue can reach
1.8–3.3 per cent. For the post-reconstruction, the precision is im-
proved to be 1.1–1.8 per cent.
The improvement on the measurement precision of α after recon-
struction can be seen in Fig. 10, where we show our tomographic
measurements in terms of the redshift in blue squares. The pre-
reconstruction constraints are plotted in upper panel, and the lower
panel shows the result after reconstruction.
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Table 3. The statistics of the isotropic and anisotropic BAO fittings using the pre-reconstructed and post-reconstructed mocks. 〈α〉, 〈α⊥〉 and 〈α‖〉 are the
average of the fitting mean value from each mock. Sα , Sα⊥ and Sα‖ are the standard derivation of the parameters α, α⊥ and α‖, respectively. 〈σα〉, 〈σα⊥〉 and
〈σα‖ 〉 correspond to the average of 1σ error of these three parameters from each mock.
zeff 〈α〉 Sα 〈σα〉 〈χ2〉/dof 〈α⊥〉 Sα⊥ 〈σα⊥〉 〈α‖〉 Sα‖ 〈σα‖ 〉 〈χ2〉/dof
Pre-reconstruction
0.31 0.996 0.033 0.036 15.1/15 0.997 0.042 0.044 0.992 0.064 0.078 30.3/30
0.36 0.997 0.031 0.034 15.1/15 0.995 0.040 0.043 0.995 0.064 0.077 30.3/30
0.40 1.000 0.029 0.031 15.0/15 0.998 0.038 0.039 0.996 0.064 0.073 30.2/30
0.44 1.001 0.024 0.027 15.2/15 0.999 0.033 0.034 0.998 0.061 0.068 30.3/30
0.48 1.003 0.022 0.024 15.2/15 0.999 0.030 0.030 1.003 0.061 0.062 30.2/30
0.52 1.002 0.021 0.022 15.2/15 0.999 0.028 0.029 1.001 0.059 0.060 30.1/30
0.56 1.002 0.020 0.022 15.1/15 0.998 0.029 0.029 1.003 0.058 0.059 29.9/30
0.59 1.001 0.021 0.023 15.4/15 0.998 0.031 0.031 1.001 0.059 0.061 30.3/30
0.64 1.002 0.022 0.025 15.4/15 0.999 0.033 0.034 1.000 0.059 0.062 30.5/30
Post-reconstruction
0.31 0.999 0.019 0.021 15.2/15 0.993 0.028 0.027 0.998 0.049 0.050 29.7/30
0.36 0.999 0.018 0.021 15.2/15 0.992 0.028 0.026 0.998 0.050 0.049 29.7/30
0.40 0.999 0.017 0.019 15.2/15 0.994 0.026 0.025 0.999 0.048 0.045 29.8/30
0.44 0.999 0.015 0.016 15.2/15 0.994 0.022 0.021 1.001 0.040 0.038 30.0/30
0.48 1.001 0.013 0.015 15.2/15 0.995 0.019 0.018 1.003 0.036 0.035 30.1/30
0.52 1.001 0.013 0.014 15.3/15 0.996 0.017 0.017 1.005 0.034 0.032 30.1/30
0.56 1.002 0.012 0.013 15.3/15 0.995 0.018 0.017 1.006 0.034 0.032 30.1/30
0.59 1.001 0.013 0.014 15.3/15 0.996 0.019 0.019 1.003 0.037 0.035 29.9/30
0.64 1.001 0.015 0.017 15.2/15 0.995 0.022 0.022 1.004 0.040 0.040 29.9/30
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Figure 6. The 1D distribution of the parameter α from the pre-reconstructed
mock catalogue (blue histograms), galaxy catalogue (blue curves) and from
the post-reconstructed mock catalogue (red histograms), galaxy catalogue
(red curves).
Since our redshift slices are highly correlated within the over-
lapping range, which is visualized in Fig. 1, it is important to
determine the correlations between redshift slices. We repeat the
fitting on BAO parameter using each mock measurement, derive
the covariance matrix between the ith z bin and jth z bin using Cij
≡ 〈αiαj〉 − 〈αi〉〈αj〉, then calculate the correlation coefficient with
rij = Cij /
√
CiiCjj . The normalized correlations of α between red-
shift slices, i.e. α(zi), i = 1, ..., 9 for the post-reconstruction are
plotted in the left-hand panel of Fig. 11. It is seen that each bin is
correlated to the three redshift bins next to it.
6.2 Anisotropic BAO measurements
We present the fitting result on the anisotropic BAO parameters in
Table 5 before and after reconstruction. Our measurements on α⊥
and α‖ are plotted in terms of redshift in blue squares of Fig. 12.
Figure 7. The scatter plot of error of α using pre- and post-reconstruction
mock catalogue. Each magenta point denotes the 1σ error of α from each
mock (totally 1000 mocks) and the cross (blue) is the error measured by
data.
Based on the input fiducial values for DfidA /rfidd and H fidrfidd , we
can obtain the constraints on the transverse and radial distance
parameters, DA(z)/rd and H(z)rd, as listed in Table 6. The mea-
surement precisions are within 2.3–3.5 per cent for DA(z)/rd and
3.9–8.1 per cent for H(z)rd before the reconstruction. Using the
reconstructed catalogues, the precisions are improved, which can
reach 1.3–2.2 per cent for DA(z)/rd and 2.1–6.0 per cent for H(z)rd.
We determine the correlations between overlapping redshift slices
using the measurements from mock catalogue. The calculation pro-
cedure has described in Section 6.1. The normalized correlated ma-
trix of the parameters, [α⊥(z1), α‖(z1), ..., α⊥(z9), α‖(z9)], between
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Figure 8. The 1D distributions of the parameters α⊥ (left-hand panel) and α|| (right-hand panel) from the pre-reconstructed mock catalogue (blue histograms),
galaxy catalogue (blue curves) and from the post-reconstructed mock catalogue (red histograms), galaxy catalogue (red curves).
Figure 9. The scatter plots of errors of α⊥ (left-hand panel) and α|| (right-hand panel) using pre- and post-reconstruction mock catalogue. Each magenta point
denotes the 1σ error from each mock (totally 1000 mocks) and the cross (blue) is the error measured by data.
different redshift slices for the post-reconstruction are plotted in the
right-hand panel of Fig. 11.
6.3 Result comparisons
Compared to the Fisher forecast presented in Table 2, the uncertainty
on the BAO parameters derived from mocks and data (in Tables 3–5)
are generally larger due to the following reasons.
(i) In the Fisher forecast, the probability distribution function
(PDF) of parameters are assumed to be Gaussian. However, the
PDF for BAO parameters are known to be highly non-Gaussian
(Alam et al. 2016), which can in principle dilute the constraints;
(ii) In the Fisher forecast process presented in Section 3, the
effects of systematics of observations, including the seeing, extinc-
tion, airmass and so on, which are inevitable in the actual obser-
vation and BAO measurements, are not taken into account. These
effects are accounted for using the ‘systematic weights’ in the ac-
tual data catalogue. We also removed the broad-band shape of the
correlation function by marginalizing over the coefficients of the
polynomials (see discussions in Section 4.2) to account for other
systematic effects. All these can downgrade the BAO constraints in
general.
We compare our pre-reconstructed results on the isotropic and
anisotropic BAO parameters with the tomographic measurements
using the power spectrum in Fourier space (Zhao et al. 2017b).
The comparison is plotted in the left-hand panel of Fig. 13. We
can see that the isotropic results (blue points) agree well with each
other. Because of the high correlations between anisotropic param-
eters, the comparison looks scattered, especially for the parameter
α‖. Within the 1σ error, the results are consistent. The main dif-
ference is that Zhao et al. (2017b) use the monopole, quadrupole
and hexadecapole in the power spectrum, while we do not include
the hexadecapole in our pre-reconstruction case. The role of the
hexadecapole on anisotropic BAO constraints is discussed in detail
(Zhao et al. 2017b).
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Table 4. The measurements on the isotropic BAO parameters and the re-
duced χ2 using the pre- and post-reconstruction catalogues, respectively.
Pre-reconstruction
zeff α DV/rd χ2/dof
0.31 0.9916 ± 0.0251 8.31 ± 0.21 12.6/15
0.36 0.9825 ± 0.0320 9.40 ± 0.31 13.2/15
0.40 1.0000 ± 0.0288 10.47 ± 0.30 20.9/15
0.44 1.0155 ± 0.0178 11.56 ± 0.20 16.5/15
0.48 1.0234 ± 0.0198 12.48 ± 0.24 22.3/15
0.52 1.0074 ± 0.0214 13.04 ± 0.28 21.9/15
0.56 0.9924 ± 0.0226 13.55 ± 0.31 22.1/15
0.59 0.9906 ± 0.0202 14.21 ± 0.29 21.0/15
0.64 0.9770 ± 0.0212 14.82 ± 0.32 15.1/15
Post-reconstruction
0.31 0.9771 ± 0.0172 8.18 ± 0.14 16.8/15
0.36 0.9925 ± 0.0172 9.50 ± 0.16 12.5/15
0.40 1.0074 ± 0.0149 10.54 ± 0.16 22.0/15
0.44 1.0050 ± 0.0116 11.44 ± 0.13 24.8/15
0.48 1.0051 ± 0.0109 12.26 ± 0.13 39.0/15
0.52 0.9824 ± 0.0108 12.72 ± 0.14 13.8/15
0.56 0.9887 ± 0.0112 13.50 ± 0.15 10.6/15
0.59 0.9808 ± 0.0141 14.07 ± 0.20 13.9/15
0.64 0.9764 ± 0.0159 14.81 ± 0.24 20.7/15
Figure 10. The fitting results on the isotropic BAO parameter, α using the
pre- and post-reconstruction catalogues, respectively.
In order to test the consistency between our measurements and
the measurements in three redshift bins (Ross et al. 2017), we com-
pressed our measurements into three redshift bins. Namely, we
compressed the first four redshift bins, which covers the redshift
range from 0.2 to 0.51, into one measurement. The compression
is performed by introducing a parameter and fitting it to the mea-
surements in these four redshift bins with their covariance matrix.
The fifth and sixth bins (0.4 < z < 0.59) are compressed as the
second measurement value. The last compressed measurement are
from the remaining bins (0.48 < z < 0.75). The compression re-
sults are shown in red triangles of Figs 10 and 12. In these fig-
ures, the green points denote the results within three redshift bins
from ξ (s) measurements in Ross et al. (2017), i.e. two bins with-
out overlapping between each other, [0.2, 0.5] and [0.5, 0.75], and
an overlapping bin, [0.4, 0.6]. It is seen that with less redshift bins,
more precise measurements and much tighter constraints can be ob-
tained. In contrast, dividing more redshift bins in the tomographic
case can capture the redshift information of galaxy clustering with
more measurements at different effective redshifts. The compari-
son is plotted in the right-hand panel of Fig. 13. We can see that
our results are consistent with the measurements in Ross et al.
(2017).
The comparisons of our anisotropic BAO measurements with the
three bins consensus measurements in Alam et al. (2016) are shown
in Fig. 14, where the black squares are our measurements, and the
red points are the consensus result, which are the combined con-
straints from the correlation function and power spectrum in Alam
et al. (2016). The blue bands correspond to the 68 and 95 per cent
CL constraints in the CDM using the Planck data assuming a
CDM model (Planck Collaboration XI 2016). We can see these
results are consistent.
7 C O N S T R A I N T S O N C O S M O L O G I C A L
M O D E L S
Using our tomographic measurements on Hubble parameters, we
perform the Om diagnostic, proposed by Zunckel & Clarkson (2008)
and Sahni, Shafieloo & Starobinsky (2008) as a consistency check
for the CDM model. It is defined as follows:
Om(z) ≡ [H (z)/H0]
2 − 1
(1 + z)3 − 1 . (31)
Figure 11. Left-hand panel: the correlation matrix for parameters, [α(z1), α(z2), ..., α(z8), α(z9)], between different redshift slices. Right-hand panel: the
correlation matrix for parameters, [α⊥(z1), α‖(z1), ..., α⊥(z9), α‖(z9)], between different redshift slices.
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Table 5. The fitting results on the anisotropic BAO parameters, α⊥ and α‖, and their correlation coeffecient r using the pre- and post-reconstruction catalogues,
respectively.
Pre-reconstruction Post-reconstruction
zeff α⊥ α‖ r χ2/dof α⊥ α‖ r χ2/dof
0.31 0.9596 ± 0.0334 1.0378 ± 0.0597 −0.40 26.0/30 0.9566 ± 0.0212 1.0203 ± 0.0614 −0.47 38.2/30
0.36 0.9584 ± 0.0334 1.0464 ± 0.0704 −0.30 29.0/30 0.9762 ± 0.0218 1.0275 ± 0.0438 −0.36 35.3/30
0.40 0.9706 ± 0.0321 1.0414 ± 0.0631 −0.27 41.7/30 0.9924 ± 0.0200 1.0250 ± 0.0253 −0.39 34.0/30
0.44 0.9798 ± 0.0228 1.0788 ± 0.0426 −0.41 34.8/30 0.9971 ± 0.0153 1.0168 ± 0.0217 −0.36 27.5/30
0.48 1.0104 ± 0.0259 1.0341 ± 0.0496 −0.42 38.0/30 1.0020 ± 0.0130 1.0050 ± 0.0235 −0.39 35.6/30
0.52 1.0114 ± 0.0272 0.9962 ± 0.0810 −0.57 38.7/30 0.9935 ± 0.0139 0.9560 ± 0.0270 −0.49 12.1/30
0.56 1.0083 ± 0.0276 0.9560 ± 0.0718 −0.51 40.2/30 0.9878 ± 0.0156 0.9877 ± 0.0247 −0.43 16.1/30
0.59 0.9926 ± 0.0293 0.9982 ± 0.0601 −0.53 37.3/30 0.9896 ± 0.0180 0.9564 ± 0.0307 −0.41 26.1/30
0.64 0.9656 ± 0.0334 1.0014 ± 0.0457 −0.43 25.7/30 0.9744 ± 0.0219 0.9794 ± 0.0294 −0.45 33.3/30
Figure 12. The fitting results on the anisotropic BAO parameters, α⊥ (left-hand panel) and α‖ (right-hand panel) using the pre- and post-reconstruction
catalogues, respectively.
Table 6. The fitting results on the anisotropic BAO param-
eters, DA/rd and Hrd using the pre- and post-reconstruction
catalogues, respectively.
Pre-reconstruction
zeff DA/rd Hrd/103[kms−1]
0.31 6.31 ± 0.22 11.35 ± 0.65
0.36 6.96 ± 0.24 11.60 ± 0.78
0.40 7.53 ± 0.25 11.93 ± 0.72
0.44 8.06 ± 0.19 11.81 ± 0.47
0.48 8.71 ± 0.22 12.61 ± 0.60
0.52 9.06 ± 0.24 13.38 ± 1.09
0.56 9.35 ± 0.26 14.25 ± 1.07
0.59 9.48 ± 0.28 13.94 ± 0.84
0.64 9.53 ± 0.33 14.28 ± 0.65
Post-reconstruction
0.31 6.29 ± 0.14 11.55 ± 0.70
0.36 7.09 ± 0.16 11.81 ± 0.50
0.40 7.70 ± 0.16 12.12 ± 0.30
0.44 8.20 ± 0.13 12.53 ± 0.27
0.48 8.64 ± 0.11 12.97 ± 0.30
0.52 8.90 ± 0.12 13.94 ± 0.39
0.56 9.16 ± 0.14 13.79 ± 0.34
0.59 9.45 ± 0.17 14.55 ± 0.47
0.64 9.62 ± 0.22 14.60 ± 0.44
In a spatially flat CDM model, Om(z) = m, which is today’s
matter density in Universe. In dynamical DE models, Om(z) evolves
with redshifts.
Using our measurements of H(z)rd and combining the fiducial
values of rd = 147.74 Mpc and H0 = 67.8 kms−1 Mpc−1, we de-
rived Om(z), as shown in Fig. 15, where the blue squares, red points
and black triangles denote results using pre-reconstruction tomo-
graphic BAO measurements, post-reconstruction tomographic BAO
measurements and the DR12 consensus result presented in Alam
et al. (2016), respectively.
As a consistency test for the CDM model, we fit constants to
the Om(z) values derived from the pre- and post-reconstruction to-
mographic measurements and ‘three zbin’ consensus measurement.
In Fig. 15, we show the best-fitting values in blue, red and black
dashed lines and 68 per cent uncertainties in blue, red and grey
horizontal bands, respectively. The corresponding results are listed
in Table 7. Regarding the goodness-of-fit, the Om measurements in
all three cases can be well fitted by constants.2
We present the cosmological implications with our tomographic
BAO measurements. We use the Cosmomc3 (Lewis & Bridle 2002)
code to perform the fittings on DE parameters in a time-varying DE
2 Note, however, that the Om estimated from different kinds of data are not
consistent (Zhang et al. 2017), which indicates that the CDM model may
need to be extended.
3 http://cosmologist.info/cosmomc/
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Figure 13. Left-hand panel: the comparison of our result on isotropic and anisotropic BAO parameters from the pre-reconstructed data with that in Zhao et al.
(2017b), measured in Fourier space. Right-hand panel: the comparison of our result on isotropic and anisotropic BAO parameters from the post-reconstructed
data in the compressed three redshift bins with that in Ross et al. (2017), also measured in configuration space.
Figure 14. Our tomographic measurements (black squares) on DMrfidd /rd = (1 + z)DArfidd /rd (left-hand panel) and H (z)rd/rfidd (right-hand panel) in terms
of redshift, compared with the consensus result (red points) in Alam et al. (2016) and the prediction from Planck assuming a CDM model (blue bands).
Figure 15. The Om(z) values converted by our measurements on Hubble
parameter in nine redshift bins.
with EoS, wDE(a) = w0 + wa(1 − a) (Chevallier & Polarski 2001;
Linder 2003).
We are using the combined data set, including the temperature and
polarization power spectra from Planck 2015 data release (Planck
Table 7. The best-fitting values with 1σ errors and the reduced χ2 (defined
as chi-squared per degree of freedom) using the derived Om(z) from the
pre- and post-reconstruction tomographic measurements and ‘three zbin’
consensus measurement, respectively.
Data m χ2/dof
Pre-recon nine zbin 0.266 ± 0.036 4.04/8
Post-recon nine zbin 0.307 ± 0.021 7.73/8
DR12 Consensus 0.320 ± 0.025 1.73/2
Collaboration XI 2016), the ‘Joint Light-curve Analysis’ (JLA)
sample of type Ia SNe (Betoule et al. 2014), the BOSS DR12 BAO
distance measurements. We compare the constraining power of dif-
ferent BAO measurements, i.e. tomographic ‘nine zbin’ BAO mea-
surements from the post-reconstructed catalogues, consensus ‘three
zbin’ measurements on BAO and RSD in Alam et al. (2016), and
the compressed ‘one zbin’ BAO result from the post-reconstruction
tomographic measurements.
The results of the parameters w0 and wa are presented in Table 8.
We can see the uncertainties of parameters are improved with the
‘nine zbin’ BAO measurements in our work.
In w0waCDM, comparing the tomographic ‘nine zbin’ with the
non-tomographic ‘one zbin’ results, the errors of w0 and wa are
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Table 8. Joint data constraints on DE EoS parameters w0 and wa in the
w0waCDM. Here, we compare the constraining power of the BOSS DR12
BAO measurements, i.e. the tomographic ‘nine zbin’ measurements in this
work, consensus ‘three zbin’ measurements in Alam et al. (2016), and the
compressed ‘one zbin’ result from tomographic measurements.
Planck+JLA+BOSS w0 wa
Tomographic (nine zbin) −0.957 ± 0.097 −0.389 ± 0.358
DR12 Consensus (three zbin) −0.942 ± 0.101 −0.288 ± 0.359
Compressed (one zbin) −0.917 ± 0.103 −0.589 ± 0.414
Figure 16. The 1D posterior distribution of w and wa and their 2D contour
plots in the CPL model from the compressed ‘one zbin’ BAO (grey line and
contour), consensus ‘three zbin’ BAO and RSD (red line and contour) and
tomographic ‘nine zbin’ BAO (blue line and contour).
improved by 6 and 16 per cent, respectively. Using the Figure of
Merit (FoM) (Albrecht et al. 2009), which is inversely proportional
to the area of the contour as shown in Fig. 16, to quantify this
improvement, the FoM is improved by a factor of 1.24 (FoM =
49 for the grey contour from the ‘one zbin’ result and FoM =
61 for the blue contour from the ‘nine zbin’ result in Fig. 16).
Comparing the ‘nine zbin’ with ‘three zbin’ results, the ‘nine zbin’
BAO measurement give the slightly tighter constraints.
8 C O N C L U S I O N
Measurements of the BAO distance scales have become a robust
way to map the expansion history of the Universe. A precise BAO
distance measurement at a single effective redshift can be achieved
using the entire galaxies in the survey, covering a wide redshift
range. However, the tomographic information is largely lost. To
extract the redshift information from the samples, one possible way
is to use overlapping redshift slices.
Using the combined sample of BOSS DR12, we perform a tomo-
graphic BAOs analysis using the two-point galaxy correlation func-
tion. We split the whole redshift range of sample, 0.2 < z < 0.75,
into multiple overlapping redshift slices, and measured correlation
functions in all the bins. With the full covariance matrix calibrated
using MultiDark-Patchy mock catalogues, we obtained the isotropic
and anisotropic BAO measurements.
In the isotropic case, the measurement precision on DV(z)/rd
from the pre-reconstruction catalogue can reach 1.8–3.3 per cent.
For the post-reconstruction, the precision is improved, and becomes
1.1–1.8 per cent. In the anisotropic case, the measurement preci-
sion is within 2.3–3.5 per cent for DA(z)/rd and 3.9–8.1 per cent
for H(z)rd before the reconstruction. Using the reconstructed cata-
logues, the precision is improved, which can reach 1.3–2.2 per cent
for DA(z)/rd and 2.1–6.0 per cent for H(z)rd.
We present the comparison of our measurements with that in a
companion paper (Zhao et al. 2017b), where the tomographic BAO
is measured using multipole power spectrum in Fourier space. We
find an agreement within the 1σ confidence level. The derived three-
bin results from our tomographic measurements are also compared
to the three-bin measurements in Ross et al. (2017), and a consis-
tency is found.
We perform cosmological constraints using the tomographic
nine-bin BAO measurements, the consensus three-bin BAO and
RSD measurements, and the compressed one-bin BAO measure-
ment. Comparing the constraints on w0waCDM from nine-bin and
one-bin BAO distance measurements, the uncertainties of the pa-
rameters, w0 and wa are improved by 6 and 16 per cent, respectively.
The DE FoM is improved by a factor of 1.24. Comparing the ‘nine
zbin’ with ‘three zbin’ results, the ‘nine zbin’ BAO measurement
give the slightly tighter constraints.
The future galaxy surveys will cover a larger and larger cosmic
volume, and there is rich tomographic information in redshifts to
be extracted. The method developed in this work can be easily
applied to the upcoming galaxy surveys and the gain in the temporal
information is expected to be more significant.
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