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Two strongly stable systems of the form x” = A(t)x, A(t + o) = A(t) are said 
to belong to the same domain of stability if and only if they can be continuously 
deformed into one another without ceasing to be strongly stable and at the same 
time retaining their form. It is shown that domains of stability for these second- 
order systems of differential equations can be characterized in the same way as the 
domains of stability of Hamiltonian systems. The peculiar structure of the 
fundamental matrices of the equivalent first-order systems to these second-order 
systems is also considered. (’ 1989 Academic Press. Inc 
In this paper we look at the domains of stability of second-order systems 
of linear differential equations of the form 
xv = A(t)x, (1) 
where A(t) is a real continuous symmetric k x k matrix periodic of period o 
in t. System (1) is said to be stable if each solution x(t) and its derivative 
x’(t) are bounded for - co < t < co and is strongly stable if all neigh- 
bouring systems of the form (1) are stable. Two strongly stable systems (1) 
are said to belong to the same domain of stability if and only if they can 
be continuously deformed into one another without ceasing to be strongly 
stable and without ceasing to be of the form (1). We shall show that such 
domains of stability do indeed exist and are characterized, as in the case of 
domains of stability of Hamiltonian systems, by a signature or multiplier 
type p and an index number n. 
Hamiltonian systems are systems of linear differential equations of the 
form 
JY’ = H(t) Y, (2) 
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where H(t) is a real symmetric matrix periodic of period w  in t and 
J= 
the I denoting the k x k unit matrix. The terms strong stability and 
domains of stability for the Hamiltonian system (2) are defined in exactly 
the same way as for system (1) but, here, of course, system (2) is used in 
the definition and system (2) is said to be stable if each solution y(t) is 
bounded for -co < t < a. A complete characterization of the domains of 
stability for the Hamiltonian system (2) is given by Gel’fand and 
Lidskii [2]. Other stability results for the Hamiltonian system (2) are to be 
found in a number of papers by Krein, Yakubovic, etc... A summary of 
such results is given in Yakubovic and Starzhinskii [4]. 
System (1) is a special case of the Hamiltonian system (2). In fact, 
putting 
.v, =x, L’2 = x’, y= y1 
( i Y2 ’ 
we see that system (1) is equivalent to the Hamiltonian system 
JyL(Af) “3 y. (3) 
Therefore a strongly stable system (1) will belong to a domain of 
stability %?y) for Hamiltonian systems and two strongly stable systems (1) 
which both belong to %?f’ can be continuously deformed into each other 
without ceasing to be strongly stable via Hamiltonian systems of the 
form (2). However, in order to show that this deformation can be carried 
out via Hamiltonian systems of the form (3), we need consider the 
fundamental matrices Y(t), Y(0) = Z, for Hamiltonian systems of the 
form (3). 
A real matrix S, such that 
S’JS = J, 
where the T denotes transposition, is said to be symplectic. Any symplectic 
matrix is invertible. It is easily verified that the fundamental matrix Y(t) 
with Y(0) = Z for Hamiltonian systems (2) is symplectic for any t. 
THEOREM 1. There is a l-l correspondence between Hamiltonian systems 
qf the form (3) with continuous periodic coefficient matrix (‘t’ T,) and 
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continuously differentiable curves Y(t) = ( yY$:j S:i:l), where Y,(t), Y,(t) are 
k x k matrices and 0 6 t d w, in the group of real symplectic matrices Y such 
that Y(O)=1 and Y’(w)= Y’(0) Y(o). 
For Hamiltonian systems of the form (2), the l-l correspondence with 
continuously differentiable symplectic curves Y(t) such that Y(0) = Z and 
Y’(w) = Y’(0) Y(w) is well known (see Gel’fand and Lidskii [2]). In fact, 
the correspondence is given explicitly by 
H(t)=JY’(t) Y-‘(t). 
There remains to be proved the special form of the symplectic curves for 
Hamiltonian systems of the form (3). 
Let Y(t)=( ;;I:,’ :I:;), where the Yi( t), i = 1,2,3,4, are k x k matrices, be 
the fundamental matrix for (3) such that Y(0) = I. Then 
( ;;;:; :ii:g = ( AYt) oI)( ::I:; g> 
( 
Y,(t) Y‘df) 
= A(t) Y,(t) A(t) YAtl > 
and equating the partitioned matrices we have 
YAt) = y;(t), Yd(f) = Y;(t). 
Therefore Y(t) = ( $:)) yYj$))). 
Conversely, we consider the continuously differentiable curve 
Y(t)= 
( 
Y,(t) Yz(t) 
Y\(t) y;(t) > 
(4) 
in the group of real symplectic matrices 9’. From the identities 
YT( t) .ZY( t) = J and Y(t) Y(t) ~ ’ = Z we have the following identities for the 
partitioned matrices in the symplectic curve (4): 
Y,(t)’ y;(t) = y;(t)’ Y,(f), i.e., Yl(t)’ Y;(t) symmetric, (5) 
Y>(t) Y;(t)T= Y;(t) Y;(t)‘, i.e., Y;(t) Y;(t)’ symmetric, (6) 
Y;(t)T Y,(t)- Yz(t)’ Yi(t)=L (7) 
we will use these identities to verify that the symmetric matrix of coef- 
ficients 
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(8) 
is of the desired form. In fact, by (6) we immediately see that H,(t) = 
Y;(t) Y;(t)‘- Y;(t) Y;(t)T=O. From (6) we also have 
Y;(t)= Y;(t) Y;(t)’ Y,(t)- Y;(t) Y;(t)= Y*(t)+ Y’(f) 
= Y;(t) Y;(ty Y,(f)- Y;(t)(Y;(t)’ Y,(t)-I) 
= Y;(t) Y;(t)’ Y,(t)- Y;(t) Yz(t)T Y;(t) by (7) 
= Y;(l) Y,(t)’ Y;(t)- Y;(t) Y,(t)T Y;(t) by (5). 
Hence 
(Y;(t) Y,(t)‘- Y;(t) Y,(t)T-z) Y{(t)=0 
and so Y’,(t)=0 or 
Y;(t) Y,(t)T- Y{(f) Y,(t)‘=Z. (9) 
The case of Y’,(t) E 0 corresponds to the case of A(t) = 0 in (1) or (3) and 
in such a situation (9) also holds. Therefore (9) is true for both Y;(t) f 0 
and Y;(t) = 0. From (9) we immediately see that 
H4(t) = Y{(t) Y,(t)‘- Y;(t) Y,(t)T= --I 
Also since H(t) is symmetric and H,(t) = 0 we immediately see that 
Hz(t) = 0. Alternatively, differentiating (9) we obtain 
Y;(t) Y,(t)=+ Y;(t) Y;(t)T- Y;(t) Y,(qT- Y;(t) Y;(t)‘=0 
which by (6) has the form 
Y;(t) Y,(t)T- Y?(t) Y*(f)T=O 
and hence Hz(t) = Y;(t) ~,(t)~ - y;‘(t) v,(t)l= 0. 
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THEOREM 2. There is a l-1 correspondence between Hamiltonian systems 
of the form (3) with constant coefficient matrix (i 0,) where B is a real 
symmetric matrix, and continuously differentiable curves Y(t) = ( ${:I ;i:i) in 
the group of real symplectic matrices 9 such that Y(0) = I. 
Theorem 1 tells us that the symplectic curves Y(t) = ($$ii 2::;) 
correspond to Hamiltonian systems of the form 
Suppose that B(t) # B constant. Then 
i.e. 
and so 
Y;l( t) 
- Y;(t) 
1 B(t) Y,(t) 
- y;(t) 
Y;(t) = B(t) Y;(t) and Y;(t)= B(t) Y,(t). 
Differentiating the last equation gives 
Y;(t)= B(t) Y;(t)+ B’(t) Y*(t) 
= B(t) Y;(t) 
if and only if B’(t) = 0. Hence B(t) = B, a constant real symmetric k x k 
matrix. 
Conversely it can be easily shown that the fundamental matrix Y(t), 
Y(0) = Z for the Hamiltonian system 
Jy’ = 
where B is a constant real symmetric matrix, has the form 
409/144%17 
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if B is the negative definite matrix B= -G2; 
(ii) Y(t)= 
( 
cash Ct C ’ sinh Ct 
C sinh Ct cash Ct ’ 
if B is the positive definite matrix B= C2, and if B is neither negative nor 
positive definite; and 
(iii) Y(t) = 
( 
KP(t) K= KQ(t) KT 
KR(t) K= KP(t) K= > ’ 
where K is a real orthogonal matrix such that 
with 
(4 
(b) 
(cl 
KP’BK=diag[e,,e,, . . . . e,], 
f’(f) = diagCpl(th P2(tL . . . . ~dt)l, 
Q(l) = diagCq,(t), qAf), . . . . qk(f)ly 
R(f) = diagCr,(t), rAtI, .-, rdf)l, 
p,(t)=cosd,t, qj(t)=djp’ sind,t, r,(t)= -d,sind,t, 
if eJ = -df, d, > 0, 1 < j < k; 
p,(t)=coshcjt,q,(t)=c,-‘sinhc,t,r,(t)=c,sinhc,t, 
if e,=cf, c,>O, 16 j6k; 
P,(t)=l,qj(t)=t,r,(t)=O, 
if ej=O, 1 < j<k. 
It is of interest to note that symplectic curves of the form 
where Y,,(t), Y,,(t) 
with p + q = k, give 
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where F(t) is a real symmetric p x p matrix, G(t) is a real symmetric q x q 
matrix, and I is the k x k unit matrix. Symplectic curves of the form 
i 
G,(t) 0 Y,,(t) 0 
Y(t)= 
0 Y**(t) 0 Ydf) 
y:,(t) 0 y;,(t) 0 
0 G,(t) 0 G‘dt) 1 
give rise to Hamiltonian systems of the form (10) where F(t) = F is a 
constant real symmetrix p x p matrix, while symplectic curves of the form 
/L(t) 0 Y,,(t) 0 \ 
Y(t)= I 0 Mf) 0 Y,‘+(t) y;,(t) 0 G,(t) 0 I 
\ 0 %4(t) 0 y;,wl 
give rise to Hamiltonian systems of the form (10) where G(t) = G is a 
constant real symmetric q x q matrix. 
A symplectic matrix S is stable if there exists a positive constant a such 
that 
IIS”ll’<a (m=O, +1, f2 )... ), 
and the symplectic matrix S is strongly stable if all neighbouring symplectic 
matrices are stable, i.e., if there exists an E > 0 such that any symplectic 
matrix T satisfying 
is stable. Given the fundamental matrix Y(t), Y(0) = I for the Hamiltonian 
system (2), the symplectic matrix Y(o) is called the monodromy matrix of 
system (2). Gel’fand and Lidskii [2] and Krein [3] have shown that the 
Hamiltonian system (2) is stable if and only if its monodromy matrix is 
stable and is strongly stable if and only if its monodromy matrix is strongly 
stable. The same result for canonical systems is to be found in Coppel and 
Howe [ 11. An eigenvalue p, of a symmetric matrix S, is of positive type if 
i-‘(.zf, f)>O’ f or all eigenvectors f belonging to p and p is an eigenvalue 
of negative type if i ~ '(Jf, f) < 0. A symplectic matrix S is stable if and only 
’ For any 2k x 2k matrix S we set 
ll~ll = SUP IIwl> 
llxll = 1 
where llxll is the norm of a vector x in our vector space. 
2 Here (x, y) denotes the scalar product y*x. 
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if its eigenvalues have unit modulus and simple elementary divisors. The 
symplectic matrix S is strongly stable if, in addition, there are no repeated 
eigenvalues of mixed type. The eigenvalues of the monodromy matrix Y(U) 
are called multipliers of the Hamiltonian system (2) and therefore 
associated with each strongly stable Hamiltonian system (2) there is a 
sequence of k plus and minus signs 
p=(+, -, +, f, -, -, - *..., -, +) 
which is called the signature or multiplier type of the strongly stable 
Hamiltonian system (2). The plus and minus signs represent the distribu- 
tion of multipliers of positive and negative type on the upper half unit 
circle. 
Gel’fand and Lidskii [2] characterized the domains of stability for 
Hamiltonian systems (2) by looking at the conditions under which the 
fundamental matrices Y(t), Y(0) = Z, 0 d t d o, of two different strongly 
stable Hamiltonian systems (2) can be continuously deformed into each 
other in the group of real symplectic matrices Y without ceasing to repre- 
sent the fundamental matrix of a strongly stable Hamiltonian system. The 
endpoints Y(w), which are strongly stable symplectic matrices, can be con- 
tinuously deformed into one another in Y without ceasing to be strongly 
stable if and only if they have the same signature p. Also since the group 
of real symplectic matrices is homeomorphic to the topological product of 
the circumference of a circle and a simply-connected, connected topological 
space, the symplectic curves Y(t), 0 < t d o, can be continuously deformed 
into one another in Y without their endpoints Y(w) ceasing to be strongly 
stable if and only if they have the same index number n, and integer which 
represents the number of times the symplectic curve Y(t), 0 < t d co, 
“winds” around the circumference of a circle. 
We have seen that the second-order system (1) is a Hamiltonian system 
of the form (3) and therefore a strongly stable system (1) will belong to a 
Hamiltonian domain of stability %7 p’. The fundamental matrix Y(r), 
Y(0) = Z, 0 d t < w, for Hamiltonian systems of the form (3) are symplectic 
curves given by (4) 
Y(t) = 
( 
Y,(t) Y*(t) 
y;(t) > G(t) . 
The form of the curve tells us that any matrix in the group of real symplec- 
tic matrices Y can be a point on a symplectic curve of the type (4). In 
particular, the endpoint Y(o) of the symplectic curves (4) can be any 
matrix in the group of real symplectic matrices Y. So the endpoint matrices 
Y(w) of two such curves (4), corresponding to strongly stable Hamiltonian 
systems of the form (3), can be continuously deformed into one another 
without ceasing to be the monodromy matrix of a strongly stable 
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Hamiltonian system of the form (3) if and only if they have the same 
signature p. Also, since the group of real symplectic matrices Y is 
homeomorphic to the topological product of the circumference of a circle 
and a simply-connected, connected topological space, the symplectic curves 
Y(t), 0 < t < w, of the form (4) corresponding to two strongly stable 
Hamiltonian systems of the form (3) can be continuously deformed into 
one another without ceasing to be of the form (4) if and only if they have 
the same index n. Since the deformation is carried out through systems of 
the form (3) which are special forms of Hamiltonian systems, this new 
domain of stability will have the same signature p and index number n as 
the Hamiltonian domain of stability %‘r’ to which a given system (3) also 
belongs. 
Finally, in every Hamiltonian domain of stability %‘!/I there are strongly 
stable Hamiltonian systems of the form (3). In fact, let us consider the 
Hamiltonian system 
JY’=( -;’ oI) Y, (11) 
where D = diag[d,, dZ, . . . . dk], a real diagonal matrix with constants d, > 0, 
1 < j < k. Then we can easily show that the fundamental matrix Y(t), 
Y(0) = Z, for (11) is given by 
Y(t)= 
cos Dt D-’ sin Dt 
-sin Dt cos Dt ’ 
from which we can readily show that (11) has multipliers pi(w) = eiWd’, 
~~(0) = eiwd2, . . . . pk(co) = eimdk of positive type and multipliers p_,(w) = 
e Piodl, p--2(o)=e-i0d2, . . . . p-,J~)=e-~~‘~~ of negative type. In fact the 
eigenvalue pi(w) = erwdf, 1 <j< k, of the monodromy matrix Y(o) has 
eigenvector 
row 
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which is such that i ‘(J c’,, II,) = 2d, and the eigenvalue p ,(w) = pi(o) has 
eigenvector c’ -,=< which is such that i ‘(Jc ,, v ,)= -2d,. Clearly, 
depending on the value of the d,, the multiplier of positive type p,(o)= 
ek”4 can be anywhere on the unit circle and likewise the multiplier of 
negative type p Pi(o) = e Irud~ can be anywhere on the unit circle. Hence for 
any given signature p, the d,‘s in D can be suitably chosen so that there 
exists a strongly stable Hamiltonian system of the form (11) with this 
signature. Also, one of the many equivalent forms of the index number n of 
a strongly stable Hamiltonian system is given by the formula 
2nn= i dargp,(t)l:“=o- 2 v, 
,=I ,=I 
(see Yakubovic and Starzhinskii [4, p. 2201, where the p,(t), 1 <j< k, are 
eigenvalues of the first kind of Y(t), Y(0) = I, and the vi, 1 < j< k, are 
given by 
Again we see that for any given index number n, the dj’s in D can be 
chosen so that the strongly stable Hamiltonian system (11) has any given 
index number n. 
Summarising we have the result: 
THEOREM 3. The domains of stability for the second-order system of 
differential Eqs. ( 1) 
x” = A(t)x, 
where A(t) is a real continuous symmetric k x k matrix periodic of period w 
in t, are characterized by a signature p and an index number n, which are the 
same signature and index number as the Hamiltonian domain of stability to 
which the second-order system (1) also belongs. Moreover for any given 
signature p and index number n, there exists a domain of stability for second- 
order systems of the form (1). 
Let us now consider the Hamiltonian system (3) given by 
Jy’ = (12) 
where B is a real constant symmetric k x k matrix. This system is reducible 
by the transformation 4’ = (t g)z, where K is a real orthogonal k x k 
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matrix and therefore (t l) is symplectic, to a Hamiltonian system of the 
same form given by 
Jz’ = 
where E = diag[e, , e,, . . . . e,+] is a real constant diagonal matrix. This 
reduction is equivalent to transforming the second-order system 
x” = Bx, (13) 
where B is a real constant symmetric k x k matrix, by the transformation 
x = Ku to the system a” = Eu which is the set of k simple scalar second- 
order differential equations u;’ = ejuj, 
uj=e’A’, 16 j<kk. Th 
1 6 j 6 k, having solutions 
ere ore f the Hamiltonian systems (12) have multi- 
pliers which can only move off the unit circle via the point 1. Hence 
systems (12) or (13) are strongly stable amongst systems of the same form 
when their multipliers lie anywhere on the unit circle except at the point 1. 
The multiple multipliers on the unit circle may even be of mixed type. A 
Hamiltonian system (12) with some multipliers at the point 1 and the rest 
on the unit circle is stable but not strongly stable amongst systems of the 
form (12). Therefore the domains of stability for systems of the form (12) 
or (13), restricted only to systems of this form, are characterized only by 
an index number n. However, we note that a Hamiltonian system (12) with 
multiple multipliers of mixed type on the unit circle and which is strongly 
stable amongst systems of the form (12) is stable but not strongly stable in 
the set of all Hamiltonian systems of the form (3) where the real symmetric 
matrix A(t) is not necessarily a constant matrix. This is so since the 
monodromy matrix which has eigenvalues of modulus 1, some of which are 
of mixed type, is a stable but not strongly stable symplectic matrix. Hence 
in any s-neighbourhood of the monodromy matrix there exists an unstable 
symplectic matrix which is the endpoint Y(o) of a symplectic curve of the 
form (4) corresponding to an unstable Hamiltonian system of the form (3). 
In contrast to the Hamiltonian systems of the form (12), the multipliers 
of Hamiltonian systems (2), where H(t) = H a constant real symmetric 
2k x 2k matrix, k > 1, can leave the unit circle at any point where there is 
a multiplier of mixed type. For example, if the symmetric matrix H(t) = H 
constant in (2) has the form 
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then (2) has multipliers e’iz”B’ when u = 0. 7 = -8. c( > 0, a > 0. If cx = 0, 
y = -p, and 0 < fl< u then the multipliers of (2) have the form L~~““*~~“’ 
and if 3 =0 and 0 <y < u < p then (2) has multipliers of the form 
e”“” (0 + ;sKP 4 , L’ + 1”’ \ (0 7l(‘I + 0, 
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