Abstract
Introduction
Executing a robust and efficient deterministic flooding on the top of a distributed system with an arbitrary number of processes and prone to crash failures is a challenging problem. This problem has been usually faced by building a richly connected graph among the nodes participating to the computation and by using that graph to diffuse messages. Three approaches have emerged in the literature: gossip based on random graphs [6] , flooding on kconnected deterministic graphs [15] , such as Harary graphs [9] , and deterministic dissemination over k-random graphs [18] . In this paper, we concentrate on analyzing properties of richly connected deterministic graphs with an arbitrary number of nodes in order to obtain efficient flooding. Motivation. Jenkins and Demers in [11] pointed out the fact that Harary Graphs might lead to inefficient flooding with high latencies in large networks due to the linear diameter of many Harary graphs. To overcome this issue they introduced the family of Logarithmic Harary Graphs (LHGs) that is a subset of Harary Graphs with logarithmic diameter. A graph belonging to LHGs is able to support the flooding of the network in sublinear time. The authors also provide an operational construction rule to build LHGs.
When considering the fact that the number of processes forming a network n is an arbitrary one as for example in peer-to-peer networks, it becomes paramount the possibility of having a graph constraint that is able to provide LHGs for a wide number of pairs (n, k) in order to be able to construct a LHG well suited to that network. There are indeed many specific subsets of LHGs, such as De Brujin [4] and Hypercubes [21] that there exist for a very restricted set of pairs (n, k) (where k is the desired degree of connectivity to be tolerant to failures) being thus of little interest for the problem we are considering. In this paper we show intuitively that, for a given k, the operational construction rule provided by Jenkins and Demers in [11] has an infinite number of pairs (n, k) for which it is impossible to build a LHG.
Finally, considering several distinct LHGs for a given pair (n, k), they might not have the same efficiency to flood the network. This efficiency depends on the number of edges in each graph: the less the edges are, the more efficient the flooding is, due to a message saving. Therefore the best efficiency is achieved by a LHG for a pair (n, k) such that as soon as we remove one edge, no other LHG exists with less edges. This property is captured by k-regularity of a graph. Contribution. The paper presents several results on the existence and regularity of LHGs. Firstly we introduce two graph constraints for building LHGs, namely K-TREE and K-DIAMOND. A graph constraint actually defines a subset of graphs that satisfy such constraint [5] . Graph constraints have the noteworthy characteristic to provide a set of properties able to help the construction of the graph.
K-TREE is a graph constraint that is satisfied by at least all the graphs that can be built by the Jenkins and Demers operational construction rule. Moreover, for a given k the values of n for which is impossible to build a LHG with K-TREE is upperly bounded by n = 2k. K-DIAMOND is equivalent to K-TREE with respect to the LHGs existence and its aim is to enlarge the set of pair (n, k) such that it is possible to build a k-regular LHG. To study the existence of LHGs, we introduce a boolean characteristic function EX Π (n, k), where Π is a graph constraint, that returns true if and only if there exists a LHG for the pairs (n, k) that satisfies the graph constraint Π. Using this function we show that:
As far as regularity is concerned, we introduce a boolean characteristic function REG Π (n, k), where Π is a graph constraint considered, that returns true if and only if there exists a k-regular LHG for the pair (n, k) that satisfies π. Using this function we show that:
• There is an infinite number of pairs (n, k) such
Finally a study that computes message complexity of flooding a LHG built satisfying K − T REE and K − DIAM ON D has been done. This study confirms that K − DIAM ON D allows to build more efficient k-regular graphs with respect to K−T REE resulting, thus, in a lower message complexity. Roadmap. After presenting the related work in Section 2, Section 3 introduces LHGs together with the notions of existence and k-regularity of a LHGs. Section 4 shows the K-TREE graph constraint, it shows that each graph satisfying K-TREE is a LHG and it computes EX K−T REE (n, k), REG K−T REE (n, k) and discusses the relation between K-TREE and the operational rule presented by Jenkins & Demers in [11] with respect to LHGs existence. Section 5 presents K-DIAMOND, it shows that each graph satisfying K-DIAMOND is a LHG, it computes EX K−DIAMON D (n, k) and REG K−DIAMON D (n, k) and discuss the relation with
Related Work
Many graphs have been proposed for constrained flooding, starting from earlier works on networking until recent works on overlays for information dissemination in very large scale settings. Spanning trees are undoubtedly one of the most widely used graphs for information dissemination [3, 7, 10] . In this case, mechanisms to recover from message losses must be provided as the tree will frequently become partitioned due to failures. This can inhibit scalability if failures are frequent. The use of richly connected graphs have also been deeply investigated (e.g. hypercubes [8, 20] , De Bruijn graphs [12, 16] , butterflies [17] , randomic cyclic hypercubes [14] ). Currently, most of these graphs are instances of LHGs but they exist only for a few and specific pairs of n and k. For instance, k-connected hypercubes are k-regular graphs with 2 k nodes while k-connected De Brujin graphs are k-regular graphs with k n nodes. They applicability in our context is then limited. Recently, several approaches to the construction of topologies based on a randomized choice of neighbors [1, 13, 19] have been proposed. These topologies are attractive since they show many interesting properties as bound or sublinear degree and logarithmic (or sublogarithmic) diameter. In [13] the authors present random expander overlay topologies that are composed of d Hamiltonian cycles. In particular, the constructed topologies are expanders with O(logd * n) and O(logn) diameter with high probability. Let us remark that in these randomized topologies connectivity is maintained with high probability as well. In fact, they have not been proposed for supporting deterministic delivery.
Logarithmic Harary Graphs
Basic Notation. An undirected graph is a pair G = (V, E) where V is the set of nodes and E is a set of unordered pairs (s, t), where s, t ∈ V , called edges. The degree of a node is the number of its incident edges. A path P on G from s to t, with s, t ∈ V , is a sequence of nodes such that for any two consecutive nodes, namely u and v, there exists an element (u, v) ∈ E. A cycle is a path such that it starts and ends on the same node. The length of a path is given by the number of nodes it comprises. A graph G with |V | > 1 is connected if, for any two nodes s, t ∈ V , with s = t, there exists a path on G from s to t. A graph is a tree if it does not contain any cycle and it is connected. The nodes of a tree that have degree equal to one are called leaves. The height of a tree is the height of its root, that is the length of the longest path from the root to one of the leaves.
Graph Constraint. A graph constraint Π is a set of structural properties (also referred in the text as "rules") that can be applied to a graph to check if the graph verifies these properties. For example, a graph constraint can be: (i) the graph is a tree and (ii) each node of a graph has at most two children. This graph constraint is satisfied only by binary trees. Another more complex graph constraint can be (i) the graph is a composed by two trees and (ii) each leave of one tree is connected to the root of the other tree. Therefore, a graph constraint, on one hand, identifies a specific set of graphs and, on the other hand, from the practical point of view, a graph constraint resorts in a practical way for graph construction. Graph constraints in the context of graph grammars and transformation systems have been introduced in [5] .
Definition of LHG.
Let G = (V, E) be the graph and (n, k) be a pair with n = |V | and k a natural number such that k < n. G is a LHG if and only if it verifies the following properties:
Property 1 k-node connectivity: the removal of any subset of at most k − 1 nodes will not disconnect G. 
Property 4 Logarithmic Diameter: for any pairs of nodes s, t ∈ V the maximum shortest path length from s to t is O(log(n)).
From properties 1, 2 and 3 follows that LHGs are resilient at least to k − 1 failures (such graphs are also generally referred as k-connected). From property 4 it follows that for any pairs of nodes there always exists a path connecting them that is logarithmic with respect to the total number of nodes in the system.
Existence of LHGs.
If we want to use LHGs as a topology for flooding networks with an arbitrary number of nodes, it is of primary importance to define rules on the placement of nodes and edges, namely a graph constraint, for LHGs such that this constraint allows to build LHGs for the largest possible distinct number of pairs (n, k). In order to compare distinct graph constraints according to this principle, we introduce a boolean characteristic function EX Π (n, k), where Π is the graph constraint, that returns true if and only if there exists a LHG for the pairs (n, k) that satisfies Π.
Regularity of LHGs
Let consider a LHG G for the pair (n, k) that satisfy a graph constraint Π. In this case, to take into account the efficiency of flooding a network, it becomes important to check if there exists a LHG G for the pair (n, k) such that G has a number of edges lesser than G. To this aim, we introduce an additional property, namely k-regularity:
Property 5 k-regularity: Let G = (V, E) be a graph with |V | = n and k a natural number such that k < n. We say that G is k-regular if all the nodes have the same degree k.
A k-regular LHG for the pair (n, k) is a graph such that there not exist any other LHG for that (n, k) with a lower number of edges. To compare different graph constraints with respect to the ability to provide k-regular LHGs we introduce a boolean characteristic function REG Π (n, k) where Π is the graph constraint. REG Π (n, k) returns true if and only if there exists a k-regular LHG for the pairs (n, k) that satisfies Π.
K-TREES Graph Constraint
In this section we introduce K-TREE graph constraint and compute the EX and REG functions of K-TREE. Finally we discuss the relation between K-TREE and the operational construction rules for building LHGs provided in [11] . A K-TREE graph constraint is defined as follows: As an example, Figure 1 shows three graphs satisfying K-TREE. In particular, Figure 1(b) shows the case where root node has 6 children (3 due to rule 3b plus 3 due to rule 3d). Finally Figure 1(d) shows the case where the 3 additional leaves are in the graph according with rule 3d; in particular, nodes I3, I4, I9 have 5 children, namely L5, L6, L7, L8 and L9 (2 due to rule 3c plus 3 due to rule 3d).
each leaf of T i is leaf of all
The proof that each graph that satisfies K-TREE is a LHG is shown in [2] .
Existence of LHGs satisfied by K-TREE
In this section we show which are the pairs (n, k) such that there exists a LHG satisfying K-TREE. To this aim let us compute EX K−T REE (n, k).
Lemma 1 Let n and k be two natural numbers. For a given k the minimum value of n such that EX
Proof. Let us suppose firstly by the way of contradiction that there exists a pair of integer n and k with n < 2k such that EX K−T REE (n, k) = true Case 1 (n ≤ k). This contradicts the definition of kconnectivity of LHG because it is impossible to build a graph with k edges for each node, therefore ∀n, k such that n ≤ k we have EX K−T REE (n, k) = f alse; Case 2 (k < n < 2k). Due to rule 1, the graph is composed of k copies of a tree T . The smallest tree that we can have is the one having only one node 3 (the root). Since each copy T i of T , has at least the root, then in G there are at least k nodes representing the k copies of the roots. Due to rule 3b, each root has to have k children. In order to satisfy the constraint, the tree T has to have, in addition to the root, also its k children. Since we want to count the minimum number of nodes, we consider the k children of T 's root as leaves. Due to rule 2 each leaf is a leaf of all the T i s so the minimum number of nodes of a graph satisfying K-TREE is n= k roots + k leaves = 2k that contradicts the hypothesis. To complete the proof we have also shown that there there exists at least one graph G with n = 2k nodes satisfying K-TREE (Figure 1(a) ).
Theorem 1 Let k and n be two integers such that
Proof. (Sketch) From Lemma 1 we have that the smallest graph that satisfy K-TREE in terms of number of nodes is the one with n = 2k and then EX K−T REE (2k, k) = true. As an example the graph (6, 3) is depicted in Figure  1(a) . Starting from the smallest graph for a given k, we add 3 This node cannot be a leaf because by definition, a leaf has one incident edge. The proof is composed of two parts that contribute to the definition of EX K−T REE plus a final part that combines the two contributions. In the first part, we show how many nodes we can add to the graph (2k, k) (due to rule 3d) without increasing the height of the trees forming the graph. The second part analyzes how many nodes we have to add to the graph (2k, k) to have an increase of height of the trees forming the graph (due to rule 3c). Part 1. the root (the only node just above the leaves) can have at most 2k − 3 children (rule 3d) in addition to the k imposed by rule 3b, therefore EX K−T REE (2k + j, k) = true (j ∈ {0, 1, . . . , 2k − 3}). Figure 1(b) shows the graph (9, 3) obtained by adding 2k − 3 nodes (i.e., three nodes) to the graph (6, 3), depicted in Figure 1(a) . Part 2. Now we want to count, given a certain k, how many nodes we have to add to the smallest graph (2k, k) for increasing by one the height of the tree T made by one root and its k children. This change of height from tree T to T implies the following two steps:
• (Step 1) a node s that in T is leaf become an internal node in T . As a consequence of rule 1, s should be present in all the copies T i of T generating k − 1 other internal nodes (one for each T i );
• (Step 2) from rule 3c every internal node should have k − 1 children leaves. These leaves due to rule 2 are shared by the k trees T i .
Therefore the graph G satisfying K-TREE, that includes T as a subgraph, has a number of nodes equal to 2k (the number of nodes of the graph including T as a subgraph) plus k − 1 nodes due to the application of step 1 plus k − 1 nodes due to the application of step 2. Therefore, n = 2k + 2(k − 1) and we have EX K−T REE (2k + 2(k − 1), k) = true. For example, let consider the graph (6, 3) shown in Figure 1 (b) with height of T 1 equal to 1. If we add the nodes A1, A2, A3 and A4 the resulting graph (10, 3) satisfies K-TREE with height of T 1 equal to two is depicted in Figure  1 (c) where: (i) node l1 became an internal node, (ii) A1 and A2 are the k − 1 copies of l1 imposed by the rule 1, (iii) A3 and A4 are the k − 1 new children of l1 imposed by rule 3c, that become leaves of each tree as imposed by rule 2.
Finally, before increasing again by one the height of the tree, each leave have to become an internal node and this requires to repeat the previous two steps. Since each time a new internal node is created, there is the creation of k − 1 leaves, this reasoning can be repeated an infinite number of times. As a consequence EX K−T REE (2k + 2α(k − 1), k) = true with α ∈ N. Final Part. Combining the contribution of part 1 and part 2, it follows that EX K−T REE (2k + 2α(k − 1) + j, k) = true ∀α ∈ N, j ∈ {0, . . . 2k − 3}. Simplifying the previous expression of EX K−T REE we have EX K−T REE (n, k) = true for any pair (n, k) such that n ≥ 2k and the claim follows.
k-regularity of LHGs satisfied by K-TREE
Theorem 2 Let k and n be two natural numbers such that k < n and let α ∈ N. We have
Proof.
In the proof of Theorem 1 we showed that EX K−T REE (2k + 2α(k − 1) + j, k) = true ∀α ∈ N, j ∈ {0, . . . 2k − 3}. We prove the claim by showing when we have a k-regular graph increasing first α and then j. Case j = 0 and α = 0. REG K−T REE (2k, k) = true. In this case, each T i is composed only by the root and k leaves. Due to rule 3b, every root has k children, thus its degree is k. Due to rule 2, each leaf is shared by the k tree copies T i , then it has exactly one parent for each T i and also its degree is k. So REG K−T REE (2k, k) = true. Case j = 0 and α = 0. In this case n = 2k + 2α(k − 1). As shown in Part 2 of Theorem 1, increasing α by 1 means changing a tree T in a tree T such that a leaf in T becomes an internal node of T . When this happens, such an internal node has to be present in every copy T i of T (generating a total of k − 1 new nodes). Due to rule 3c, every new internal node must have k − 1 children, therefore k − 1 new nodes (leaves) have to be present. Due to rule 3c, the k − 1 new internal nodes of T have k − 1 children and one parent node, therefore their degree is k. Roots and leaves still have, respectively, k children and k parents meaning that their degree is not changed. Thus REG K−T REE (2k + 2α(k − 1), k) = true with α ∈ N. Case j = 0. In this case n = 2k + 2α(k − 1) + j with j ∈ j{1, . . . 2k −3}, due to rule 3d, nodes having more than k − 1 children have degree greater than k. This is reflected on having j = 0 and then k-regularity is broken for all that value of n and REG K−T REE (n, k) = f alse.
Relation between K-TREE and Jenkins and Demers operational construction rules
Jenkins and Demers in [11] give an operative construction rule, namely JD to build LHGs. In this section we want to informally show that each graph built using JD satisfies K-TREE and that there is an infinite number of pairs (n, k) such that there exists a graph (n, k) satisfying K-TREE and this graph cannot be built using JD. . K-TREE rule 1 has the aim to fill a level of the tree T before increasing its height. This rule is not explicitly in [11] but it is necessary to maintain the logarithmic diameter. K-TREE's rule 3d is weaker than this sentence: ". . . except for at most k interior nodes just above the leaf nodes, which may have up to k+1 children. . . ". K-TREE's Rule 3d allows each node just above the leaves to have more children. This difference turns out in the impossibility for JD to build a graph like the one depicted in Figure 1(b) . Specifically, JD is not able to build, for example, any graph for the pair (n, k) with n = 2k + 2α(k − 1) + 3 when considering α ∈ N.
The authors define a graph as follows: "The construction consists of k copies of a tree whose root node has k children, and whose other interior nodes mostly have k-1 children (except for at most k interior nodes just above the leaf nodes, which may have up to k+1 children). These trees are then "pasted together" at the leaves -i.e. each leaf is
This also means that JD has an infinite number of pairs (n, k) for which it is impossible to build a LHG. Let us remark that for each graph EX K−T REE (2k + 2α(k − 1) + 3, k) is equal to true for each α ∈ N due to Theorem 1.
K-DIAMOND Graph constraint
In this section we introduce K-DIAMOND, a further improvement of K-TREE with respect to k-regularity. Indeed, K-DIAMOND and K-TREE are equivalent with respect to existence of LHGs while there are infinite many k-regular graphs (n, k) that satisfy K-DIAMOND and do not satisfy K-TREE. The main difference introduced by K-DIAMOND, with respect to K-TREE, is having two types of leaves: shared and unshared. Shared leaves behave exactly as those considered in K-TREE. Unshared leaves are nodes organized in groups of k elements; leaves belonging to the same unshared leaves form a clique; given a group of unshared leaves each tree T i is linked to it through a single edge.
Definition 2 A graph G satisfies the graph constraint
K- DIAMOND if 1. G contains k copies T i of a tree T (i = 1, ..., k);
T 's leaves can be shared or unshared;

a shared leaf of T i is leaf of all
As an example Figure 2 shows four graphs satisfying K-DIAMOND and Figure 2 
Existence of LHGs satisfied by K-DIAMOND
Lemma 2 Let n and k be two natural numbers. For a given k the minimum value of n such that
Proof. The claim follows considering that Lemma 1 applies also to K-DIAMOND as rule 1,3 and rule 5b of K-DIAMOND are equal to rules 1,2 and 3b of K-TREE.
Theorem 3 Let k and n be two integers such that
Proof. (Sketch) From Lemma 2 we have that the smallest graph that satisfies K-DIAMOND for a given k is (2k, k),
The proof shows that, for a given k, we add nodes, one by one, to the smallest graph and we have to show that the new graph satisfies K-DIAMOND graph constraint. Note that in the smallest graph satisfying K-DIAMOND all leaves are shared. (2k, k) . The root (the only node just above the leaves) can have at most k − 2 children (rule 5d) in addition to the k nodes imposed by rule 5b, therefore Figure 2(a) shows the graph (7, 3) obtained by adding k − 2 nodes (i.e., one nodes) to the graph (6, 3). Part 2: creating an unshared leaf.K-DIAMOND does not allow a root to have more children, therefore to build a graph having 2k + (k − 1) nodes, we have to create an unshared leaf. Due to rule 4a an unshared leaf is grouped with the new node and k − 1 of the previously shared leaves. As an example Figure 2 (b) shows a graph (8, 3) satisfying K-DIAMOND including one unshared leaf. This graph is obtained by the addition of node L5 to the graph depicted in Figure 2 (a). Therefore the graph (2k + (k − 1), k) satisfies K-DIAMOND. Due to rule 5d, root nodes can have once again up to k − 2 more children and then we have that K-DIAMOND allows also to build a graph for each pair (n, k)
For each k − 1 nodes added to the graph (2k + (k − 1), k), a new unshared leaf is created. Generalizing, we have the graph (2k + α(k − 1) + j, k) satisfies K-DIAMOND with α ≤ k where k is the maximum number of unshared leaves for the tree T that we are considering at this step (i.e. the one composed by one root and its children). As an example, we show in Figure 2 (c) a graph for the pair (13, 3) where all the leaves are unshared (α = k) and the root has the maximum number of children in addition to the k forced by rule 5b. Part 3: increasing by one the height of the tree T . The tree T considered at this point is the one composed by the root and its 2k − 2 children (i.e. k due to rule 5b and k − 2 due to rule 5d). From the situation depicted in Figure 2 (c), K-DIAMOND does not allow the root to have more children, therefore to build a graph satisfying K-DIAMOND with one more node, we need to increase the height of the tree T . The change of the height of T implies to switch from tree T , composed by the root and its k children unshared leaves and k − 2 more child shared leaf, to a tree T made as follows: one root having k − 1 children unshared leaves and one child internal node whose have k − 1 children shared leaves. As consequence
Step 1) a node s that in T was unshared leaf became an internal node in T . Due to rule 1, s should be present in all the copies T i of T ; since s was an unshared leaf, it already has its copies in every T i . All these copies become then the internal nodes copies of s;
• (Step 2) from the rule 5c every internal node should have k − 1 children shared leaves. These leaves due to rule 3 are shared by the k trees T i . Since k − 2 shared leaves are already present in T , in T they become internal nodes and only one more node is needed to build the graph.
Therefore the graph G satisfying K-DIAMOND, that includes T as a subgraph, has a number of nodes n equal to 2k + (k + 1)(k − 1) due to the application of step1 and step 2 respectively. Thus, we have EX K−DIAMON D (2k + (k + 1)(k − 1), k) = true. For example, let consider the graph (13, 3) shown in Figure 2 (c) with height of T 1 equal to 1. If we add the nodes L11, the resulting graph (14, 3) that satisfies K-DIAMOND with height of T 1 equal to two is depicted in Figure 2(d) . Part 4: Iterating part 2 and 3. The reasoning contained in part 3 can be repeated firstly increasing the height of all the branches of the tree T (due to rule 5a), and then making all the new shared leaves unshared as described in Part 2. Therefore n can be generalized as n = 2k + α(k − 1) + j with α ∈ N and j ∈ {0, 1, . . . k − 2} and
Corollary 1 Let n and k be two natural numbers such that
Proof. It trivially follows by Theorem 1 and Theorem 3
k-regularity of LHGs satisfied by K-DIAMOND
Theorem 4
Let k and n be two natural numbers such that k < n and let α ∈ N). We have
In the proof of Theorem 3 we showed that In case (i) due to rule 4a, k nodes are grouped together by a clique meaning that each of them have k − 1 links toward the others. Moreover due to rule 4b each node of the group is linked also to a different copy T i meaning that any node part of an unshared leaf has degree k. Roots and other nodes still have degree k. Therefore such a graph is k-regular. In case (ii) the internal node, namely s, due to rule 1 has to be present in every copy T i of T ; since s was part of an unshared leaf, it has already k − 1 copies that become internal nodes too. Due to rule 5c, every new internal node must have k −1 children, therefore k −1 new nodes (leaves) have to be present. Due to rule 5c, the k − 1 new internal nodes have k − 1 children and one parent node, therefore their degree is k. Roots have k children and then degree k. The k − 1 shared leaves child of s are shared by all the trees T i so they have k parents meaning that their degree is k.
Case j = 0. In this case n = 2k + 2α(k − 1) + j with j ∈ j{1, . . . k − 2}, due to rule 5d, nodes with more than k − 1 children have degree greater than k. This is reflected on having j = 0 and then k-regularity is not satisfied for all that value of n and REG K−DIAMON D (n, k) = f alse.
Corollary 2 Let n and k be two integers such that
Proof. For a given k, we have to show that for each value of n such that a k-regular graph satisfying K − T REE exists (i.e., REG K−T REE (n, k) = true), then a k-regular graph with n nodes (with n = n ) that satisfies
From the proof of Theorem 2 and Theorem 4 we have n = 2k + 2α K−T REE (k − 1) and n = 2k + α K−DIAMON D (k − 1). We have to show that n = n can be always verified.
Since α K−T REE and α K−DIAMON D are two natural numbers for each value of α K−T REE there will always exist a value of
Theorem 5 Let n and k be two integers such that
There is an infinite number of pairs 
Message complexity
By definition LHGs have a sub-linear complexity with respect to the latency when flooding the network due to their logarithmic diameter. In this section we show the complexity of flooding a graph satisfying a K T REE and K D IAM ON D graph constraint in terms of message complexity (MC).
Lemma 3 Given a graph G of n nodes with connectivity
Proof. Message Complexity is limited by the maximum number of edges in the graph. The worst case is when due to rule 3d of Definition 1, there are 2k − 3 leaves in addition to the ones allowed by rules 3b or 3c.
In this scenario each node sends at least k messages (nk messages). Moreover, each leaf of the 2k − 3 additional leaves has one father in each one of the k trees, therefore each of such fathers has to send one additional message for each of these children ((2k − 3)k messages).Then the message complexity is bounded by nk + (2k − 3)k.
Lemma 4 Given a graph G of n nodes with connectivity
Proof. The proof follows the structure of the previous one by considering that K − DIAM ON D graph constraint allows, due to rule 5d, k − 2 additional leaves with respect to the ones allowed by rules 5b and 5c. Then the message complexity is bounded by nk + (2k − 3)k. 
Conclusions
Studying the existence and regularity of Logarithmic Harary Graphs (LHGs) is of primary importance when one wants to flood in a robust and efficient way a network that has an arbitrary number of nodes. To the best of our knowledge this is the first paper looking at such properties of LHGs.
The paper has introduced a graph constraint K-TREE and it has shown that there is an infinite number of pairs (n, k) such that there is a LHG for each of these pairs that satisfies K-TREE and it does not satisfy the only graph constraint presented in the literature so far [11] . Moreover, another graph constraint has been introduced, namely K-DIAMOND, that is equivalent to K-TREE with respect to LHGs existence, but it exhibits an infinite number of pairs (n, k) such that there is a k-regular LHG for the each of these pairs that satisfies K-DIAMOND and it does not satisfy K-TREE.
