Frustrated nematic systems in toroidal geometries by Milan, Felix
Frustrated nematic systems in
toroidal geometries
THESIS
submitted in partial fulfillment of the
requirements for the degree of
MASTER OF SCIENCE
in
THEORETICAL PHYSICS
Author : Felix Milan
Student ID : 1448056
Supervisors : Prof. Dr. Vincenzo Vitelli
Dr. Vinzenz Koning
2nd corrector : Dr. Luca Giomi
Leiden, The Netherlands, August 26, 2015

Frustrated nematic systems in
toroidal geometries
Felix Milan
Instituut-Lorentz, Leiden University
P.O. Box 9500, 2300 RA Leiden, The Netherlands
August 26, 2015
Abstract
Chiral phases of nematic structures in liquid crystals are generally
produced by either chiral molecules or by doping a system of
achiral LC molecules with chiral constituents. However, a chiral
nematic phase may also emerge in geometrically confined
nematics with achiral constituents. It has recently been shown
that spontaneous chirality emerges for a nematic in a torus with
parallel anchoring for a particular choice of the aspect ratio.
Experimental evidence suggests that a chiral phase can also be
observed for perpendicular anchoring conditions, however, an
analytical minimisation of the Frank free energy suggests
otherwise. Nevertheless, analytical calculations show that a chiral
vortex structure can be observed for very thin capillary lengths.
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Chapter1
Introduction
Liquid Crystals have become almost ubiquitous in technological appli-
ances over the last two decades. The most famous application is their
use in electronic displays, i.e. liquid crystal displays (LCD). Their distinct
property of orientational order makes them particularly advantageous for
their use in displays. The optical activity of liquid crystals are the reason
why detailed and stunning images can be produced via cross-polarisers,
such as the one in the title for a thin LC film [1].
Liquid crystals are best understood as a mesomorphic phase between
a liquid state and a solid crystalline state. The liquid state is isotropic
whereas the crystalline state possesses positional order in all three space
dimensions. Liquid crystals can then be described as phases with absent
positional order in at least one direction of space and orientational order
making the system anisotropic [2]. The degree of anisotropy is given by
the density-pair correlation function ρ(x, x′), which does not only depend
on the distance between two locations x and x′ but also on their relative
orientation
ρLC(x, x′) ∼ (x− x′) (1.1)
According to this definition we can identify three categories of liquid
crystals [2]:
1. Nematics: Positional order is absent in these systems and isotropy
is violated by orientational order in respect to one axis in space.
The constituents of uniaxial nematic systems can be pictured as rods
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which are relatively aligned to one axis in space, the nematic di-
rector, figure 1.1a. Thus, nematics have (at least) two correlation
lengths, ζ‖ and ζ⊥ (parallel and perpendicular to the director respec-
tively).
2. Smectics: These phases possess positional order in one space dimen-
sion and orientational order according to a director axis. Smectics
can be be pictured as nematic layers being stacked on each other in
the direction of positional order, figure 1.1b.
3. Columnar phases: This category of liquid crystals has positional
order in two space dimensions and orientational order in respect
to a director axis. Columnar phases are mostly made up of disk-
like molecules. The molecules are stacked on top of each other to
form columns, which are organised in a two-dimensional array, fig-
ure 1.1c.
(a) Nematic phase (b) Smectic phase (c) Columnar phase
Figure 1.1: Liquid crystal phases [3, 4]
We can see that according to this definition, that a nematic phase be-
haves very much like a fluid (absence of translational order) with a sense
of orientational order, since its constituents, rod-like molecules, favour
alignment. Nevertheless, static structures of nematics are also relatively
common, which may be due to external field interactions or geometric
frustration. This thesis deals with the latter of the two cases, the geomet-
ric frustration of static nematics inside a torus. The type of liquid crystal
molecule which has been used for the underlying experiments of this the-
sis is 4-n-pentyl-4’-cyanobiphenyl or 5CB in short.
2
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Chapter2
Mean field description of nematic
systems
Of the three liquid crystal phases introduced in chapter 1 we shall focus
entirely on (uniaxial) nematics in this thesis. In order to investigate those
systems, we need to quantify the degree of orientational order in a ne-
matic and account for distortions in geometrically confined systems. This
chpater mainly follows the discussions in [2] and [5].
2.1 Nematic order
The symmetry of isotropy of a liquid phase is broken in a nematic liquid
crystal phase. As was previously mentioned nematics possess orienta-
tional order in respect to one axis in space. Similarly to a ferromagnetic
system an order parameter for nematic systems can be constructed.
2.1.1 Multipole method
The constituent molecules of general nematic systems can be described by
cylindrically symmetric rigid rods. The axis of the i-th rod is then given
by the unit vector ai, which is represented in spherical coordinates as
ai =
cos φi sin θisin φi sin θi
cos θi
 (2.1)
whit φi ∈ [0, 2pi) and θi ∈ [0,pi] being the respective polar angles. The
nematic director n is chosen to be parallel to the z-axis for simplicity.
Version of August 26, 2015– Created December 18, 2015 - 19:22
3
4 Mean field description of nematic systems
The degree of alignment of the rods towards the director n can be de-
scribed by the distribution function f (φ, θ) dΩ, with dΩ = sin θ dθ dφ, the
differential surface area of the unit sphere. f (φ, θ) is a probability density
function with the following properties
• f (φ, θ) = f (θ), i.e. the nematic phase possesses cylindrical symme-
try around the director n
• f (θ) = f (pi − θ), i.e. the nematic phase has inversion symmetry
around n (invariant under n→ −n)
One might think that the average alignment 〈cos θ〉 (dipole moment)
of the rods around n would be an appropriate order parameter, but this
average vanishes due to the inversion symmetry of the nematic phase
〈cos θ〉 = 〈a · n〉 =
∫
dΩ f (θ) cos θ ≡ 0
The first non-vanishing multipole of the nematic phase is the quadrupole
S =
1
2
〈3 cos2 θ − 1〉 =
∫
dΩ f (θ)
1
2
(
3 cos2 θ − 1
)
(2.2)
Physical nematic systems favour parallel alignment. Therefore the
probability distribution function f (θ) has its maxima at θ = 0 and θ = pi.
Thus S = 1 for perfect parallel alignment in a nematic phase. On the other
hand f (θ) = 14pi = constant in the isotropic phase and hence S = 0 due
to 〈cos2 θ〉 = 13 .
2.1.2 Tensor method
In the previous section we have seen that the multipole method is success-
ful in quantifying the orientational order of nematic systems. However,
we were assuming that the rods were uniaxial and the probability den-
sity function f (θ) could not be given explicitly. An alternative approach
is to describe the degree of nematic order via the Q-tensor. The Q-tensor
is built from the molecular axis vectors ai (2.1). Since the system is in-
variant under the transformation ai → −ai (inversion symmetry) a vector
order parameter is insufficient and thus the Q-tensor must be (at least) a
second rank tensor. Furthermore, the Q-tensor should be identically zero
in the high temperature limit (T → ∞). Therefore, we need a symmetric
traceless (Tr(Q) = 0) tensor as our order parameter
Qαβ(x) =
V
N
N
∑
i=1
(
ai,α ai,β − 13δαβ
)
δ(x− xi) (2.3)
4
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where V is the volume of the system, N the total number of rods and
δ(x − xi) a Dirac delta function. If we take the integral 1V
∫
d3x over the
volume of the system, we obtain
〈Qαβ〉 = 〈ai,α ai,β〉 − 13δαβ (2.4)
with 〈ai,α ai,β〉 = 1N
N
∑
i=1
ai,α ai,β
Let us assume that the nematic director n of the nematic system is par-
allel to the z-axis of our coordinate system. In this case the Q-tensor is
diagonal
〈Q〉 =
−13 S + η 0 00 −13 S− η 0
0 0 23 S
 (2.5)
where 〈Q〉 denotes the averaged Q-tensor. The parameter η is intro-
duced for biaxial nematics, whose Q-tensor has three distinct eigenvalues.
In case of uniaxial nematics η = 0 and two of the three eigenvalues are
degenerate. The parameter S shall be our scalar equivalent to the tensorial
nematic order parameter Q. For uniaxial nematics the Q-tensor may be
given in terms of S and the director n:
〈Qαβ〉 = S
(
nα nβ − 13δαβ
)
(2.6)
By contracting both (2.4) and (2.6) with the tensor nαnβ we end up with
the following relation for the scalar order parameter S:
S =
1
2
〈3(ai · n)2 − 1〉 = 〈P2(cos θi)〉 (2.7)
with θi denoting the angle between ai and n and P2(x) = 12(3x
2 − 1)
being the second Legendre polynomial of the first kind.
The two scalar nematic order parameters derived in (2.2) and (2.7) are
exactly equivalent. Nevertheless, the tensor approach is more versatile
than the multipole approach, because, for one the Q-tensor can be gener-
alised to biaxial nematic systems and, moreover, S can be determined by
knowledge of the complete set of {ai}. The latter advantage is of impor-
tance, when we deal with simulations of nematic systems (chapter 3).
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2.2 Continuum theory
So far we have discussed “perfect” nematic systems consisting of rod-like
molecules whose average orientation, the nematic director n, is homo-
geneous in space. Now we shall take a look at distortions in nematics,
i.e. systems with a spatially inhomogeneous director field n(x). In most
physical systems the distance l over which the nematic ordering is sub-
stantially altered is much larger than the molecular size a of the rods. This
enables us to describe the system by a continuum theory, we shall dis-
regard changes on the molecular level and focus on the behaviour of the
nematic director field, as n(x) locally represents the average orientation of
a small sample (≈ l) of nematic molecules.
For long-range distortions we assume a  l, which leaves the nematic
Q-tensor unaltered, only the eigendirection (the director field n(r)) may
be changed.
Qαβ(x) = S(T)
(
nα(x) nβ(x)− 13δαβ
)
+O
( a
l
)
(2.8)
where S(T) is the scalar nematic order parameter dependent on the
temperature T and O ( al ) are higher order terms.
On the other hand, if our system contains short-range distortions, the
higher order terms in (2.8) become relevant. The distortions can be de-
scribed by the vector gradient of the director field ∇n(x), as it captures
local changes of the nematic order. However, distortions may be omitted,
if they are of the size of the molecular length scale a|∇n|  1. With this
in mind we can now construct a free energy F[n] as a functional of n(r)
which only captures energy changes due to distortions. Furthermore, F[n]
must obey the following conditions:
• F[n] = F[−n] due to inversion symmetry of the system
• terms of linear order O(∇n) are absent due to inversion symmetry
and centrosymmtery 1 (invariance under x→ −x)
• terms such as ∫ d3x∇ · u(r) ≡ ∫ dS vS · u(x) (u is an arbitrary vector
field and vS the outer normal to the surface S) are disregarded, since
1Centrosymmetry is absent in nematics with chiral molecules
6
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they are contributing to the surface and not to the bulk energy of the
system 2
With these conditions in mind, we can derive our (bulk) free energy
(see [2] for details)
F[n] =
1
2
∫
d3x
{
K1(∇ · n)2 + K2(n · (∇× n))2 + K3(n× (∇× n))2
}
(2.9)
where K1, K2 and K3 are elastic constants for the different distortion
categories:
• Splay K1: (∇ · n)2
• Twist K2: (n · (∇× n))2
• Bend K3: (n× (∇× n))2
The bulk free energy F is commonly called the Frank free energy. A
visualisation of the different kinds of distortions are given in figure 2.1.
Figure 2.1: Twist, bend and splay of the Frank free energy (the red rods represent
the nematic molecules aligned towards n) [6].
2.2.1 One-constant approximation
A common simplification used in particular cases for the Frank free energy
is the one-constant approximation, where we assume all distortions to be
equally significant, i.e. K1 = K2 = K3 ≡ K, with K being the generalised
elastic constant. This is often referred to as the case of isotropic elasticity.
Thus, the Frank free energy density f may be simplified to
f =
1
2
K{(∇ · n)2 + (∇× n)2} = 1
2
K(∂µnν)(∂µnν) =
1
2
K|∇n|2 (2.10)
2These surface terms are nevertheless important, in particular in the case of confined
nematics.
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where the Einstein summation convention and the identity (∇× n)2 ≡
(n · (∇ × n))2 + (n × (∇ × n))2 was used. Thus, the Frank free energy
density scales with |∇n|2. The form of f in (2.10) is much simpler than in
the case of anisotropic elasticity in (2.9). Hence, the one-constant approxi-
mation is often used, when the underlying system is relatively complex or
the ratios of the elastic constants Ki are unknown.
2.2.2 Surface terms
In confined nematics the pure bulk energy in (2.9) is not sufficient anymore
and we need to account for surface energy terms. Generally, the surface
terms depend on the system at hand, e.g. a specific anchoring energy.
For a confined nematic in an arbitrary geometry one (mostly) includes the
saddle-splay energy:
F[n] =
1
2
∫
d3x
{
K1(∇ · n)2 + K2(n · (∇× n))2 + K3(n× (∇× n))2
}
− K24
∫
dS vS · (∇ · n + n× (∇× n)) (2.11)
where f24 = −K24∇ · ((∇ · n)n + n × (∇ × n)) is the saddle-splay
density and vS is the outer normal to the surface S of the confined system.
8
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Monte Carlo simulations
In section 2.1 we have seen that we can distinguish between an isotropic
and a nematic phase via the order parameter S derived from the Q-tensor.
We shall now investigate under which conditions a system composed of
molecular rods undergoes a transition from the isotropic to the nematic
phase. In order to model three dimensional nematic systems and the
nematic-isotropic phase transition we make use of Monte-Carlo simula-
tions. Monte-Carlo simulations are very useful in modelling random ther-
mal fluctuations in nematics, which are the cause of the aforementioned
phase transition. Monte-Carlo algorithms have two general properties:
They are both ergodic and obey the condition of detailed balance. Theo-
retical explanations in this chapter follow mainly arguments and discus-
sions given in [7].
3.1 Ergodicity and detailed balance
The probability of finding our system in a given state µ with energy Eµ at
a time t is denoted by pµ(t). Let us assume that the system is in a state
µ. We can then define a transition probability P(t, µ → ν) to another state
ν with energy Eν. Thus, we can express the time evolution of pµ(t) via a
master equation.
dpµ(t)
dt
=∑
ν
[
pν(t)P(t, ν→ µ)− pµ(t)P(t, µ→ ν)
]
(3.1)
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with the normalisation constraint
∑
µ
pµ(t) = 1 (3.2)
In the case of Monte Carlo algorithms the transitions between states µ→
ν are Markov processes. Therefore the transition probabilities have to be
both independent of time P(t, µ→ ν) = P(µ→ ν) and are only dependent
on the properties of the initial state of the transition µ (not necessarily the
initial state of the system). Hence, we have to require the constraint
∑
ν
P(ν→ µ) = 1 (3.3)
The sequence of Markov transitions µ → ν → λ → . . . is called a
Markov chain. We can now define the condition of ergodicity: If any state
ν can be reached via a Markov chain from an arbitrary initial state µ, the
system is ergodic.
The other property of MC algorithms, detailed balance, is a condition
on the transition probabilities P(µ → ν). Let us consider an equilibrium
configuration, i.e. dpµ(t)dt = 0 and pµ(t) = pµ in the master equation (3.1).
pµ =∑
ν
pνP(ν→ µ) (3.4)
where we have used the constraint for Markov processes in (3.3).
The condition of detailed balance is the requirement that
pµ P(µ→ ν) = pν P(ν→ µ) (3.5)
which implies, that the probability of the system being in state µ and
transitioning to state ν is the same as being in state ν and transitioning to
state µ.
3.2 Nematic-Isotropic phase transition
Now, we will put the formalism of section 3.1 to use. Our nematic system
may be modelled as a canonical ensemble with temperature T. Thus the
10
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probability of finding an energy state Eµ is given by
pµ =
1
Z
e−βEµ (3.6)
which is the Boltzmann probability distribution with Z being the par-
tition function of the ensemble and β = 1kBT , with T being the temperature
of the system. Therefore, we see from (3.5) that
P(µ→ ν)
P(ν→ µ) = e
−β(Eν−Eµ) (3.7)
The condition of detailed balance 3.5 may be written in a more explicit
way
P(µ→ ν)
P(ν→ µ) =
g(µ→ ν) A(µ→ ν)
g(ν→ µ) A(ν→ µ) (3.8)
where g(µ → ν) is the selection and A(µ → ν) the acceptance proba-
bility of the transition µ→ ν. This is due to the fact, that in MC simulations
we generate a proposed state ν from the original state µ with probability
g(µ → ν) and accept it with a probability A(µ → ν). Consequently, we
split up the transition probability into two parts.
Now we would like to run simulations of a nematic spin system on a
3D lattice. A simple model for a nearest neighbour interaction between
nematic rods (or spins) is the Lebwohl-Lasher model [8]
E = −J ∑
<ij>
(
3
2
(ai · aj)2 − 12
)
= −J ∑
<ij>
P2(ai · aj) (3.9)
where P2(x) is the second Legendre polynomial, see (2.7), J > 0 the
coupling constant and ai the axis of the i-th nematic spin, see (2.1). The
nematic order parameter, the Q-tensor is given by a discretised version of
(2.3)
Qαβ =
N
∑
i=1
(
ai,α ai,β − 13δαβ
)
(3.10)
As an alternative to the Q-tensor one could also use the angular diver-
gence of the spins as a nematic order parameter [9]. The diagonalisation
and subsequent extraction of the scalar order parameter S are completely
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analogous to the method in section 2.1. In the following sections we de-
velop two different Monte-Carlo methods, Metropolis and Cluster algo-
rithm, for a nematic system in a 3D lattice. We shall use helical boundary
conditions for all our lattice simulations, which are analogous to periodic
boundary conditions, but save CPU run time (see [7] for a detailed discus-
sion on helical boundary conditions).
3.2.1 Metropolis algorithm
A rather efficient way to simulate the phase transition in our nematic spin
model is a Monte-Carlo method called the Metropolis algorithm:
1. select a lattice site i at random
2. perform a random rotation of the spin at i in state µ resulting in a
new state ν
3. accept or reject the new state ν according to the acceptance probabil-
ity A(µ→ ν)
The random 3D rotation of a nematic spin is carried out via an ele-
gant sphere point picking algorithm [10]. Consider the two uniformly dis-
tributed random variables u, v ∈ (−1, 1). Then, if u2 + v2 < 1, we obtain
for different ui, vi the set of cartesian coordinates {xi, yi, zi} for points on a
sphere.
xi = 2ui
√
1− u2i − v2i
yi = 2vi
√
1− u2i − v2i
zi = 1− 2(u2i + v2i ) (3.11)
where i ∈ {1, . . . , N} is an index for the i-th point on the sphere and N
denotes the total number of points.
The selection probability of a Monte Carlo step µ → ν of an arbitrary
nematic spin i is g(µ → ν) = 1N = constant. Since the Metropolis algo-
rithm is based on a global energy minimisation procedure, the acceptance
probability of a transition µ→ ν between a current state µ and a proposed
state ν is given by:
A(µ→ ν) =
{
e−β(Eν−Eµ) if Eν − Eµ > 0
1 otherwise
(3.12)
12
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Consequently a suggested state ν with an energy greater than in the cur-
rent state µ, Eν > Eµ will be accepted according to a Boltzmann probability
density, whereas steps with Eµ > Eν are always accepted.
Thermalisation In the following simulations we consider a 64× 64× 64
nematic spin lattice, (lattice length L = 64, number of total spins N = L3).
The thermal equilibrium state of the system is reached via several Monte
Carlo steps using the Metropolis algorithm. An important feature of the
equilibrium state is the time at which the system reaches thermal equilib-
rium, the thermalisation time, measured in Monte Carlo steps per lattice
sites for various βJ parameters, in the range of βJ = 0.8 . . . 1.0. The time
unit “Monte Carlo steps per lattice sites” may be interpreted as the time
it takes to perform one lattice sweep. Consequently, the two expressions
Monte Carlo steps per lattice sites and lattice sweeps may be used inter-
changeably. Due to reasons of simplicity the coupling constant J = 1 in all
simulations and it is required that the Boltzmann constant kB = 1 as well,
thus yielding βJ = T−1. The thermalisation times are needed in order to
access data of the equilibriated system for further simulations. They are
obtained by considering a high temperature state (T → ∞), in which ev-
ery rod is aligned along one direction in space, e.g. the z-axis and a low
temperature state (T = 0), in which the distribution of the rod axes is ran-
dom (isotropic state). We may now carry out a series of Monte Carlo steps
for both a high temperature and a low temperature state for a given final
value of βJ. By plotting the scalar order parameter S vs time t the ther-
malisation times can be determined by reading of the time at which both
simulations reach their equilibrium plateau. This procedure is carried out
for the nematic order S and the energy for βJ = 0.85 in figure 3.1 1. Other
thermalisation plots for the energy and nematic order of the system for
inverse temperatures βJ = 0.9, 0.95, 1.0 are given in figures 3.2 and 3.3.
Thus, we can determine the respective (approximate) thermalisation times
for these temperatures, which are given in table 3.1. We can see, that ttherm
increases drastically from βJ = 0.85 to βJ = 0.9. Furthermore, we have
S 6= 0 for βJ ≥ 0.9. Therefore, we would expect a transition between an
isotropic phase (S = 0) and a nematic phase (S 6= 0) at βJ ≈ 0.9. The en-
ergy per spin is given in units of 2J (normalised), since the ground state in
the Lebwohl-Lasher model is E0 = −2JN (the same as in the Ising model).
1In this plot we determine the thermalisation time according to the energy time graph,
since the nematic order S is thermalised sooner than the energy
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βJ ttherm in lattice sweeps
0.85 400
0.9 7000
0.95 9000
1.0 8500
Table 3.1: Thermalisation time ttherm for different inverse temperatures βJ.
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Figure 3.1: The nematic order parameter S and energy per spin against time in
Monte Carlo steps per site for βJ = 0.85 for two initial states, an aligned one
(T = 0) and a randomly distributed one (T → ∞).
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Figure 3.2: The energy per spin against time in Monte Carlo steps per site for
various inverse temperatures βJ.
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Figure 3.3: The nematic order S per spin against time in Monte Carlo steps per
site for various inverse temperatures βJ.
Phase transition After having determined the thermalisation times around
the temperature region of interest, we can now move on to determining
the critical temperature Tc for the nematic-isotropic phase transition. A
phase diagram, order parameter S against control parameter βJ (sampling
rate ∆(βJ) = 0.001) is given in figure 3.4. The phase digram reveals that
the critical inverse temperature is located around βJ = 0.89, since the or-
der parameter S makes a sudden jump from S ≈ 0 to S ≈ 0.3. This co-
incides with our expectations, because the nematic-isotropic transition is
a first order phase transition [2, 5], but due to finite size effects the dis-
continuity of S makes itself only noticeable through a substantially strong
incline. It should be noted that S has some fluctuations close to the critical
control parameter βJ = 0.89. This is likely due to both finite size effects
and the thermalisation scheme for this simulation, where a ttherm lower
than the one at βJ = 0.9 in table 3.1 was used (due to a shorter run time).
This scheme works very well, apart from the critical temperature region
where the fluctuations occur. The fluctuations in figure 3.4 are, however,
rather insignificant, as the resulting graph was averaged over 20 Monte
Carlo simulation runs, resulting in a dampening of the original fluctua-
tions.
Moreover, figure 3.5 shows the phase diagram of the energy per spin
in the region βJ = 0.8 . . . 1.0. The energy per spin EN also shows a drastic
change in its gradient, which confirms the notion of a first order transition,
in which E is discontinuous. A comparison between figures 3.4 and 3.5
Version of August 26, 2015– Created December 18, 2015 - 19:22
15
16 Monte Carlo simulations
and the results in [8] shows both qualitative and quantitative agreement 2.
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Figure 3.4: The phase diagram S(βJ) per spin of the nematic-isotropic phase tran-
sition for the Metropolis algorithm (L = 64).
Similarly to the magnetic susceptibility we can define a nematic suscep-
tibility for the Lebwohl-Lasher model
χ =
β
N
(
〈S2〉 − 〈S〉2
)
(3.13)
where 〈· · · 〉 denotes the thermal average in the canonical ensemble.
The susceptibility is a response function of the system and enables us
to determine a more precise value for the critical control parameter. χ
is shown in figure 3.6 from which we can determine the critical value
(βJ)c = 0.894 (the highest peak indicates the occurrence of the phase tran-
sition as also χ is discontinuous in this region). Thus, we have a critical
temperature of
Tc ≈ 1.1186 J (3.14)
which deviates from the literature value [11] Tc = (1.1225± 0.0001) J
in the fourth significant figure.
2It should be noted that the calculations in this thesis are much more precise due to a
higher sampling rate, larger system size and continuous spin rotations.
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Figure 3.5: The energy per spin in units of 2J of the nematic-isotropic phase tran-
sition for the Metropolis algorithm (L = 64).
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Figure 3.6: The response function χ(βJ) per spin of the nematic-isotropic phase
transition for the Metropolis algorithm (L = 64).
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3.2.2 Cluster algorithm
A more efficient method for determining the critical temperature Tc of
the nematic-isotropic phase transition in the Lebwohl-Lasher model is a
Monte-Carlo cluster algorithm. Instead of randomly selecting nematic
spins, as we did in the case of Metropolis, we start with a random ini-
tial spin seed and add other spins to the cluster according to a specific
selection probability. Eventually, we stop adding further spins to the clus-
ter and orient all spins around a previously chosen axis. The outline of the
Lebwohl-Lasher cluster algorithm is very similar to the Wolff algorithm
in the Ising model and is thus also a non-local algorithm contrary to the
Metropolis algorithm [11]:
Firstly, we select a random direction r in space and invert any nematic
spin ai → −ai with ai · r < 0. The inversion of the spin axes ai is allowed,
because it leaves the energy (3.9) invariant. Then, analogous to the Ising
model, we randomly choose a lattice site i, but instead of a spin flip, a spin
reflection around r with the reflection operator R(r) is performed.
a′i = R(r)ai = −ai + 2(ai · r)r (3.15)
The spin ai acts as a spin seed for the spin cluster. Now, we need to
think about the method of cluster growth. Let us consider a transition be-
tween two states µ→ ν and assume that we reject m neighbouring spins of
the cluster in state µ with probability (1− Pij), where Pij is the probability
of adding a spin 3 i to the cluster, considering the next nearest neighbour
j. Thus, ∏m<ij>(1− Pij) is the selection probability g(µ → ν). Then in the
reverse transition ν → µ we assume to have n neighbouring spins to be
rejected and so the selection probability g(ν → µ) = ∏n<ij>(1− Pij). By
consulting the condition for detailed balance (3.5), we see that
A(µ→ ν)
A(ν→ µ) =
n
∏
<ij>
(1− Pij)
m
∏
<ij>
(1− Pij)
e−β(Eν−Eµ) (3.16)
As in the Wolff algorithm for the Ising model we would like to have a
3The lattice position i and the spin axis ai may both be referenced when we talk about
the spin i.
18
Version of August 26, 2015– Created December 18, 2015 - 19:22
3.2 Nematic-Isotropic phase transition 19
ratio of 1 for the acceptance probabilities in (3.16), see [7, 11]. If we choose
Pij =
{
1− e−β∆Eij if ∆Eij > 0
0 otherwise
(3.17)
with
∆Eij = Ei′ j′ − Ei′ j = −JP2(a′i · a′j) + JP2(a′i · aj) =
= 6(a′i · r)(aj · r)
[
(a′i · aj)− (a′i · r)(aj · r)
]
(3.18)
we can achieve this particular choice for the ratio of the acceptance
probabilities, due to
n
∏
<ij>
(1− Pij)
m
∏
<ij>
(1− Pij)
=
e
−β n∑
<ij>
θ(∆Eij)∆Eij
e
−β m∑
<ij>
θ(∆Eij)∆Eij
= eβ(Eν−Eµ) (3.19)
where θ(x) is the Heaviside step function [12] and ∆Eij the energy dif-
ference of the interaction of the reflected spin seed a′i with its reflected
nearest neighbour spin a′j and the interaction between a
′
i and its next near-
est neighbour spin aj.
Now we are ready to give a brief outline of the complete cluster algo-
rithm [11]:
1. Choose a random direction r in space.
2. Invert every spin ak → −ak, for which ak · r < 0.
3. Select a spin seed i at random and reflect its axis ai with the operator
R(r).
4. Add or reject next nearest neighbour spins j according to the proba-
bility Pij and reflect them around r, if they are accepted.
5. Continue the process of adding spins with the neighbour spins j and
their respective neighbours, until every neighbour spin at the cluster
boundary has been rejected (if a spin is already added to the cluster
it cannot be added again).
Version of August 26, 2015– Created December 18, 2015 - 19:22
19
20 Monte Carlo simulations
Analogously to the Metropolis algorithm we can produce a phase dia-
gram for the nematic order per spin S and the nematic susceptibility per
spin χ, with the resulting plots being shown in figures 3.7 and 3.8 (a re-
fined sampling rate of ∆(βJ) = 0.0001 was used in the critical region).
From figure 3.7 we can see that the Cluster algorithm (single simulation
run) captures the first order degree of the nematic-isotropic phase tran-
sition better than the Metropolis algorithm due to a significantly smaller
thermalisation time (ttherm(βJ = 1.0) ≈ 0.1 lattice sweeps). Nevertheless,
fluctuations of S are present close to the critical region, which might be due
to finite size effects. With the help of the response function χ in figure 3.8
we can determine the critical control parameter (βJ)c = 0.8908 yielding
Tc ≈ 1.1226 J (3.20)
which coincides with Tc = (1.1225± 0.0001) J, the literature value [11].
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Figure 3.7: The phase diagram S(βJ) per spin of the nematic-isotropic phase tran-
sition for the Metropolis and the Cluster algorithm (L = 64).
Let us now come back to the fluctuations of S in figure 3.7 close to Tc. In
figure 3.9 we find phase diagrams for S with different lattice lengths L. The
plot suggests, that the fluctuations are indeed a finite size effect, since they
are considerably reduced by increasing lattice length L and barely visible
for L = 100. Thus, we may conclude that the cluster algorithm captures
the nature of the nematic-isotropic phase transition very successfully.
20
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Figure 3.8: The response function χ(βJ) per spin of the nematic-isotropic phase
transition for the Cluster algorithm (L = 64).
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Figure 3.9: Phase diagrams S(βJ) per spin of the nematic-isotropic phase transi-
tion for various lattice sizes L.
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3.3 Anisotropic elasticity and confinement
The Lebwohl-Lasher 3.9 is suitable for modelling nematic systems without
distortions (isotropic elasticity). An interaction potential of nematic spins
which includes anisotropic elasticity is given in [13–15]:
Eij = λ
[
P2(bi) + P2(bj)
]
+ µ
(
bibjcij − 19
)
+
+ νP2(cij) + ρ
[
P2(bi) + P2(bj)
]
P2(cij) (3.21)
with bi = r · ai and cij = ai · aj, where r is the position vector between
two points on a lattice i and j. Eij is an interaction potential between next
nearest neighbour spins i and j with parameters
λ =
1
3
(2K1 − 3K2 + K3)
µ = 3(K2 − K1)
ν =
1
3
(K1 − 3K2 − K3)
ρ =
1
3
(K1 − K3) (3.22)
with the set of elastic constants {K1, K2, K3}. The Lebwohl-Lasher model
is recovered by setting K1 = K2 = K3 = J, i.e. the one-constant approxi-
mation.
One could think that simple discretisation of (2.9) would be sufficient
for an elastically anisotropic spin model. However, common discretisa-
tion methods violate the inversion symmetry of the Frank free energy
F[n] = F[−n]. Therefore, it is essential to employ a discretisation pro-
cedure given in [13] involving discretised derivatives of tensor quantities
nµnν. The terms proportional to λ, µ, ν, ρ can be expressed via spherically
symmetric functions (S-functions) [16].
The 3D lattice model studied 3.2 may be modified to simulate confined
nematic systems. In a case of toroidal geometry this simply implies carv-
ing out a torus form the 3D lattice according to the following inequal-
ity [17]: (
R1 −
√
x2 + y2
)2
+ z2 ≤ R22 (3.23)
22
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where x, y, z are cartesian coordinates and R1 is the outer and R2 the
inner radius of the torus, see figure 3.10. In order to enforce boundary con-
ditions, e.g. parallel or perpendicular anchoring, we need spins enclosing
our system which remain unchanged during simulation runs. These are
the so called ghost spins, or simply ghosts [18], see 3.10. These modifica-
tions to the 3D lattice simulations enable us now to conduct simulations of
nematics confined in cylindrical and toroidal geometries with anisotropic
elasticity. One should note that the Cluster algorithm (at least in its form
in 3.2.2) is not suitable for modelling confined nematics, as it is optimised
for creating spin domains with a random direction r, which interferes with
the boundary conditions given by the ghost layer.
Figure 3.10: The radial cross-section of a discretised toroidal geometry. (a) the
grid points used in the simulation in light blue, (b) the ghost layer in light grey,
(c) the boundary layer in dark blue [19]
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Chapter4
Toroidal geometry
In the case of the nematic-isotropic phase transition in chapter 3 we were
dealing with an infinite 3D lattice, a flat non-confined geometry. Now
we shall focus on nematic systems confined in toroidal geometries, thus
introducing both curvature and confinement.
4.1 Angular toroidal coordinates
The volume enclosed by a toroidal surface may be described by the carte-
sian inequality 3.23, where R1 is the outer and R2 the inner radius of the
torus. This region in space may be parametrised by introducing a radial
coordinate r, an azimuthal and a polar angle φ and ψ respectively, see fig-
ure 4.1.
x = (R1 + r cosψ) cos φ
y = (R1 + r cosψ) sin φ
z = r sinψ (4.1)
with r ∈ [0, R2], φ ∈ [0, 2pi) and ψ ∈ [0, 2pi).
Consequently, we can construct a metric of our parametrised geometry:
ds2(r, φ,ψ) = gµνdxµdxν = dr2 + (R1 + r cosψ)2dφ2 + r2dψ2 (4.2)
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Figure 4.1: The angular toroidal coordinates {r, φ,ψ} and the outer and inner
toroidal radii R1 and R2.
where gµν is the metric tensor and dxµ the differential of the coordinate
vector xµ with µ, ν ∈ {r, φ,ψ}. 1 With the help of the metric tensor we can
define a covariant derivative acting on an arbitrary vector field Vµ(xν) in
our toroidal geometry [20]:
∇µVν ≡ ∂µVν + Γ νµ λVλ (4.3)
with
Γλµ ν =
1
2
gλκ
(
∂µgνκ + ∂νgκµ − ∂κgµλ
)
(4.4)
being the Christoffel connection defined via the metric tensor gµν (the
inverse metric tensor is denoted by gµν) [20]. Since gµν = gνµ is a sym-
metric metric tensor, Christoffel symbols are symmetric under exchange
of their lower indices Γλµ ν = Γλν µ.
The (non-zero) toroidal Christoffel symbols [21] are
1We shall use the following convention (only) in this chapter: Vµ = gµνVν, with
Vµ(xν) being an arbitrary contravariant vector field and Vµ the corresponding covariant
field.
26
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Γφr φ = Γ
φ
φ r =
cosψ
R2 κ
Γψr ψ = Γ
ψ
ψ r =
1
R2 ρ
Γrφ φ = −R2 κ cosψ
Γrψψ = −R2 ρ
Γφψ φ = Γ
φ
φ ψ = −
ρ sinψ
κ
Γψφ φ =
κ sinψ
ρ
(4.5)
with the two dimensionless parameters
ρ =
r
R2
κ(ρ,ψ) = ξ + ρ cosψ (4.6)
where
ξ ≡ R1
R2
(4.7)
ξ is called the aspect ratio or slenderness of the torus, as it denotes the
ratio of the two length scales R1, R2 of the toroidal geometry. For a general
ring torus the aspect ratio lies in the range ξ ∈ (1,∞) with the large aspect
ratio limit ξ → ∞ representing the geometry of an infinitely long cylin-
der. The cylinder could even have a finite height H, if we impose periodic
boundary conditions along the cylinder axis. Thus, the open cylinder can
be expressed as a limiting case (ξ → ∞) of the toroidal geometry.
Now, that we have defined a metric and a covariant derivative for the
toroidal geometry, we can take a look at special vector field quantities. The
divergence of an arbitrary vector field Vµ may be simplified via (4.4) to
∇µVµ = 1√g∂µ(
√
gVµ) (4.8)
with g = det(gµν) = R42 κ
2ρ2 being the determinant of the metric ten-
sor. The curl of a vector field V may be expressed as
(∇×V)µ = 1√
g
eµ ν λ ∂ν(gλλVλ) (4.9)
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where
eµ ν λ =

1 if µ ν λ is an even permutation of 1 2 3
−1 if µ ν λ is an odd permutation of 1 2 3
0 otherwise
(4.10)
is the completely anti-symmetric Levi-Civita tensor [20]. Due to eµ ν λΓ κν λ =
0 the derivative in (4.9) is just a simple coordinate derivative and not a
covariant one. The expression for the divergence and the rotation will
be useful in the following chapters, when we deal with director fields in
cylindrical and toroidal geometries and have to calculate splay, twist and
bend configurations, see (2.9). Finally, we can give an expression for the
volume integral of a test function f (x) in a toroidal geometry
I =
∫
d3x
√
g f (x) = R32
∫ 1
0
dρ
∫ 2pi
0
dφ
∫ 2pi
0
dψ κ ρ f (x) (4.11)
4.2 Topological characteristics and chirality
Besides the geometric properties of the torus in 4.1, we shall now inves-
tigate topological relations and properties. Moreover, we discuss chiral
phenomena in nematics and learn the difference between microscopic and
macroscopic chirality.
4.2.1 Geometric frustration and topological defects
In confined nematic systems one often encounters a phenomenon called
geometric frustration, i.e. the prevention of the propagation of local order
through space [17, 22]. Geometric frustration may be caused by topologi-
cal characteristics of a system, for instance topological defects. Topolog-
ical defects are regions, where local order (S in terms of nematics) is not
defined [17]. A common example of geometric frustration is given by the
”hairy ball” theorem, which states that it is impossible to comb all of the
hair (i.e. rods on the sphere) in one particular direction, as there will be at
least two rods left over which cannot be aligned. These two rods represent
topological defects as local order is broken in this region of space [22], see
figure 4.2.
28
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Figure 4.2: A vector field on a sphere with two topological defects (poles) break-
ing local order [22].
After having familiarised ourselves with geometric frustration, we would
like to classify and quantify topological defects in nematics , so called
disclinations. The total topological charge q of a topological space is re-
lated to the Euler characteristic χ (a topological invariant) via the Poincare´-
Hopf theorem [17]:
q =∑
i
si = χ (4.12)
where si are local topological defects. Let us consider a two dimen-
sional nematic system. The contour integral around a defect fieldΘ can be
expressed as ∮
dΘ =
∮
dxµ∂µΘ = 2pis (4.13)
with s being the winding number of the defect [5, 17, 22]. Thus we may
quantify the defect Θ as
Θ = sφ+ c (4.14)
where φ is the azimuthal angle of the polar coordinate system (r, φ) of
our 2D nematic and c is an additional phase. Typical topological defects
are shown in figure 4.3.
4.2.2 Chirality
Chirality is an important phenomenon in the study of geometrically frus-
trated nematics. Chirality can be best described as the absence of inver-
sion symmetry [24]. The most common example of chirality in nematics
are cholesterics, chiral configurations made up (completely or partly) by
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Figure 4.3: Typical topological defects: (a) +1 defect (s = 1), (b) + 12 defect (s =
1
2 )
and (c) − 12 defect (s = − 12 ) [23].
chiral constituent molecules [25, 26]. A detailed discussion about the clas-
sification of molecular chirality can be found in [27, 28]. However, we can
also observe macroscopic chirality, i.e. chiral configurations built up from
achiral constituents [24, 29, 30]. For example, a nematic system confined to
a toroidal geometry with parallel anchoring may undergo an achiral-chiral
phase transition, even though the liquid crystal molecules are achiral. One
of the two chiral states (left and right chiral) is shown in figure 4.4. In this
thesis we will investigate the nature of macroscopic chiral configurations
very similar to the ones in [24, 29, 30], namely nematics in a toroidal ge-
ometry with homeotropic (perpendicular) anchoring, see chapter 6.
Figure 4.4: Chiral nematic structure in a torus with parallel boundary condi-
tions [17, 24]. The degree of twist is shown by the angle α.
30
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Confined nematics in cylindrical
geometries
The primary focus of this thesis are nematic structures in toroidal geome-
tries. However, as we have seen in chapter 4 the geometry of an infinitely
long cylinder is equivalent to that of a torus in the limiting case of an in-
finite aspect ratio (ξ → ∞). Therefore, we shall investigate cylindrical
nematics in this chapter and use the insights gathered in our discussion
of toroidal nematics in chapter 6. Achiral cylindrical nematics have al-
ready been studied extensively [31–33], whereas chiral nematic structures
in cylindrical geometries are relatively new field of research [30].
5.1 The escape radial structure (ER)
Let us consider a nematic confined in an infinitely long cylinder with
homeotropic (perpendicular) anchoring. Since this geometry is equiva-
lent to a torus with infinite slenderness, we expect the equilibrium struc-
ture to be exempt from topological defects. Nevertheless, the homeotropic
boundary conditions make it seem, as if there was a +1 defect at the cen-
tre of a radial cross section. We can eliminate this apparent inconsistency
by demanding that the director field n changes continuously from being
perpendicularly aligned to the outwards normal vector at the surface to
being parallel to the cylindrical axis (z-axis) for r = 0. Consequently, we
may parametrise the director field n(x) by an radial angular field Ω(r)
with the following boundary conditions:
• Ω(r = 0) = 0
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• Ω(r = R) = pi2
where R is the radius of the cylinder. Our ansatz for n then reads [31,
33]
n = sinΩ(r) er + cosΩ(r) ez (5.1)
We use this ansatz for n to minimise the Frank free energy, i.e. we de-
mand δF[n]δn = 0. At first we calculate the different distortion contributions
energy, splay twist and bend. The splay density is given by
R2
fs
K1
= R2 (∇ · n)2 = cos2Ω (∂ρΩ)2 + 1
ρ2
sin2Ω+
1
ρ
sin(2Ω)∂ρΩ (5.2)
the twist density by
R2
ft
K2
= 0 (5.3)
and the bend density by
R2
fb
K3
= R2 (n× (∇× n))2 = sin2Ω(∂ρΩ)2 (5.4)
where we used the dimensionless radial coordinate ρ ≡ rR . It is impor-
tant to note that the twist contribution is 0. Thus, a configuration involving
twist cannot be described by this ansatz.
Even though our cylinder is infinitely long, we are dealing with a con-
fined system in terms of the radial direction. Hence, we shall account for
the saddle-splay contribution to the free energy.
F24
K24
= −
∫ 2pi
0
dφ
∫ H
0
dz R v · ((∇ · n)n + n× (∇× n)) |ρ=1 =
= −
∫ 2pi
0
dφ
∫ H
0
dz R = −2piH (5.5)
where v = er is the outward normal vector and H is the height of the
cylinder.
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We shall use the one-constant approximation K1 = K2 = K3 ≡ K (de-
fined in section 2.2.1) as a simplification. The Frank free energy is then
given by:
F
piKH
=
∫ 1
0
dρ
{
ρ(∂ρΩ)2 +
1
ρ
sin2Ω
}
+
(
1− 2K24
K
)
(5.6)
From (5.6) we can identify a Lagrangian L
L(Ω˙,Ω, ρ) = ρΩ˙2 + 1
ρ
sin2Ω (5.7)
where Ω˙ ≡ ∂ρΩ. Thus, the Euler-Lagrange equation ddρ
(
∂L
∂Ω˙
)
− ∂L∂Ω = 0
for the field Ω(ρ) reads
Ω¨+
1
ρ
Ω˙− 1
2ρ2
sin(2Ω) = 0 (5.8)
The solution to (5.8) in respect to the boundary conditions is [31, 33]
Ω(ρ) = 2 arctan(ρ) (5.9)
Monte Carlo simulations We may also carry out Metropolis Monte Carlo
simulations to verify this analytical result. The geometrical confinement
is realised according to the method in section 3.3 and we shall use the
anisotropic generalisation of the Lebwohl-Lasher model (3.21). An isotropic
(random spin) initialisation does not yield the expected analytical result
(5.9), but a structure containing planar pairs of +12 defects. However, us-
ing (5.9) as an initial guess, we see that it is stable in terms of the performed
Metropolis Monte Carlo simulations. The equilibrated nematic structures
are given in figures 5.1 and 5.2. The inverse temperature was chosen as
β = 10.0, a regime deep in the nematic phase, and the elastic constants
as K1 = 0.64, K2 = 0.3 and K3 = 1, which correspond to the ratios of the
elastic constants of 5CB.
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x
y
(a) Radial cross section (two + 12 defects
can be identified)
x
z
(b) Axial cross section
Figure 5.1: Cylindrical nematic with a random initialisation. The equilibriated
structure deviates significantly from the escape-radial configuration.
x
y
(a) Radial cross section (a decreasing axis
length in the diagram represents an in-
creasing z-component)
x
z
(b) Axial cross section, the escape line is
visible in the middle
Figure 5.2: Cylindrical nematic with the escape radial ansatz as an initial guess.
The equilibriated structure is very similar to the escape-radial configuration.
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5.2 Twisted ER (TER)
We have seen that in the case of the one-constant approximation the equi-
librium configuration of a director field n for a cylindrical nematic with
homeotropic boundary conditions is given by (5.9). In the special case of
anisotropic elasticity where only the twist constant differs from the others,
i.e. K1 = K3 ≡ K 6= K2, a twisted nematic structure may be obtained [30].
A parametrisation of n may be given in terms of two angles β(r, φ, z), anal-
ogous to Ω(r) in 5.1 and α(r, φ, z), which introduces twist to the system,
see figure 5.3.
Figure 5.3: Parametrisation of the nematic director field in the twisted escape
radial structure. The parametrisation is given in terms of cylindrical coordinates,
with nxy denoting the projection of n onto the xy-plane. β is the angle between n
and the zˆ-direction and α the angle between nxy and the radial direction rˆ [30].
With this parametrisation we obtain the following field for the Frank
director n:
n = cos α sin β er + cos β ez + sin α sin β eφ (5.10)
with the boundary conditions:
• β(r = 0) = 0
• β(r = R) = pi2
• α(r = R) = 0
• ∂α∂r |r=0 = 0
where ∂α∂r |r=0 = 0 follows from the stationarity condition of the Frank
free energy at r = 0 (see appendix A). Assuming a small degree of twist,
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i.e. α  1 and thus cos α ≈ 1, sin ≈ α, and requiring the normalisation
constraint n · n = 1, we can make the ansatz
n =
√
1− a2 sinΩ er + cosΩ ez + a sinΩ eφ (5.11)
with a(r) = ω cos Ω, which fulfils the boundary conditions for α.
|ω|  1 measures the chiral strength of the director field and Ω(ρ) is
the escape radial solution in the one-constant approximation (5.9).
Since ω can be used as an order parameter for chirality and |ω|  1, we
may express the free energy as a Landau potential [17, 24]:
F(ω) = F0({Ki}) + F2({Ki})ω2 + F4({Ki})ω4 +O(ω6) (5.12)
where {Ki} = {K1, K2, K3}, the set of the elastic constants. Only even
powers of ω are present due to F(ω) = F(−ω) (energy equivalence of left
and right chiral states). For an achiral-chiral phase transition the term F2 is
of great significance, because changes from an achiral (F2 > 0) to a chiral
(F2 < 0) configuration at F2 = 0 for a critical value of the control parameter.
In the analysis in [30] the control parameter is the twist elastic constant K2,
which also is the case for our model, since we use a perturbative ansatz to
the one in [30].
Due to the homeotropic boundary conditions the only contributions to
the free energy parameter F2 are splay, twist and bend. This yields the
following splay density
R2
fs
K1
= R2 (∇ · n)2 = Terms(ω0,ω)−ω2 cos4Ω (∂ρΩ)2 +
+
ω2
2
sin2(2Ω) (∂ρΩ)2 +
1
ρ
sin(4Ω) ∂ρΩ− ω
2
4
1
ρ2
sin2(2Ω) +O(ω4)
(5.13)
The ω2 contribution of the energy density can now be integrated over
the volume of the torus
F2,s
piHK1
=
∫ 1
0
dρ
{
ρ
[
1
2
sin2(2Ω)− cos4Ω
]
(∂ρΩ)2 − 12 sin(4Ω) ∂ρΩ
}
(5.14)
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The same can be done for the twist
R2
ft
K2
= R2 (n · (∇× n))2 = Terms(ω0,ω) +ω2 cos6Ω (∂ρΩ)2 +
+
ω2
4ρ2
cos2Ω sin2(2Ω) +
ω2
ρ
cos4(Ω) sin(2Ω)∂ρΩ+O(ω3) (5.15)
F2,t
piHK2
=
∫ 1
0
dρ
{
ρ cos6Ω (∂ρΩ)2+ cos4Ω sin(2Ω)∂ρΩ+
1
ρ
cos2Ω sin2(2Ω)
}
(5.16)
and bend contributions
R2
fb
K3
= R2 (n× (∇× n))2 = Terms(ω0,ω) + Int(ω2)− ω
2
4
sin(2Ω) sin(4Ω) (∂ρΩ)2 +
− ω
2
4
sin2Ω sin2(2Ω) (∂ρΩ)2 +ω2 cos2(2Ω) sin2Ω (∂ρΩ)2 − ω
2
4
sin3(2Ω) ∂ρΩ+
+
ω2
2ρ
sin2Ω sin(4Ω) ∂ρΩ+O(ω3) (5.17)
F2,b
piHK3
=
∫ 1
0
dρ
{
ρ
[
cos2(2Ω) sin2Ω− 1
4
(
cos(2Ω) + cos2Ω
)
sin2(2Ω)
]
+
+
1
2
[
sin2Ω sin(4Ω)− 1
2
sin3(2Ω)
]
∂ρΩ
}
(5.18)
where Int(ω2) are terms of order ω2, which will be integrated out.
The free energy parameter F2 is then given by:
F2
piH
=
13
105
K3 − 415K1 +
71
105
K2 (5.19)
which yields
K2,c ≈ 0.2113 K (5.20)
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in the case of K1 = K3 = K for the critical order parameter K2,c, i.e.
F2(K, K2,c) = 0. This lies in the range of the numerical value K2,c ≈ 0.27 K
of [30], with a generous relative error of 30% however. Nevertheless, on a
qualitative level the perturbative ansatz (5.11) shows that chiral symmetry
breaking is possible in this model. The chiral nematic structure is shown
in figure 5.4. The system is achiral for K2 > K2,c and chiral for K2 < K2,c, as
chirality emerges due to a reduction in the cost of twist in the free energy.
Figure 5.4: Chiral structure of a cylindrically confined nematic [30].
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Chapter6
Confined nematics in toroidal
geometries
One of the many intriguing and fascinating phenomena of liquid crys-
tals is the spontaneous emergence of chirality of frustrated nematics in
confined geometries. Experiments conducted by Dr. Alberto Fernandez-
Nieves with toroidal droplets with homeotropic anchoring suggest that
spontaneous chiral symmetry breaking is taking place in toroidally con-
fined nematics. The on- and offset of chirality is controlled via the alter-
ation of a geometrical property. In our case of a toroidal geometry this is
the aspect ratio ξ which serves as a control parameter for the degree of chi-
rality, the order parameter. The cross-polariser images of the achiral and
chiral phase and the corresponding sketches of the nematic director fields
are given in figures 6.1 and 6.2. The chiral phase is observed for relatively
thick tori (low ξ), which could be due to a trade-off between splay/bend
with twist distortions. The critical aspect ratio ξc which separates the achi-
ral and chiral phase is estimated to be around ξc ≈ 3. The nematic liquid
crystal substance used in the experiments is 5CB.
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(a) Cross-polariser image of a
toroidal droplet (achiral)
(b) Sketch of n in the radial
cross section (achiral)
Figure 6.1: Achiral toroidal nematic structure with homeotropic boundary con-
ditions, ξ = 4.0 (the red stripe indicates the radial cross section in figure 6.1b).
Courtesy of Dr. Alberto Fernandez-Nieves (Georgia Institute of Technology)
(a)Cross-polariser image of a
toroidal droplet (chiral)
(b) Sketch of n in the radial
cross section (chiral)
Figure 6.2: Chiral toroidal nematic structure with homeotropic boundary con-
ditions, ξ = 1.8 (the red stripe indicates the radial cross section in figure 6.2b).
Courtesy of Dr. Alberto Fernandez-Nieves (Georgia Institute of Technology)
40
Version of August 26, 2015– Created December 18, 2015 - 19:22
6.1 Escape radial structure 41
6.1 Escape radial structure
Similarly to the escaped radial structure in the cylinder we can make an
ansatz for the director field n with a single radial field Ω(r) in a toroidal
geometry
n = sinΩ(r) er + cosΩ(r) eφ (6.1)
where the the z -direction is altered to the azimuthal φ -direction. Ω(r)
obeys homeotropic boundary conditions:
• Ω(r = 0) = 0
• Ω(r = R2) = pi2
Similarly to section 5.1 we employ this ansatz for n to minimise the
Frank free energy. At first we calculate the different contributions to the
Frank free energy, splay twist and bend. The splay density is given by
R22
fs
K1
= R22 (∇ · n)2 = cos2Ω (∂ρΩ)2 +
(
cos2 ψ
κ2
+
1
ρ2
)
sin2Ω+
+
1
ρ
sin(2Ω)∂ρΩ+ Int(Ω) (6.2)
the twist density by
R22
ft
K2
= R22 (n · (∇× n))2 =
1
4κ2
sin2 ψ sin2(2Ω) (6.3)
and the bend density by
R22
fb
K3
= R22 (n× (∇× n))2 = sin2 β(∂ρβ)2 +
1
κ2
cos4 β+
+
1
4κ2
cos2 ψ sin2(2Ω) + Int(Ω) (6.4)
with the dimensionless variable ρ and dimensionless parameter κ:
ρ =
r
R2
κ = ξ + ρ cosψ (6.5)
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The terms Int(Ω) vanish after performing the integral over the polar
coordinate ψ later on. Even though we used a similar ansatz as in sec-
tion 5.1, the nematic structure has got non-zero twist. However, this is not
a chiral twist, because the director field n does not possess a component
along the polar direction eψ.
Since we are dealing with a confined system, we also need to include
the saddle-splay term
F24
K24
= −
∫ 2pi
0
dφ
∫ 2pi
0
dψR22 (ξ + cosψ) v · ((∇ · n)n + n× (∇× n)) |ρ=1 =
= −
∫ 2pi
0
dφ
∫ 2pi
0
dψR2 (ξ + 2 cosψ) = −4pi2R1 (6.6)
where v = er is the outward normal vector. This a constant offset to
the Frank free energy and thus does not contribute towards the geometric
structure of n.
We shall use the one-constant approximation K1 = K2 = K3 ≡ K (de-
fined in section 2.2.1) as a simplification. The Frank free energy is then
given by:
F
2pi2KR1
=
∫ 1
0
dρ
{
ρ(∂ρΩ)2 +
1
ρ
sin2Ω+
ρ
ξ2
B(ρ)− ρ
ξ2
(B(ρ)− A(ρ)) sin2Ω
}
+
+
(
1− 2K24
K
)
(6.7)
The radial functions A(ρ) and B(ρ) are polar integrals:
A(ρ) =
1
2pi
∫ 2pi
0
dψ
cos2 ψ
1+ ρξ cosψ
=
ξ2
ρ2
 1√
1−
(
ρ
ξ
)2 − 1
 (6.8)
B(ρ) =
1
2pi
∫ 2pi
0
dψ
1
1+ ρξ cosψ
=
1√
1−
(
ρ
ξ
)2 (6.9)
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From (6.7) we can identify a Lagrangian L
L(Ω˙,Ω, ρ) = ρΩ˙2 + 1
ρ
sin2Ω+
ρ
ξ2
B(ρ)− ρ
ξ2
(B(ρ)− A(ρ)) sin2Ω (6.10)
where Ω˙ ≡ ∂ρΩ. Thus, the Euler-Lagrange equation ddρ
(
∂L
∂Ω˙
)
− ∂L∂Ω = 0
for the field Ω(ρ) reads
Ω¨+
1
ρ
Ω˙− 1
2ρ2
√
1− ρ
2
ξ2
sin(2Ω) = 0 (6.11)
This equation may be solved numerically for various values of the slen-
derness ξ. A plot of the numerical solution for a low aspect ratio ξ = 1.1
in addition to the analytical solution in the cylinder limit (ξ → ∞) is given
in figure 6.3. We can see that the numerical solution of Ω for very thick
tori varies only marginally from the escape radial solution in the cylin-
der limit. Thus, we can safely approximate the numerical solution via the
escape radial function in a cylinder Ω(ρ) = 2 arctan(ρ).
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Figure 6.3: Numerical solution of the escaped radial solution in a torus (ξ = 1.1).
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Monte Carlo simulations We may now carry out Metropolis Monte Carlo
simulations for the toroidal geometry, in order to investigate whether a
chiral phase emerges for low values of the aspect ratio ξ. For ξ = 4 we see
that the cylindrical escape radial structure, which was used as an initial
guess, also is stable in a toroidal geometry, see figure 6.4. We can identify
an escape radial line in the annulus cross section, as was the case in the
cylinder. The radial cross section seems a bit more disorganised than the
one for the cylindrical nematic, yet still strongly resembles the typical es-
cape radial cross section, see figure 5.2. Now we turn our attention to the
regime of low aspect ratios, in our case ξ = 2, which is expected to be the
chiral regime according to experimental observations. However, figure 6.5
shows that this regime is achiral, since both the annulus and the radial
cross section are very similar to the toroidal escape radial configuration in
the case of ξ = 4. A prominent difference between figures 6.4 and 6.5 is a
slight drift of the escape line towards the region of greater curvature (to-
wards r = 0) (see the radial cross section 6.5b). The inverse temperature
was βJ = 10.0 to ensure a strong nematic order S (see section 5.1). For the
elastic constants we used the 5CB ratios K1 = 0.64, K2 = 0.3, K3 = 1.
Yet, we should not conclude from these results that a toroidal chiral
structure (for homeotropic anchoring) does not exist, because we have al-
ready seen that the Metropolis algorithm could not produce the escape ra-
dial structure in a cylindrical geometry from a random initialisation, even
though it was shown analytically that this is the equilibrium solution (in
the one-constant approximation) for a cylindrical nematic. Figure 6.6 fea-
tures an expected chiral configuration for an aspect ratio ξ = 2. The far
field at the boundary is the same as the one in the escape radial structure,
but close at the centre the nematic spins gain a new polar ψ component,
which makes this structure chiral. In the following sections we will try
to find an analytical solution for the director field n of a toroidal nematic
with perpendicular boundary conditions.
44
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x
y
(a) Annulus cross section (the centre line
with radius R1 is indicated in red)
x
z
(b)Radial cross section (a decreasing axis
length in the diagram represents an in-
creasing φ-component)
Figure 6.4: Toroidal nematic with the escape radial ansatz as an initial guess with
aspect ratio ξ = 4.0. The equilibriated structure strongly resembles the cylindrical
escape radial configuration.
x
y
(a) Annulus cross section (the centre line
with radius R1 is indicated in red)
x
z
(b)Radial cross section (a decreasing axis
length in the diagram represents an in-
creasing φ-component)
Figure 6.5: Toroidal nematic with the escape radial ansatz as an initial guess with
aspect ratio ξ = 2.0. The equilibriated structure is very similar to the cylindrical
escape radial configuration, apart from a slight drift of the escape line towards
the region of increasing curvature.
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x
z
Figure 6.6: Expected chiral toroidal configuration (radial cross section shown).
6.2 Chiral vortex structure
An interesting nematic structure in a torus involving chiral twist is given
by
n = sinΩ er +
√
1− a2 cosΩ eφ + a cosΩ eψ (6.12)
where Ω(ρ) = 2 arctan(ρ) is the escape-radial solution of a cylindrical
geometry.
Equation (6.12) is one of the simplest choices we can make for a chi-
ral director field n. We require an increase in chirality for r → 0, as the
boundary conditions are fixed due to strong anchoring conditions, and
demand that the unperturbed (a ≡ 0) director field n is equal to (6.1). This
is achieved in equation (6.12), with the simplest choice for the chiral field
a = ω = constant. It should be noted that this ansatz requires a radial
cut-off in the limit r → 0, since eψ is not defined for r = 0.
Similarly to section 5.2 we can treat ω as a chiral order parameter and
the free energy may be represented as a Landau potential (5.12) for |ω| 
1. Therefore, we will investigate once again F2 the term proportional to ω2
in the Landau energy. This yields the following splay density
R22
fs
K1
= R22 (∇ · n)2 = Terms(ω0) +
ω2
κ2
sin2 ψ cos2Ω (6.13)
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The ω2 contribution of the energy density can now be integrated over
the volume of the torus
F2,s
K1
= 4pi2R1
∫ 1
0
dρ
{
ρ
2piξ2
[B(ρ)− A(ρ)] cos2Ω
}
(6.14)
Analogously we may calculate the twist
R22
ft
K2
= R22 (n · (∇× n))2 = Terms(ω0,ω) +ω2
(
1
ρ
+
cosψ
κ
)2
cos4Ω+
− ω
2
4κ2
sin2 ψ sin2(2Ω) +O(ω3) (6.15)
F2,t
K2
= 4pi2R1
∫ 1
0
dρ
{[
1
ρ
+
ρA(ρ)
2piξ2
]
cos4Ω+
− ρ
8piξ2
[B(ρ)− A(ρ)] sin2(2Ω)
}
(6.16)
and bend contribution
R22
fb
K3
= R22 (n× (∇× n))2 = Terms(ω0,ω) + Int(ω2)−
ω2
κ2
(
2− sin2 ψ
)
cos4Ω+
+
ω2 cos2 ψ
4κ2
sin2(2Ω)− ω
2
ρ
sin(2Ω) ∂ρΩ+
ω2
4ρ2
sin2(2Ω) +O(ω3)
(6.17)
F2,b
K3
= 4pi2R1
∫ 1
0
dρ
{
1
4
[
1
ρ
+
ρA(ρ)
2piξ2
]
sin2(2Ω) +
− ρ
2piξ2
[A(ρ) + B(ρ)] cos4Ω − sin(2Ω) ∂ρΩ
}
(6.18)
where Int(ω2) are terms of order ω2, which will be integrated out and
A(ρ) and B(ρ) are polar functions defined in (6.8).
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As was mentioned previously a radial cut off is necessary for the ansatz
to work. As a twisted structure was not observed experimentally in the
cylinder limit, we could have a look at F2 the term proportional to ω2 in
the Landau free energy in the large aspect ratio limit (cylinder limit), i.e.
ξ → ∞ (this effectively eliminates all terms involving ξ in F2).
F2,ξ→∞
2pi2R1K3
= K¯2
(
− ln(e)− 4
3
)
− 2
3
(6.19)
with K¯2 ≡ K2K3 and e denoting a cut-off distance for the 1ρ divergence. By
choosing e as such, that F2,ξ→∞ = 0, a phase transition can be observed via
numerical integration, as F2 changes sign for a critical aspect ratio of about
ξc ≈ 3.15, for the ratios of 5CB, i.e. K¯1 = 0.64 and K¯2 = 0.3, see figure 6.7.
The critical radial cut-off ec ≈ 0.0286.
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Figure 6.7: F22pi2R1K3 of the Landau energy as a function of the aspect ratio ξ for the
critical radial cut-off distance ec. F2 = 0 for a critical aspect ratio ξc ≈ 3.19, which
separates the achiral phase from the chiral one (the phase separation is indicated
by a dashed line).
The resulting nematic structure is shown in figure 6.8, which shows that
the chiral configuration is a vortex like structure, embedded on the escape-
radial configuration. Even though this structure is rather interesting, it is
incompatible with the experimental results shown in figures 6.1 and 6.2,
because the tube radius R2 ∼ 100 µm and the correlation length of 5CB is
ζ ≈ 1nm, so that the critical radial cut-off ec ∼ ζR2 ≈ 10−5, which is much
48
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lower than the value necessary for the chiral phase transition. Neverthe-
less, spontaneous chiral symmetry breaking may be observed for very thin
capillary lengths R2 ∼ 100 nm.
x
z
Figure 6.8: Radial cross section of the nematic chiral vortex structure in a torus.
The director field at the boundary is the same as the one in the escaped radial
solution, figure 6.5, but close at the centre the field forms a chiral vortex. Similarly
to figure 6.5 decreasing spin length indicates an increase of the φ-component of
the field.
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Figure 6.9: The free energy F−F02pi2R1K3 as a function of the chiral order parameter ω
for an aspect ratio of ξ = 1.5 < ξc (for the ω4-term see appendix B).
6.3 Twisted escape radial structure
In order to capture the chiral structure of the liquid crystal droplets in fig-
ures 6.1 and 6.2, we shall use an ansatz with two radial fields α(r) and
β(r), where the former field is an indicator of the chiral twist in the struc-
ture [30].
n = cos α sin β er + cos β eφ + sin α sin β eψ (6.20)
with φ being the azimuthal and ψ the polar angle. The boundary con-
ditions for the two angles are analogous to the ones in 5.2
• β(r = 0) = 0
• β(r = R2) = pi2
• α(r = R2) = 0
• ∂α∂r |r=0 = 0
It should be noted that the ansatz for the director field n in (6.20) fol-
lows from a parametrisation of the nematic director in terms of angles α
and β, see figure 5.3. In our case we impose constraints on the system by
assuming α and β to be radially symmetric fields [30]. For further calcu-
lations we shall use the dimensionless variable ρ and the dimensionless
parameter κ defined in (6.5).
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Due to the homeotropic boundary conditions the only contributions to
the free energy F are splay, twist and bend. It should be noted that for
α(r) ≡ 0 the toroidal escape radial ansatz is recovered and the cylinder
limit is given by ξ → ∞. This gives us the following splay density,
R22
fs
K1
= R22 (∇ · n)2 = sin2 α sin2 β (∂ρα)2 + cos2 α cos2 β (∂ρβ)2+
+
(
cos2 ψ
κ2
+
1
ρ2
)
cos2 α sin2 β+
sin2 ψ
κ2
sin2 α sin2 β
− 1
2
sin(2α) sin(2β) ∂ρα ∂ρβ− 1
ρ
sin(2α) sin2 β ∂ρα+
+
1
ρ
cos2 α sin(2β)∂ρβ+ Int(α, β) (6.21)
twist density,
R22
ft
K2
= R22 (n · (∇× n))2 =
1
4κ2
(
cos2 ψ sin2 α+ sin2 ψ cos2 α
)
sin2(2β) +
+
(
cos2 α(∂ρα)2 +
1
4ρ2
sin2 α
)
sin2(2β) + sin2 α(∂ρβ)2 +
+
(
1
ρ
sin2 α ∂ρβ+
1
4ρ
sin(2α) sin(2β) ∂ρα+
1
2
sin(2α) ∂ρα ∂ρβ
)
sin(2β) +
+ Int(α, β) (6.22)
and bend density.
R22
fb
K3
= R22 (n× (∇× n))2 = cos2 α sin4 β (∂ρα)2 + cos2 α sin2 β(∂ρβ)2 +
+
1
ρ
cos2 α sin(2α) sin4 β ∂ρα+
1
κ2
cos4 β+
1
ρ2
sin2 α sin4 β+
+
1
4κ2
(
cos2 ψ cos2 α+ sin2 ψ sin2 α
)
sin2(2β) (6.23)
The terms Int(α, β) vanish after performing the integral over the polar
coordinate ψ later on.
6.3.1 One-constant approximation
In the one constant approximation (K1 = K2 = K3 ≡ K) the free energy
density (without surface terms) is given by
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2 f = fs + ft + fb = sin2 β (∂ρα)2 + (∂ρβ)2 +
1
ρ
sin(2β) ∂ρβ+
1
ρ2
sin2 β+
+
1
κ2
cos2 β+
1
κ2
(
cos2 ψ cos2 α+ sin2 ψ sin2 α
)
sin2 β (6.24)
The saddle-splay term is F24 = −4pi2K24, the same value as in sec-
tion 6.1, since α(ρ = 1) = 0. Thus, we can identify a Lagrangian
L(α˙, β˙, α, β, ρ) = ρ sin2 β (∂ρα)2 + ρ(∂ρβ)2 + 1
ρ
sin2 β+
ρ
ξ2
B(ρ) cos2 β+
− ρ
ξ2
[
(2A(ρ)− B(ρ)) sin2 α− A(ρ)
]
sin2 β (6.25)
The term 1ρ sin(2β) ∂ρβ is a total derivative of β in respect to ρ and is
thus not included in the Lagrangian.
The Euler Lagrange equations are the following
α¨+
(
1
ρ
+ 2β˙ cot β
)
α˙+
1
2ξ2
(2A− B) sin(2α) = 0 (6.26a)
β¨+
1
ρ
β˙− 1
2
[
1
ρ2
+ α˙2 − 1
ξ2
(
(2A− B) sin2 α+ B− A
)]
sin(2β) = 0
(6.26b)
with ˙ representing a derivative in respect to ρ and A(ρ) and B(ρ) being
polar integrals, defined in (6.8).
This system of differential equations decouples in the escape radial limit,
i.e. α ≡ 0
β¨+
1
ρ
β˙− 1
2ρ2
√
1− ρ
2
ξ2
sin(2β) = 0 (6.27)
This differential equation yields β(ρ) = 2 arctan(ρ) in the large aspect
ratio limit (ξ → ∞), which is a fairly good approximation for the whole
parameter range of ξ, as we have seen in section 6.1.
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We may solve the system of ordinary differential equations (6.26) simul-
taneously via a numerical integrator (bvp4c in Matlab). The solution for
the twist angle is α(ρ) = 0 and the solution for the field β(ρ) is given in
figure 6.10. Due to α(ρ) = 0 the solution for β(ρ) is exactly the same as the
one for Ω(ρ) in section 6.1.
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Figure 6.10: Numerical solution of the field β(ρ) (ξ = 1.1).
6.3.2 Elastic anisotropy
So far we have only been looking for an equilibrium director field configu-
ration in the one-constant approximation. Now we shall introduce elastic
anisotropy by choosing our elastic constants according to their respective
ratios in 5CB: K1K3 ≡ K¯1 = 0.64 and
K2
K3
≡ K¯2 = 0.3.
The two differential equations, see appendix B, represent a relatively
complex system of non-linear ordinary differential equations. Since the
numerical solver bvp4c in Matlab is unable to solve the equations simulta-
neously, we shall consider the twist free case α ≡ 0 in the case of anisotropy
with the 5CB elastic constant ratios K1K3 = 0.64 and
K2
K3
= 0.3. The resulting
numerical solution for β(ρ) is shown in figure 6.11 and we notice substan-
tial deviations from the cylinder solution β(ρ) = 2 arctan(ρ). It would be
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best to use the numerical solution for β(ρ) in the case of anisotropic elas-
ticity and solve for the twist field α(ρ), however the solver bvp4c cannot
solve the differential equation for α(ρ) in this case.
Therefore, we make use of the cylinder approximation β(ρ) ≈ 2 arctan(ρ).
Consequently, the equation for α(ρ) is solved via the numerical integrator
bvp4c. The numerical result is α(ρ) = 0 once again, i.e. chiral twist is ab-
sent according to this model. This suggests that the use of radial symmetry
in our ansatz in (6.1) was probably too naive and we should rather employ
a twist field α(ρ,ψ) which also depends on the polar angle ψ. One could
also argue that we should account for the changes of the escape angle β(ρ)
in the anisotropic case as well, since this might also have considerable ef-
fects on the solution for α(ρ).
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Figure 6.11: Numerical solution of the field β(ρ) for ξ = 1.1 in the anisotropic
case, which deviates significantly from the cylinder solution.
54
Version of August 26, 2015– Created December 18, 2015 - 19:22
Chapter7
Conclusion and outlook
The analysis of frustrated nematic systems in toroidal geometries with
homeotropic anchoring reveals, that the Metropolis Monte Carlo algo-
rithm (the method applied in section 3.2.1) is insufficient in predicting
equilibrium configurations of toroidal nematics accurately. This can be
seen both from a random spin initialisation for which the simulations do
not yield the expected escape radial structure and from the absence of a
chiral phase for low aspect ratios ξ, which is predicted by the liquid crystal
droplet experiments carried out by the group of Dr. Alberto Fernandez-
Nieves. Consequently, we have to conclude that a more sophisticated al-
gorithm is needed to model confined toroidal nematics. One possible can-
didate could be a modified cluster algorithm (section 3.2.2). The difficulty
here is to modify the creation of spin domains to such a degree that we can
account for the boundary conditions given by the toroidal confinement.
One important result of the analytical calculations of achiral toroidal
nematics is the fact that in the one-constant approximation the nematic
director field is given by the cylindrical escape radial solution (neglecting
minor deviations), even in the low aspect ratio limit ξ → 1. On the other
hand, in the case of elastic anisotropy (5CB values), the toroidal nematic
director configuration deviates considerably from the cylindrical escape
radial structure.
The study of chiral toroidal nematics has shown that a relatively sim-
ple perturbation ansatz to the toroidal escape radial configuration does
indeed show the existence of a chiral phase. However, this model is in-
compatible with the underlying experiments, as the theoretical model re-
quires a tube radius of a factor of 103 smaller than the one used in the ex-
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periment. A more sophisticated two parameter (escape angle β and twist
angle α) ansatz employing methods and ideas from [30] seems to be more
promising in analysing general toroidal nematic structures with as few
constraints as possible. The condition of radially symmetric fields (α(ρ),
β(ρ)), proved to be too naive, however, since the model could not predict
a chiral phase in this case (using the cylindrical escape radial solution for
β(ρ)). A solution to this problem might be to include a polar ψ depen-
dency for the twist angle α(ρ,ψ), thus increasing the degrees of freedom
for our chiral parameter α. A further amendment is to use the numerical
solution of β(ρ) for anisotropic elasticity instead of the cylindrical escape
radial solution.
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AppendixA
Analytical calculations for
cylindrical nematics
Distortion quantities used in sections 5.1 and 5.2
Divergence
R2 (∇ · n) = R2√g∂µ(
√
gnµ) = R2 ∂µnµ +
R2√
g
∂µ(
√
g)nµ
=
(
1− a
2
2
)
cosΩ ∂ρΩ+
1
ρ
(
1− a
2
2
)
sinΩ+
ω2
2
sinΩ sin(2Ω) ∂ρΩ+O(ω4) =
= cosΩ ∂ρΩ+
1
ρ
sinΩ− ω
2
2
cos3Ω ∂ρΩ +
ω2
2
sinΩ sin(2Ω) ∂ρΩ+
− ω
2
4
1
ρ
cosΩ sin(2Ω) +
1
ρ
cosΩ sin(2Ω) +O(ω4) (A.1)
Curl
(∇× n)r = 1√g∂φ
(
gψψ nψ
)− 1√
g
∂ψ
(
gφ φ nφ
)
= 0
(∇× n)φ = 1
ρR2
∂ψ (gr r nr)− 1
ρR2
∂r
(
gψψ nψ
)
= − ω
R2
cos(2Ω) ∂ρΩ− ω2ρR2 sin(2Ω)
(∇× n)ψ = 1
κR2
∂r
(
gφ φ nφ
)− 1
κR2
∂φ (gr r nr) = − 1R2 sinΩ ∂ρΩ (A.2)
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n · (∇× n) = − ω
R2
cos3(Ω) ∂ρΩ− ω2ρR2 cos(Ω) sin(2Ω) +O(ω
4) (A.3)
(n× (∇× n))r = − 12R2 sin(2Ω) ∂ρΩ+
ω2
4R2
sin(4Ω) ∂ρΩ+
ω2
4ρR2
sin2(2Ω)
(n× (∇× n))φ = 1R2 sin
2(2Ω) ∂ρΩ− ω
2
8R2
sin2(2Ω) ∂ρΩ+O(ω4)
(n× (∇× n))ψ = − ωR2 cos(2Ω) sinΩ ∂ρΩ−
ω
2ρR2
sinΩ sin(2Ω) +O(ω3)
(A.4)
The quantities used in section 5.1 are obtained by setting the chiral or-
der parameter ω = 0.
Stationarity condition of the Frank free energy
The stationarity condition requires δF[n]δn = 0. This yields the coupled dif-
ferential equation system (6.26) in the cylinder limit (one-constant):
α¨+
(
1
ρ
+ 2β˙ cot β
)
α˙ = 0 (A.5a)
β¨+
1
ρ
β˙− 1
2
[
1
ρ2
+ α˙2
]
sin(2β) = 0 (A.5b)
From (A.5a) we see that 1ρ and cot β diverge for ρ → 0 due to β(ρ =
0) = 0. In order to cure this divergence we need to require α˙(ρ = 0) = 0,
which yields the necessary boundary condition. This can be easily seen by
looking at the following scaling relations: Let α ∼ ρn at ρ → 0 (n ∈ N).
Then α˙ ∼ ρn−1 and the way for the 1ρ divergence (cot β ∼ 1ρ for ρ → 0) to
vanish is to choose an exponent n > 1. This implies that α˙(ρ = 0) = 0,
since this the case for polynomials ρn+1 with n ∈N 1.
1A more rigorous discussion may be given by expressing α(ρ) with a series expansion
∞
∑
n=0
an ρn (an ∈ R) around the point ρ = 0.
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Analytical calculations for toroidal
nematics
Distortion quantities used in section 6.2
Divergence
R2 (∇ · n) = R2√g∂µ(
√
gnµ) = R2 ∂µnµ +
R2√
g
∂µ(
√
g)nµ
= cosΩ ∂ρΩ+
(
cosψ
κ
+
1
ρ
)
sinΩ− ω
κ
sinψ cosΩ (B.1)
Curl
(∇× n)r = 1√g∂φ
(
gψψ nψ
)− 1√
g
∂ψ
(
gφ φ nφ
)
=
=
√
1− a2 sinψ
κR2
cosΩ
(∇× n)φ = 1
ρR2
∂ψ (gr r nr)− 1
ρR2
∂r
(
gψψ nψ
)
=
= − ω
ρR2
cosΩ+
ω
R2
sin(Ω) ∂ρΩ
(∇× n)ψ = 1
κR2
∂r
(
gφ φ nφ
)− 1
κR2
∂φ (gr r nr) =
=
√
1− a2 cosψ
κR2
cosΩ−
√
1− a2 1
R2
sinΩ ∂ρΩ (B.2)
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n · (∇×n) = sinψ
2κR2
sin(2Ω)− ω
ρR2
(
1− ρ
κ
cosψ
)
cos2Ω− ω
2 sinψ
4κR2
sin(2Ω)+O(ω3)
(B.3)
(n× (∇× n))r = cosψ
κR2
− 1
2R2
sin(2Ω) ∂ρΩ+
ω2
ρR2
(
1− ρ
κ
cosψ
)
cos2Ω
(n× (∇× n))φ =
√
1− a2 ω sinψ
κR2
cos2Ω−
√
1− a2 cosψ
2κR2
sin(2Ω) +
+
√
1− a2 1
R2
sin2Ω ∂ρΩ
(n× (∇× n))ψ = − ω
ρR2
sin(2Ω) +
ω
R2
sin2Ω ∂ρΩ− (1− a2) sinψ
κR2
cos2Ω
(B.4)
Higher order terms O(ω4)
The term F4, the coefficient of ω4, in the Landau energy is given by
F4
2pi2K3R1
=
(
1− K2
K3
) ∫ 1
e
dρ
{[
1
ρ
+
ρ
ξ2
A(ρ)
]
cos4Ω
}
(B.5)
which is greater than zero for all cut-offs with 0 < e < 1.
Polar Integrals
The polar integrals in (6.8) may be elegantly evaluated using the following
symmetry argument for an arbitrary function f (cosψ):
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∫ 2pi
0
dψ f (cosψ) =
∫ pi
2
0
dψ f (cosψ) +
∫ pi
pi
2
dψ f (cosψ) +
+
∫ 3
2pi
pi
dψ f (cosψ) +
∫ 2pi
3
2pi
dψ f (cosψ) =
=
∫ pi
2
0
dψ f (cosψ) +
∫ 0
−pi2
dψ f (− cosψ) +
+
∫ pi
2
0
dψ f (− cosψ) +
∫ 0
−pi2
dψ f (cosψ) =
= 2
∫ pi
2
0
dψ [ f (− cosψ) + f (cosψ)] (B.6)
where we have used cos(ψ ± 2pi) = cos(ψ), cos(ψ ± pi) = − cos(ψ)
and cos(−ψ) = cos(ψ).
If we then choose f (cosψ) = cos
2 ψ
1+ ρξ cosψ
A(ρ) =
1
2pi
∫ 2pi
0
dψ
cos2 ψ
1+ ρξ cosψ
=
2
pi
∫ pi
2
0
dψ
cos2 ψ
1− ρ2
ξ2
cos2 ψ
=
=
ξ2
ρ2
 1√
1−
(
ρ
ξ
)2 − 1
 (B.7)
Similarly for f (cosψ) = 1
1+ ρξ cosψ
B(ρ) =
1
2pi
∫ 2pi
0
dψ
1
1+ ρξ cosψ
=
2
pi
∫ pi
2
0
dψ
1
1− ρ2
ξ2
cos2 ψ
=
=
1√
1−
(
ρ
ξ
)2 (B.8)
The final evaluation steps in (B.7) and (B.8) were carried out in Mathe-
matica.
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Distortion quantities used in sections 6.1 and 6.3
Divergence
R2 (∇ · n) = − sin α sin β ∂ρα+ cos α cos β ∂ρβ+(
cosψ
κ
+
1
ρ
)
cos α sin β− sinψ
κ
sin α sin β (B.9)
Curl
(∇× n)r = 1√g∂φ
(
gψψ nψ
)− 1√
g
∂ψ
(
gφ φ nφ
)
=
=
sinψ
κR2
cos β
(∇× n)φ = 1
ρR2
∂ψ (gr r nr)− 1
ρR2
∂r
(
gψψ nψ
)
=
= − 1
R2
cos α sin β ∂ρα+
− 1
R2
sin α cos β ∂ρβ− 1
ρR2
sin α sin β
(∇× n)ψ = 1
κR2
∂r
(
gφ φ nφ
)− 1
κR2
∂φ (gr r nr) =
=
cosψ
κR2
cos β− 1
R2
sin β ∂ρβ (B.10)
n · (∇× n) = sinψ
2κR2
sin(2β)− 1
R2
cos α sin(2β) ∂ρα− 1R2 sin α ∂ρβ+
− 1
2ρR2
sin α sin(2β) +
cosψ
2κR2
sin α sin(2β) (B.11)
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(n× (∇× n))r = cosψ
κR2
cos2 β+
1
2R2
sin(2α) sin2 β ∂ρα+
1
2R2
sin2 α sin(2β) ∂ρβ+
+
1
ρR2
sin2 α sin2 β− 1
2R2
sin(2β) ∂ρβ
(n× (∇× n))φ = sinψ2κR2 sin α sin(2β)−
cosψ
2κR2
cos α sin(2β) +
1
R2
cos α sin2 β ∂ρβ
(n× (∇× n))ψ = −sinψ
κR2
cos2 β− 1
R2
cos2 α sin2 β ∂ρα+
− 1
4R2
sin(2α) sin(2β) ∂ρβ− 12ρR2 sin(2α) sin
2 β (B.12)
The quantities in section 6.1 may be derived by choosing the twist angle
α(ρ) ≡ 0.
Anisotropic elasticity in the twist model
The differential equation system (6.26) in the one-constant approximation
can be generalised for the case of anisotropic elasticity (5CB: K1K3 = 0.64,
K2
K3
= 0.3): The equation for α(ρ)
1
2ρξ2
{
2ρ2A(ρ)(1+ 2K¯1 − K¯2 − (K¯2 − 1) cos(2β)) sin(2α) sin2 β+
+ ρ2B(ρ)(K¯2 − 1− 2K¯1 + (K¯2 − 1) cos(2β)) sin(2α) sin2 β+
+
1
2
ξ2
[
− 2ρ2(1− 2K¯1 + K¯2 + (K¯2 − 1) cos(2β)) sin(2α) sin β2α˙2 +
+ ρα˙β˙
(
(2+ 4K¯1 + 2K¯2 + (2− 4K¯1 + 2K¯2) cos(2α)− (1− K¯2) cos(2(α− β))+
− 2(1− K¯2) cos(2β)− cos(2(α+ β)) + K¯2 cos(2(α+ β))) sin2 β+
+ 4ρ(2K¯1 sin2 α sin(2β) + cos2 α(8 cos β sin3 β+ K¯2 sin(4β)))
)
+
+ 2
(
− ρ(−2+ K¯1 + K¯2 + 2(1− K¯2) cos(2β) sin(2α) sin(2β)β˙+
+ 2(1+ K¯1 − 2K¯2)ρ2 sin(2α) sin2 ββ˙2 + ρ2α¨(4K¯1 sin2 α sin2 β+
+ cos2 α(4 sin4 β+ K¯2 sin2(2β)))− 12 sin(2α) sin β(2(1− 2K¯1 +
+ K¯2 − (1− K¯2) cos(2β)) sin β+ 4(K¯1 − K¯2)ρ2 cos ββ¨)
)]}
= 0 (B.13)
Version of August 26, 2015– Created December 18, 2015 - 19:22
63
64 Analytical calculations for toroidal nematics
and the equation for β(ρ):
1
2ρξ2
{
− 2ρ2A(ρ) cos(2α)(K¯1 − (K¯2 − 1) cos(2β) sin(2β) + ρ2B(ρ)(8 cos3 β sin β+
− 2(K¯1 + cos(2β)) sin2 α sin(2β)− K¯2 cos2 α sin(4β)) + ξ2
[
− 8 cos β sin2 α sin3 β
− 2K¯1 cos2 sin(2β)− K¯2 sin2 α sin(4β)− ρ2
(
(K¯1 + (K¯1 − 2K¯2) cos(2α)) sin(2β)+
+ cos2 α(8 cos β sin3 β+ K¯2 sin(4β))
)
α˙2 − ρ
(
− 2K¯2 + 2K¯2 cos(2α) + K¯1 cos(2(α− β))+
+ 2K¯1 cos(2β) + K¯1 cos(2(α+ β))− 2 cos2 α(K¯1 + 3K¯1 cos(2β) + 2 sin2 β)
)
β˙+
+ 2(1− K¯1)ρ2 cos2 α sin(2β)β˙2 + ρ sin(2α)α˙×
× β˙(2+ K¯1 − 3K¯2 − 2(1− K¯2) cos(2β)) sin(2β) + 2ρ(1+ K¯1 − 2K¯2 +
− (1− K¯1) cos(2β))− (K¯1 − K¯2)ρ2 sin(2α) sin(2β)α¨+
+ 4K¯1ρ2 cos2 α cos2 β β¨+ 4K¯2ρ2 sin2 α β¨+ 4ρ2 cos2 α sin2 β β¨
]}
= 0
(B.14)
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