This paper develops a receiver structure to perform jointly ML synchronisation, equalisation and detection of a linearly modulated signal transmitted over a time-varying, frequency-selective, Rician faded channel, corrupted by AWGN. The receiver is particularly suited to a fast fading channel, where other receivers that rely on estimating the channel cannot track it quickly enough. The signal mean and autocovariance are needed, and a scheme is proposed for estimating these quantities adaptively. The receiver processes the specular and diffuse components (corresponding to the signal mean and autocovariance) separately. Processing the known specular component is the classical detection problem. The unknown diffuse component is processed by predictors [11] . We show that the predictors can achieve synchronisation in a novel manner, if synchronisation is required. A union bound on the receiver's BER is derived, and it tightly bounds simulated BERs in fast fading at high SNRs.
I. Introduction
When communicating with fast moving mobile terminals in a multipath channel, the receiver observes a delay and Doppler-spread signal. In the time domain, this Doppler spread is experienced as a time-varying channel. If the Doppler spread is significant compared to the symbol rate, then the channel becomes difficult to track, and most existing receiver structures exhibit an error floor, where an increase in SNR does not improve the BER [1, 2] . Several approaches have been considered in the literature to surmount the problem, particularly for frequency-flat channels [3, 4, 5] .
It is instructive to consider receiver structures that are actually optimal for the timevarying, frequency-selective, Rician fading channel model. Different ML sequence estimators have already been derived, for three different assumptions: (i) The channel is wholly unknown (e.g. the time-invariant channel [2] ). This is the blind ML detection problem. ( ii) The channel impulse response is unknown, but its mean and autocovariance are known (in this context, "unknown" signifies that the diffuse component is unknown but the specular component is known. This makes most sense when we realise that only zero-mean channels have been considered heretofore) [6, 7, 8, 9, 10, 11] . (iii) The channel is completely known [17, 22] . In (ii) and (iii), the receiver is often described as "genie-aided," since the receiver is assumed to have knowledge that actually cannot be available.
In approach (i), the receiver hypothesises all possible transmitted sequences. For each, it makes an ML estimate of the signal mean and autocovariance, from the entire received sample sequence. Finally the receiver detects the hypothesised sequence with the maximum probability that the received sample sequence was observed, conditioned on the hypothesised sequence and its estimated mean and autocovariance. This is called "persequence-processing," and leads to an intrinsically non-iterative receiver structure.
A near-optimal, practical approximation to the blind MLSE receiver employs persurvivor-processing (PSP) [14] . The signal mean and autocovariance are estimated causally, only a finite number of possible sequences are hypothesised at any one time, and the conditional probability expression is transformed and simplified into an iterative, finitecomplexity metric. Approach (ii) is also unrealisable, since in practice the signal mean and autocovariance are unknown to the receiver. They must be estimated from past received samples. In fact, a near-optimum, practical approximation to approach (ii) is the same as the approximated blind MLSE receiver. Since past samples only are used for estimating the signal mean and autocovariance, the receiver's performance is poor initially. Accordingly, the receiver's robustness is enhanced when a training sequence is transmitted first, to obtain a reasonable estimate of the signal mean and autocovariance.
In the literature on these receivers, only [7] proposes a way to estimate the signal's autocovariance, for the case of M-PSK, rectangular pulses, and Rayleigh fading. Only [7, 12] analyse the receiver structure's BER; simulation is used in the other references. This paper extends these results, and is organised as follows. The signal model is generalised in section II to a time-varying, frequency-selective Rician fading channel, and the receiver's need for synchronisation is explicitly identified. As special cases, this model includes most channels of practical interest. In section III the MLSE receiver structure is derived for a signal distorted by a Rician fading channel and requiring synchronism. The diffuse (random, Rayleigh) component of the receiver signal is processed by MMSE predictors. The receiver derivation in section III assumes perfect knowledge of the signal's mean and autocovariance, whereas they must be estimated from the signal in practice. A scheme for estimating these quantities adaptively is presented in section IV. It employs a minimisation algorithm to search for the signal mean and the predictor tap weights which predict past samples with MMSE. The receiver's BER is evaluated analytically in section V, using a union bound technique. Finally, analytic and simulation results are presented in section VI that illustrate the novel aspects of this paper.
This joint receiver requires a priori only (i) a stable symbol-rate oscillator; (ii) frame timing in TDMA systems; (iii) an upper bound on the duration of the received pulses (i.e. the duration of the transmitted pulse plus an upper bound on the delay spread and timing error); (iv) an upper bound on the bandwidth that the Doppler spread and shifted signal occupies; and (v) for ML performance, perfect knowledge of the signal's mean and autocovariance. In adaptive operation, the mild constraint is made that the channel statistics and signal properties (i.e. the carrier frequency, carrier phase, symbol timing, noise power, and channel mean and autocovariance) change more slowly than receiver's ability to track the changes. Thus, for Rayleigh fading channels, the receiver relies on quasi-stationary second order statistics, instead of quasi-stationary first order statistics, as is usually the case.
II. System Model
In this section, a mathematical description of the transmitter, channel, and receiver front-end are developed. Figure 1 is a diagram of the communications system.
A. Transmitter
The transmitter maps an M-ary information sequence, {α i }, α i ∈ {0, .., M-1}, to a phasor sequence, {β i }, taken from an M-ary constellation. The transmitter computes the complex baseband signal,
then translates it to the carrier frequency, f c . h(t) is the transmitter pulse shape and T is the symbol period.
The lack of an absolute phase reference in the Rayleigh fading channel influences the design of the signal constellation, and the mapping of bits to symbols. We define P such that the constellation has P-ary rotational symmetry and A = M/P. Then the constellation consists of P sectors, with A points per sector. Define phase(β i ) ∈ {0, .., P-1} to label uniquely the sector that β i is in. Similarly, define amplitude(β i ) ∈ {0, .., A-1} to label uniquely where β i is within a sector. This illustrated for 16-QAM in figure 2.
Consider the transmitted and detected sequences, {β i } and { $ β i }. Define e p,i ∈ {0, .., Accordingly, we conclude that the transmitter constellation and mapping should be designed to be rotationally-invariant and amplitude-slip-tolerant. A radially symmetric constellation is proposed in the following subsection with these properties.
The mapping from {α i } to {β i } has two stages. The log 2 P phase bits select a sector in a rotationally invariant manner, such as differential encoding; then the log 2 A sector bits select a point from that sector, in such a way that fewer bit errors arise from an amplitude slip.
Differential amplitude encoding achieves this for the radially symmetric constellation. For M-QAM constellations, an effective solution is unclear.
B. Rotationally Symmetric Constellation
A rotationally-invariant and amplitude-slip-tolerant constellation is most easily constructed from geometrically spaced shells, {r rs ∠ϕ rs }, for r rs = 1, ρ, ρ 2 , ... ρ A−1 , 0 < ρ < 1, and ϕ rs = 0, 2 Figure 3 shows one example. To ensure robustness to amplitude and phase slips, each shell is identically differentially Gray-encoded using log 2 P bits. The remaining log 2 A bits Gray-encode the transitions between shells, with wrap-around if the outer shell is reached. A phase slip introduces one error, and an amplitude slip introduces one error initially, and a second when the amplitude slip is corrected. The proposed constellation is related to the one presented in [25] , except that there the shell radii vary arithmetically, whereas here they vary geometrically.
1 Consider 16-QAM, where β i ∈ {±{1,3}±j{1,3}}. If symbols from {±1±j} are continually transmitted, but the receiver incorrectly detects symbols from {±3±3j} for several symbol periods, then subsequent predictions also approximate ±3±3j, and accordingly the receiver detects symbols from {±3±3j}, causing continual errors. However, if the transmitter finally sends a symbol from {±3±3j}, the receiver predicts ±9±9j, and therefore detects a symbol from {±3±3j} as the closest symbol, thus terminating the error event.
C. Channel and Receiver Front-End Processing
The real bandpass transmitted signal is distorted by a time-varying, frequency- 
where y l is the received signal; z(t,ξ) is the fading channel; f 0 is the residual carrier frequency offset; and n l is the additive noise. Without loss of generality, (2) ignores the timing error in the stationary noise, and lumps the j2πf 0 t 0 term in the complex exponential with the carrier phase offset. The channel, z(t,ξ), can be visualised as a densely tapped delay line [16] , where 
where c i,l-ir is the complex received pulse, accounting for all effects between the original phasor sequence and the received signal 2 (the transmitter pulse shape, carrier frequency offset, carrier phase, symbol timing, and the Rician fading channel). However the received pulse has an extra parameter, i, since each received pulse is different, due to the time-varying channel. The received pulse is defined as ( (5) 2 If the noise-limiting filter's passband is too narrow, its impulse response affects the received pulse shape through a further convolution. Low sampling rates have been used [8] [9] [10] , but the influence of an IF filter has not been addressed. In effect the filter's passband is widened without increasing the sampling rate, and then the additional aliased noise is ignored. 3 The following notation is used:   x and   x are the floor and ceiling functions respectively; an overbar, x , denotes complex conjugation; x H is the Hermitian transpose of x; x mod y denotes the remainder of x/y;
is the ith derivative of x(t); and , , exp
where the expectation is implicitly conditioned on the synchronisation parameters. Thus computing the received pulse autocovariance requires either knowledge of the pulse shape, channel autocovariance, and synchronisation parameters, or a time interval over which the channel autocovariance and synchronisation parameters are quasi-stationary long enough for time-averaging or an estimation strategy to converge. Note that (6) does not depend on φ.
Often the channel autocovariance satisfies a WSSUS model [16] , so that 
The average bit energy to noise spectral density is defined as
and the Rice factor, K, equals .
We define the length-(B+r) vectors, ; the length-(B+r)L vector,
and the (B+r)×(B+r)L matrices,
, and
. The superscripts nr and r apply as required.
III. Receiver Derivation
The MLSE receiver searches all allowed symbol sequences in the transmission interval and chooses the one with maximum likelihood. In this section, we derive the sequence metric, then manipulate it into a recursive form suited for on-line detection.
By assuming the synchronisation parameters are unknown but not time-varying, they can be regarded as non-random constants. Hence the signal, y l , conditioned on the phasor sequence, is still complex Gaussian, since it is a deterministic linear combination of only the complex Gaussian random variables, c i,l-ir and n l . The analysis of [6] applies, and the sequence log-likelihood can be written as ( )
computed by an MMSE predictor, as (
where ( ) 
These predictor tap weights depend on the complete history of transmitted symbols.
To avoid a tree search, the predictors are restricted to have a fixed number of taps, B, chosen to be large enough that there is a minor BER penalty only. The tap weights are arranged in a 
b r yy (17) It is easy to show from (5) that the signal autocovariances in (16) and (17) 
There are M W /P distinct branch metrics, and the receiver has M W-1 /P states.
In the purely specular channel, y l 2 is independent of the hypothesised sequence and can be neglected. Accordingly, (18) reduces to a Euclidean distance, which is related to (5) in [2] : i.e. the conventional MLSE receiver structure for a time-invariant, known channel.
In the purely diffuse case, a Euclidean distance is not computed between the signal and a noiseless, hypothesised version of the signal. Instead, a hypothesised sequence's predictors check whether the received sample sequence is internally consistent with that hypothesised sequence. This idea is represented in figure 4 . The signal evolves in a correlated manner, according to the non-stationary transmitted signal and the correlated channel. Thus the correlation of the signal is characteristically determined by the transmitted sequence, and it is this property that is checked by the predictors.
We see that this receiver structure achieves synchronisation in a novel manner, since synchronisation, channel estimation and detection are performed jointly by the predictor tap weights. A residual carrier offset causes a rotation of the complex signal around the time axis. The predictor tap weights are computed with this knowledge. In fact their complex tap weights rotate helically around the time axis in the opposite direction to the rotation present in the received samples [18] , thereby cancelling it. This is a boon in fast fading channels, since the channel's Doppler spread makes PLL-based carrier acquisition schemes inappropriate [13] . Using predictors makes the carrier phase irrel evant, since the same carrier phase multiplies both the received sample being predicted and the signal's past samples.
Symbol timing is also dealt with by the receiver, since it is fractionally-spaced. By defining a new pulse shape, g(t) = h(t-t 0 ), and recognising that the time shift, t 0 , in the stationary fading process, z(t,ξ) can be neglected, then the received pulse can be rearranged as 
Thus acquiring symbol timing is equivalent to detecting the signal, given the transmitted pulse shape, g(t). However, the receiver is designed for arbitrary pulse shapes, as long as they are restricted to L symbol periods in length. This is satisfied by both h(t) and complex operations.
IV. Estimating the Signal Mean and Autocovariance
From (15) and (16), the MLSE receiver requires the signal mean and autocovariance.
In this section we describe an effectively optimal "parameter-minimisation" scheme to estimate these quantities. It will become clear that the scheme is impractically complicated, but it does demonstrate how quickly the signal's mean and autocovariance can be estimated.
The transmitted symbol sequence is assumed to be known, either through a training sequence, tentative decisions, or because the receiver employs PSP and has conditioned on the transmitted sequence. In the latter case, each survivor has an estimator.
Using the previous definitions, y c f ir
( )
The signal mean is calculated from c f ir 
There is no "best set" of parameters, since a priori channel information guides the parameter selection. Some comments can be made. Since . Normally however there is considerable a priori information, such as the transmitted pulse shape and the mathematical structure of the received pulse autocorrelation, (9) . Accordingly, a superior set of parameters is f 0 T, t 0 /T, and parameters for 
and a sufficiently large I f . With this expansion, the integral in (9) simplifies to ( ) ( ) ( ) 
V. Receiver Analysis
We seek the receiver's BER for a Rician fading, frequency-selective channel in white noise. The rotationally invariant code is assumed to be differential encoding, and the signal mean and autocovariance are ideally known. The same analytic framework applies to coded transmissions also. → .
An upper bound on the BER can be deduced from a union bound over all error events.
Since this is an infinite sum, it must be truncated. The truncated bound is a credible upper bound if at least the dominant error events are considered. Thus the BER bound is the union bound of the dominant error events, averaged across the transmitted sequences in the vicinity of the error event,
The form of an error sequence is {β 
The pairwise probability of error depends on the hypothesised and transmitted symbols in the vicinity of the error event, since they determine which predictor tap weights are used. Clearly the erroneous symbols { } 
Since the ISI from these symbols is different in each case, pairwise error probabilities must be tediously computed for each ISI combination, up to the P-ary rotational ambiguity. The transmission probability equals, ( )
In slow Rayleigh fading channels, the mean fade duration is long, so there are many different yet likely error events. The union bound of (26) is very loose. However, when the fading is sufficiently fast and the SNR high, fade durations are a fraction of a symbol period only. The dominant error event is the cycle slip, and accordingly the union bound is asymptotically tight. A tight union bound also arises when the channel is strongly Rician, since the dominant error events are short there too.
We define normalised predictor tap weights, a bias term and the signal mean as 
Then the pairwise probability of error is the probability that an erroneous sequence has a smaller path metric than the transmitted sequence,
from (18) . In Rayleigh fading this simplifies to 
, of y u,v , are given by (5) and (6) . The characteristic function of a Gaussian quadratic form, κ u,v,w , is given by [1] , as ( 
The pairwise probability is calculated by transforming this characteristic function into a pdf, then integrating over the error region, as 
and from standard residue calculus, the pairwise probability of error equals ( ) (35) are simple. This holds normally, but the more complicated case can also be dealt with [20] .
In the non-fading case, B = 0, only the noise is a random variable, so R yy r is partly diagonal and partly zero, leading to the usual result in terms of the Q(.) function.
VI. Results
In this section, the novel aspects of the receiver are characterised by simulation, and above 30dB only the cycle slips contribute significantly to the BER.
In figure 6 , a carrier offset is introduced between transmitter and receiver. In increases. Accordingly, given a sufficiently large r, the receiver can accommodate any carrier offset, albeit at the cost of linearly increasing complexity in r.
In figure 7 , a timing offset, t 0 , is introduced between transmitter and receiver. E b /N o equals 25dB. The predictor tap weights are computed assuming that the timing offset equals min(t 0 ,T 0 ). Thus when the timing offset is properly bounded, t 0 ≤ T 0 , the receiver is able to detect the signal reliably. From figure 7 , the BER is flat in this region. When t 0 exceeds T 0 , there is a mismatch between the predictor tap weights and the received signal, and accordingly the receiver's BER degrades rapidly. The union bound only applies when the timing mismatch is not significant. The mean variance of the Innovations process, When the timing mismatch increases, it exhibits a cyclic variation, falling to unity as the timing mismatch is an integral number of symbol periods. The decrease at symbol-spaced intervals is due to the receiver reliably detecting adjacent symbols. Accordingly, given a sufficiently large T 0 and a training sequence (or t 0 ), the receiver can acquire any timing error, albeit at the cost of exponentially increasing complexity in T 0 . However, when a training sequence is unavailable, the receiver can only acquire a timing error of up to T seconds, due to the T-second ambiguity in symbol timing.
In figure 8 , a simple Rician fading channel is considered. Only the first tap has a nonzero mean, so the channel tends to an AWGN channel as the Rice component gets large,
The benefits are seen in figure 8 , where the BER curves improve substantially for larger values of K. Recall that the signal mean and autocovariance are assumed known, so for K → ∞ , the problem tends to the classical detection problem solved in [17] .
In figure 9 , the influence of different constellations on the BER is examined. Due to the large number of states, the pulse length is reduced to H = 1.5 symbol periods and not windowed. There is a power penalty in increasing the system's spectral efficiency, and also a substantial increase in complexity. Both 8-PSK and the A/P/ρ = 2/4/0.5 radially-symmetric constellation have the same spectral efficiency, yet the latter has a superior BER.
Accordingly it merits further investigation. The union bound is tight at high SNR due to the short mean fade duration. Here the error events are almost exclusively cycle slips.
In figure 10 , the acquisition performance of the parameter-minimisation scheme and an RLS-based scheme is studied at E b /N 0 = 20dB. The receiver is trained for a duration with a random training sequence, then the predictor tap weights are fixed, and detection continues until 200 bit errors are detected. This is repeated 20 times to approximate the ensemble of all training sequences. In this way, the BER as a function of training length is calculated. Note that W = 6 symbols of the training sequence cannot be used since they contain pulse tails from unknown symbols. An unsynchronised, Rayleigh-fading signal is assumed, with f 0 = 0.2/T, φ = 20°, and t 0 = 0.2T.
The parameter-minimisation scheme uses the polynomial expansion, with I t = 2 and I f = 6. The scheme learns the channel autocovariance accurately within 50 symbol periods.
As a comparison, a second scheme is considered where each predictor is directly adapted by its own RLS processor (there is no information pooling between transmitted subsequences or sample positions). At least B repetitions of each sub-sequence must be received before the receiver can begin detection, and each predictor can only be updated when its sample and sub-sequence is transmitted. Thus there is a minimum training period of M W B/P = 192 symbols, and its acquisition time is considerably longer than for the parameterminimisation scheme. This is seen in figure 10 .
In unpublished simulations, the first scheme adapted to Rician fading channels also.
However, the carrier offset cannot be estimated perfectly, so the error in estimating 
VII. Conclusions
The MLSE receiver structure of [11] 
