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Abstract
Retailers with electronic point-of-sale systems continuously amass detailed data about the items
each consumer buys (i.e. what item, how often, its package size, how many were bought, whether
the item was on special, etc.). Where the retailer can also associate purchases with a particular
individual for example, when an account or loyalty card is issued, the buying behaviour of the
consumer can be tracked over time, providing the retailer with valuable information about a
customer’s changing preferences. This project is based on mining a large database, containing
the purchase histories of some 300 000 customers of a retailer, for insights into the behaviour of
those customers. Specifically, the aim is to build three predictive models, each forming a chapter
of the dissertation; forecasting the number of daily customers to visit a store, detecting changes
in consumers’ inter-purchase times, and predicting repeat customers after being given a special
offer.
Having too many goods and not enough customers implies loss for a business; having too few
goods implies a lost opportunity to turn a profit. The ideal situation is to stock the appropriate
number of goods for the number of customers arriving, so you can minimize loss, and maximize
profit. To attend to this problem, in the first chapter we forecast the number of customers
that will visit a store each day to buy any product (i.e. store daily visits). In the process we
also carry out a time-series forecasting methods comparison, with the main aim of comparing
machine learning methods to classical statistical methods. The models are fitted into a univariate
time-series data and the best model for this particular dataset is selected using three accuracy
measures. The results showed that there was not much difference between the methods, but
some classical methods slightly performed better than the machine learning algorithms, and this
was consistent with outcomes obtained by Makridakis et al. (2018) on similar comparisons.
It is also vital for retailers to know when there has been a change in their consumers purchase
behaviour. This change can either be the time between purchases, change in brand selection
or change in market share. It is critical for such changes to be detected as early as possible,
as speedy detection can help managers act before incurring loses. In the second chapter, we
use change-point models to detect changes in consumers’ inter-purchase times. Change-point
models are approaches that offer a flexible, general-purpose solution to the problem of detecting
changes in customer historic behaviour. This multiple change-point model assumes that there
is a sequence of underlying parameters, and that this sequence is partitioned into contiguous
blocks. These partitions are such that the parameter values are equal within, and different
between blocks, whereby a beginning of a block is considered to be a change point. This change-
point model is fitted to consumers inter-purchase times (i.e. we model time between purchases)
to see whether there were any significant changes on the consumers buying behaviour over a
one year purchase period. The results showed that, depending on the length of the sequences,
minority to a handful of customers do experience changes in their purchasing behaviours, with
the longer sequences having more changes than the shorter ones. The results seemed to be
different to those obtained by Clark and Durbach (2014), but analysing a portion of sequences
of same lengths as those analysed in Clark and Durbach (2014), lead to similar results.
Increasing sales growth is also vital for retailers, and there are various possible ways in which this
can be achieved. One of the strategies is what is referred to as up-selling (whereby a customer
is persuaded to make an additional purchase of the same product or purchase a more expensive
version of the product.) and cross-selling (whereby a retailer sells a different product or service
to an existing customer). These involve campaigning to customers and sell certain products,
and sometimes include incentives in the campaign with the aim of exposing customers to these
products hoping they will become repeat customers afterwards. In Chapter 3 we build a model
to predict which customers are likely to become repeat customers after being given a special
offer. This model is fitted to customers’ time between two purchases, which makes the input
time-series data, and is sequential in nature. Therefore, we build models that provide a good
way for dealing with sequential inputs (i.e. convolutional neural networks and recurrent neural
networks), and compare them to models that do not take into account the sequence of the data
(i.e. feedforward neural networks and decision trees). The results showed that, inter-purchase
times are only useful when they are about the same product, as models did no better than
random if inter-purchase times were from a different product in the same department. Secondly,
it is useful to take the order of the sequence into account, as models that do this do better than
those who do not, with the latter not doing any better than a null model. Lastly, while none
of the models performed well, deep learning models perform better than standard classification
models and produce some substantial lift.
ii
Acknowledgements
I would like to thank my supervisor, Associate Professor Ian Durbach for introducing me to big
data, deep learning methods, and thus data science as this is relevant to my profession and has
helped me hone my skills so I can be better equipped for the industry. I would like to thank
him for his guidance and support through the learning process.
I would like to acknowledge that the dataset used in this dissertation was obtained from the
Kaggle website, and therefore I am grateful to Kaggle for allowing me to have the dataset and
use it for my research.
I would like to gratefully acknowledge the scholarships that I received from the African Institute
for Mathematical Sciences (AIMS), and UCT Research Fund for my masters degree.
I would like to thank my fiance, family, managers and all loved ones and friends for the support,
encouragement, and their belief in me throughout the entire journey. I am genuinely grateful to
each and everyone of them.
Contents
1 Introduction 1
1.1 Background to the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Using Time-Series Forecasting Models to Predict Store Daily Visits 4
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Background to the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Forecasting Time-series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Time-series and Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1.1 Time-series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1.2 Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1.3 Forecast Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Data and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Review of Past Forecasting Work . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3.1 Forecasting Future Purchases . . . . . . . . . . . . . . . . . . . . 10
2.2.3.2 Comparing Different Forecasting Methods . . . . . . . . . . . . . 11
2.3 Forecasting Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Simple Average . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Moving Average . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Weighted Moving Average . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.4 Single Exponential Smoothing . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.5 Double Exponential Smoothing . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.6 Triple Exponential Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . 17
i
2.3.7 Auto-Regressive Integrated Moving Average (ARIMA) . . . . . . . . . . . 18
2.3.8 Artificial Neural Network(NN) . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.8.1 Activation Function . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.8.2 Network Learning . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.8.3 Error Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.8.4 Backward Propagation . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.9 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Summary and Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 Using Change-point Models to Detect Changes in Consumers’ Inter-purchase
Times 38
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.3 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Illustrating the Behaviour of the Change-point Model on Simulated Data . . . . 48
3.3.1 Sensitivity of Results to the Length of the Time Series . . . . . . . . . . . 48
3.3.2 Sensitivity of Results to the Magnitude of the Change . . . . . . . . . . . 49
3.3.3 Sensitivity of Results to the Position of Change-Point . . . . . . . . . . . 50
3.3.4 Robustness of the Results to a Single Noisy Value . . . . . . . . . . . . . 50
3.3.5 Sensitivity of Results to Multiple Change Points . . . . . . . . . . . . . . 51
3.3.6 Sensitivity of Results to Different Priors . . . . . . . . . . . . . . . . . . . 51
3.4 Model Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 Illustrating the Use of the Change-point Model in Practice . . . . . . . . . . . . . 54
3.5.1 Sensitivity of the Results to the Magnitude of the Change-point . . . . . 55
3.5.2 Sensitivity of the Results to the Length of the sequence . . . . . . . . . . 55
3.5.3 Robustness of the Results to a Single Noisy Value . . . . . . . . . . . . . 55
3.5.4 Robustness of the Results to Multiple Change Points . . . . . . . . . . . . 59
3.6 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.7 Summary and Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4 Using Deep Learning Methods to Predict Repeat Customers 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.1 Background to the problem . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Deep Learning Methods for Sequence Modeling . . . . . . . . . . . . . . . . . . . 67
4.2.1 Convolutional Neural Networks (CNN) . . . . . . . . . . . . . . . . . . . . 69
ii
4.2.1.1 Convolutional layers . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.1.2 Subsampling layers . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1.3 Dimensions of the Convolutional NN . . . . . . . . . . . . . . . . 72
4.2.2 Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.2.1 Gated Recurrent Unit (GRU) . . . . . . . . . . . . . . . . . . . . 76
4.2.3 Model Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Data and Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.1 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.3 Model Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.3.1 Model Architectures . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.3.2 Preprocessing and Parameter Search . . . . . . . . . . . . . . . . 83
4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.1 Comparing Classical Classifiers to Deep Learning Methods . . . . . . . . 84
4.4.2 Evaluation of Hyperparameters . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.3 Illustrating application of the models in practice . . . . . . . . . . . . . . 89
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5 Conclusion 95
5.1 Summary and Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
iii
List of Figures
2.1 Forecasts obtained from a simple average model . . . . . . . . . . . . . . . . . . . 13
2.2 Forecasts obtained from a simple moving average model . . . . . . . . . . . . . . 14
2.3 Forecasts obtained from a weighted moving average model . . . . . . . . . . . . . 15
2.4 Forecasts obtained from a single exponential smoothing method . . . . . . . . . . 16
2.5 Forecasts obtained from a double exponential smoothing method . . . . . . . . . 17
2.6 Forecasts obtained from a triple exponential smoothing method . . . . . . . . . . 18
2.7 Forecasts obtained from an ARIMA model . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Graphical representation of a feedforward neural network architecture . . . . . . 27
2.9 Forecasts obtained from a neural network model . . . . . . . . . . . . . . . . . . 27
2.10 Count of number of stores per MFE band for each method . . . . . . . . . . . . . 29
2.11 Count of number of stores per MAD band for each method . . . . . . . . . . . . 30
3.1 Sensitivity of Results to the Length of the Time Series . . . . . . . . . . . . . . . 49
3.2 Sensitivity of Results to the Magnitude of the Change . . . . . . . . . . . . . . . 50
3.3 Sensitivity of Results to the Position of Change-Point . . . . . . . . . . . . . . . 51
3.4 Robustness of the Results to a Single Noisy Value . . . . . . . . . . . . . . . . . 52
3.5 Sensitivity of Results to Multiple Change Points . . . . . . . . . . . . . . . . . . 52
3.6 Sensitivity of Results to Different Priors . . . . . . . . . . . . . . . . . . . . . . . 53
3.7 Sensitivity of the Results to the Magnitude of the Change-point (Actual) . . . . 56
3.8 Sensitivity of the Results to the Length of the sequence (Actual) . . . . . . . . . 57
3.9 Robustness of the Results to a Single Noisy Value (Actual) . . . . . . . . . . . . 58
3.10 Robustness of the Results to Multiple Change Points (Actual) . . . . . . . . . . . 59
4.1 Illustration of the convolution operation . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Graphical Representation a the Recurrence in an RNN . . . . . . . . . . . . . . . 74
4.3 Graphical representation of GRU network . . . . . . . . . . . . . . . . . . . . . . 78
4.4 ROC curve for brand-level results . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 ROC curve for department-level results . . . . . . . . . . . . . . . . . . . . . . . 86
iv
List of Tables
2.1 Glossary of Key Neural Network Terms . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Accuracy metrics (MFE and MAD) results for overall stores . . . . . . . . . . . . 28
2.3 Number of stores for which each method was the best on MFE . . . . . . . . . . 28
2.4 Number of stores for which each method was the best on MAD . . . . . . . . . . 29
2.5 Accuracy metrics (MFE) results for all stores . . . . . . . . . . . . . . . . . . . . 32
2.6 Accuracy metrics (MAD) results for all stores . . . . . . . . . . . . . . . . . . . . 33
2.7 Diebold-Mariano test results for all stores (per method comparison) . . . . . . . 34
3.1 Maximum likelihood estimates for λ,for different partitions ρ . . . . . . . . . . . 42
3.2 Expanding the maximum likelihood estimates for λ within each block, to all
observations within that block . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Change-point results for all possible partitions . . . . . . . . . . . . . . . . . . . 44
3.4 Number of Change Points - Store Inter-Purchase Times . . . . . . . . . . . . . . 60
3.5 Number of Change Points - Brand Inter-Purchase Times . . . . . . . . . . . . . . 61
3.6 Proportion of Store Sequences in which the Difference Between Maximum and
Minimum Estimated Inter-Purchase Times Exceeds R . . . . . . . . . . . . . . . 61
3.7 Proportion of Brand Sequences in which the Difference Between Maximum and
Minimum Estimated Inter-Purchase Times Exceeds R . . . . . . . . . . . . . . . 62
4.1 Glossary of Key Convolutional Neural Network Terms . . . . . . . . . . . . . . . 70
4.2 Hypothetical Confusion Matrix for a test dataset . . . . . . . . . . . . . . . . . . 80
4.3 Accuracy measure metrics for all models - brand customers . . . . . . . . . . . . 84
4.4 Accuracy measure metrics for all models - department customers . . . . . . . . . 85
4.5 Validation Gini-statistic values achieved by CNN . . . . . . . . . . . . . . . . . . 89
4.6 Validation Gini-statistic values achieved by GRU . . . . . . . . . . . . . . . . . . 90
4.7 Proportion of customers ranking from top to bottom by score, showing the lift
produced by the model per score-band and overall . . . . . . . . . . . . . . . . . 91
4.8 Proportion of customers ranking from top to bottom by score per average inter-
purchase times band, showing the average inter-purchase times per score-band . 91
4.9 Proportion of customers ranking from top to bottom by score per sequence length




1.1 Background to the Problem
On a daily basis, retailers get visits from customers, and retailers with electronic point-of-sale
systems are able to link customers (i.e. customers that are part of the account or reward base)
to purchases. This allows retailers to collect data about the items the consumers buy (including
what they buy, how much they spend, how often they buy, etc.), and this leads to having big,
detailed data that each store can use for analysis. This huge, detailed amassed data is what is
commonly referred to as big data, which is a term that describes extremely large data sets (both
structured and unstructured) that may be computationally analysed to reveal useful information
(i.e. patterns, associations and trends) especially relating to human behaviour for insights that
lead to better decisions and strategic business moves. Big data is normally too complex or large
for classical data-processing application software to be able to deal with; it is however not the
size of the data that is important, but what you do with it as there is a difference between
having data, and using it to your advantage.
The practice of transforming existing data into meaningful, actionable insights that businesses
can instantly use for decision making is known as data science. Nowadays data science is con-
sidered a necessity in most industries, as it is assumed that it is no longer a question whether
businesses should make use of the accumulated data, but rather how to make use of it. Data sci-
ence makes use of complex mathematical and statistical methods and sophisticated systems and
environments that are designed to manage big data (e.g. cloud computing). Big data and data
science are vital in marketing, and there are many approaches in which these may be applied to
enable retailers to be more profitable. These applications include, market budget optimization,
marketing to the right audience, matching market strategies with customers, identifying the
right channels, lead targeting, and advanced lead scoring.
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1.2 Problem Statement
One of the main focuses in marketing is analysing and predicting customer behaviour. Un-
derstanding how customers behave helps retailers (i.e. store managers) make better, informed
decisions that are data based. By analysing historical purchase data, retailers are able to know
what happened, what is happening, what might happen, and thus can put measures in place in
case such actually do happen (i.e. risk management measures if it is an unfavourable outcome, or
opportunity exploitation measures if it is a positive outcome). In this dissertation we apply data
science (i.e. machine learning) algorithms and other statistical methods on big data to generate
actionable insights for use in marketing industries focusing on customer behaviour.
An ideal situation for any retailer is being able to avoid losses, and to maintain or improve
profits. One of the ways to achieve this is to ensure that production or stock equals demand,
i.e. have appropriate number of goods for the number of arriving customers. Another important
thing for retailers is to keep track of the behaviour of their customers, so they can know when
something has significantly changed and act accordingly. Early detection of such changes is
vital as it enables store managers to intervene on time (i.e. manage possible loses or exploit
positive changes). Retailers are always looking for ways to make more profit, and there are
many approaches that can be applied to achieve this, and one of these is generating more
profit from the already existing customers. This involves selling customers products they have
never bought before or selling them more of the same product they already buy (normally more
expensive version of the product). These involve sending customers special offers (e.g. discounts)
and invite them to buy a particular product, with the hope that they will continue buying that
product after the offer expires.
1.3 Research Objectives
The goal of this dissertation is to examine how data science can be applied to a large transac-
tional dataset to explore questions about consumer behaviour, specifically; how many customers
will visit a store, do customers experience significant changes in their purchasing behaviour or
whether special offers are able to turn customers into repeat customers. So, in this dissertation
we attempt to answer these questions, and thus to solve problems which are some of the prob-
lems faced by retailers. To do this, we develop three predictive models, each forming a chapter
of its own, and each attempting to solve one of these problems. Thus, the the main objectives
that we hope to achieve in this dissertation are:
• In Chapter 2, we will be predicting the number of daily visits each store can expect in the
next 3 months, so they can be able to plan accordingly (i.e. have appropriate number of
goods for the number of arriving customers)
• In Chapter 3 we develop a change-point model which is a tool that detects changes in
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customer behaviour as soon as possible for use by managers. This will allow store managers
to act before incurring costs (if the change is unfavourable) or losing out on opportunities
to turn profit (if the change is favourable).
• In Chapter 4 we predict which customers are likely to become repeat customers after being
given an offer. This will help store managers better target customers for campaigns by
only targeting customers with high likelihood of becoming repeat customers.
1.4 Overview
This dissertation constitutes 5 chapters (inclusive of this one which is an introductory chapter).
The following three chapters will be focusing on the 3 predictive models; time-series forecasting
models will be discussed in Chapter 2, with change-point models covered in Chapter 3, while
Chapter 4 will be focusing on predicting repeat customers. Since each chapter uses quite dif-
ferent methods, and in many ways independent of the rest, we will not have single chapters
for literature review and results, but instead these will be included separately in each chapter.
That is, all further models details, including introduction, literature review, data discussion,
methodology, model implementation, results, discussion and recommendations will be discussed
within respective chapters for all models. The last chapter will conclude the dissertation by sum-





Models to Predict Store Daily Visits
2.1 Introduction
2.1.1 Background to the Problem
On a daily basis, retailers get visits from different customers, who purchase goods. Some stores
(i.e. furniture, clothing and hardware) have membership accounts, whereby customers can be
members of their customer base, and sometimes have credit cards which allow them to buy goods
on credit and pay back (with or without interest) over some amount of time. Other stores (mainly
supermarkets) have loyalty or rewards accounts, which enable customers to accumulate points
which can be converted into cash that they can spend, or have access to discounts and other
benefits that non-members do not have. These memberships (i.e. account, loyalty or rewards)
enable retailers to collect and store customer data that allows them to track the customers that
they have in their database. By tracking this historical purchase behaviour, retailers are better
able to plan for the future.
Some of the examples in which historical customer data can be used for planning include the
following; if a restaurant knows how many people have been coming in on Fridays after payday
historically, they can expect around the same number of people on the same days and prepare
enough food and thus make more profit, and on days where they expect fewer consumers prepare
equivalent food and avoid losses. On the other hand, if clothing stores know how many of
their customers live in certain cities, their age, income and what type of clothing (premium,
budget, fashionable, regular, etc.) they normally buy, the store can produce and distribute the
merchandise accordingly, such that the costs are minimal, and profits are maximized.
2.1.2 Problem Statement
Having too many goods and not enough customers implies loss for a business; having too few
goods implies a lost opportunity to turn a profit. The ideal situation is to stock the appropriate
number of goods for the number of customers arriving, so you can minimize loss, and maximize
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profit. In other words, if a store could know how many customers to expect each day, then they
would avoid losses by having just enough goods for those customers to consume. This is not
easy, otherwise all retailers would be profitable and none would experience losses.
This chapter tries to attend to this problem by forecasting the number of customers that will
visit a certain store. This can involve a lot of different scenarios, which include; the frequency
of purchases (i.e. forecasting the number of customers arriving in the next day, week, month or
year) or product purchases (i.e. number of customers to purchase a certain product). In this
chapter, we forecast the number of customers that will visit a store each day to buy any product
(i.e. store daily visits).
2.1.3 Objectives
In this chapter we will explore, discuss and compare different forecasting methods for univariate
time-series data. We will be discussing the forecasting techniques’ strengths and weaknesses,
and relationships (where applicable) between methods. The chapter will be discussing simple
forecasting models, namely; Simple Average (SA), Moving Average (MA) and Weighted Moving
Average (WMA). We will also cover exponential smoothing methods (single, double and triple),
the more complex method Autoregressive Integrated Moving Average (ARIMA) (we will also
discuss the models that make up the ARIMA model in Autoregressive(AR) and Moving Average
(MA)). Lastly, we will look at a method of even higher complexity in Artificial Neural Networks.
The primary purpose of this chapter is to compare the performance of the highly rated arti-
ficial neural networks with the more traditional ARIMA forecasting model, and even simpler
forecasting heuristics such as the averaging and smoothing methods already mentioned.
2.1.4 Outline
This chapter comprises of 6 sections (inclusive of this one which is an introductory section).
The following section discusses the forecasting methods. It starts by defining time-series data,
and statistical forecasting, then moves on to discuss the data that we will be using, and the
methodology we will be following. The section also discusses three forecast accuracy measure-
ment metrics, namely; two error magnitude metrics in Mean Absolute Deviation (MAD) and
Mean Forecast Error (MFE), and the Diebold-Mariano significance test. The section then con-
cludes by discussing previous work, both on forecasting future purchases and comparing different
time series forecasting methods. Section 3 will then discuss the different forecasting techniques
that we will be looking at (as mentioned above). In Section 5 we discuss results, compare the
different methods based on both statistical significance and error magnitude, and conclude the
section by selecting the method that suits our dataset best. The last section summarizes the
whole chapter, and concludes with recommendations.
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2.2 Forecasting Time-series
2.2.1 Time-series and Forecasting
2.2.1.1 Time-series
A time series is defined as “sequential collection of data observations indexed over time. In most
cases, the observed data is continuous and is recorded at a discrete and finite set of equally-spaced
points” (Christopher, 1975), therefore it is a discrete-time data sequence. Time series often arises
when tracking corporate business metrics (i.e. customer count or profit) or monitoring industrial
processes (Neter et al., 1988). For the purpose of this chapter, as mentioned above, the time
series is obtained by tracking the number of customers that shop at a particular store on a daily
basis, for different stores.
As already mentioned, time-series is time-ordered data, and this data has some underlying
patterns that occur over this time. Understanding these patterns is key to analyzing time-series
data as the changes (or lack thereof) in the data occur because of the presence (or absence) of
these factors. These factors are widely known as time-series components, and are responsible
for bringing about changes in a time-series. These components are (Wang and Chaovalitwongse,
2011a):
• Level - the average value in the series.
• Trend - the increasing or decreasing value in the series. In more detail, trend refers to
the stable tendency of growth or decline shown in the data. This trend can be either
linear or non-linear, and linear and non-linear functions can be utilized to model the trend
accordingly.
• Seasonality - the repeating short-term cycle in the series, a pattern that always repeats at
a fixed interval.
• Cycle - the gradual, long-term, up-and-down potentially irregular swings in the series.
Cycle patterns are similar to seasonal patterns, except that they vary at various intervals.
• Irregularity - sudden changes which are unlikely to be repeated in the series, thus usually
make the pattern difficult to identify.
A time series that has unchanging properties is considered to be stationary. Stationary time
series tend to be easier to forecast, because their essential characteristics are unchanging. This
thus makes stationarity an important factor of time series, such that some forecasting meth-




Forecasting can be defined as the process of predicting some future event(s) based on past and
present data, mostly by analysis of trends. It is estimating, at some specified future date some
variable of interest. This involves building a model by feeding historical data into the model
as an input, then outputting a result, which is referred to as the prediction. This chapter will
be forecasting the number of customers that will shop at a particular store on a daily basis in
future.
There are two main different types of forecasting, i.e. iterated (1-step ahead) and direct (n-step
ahead) (Marcellino et al., 2005). Iterative forecasting predicts one value into the future, then
the next actual value (the one predicted at the previous step) is used as a true observation when
predicting the next value; that process is then repeated till the desired n-values to be predicted
into the future are obtained. On the other hand, direct forecasting uses only true observations
available at the time of model building to predict the n-values (multiple steps ahead) desired
into the future at once, the next true values are not used to fit the model again. There have
been debates and investigations about which method is better, with Marcellino et al. (2005)
also discussing this, and they concluded that “In theory, iterated forecasts are more efficient if
the one-period ahead model is correctly specified, but direct forecasts are more robust to model
misspecification”, and the iterated forecasts typically outperform the direct forecasts. In this
chapter all of our models use the iterated type of forecasting.
2.2.1.3 Forecast Error
Forecast error is the difference between the actual (observed or real) values and the forecasted
(predicted) values. This error can be stated as a value or a percentage, and the difference
between 100% and this error (i.e. 100 - error) is known as forecast accuracy. It is thus necessary
to measure this error as the idea when forecasting is to minimize this forecast error (or maximize
the forecast accuracy). Also, in practice it is unlikely to find one model or technique that fits
all the data well, so it is always a good idea to fit different models for a particular dataset,
and choose the one with the least error. In this chapter we are comparing different forecasting
methods, and we will need to measure the forecast accuracy to decide which method is the best.
Assuming that we intend to predict h values into the future, we let yt represent the actual values,
and the forecasts be given by ŷt where t = 1, ..., h, then forecast errors are mathematically given
by:
et = yt − ŷt. (2.1)
There are various metrics that can be used to measure forecast accuracy, and in this chapter we
use two error magnitude metrics, and Diebold-Mariano statistic. The magnitude error measures
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are; Mean Forecast Error (MFE), which is just the mean of the errors, and Mean Absolute















The MAD statistic enables us to see how much on average the model predictions deviate from
the actual values. On the other hand, MFE tells us exactly by how much on average a particular
method tend to over-estimate (negative MFE) or under-estimate (positive MFE). We chose to
use MFE and MAD because the combination of these metrics works very well, and gives us
a lot of insight, as one measures the biasness (MFE), and the other the actual error (MAD),
but both metrics are not model-based and there is no way of telling whether the differences are
statistically significant. To take this into consideration, we also use Diebold-Mariano tests to
test whether the forecast errors are statistically significant.
The Diebold-Mariano test is a statistical test that compares forecasting accuracy between two
forecasting models to assess whether the two models are equally good, or one is less\more
accurate than the other. The test was proposed by Diebold and Mariano (1995), and later
modified by Harvey et al. (1997), and this chapter uses the latter version of the test. Provided
that we have two forecasting methods and their forecasts are given by ŷ1t and ŷ2t respectively,
then
eit = yit − ŷit i = 1, 2. (2.3)
The loss associated with forecast from method i is assumed to be the function of eit, the forecast
error (Triacca, 2011), and is denoted by g(eit). This loss function, g(eit) is typically the square
(squared-error loss) or the absolute value (absolute error loss) of eit. From the loss function,
we define a loss differential as dt = g(e1t) − g(e2t). The two forecasts would then be equally
accurate if the expectation of dt is equal to zero for all t. The null hypothesis we test in this
chapter is thus H0 : E(dt) = 0 ∀ t versus the alternative hypothesis that the second model is
less accurate than the first, H1 : E(d1t) < E(d2t) ∀t, where d1t is the loss differential for the first
forecast method, and d2t the loss differential for the second forecast method.














is the spectral density of the loss differential at frequency 0, where γd(k) is the auto-covariance
of the loss differential at lag k. So, for forecasts where h = 1 (h being the number of forecasts






where f̂d(0) is a consistent estimate of fd(0), defined by f̂d(0) =
1
2π γ̂d(0). Hence for h ≥ 1 the








In practice, 2πfd(0) is adequately estimated by
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The test statistic, DM is asymptotically N(0, 1) distributed under the null hypothesis. There-
fore, if the computed |DM | > zα/2 (with zα/2 being the upper z-value from the standard normal
table that corresponds to half of the desired α level of the test) then the null hypothesis of no
difference will be rejected.
The DM test is considered model-free, and its main advantages are that it can be easily “applied
to non-quadratic loss functions, multi-step forecasts and forecast errors that are non-Gaussian,
non-zero mean, serially correlated and contemporaneously correlated” (Shen et al., 2019). How-
ever, the DM test assumes stationarity of covariance (and other regularity conditions) on dt,
hence the main condition is that it should be applied in large samples, as it tends to be over-
sized in small samples, and thus reject the null hypothesis too often. The DM test modification
of small-sample was proposed by Harvey et al. (1997), concerning an unbiased (approximately)
estimate of the mean loss differential variance. This is possible when the assumption of zero
autocorrelations at order h and beyond holds for the errors of h-steps-ahead forecasts, and the
accuracy of the forecast is measured in terms of the mean squared error (Shen et al., 2019). Har-
vey et al. (1997) suggested obtaining improved small-sample properties by (a) making a bias
correction to the DM test statistic, and (b) comparing the corrected statistic with a Student-t
distribution with (T-1) degrees of freedom, rather than the standard normal (Luger, 2005). The
corrected DM statistics, which is being used in this chapter is thus expressed as:
HLN −DM =
√




2.2.2 Data and Methodology
2.2.2.1 Data
This project is based on mining a large database, containing the purchase histories of some 300
000 customers of a retailer, for insights into the behavior of those customers. The data used is
obtained from the Kaggle website and was used for the “Acquire Valued Shoppers Challenge”
competition. The data comprises of different datasets, but the one which we will be using in
this chapter is the transactional dataset, which contains transaction history for all customers
for a period of at least 1 year prior to the customer being offered incentives. For this chapter
we extracted a subset of the full dataset consisting of 44 stores for whom at least one customer
shopped at the store every day between 2 March 2012 and 1 March 2013. Our data consists of
daily number of shoppers at each of these stores over this one-year period. This chapter will then
focus on forecasting the daily customers for each store. Also, for the purpose of demonstration,
we will only use data of a single store to graphically demonstrate the difference between the
performance of different methods. We will however include a tabular form of results at the end
of the chapter that will include results for all stores.
2.2.2.2 Methodology
The methodology covers the implementation of average methods (simple, moving and weighted),
exponential smoothing methods (single, double and triple), ARIMA model and neural networks.
We split our dataset into training and test datasets, the training dataset will consist of the first
75% of each store’s data, whereas the other 25% will form the test set. We will then use the
training dataset to fit models, and forecast ahead for all time points covered by the test data
using the iterated type of forecasting. The forecasted values will then be compared to the actual
values to measure forecasting accuracy. The forecasting accuracy will be measured using the
metrics already discussed above, namely; MFE, MAD and DM statistic. Average methods were
implemented in Python. Exponential smoothing methods were implemented in R using the
HoltWinters function from the stats package. ARIMA model was also implemented in R using
the Arima function from the forecast package. Neural Networks were also implemented in R,
using keras package.
2.2.3 Review of Past Forecasting Work
2.2.3.1 Forecasting Future Purchases
Customer Behaviour Analysis or Customer Base Analysis is the analysis whereby historic pur-
chase behaviour of a customer is analyzed in order to understand the customer’s current be-
haviour, or predict the future behaviour. The concept of analyzing customer historic data in
order to predict future behaviour has been researched in many fields of academia and imple-
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mented in practice as well (Zitzlsperger et al., 2015). These predictions include knowing when
the customer is likely to buy next, probability of a customer lapsing (customer being inactive),
cross-sell (whereby a retailer sells a different product or serviceto an existing customer) and up-
sell (whereby a customer is persuaded to make an additional purchase of the same product or
purchase a more expensive version of the product) probabilities, and knowing which customers
are likely to be retained.
Several studies have been published on predicting future customer behaviour (Schmittlein and
Peterson (1994); Sharad et al. (2008); Ehrenberg (1959); Zitzlsperger et al. (2015)). A similar
study to ours (Lee et al., 2016) used different forecasting methods to predict future daily cus-
tomers for 5 different restaurants, with the idea being to let the restaurants managers know how
busy their restaurants are likely to be the following day, so that they can use the forecasted
value as a mental preparation. The study focused on 1-time step forecasting, but 2-step and
3-step ahead forecasts also performed well, so all forecasts would be provided to the managers,
and they would decide for themselves whether to use the multi-step ahead forecasts.
2.2.3.2 Comparing Different Forecasting Methods
There are many papers that have been published on comparing different forecasting methods
for time-series data. To name a few, Smith and Agrawal (2015) compared various forecast-
ing methods on patent group data. Wang and Chaovalitwongse (2011b) compared limitations
and advantages of different forecasting methods, and Udom and Phumchusri (2019) compared
different forecasting methods for sales forecasting distributor in the plastic industry.
Most recently though, Makridakis et al. (2018) compared classical methods to machine learn-
ing methods, extending a study published by Wang and Chaovalitwongse (2011a), where they
compared different machine learning forecasting methods. The motivation behind the study
was to demonstrate the performance capability of different machine learning methods as com-
pared to traditional statistical forecasting methods. These were compared on a diverse and
large collection of forecasting problems of univariate time series. The number of papers claiming
that machine learning and deep learning methods offer superior results for time series has been
increasing with little objective, this study was thus in response to these claims.
Makridakis et al. (2018) compared 8 classical methods, and 10 machine learning methods, and
the 8 classical methods discussed were; Naive 2, Single Exponential Smoothing, Double Expo-
nential Smoothing, Damped Exponential Smoothing , Average of (Single, Double and Damped)
exponential smoothing methods, Theta method, ARIMA model and ETS (Error, Trend and
Seasonality) method. These were compared to the following 10 machine learning methods;
Multi-Layer Perception (MLP), Bayesian Neural Network (BNN), Radial Basis Functions (RBF),
Generalized Regression Neural Networks (GRNN), K-Nearest Neighbor Regression (KNN), Cart
Regression Trees (CART), Support Vector Regressions (SVR), Guassian Process (GP), Recur-
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rent Neural Networks (RNN) and Long-Short Term Memory network (LSTM).
The analysis was performed on univariate data, and both one-step and multi-step ahead forecast-
ing were performed and the methods were compared on both types of forecasting. The outcome
from this study was that classical methods such as ETS and ARIMA outperform machine learn-
ing methods for one-step ahead forecasting on univariate datasets. Also, on univariate datasets,
machine learning methods are outperformed by classical methods such as Theta and ARIMA
models for multi-step ahead forecasting. The RNN and LSTM were among the least accurate
methods, despite these methods being highly regarded in the recent years, with MLP and BNN
outperforming the other machine learning methods. Because of these findings, Makridakis et al.
(2018) suggested the use of classical methods before more elaborated and complicated methods
are explored, that the results from the simpler methods should be used as a baseline that more
complicated methods must better or clear in order to justify their usage. They also acknowl-
edged the potential of the machine learning methods, but suggested that further research is
required to make sure that these methods become more accurate, require less computing time,
and be less of a black-box.
2.3 Forecasting Methods
2.3.1 Simple Average
For the simple average method, the future values are equal to the mean of historical data.







where n is the total number of historical values, yi the observation at time i and ŷt+1 the
predicted future value for time t+ 1.
Figure 2.1 shows forecasts obtained from a simple average method for an example time series.
Adding one new value to the series and using it as a true value to predict the next one does
not cause any significant change as the new predicted value will always be a similar value to the
mean.
2.3.2 Moving Average
The Moving Average (MA) (also known as Simple Moving Average) method, is an improvement
over the above discussed Simple Average method, whereby instead of averaging all historical
values, the future values are calculated as an average of the last m data points. The idea behind
this method is that the values that matter are the recent ones. The mathematical expression of
this method is as follows:
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Figure 2.1: Actual data (blue line) and forecasts (red line) obtained from a simple average
model. The first 273 days are used to fit the model and n-step ahead forecasts are made for the







where ŷt+1 is the future value, m the number of data points to be averaged, and y the new time
series containing the future values.
Figure 2.2 shows results for the moving average method, the next predicted value being the
mean of the last m values (in this case m=3).
2.3.3 Weighted Moving Average
The Weighted Moving Average method computes an “average that has multiplying factors to
give different weights to data at different positions in the sample window” (Douglass et al.,
2012). Instead of assigning equal weights to the last m observations (i.e. for the Simple Moving
Average), this method assigns more weighting to the most recent observation (of the last m).
This emphasizes the importance of the most recent values. The mathematical expression of this





where the additional parameter (to those of MA above) w is the series of weights, which should
sum up to 1.
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Figure 2.2: Actual data (blue line) and forecasts (red line) obtained from a simple moving
average model. The first 273 days are used to fit the model and n-step ahead forecasts are made
for the last 92 for store 71
The results for this method are shown in Figure 2.3, with weights assigned to the last 3 obser-
vations as follows, 0.5, 0.3 and 0.2 to the t, t−1 and t−2 values, respectively. The weights were
assigned such that the latest observation is the most important, so is the second latest compared
to the third latest observation.
2.3.4 Single Exponential Smoothing
The Single Exponential Smoothing method (also known as Brown’s Exponential Smoothing)
assigns exponentially decreasing weights as the observations get older (Brown, 1963b). This
method uses all the observations, but still puts more emphasis on the most recent observations.
By using all observations, and also applying weights to all these observations, the single expo-
nential smoothing method aims to predict the short-term future value(s) better than the moving
average methods, and in theory should be more accurate. The equation for this method is as
follows:
st = αyt−1 + (1− α)st−1 0 ≤ α ≥ 1
s1 = y1.
(2.12)
where α is the smoothing factor of the level, y1 the observation at t=1 , and st the smoothed
value at time t. Smoothing effect for values of α that are small (i.e. close to 0) is bigger compared
to that of larger α values, the latter option gives more weight to the most recent observations.
The value of α can be determined (if known) or estimated, and in this chapter α is estimated.
This involves minimizing the Mean Squared Error (MSE) between the true and smoothed values
14



















Figure 2.3: Actual data (blue line) and forecasts (red line) obtained from a weighted moving
average model. The first 273 days are used to fit the model and n-step ahead forecasts are made
for the last 92 for store 71
on the training dataset. A number of different optimization algorithms can be used to estimate
α, in this chapter we use quadratic programming. The forecasting equation for Brown’s method
is then given by:
st+1 = αyt + (1− α)st t > 0. (2.13)
Results for this method are shown in Figure 2.4, the forecast line is not as straight as that of the
Simple Average, but also does not fluctuate as those of the moving averages. This is because
the Brown’s method in a way incorporates both methodologies of simple and moving averages,
by using all historical data (as per the former) but emphasize importance of the later values by
applying weights (as per the latter). Thus in theory, Simple Exponential Smoothing should be
better than the simple and moving averages.
2.3.5 Double Exponential Smoothing
The Double Exponential Smoothing method (also known as Holt’s Exponential Smoothing), is
an extension of the Single Exponential Method, it also estimates the trend of time series on top
of the level that is estimated by the Brown’s method (Holt, 1957). For this reason, the Holt’s
method involves using an additional smoothing parameter, β. The smoothing equations for this
method are thus expressed as:
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Figure 2.4: Actual data (blue line) and forecasts (red line) obtained from a single exponential
smoothing method. The first 273 days are used to fit the model and n-step ahead forecasts are
made for the last 92 for store 71
st = αyt + (1− α)(st−1 + bt−1) 0 ≤ α ≤ 1
bt = β(st + st−1) + (1− β)bt−1 0 ≤ β ≤ 1
s1 = y1,
b1 = y2 − y1,
(2.14)
where α and β are smoothing factors for level and trend, respectively, with st denoting the
estimate of the level, and bt being a trend estimate for the time series. The initial values for
the respective smoothing factors are s1 and b1. The first smoothing equation directly adjusts
st for the previous period trend, bt−1. This is done by adding it to the last smoothed value,
st−1 (van Greunen, 2015). The second smoothing equation, which is expressed as the difference
between the last two values then updates the trend. Similar to Brown’s method, the values of
the smoothing parameters, α and β are estimated by minimizing the MSE between true values
and the observed values. The forecasting equation for this method is then obtained by adding
the 2 estimates, st and bt and is expressed as follows:
yt+1 = st + bt
yt+k = st + kbt,
(2.15)
where k is the number of values ahead in time to be estimated.
The results for the DE method in Figure 2.5 show that unlike the Brown’s method, Holt’s
method seems to perform similarly to the moving averages methods.
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Figure 2.5: Actual data (blue line) and forecasts (red line) obtained from a double exponential
smoothing method. The first 273 days are used to fit the model and n-step ahead forecasts are
made for the last 92 for store 71
2.3.6 Triple Exponential Smoothing
This method, also known as Holt-Winters Method is the extension of the Double Exponen-
tial Smoothing method to also estimate seasonality (Winters, 1960). Therefore, Holt-Winters
method applies exponential smoothing to the level, trend and seasonal components. The smooth-




+ (1− α)(st−1 + bt−1) 0 ≤ α ≤ 1




















∀i = 1, 2, ..., L,
(2.16)
where L is the length of a single season, γ the additional smoothing parameter for seasonality, α




and leaves only the trend factor and the initial value b1 to update the process of st. Whereas bt
is the smoothed difference between two successive level estimates of the deseasonalised data, It
is a combination of the most recent observation of the data, divided by the deseasonalised level
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estimate, plus the previous seasonal estimate of L samples backward. The last three equations,
s1, b1, li are for setting up initial values of the level, trend and season estimates, respectively. Aj
is the average of y for the season corresponding to j index and i is the position within the season.
The above season estimate initialization equation produces N seasonal estimates where N is the
number of complete seasons in the data (van Greunen, 2015). Similar to Brown and Holt’s
methods, smoothing parameters are estimated by minimizing MSE. The forecasting formula is
then given by:
yt+1 = β(st + bt)It−L+1
yt+k = β(st + kbt)It−L+k,
(2.17)
where k is the number of values ahead in time to be estimated.
Figure 2.6 shows results of the TE method, the forecasts do not fluctuate as those of the Holt’s
mothod, but also not as steady as those of the Brown’s method.





















Figure 2.6: Actual data (blue line) and forecasts (red line) obtained from a triple exponential
smoothing method. The first 273 days are used to fit the model and n-step ahead forecasts are
made for the last 92 for store 71
2.3.7 Auto-Regressive Integrated Moving Average (ARIMA)
ARIMA model is a generalization of an autoregressive moving average (ARMA) model (Valipour
et al., 2019), which is also a combination of two models, namely, AR and MA. So it is thus
necessary for us to start by discussing the AR, MA and ARMA models before discussing the
ARIMA model.
Autoregression works like a linear regression as it also uses a combination of linear parameters
18
to forecast a future value. The general equation of the AR model of order p (AR(p)) is thus
given by:
yt = θ + φ1yt−1 + φ2yt−2 + ...+ φpyt−p + εt, (2.18)





where ȳ is the mean of the time series up to time t.
As we have already seen, variations of moving average (including exponential smoothing) models
can be used to mimic the behavior of the most recent past periods, and can provide a good fit for
some datasets (de Smith, 2018). These models though are not linked to any statistical models,
but can however be specified as statistical/stochastic models that embrace the procedures of
moving averages in conjunction with random processes. If we let Zt be a set of identically
distributed and independent random variables with mean of zero and variance with a fixed value
that is known, then the previously defined process of ŷt of the moving average (the weighted















ŷt = β0Zt + β1Zt−1 + ...+ βqZt−q, (2.22)







Combining these two models by simply adding them together results into a model of order (p, q)
with p AR terms and q MA terms. This resulting model known as ARMA is thus given as:
yt = σ + φ1tt−1 + φ2tt−2 + ...+ φptt−p + ε+ β0Zt + β1Zt−1 + ...+ βqZt−q. (2.24)
The problem with ARMA (also AR and MA) is that it assumes stationarity of the time series,
which is rarely the case in reality. Trend and seasonality exists in many datasets in practice,
and need to be removed before we can apply such a model. The following paragraphs discuss
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the extension of the ARMA model that takes into consideration the non-stationarity of the
time-series.
As discussed above, ARMA model assumes that the time series is stationary, whereas that is
almost always not the case in practice. The ARIMA model attends to this non-stationarity
problem by including an initial differencing stage before applying the ARMA model. The “I”
in ARIMA refers to the fact that the time series has been initially differenced. Typically, the
dataset becomes at least approximately stationary after being differenced once, twice or three
times. Differencing up to three times is also advised as over-differencing can pose some dangers,
as much of the variations in the data can be lost because of over-differencing (Cochrane, 2018).
ARIMA model, therefore is essentially a combination of ARMA model and differencing of a non-
stationary time series, with order (p, d, q). It is therefore necessarily to determine the values
of p, d and q before applying the model. We can determine d by finding out how many times
we need to difference the time-series before it becomes stationary. The are many methods that
are used to determine p and q, and in this chapter we use Autocorrelation Function (ACF) and
Partial Autocorrelation Function (PACF) for q and p, respectively.
The results of the ARIMA model are shown in Figure 2.7.





















Figure 2.7: Actual data (blue line) and forecasts (red line) obtained from an ARIMA model.
The first 273 days are used to fit the model and n-step ahead forecasts are made for the last 92
for store 71
2.3.8 Artificial Neural Network(NN)
Artificial Neural Network (NN) is a machine learning method that uses a large number of
computational components to perform computations (van Greunen, 2015). These components,
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which are stimulated by an input are known as neurons. NNs are able to compute complex
functions and recognize very complicated or detailed pattens within data. “NNs consist of layers
of neurons with each layer typically fully connected to the next through weighted connections”
(van Greunen, 2015). There are 3 different layers involved, input, hidden (with states that are
hidden), and output layers. Hidden layers are not a necessity as a neural network can have none,
and it is also possible to have multiple hidden layers as well. Input layers feed into hidden layers
(if they exist or directly to output layers if no hidden layers exist), then hidden layers feed into
output layers, this type of network is known as a Feed Forward Neural Network (FFNN) (Neter
et al., 1988). Key Artificial Neural Network (ANN) terms are presented in Table 2.1 (Sambvani,
2018).
It is stated in Haykin (1998) that the artificial neuron model is made up of three distinct parts;
a) A set of arrows or connections which are characterized by weights, w
(l)
ij , b) A linear operation,∑
, for combining the inputs as weighted by the respective connections, and c) An activation



















d(p) denotes the number of nodes in the pth layer
a
(r)
i denotes the value of the output at the i
th node of the rth layer
w
(l)
ij denotes the weight for the connection from the i
th neuron in the l − 1th layer to the jth
neuron in the lth layer.
z
(l)
j is the sum of the weighted information, sometimes called the activation, that is input to
the jth neuron in the lth layer.
f(·) denotes the activation function.
2.3.8.1 Activation Function
Neural Networks need to make sense of and learn really complicated problems and complex
functional mappings that are non-linear between the input and response variables, and Activa-
tion Functions are a vital part for this as they introduce to the network non-linear properties.
Activation functions define the output of a neuron in terms of the linear combination of the
inputs. In other words, they convert an input signal of a node into an output signal, which in
turn is used as an input in the next layer. The resulting mapped output values (depending upon
21
Table 2.1: Glossary of Key Neural Network Terms
Key Term Explanation Symbol
Neuron An information processing unit in a neural network. Each
neuron processes some input by applying an Activation
Function (defined below) and serves the result of the
activation function as its output.
n
Activation Function The function that we pass the input information through in
a neuron that determines the output of the networks. The
function is attached to each neuron in the network,
introduces to the network non-linear properties so that the
network can be able to learn non-linear functional
mappings between the input and response variables, and
determine whether the neuron should be activated or not
based on whether each neuron’s input is relevant for the
model’s prediction.
f(.)
Error Function The function that is being minimized when training the
network. This function measures the difference between the
desired outcome and the outcome predicted by the
network. The size of this difference (as well as the step
size) informs how much the parameters at each neuron are
changed with each iteration.
E
Layers Stages of computation of the network (input, hidden, or
output)
L
Input Layer The first layer of a network that contains all input
information. Each neuron should represent an input
feature. The input layer does not have a bias
Li
Hidden layer This is a layer that sits between the input and the output
layers. It can have any number of neurons.
Lh
Output Layer This is the last layer in a neural network. It uses some
activation function (e.g. softmax) to produce the models
output. Number of outputs desired/required in
classification problem determines number of neurons in this
layer.
Lo
Gradient Descent Methodology for calculating how to minimize the cost
function by changing weight and bias terms throughout the
network.
∆w
Network Learning The process whereby the model changes weights and bias
terms in iterations. The idea behind network learning is to
ensure that for each input, the output if not equal to the
desired value, is close enough.
Learning Rate The speed at which the model changes weights and bias
terms with each iteration. By increasing the learning rate,
one increases the speed at which a model will learn but also
increase the risk that the global minimum will not be found
(i.e., the risk that you oscillate on either side of the global
minimum because the step size is too large)
η
Batch Size of the training set that is used in each iteration. A
random group of batches are picked during each iteration.
Weight Each neuron has weights that multiply each input (i.e.
w1× 1 +w2× 2 + b) which goes into the activation function.
w
Bias Constant added to each input that is used for a neurons
activation function
b
Initialization The initial weights and biases that are used to calculate the
outputs of each neuron in the network
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the function) may range between 0 to 1, -1 to 1 etc.. Some of the common activation functions
are:
Sigmoid (logistic) Function
Sigmoid activation function (given by Equation 2.26) has an S-shaped curve, and its mapped
output ranges between 0 and 1. This is especially useful for models where the output that has
to be predicted is a probability (since probabilities range between 0 and 1). The function is
differentiable, and monotonic (but the function’s derivative is not). Its major problems are;
vanishing gradient problem, not zero centered and hence makes optimization harder, Sigmoids






The hyperbolic tangent function is simply a scaled version of the sigmoid function, and is linked
to it by a transformation; tan(x) = 2σ(2x) − 1. The output range is -1 to 1, and thus zero
centered. Optimization is therefore easier in this method such that in practice it is mostly
preferred over Sigmoid function, it however still suffers from vanishing gradient problem. This





Rectified Linear Unit (ReLu) Function
In the recent years, this function has become popular as it is considered to be simple and efficient
and trains faster than σ(z) and tan(x). The function’s outputs range is 0 to∞, and the function
and its derivative are both monotonic, and it avoids and rectifies vanishing gradient problem.
This function is given by:
r(x) = max(0, x) =
{




A generalization of the sigmoid function, Softmax is commonly used in multi-class classification




, k = 1, 2, 3..,K. (2.29)
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2.3.8.2 Network Learning
Let us assume that we have an FFNN, whereby a neuron takes an input (xi), multiplies it
with an associated weight (wi), then maps the weighted sum of the inputs (using the activation
function, σ(z)), and that results to an output, (y). Let us also assume that all the weights (wi),
and biases (b) have been initialized, T can be defined as training set containing the input values
of vector xj such that each input has a desired output value (dj). The idea is to ensure that for
each input, the output if not equal to the desired value, is close enough. This is done by making
small changes to each neuron in order to find weights and biases using the activation function.
The process explained above is known as Neural Networks Learning (Rumelhart et al., 1986),










where the sum is taken over all i.
2.3.8.3 Error Function
Next we define error function denoted as E, which allows us to find weight and biases such that
for each training example xj in T, the desired output dj is approximated by the network output,
y (van Greunen, 2015). One of the most popular error functions when it comes to learning NNs
is the Quadratic Cost Function, which is equal to the sum of squared errors between actual
output and desired output (Rumelhart et al., 1986). The objective is thus to minimize E, and






(yj − dj)2. (2.31)
To do this, the quadratic cost function uses an approach known as Gradient Descent, with an
objective of finding a set of weights that minimize E. The gradient descent equation is thus
expressed as:
∆w = −ηOE, (2.32)
where OE is the matrix of derivatives of E with respect to each weight parameter wi, and η
is known as learning rate (a positive value) which controls the learning speed of the NN, with
smaller values making the learning slow, and larger values causing the NN to learn quicker.
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2.3.8.4 Backward Propagation
Earlier, we discussed how the NN is learned through a process called Neural Network Learning,
approximated by Equation 2.30, which in essence is just taking partial derivatives of the output
with respect to the weights (and biases). However, in 1986, Rumelhart et al. (1986) proposed
a different way of learning networks which actually significantly improved NN learning. They
proposed that, instead of learning as explained above (i.e. by taking partial derivatives of the
output), partial derivatives of the error function with respect to the weights should be computed
instead. That is recursively applying the chain rule for differentiation to iteratively compute
gradients of the error function with respect to each of the weights in the network, starting from
the output layer and moving backward through the hidden layers of the network (Rumelhart
et al., 1986). This then allows the information from the error computed given the outputs in
the final layer of the network to flow back through the network by providing a way to calculate
the gradients of the error with respect to the weights not only in the output layer but also in
the hidden layers which are not directly connected to the output (Rumelhart et al., 1986). This
process is known as Backpropagation (Backward-Propagation) and is widely used in the neural
network field, mainly because it enables fast network learning, and provides detail into how the
weight changes the overall network.
If we let y = g(x) and z = f(y) = f(g(x)) then the chain rule of differentiation can be mathe-











If we define δlj as the error in the j
th and lth neuron and layer, respectively, E as the error
function, and g as the arbitrary activation function, then the backpropagation computes the
error (δlj) for each neuron, which is then used to compute the gradient of the error function (E)





















i for all i, j, l. (2.34)













× g′(zLj ). (2.35)






















δlj × wlij .
(2.36)
The summarized backpropagation algorithm is as follows, and can be graphically presented as
shown in Figure 4:
start algorithm:
(1) Input
Vector of inputs x with a corresponding ground-truth label y
(2) Input





(5) Compute current prediction
using forward propagation aL = ŷi = f(xi; W)
(6) Compute error E(ŷi,yi)
(7) Compute error for each neuron in output layer δL = OaLE  g′(zL)
(8) Compute weight gradients in output layer OWLE = δ
kak−1
(9) for l in L - 1, L - 2, . . . , 1 do
(10) Compute error for each neuron in lth layer δl = Wl+1δl+1  g′(zl)
(11) Compute weight gradients for neurons in lth layer OlwE = δ
lal−1
(12) return Weight gradients OWE
where  is used to indicate element-wise multiplication. In Figure 2.9 are the results for the
Neural Network method.
2.3.9 Results and Discussion
Table 2.2 contains overall (all stores combined) MFE and MAD statistics for all our 8 methods.
Tables 2.3 and 2.4 contain the number of stores for which each method was the best on MFE and
MAD, respectively. Tables 2.5 and 2.6 contain MFE and MAD results for all individual stores,
respectively. Figures 2.10 and 2.11 show the number of stores that fall within each MFE and
MAD band, respectively for each method. The MFE bands were created by grouping stores by
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Figure 2.8: Graphical representation of a feedforward neural network architecture





















Figure 2.9: Actual data (blue line) and forecasts (red line) obtained from a neural network
model. The first 273 days are used to fit the model and n-step ahead forecasts are made for the
last 92 for store 71
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MFE into 4 different groups; stores with MFE less than -10 were grouped together, then those
with MFE between -10 and 0 were grouped together. The last two groups consists of stores with
MFE between 1 and 10, and those with MFE greater than 10, respectively. The MAD bands
were created in a similar fashion as well, with the four resulting groupings being as follows; the
first with stores that have MAD less than 25, then those with MAD between 25 and 49, and the
last two consisting of stores with MAD between 50 and 75, and those with MAD greater than
75, respectively.
As already discussed in Section 2.2.1.3, MFE stands for Mean Forecast Error, and it is a measure
of whether a method on average overestimates or underestimates the actual values. Negative
MFE means the method is overestimating and positive MFE means the method is underesti-
mating. MFE of 0 means the method is unbiased (i.e. underestimate and overestimates by the
same margin on average). On the other hand, MAD (Mean Absolute Deviation) is a measure of
exactly how much the method’s forecasts deviate from true values, a true forecast error. MAD
of 0 would imply perfect forecasts. So, an ideal situation would be having both MFE and MAD
close to 0, as that would imply that the method is both unbiased, and does not deviate much
from the true values.
Table 2.2: Accuracy metrics (MFE and MAD) results for overall stores
Metric
Method
SA MA WA SE DE TE AR NN
MFE 45 1 1 4 1 -7 1 28
MAD 96 99 94 82 87 98 77 82
Table 2.3: Number of stores for which each method was the best on MFE
Metric
Method
SA MA WA SE DE TE AR NN
Clear Wins 0 2 1 0 6 2 3 0
Tied Wins 3 28 27 15 19 8 10 3
Total Wins 3 30 28 15 25 10 13 3
Total Losses 41 14 16 29 19 34 31 41
The main main message from the results is that there is no clear winner between the methods,
but that the simpler methods tend to do at least as well, and sometimes a little bit better, than
the complex ones. The results have both differences and similarities with those presented by
(Makridakis et al., 2018). While our results show a few differences between the methods, in
Makridakis et al. (2018), classical methods clearly outperformed the machine learning methods.
One could however argue that our most complex method (ANN) is not as complex as the methods
evaluated by Makridakis et al. (2018) (i.e. complexity somewhere in between the simple and
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Table 2.4: Number of stores for which each method was the best on MAD
Metric
Method
SA MA WA SE DE TE AR NN
Clear Wins 0 0 0 2 0 0 19 6
Tied Wins 8 2 2 16 5 2 15 8
Total Wins 8 2 2 18 5 2 34 14










































Figure 2.11: Count of number of stores per MAD band for each method
complex methods), hence the somehow different results. However, there were some similarities
as well, as some of our better performing methods performed better on their dataset as well.
MFE and MAD results in Table 2.2 show that SA on average under-estimates the most (45),
followed by NN (28), while TE is over-estimating the most, by 7 on average. MA, WA , DE and
AR tend to under-estimate and over-estimate by almost the same margin, hence the MFE of 1,
which makes these methods appear unbiased (i.e. MFE = 0 says that the method is unbiased,
that the average forecast error is neither too high or too low). When we look at MAD results we
see that there is no MAD close to 0, which would imply perfect fit. MA has the biggest MAD
(99), with AR having the least MAD (77). The results we see in Table 2.2 are also visible when
we look at at the MFE results in Figure 2.10, with MA and WA having almost all their MFE
values for stores falling in the 1 - 10 band (i.e. the dark gray bar), with SA and NN dominating
the >10 band (dark brown bar), whereas TE has the most number of stores in the <-10 band
(light gray bar). Similarly when we look at MAD results in Figure 2.11, we see that SA and
MA has the smallest of the two top bars (fewest stores in the lowest bands), while AR has the
smallest of the bottom two bars (fewest customers in the higher bands). Therefore, based on
the overall MFE and MAD statistics AR is the best method with MFE of 1 and MAD of 77.
Also, results in Table 2.4 show that based on MAD, AR was clearly the best method for 19
(43%) stores, and tied as the best for 15 (34%), and hence being the best for a total of 34 (77%)
stores. SE follows second with 18 (41%), and NN in third place with 14 (32%).
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As mentioned above, a preferable result would be whereby we have both MFE and MAD closer
to 0, so this means the best method will be the one that has the smallest MAD and MFE, and
in our case this method is AR for our data. This implies that AR is the most unbiased method,
and that its forecasts are the closest to the actual values. AR could be our best method because,
it is the only method that takes the stationarity of the data into consideration, and makes sure
that the data is stationary before fitting the model.
Table 2.7 contains the Diebold-Mariano test results for all stores. Result column has 3 possible
values, Y es if Method 1 is more accurate than Method 2, Same if there is no significant difference,
and No if Method 1 is less accurate. The last column is a modified and more lenient form of the
Results column, the Result column takes both the Statistic and P − value into consideration
when making the decision, whereas Modified only looks at the P − value.
The MFE and MAD metrics show us the differences between the methods in terms of forecasting
accuracy, but they do not provide a measurer of how significant these differences are as they
are not model based. The DM test on the other hand tests the significance of the differences
between the methods, and gives an indication of whether these differences between forecasting
accuracies of two methods are statistically significant. This means that, a foretasting method
would need to have a significantly better accuracy than all other methods in order to be the
best.
The Diebold-Mariano test results in Table 2.7 show that MA is the worst method overall,
being less accurate than all methods but TE and NN, with MA level accuracy considered to
be statistically indifferent to those of TE and NN. On the other hand, AR, which is the best
method is slightly better than SE, the second best method. Result column shows that AR is
more accurate than 4 methods (SA, MA, WA and TE), and accuracy level is deemed to be
similar to that of SE , DE and NN. On the other hand, SE is more accurate than 3 methods
(MA, WA and TE), and similar to SA, DE , AR and NN. Modified column shows that AR and
SE are better than all other methods, but just similar to each other and NN. However, when
comparing these 2 methods to NN, AR results return the smaller P − value (0.368), compared
to that of SE (0.7196). Also, when comparing these two methods to each other, we see that
AR P − value (0.0684), is much smaller than that of SE (0.9316), which makes AR just slightly
better. Also, in Table 2.2 we saw that AR has the smallest MFE and MAD (1 and 77), compared
to those of SE (4 and 82), and that is in line with the conclusions made based on Table 2.7, that
AR is the better model than SE, and the best method overall. These conclusion are in line with
the conclusions made based on the MAD and MFE results, that AR is the best method, followed
by SE and NN in second and third places respectively, with MA being the worst method.
These DM results show that, the differences that we saw earlier when looking at MFE and MAD
results, which led to the conclusion that AR is the best method for our dataset were statistically
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Table 2.5: Accuracy metrics (MFE) results for all stores
Store
MFE
SA MA WA SE DE TE AR NN
2 20 1 1 1 1 -6 -1 34
4 64 3 3 5 1 -12 8 35
6 41 2 2 7 -6 -18 -4 43
8 5 1 1 1 -1 0 1 7
12 128 0 0 -4 2 -20 -3 39
14 27 0 0 0 -2 -6 2 20
15 59 2 2 3 2 -20 0 52
16 4 2 2 -1 -2 12 3 -1
17 22 1 1 2 0 -5 6 24
18 57 3 2 8 6 6 7 45
20 24 0 1 3 0 -2 3 23
21 161 16 14 89 20 -132 -1 250
23 1 0 0 0 0 -1 0 2
24 67 1 1 4 0 -4 3 2
46 112 3 4 -9 11 -44 -8 100
58 23 0 0 0 0 -1 0 8
64 52 -3 -4 17 -5 7 4 57
71 3 0 0 -1 0 -1 -3 4
88 28 0 1 0 -1 -8 2 25
95 39 3 2 9 1 2 8 39
96 98 1 1 -18 3 -55 -19 119
98 72 1 1 2 -5 -10 3 30
100 8 1 0 2 0 -8 0 13
106 -1 0 0 0 0 0 -1 -2
108 2 0 0 0 0 0 2 5
116 0 0 0 0 0 0 0 2
133 39 0 0 -1 0 -4 -1 17
140 15 1 1 -1 1 -1 0 17
151 36 1 1 1 1 -3 2 11
166 67 0 0 1 0 -3 1 13
191 124 1 1 -6 5 -11 -3 72
205 4 1 1 1 0 1 1 4
211 -24 0 0 12 7 22 13 -19
214 249 7 6 29 3 7 23 52
233 25 0 0 1 0 -6 1 10
278 0 0 0 0 0 0 0 0
306 62 0 0 0 -1 0 0 5
313 0 0 0 0 0 0 0 0
377 96 1 1 7 -1 5 7 26
424 2 0 0 -1 0 -2 -1 4
431 45 2 2 2 1 0 2 18
520 53 0 0 0 -1 -2 0 3
523 32 0 0 0 0 0 0 2
526 48 0 0 1 0 0 1 5
AVG 45 1 1 4 1 -7 1 28
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Table 2.6: Accuracy metrics (MAD) results for all stores
Store
MAD
SA MA WA SE DE TE AR NN
2 72 95 88 73 85 83 65 70
4 99 110 98 89 96 98 84 79
6 143 194 177 147 165 178 125 115
8 34 44 40 35 38 38 29 29
12 151 111 105 94 105 110 93 106
14 46 53 49 41 42 47 39 45
15 128 154 136 123 130 138 104 121
16 51 67 61 55 54 62 46 46
17 60 78 71 59 65 70 55 51
18 97 108 99 90 90 99 84 94
20 42 47 44 40 40 45 38 46
21 883 1122 1077 890 949 1155 857 844
23 8 9 9 8 9 9 8 9
24 70 32 30 27 30 30 26 32
46 261 289 275 247 259 284 214 249
58 62 69 66 60 63 70 58 61
64 128 156 152 126 137 143 129 143
71 11 12 13 11 14 12 15 11
88 47 50 46 41 42 47 40 41
95 58 58 54 50 55 56 47 61
96 338 373 349 326 327 387 307 316
98 125 137 126 112 115 132 118 103
100 36 45 42 36 37 44 34 35
106 11 14 13 11 13 14 11 11
108 22 26 27 22 24 25 22 22
116 8 9 9 8 8 9 8 8
133 59 51 49 43 48 48 42 46
140 48 57 55 46 55 52 44 54
151 64 58 57 52 56 64 51 58
166 86 58 58 51 57 61 50 58
191 167 141 136 118 132 145 114 142
205 10 12 12 9 10 11 9 10
211 70 72 69 61 63 71 61 68
214 288 179 171 156 154 194 148 141
233 35 33 31 26 31 28 26 33
278 14 17 16 14 15 16 14 14
306 65 24 24 21 21 24 22 24
313 1 1 1 1 1 1 1 1
377 101 39 35 34 36 36 34 42
424 19 23 22 19 22 20 19 20
431 80 84 86 70 84 85 70 74
520 56 22 22 20 20 20 20 21
523 33 12 12 12 12 14 12 14
526 50 18 18 16 17 18 17 20
AVG 96 99 94 82 87 98 77 82
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Table 2.7: Diebold-Mariano test results for all stores (per method comparison)
Method 1 Comparison Method 2 Statistic P-Value Result Modified
AR > SA -2.4286 0.0076 Yes Yes
AR > MA -2.5852 0.0049 Yes Yes
AR > WA -2.4621 0.0069 Yes Yes
AR > SE -1.4881 0.0684 Same Same
AR > DE -1.8977 0.0289 Same Yes
AR > TE -4.0194 0.0000 Yes Yes
AR > NN 0.3371 0.3680 Same Same
SE > SA -1.7638 0.0389 Same Yes
SE > MA -2.6398 0.0042 Yes Yes
SE > WA -2.429 0.0076 Yes Yes
SE > DE -1.8374 0.0331 Same Yes
SE > TE -4.3653 0.0000 Yes Yes
SE > AR 1.4880 0.9316 Same Same
SE > NN 0.5817 0.7196 Same Same
NN > SA -1.0877 0.1384 Same Same
NN > MA -1.9565 0.0252 Same Yes
NN > WA -1.7983 0.0361 Same Yes
NN > DE -1.2309 0.1092 Same Same
NN > TE -2.4948 0.0063 Yes Yes
SA > MA -2.1822 0.0146 Yes Yes
SA > WA -1.9418 0.0261 Same Yes
SA > DE -1.1628 0.1225 Same Same
SA > TE -3.3332 0.0004 Yes Yes
DE > MA -3.0055 0.0013 Yes Yes
DE > WA -2.6833 0.0037 Yes Yes
DE > TE -0.8805 0.1893 Same Same
WA > MA -2.1342 0.0164 Yes Yes
WA > TE 0.6488 0.7418 Same Same
TE > MA -1.0148 0.1551 Same Same
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significant, as AR forecast accuracy was statistically better than all other methods. This thus
substantiate the conclusion made based on MFE and MAD, that AR is indeed the best method.
In practice, only the method with the best accuracy would be used, and this can be done in two
ways. The first approach would be to use the best method overall stores (provided that all stores
have a centralized analytical team and all models are deployed from this centralized center). The
second approach would be to select for each store the method that provides the most accurate
results for that particular store. If funds, capacity and systems allow, the latter option would
likely be used, as it is more ideal to have store or product specific models in practice, than the
models that generalize. To evaluate some of the interesting results with regards to these two
approaches, we will look at some examples from the individual store results, the MAD results in
particular presented in Tables 2.6 and 2.4. Table 2.4 shows that, AR is the best method for most
stores, 34 (77%), which would imply that using AR method for all stores could suffice. However,
for some of the stores, AR is not not most accurate method, and perhaps for these stores, the
other best performing methods can be applied. For store 98 example (see Table 2.6), though
AR is the best model overall, NN has an overall average error that is better by 15 customers
than that of AR, suggesting that maybe the NN model can be used instead of the AR method
for this store. However, it is worth noting that, the average number of customers visiting this
store (98) n a daily basis is 1027, so maybe a difference of 15 customers between the AR and
NN model accuracies is not significant, implying that using the AR model for this store as well
would not be too costly, and will be more efficient. Another interesting result in Table 2.6 is
that, store 6 gets visited by 1353 stores a day on average, and the best method (NN) for this
store has an error of 115 customers. That is a true misclassification of just 8%. on average,
suggesting that, the model could be a very useful tool for this store.
Also, depending on the type of the store (i.e. restaurant, furniture or service subscription),
MFE might be a very useful metric. Overestimation might imply more loss for some stores,
whereas underestimation can prove to be costlier for other stores. For example, overestimation
for a clothing retailer can be very costly, as the stocks for such stores are mostly seasonal. If
a lot of stock is still available at the end of the season, the items would have to sold on sale
(this can go as low as less than 50% of the original sale), thus resulting to a sizable loss. On the
other hand, under-stocking might not be that costly, as more items can always be stocked if a
particular product sells quickly, and customers are likely to wait and come back to buy the same
product when it is available again. Stores that cell items on contract or provide other services
(such as DSTV installation, cellphone contracts, dry cleaning etc.) for example, might lose more
if customers are underestimated than when they are overestimated. This is because for such
stores, if a customer comes and cannot be helped because the store is either understaffed or
out of stock, customers are unlikely to wait, they are likely to go to a competitor to get the
service, meaning that they will not come back for that same service again. So for stores that are
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critical about either overestimation or underestimation, an MFE of 0 (or close to 0) would be
preferable, if not available, a method that slightly overestimates or underestimates, depending
on the nature of the store. Table 2.5 shows that, some stores have an MFE of 0 for all methods
(stores 278 and 313), meaning that all models are unbiased for these stores. Another interesting
results are that of store 6, which show that NN underestimates by 43 customers, whereas AR
overestimates by 4 customers. Even though NN was the best method for this store on overall
error (see Table 2.6), if this store considers underestimation costlier, they would use the AR
method instead.
2.4 Summary and Recommendations
The objective of this chapter was to predict the number of customers going to a store, and
to compare forecasting methods for doing that, especially simple vs complex. This involved
fitting 8 different forecasting models on univariate time-series data, comparing their results, and
deciding on the method that fits our data the best. This chapter started with an introduction,
which stated the background to the problem, then stated the problem we would be trying to
solve, followed that by stating what it is that we intend to achieve in the chapter, and concluded
with an overview of the chapter. We then went on to define time series data, forecasting,
and forecasting error (including how it would be measured). We also discussed the data we
would be using, methodology, and the softwares on which the analysis would be performed.
Next, we discussed previous work both on forecasting future customers, and comparing different
forecasting methods for time-series data. Different methods for forecasting (8 in total) were
then discussed and compared, with example results (results of a single store) being presented for
each method. The methods discussed were Simple Average, Moving Average, Weighted Moving
Average, Single Exponential Smoothing, Double Exponential Smoothing, Triple Exponential
Smoothing, ARIMA model and Artificial Neural Networks. For each method we discussed the
methodology, estimation and forecasting, then ended with a graph showing the example results
of comparison between the actual and predicted future values.
Finally, we presented and discussed results of the whole dataset (results for 44 different stores).
The methods were compared firstly on 2 accuracy measures, Mean Absolute Deviation (MAD)
and Mean Forecast Error (MFE), then also compared the methods using a statistical model,
Diebold-Mariano significance test. Overall results showed that, for our dataset, there were very
few differences between the methods, as there was no clear winner. This is in contrast with
the results published in Makridakis et al. (2018), which stated that simple methods clearly
outperformed the complex ones. For our dataset, AR was the best method, outperforming all
other methods, followed by SE and NN, with the worst methods being MA and TE. However,
the main purpose of this chapter was to compare the performance of the more complex method
artificial neural networks (NN) with the more traditional ARIMA forecasting model, and even
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simpler forecasting heuristics such as the averaging and exponential smoothing methods already
mentioned. Even though NN was not one of the worst methods, it was still clearly outperformed
by ARIMA model, and the Single Exponential (Holt’s) method, but NN still outperformed the
other 5 methods. These results are a bit different to the ones obtained by Makridakis et al.
(2018), where neural networks (RNN and LSTM in particular) were one of the least accurate
models and outperformed by most classical methods. The results are also similar in some way
though, with ARIMA (our best method) being one of the best methods also in Makridakis et al.
(2018). We therefore also agree with the conclusions in Makridakis et al. (2018), that when it
comes to time-series forecasting, complex is not always better, and that simpler models should
always be used as benchmark that complex methods should clear before being implemented.
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Chapter 3
Using Change-point Models to




It is vital for retailers to know when there has been a change in their consumers purchase
behaviour. This change can either be the time between purchases, change in brand selection
or change in market share. Many retailers collect data and metrics regularly over time with
the aim of tracking customer behaviour, both towards store and towards brands. It is critical
for such changes to be detected as early as possible, as speedy detection can help managers act
before incurring loses (Kantu and Durbach, 2013). Once changes are detected, interventions can
then be made, for example; positive changes can be exploited before competitors notice, and
negative changes fixed before they cause significant damage.
To detect these changes, change-point models are used. Change-point model is an approach (or
family of approaches) that offers a flexible, general-purpose solution to the problem of detecting
changes in customer historic behaviour (Kantu and Durbach, 2013). These types of models can
be adapted for use with just about any type of data likely to arise from customer purchases. This
is because change-point models are based on examining the underlying statistical distributions
that give rise to the observed data (Kantu and Durbach, 2013).
There are two main types of change-point models, single change-point models, and multiple
change-point models. The former assumes that there is exactly one change point, and tries
to estimate where it is (and perhaps how big the change is). On the other hand, the latter
does not make this assumption, and instead also estimate the number of change points (which
can include 0). There are various approaches that can be used to estimate the parameters of
these models, these approaches include; likelihood based approach (Hinkley, 1970b), penalized
likelihood approach (Gupta and Chen, 1996), binary segmentation approach (Scott and Knott,
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1974), segment neighborhood search (Braun and Muller, 1998), minimum description length
(Davis et al., 2006), and Bayesian methods (Barry and Hartigan, 1993). Single change-point
models are generally simpler to build and implement compared to multiple change-point models,
as such most multiple change-point models are normally extended versions of the single change-
point models, with the Bayesian method being the widely used approach (Killick et al., 2010).
3.1.2 Objective
There may be changes in a customer’s historical behavior, and these sudden changes can happen
at unknown times. In this chapter, we evaluate the extent of such changes in the sequence of
purchases by developing a change-point model. This multiple change-point model assumes that
there is a sequence of underlying parameters (i.e. sequence of choice probabilities), and that
this sequence is partitioned into contiguous blocks. These partitions are such that the choice
probabilities are equal within, and different between blocks, whereby a beginning of a block is
considered to be a change point (Barry and Hartigan, 1993).
Change point models that are focusing on changes in a customer’s buying behavior consists of
two types, i.e. inter-purchase times model (whereby time between purchases is modeled), and
brand-choice model (whereby product selection at each purchase occasion is modeled). In this
chapter we look into the first type of model, inter-purchase times. The first part will focus on
modeling time between store purchases (i.e. customer’s time between purchases of any product
at any store), and the second part on modeling time between brand purchases (i.e. customer’s
time between purchases of a particular product at any store).
The rest of the chapter is structured as follows; in the following section we will be discussing
previous work on change-point models. In Section 2 we discuss the methodology that will be
followed when building the change-point model. This methodology section includes explana-
tions of the data, model description and model implementation. We will then follow with a
demonstration section, where we will be illustrating various aspects of the change-point model
using simulated data. In Section 4 we will then illustrate the use of the change-point model
in practice. The results section will then follow, followed by discussion. The last section is a
summary of the chapter, including recommendations.
3.1.3 Previous Work
Change-point model development is not a recent concept, with the early works dating back to
the 1950s, with Page (1954a), Shiryaev (1963) and Hinkley (1970a). Change point models can be
used for both methodological and practical purposes (Eckley et al., 2011), some of the examples
include; validation of model assumptions (Fryzlewicz and Rao, 2011), assessment and monitor-
ing of safety critical processes (Elsner et al., 2004), and the validation of an untested scientific
hypothesis (Henderson and Matthews, 1993). Change point models can be applied and used in
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a wide range of fields, and has been of interest to various disciplines, including bioinformatic
applications (Lio and Vannucci, 2000), finance applications (Spokoiny, 2009), network traffic
analysis (Kwon et al., 2006), climatology applications (Jaxk et al., 2007), oceanography appli-
cations (Killick et al., 2010) and detection of malware within software (Yan et al., 2019). Eckley
et al. (2011) described and compared a number of different approaches for estimating change
points, general overview of change point methods was also given by Carlstein et al. (1994), and
Chen and Gupta (2000).
In marketing, change point models are used to detect changes in customers purchase behaviour.
Clark and Durbach (2014) investigated this concept by developing a change point model to
detect change in brand customer-loyalty, in other words, changes in individuals’ propensities to
purchase a particular product over time. They state that these changes can assume 2 types
of forms. The first form being that the probability that a brand is chosen at a particular
point in time might be influenced by previous brand choices. The second type of change is
for an individual’s choice probabilities to undergo random change at unknown times but to be
relatively constant between these change-points. Their study was then focusing on this second
form, assessing how common changes of this type are in general fast moving consumer goods
markets. This involved conducting a change-point analysis on respondent-level binary sequences
of purchase data, that is a sequence of 1’s and 0’s, whereby 1 means a brand of interest was
purchased, with 0 meaning another brand was purchased. Their findings were that, the majority
of consumers in their panel show little change in purchase probabilities over the medium-term,
but that substantive and persistent changes are indicated for a significant minority of consumers.
3.2 Methodology
The goal of this section is to provide an intuitive, accessible explanation of the Bayesian change-
point (BCP) models used in this chapter. Most papers on change-point models (Barry and
Hartigan (1992); Chib (1998); Loschi and Cruz (2019)) are highly technical and mathematical,
and so it can be difficult to gain an understanding for how the models work. The objective of
this section is to describe the workings of the change-point model in a way that makes it clear
what the model is doing at each step. In doing this we start with a simple example and explain
the theory as we need it.
Suppose we have a time series consisting of random variables X1, . . . , XN . We assume that
these can be split into B blocks of contiguous observations. For example, the first block might
contain the first 10 observations {X1, X2, . . . , X10}; the second block the next 20 observations
{X11, . . . , X30}; and a third block the remaining observations {X31, . . . , XN}. The key feature
defining a “block” is that observations within the same block are independently generated by
the same distribution. Observations in different blocks are generated, also independently, from
different distributions. For example, the observations in the first block might be generated
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from an exponential distribution with parameter λ(1) = 3; observations in the second block
might be generated by an exponential distribution with λ(2) = 5. The set of all blocks, in this
case {{X1, . . . , X10}, {X11, . . . , X30}, {X31, . . . , XN}} is called a partition, denoted by ρ, and the
model called a product partition model. The underlying assumption is that observations are
generated by a process that undergoes instantaneous changes in its parameters.
The task of the change-point model is to estimate, (a) the number of blocks there are; (b) the
positions in the time series where the changes occur (i.e. the boundaries between blocks); (c)
parameter values within each block.
Rather than presenting the change-point model in general mathematical terms, here we present
the model using an example. Suppose that we have observed the following five values:
20 30 2 1 2
We assume that all values come from an exponential distribution. To make the extensions
introduced by the change-point model absolutely clear, we start off in the typical “no change”
setting where we assume that all five observations are drawn from the same distribution f(x) =




and the log likelihood function by `(λ; x) = 5λ − 55λ. This can be maximized to find the
maximum likelihood estimate for λ, λ̂ = 5/11, or more generally λ̂ = N/
∑N
i=1 xi.
We now introduce the change-point model step by step, adding complexity as we go.
Known number and position of change-points
Suppose that we somehow know that there has been a change between the third and fourth
observations, so that the time series can be partitioned into two blocks, b1 = {X1, X2, X3} and
b2 = {X4, X5}. In other words, the partition ρ is assumed known. In doing so we assume
that observations in the first block are generated by an exponential distribution with parameter
λ(1), and observations in the second block are generated by an exponential distribution with
parameter λ(2).
Because we assume that the two blocks are independent of each other, maximum likelihood





−52λ(1) , giving an MLE λ̂(1)|ρ = N1/
∑N1
i=1 xi = 3/52.
Here we have explicitly written down that the likelihood function and MLE are conditional on










Note that because blocks are independent the likelihood function for the data as a whole is the















The calculations above can be used for any number of change-points, so long as their positions
are known.
Known number of change-points, unknown position
Now suppose that we know only that there has been a single change, but not where it is.
In addition to λ(1) and λ(2), we also need to estimate the position of the change-point (or,
equivalently, estimate the partition). We can do this by noting that there are only four possible
positions where the change could have occurred, after any of the first four observations (if the
change occurred after the fifth observation then all observations are in the same block, and from
the perspective of the model there is no change-point). We can work through the calculations
above for each possible partition (i.e. for each possible position of the change-point, as is done
in Table 3.1). For each partition, we obtain a maximized value of the likelihood function, that
is, a value of the likelihood function under the optimal values of λ(1) and λ(2) for that partition.
We then select the partition that maximizes this likelihood.
Technically, this means taking a profile likelihood approach to estimating ρ. We choose the
value of ρ that maximizes L(ρ) = supλL(λ, ρ). We assume that all partitions are equally likely a
priori so that same values of ρ maximize L(λ, ρ) and L(λ|ρ), and that the sum over λ is achieved
at the conditional maximum likelihood estimates λ̂(1) and λ̂(2).
ρ b1 b2 λ̂(1)|ρ λ̂(2)|ρ L(λ̂(1)|ρ) L(λ̂(2)|ρ) L(λ̂|ρ)
1 {x1} {x2, . . . , x5} 0.05 0.11 0.018 3× 10−6 6× 10−8
2 {x1, x2} {x3, x4, x5} 0.04 0.60 2× 10−4 0.011 2× 10−6
3 {x1, x2, x3} {x4, x5} 0.06 0.67 9× 10−6 0.060 6× 10−7
4 {x1, . . . , x4} {x5} 0.08 0.50 6× 10−7 0.183 1× 10−7
Table 3.1: Maximum likelihood estimates for λ, and maximized values of the likelihood function,
for different partitions ρ. Values in this table assume that we know that there is a single change-
point present.
Unsurprisingly, the change-point analysis puts the most likely position of the change-point after
t = 2, splitting the data into two blocks {x1, x2} and {x3, x4, x5}. A question now is how to
use information about the relative likelihoods of different partitions to inform unconditional es-
timates of λ(1) and λ(2)? There are two possible approaches. One is to use the MLEs associated
with the most likely partition, given that X1 and X2 are distributed exponentially with parame-
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ter λ̂(1) = 0.04, and the remaining observations are distributed with parameter λ̂(2) = 0.60. This
approach is straightforward but ignores useful information about values of λ in other partitions,
as well as the relative likelihoods of those partitions. This is unlikely to matter much here, as
the selected partition is much more likely than any other, but this would not always be the case.
The second, preferred approach is to average estimates over partitions, using the relative likeli-
hood of a partition to weight the estimates of λ corresponding to time-points in that partition.
Doing so requires a small change in emphasis and notation. Previously we referred to a block
such as b1 = {X1, X2, X3} and a parameter estimate within that block, λ(1). This was short-
hand for saying “observations x1, x2, and x3 are generated from exponential distributions with
parameters λ1, λ2, and λ3 respectively, but because these belong to the same block we set
λ1 = λ2 = λ3 = λ(1)”. Thus for any block one can write the parameters in a compact form, λ(1),
or in an expanded form, (λ1, λ2, λ3), and similarly for any partition one can write compactly
(λ(1), λ(2)), or not (λ1, λ2, λ3, λ4, λ5), with the blocks in the partition defining which of the λi
are equal to one another. Table 3.2 expands the block-specific MLEs to the time points covered
by each block, and shows how these can be averaged over partitions, weighting by the partition
probabilities, to obtain final estimates of λ at each time point. Note that here, because we know
that one of the four partitions in Table 3.1 must be the correct one, and all four partitions are
equally likely, the partition probabilities are simply the likelihoods in the last column of Table
3.1 rescaled to sum to one.
ρ λ̂(1)|ρ λ̂(2)|ρ λ̂1|ρ λ̂2|ρ λ̂3|ρ λ̂4|ρ λ̂5|ρ π(ρ|λ̂)
1 0.05 0.11 0.05 0.11 0.11 0.11 0.11 0.02
2 0.04 0.60 0.04 0.04 0.60 0.60 0.60 0.76
3 0.06 0.67 0.06 0.06 0.06 0.67 0.67 0.19
4 0.08 0.50 0.08 0.08 0.08 0.08 0.50 0.04
Method 2 0.04 0.05 0.47 0.58 0.60
Method 1 0.04 0.04 0.60 0.60 0.60
Table 3.2: Expanding the maximum likelihood estimates for λ within each block, to all observa-
tions within that block. The final estimates of λ are weighted averages of the conditional MLEs
for λ, where the conditioning is on the partition ρ, weighted by the likelihood of the partition.
This ensures that the most likely partitions contribute the most to the final estimate of λ. We
still assume that we know that there is a single change-point present.
Unknown number of change-points, unknown position
The approach above, which is to use relative likelihoods to either choose between partitions, or
to weight partitions when estimating λ breaks down when we do not know how many change-
points there are. This is because likelihoods cannot be directly compared across partitions
with different numbers of change-points; likelihoods tend to be greater for partitions with more
change-points, and greatest for a partition that puts every observation in its own block (see
Table 3.3).
43
This problem can be avoided by recognising that not all partitions are equally likely a priori,
and that for most problems it will be more common to have only a few change-points than many.
Intuitively, this is because a change-point should indicate a meaningful, reasonably persistent
change that has some kind of operational meaning, rather than a small shift that might under
slightly different circumstances be assigned to random chance. Taking this view means taking a
Bayesian perspective, and assigning a prior probability to each possible partition. A simple way
of doing this is to specify a prior probability p that any time-point will be a change-point. Then
the prior probability associated with a partition is determined only by the number of change-
points it has. We ignore the possibility of a change-point after the final observation at t = N ,
but change-points can occur at any of the other N − 1 observations, so that there are 2N−1
possible partitions. If a partition ρ has B blocks, then it has B − 1 change-points, and N − B
observations that are not change-points (ignoring the final observation). The prior probability of
the partition is therefore π(ρ) = pB−1(1− p)N−B, and the posterior probability of the partition,
which replaces the partition probabilities in Table 3.2, is given by π(ρ|λ̂) ∝ L(λ̂|ρ)π(ρ). Table
3.3 gives results for all possible partitions.
ρ λ̂1|ρ λ̂2|ρ λ̂3|ρ λ̂4|ρ λ̂5|ρ L(λ̂|ρ) π(ρ) π(ρ|λ̂)
{x1, x2, x3, x4, x5} 0.09 0.09 0.09 0.09 0.09 4.1× 10−8 0.66 0.08
{x1}, {x2, x3, x4, x5} 0.05 0.11 0.11 0.11 0.11 5.7× 10−8 0.07 0.01
{x1, x2}, {x3, x4, x5} 0.04 0.04 0.60 0.60 0.60 2.3× 10−6 0.07 0.52
{x1}, {x2}, {x3, x4, x5} 0.05 0.03 0.60 0.60 0.60 2.4× 10−6 0.01 0.06
{x1, x2, x3}, {x4, x5} 0.06 0.06 0.06 0.67 0.67 5.7× 10−7 0.07 0.13
{x1}, {x2, x3}, {x4, x5} 0.05 0.06 0.06 0.67 0.67 5.8× 10−7 0.01 0.01
{x1, x2}, {x3}, {x4, x5} 0.04 0.04 0.50 0.67 0.67 2.3× 10−6 0.01 0.06
{x1}, {x2}, {x3}, {x4, x5} 0.05 0.03 0.50 0.67 0.67 2.4× 10−6 0.00 0.01
{x1, x2, x3, x4}, {x5} 0.08 0.08 0.08 0.08 0.50 1.0× 10−7 0.07 0.02
{x1}, {x2, x3, x4}, {x5} 0.05 0.09 0.09 0.09 0.50 1.2× 10−7 0.01 0.00
{x1, x2}, {x3, x4}, {x5} 0.04 0.04 0.67 0.67 0.50 2.3× 10−6 0.01 0.06
{x1}, {x2}, {x3, x4}, x5} 0.05 0.03 0.67 0.67 0.50 2.4× 10−6 0.00 0.01
{x1, x2, x3}, {x4}, {x5} 0.06 0.06 0.06 1.00 0.50 6.4× 10−7 0.01 0.02
{x1}, {x2, x3}, {x4}, {x5} 0.05 0.06 0.06 1.00 0.50 6.5× 10−7 0.00 0.00
{x1, x2}, {x3}, {x4}, {x5} 0.04 0.04 0.50 1.00 0.50 2.6× 10−6 0.00 0.01
{x1}, {x2}, {x3}, {x4}, {x5} 0.05 0.03 0.50 1.00 0.50 2.8× 10−6 0.00 0.00
0.05 0.05 0.45 0.57 0.55
Table 3.3: Change-point results for all possible partitions. We now weight the conditional MLEs
by the posterior probability of the partitions, not by their likelihoods alone; these cannot be
directly compared across different numbers of change-points. The remainder of the analysis
stays the same.
A further output that can be obtained from Table 3.3 is the posterior probability that a change-
point occurs at any time-point t = 1, . . . , N , which may be of managerial interest. The prob-
ability that a change-point occurs at time t is easily obtained by summing posterior partition
probabilities for the subset of partitions that contain a change-point at time t. If we denote
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the set of all partitions for which time t is a change-point as Rt, then the sum we compute is∑
ρ∈Rt π(ρ|λ̂). Thus for example the probability that a change-point occurs at t = 1 (between
the first and second observations) is obtained by adding the posterior probabilities for ρ =
{{x1}, {x2, x3, x4, x5}}, ρ = {{x1}, {x2}, {x3, x4, x5}}, . . . , ρ = {{x1}, {x2}, {x3}, {x4}, {x5}}.
The respective posterior probabilities that a change-point occurred at t = 1, 2, 3, 4 are 0.106,
0.716, 0.233, and 0.119 respectively.
An almost fully Bayesian change-point model
The change-point model as described above is already partially Bayesian, in that it includes
prior probabilities on the set of partitions. A fully Bayesian change-point model has two further
advantages, the ability to model prior knowledge about λ and p, and avoiding having to compute
the likelihood for all possible partitions. The first of these is convenient but the second is essential
for longer time series, as the number of partitions is 2N−1, so increases exponentially with the
number of observations and can quickly become extremely large.
For the time being we do not put a prior distribution on p (the prior probability that any time-
point is a change-point) but assume that we know this value. This simplifies the illustration
below and requires only a small extension to relax. Prior knowledge about λ is most simply
modelled with a gamma distribution, which is a conjugate prior for an exponential likelihood,



















where we absorb terms not involving λ into k and k∗. Note that, once we know that π(λ|x) is
gamma distributed, we can also compute the predictive probability
∫∞
0 L(λ)π(λ)dλ, which gives
the probability of observing the data over all values of λ and which becomes important later on
when we describe the MCMC sampler used to avoid having to generate all possible partitions.
The predictive probability is computed by rewriting L(λ)π(λ) as
(
∑N





































i=1 xi + φ)
N+αΓ(α)
× 1,
where the expression being integrated is the pdf of a gamma(N +α,
∑
i xi +φ) distribution and
therefore evaluates to one.
Similar within-block calculations as those described above can be performed in the Bayesian
formulation. For example, returning to our first example where we know a change-point occurs
at t = 3, suppose a prior for λ of gamma(3,0.5). The posterior in block 1, π(λ(1)|ρ), is gamma(3+
3, 52+0.5), and the Bayes estimate is therefore λ̂(1)|ρ = 6/52.5. Similarly π(λ(2)|ρ) ∼ gamma(2+
3, 3 + 0.5) and the Bayes estimate is λ̂(2)|ρ = 5/3.5. Note how both of these are pulled towards
the prior mean of 3/0.5 = 6. The Bayes estimates λ̂(2)|ρ and posteriors π(λ|ρ) can replace the
MLEs and likelihood terms L(λ|ρ) in Tables 3.2 and 3.3 and the rest of the calculations carried
out as before. Furthermore, although we do not need it now, the predictive probability in block
1, the joint probability of observing x1 = 20, x2 = 30, x3 = 2, integrated over all possible values
of λ, can be calculated as Γ(6)0.53/(52.56Γ(3)) = 3.6× 10−10.
A Gibbs sampler
In practice, rather than generating all partitions an MCMC procedure is used to simulate parti-
tions so that these converge in probability to the posterior distribution π(ρ|λ). The simulation
works by setting up a vector U = {U1, U2, . . . , UN}, with entry Ut = 1 denoting a change-point
at time t and Ut = 0 indicating no change, and then iterates repeatedly along U.
Suppose the current time is t, and let the index of the most recent change-point before t be
denoted by a and after t by b. If there is no change-point earlier than t then a = 0, and if there
is no change-point later than t then b = N .
The basic idea implemented by the simulation is to set Ut = 0 if the probability that the data
was generated from a single block {Xa+1, . . . , Xb} is greater than that of it being generated
from two blocks {Xa+1, . . . , Xt} and {Xt+1, . . . , Xb}. Importantly, we can ignore any parts of
the sequence before Xa+1 and after Xb, since these are common to both. For convenience we
introduce some new notation here, referring to the sequence {Xa+1, . . . , Xb} as X[ab].
For illustration purposes, it will be useful to consider the ratio of the probabilities i.e. Pr(Ut =
0)/Pr(Ut = 1). This ratio is a product of two further ratios, the ratio of the predictive probability
of observing the data from a single block to the predictive probability of observing the data from
two blocks; and the ratio of the prior probability of there being one block (between Xa and Xb)
to the prior probability of there being two blocks.
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The first of these ratios can easily be calculated from the formulas for predictive probability
derived above. The second ratio is also easily calculated by observing that the “one-block”
formulation has one fewer change-point (and one more non-change-point) than the “two-block”









where m[ab](X[ab]) is the predictive probability associated with X[ab].
The sampler moves along Ut sequentially, at each time-point generating a random number u ∼
U [0, 1], evaluating the ratio above and allocating a change-point if u > Ut/(1 + Ut).
The final step: a prior on p
The ratio Ut above is as for Barry and Hartigan (1993) except that we assumed a known prob-
ability for p, the probability that any time-point is a change-point. If we want to put a prior
distribution on p, a natural choice is the beta distribution, say with parameters a and b. The
prior probability of a partition, previously (for fixed p) equal to π(ρ) = pB−1(1 − p)N−B, is
now given by π(ρ) =
∫ 1
0 p

























where we define k = Γ(a + b + N − 1)/(Γ(a + B − 1)Γ(b + N − B)) so that the term being
integrated becomes the pdf of a beta(a+B − 1, b+N −B) distribution.
Returning to the Gibbs sampler and the ratio of the prior distribution for one block between Xa
and Xb to the prior for two blocks, it is clear that any terms in π(p) that involve only a, b, or
N will cancel, leaving only those terms involving B, the number of blocks. It is also clear that
the two-block solution will end up with one more block than the one block solution. Therefore,




Γ(a+B − 1)Γ(b+N −B)
Γ(a+B)Γ(b+N −B − 1)
=
(a+B − 2)!(b+N −B − 1)!
(a+B − 1)!(b+N −B − 2)!
=




which can be substituted directly into Ut above.
3.3 Illustrating the Behaviour of the Change-point Model on
Simulated Data
The purpose of this section is to assess the impact of different factors to the model results, in
particular we want to check how sensitive the model is to:
• Length of series - how long a sequence needs to be before the model can pick up a change
point
• Position of the change point - where in the sequence a change point needs to be for it to
be picked up by the model
• Magnitude of the change point - how big a change point needs to be for it to be picked up
by the model
• Robustness to a single noisy value - how does the model treat a big once off change between
two purchases in a sequence
• Multiple change points - is the model able to pick up multiple change points in a sequence
• Different priors - do different priors cause the model to produce different results
For the purpose of clear demonstration, this illustration will be carried out using simulated
data as with this type of data we will know exactly whether the change point did occur, and
where/when (i.e. the position).
3.3.1 Sensitivity of Results to the Length of the Time Series
To assess this factor (i.e. checking the minimum number of observations the model requires in
order to be able to pick up the change point), we use a sequence which we know has a change
point, but just taking a few observations around the change point (before and after, with the
change point being somewhere in the middle). The purpose of this exercise is to determine the
number of observations the model requires in order to be able to reliably pick up the change
point.
The results shown in Figures 3.1a, 3.1b and 3.1c were performed on a dataset that was generated
from an exponential distribution with parameter λ initially set to 2 at time t = 1, then changing
to 50 at times t = 2, t = 3 and t = 6 in Figures 3.1a (with 2 observations), 3.1b (with 5
observations) and 3.1c (with 10 observations), respectively. The results in Figures 3.1a, 3.1b
and 3.1c show that the model needed at least 10 observations to pick up the change point
reliably, as nothing clearly showed when we used 2 observations, but signs of the change point
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were already visible when we used 5 observations. This would be quite encouraging if this were
real purchase data, as after only 5 purchases, we are already able to detect a change within only
a few more. But since this is just one simulated dataset, we cannot conclude that this is how
the model will perform in general, as this could be just how it worked for this dataset.























































































Figure 3.1: Change-point results generated from an exponential distribution, with λ initially
set to 2, then changing to 50 at time t = 2, t = 3 and t = 6 in Figures 3.1a, 3.1b and 3.1c
respectively. The red dots in the top graph represent data points, while the black line represents
the posterior expected inter-purchase time obtained from the change-point model. The black
line in the bottom graph represents the probability of a change point.
3.3.2 Sensitivity of Results to the Magnitude of the Change
From the results shown in Figures 3.1a, 3.1b and 3.1c we can see that, the more the observations,
the better job the model does at picking up the change point. In addition to this, we now want
to find out how big a change should be before the model can pick it up. In other words, we
would like to see if the model is as sensitive to small changes as is to bigger ones. To evaluate
this we look at a sequence that has a change point occurring at the same time, but varying in
the magnitude of the change.
The results shown in Figures 3.2a, 3.2b and 3.2c were performed on a dataset that was generated
from an exponential distribution with 100 observations, and parameter λ initially set to 2, then
changing at time t = 50, to 10, 20 and 50 in Figures 3.2a, 3.2b and 3.2c, respectively. The results
for this exploration are shown in Figures 3.2a, 3.2b and 3.2c, and it is evident from these results
that the smaller the change, the harder it is for the model to pick it up. The model struggles to
pick up the change point if the change is very small, but improves as the change gets bigger.
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(a) Final λ = 5



























(b) Final λ = 10



























(c) Final λ = 20
Figure 3.2: Change-point results generated from an exponential distribution with 100 observa-
tions, and λ initially set to 2, then changing at time t = 50. The red dots in the top graph
represent data points, while the black line represents the posterior expected inter-purchase time
obtained from the change-point model. The black line in the bottom graph represents the
probability of a change point.
3.3.3 Sensitivity of Results to the Position of Change-Point
Having established above that the model needs a longer sequence, and a significant change to
be more accurate, we now want to check if the position of the change point has any effect on
the model at all. Provided that the sequence is long enough, and that the change is sizable, we
want to see whether the model can pick up the change point wherever it occurs in the sequence,
(i.e. at the beginning, middle, or end of the sequence).
The results shown in Figures 3.3a, 3.3b and 3.3c were performed on a dataset that was generated
from an exponential distribution with 100 observations, and parameter λ initially set to 2, then
changing to 50 at times t = 6, t = 50 and t = 96 in Figures 3.3a, 3.3b and 3.3c, respectively.
Figure 3.3a shows that even though the change point occurs very early (at t = 6) in the purchase
history, the model does a very good job at picking it up. Likewise, the results are sensitive in the
middle, and as sensitive at the end of the series, see Figure 3.3b and Figure 3.3c, respectively.
3.3.4 Robustness of the Results to a Single Noisy Value
We already have established that the model easily picks up large change points, but what if
for an instance we have a case whereby we did not necessarily have a change point, but just a
considerable change between two purchases. That is, there still was a significant change from
a previous purchase to the next, but that was just for that particular purchase, and the trend
continued normally after that abnormal change (spike). We therefore want to assess how the
model results are sensitive in such a scenario.
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(a) Change at time t = 6



























(b) Change at time t = 50



























(c) Change at time t = 96
Figure 3.3: Change-point results generated from an exponential distribution with 100 observa-
tions, and λ initially set to 2, then changing to 50. The red dots in the top graph represent
data points, while the black line represents the posterior expected inter-purchase time obtained
from the change-point model. The black line in the bottom graph represents the probability of
a change point.
Figure 3.4 shows a series generated from an exponential distribution with parameter λ = 2, with
the exception of a single point at t = 50 (where λ = 50). Results show that the change-point
model identifies the point at t = 50 as a change-point, even though the “change” only persists
for a single time period. This is because the generated value at t = 50 is extremely unlikely to
have been generated from the same distribution as the rest of the series.
3.3.5 Sensitivity of Results to Multiple Change Points
Previous sections have been restricted to results on a single change-point. In this section we
examine the ability of the change-point model to detect more than one change-point. We
generated data from an exponential distribution with 100 observations, and parameter λ initially
set to 2, then changed to 50 at time t = 25, then back to 2, at time t = 50, and again to 50, at
time t = 75. In Figure 3.5 the results show that if there exist more than 1 change point in the
sequence, the model is able pick up all of them. There were three change points in the sequence,
and all were detected by the model.
3.3.6 Sensitivity of Results to Different Priors
For the final point of our demonstration, we assess the sensitivity of the results to different
priors. Again, we did this by using a sequence that we know is long enough, and the change is
big enough for the model to pick up, but just experimented with different priors as shown in
Figure 3.6. From what we see, priors seem not to have a significant effect on the model results,
as the results show no significant changes for different priors, despite the prior changes being
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Figure 3.4: Change-point results generated from an exponential distribution with 100 observa-
tions, and λ = 2, with the exception of the single point at t = 50 (where λ = 50). The red dots
in the top graph represent data points, while the black line represents the posterior expected
inter-purchase time obtained from the change-point model. The black line in the bottom graph
represents the probability of a change point.




























Figure 3.5: Change-point results generated from an exponential distribution with 100 observa-
tions, and λ initially set to 2, then changed to 50 at time t = 25, then back to 2 at time t = 50,
and again to 50 at time t = 75. The red dots in the top graph represent data points, while the
black line represents the posterior expected inter-purchase time obtained from the change-point
model. The black line in the bottom graph represents the probability of a change point.
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quite big (in the λs).






































Figure 3.6: Change-point results fitted using different priors, generated from an exponential
distribution with 100 observations, and λ initially set to 2, then changing to 50 at time t = 50.
The red dots in the top graph represent data points, while the black line represents the posterior
expected inter-purchase time obtained from the change-point model. The black line in the
bottom graph represents the probability of a change point.
3.4 Model Implementation
The data we used in this chapter consists of 2000 customers’ purchase histories (for both stores
and brand models), these customers being randomly sampled from a larger set of customers,
such that they have at least 50 purchases for stores (since store sequences of purchases are
relatively longer), and 20 purchases for brands (since brand purchases generally result to shorter
sequences). For both models there will be no limit on the maximum number of observations.
Various kinds of inter-purchase times can be extracted from a panel dataset such as the one we
analyze in this chapter. For example, for a particular customer, times between:
• any purchase (of any product, at any store),
• a store visit (purchases of any product, at a particular store),
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• a product purchase (purchases of a particular product, at any store),
• purchases of a particular product at a particular store
Bayesian change-points are computationally intensive, and with 144 stores and over 3000 differ-
ent products it is not feasible to run analyses on each store and product. We therefore chose to
fit a Bayesian change-point model to each of two inter-purchase time datasets:
• For each of 2000 customers, we recorded the dates on which they visited any store (i.e.
made any purchases at all). Data for each customer consists of a time series whose length
is equal to one less than the number of store visits they made, and whose entries are
the number of days between consecutive store visits. The sample of 2000 customers was
selected from a larger pool of customers, with the requirement that selected customers
had to have more than 50 store visits. This ensures that the change-point models have
sufficiently long time series to work with.
• For each of 2000 customers, we recorded the dates on which they purchased a particular
brand of interest. Data for each customer consists of a time series whose length is equal
to the one less than the number of times they purchased this brand, and whose entries
are the number of days between consecutive purchases of the brand. The sample of 2000
customers was selected from a larger pool of customers, with the requirement that selected
customers had to have bought the brand more than 20 times. We chose the brand that
had the largest number of purchases across the entire dataset as the brand of interest.
The prior probability (on p) we use in our models is 0.05; this was chosen to be this small in
order to ensure that the chances of there being a change point in the sequences is very small.
This increases the likelihood of the points the model detects as potential change points to be
actually change points. The prior mean chosen on the expected inter-purchase times (λ) is 4,
this is because the actual inter-purchase times mean on the data we used is 6, so we chose this
prior to be slightly less than the actual mean. The Bayesian change-point model and the MCMC
sampler used to fit the model were coded in R (version 3.5.2). To run the analysis, we used 4
x t2.medium instances on Amazon Web Services EC2 (Elastic Cloud computing services). We
allocated batches of 50-100 sequences to each instance.
3.5 Illustrating the Use of the Change-point Model in Practice
In practice, the Bayesian change-point (BCP) model would be used to analyze individual cus-
tomer’s purchase histories, and, if a change is detected, to intervene in some way (i.e. send
them a special offer coupon, etc). So in this section we do a similar illustration to the previ-
ous section, but focusing on practical interpretation and illustrating some of the patterns we
found in the dataset. The results were run for both change point models, i.e. store and brand
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customer inter-purchase times models, and we will show the demonstrations using results from
both models.
3.5.1 Sensitivity of the Results to the Magnitude of the Change-point
Figure 3.7a shows that at the beginning of the sequence, the customer had a long waiting time
between store purchases, waiting for up to 80 days before visiting the store again , with the inter-
purchase times between the third and forth purchases being 65 days. However, they seemed to
have shopped more often from the fourth purchase onwards (every 5 days on average). Since we
are not sure of the purchase behavior before the beginning of the analyzed sequence (i.e. whether
this long wait persisted for only these 3 purchases), we cannot really tell what could have been
the reason for this change. However, this is still quite a big difference in inter-purchase times,
one that the store manager should investigate to ensure that it spreads out to other customers
as it is a positive change (i.e. inter-purchase times became shorter) for the store.
A similar result of a positive change for a brand purchase is shown in Figure 3.7b. The change
is however not as large as the store change shown in Figure 3.7a, as the actual change is just 2
days. However, given that this was a brand purchase, 2 days can make a lot of difference to the
brand’s share of wallet than it would to the store one, and thus making acting on this change
as vital.
3.5.2 Sensitivity of the Results to the Length of the sequence
Figures 3.8a and 3.8b show store results of the same sequence, but with different sequence
lengths. In Figure 3.8a the sequence has close to 200 observations, compared to the 10 obser-
vations in Figure 3.8b, but the change-point is as evident in the shorter sequence as it is in the
longer one. These results are quite encouraging, as the model does not require a long purchase
history to reliably detect change points, and this is quite useful as changes can be detected as
early as possible. This can allow managers to act on time before incurring loses or losing out on
growth opportunities.
3.5.3 Robustness of the Results to a Single Noisy Value
In practice, the general rule is that all spikes need to be investigated until their root cause is
known and understood, then decisions on whether to act on these spikes be taken afterwards.
The results in Figure 3.9 show a classical example of a spike that could be experienced in practice,
whereby a huge change persist for only a single purchase. The model however identifies this spike
(point at t = 48) as a change point, despite the change persisting only for a single purchase
compared to the results in the above sections where changes persist for a few purchases. Again,
after further investigations a store manager would have to decide on whether to treat this point
as a change point and act on it or just consider it a random occurrence (i.e. maybe the customer
was away for these 6 months) and do nothing about it.
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Figure 3.7: Change-point results from actual data, with Figure 3.7a showing an instance where
the change is obvious, and 3.7b where it is subtle. The red dots in the top graph represent
data points, while the black line represents the posterior expected inter-purchase time obtained
from the change-point model. The black line in the bottom graph represents the probability of
a change point.
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Figure 3.8: Change-point results from actual data, with Figure 3.8a showing an instance where
the full dataset is observed, and 3.8b where only a sample of the data is used. The red dots
in the top graph represent data points, while the black line represents the posterior expected
inter-purchase time obtained from the change-point model. The black line in the bottom graph
represents the probability of a change point.
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Figure 3.9: Change-point results from actual data with 82 observations, and λ changing from
1 to 100 at t = 48, then again to 1 at t = 49. The red dots in the top graph represent data
points, while the black line represents the posterior expected inter-purchase time obtained from
the change-point model. The black line in the bottom graph represents the probability of a
change point.
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3.5.4 Robustness of the Results to Multiple Change Points
Figures 3.10a and 3.10b show that it is possible for customers to experience multiple change-
points in their purchase history. These multiple changes can be obvious as we can see in Figure
3.10a, or subtle as shown in Figure 3.10b. In Figure 3.10a, the customer seem to buy often
(almost every day), then less often for a few purchases (2, 4 and 5 months between the following
3 purchases), then go back to often again (daily purchases). This could suggest that the customer
was away for that particular year, and only shopping when visiting home, till they moved back
home again and started shopping on a daily basis again. On the other hand, the changes in
Figure 3.10b are, firstly not clear, and secondly quite frequent. The results show 4 potential
(unclear) change-points between purchases at t = 40 and t = 64, and a clear change-point at
t = 79. The brand manager would need to do two things here; firstly decide on whether to treat
that patch on the middle as change-points, and if yes investigate why this customer changes
their behavior this often, and perhaps incentivize them as they pose a risk of leaving; secondly,
the manager can disregard the middle purchases and concentrate on the change-point at t = 79
which is clear and large, and decide how to handle it (it is not clear though how long this
persisted as it occurred at the end of the sequence).

























































Figure 3.10: Change-point results from actual data, with Figure 3.10a showing clear multiple
change points, and 3.10b showing unclear change points. The red dots in the top graph represent
data points, while the black line represents the posterior expected inter-purchase time obtained
from the change-point model. The black line in the bottom graph represents the probability of
a change point.
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3.6 Results and Discussion
In this chapter we ran two change-point models (for store and brand) on full samples of 2000
customers and here we present aggregated results for both models. The objective is to assess
how often people change their behaviour over the course of a year, where this behaviour is
measured by the amount of time between their store visits or product purchases. To determine
the nature of the change (i.e. whether the change is favorable or unfavorable), the user would
need to inspect the series (as illustrated in section 3.5) to see if it is an increase or decrease.
Tables 3.4 and 3.5 contain results for store and brand models, respectively. The results show
the proportion of customer’s purchase histories with no change points, single change point, and
multiple change points. Tables 3.6 and 3.7 show (for store and brand level results, respectively)
the proportion of sequences for which the differences between maximum and minimum estimated
inter-purchase times (R) equals or exceeds 1, 2 and 5, respectively. R Band on the other hand
shows proportions of sequences that had a certain number of change points (i.e. ¡1, 1, 2-4 or 5+).
For example, R on the first row in Table 3.6 shows that 70% of sequences had at least 1 change
point, whereas R Band shows that 34% of these sequences had just one change-point, 25% had
between 2 to 4 change-points, and 11% had more than 4 change-points. The results in the R
column give three points of the empirical cumulative distribution of λt. Note that the ranges
relate to the underlying parameter of λt and not the probability that there is a change-point at
time t.
Table 3.4: Number of Change Points - Store Inter-Purchase Times
Length Count CPs = 0 CPs = 1 CPs = 2 CPs = 3+
50 - 59 278 44.3% 44.3% 8.9% 2.5%
60 - 69 294 42.2% 45.3% 9.5% 3%
70 - 79 226 30.7% 57.9% 6.6% 4.8%
80 - 89 197 22.6% 60.3% 11.1% 6%
90 - 99 176 13.5% 74.2% 10.1% 2.2%
100 - 109 162 18.3% 70.7% 7.9% 3%
110 - 119 125 22.8% 66.1% 8.7% 2.4%
120 - 129 122 28.8% 58.4% 10.4% 2.4%
130 - 139 90 21.7% 64.1% 9.8% 4.3%
140 - 149 96 29.6% 57.1% 10.2% 3.1%
150 - 159 73 42.5% 49.3% 6.8% 1.4%
160 - 169 46 41.3% 32.6% 15.2% 10.9%
170 -179 48 56.3% 35.4% 6.3% 2.1%
180 - 189 32 53.1% 46.9% 0% 0%
190+ 35 65.7% 20% 8.6% 5.7%
AVG 2021 32.1% 55.4% 9% 3.5%
The store results in Table 3.4 show that, contrary to what one might expect, that longer series
means more chance for change, it is a series of intermediate length that has the largest probability
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Table 3.5: Number of Change Points - Brand Inter-Purchase Times
Length Count CPs = 0 CPs = 1 CPs = 2 CPs = 3+
19 - 29 738 81.1% 17.6% 1.4% 0%
30 - 39 509 75.9% 20.9% 2.5% 0.6%
40 - 49 302 67.3% 28.4% 3% 1.3%
50 - 59 204 53.2% 42.4% 4.4% 0%
60 - 69 111 44.6% 51.8% 3.6% 0%
70 - 79 59 20% 65% 15% 0%
80 - 89 33 24.2% 66.7% 6.1% 3%
90 - 99 20 25% 70% 5% 0%
100+ 24 33.3% 54.2% 4.2% 8.3%
AVG 2008 68.9% 27.7% 2.9% 0.5%
Table 3.6: Proportion of Store Sequences in which the Difference Between Maximum and Mini-
mum Estimated Inter-Purchase Times Exceeds R
Length
R Band R
< 1 =1 2-4 5+ >= 1 >= 2 >= 5
50-59 30 34 25 11 70 36 11
60-69 39 36 17 8 61 25 8
70-79 46 32 13 9 54 22 9
80-89 38 41 13 9 62 22 9
90-99 52 29 14 5 48 19 5
100-109 52 35 9 4 48 13 4
110-119 50 39 8 3 50 11 3
120-129 59 30 7 3 41 10 3
130-139 63 24 8 5 37 13 5
140-149 67 21 6 5 33 11 5
150-159 70 23 7 0 30 7 0
160-169 48 26 24 2 52 26 2
170-179 71 21 6 2 29 8 2
180-189 56 41 0 3 44 3 3
190+ 69 20 6 6 31 11 6
Grand Total 48 32 13 6 52 20 6
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Table 3.7: Proportion of Brand Sequences in which the Difference Between Maximum and
Minimum Estimated Inter-Purchase Times Exceeds R
Length
R Band R
< 1 =1 2-4 5+ >= 1 >= 2 >= 5
30-39 15 36 36 13 85 50 13
40-49 20 42 27 10 80 37 10
50-59 28 45 20 7 72 27 7
60-69 38 42 17 3 62 20 3
70-79 38 45 5 12 62 17 12
80-89 52 33 9 6 48 15 6
90-99 65 25 10 0 35 10 0
100+ 58 25 17 0 42 17 0
Grand Total 18 35 31 16 82 47 16
of one or more change points. Relatively long series and relatively short series both have higher
chances of no change. It is hard to say why this could be the case, one possibility though
would be that customers start by being loyal to their preferred store, then move onto trying
other different stores, and after experimenting with those other different stores return to their
preferred store and stick with it. Also, people who shop often are very regular, probably because
they are shopping for a family, or for work, and times between purchases in such instances tend
to be constant.
The brand results presented in Table 3.5 show that on average, people showed fewer changes in
their inter-purchases times for this brand exhibit than their inter-purchase times for stores. This
however seems to be largely because store-level sequences are longer than brand-level sequences,
rather than due to any fundamental difference in behaviour. To investigate this further, we
compared store-level and brand-level results of the same length, this involved taking sequences
with lengths in the range 50-99 (i.e. 50-59, 60-69, 70-79, 80-89 and 90-99) for both brand-level
and store-level and comparing their results. We saw that 33% of sequences for brand have no
change point, compared to 31% for store. These proportions for sequences that have at least one
change point are 59% and 56% for brand and store, respectively. As we can see, these numbers
are very similar, suggesting that the substantial difference we saw in results between store and
brand could very well be due to the fact the sequences lengths analyzed are different. Also, for
brand-level results, the longer the sequences, the higher the chance of change (no intermediate
maximum, as observed for store-level results).
Next, we look at Tables 3.6 and 3.7, which contain proportion of customers for which the range
between maximum and minimum inter-purchase times is greater or equal to some cut-off, R.
The ranges give some idea of the changes in estimated inter-purchase times that occur from
sequence to sequence. The majority of inter-purchase times change very little as 94% and 84%
of customers (averaged over all sequence lengths) change their inter-purchase times by less than
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5 days for store-level and brand-level customers, respectively. This is good for management, as
it suggests that even though the change in inter-purchase times for some customers can be huge
(as seen in Section 4), most customers experience very small changes, hence most average inter-
purchase times changes are less than 5. This also was expected as the average inter-purchase
times in our data is 4 and 10 days for store-level and brand-level customers, respectively (and 6
overall), hence there are more customers with estimated inter-purchase times greater than 4 in
the brand-level results compared to the store-level.
In concluding, majority of customers for store inter-purchase times experience at least one change
point in their purchase behaviour, with 1 out of 5 of these having multiple change points. Also,
for brands, a handful of sequences have at least a single change point, and out of those sequences
having a change point, 11% go on to show multiple change points. Crucially, this means the
change-point model can be a useful tool in management if most people do change their behaviour,
then perhaps there are some things that managers can do to take advantage of this information
(i.e. intervene by sending offer coupons). These results are somewhat different to those of
brand-selection obtained by Clark and Durbach (2014), as they concluded that only a minority
of customers (5-25%) showed changes in their purchase behaviours. Interestingly though, when
we compare same sequence lengths (20-39) as those analyzed by Clark and Durbach (2014), the
results look similar, as 19% (compared to the 5-25%) of sequences in these bands contained at
least one change point.
3.7 Summary and Recommendations
The objective of this chapter was to assess how often people change their behaviour over the
course of a year, where this behaviour is measured by the amount of time between their store
visits or product purchases. This involved developing two change-point models, one focusing on
modeling time between store purchases, and the other on modeling time between brand pur-
chases. This chapter started with an introduction section, which covered problem statement,
overview of the chapter, and previous work discussion. In the following section we then dis-
cussed model description, data and tool of analysis, before concluding with discussing model
implementation. In Section 3, we did a demonstration of the change-point model, with the main
aim being to illustrate the output of the model, and to explore (using some simple simulated
sequences) how the change-point model responds to changes in some key inputs; these included
sequence length, size of change, position of change-point, multiple change-points, various priors,
and single noisy value. The way the change-point model responded confirmed some common-
sense intuition (i.e. model works better with relatively longer series than relatively shorter ones,
the model easily picks up big changes than small ones etc). In the following section we did a
similar demonstration, but this time illustrating the use of the change-point model in practice,
where we focused on practical interpretation and illustrated some of the patterns we found in
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the dataset. The change-point model performed well on the actual data, picking up similar
patterns it picked up on the simulation data, and thus showing robustness and consistency.
On the actual results, the main message was that majority of sequences for stores (68%) had
change point(s), and this number was less than half for brand, being (31%). Proportion of
sequences with multiple change points was 13% and 3% for stores and brand, respectively. It
was also discussed that though the proportion of sequences with change points seemed to be
more for store than that of brands, this did not necessarily mean that there are more changes in
store inter-purchase times than those of brand. But this was rather due to the different sequence
length sizes analyzed for store and brands. On the other hand, the results seemed to be different
to those obtained by Clark and Durbach (2014), but analyzing a portion of sequences of same
lengths as those analyzed by Clark and Durbach (2014), lead to similar results.
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Chapter 4
Using Deep Learning Methods to
Predict Repeat Customers
4.1 Introduction
4.1.1 Background to the problem
It is vital for retailers to increase sales growth, and there are various possible ways in which they
can achieve this. Acquiring new customers (whilst retaining current ones) is one of the standard
strategies. Acquiring new customers involves contacting (through marketing campaigns) poten-
tial customers not in the database, and try to sell to them. On the other hand, retaining existing
customers requires constant customer engagement to ensure that customers are satisfied with
your services all the time. The other strategy of increasing profit is through cross-selling and up-
selling. Both cross-selling and up-selling involve marketing only to already existing customers.
Cross-selling is a strategy of providing the opportunity to purchase additional items (different
to what they already buy) offered by the seller to the existing customers. This often involves
offering the customer items that compliment (in some manner) the original purchase. On the
other hand, up-selling is whereby a customer is persuaded to make an additional purchase of the
same product or purchase a more expensive version of the product (Kubiak and Weichbroth,
2010).
Customer-Relation Management (CRM) which is an approach to manage a company’s interac-
tion with current and potential customers is at the center of these strategies. Buttle and Francis
(2006) describe CRM as an “integrated information system that is used to plan, schedule and
control the pre-sales and post-sales activities in an organization. CRM embraces all aspects of
dealing with prospects and customers, including the call centre, sales force, marketing, techni-
cal support and field service. The primary goal of CRM is to improve long-term growth and
profitability through a better understanding of customer behaviour. CRM aims to provide more
effective feedback and improved integration to better gauge the return on investment (ROI) in
these areas”. Most of the times, customers respond better to campaigns that have some form
of incentive attached to them. For example; for an acquisition campaign, some customers may
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respond better if a clothing retailer offers them a discount on their first purchase after joining the
store, for a cross-sell campaign, a customer would be more interested in trying new product(s)
if it was at a discounted price than at a normal price. Because of this, most campaigns of these
types contain some form of incentive as means of trying to attract more customers.
Most retailers have now adapted statistics (statistical modeling, data science, data mining etc...)
to use in conjunction with CRM in order to optimize their processes. The ways in which sta-
tistical modeling can be used to optimize business processes include; using propensity to buy
models (that predict who is highly likely to buy) when campaigning to potential customers
(Royston-Webb, 2018), building change point models to detect early unwanted changes in cus-
tomer behaviour and intervene on time (Clark and Durbach, 2014), market basket analysis to
predict the next best product to sell to a customer (Gangurde et al., 2005). When building
these models, different attributes can be considered, these include; who the customers are (i.e.
customer demographics), what they buy (brand selection/choice), how they buy (purchasing
behaviour; i.e. basket size and basket value) and how often they buy (frequency of purchases).
Some models can make use of all these attributes, but which attributes to use is a decision to
be made by the model builder depending on the overall objective of the model.
4.1.2 Objective
This chapter covers the up-selling and cross-selling strategies mentioned above. In this chapter
we build a model to predict which customers are likely to become repeat customers after being
given a special offer. That is, if a customer was given an offer (say a discount) to buy a
particular product, what is their likelihood of continuing to buy that product after the offer
expires? The offer can be given to customers who never purchased the product before (as means
of cross-selling) or to people who have previously purchased the product (up-selling campaign).
This chapter looks at customers who have not necessarily purchased the product previously,
but have bought in the department to which that offer belongs (so covers both up and cross
selling). In other words, a customer must have either purchased the product in question before or
purchased another product in the same department. Customers who have not purchased in the
department before will not be considered. The predictor variables for our model are the times
between any previous purchases (i.e. inter-purchase times). So in this chapter we will be looking
at customers department inter-purchase times (time between purchases in the department to
which the product they received an offer for belongs), and whether this allows us to predict if
they will become a repeat customer after being sent a special offer.
These models will be built using deep learning methods, neural networks, focusing on convolu-
tional neural networks (CNN) and recurrent neural networks (RNN). This is mainly because,
our input data is a time series, and is sequential in nature, so CNN and RNN provide good ways
of dealing with sequential inputs. We fit the CNN and RNN models, and compare them to feed-
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forward neural network (FNN) and a decision tree, which use the same inputs (inter-purchase
times), but do not take into account the sequence of the data (i.e. we could swap around the
inter-purchase times and the results would be the same). In total we will look at four different
models, the first being the CNN model, and the rest being variations of the RNN family, namely;
Gated Recurrent Unit (GRU), Stacked Gated Recurrent Unit (SGRU) and Bidirectional Gated
Recurrent Unit (BGRU). We will also build some traditional classification models in decision
trees to use as benchmark for the deep learning models. The main reason behind this, is because
as we have seen in Chapter 2, and also as shown in Makridakis et al. (2018), deep learning meth-
ods do not always outperform classical statistical methods. So we want to assess whether there
is value in fitting our dataset using these complex deep learning models or traditional models
would suffice.
4.1.3 Outline
This chapter comprises of 5 sections (inclusive of this one which is an introductory section).
In the next section we discuss deep learning methods for sequence modeling. We start by
discussing sequence modeling, followed by previous work on sequence modeling. Then next we
discuss the neural network methods, followed by the discussion of model accuracy for binary
models and metrics used to measure this accuracy. In particular we will discuss misclassification,
specificity, sensitivity, Gini statistic, Area under the curve (AUC), F1-score and Kappa. The
following section will discuss the dataset being used in this chapter, followed by the methodology,
model implementation, and conclude with the softwares on which the models will be fitted. In
Section 4 we present and discuss results, and conclude with recommendations. The last section
summarizes the whole chapter.
4.2 Deep Learning Methods for Sequence Modeling
Sequence modeling has been growing in recent years due to its application to day-to-day busi-
ness problems and practices. This is mainly because most of the data in the current world
is in the form of sequences (Tavish, 2019). Examples of this type of data include; a number
sequence, image pixel sequence, a video frame sequence, an audio sequence or a text sequence.
Some examples of sequence modeling applications are; speech recognition to listen to the voice
of customers, machine language translation from diverse source language to a more common
language, topic extraction to find the main subject of customer’s translated query, speech gen-
eration to have conversational ability and engage with customers in human like manner, and
text summarization of a customer feedback to work on key challenges (Tavish, 2019).
Sequence models can be of various forms based on the type of input they take, and the output
they generate. These include sequence generators - these models generally take scalar inputs
and produce a sequence (i.e. model that takes a single word as an input and generates a sentence
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as an output); sequence to sequence models, which take sequence inputs and produce sequence
outputs (i.e. model that takes a sentence as an input and generates another sentence as an
output) (Tavish, 2019). It is also possible for a sequence model to take a sequence input, and
produce a scalar output, and in this chapter we use this type of sequence modeling as we feed
a sequence of inter-purchase times into the model, and produce a binary output (i.e. continued
to purchase product or did not continue) as result.
Several studies have been published on predicting future customer behaviour (Bahari and Elayidom
(2015); Xu and Walton (2005); Garland and Gendall (2004)). In a study similar to ours, Lazarov
and Capota (2007) used inter-purchase times (together with customer perceptions and demo-
graphic data), to predict (a binary outcome) whether a customer is likely to churn for a service
provider company. The inter-purchase times were defined as time between purchases of two
articles, and period between calls. The idea behind the study was to find the churners and
reasons for quitting, so that rapid action could be taken by the marketing department in order
to prevent churn properly. Since there is usually not enough time to address all likely churners,
for customers with the highest probability of churning, it would be predicted how much revenue
a service provider would get over the period of customers’s stay. This would help identifying
the most valuable customers and efforts of retaining would be made for these customers first.
The models were fitted using Regression analysis, Decision Trees, Neural Networks and Rule
based learning methods, and it was conluded that neural networks are superior in performance
as opposed to other models.
In Chapter 1 we discussed basic Artificial Neural Networks (ANN), which are essentially based
on human brain which can be described as a biological neural network, that is an interconnected
web of neurons that transmit information in the form of electric signals, and their original
development (Rosenblatt (1962); Rumelhart et al. (1986); Bishop (2006)) was an attempt to
find mathematical representations of information processing in the brain. In an ANN, neurons,
axons and dendrites are defined as nodes (input, hidden and output layers), arrows and inputs
received by each node, respectively. It was pointed out in Chapter 1 that, if an ANN is structured
in such a way that, the information flows from the input layer to the output layer, with output
from any one layer acting as input to the next layer until the information reaches the output
layer, it is called a Feed Forward Neural Network (FFNN).
Building on this background of the FFNN, the rest of the section will discuss, based on the
work presented in various publications (Dlamini (2018); Chung et al. (2014); Husken and Stagge
(2003)) the theoretical framework of two other neural network techniques in Convolutional
Neural Network (CNN) and Recurrent Neural Networks (RNN). In total we will discuss four
different models, the first being the CNN, and the rest being subtypes of the RNN in GRU,
SGRU and BGRU.
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4.2.1 Convolutional Neural Networks (CNN)
The Convolutional Neural Network (CNN) is a subtype of an FFNN, and is inspired by the
visual cortex of animals, which is the part of a brain that is crucial in the processing of visual
information (Hubel and Wiesel, 1962). CNNs have been widely applied and have received a lot
of success in image classification and computer vision tasks due to their inspiration from the
visual cortex (Hubel and Wiesel, 1962). CNNs are based on three fundamental principles; a)
local receptive fields, b) shared weights, and c) spatial or temporal subsampling (LeCun et al.
(1998a)). Table 4.1 (LeCun et al. (1998a),(Cornelisse, 2018);(Karn, 2018)) contains descriptions
of CNN concepts being discussed in this section.
Local Receptive fields
The idea of a receptive field has been prevalent in neuroscience for a long time (see Hubel
and Wiesel (1962)). This can be defined as the region in the input space that a particular
CNN’s feature is looking at. The receptive field of a neuron in a layer is the cross-section of
the previous layer from which neurons provide inputs. The basic idea of a receptive field is to
extract local features and then combine them to make more complex patterns. That translates
to local transformations and therefore the idea of receptive fields.
Shared Weights
The main idea behind weight sharing (LeCun et al. (1998a)), is that each filter that is used on an
input must extract the same feature from the entire input, and this is achieved by constraining
the filters to have weights that do not change as they are used across an input. Sharing weights
also reduces the number of parameters that have to be learned by the model.
Spatial or temporal subsampling
As stated in (Jarrett et al. (2009); Scherer et al. (2010)), the main motivation behind subsampling
in CNNs is to improve robustness to small distortions and noise by reducing the resolution of
the inputs.
4.2.1.1 Convolutional layers
Convolutional layers are the main building blocks of CNNs. To give a modified version of
the input (which is commonly known as a feature map), the input to the convolution layer is
convolved with a trainable filter, which is represented by an array of weights. In contrast to the
NNs where inputs are represented as columns of neurons, inputs in CNNs are represented as
rectangular blocks of neurons.
In order to ensure that the trainable filter used for the convolution mimics the small region of
cells in the visual cortex that responds to certain regions of the visual field, it is constructed to
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Table 4.1: Glossary of Key Convolutional Neural Network Terms
Key Term (Concept) Explanation
Feature Characteristics or traits in the input data. For example, if an input
is a picture of a zebra, the features recognised by the network would
be the zebra’s stripes, two ears, and four legs etc.
Filter Filters (also known as kernel or feature detector or neuron) act as
feature detectors from the original input (i.e. the zebra image
mentioned above). Filters are presented as a set of learnable weights
which are learned using the backpropagation algorithm.
Feature maps The feature maps of a CNN capture the result of applying the filters
to an input image, i.e at each layer, the feature map is the output of
that layer (i.e. modified input). All units in a feature map share the
same set of weights and the same bias so they detect the same
feature at all possible locations on the input.
Convolution The mathematical combination of two functions to produce a third
function. It merges two sets of information. The convolution is
performed on the input data with the use of a filter to then produce
a feature map.
Receptive field The region of the input space that affects a particular unit of the
network. Note that this input region can be not only the input of
the network but also output from other units in the network,
therefore this receptive field can be calculated relative to the input
that we consider and also relative the unit that we are taking into
consideration as the receiver of this input region. Usually, when the
receptive field term is mentioned, it is taking into consideration the
final output unit of the network (i.e. a single unit on a binary
classification task) in relation to the network input (i.e. input image
of the network).
Subsampling The function of subsampling is to continuously reduce the
dimensionality of each feature map in order to reduce the number of
parameters and computation and the sensitivity of the output to
shifts and distortions in the network, but retains the most important
information. This shortens the training time and controls
over-fitting. Subsampling can be of different types, i.e. Max,
Average, Sum etc.
Weight Sharing The function of the weight sharing technique is reducing the number
of free parameters, thereby reducing the gap between test errors and
training error.
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be smaller in dimension than the input. Due to its smaller size, the filter cannot cover the whole
input dimension at once. The convolving then happens region by region whereby the filter is
shifted systematically until the entire input is covered. The region covered by the filter at each
instance of the convolution operation is known as receptive field (Dlamini, 2018).
Also, each filter uses the same array of weights to sieve through the input, this is to ensure
that a filter responds to a specific feature of the input. Therefore, features of the input are
detected using different filters, as a result the number of feature maps created from a given
input is determined by the number of filters used. The filter dimension and number of filters are
parameters that need to be determined. The illustration of the convolution operation is shown
in Figure 4.1 (Dlamini, 2018).
Figure 4.1: Illustration of the convolution operation. The filter is shifted throughout the input
neurons and at each region of the input, the product is computed between the filter and input.
The products are then summed together to get a single number. Focusing on the bottom right
corner of the input, the convolution at that location gives: 1× 2 + 2× 3 + 3× 1 + 1× 2 = 13
4.2.1.2 Subsampling layers
The dimensionality reduction of the feature maps obtained from previous layers is performed
by pooling layers (Scherer et al. (2010)). Subsampling involves windowing each feature map
into (either overlapping or non-overlapping) n × n regions, and returning a single value for
each window. The size of the window is one of the parameters that must be set during the
training phase of the CNN, and is arbitrary. Max-pooling and average pooling are two common
subsampling operations discussed in literature.
If we let xn×ni be input i in region n × n, and let xj be the output of the subsampling opera-
tion, then the max-pooling function given by xj = maxi x
n×n
i computes the maximum value in






average value (Scherer et al. (2010)). A common generalisation of the average-pooling is given




i + w) with a trainable weight β, trainable bias
b and non-linearity f(·) (Scherer et al. (2010)).
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4.2.1.3 Dimensions of the Convolutional NN
CNNs are described as being n-dimensional (nD), with n being the number of directions the
convolution operation is calculated. Therefore, different types of CNNs exist, and the type to
use depends on the dimensionality of the input and the objective of fitting the model. A 1D
convolution may be applied to a 2D input where the convolution calculation happens in only a
single axis and spans the entirety of the other axis. A 1D convolution may also be applied to a
1D input, similarly, a 2D convolution may be applied to 2D input or 3D input, where it spans
the entire depth of the input volume in the latter case (Dlamini, 2018).
The forward and backward pass equations given in this chapter are those of a 2D-CNN from
which equations for the 1D type can be derived by restricting convolution to one dimension
instead of two.
Forward pass






















(i,j) denotes the output from the unit at position (i, j) of the n
th feature map in the lth layer
b) w
(h,n,l)
(k,m) denotes the weight at position (k,m) which connects the h
th feature map on the
(l − 1)th layer to the nth feature map on the lth layer
c) w
(n,l)
(0) is the bias unit on the n
th feature map on the lth layer
d) s
(n,l)
(i,j) is the sum of the activation of the unit at position (i, j) of the n
th feature map in the
lth layer
e) f(·) denotes the activation function
For a pooling layer, if the convolution layer has m1 feature maps, then the output of the pooling
layer which normally follows the convolutional layer will also consist of m1 feature maps but
of smaller resolution. On the other hand, for a fully-connected layer, if a fully-connected layer
follows a pooling layer with m1 feature maps, then there would be weighted connections from
every neuron or unit of the pooled feature maps to each neuron of the fully-connected layer.
Backward pass
CNNs are also trained using backpropagation (just like we did for ANN in Chapter 1), but
with minor adjustments to incorporate weight sharing. For convolutional, fully-connected and
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sub-sampling layers we follow the backpropagation algorithm. However, the max-pooling layer
is treated differently in that the error is only propagated onto the unit where the maximum
occurred during the forward pass (Scherer et al. (2010)).














































































4.2.2 Recurrent Neural Networks
Recurrent Neural Networks (commonly refereed to as RNNs) are an extension and improvement
over Neural Networks (NN), they are a powerful type of NNs designed to handle sequence
dependence, and are among the most widely used techniques in the statistical Natural Language
Processing (NLP) work (Husken and Stagge, 2003). The recurrence in RNNs is defined by
Kriesel (2005b) as “the process of a neuron influencing itself through any connection”. One of
the implicit assumptions made by the standard feedforward NN model is that the inputs (and
outputs) are independent of each other. For example, in text classification, the input sentence
”go to school” is totally equivalent to ”school the go” according to NN, whereas these differ for
CNN. This is considered the NNs major short coming as this assumption does not always hold
true, especially when dealing with sequential data.
In cases when the assumption of independent inputs is violated, the recurrent neural network
(RNN) should be used instead. The important feature that differentiates a RNN from standard
NNs is the presence of at least one feedback connection that creates a loop or directed cycle
between the nodes. It is this loop structure that makes it possible for information to persist
in RNNs and therefore creating memory, making it suitable for sequence learning. A network
may be able to compute sequential patterns that are complex, depending on the type of RNN
or as Elman (1990) stated “be able to remember state through recurrent connections”. Making
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sequential information is the main idea behind RNN, this is done by making efficient use of
temporal information in the output as sequence, for classification, and also for prediction. The
recurrence in an RNN can happen in two ways (see Figure 4.2), a) self-connections from a node
to itself across time, and b) connections between nodes in the hidden layer across time (Lipton
et al., 2015). Both types of recurrences are assumed in this chapter.
Figure 4.2: A RNN with two neurons in the input layer, two neurons in the selfconnected
hidden layer and one neuron in the output layer. The loop represents both self-connections and
connections between nodes across time.
Output neurons’ activations can be used to classify a given input sequence, that is after the
weights have been trained suitably. The arrangement of network (topology) that we use, is
an extended Elman-Network (Stagge and Sendho, 1997), and it constitutes feed-forward, and
a memory part. The memory part is responsible for storing the feedforward neurons from the
previous time step, and also plays a role of additional input for the feedforward part. A time
series classification starts with a warm up sequence, which sets the internal states correctly.
After the warm up sequence, the subsequent time series is fed into the network, which results
in the observation of the outputs. The “winner takes all” rule apply in every time step, that is,
in every time step, the neuron with the highest activation provides the classification result. The
rates of wins (i.e. rate at which the neuron had the highest activation over others) also provide
information about the reliability of the classification; if the values of the rates are similar, the
classification is not reliable, but if one dominates over all others, then the RNN is quite decisive
(Husken and Stagge, 2003).
At a given time t, nodes with recurrent connections receive a signal, not only from the external
input nodes, but also from the hidden node values in the network’s previous state (Lipton et al.
(2015)). If a RNN can be unrolled through time, then what would result is an architecture that
is similar to a deep feedforward NN with the only difference being that the weights of the RNN
are shared through all the time steps.
Forward pass
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The forward pass of the network is defined by the following equations, where the second sum-

























a) d(r) represents the number of nodes in the rth layer
b) x
(q,t)
(i) is the value of the input in the i
th neuron of the qth layer at time t
c) s
(q,t)
(j) the input to unit j of the q
th layer at time t
d) w
(l)
(i,j) weights of connections from the i
th unit of the (l − 1)th layer to the jth unit of the lth
layer.













There are two algorithms that have been developed to compute gradients of the objective func-
tion in a RNN setting. The first was introduced by Robinson and Fallside (1987), and is called
real time recurrent learning (RTRL). The second algorithm, known as backpropagation through
time (BPTT), was introduced by Werbos (1990), and it can be seen as generalisation of the
backpropagation that is used to train FFNN. The latter is mostly used to train RNNs, because
it is computationally more efficient and conceptually easier (Werbos (1990)). In this chapter,
we thus focus on BPTT algorithm.
The BPTT propagates the model error starting from the output layer into the hidden layers
(just like in backpropagation for FFNN). However, the major difference is that in BPTT, the
output is not only affected by the outputs of the hidden layer at the current time step, but also
outputs of the hidden layer from all previous time steps. In order to compute the contribution of
the hidden layer output to the model error, the errors therefore have to be propagated through
all the past times steps, hence the name backpropagation through time.
To train an RNN through BPTT is like unrolling the network into a larger feedforward network
with duplicated weight parameters, where the size of the FFNN is dependent on the length of
the sequence being learned. The longer the sequences being learned, the deeper the unrolled
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feedforward network becomes and the more computations needed to backpropagate the errors




























and defines the error on the ith node of the lth layer at time t.
The full sequence of δs can be computed starting at t = T , and recursively applying Equation













There are different types of RNNs, i.e. vanilla RNN, which is just a regular RNN trained using
a Vanilla Backpropagation; Bidirectional RNNs, which are based on the idea that the output at
time t may not only depend on the previous elements, but also future ones; Deep (Bidirectional)
RNNs, which are similar to Bidirectional RNNs, the only difference being that now there are
multiple layers per time step; and Long-Short-Term-Memory (LSTM) RNNs, with the main
feature being the capability of learning long-term dependencies (Britz, 2015). For the purpose
of this chapter we will look at the Gated Recurrent Unit (GRU), and its subtypes, Stacked
Gated Recurrent Unit (SGRU) and Bidirectional Gated Recurrent Unit (BGRU) methods, and
therefore going forward we shall concentrate on and discuss only these methods further.
4.2.2.1 Gated Recurrent Unit (GRU)
In theory, RNNs can infer relationships between inputs that are separated by an arbitrary
number of time steps. This however has been found not to be the case in practice, as RNNs
are instead limited to looking only a few steps back. The learning of the relationship between
inputs becomes more difficult as the duration of dependencies increase between inputs. When
RNNs are trained using gradient-based learning (i.e. algorithms such as BPTT), they fail to
utilize information in long sequences. This stems from the use of some activation functions
(that squash their input), which cause the gradients to either vanish or explode. The sigmoid
function for example maps its input to the range [0,1], so its gradients are small, and almost zero
at the tails. This problem is referred to as the long-term dependence problem, and it worsens
with the increase in layers of a neural network (Bengio et al., 1994).
With RNN learning that is gradient-based, model receives weights that are proportional to the
gradient of the objective function of the weights in each iteration of the algorithm. Since the
updates are proportional to the gradients, if the gradients are small, so are the weight updates,
leading to slow model learning. During back-propagation, gradients are computed through the
chain rule for differentiation. This means that these small gradients are multiplied numerous
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times, and decrease exponentially as the number of layers increase. As a result, front layers in
a network will train the slowest, as they have the smallest gradients.
The solution to the vanishing and exploding gradient problems is to either train the RNN
without using gradient information or varying the architecture of the standard RNN (Bengio
et al., 1994). GRU is one of the most used RNN variants that were introduced (for the latter
solution) to attend to the vanishing gradients problem. GRU was proposed by Cho et al. (2014)
to make “each recurrent unit to adaptively capture dependencies of different time scales, using
gating units that modulate the flow of information inside the unit” ( Chung et al. (2014).
Effective tracking of long-term dependencies is the main idea behind GRU, this is done while the
vanishing/exploding problems are being mitigated. GRU does this using reset and update gates
(both which contain weight parameters to be estimated); the function of the reset gate (which
sits between the previous activation and the next candidate activation) is to forget the previous
state, while the update gate’s function is to make a decision on how much of the candidate
activation to use in updating the cell state. Rather than replacing the entire activation (as
traditional RNN), GRU are able to keep memory from previous activations. This allows GRU,
for a long time to remember features, and allow backpropagation to happen through multiple
bounded nonlinearities. This reduces the vanishing gradients likelihood. GRU also allows the
entire cell state to be exposed to other units in network, and carries out both these operations
using its rest gate (Chung et al. (2014).
The activation of “hjt of the GRU at time t is a linear interpolation between the previous
activation hjt−1 and the candidate activation h̄
j
t” (Schmittlein and Peterson, 1994) and is given
by:









where zjt is an update gate that decides how much the unit updates its activation (or content),
and is computed by:
zjt = σ(Wzxt + Uzht−1). (4.9)
This is a linear sum between the existing and newly computed state, of which GRU has no
mechanism to control the degree to which it is exposed, but exposes the whole state each time.
The candidate activation is given by:
h̄jt = tanh(Wxt + U(rt  ht−1))
j , (4.10)
where rt is a set of reset gates,  an element-wise multiplication. When off (rjt close to 0), the
reset gate effectively makes the unit act as if its reading the first symbol of an input sequence,
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allowing it to forget the previously computed state (Chung et al., 2014). The reset gate (similarly
to the update gate) is given by:
rjt = σ(Wrxt + Urht−1)
j . (4.11)
The most important feature of the GRU, which traditional RNN lacks, is the additive component
of its update from t to t + 1. The content of a unit or activation is always replaced by the
traditional RNN with a new value from the current input, and previous hidden states. On
the other hand, the existing content is kept by GRU, and on top of it new content is added.
Thus, remembering a specific feature existence in the stream of the input for a long series steps
becomes easy for each unit. Also, any important feature (decided by the update gate) will be
maintained as it is (i.e. will not be overwritten) (Chung et al., 2014). As means of reducing the
difficulty that is caused by vanishing gradients, shortcut paths are also created by this addition
feature. These shortcut paths bypass multiple temporal steps (as such avoid passing through
multiple, bounded nonlinearities), and thus allow easy backpropagation of the error without
quick vanishing of gradients (Hochreiter, 1991). The graphical representation of GRU network
is shown in Figure 4.3 (Kostadinov, 2017).
Figure 4.3: Graphical representation of GRU network; where zt is the update gate, rt the reset
gate, h
′
t the candidate activation (current memory content), and ht is the final memory at current
step
Stacked Gated Recurrent Unit (SGRU)
In order to increase the performance of the recurrent neural network model, one of the things to
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be considered is increasing the capacity of the network. This is done by increasing the number
of units in the layers or adding more layers. This is a classic way of building networks that
are more powerful. In our case, the Stacked Gated Recurrent Unit (SGRU) is a GRU network
whose capacity has been increased by both increasing the number of units in the layer, and also
adding more layers (Chollet and Allaire, 2018).
Bidirectional Gated Recurrent Unit (BGRU)
Bidirectional RNN is one of RNN variants that can perform better than the standard RNN
sometimes, depending on the task. RNNs are order dependent (unidirectional), meaning that
they process time-steps of their input in order, and shuffling or reversing the time-steps can
completely change the representations the RNN extracts from the sequence. The bidirectional
RNN is a type of RNN that exploits the order sensitivities of RNNs. It consists of two regular
layers, of which each processes the input in one direction (older time-steps first or newer time-
steps first), and the representations of each layer are then merged. Since biderectional RNNs
process sequences in both ways, they have an ability of catching patterns that may be overlooked
by unidirectional RNNs (Chollet and Allaire, 2018). It is important noting that this only makes
sense for some type of problems, where you see the whole sequence before classification. If you
want to predict someone as yes/no only based on the sequence of inter-purchase times seen so
far, then bidirectional RNNs are not suitable. In our case though the prediction is made only
after the whole required sequence has been seen.
4.2.3 Model Accuracy
The idea behind building a model is that the model learns patterns in the data that generalize
well for unseen data instead of just memorizing the data that it was shown during the training.
So, once a model is built, it is important to check that the model performs well on unseen data
that was not part of the training phase. To do this, the model is used to predict outcomes of
the unseen (test) data, and compare the predicted responses to the actual outcomes (Mishra,
2018).
A number of metrics can be used to measure the predictive accuracy of the model, and the choice
of accuracy metrics depends on the modeling task. The metrics we will be using in this chapter
are misclassification, specificity, sensitivity, AUC (and Gini-statistic), F1-score and Kappa. As
a hypothetical example, suppose that our test set has 1000 customers, and that a confusion
matrix based on predictions of the test set is given by Table 4.2, with the following important
terms: (a) True positives; cases which are predicted as 1 and are actually 1, (b) True negatives;
cases which are predicted as 0 and are actually 0, (c) False positives; cases which are predicted
as 1 and are actually 0, and (c) False negatives; cases which are predicted as 0 and are actually
1. The accuracy metrics can then be defined as following (we also work out each of the metrics
using our example confusion matrix) (Mishra, 2018):
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Table 4.2: Hypothetical Confusion Matrix for out test dataset, to be used as means of explaining
the model accuracy measures
n = 1000 Predicted: 0 Predicted: 1
Actual: 0 962 14
Actual: 1 6 18
Misclassification Ratio
Misclassification is the ratio of incorrect predictions to the total number of input samples (see
Equation 4.12). If for example our test set have 98% of responses as 0, and 2% as 1, then the
model can get 2% misclassification rate by simply predicting all responses as 0s. Misclassification
is a useful metric and one of the widely used accuracy measures, but can give a false sense of
achieving high accuracy. The misclassification rate of 2% in our example might seem low, but
when the cost of misclassifying minor samples is high, this becomes a huge issue. If for example
we are dealing with a rare but fatal disease, the cost of failing to diagnose a sick person is much
higher than a cost of wrongly classifying a healthy person as sick.
Misclassification rate =
False Positives+ False Negatives
Total number of predictions made
= (6 + 14)/1000 = 0.02 = 2%.
(4.12)
Sensitivity and Specificity
Sensitivity is the same as true positive rate (TPR), and Specificity is the same as false positive
rate (FPR), and are given by:
Sensitivity =
True Positives
False Negatives+ True Positives
= (18)/(6 + 18) = 0.75 = 75%
Specificity =
False Positives
False Positives+ True Negatives
= (14)/(4 + 962) = 0.014 = 1.4%.
(4.13)
F1 - score
In order to calculate the F1-score, we first need to define Precision and Recall. Precision is the
proportion of the model’s positive predictions that turned out to be correct, and Recall is pro-
portion of all observed/true positives that were correctly predicted as such. The representations




True Positives+ False Positives
= (18)/(6 + 18) = 0.75 = 75%
Recall =
True Positives
True Positives+ False Negatives
= (18)/(18 + 14) = 0.56 = 56%.
(4.14)
F1-score is then the balance between Precision and Recall and is mathematically given by
Equation 4.15. The F1-score ranges between [0,1], and it tells us how precise and robust the
model is, with higher the score, the better the model performance.




= 2 ∗ (1/((1/0.56) + (1/0.75))) = 0.64 = 64%.
(4.15)
Kappa
The Kappa statistic can be defined as the a measure of agreement between the observed and
predicted outcomes. For example, our actual observations and predicted outcomes agree that
926 observations are positives, and 18 are negatives. If these ratings are randomly assigned, it is
possible that some of these agreements could be by “chance”, the numerical rating of the degree
to which this occurs is given by a Kappa statistic. In order to calculate the Kappa-statistic, we
first need to calculate Observed Agreement (Ao) and Expected Agreement (Ae), and these are
given by:
Ao = True Positives+ True Negatives. (4.16)
Ae =








= (980− 946)/(1000− (946)) = 0.632 = 63%.
(4.18)
Area Under The Curve (AUC)
False Positive Rate (FPR) and True Positive Rate (TPR) both have values in the range [0,1].
Most models do not output discrete classification (yes or no); they produce probabilities of yes
or no. All the FPR/TPR type metrics are based on discrete classification (yes/no), so we need
some some way of converting probabilities into classes. Thresholds are the obvious way to do
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this, but we can use any threshold we like (some will be better that others, and it is usually
unknown which is best). The Receiver Operating Characteristic (ROC) curve is the name of the
graph that results from plotting FPR vs TPR for all possible threshold values in the interval
from 0 to 1, and the area under this curve is what is referred to as AUC. AUC is equal to
the probability that the model will rank a randomly chosen positive example higher than a
randomly chosen negative example. The actual value of AUC ranges between [0.5 and 1], and
a Gini-statistic given by Gini = (2 ∗AUC)− 1 converts AUC to a value in the range [0,1], and
is mostly preferred over AUC due to its easer interpretation in terms of proportions (i.e. 0 to
100% instead of 50 to 100%).
4.3 Data and Implementation
4.3.1 Data Description
The full dataset that we looked at in this chapter consists of over 300 000 customers, 144 unique
stores, and over 3000 different products and a purchase history that contains transactions for
all customers for a period of at least 1 year prior to the customer being offered incentives. We
then extracted two subsets of the full dataset, one consisting of just over 1500 customers that
have previously purchased the brand before, and the other consisting of just over 4000 customers
whom have previously purchased in the department to which the product they received an offer
for belongs. Our dataset consist of a series of inter-purchase times at this department for each
customer, with a binary indicator of whether they became a repeat customer (1) or not (0).
The minimum inter-purchase times length for brand and department customers were 9 and 10
with maximum lengths being 415 and 416, respectively. The average inter-purchase times were
16 and 4, with the up-sell (product customers that became repeat customers) and cross-sell
(department customers that became repeat customers) ratios being 37% for both brand-level
and department-level customers, respectively.
4.3.2 Methodology
Using the sequence of inter-purchase times as explanatory variables, the models try to predict
which customers should be classified as 1 (repeat customers) or 0 (non-repeat customers). We
split our dataset into training and test datasets through random sampling that ensures that
the distribution of the response field is similar between the datasets. The training datasets
will consist of 80% of the customers, and the rest will form the test dataset. We will then
use the training dataset to fit the models, and use the fitted models to predict the outcomes
of the test dataset. The predicted outcomes will then be compared to the actual outcomes
to measure predictive accuracy. The predictive accuracy will be measured using the accuracy
or performance measures mentioned above (i.e. misclassification, specificity, sensitivity, Gini-
statistic, Area under the curve (AUC), F1-score and Kappa). The models were fitted in R,
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using the keras package.
4.3.3 Model Implementation
4.3.3.1 Model Architectures
In total, 4 deep learning models were used to predict repeat customer, and these models had
the following properties:
• CNN model - with one convolution layer, one max-pooling layer, one dropout layer, and
one hidden layer. All filters were 1-dimensional.
• GRU model - with one GRU layer, and 32 units
• SGRU model - with two GRU layers, and 32 units
• BGRU model - with one bidirectional GRU layer, and 32 units
4.3.3.2 Preprocessing and Parameter Search
Padding
Our input data is a sequence of inter-purchase times, whose length is equal to one less than
the number of department visits a customer made, and whose entries are the number of days
between consecutive department visits. For each customer the length of the sequence will differ,
resulting to a dataset that has sequences of different lengths. The models fitted in this chapter
work better if the data contains sequences of the same length, as such we padded our data
such that all sequences are of the same length. This involved finding the sequence with the
longest length, and making all other sequences have the same length by putting a series of 0s
equaling this maximum length minus sequence length of a particular customer in front of the
first sequence entry.
Parameter Search
Standard neural networks in general are hard to configure, because they require setting many
hyperparameters. For an FFNN for example, hyperparameters that need setting include number
of hidden layers, number of nodes in each hidden layer, learning rate and type of optimisation
techniques (Dlamini (2018). As the NNs get more complex the number of parameters increase,
as such for the methods considered in this chapter, more parameters need to be set. It is ineffi-
cient and computationally impossible to exhaust all possible combinations of hyperparameters,
therefore only a few can be (and were) considered. For this reason, hyperparameters optimisa-
tion is an active area of research where more efficient methods of hyperparameters optimisation
are being investigated and proposed, with some of the publications exploring this issue being
Bergstra et al. (2011) and Bergstra and Bengio (2012).
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In this chapter, our models were were trained for 30 epochs, using the keras package in R.
Models were trained under numerous parameter configurations, and configurations with the
highest performance accuracy were used. The performance accuracy results and evaluation of
some hyperparameters combinations are presented in the following results section.
4.4 Results and Discussion
As explained in Section 2, the models are fitted on two different sets of data, one which consists
of customers that have previously purchased the brand for which they received an offer, but
looking at their departmental inter-purchase times. The second set of data consists of customers
that have not necessarily purchased the brand before, but have purchased in the department
to which the brand belongs. The results presented in this chapter will be for both types of
customers, those that were targeted for up-sell purposes (brand customers) and those that were
targeted for cross-sell purposes (department customers). The first set of results is mainly for
the purpose of comparing the significance of the models; how the sequence models fare with
the traditional models, and which model fitted our dataset the best. The second set of results
is focusing on demonstrating the effect of changing some hyperparameters to the models. The
third set of results will be focusing on practical interpretations of the results, and how such
models can be applied in practice.
4.4.1 Comparing Classical Classifiers to Deep Learning Methods
The Tables 4.3 and 4.4 contain accuracy metrics (7 in total) that were explained in Section 2 for
all the models that were fitted (6 in total) for brand and department customers, respectively.
Figures 4.4 and 4.5 show ROC curves for all models, for brand and department customers,
respectively. These results are mainly for comparing the performance of the sequence models
(CNN, GRU, SGRU and BGRU) to that of the traditional models (Tree and ANN). We assess
whether the sequence models are indeed better predictors when a sequence input is used. This
would give an idea of whether it is worth it applying these models over the traditional ones, or
whether using any model adds any value at all.
Table 4.3: Accuracy measure metrics for all models - brand customers
Metric Tree ANN CNN GRU SGRU BGRU
Missclassification 40.2 37.54 37.21 37.21 37.21 36.23
Gini 1.1 13.6 15.7 21.8 21.2 21.9
Sensitivity 10.7 55.4 85.7 75 75.9 64.3
Specificity 92.1 57.7 31.7 44.4 42.3 54
AUC 50.5 56.8 57.9 60.9 60.6 60.9
F1 Score 17.3 48.8 17 55.8 55.6 53.1
Kappa 3.3 12.4 14.7 17.1 15.9 16.8
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Table 4.4: Accuracy measure metrics for all models - department customers
Metric Tree ANN CNN GRU SGRU BGRU
Missclassification 38.97 40.93 38.97 38.97 38.97 38.97
Gini 0.3 -0.1 9.3 3.1 3 2.6
Sensitivity 0.9 59.1 32.4 51.9 29.2 40.9
Specificity 99.4 44 77.1 53.2 78.7 66.3
AUC 50.2 50 54.7 51.5 51.5 51.3
F1 Score 1.9 39 38.5 46.1 36 42.2
Kappa 0.4 -3 10.1 4.9 8.5 7.2


























Figure 4.4: ROC curve for all 6 models (brand customers), the black line represents the baseline
(i.e. AUC=50), the model that is furthest (with the biggest AUC) from this line is the best
model for this dataset, with the model closest to this line the worst)
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Figure 4.5: ROC curve for all 6 models (department customers), the black line represents the
baseline (i.e. AUC=50), the model that is furthest (with the biggest AUC) from this line is the
best model for this dataset, with the model closest to this line the worst)
The key findings from the results presented in Table 4.3 and Figure 4.4 are that, there is nothing
much separating the main models, as such, depending on the metric used, conclusions reached
can be completely different. Based on the study by Green and Milne (2010) where they discuss
the advantage of using the Gini-statistic over other methods used to assess model performance
by both researchers and practitioners for direct marketing, in this study we mainly use the Gini-
statistic. The main observations from the model comparison results (see Tables 4.3 and 4.4, and
Figures 4.4 and 4.5) are that, inter-purchase times only help to predict behaviour when they
are about the same product . If inter-purchase times are from a different product in the same
department all models do no better than a null model (see Table 4.4 and Figure 4.5). Secondly,
for the same-product inter-purchase times, it is worth taking the sequential nature of data into
consideration, as the deep learning methods that take sequence order into consideration (CNN,
GRU, BGRU and SGRU) when training outperform classical classifiers that do not (Tree and
ANN).
The models were fitted on a dataset that has 37% proportion of customers (from our subset) that
continued purchasing the product after it expired. So based on this, a model that just predicts
everyone to be non-repeaters would have a misclassification ratio of 37%. This means that we
can expect our models to have misclassification rates around this ratio (37%), with better models
having a lower misclassification rate, and poor ones having higher misclassification ratio. The
brand customer results in Table 4.3 show that this is the case with most of our sequence models
(i.e. ANN, CNN, GRU and SGRU), this is sightly higher for Tree, and slightly lower for BGRU.
The specificity and sensitivity show that the Tree classification model’s performance is very poor
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(high specificity and low sensitivity ), and different to that of sequence models (both specificity
and sensitivity closer to 50% than to 100% and 0%, respectively). This means that the Tree
put everything into the majority class, which is not very useful. The deep learning models are
much more balanced. Interestingly, the ANN is better balanced compared to the Tree model,
and more similar to the deep learning models.
The AUC and Gini results paint a clearer picture, that the deep learning models perform better
than the traditional models. This is evident when we compare Tree results to that of BGRU in
particular on the Gini-statistic, with BGRU being over 20% better than random, and Tree not
any better. There is not that much difference between the GRU methods though, suggesting
that stacking the GRU network or making it train from both directions may not be beneficial
for this dataset. An interesting results though is how the ANN results are similar to that of
CNN, and very different to that of Tree. Since ANN and Tree do not take the sequence of the
data into consideration when training, one would expect these to perform similarly. However the
results show otherwise, which could suggest that even though ANN was trained to perform the
classifications in the traditional way, it managed to discover some hidden complicated patterns
as neural networks are themselves part of the deep learning methods. The results in Figure 4.4
show the same outcome as well, that GRU, SGRU and BGRU have very similar results, with
BGRU being slightly better (doing 22% better than random), with CNN doing better than the
traditional models, but not as good as the GRUs. Trees on the other hand seem to not be doing
better than random, suggesting that using Trees for such a classification would not yield any
value.
The models however seem to perform poorly on the department customers data (see Table 4.4
and Figure 4.5, with the Gini-statistic ranging between 0 - 9%, with CNN having the highest.
It is obvious from these results that the models find it easier to classify customers that have
bought the product before than those who have not, and therefore not worth it discussing these
department results further. In practical terms, this suggests that this type of modeling is only
beneficial for up-selling purposes, and not cross-sell.
Overall on the brand customers dataset results, there is nothing much separating the main
models as they are all performing similarly (Gini-statistic ranging between 16-22%). Though
these results are not poor, they are not convincing either. These results show that, even though
these methods are highly regarded when it comes to sequence modeling, the output that is
being modeled is vital for their performance. They have been proven to perform well for speech
translation and weather forecast for example, with the output in those cases being the same
(format) as the input. Maybe using inter-purchase sequences to predict a binary outcome is not
suitable for these models, maybe if we were predicting the next (say couple of) inter-purchase
time(s) they would have performed better. With that said, the sequence models still outperform
non-sequence models on sequence data, even though the results were not convincing.
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These results confirm some common sense intuitions, that customers who have purchased the
brand before, are more likely to become repeat customers than those who have not. Based on
these results, we can conclude that scorecard development would be beneficial for these retailers,
and utilizing these models could help improve campaign results by converting more customers,
and thus generating more profit. Store managers could make use of these scorecards as part of
strategy, or lead with them, track the performance overtime, and retrain the models if and when
needed to.
4.4.2 Evaluation of Hyperparameters
In this section we analyze the effects of some of the hyperparameters on the Gini-statistic.
The hyperparameters were tried and tested only for the main models (i.e. CNN and GRU
models). The optimal configurations obtained for the basic GRU model were then also applied
to the SGRU and BGRU models. The four hyperparameters analyzed in this chapter are: (a)
activation function, (b) optimization function, (c) batch size and, (d) learning rate. The results
for CNN hyperparameter search are shown in Table 4.5, and the results for GRU are in Table
4.6
Effect of Activation Function
Relu, sigmoid, tanh and softmax are the activation functions evaluated in this chapter. The
results produced by these activation functions for the CNN models were very similar, with the
average Gini-statistic ranging between 3.5% - 5.2%, with tanh having the most, while sigmoid
resulted to the least. The Gini-statistic values are quite high for GRU, so the differences are
bigger, but the biggest 2 are similar 18.3% and 15.7% for sigmoid and tanh, respectively. Relu
produced an average Gini-statistic of 7.8%. On the other hand softmax seemed not to be
compatible with training GRUs as it resulted to Gini-statistic of zero for all configurations
considered.
Effect Optimisation Function
The three optimization methods evaluated in this chapter are adam, gradient descent (sgd) and
RMSPRop. The results show that the optimization methods did not produce completely different
results, but sgd slightly outperformed the other two methods for CNN with the average Gini-
statistic of 5.7% compared to 3.8% and 3.6% of adam and RMSPRop, respectively. Similarly
for the GRU results, the effect of optimazation methods did not differ considerably, but adam
resulted to the highest Gini-statistic average (12%), while RMSPRop and sgd are 10.5% and 10
8.9%, respectively.
Effect Batch Size
The batch sizes considered in this chapter were 20, 50 and 100. Batch size did not seem to have
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major impact on the Gini-statistic as the average Gini-statistic was similar for all of them, i.e.
4.4%, 3.8% and 5.0% for 20, 50 and 200 batch sizes respectively. These same results for GRU
were 12.8%, 9.5% and 9.1% respectively, making batch size 20 the more optimal for GRU.
Effect Learning Rate
This chapter involved evaluating these three learning rates, 0.01, 0.001 and 0.0001. These
resulted to very similar average Gini-statistic for GRU with the difference being 1% between the
highest and lowest. These were even more similar for CNN, with the same difference being less
than 1%.
So, after all the hyperparameters were evaluated and analysed, the configuration that resulted
to the highest Gini-statistic was used for both our models. These optimal combinations of the
hyperparameters are highlighted (shaded) in the respective table results for CNN and GRU. This
configuration for CNN was softmax activation function, sgd optimization method, batch size
of 20 and learning rate of 0.0001. This combination for GRU was sigmoid activation function,
adam optimization method, batch size of 20 and learning rate of 0.01.
Table 4.5: Validation Gini-statistic values achieved by CNN
optimiser = adam
Batch = 20 Batch = 50 Batch = 100
Activation function lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001
relu 0.1% 7.2% 3.4% 8.2% 4.6% 3.2% 4.8% 2.6% 6.4%
sigmoid 0% -1.2% 1.2% 2.3% 3.3% 4.1% 3% 3.2% 6.1%
tanh 7.5% 9.1% 9.7% 5.9% 1.3% 2.7% 3.1% 3.5% 5.5%
softmax 1.8% 2.1% 2.1% 2.5% 2.9% 2.8% 4.2% 2.7% 5.8%
optimiser = sgd
Batch = 20 Batch = 50 Batch = 100
Activation function lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001
relu 5.8% 6.4% 3.1% 10.2% 4.4% 2.6% 12% -5.3% 6.3%
sigmoid 5.2% 4.8% 4.1% 5.9% 10.3% 3.6% 6.7% 3.7% 7.3%
tanh 4.8% 5.3% 5.4% 5% 5.7% 6.2% 5.6% 6.6% 3.8%
softmax 1.9% 6.2% 16.9% 2.6% 7.1% 4.8% 8% 12.4% 1%
optimiser = rmsprop
Batch = 20 Batch = 50 Batch = 100
Activation function lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001
relu 5% 7.2% 5.7% 6.6% -5.5% -1.6% 5.1% 5.9% 4.8%
sigmoid 0% 0% 0% 1.9% 2% 3.2% 5.4% 0.5% 8.5%
tanh 11.7% 15.5% -5.1% 8.4% -2.4% 0.9% 4.5% 4.4% 5.9%
softmax 0% 1.9% 1.9% 2.7% 3.4% 3.8% 5.4% 6.3% 5.4%
4.4.3 Illustrating application of the models in practice
The purpose of the following set of results (shown in Tables 4.7,4.8 and 4.9) is to show how
such models can be used in practice, with Table 4.7 focus being customer targeting, wheres
the latter 2 focus on customer profiling. It is from these tables that practical interpretations of
actionable insights can be generated for managers. In marketing, these models would be used by
creating what is known as a “scorecard”, which is an attempt to provide a quantitative estimate
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Table 4.6: Validation Gini-statistic values achieved by GRU
optimiser = adam
Batch = 20 Batch = 50 Batch = 100
Activation function lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001
relu 21.7% 18.3% 14.9% 20.9% 18.3% 3.5% -1% 14.9% 16.2%
sigmoid 26.8% 22.6% 21.1% 19% 18.5% 17.6% 18.1% 15.1% 15%
tanh 20.9% 15.3% 20.2% 19.1% 14% 4.7% 13.2% 4.1% 17.5%
softmax 0% 0% 0% 0% 0% 0% 0% 0% 0%
optimiser = sgd
Batch = 20 Batch = 50 Batch = 100
Activation function lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001
relu 0% 20.3% 0% 0% 0% 0% 0% 3.3% 0%
sigmoid 21.1% 12.2% 21.1% 10.9% 21.1% 21.4% 20.8% 0.1% 21.3%
tanh 19.8% 20.5% 21.1% 21.2% 0% 0% 21.1% 20.9% 20.5%
softmax 0% 0% 0% 0% 0% 0% 0% 0% 0%
optimiser = rmsprop
Batch = 20 Batch = 50 Batch = 100
Activation function lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001 lr = 0.01 lr = 0.001 lr = 0.0001
relu 0% 21% 3.6% 0% 17.9% 0% 0% 15.9% 0%
sigmoid 21.4% 23.1% 22.2% 19.3% 17.9% 17.1% 17.4% 17.4% 14.7%
tanh 15.6% 17.4% 19.3% 21.1% 18.1% 20% 9.2% 13.5% 16.6%
softmax 0% 0% 0% 0% 0% 0% 0% 0% 0%
of the probability that a customer will display a defined behaviour (i.e. in this case, become a
repeat customer). This involves producing scores for all eligible customers in the database. The
traditional way of doing this is by assigning each customer a probability, and sort the database
by the probability (ascending or descending depending on whether the task requires highly likely
or unlikely customers), and target the top customers.
In most cases, scorecards are used as part of the strategy (i.e. in conjunction with other ideas and
initiatives), but can also be used as the only plan. It would be costly for retailers to send offers
to all customers, so a small subset is ideally selected. Without any predictive modeling, these
customers are randomly selected, the main idea behind scorecard development is to improve
this sampling strategy by selecting only customers with high likelihood of converting. One of
the success measures of such predictive models is what is known as lift, which is the difference
between the conversion rate of the model selection and that of the random selection. For
example, the conversion rate of the random selection for our dataset is 37%, so the lift will be
the model selection’s conversion rate minus 37%, which needs to be positive for the models to
be adding any value.
We established that department results are not good at all, and should not be used in practice as
this would not add any value. We will thus not include these results for the practical illustration.
Also, only the best model would be used in practice, so the results in this section will only be
based on the the BGRU results, which is the best model for our dataset. The results in Tables
4.7, 4.8 and 4.9 are generated from a scorecard that is developed from probabilities. We assigned
all customers a probability, then sorted customers in descending order for all models. This thus
produce a ranking, whereby the customer with the highest score ranks first, and the customer
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with lowest probability ranking last. Out test dataset has 301 customers, meaning that our
rank ranges between 1 and 301, with 1 being the highest rank, and 301 the lowest. This set of
results thus focuses on the ranking rather than the actual probability, as sometimes the actual
probability is not important, but the order is, especially when it comes to targeting top ranking
customers.
In Table 4.7, the customers are ranked by score, and broken down into 4 blocks of 25% of
customers each, starting from the top 25% to the bottom 25%. That is, the top 25% of the
customers will be those ranking between 1 and 75, the next 25% containing those with ranks
between 76 and 150. The last two bands constitutes customers ranking between 151-225, and
126-301, respectively (i.e. all bands contain about 75 of respondents). The following tables are
also based on these bands, whereby in Table 4.8 these are shown per average inter-purchase
times bands, and per sequence length bands in Table 4.9.
Table 4.7: Proportion of customers ranking from top to bottom by score, showing the lift




No Yes Total %No %Yes
1 - 25% 38 37 75 51 49 12
26 - 50% 45 30 75 60 40 3
50 - 75% 49 26 75 65 35 -3
76 - 100% 57 19 76 75 25 -12
Grand Total 189 112 301 63 37 0
Table 4.8: Proportion of customers ranking from top to bottom by score per average inter-
purchase times band, showing the average inter-purchase times per score-band
Inter-times
Counts Proportions
1 - 25% 26 - 50% 50 - 75% 76 - 100% 1 - 25% 26 - 50% 50 - 75% 76 - 100%
<= 10 19 1 0 0 25% 1% 0% 0%
11-20 39 25 20 6 52% 33% 27% 8%
21-30 14 35 30 30 19% 47% 40% 39%
31-40 3 11 22 39 4% 15% 29% 51%
> 40 0 3 3 1 0% 4% 4% 1%
The results in Table 4.7 show that even though the models overall classify customers similar
to random selection (based on misclassification rate), the models actually do a better job in
classifying the top ranking customers. These results suggest that targeting top customers based
on these models would yield some value. This is evident when we look at the lift column in
particular, as the top 25% customers would yield 12% lift (i.e. 49% correct model classifications
minus 37% correct random selections). The grand total row shows that, if all customers or a
random subset were to be selected, a lift of 0 would be generated. Selecting the top customers
brings about the most lift, including lower ranking customers decreases this till a lift of 0 when
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Table 4.9: Proportion of customers ranking from top to bottom by score per sequence length
band, showing the sequence length per score-band
Length
Counts Proportions
1 - 25% 26 - 50% 50 - 75% 76 - 100% 1 - 25% 26 - 50% 50 - 75% 76 - 100%
<= 10 4 11 19 31 5% 15% 25% 41%
11-20 22 45 42 42 29% 60% 56% 55%
21-30 20 15 13 3 27% 20% 17% 4%
31-40 14 3 1 0 19% 4% 1% 0%
> 40 15 1 0 0 20% 1% 0% 0%
all customers are included.
Sometimes profiling customers can be useful for store managers. This is because despite knowing
that it is high ranking customers who are likely to convert, store managers sometimes are
interested in knowing who exactly are these people. The obvious way of answering this question
is by profiling these customers on attributes that are easy to understand. These normally include
demographical data (i.e. age, gender), geographical data (i.e. where they stay) and behavioral
data (i.e. how they shop), and these attributes normally form part of the explanatory variables
(i.e. input to the models). Our explanatory variable was inter-purchase times, so we profiled our
customers on this, the sequence length and average inter-purchase times to be exact.
The results in Table 4.8 show that, customers who have shopped the department more frequently
(i.e. shorter average inter-purchase times) have high likelihood of becoming repeat customers
than those who shop less. This is evident when we compare the top and bottom 25% ranking
customers, with the former having over 3-quarters of its respondents with average inter-purchase
times less or equal to 20, this number for the latter being just 8%, with more than half of the
customers in this band having average inter-purchase times greater than 30. The results in Table
4.9 show that customers with longer sequences are more likely to become repeat customers than
those with shorter sequences. Comparing the same bands as above (top and bottom 25%) shows
that almost all customers in the bottom quarter have sequence lengths shorter than 21, wheres
the top quarter has only 35% of these customers. There are no customers that have visited the
department more than 30 times in the bottom quarter, and this number is over a quarter for
the bottom one.
These results confirm some common sense intuitions, that customers that are regulars in the
department are likely to convert more than those who shop less, and that customers who have
purchased the brand before, and are already loyal to the department, are highly likely to also be
loyal to the brand they received an offer for. This set of results shows that profiling customers
can also be useful in practice, as it is a form of segmentation that allows store managers to
associate a certain type of people with a particular behaviour.
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4.5 Summary
The objective of this chapter was to predict which customers are likely to become repeat cus-
tomers after being given a special offer. This was done for both up-sell and cross-sell purposes.
This involved building 6 models on department customer inter-purchase times, 4 deep learning
models, and 2 traditional models. This chapter started with an introduction section, where we
gave the background to the problem we would like to solve, explained exactly what is it that we
were willing to achieve in this chapter, and concluded by outlining the chapter. The following
section discussed literature review, starting with sequence modeling, and previous work on se-
quence modeling. Deep learning methods were then discussed, where we discussed Convolutional
Neural Networks (CNN), and Gated Recurrent Units (GRU) and its subtypes in Stacked Gated
Recurrent Units (SGRU) and Bidirectional Gated Recurrent Units (BGRU). This was followed
by the discussion of the model accuracy and the metrics to measure it, and these metrics were
misclassification, AUC, Gini-statistic, specificity, sensitivity, F1-score and Kappa. The dataset
to be used was then discussed in the following section, together with the methodology that would
be followed, and model implementation. In the previous section we presented and discussed our
results, and concluded with recommendations.
The highlights from the results are that, for this type of modeling, inter-purchase times are only
useful when they are about the same product, as models did no better than random if inter-
purchase times were from a different product in the same department. This implied that, these
types of models are only useful for up-sell purposes, and should not be used to promote cross-
sell. Another observation was that it is useful to take the order of the sequence into account, as
models that do this do better than those who do not, with the latter not doing any better than
a null model.
The results showed that none of the models are convincing in terms of being able to distinguish
between repeat and non-repeat customers, but the deep learning models (i.e. CNN, GRU, SGRU
and BGRU) perform better than standard classification models (particularly decision trees).
However, the results also showed that these models can be a useful tool for management when
it comes to campaign targeting as the models showed they could produce some lift, especially
by focusing on the top 25% ranking customers. The results also confirmed some common sense
intuitions (i.e. customers with longer purchase histories, and those who shop often are likely to
become repeat customers etc).
We also noted that the overall results were somehow poor, as the best model had only Gini-
statistic of 22%. We did however argue that this could be due to the relationship between the
input and output (i.e. sequence of inter-purchase and binary output). CNN also showed that
if one is concerned about the computational time, they should be preferred over RNNs as they
train much quicker. Stacking and adding the bidirectional element to the GRU caused the model
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to train even much slower. The GRUs though did compensate for this long running time as they
produced slightly better results than CNN (on the fundamental brand data). Concerning the
results though, we believe that maybe modeling a different outcome (i.e. sequence of future
inter-purchase times) could perhaps have yielded better model performance, as predicting a
binary outcome (whether a customer will be a repeat customer or not ) from inter-purchase




5.1 Summary and Recommendations
The aim of this dissertation was to mine a large shopping dataset for a retailer containing
purchase histories of thousands of customers, for insights into the behaviour of those customers.
This involved building 3 predictive models with each forming a chapter of the dissertation,
namely; a model to forecast store future daily visits, a model to detect changes in consumer’s
purchasing behavior, and a model to predict repeat customers after receiving a special offer. Each
model has its own chapter, and all the detailed explanations were discussed in the respective
chapters, including data, literature review, implementation, results and recommendations. In
this chapter we give an overview of each of the model building chapters, and as such summarizing
the whole dissertation, after having given an introduction in Chapter 1.
The model built in Chapter 2 was for forecasting future daily visits a store should expect in
the next 3 months. This was tackled by building in total 8 time-series forecasting models,
namely; average models (simple, moving and weighted moving), exponential smoothing models
(single, double and triple), ARIMA model and artificial neural networks. The primary purpose
of this chapter was to compare the performance of the highly rated artificial neural networks
with the more traditional ARIMA forecasting model, and even simpler forecasting heuristics
such as the averaging and smoothing methods already mentioned. These models were fitted to a
univariate time-series data, and were compared to each other using 3 accuracy measures, namely;
mean absolute deviation (MAD), mean forecast error (MFE) and Diebold-Mariano significance
test. The results showed that there was not much separating the methods, with ARIMA model
and single exponential smoothing slightly performing better than neural networks, but neural
networks outperforming the rest of the methods, with moving average being the worst method
for our dataset. Based on these results, it would thus be recommended to the retailer that if
building all the models would be costly and maybe time consuming, then only ARIMA and
single exponential smoothing models should be applied, otherwise all models can be built and
applied, with the best one being selected at each building time as there is not much difference
between the methods.
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In the third chapter, we built a model to detect changes in consumers’ purchase behavior.
This was tackled by using change-point models to detect changes in customers’ inter-purchase
times. This involved building 2 models in total, one fitted to store inter-purchase times (where
we modeled time between store visits), and the other to brand-inter-purchase times (where
we modeled time between product purchases). We discussed 2 types of change point models;
single change-point model (which assumes that there is exactly one change point, and tries to
estimate where it is), and multiple change-points model (which does not make this assumption,
and instead also estimates the number of change points), and the latter form was implemented.
Also discussed were various approaches that can be used to estimate the parameters of these
models, and concluded that the Bayesian method is the widely used approach, and thus in the
chapter we make use of this approach. The results in this chapter spanned over 3 sections,
with the first section demonstrating the change point model results using simulated data, and
the way the model responded here confirmed some common-sense intuitions. In the following
section, we illustrated the use of the change-point model in practice, where we focused on
practical interpretation and illustrated some of the patterns we found for some example sequences
taken from the actual dataset. The results in this section were consistent with those obtained
from the simulation data. In the following section we presented the main results, and the
main observation was that, depending on the length of the sequences, minority to a handful
of customers do experience changes in their purchasing behaviours, with the longer sequences
having more changes than the shorter ones. This suggests that maybe store managers would
need to set some cut-off value, for example say, a change-point will only be considered if it occurs
within 30 purchases, and disregard anything happening after that as longer sequences are likely
to have more change points than shorter ones.
In the fourth chapter, we built a model to predict which customers are likely to become repeat
customers after being given a special offer. This was achieved by building a total of 6 models (2
classical and 4 deep learning) which were fitted to univariate time-series data. This time-series
consisted of times between two successive purchases (i.e. inter-purchase times) in the department
to which the product the customer received an offer for belongs. This input data is sequential
in nature, so we used models that provide a good way for dealing with sequential inputs in
convolutional neural networks (CNN), and recurrent neural networks (RNN). For CNN, we used
the 1-dimensional (1D-CNN) subtype, whereas the gated recurrent unit (GRU) subtype was used
for RNN, together with its subtypes in stacked gated recurrent unit (SGRU) and bidirectional
gated recurrent unit (BGRU). These models were then compared to standard models that do not
take the sequence of the data into account, in artificial feedforward neural networks and decision
trees. Various accuracy measures were used to measure the accuracy of the models, and these
were misclassification, specificity, sensitivity, area under the curve (AUC), Gini-statistic, F1-
score and Kappa. The results showed that, inter-purchase times are only useful when they are
about the same product, as models did no better than random if inter-purchase times were from a
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different product in the same department. Secondly, it is useful to take the order of the sequence
into account, as models that do this do better than those who do not, with the latter not doing
any better than a null model. Lastly, while none of the models performed well, deep learning
models perform better than standard classification models and produce some substantial lift.
Big data and data science has been growing fast in the industry in recent times, and all businesses
soon will have to apply data science to generate more insights from the data. It has been shown
that the data being generated currently grows at a more rapid rate compared to the data that
was generated, say 20 years ago. As such many companies have a lot of data that they are
not using for insights as they do not have the right systems and skills to be able to generate
actionable insights from this massive data they already have available. Data science provides
approaches to tackle difficult business questions through the use of complex mathematical and
statistical methods (i.e. machine learning), and sophisticated systems and environments that
are designed to manage big data (i.e. cloud computing). The goal of this dissertation was to
examine some of the approaches in which data science can be used to tackle business problems
that come about in the industry. We made use of some of the programming languages that are
currently being widely used in R, Python and SQL, and also ran some of our scripts in cloud
computing (i.e. AWS), so our research can be seen as a starting point to unlocking value from
big data.
5.2 Limitations and Future Work
First of all, the data used in this research was very clean with minimal noise, and this is hardly
the case in practice. The data was prepared and provided for a competition, and the transactions
data we used was already in an easy-to-use format. In practice one normally has to spend more
time in data clean-up than they in analysis, and models need to be as robust to that noisy
data as they are to the clean data. In Chapter 2, we did not manage to include more machine
learning methods to compare to the classical ones. In Makridakis et al. (2018) for example,
multiple machine learning methods were used, and thus their findings were more robust than
ours in terms of the comparison between machine learning and statistical models.
Our change-point models focus only on inter-purchase times, and do not consider other aspects
of behaviour such as brand or store selection (i.e. similar to the study by (Clark and Durbach,
2014)). Considering these would have allowed us a chance to compare the performance of the
models, and see whether there are any significant differences for our dataset. Also, only the
Bayesian approach was followed, perhaps estimating the change-point parameters using other
approaches could have been beneficial. In Chapter 4, our main aim was to apply sequential
modeling and use only inter-purchase times as input to predict repeat customers, and this
proved not to be very fruitful as the results were still not that convincing. Maybe the methods
used were not appropriate for the given datasets, and perhaps using different approaches and
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inputs could have yielded better results. Also, due to long computational times we did not
manage to evaluate our hyperparameters to the fullest, only effects of a few hyperparameters
were analyzed, again maybe more time spent on the hyperparameters evaluation could have
produced better results.
The technologies developed in this research are not limited to only the problems discussed here,
but can be applied in other fields and industries. Change-point models for example can be
used for various purposes as mentioned in Chapter 3.1.3, i.e. validation of model assumptions,
assessment and monitoring of safety critical processes, and the validation of an untested sci-
entific hypothesis. Change-point models can also be used in other fields as well, including,
bioinformatics applications, finance application, network traffic analysis, climatology applica-
tions, oceanography applications and detection of malware within software. On the other hand,
sequence modeling can be used for problems such as activity recognition, speech recognition,
chatbots, sentiment classification, DNA sequence analysis, music generation, image generation,
text generation etc. Time-series forecasting methods have plenty of applications as well, with
one the most popular ones being weather forecasting, and stock and market forecasting.
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