Introduction
The methods of analysis of human voice are based on the knowledge of speaker individuality. One of basic studies on speaker acoustic characteristics can be found in (Kuwabara & Sagisaka 1995) . According to them the voice individuality is affected by the voice source (the average pitch frequency, the pitch contour, the pitch frequency fluctuation, the glottal wave shape) and the vocal tract (the shape of spectral envelope and spectral tilt, the absolute values of formant frequencies, the formant trajectories, the long-term average speech spectrum, the formant bandwidth). The most important factors on individuality are the pitch frequency and the resonance characteristics of the vocal tract, though the order of the two factors differs in different research studies. According to (Scherer 2003) larynx and pharynx expansion, vocal tract walls relaxation, and mouth corners retraction upward lead to falling first formant and rising higher formants during pleasant emotions. On the other hand, larynx and pharynx constriction, vocal tract walls tension, and mouth corners retraction downward lead to rising first formant and falling higher formants for unpleasant emotions. Thus, the first formant and the higher formants of emotional speech shift in opposite directions in the frequency ranges divided by a frequency between the first and the second formant. In practice, the formant frequencies differ to some extent for different languages and their ranges are overlapped. According to (Stevens 1997 ) the frequency of vibration of the vocal folds during normal speech production is usually in the range 80 ÷ 160 Hz for adult males, 170 ÷ 340 Hz for adult females, and 250 ÷ 500 Hz for younger children. It means that female pitch frequencies are about twice the male pitch frequencies, pitch frequencies of younger children are about 1.5-times higher than those of females and about 3-times higher than those of males. As regards the formant frequencies, females have them on average 20 % higher than males, but the relation between male and female formant frequencies is nonuniform and deviates from a simple scale factor (Fant 2004) . Emotional state of a speaker is accompanied by physiological changes affecting respiration, phonation, and articulation. These acoustic changes are transmitted to the ears of the listener and perceived via the auditory perceptual system (Scherer 2003) . From literature and our experiments follows that different types of emotions are manifested not only in prosodic patterns (F0, energy, duration) and several voice quality features (e.g. jitter, shimmer, glottal-to-noise excitation ratio, Hammarberg index) (Li et al. 2007 ) but also by significant www.intechopen.com changes in spectral domain (Nwe et al. 2003) . Several spectral features (spectral centroid, spectral flatness measure, Renyi entropy, etc.) quantify speaker-dependent as well as emotion-dependent characteristics of a speech signal (Hosseinzadeh & Krishnan 2008) . It means these features provide information which complements the vocal tract characteristics. This paper describes analysis and comparison of basic spectral properties (values and ranges of cepstral coefficients, positions of formants), complementary spectral features (spectral flatness measure), and prosodic parameters (F0 and energy, microintonation, and jitter) of male and female acted emotional speech in Czech and Slovak languages. We perform statistical analysis for four emotional states: joy, sadness, anger, and a neutral state.
Subject and methods
Our experiments are aimed at statistical analysis and comparison of the spectral and prosodic features in emotional and neutral speech. It comprises comparison of basic statistical parameters (minimum, maximum, mean values, and standard deviation) and calculated histograms of distribution. Extended statistical parameters (skewness, kurtosis) are subsequently calculated from these histograms and/or the histogram can be evaluated by the analysis of variances (ANOVA) approach. Hypothesis tests are used for objective classification of neutral and different emotional styles.
Evaluation of results based on statistical analysis
The resulting parameters obtained from our analysis experiment in the form of histograms of distribution can be applied to visual classification (determination) of speech in different emotional states (typical shapes of particular histograms), or extended statistical parameters can be subsequently calculated from these histograms for objective matching. The skewness y and kurtosis k of a distribution is defined as 
where µ is the mean and σ is the standard deviation of the random variable X, and E(t)
represents the expected value of the quantity t. Skewness is a measure of asymmetry of the data around the sample mean. If skewness is negative, the data are spread out more to the left of the mean than to the right. If skewness is positive, the data are spread out more to the right. Kurtosis is a measure of how outlier-prone a distribution is. The kurtosis of the normal distribution is 3. Distributions that are more outlier-prone than the normal distribution have kurtosis greater than 3; distributions that are less outlier-prone have kurtosis less than 3. On the other hand, some definitions of kurtosis subtract 3 from the computed value, so that the normal distribution has kurtosis of 0 (Suhov & Kelbert 2005) . We use this approach for calculation of kurtosis values in this study. For objective comparison and matching the evaluation by ANOVA with multiple comparison of groups can be applied (Everitt 2006) . This approach is more simple than recent speech recognition methods using evaluation by hidden Markov models (Srinivasan & DeLiang 2010) and is often used in other areas of biomedical research (Volaufova 2005) , (Hartung et al. 2001) . ANOVA gives also F statistics and results of the hypothesis test including probability values. Unlike the ANOVA F statistics, the Ansari-Bradley test (Suhov & Kelbert 2005) compares whether two independent samples come from the same www.intechopen.com distribution against the alternative that they come from distributions having the same median and shape but different variances. The result is h = 0, if the null hypothesis of identical distributions cannot be rejected at the 5% significance level, or h = 1, if the null hypothesis can be rejected at the 5% level. The hypothesis test also returns the probability of observing the given result. Small values of this probability cast doubt on the validity of the null hypothesis. Application of described evaluation approach is demonstrated on example of the Spectral Power Density (SPD) values in [dB] of spectrograms of the sentence "Vlak už nejede" (Czech male speaker) uttered in neutral and three emotional styles. Fig. 1a ) contains the box plot of basic statistical parameters, Fig. 1b Fig. 1b ).
Analysis and evaluation of basic spectral properties
Speech spectrum is represented very well by a pole/zero model using cepstral coefficients in comparison with linear predictive coding (LPC) corresponding only to an all-pole approximation of the vocal tract. From the input samples of the speech signal (after segmentation and weighting by a Hamming window) the complex spectrum by the Fast Fourier Transform (FFT) algorithm is calculated. In the next step the powered spectrum is 
The truncated cepstrum represents an approximation of a log spectrum envelope
The cepstral speech synthesis is performed by a digital filter implementing approximate inverse cepstral transformation. The system transfer function of this filter is given by an exponential relation where the exponent is the Z-transform of the truncated speech cepstrum and it represents the minimum phase approximation of the real cepstrum. Approximation of the system transfer function can be performed by a cascade connection of N 0 elementary filter structures. Using the Padé approximation of the exponential function it has been found out that the minimum number of N 0 (25/50 at 8/16 kHz sampling frequency) cepstral coefficients is necessary for sufficient approximation error (Vích 2000) .
As the value range of the cepstral coefficients exponentially falls, only the first eight coefficients are analyzed (the remaining coefficients practically have not influence on the filter stability, structure, and implementation). The basic cepstral analysis scheme including the spectral features calculation is shown in the block diagram in Fig. 2 . Described method of cepstral speech analysis was supplied with determination of the fundamental frequency F0 and the energy En (calculated from the first cepstral coefficient c 0 ). After removal of the low energy starting and ending frames by the energy threshold (En min ) the limited working length (number of frames) for next processing was obtained -see Fig. 3 . Cepstral analysis must be preceded by classification and sorting process of the cepstral coefficients in dependence on the voice type (male / female) and the speech style (neutral / emotional). Realization of analysis of the cepstral coefficient properties was processed in following phases: a. manual (subjective) classification of voice type and emotional speech style, further automatic processing, b. cepstral analysis of speech signal (from the main two speech databases consisting of short utterances of male/female voice pronounced in neutral and different emotional styles). As a graphical output, the histogram of cepstral coefficients for every emotional state was also constructed. For objective comparison, the extended statistical parameters of skewness and kurtosis were subsequently calculated. The performed statistical analysis of cepstral coefficients consists of four parts: 1. determination of basic statistical parameters of the cepstral coefficients (minimum, maximum, mean value, and standard deviation), 2. calculation and building of histograms, 3. calculation of extended statistical parameters from histograms (kurtosis and skewness), 4. comparison of the mean values and the ranges of the cepstral coefficients for emotional and neutral states. In frequency domain we analyze the first three formant positions (F1, F2, and F3), and the difference between smoothed spectra for comparison of analyzed speech on segmental or phoneme level. Smoothed spectra are computed from the chosen region of interest (ROI) areas of voiced part of speech by the Welch method (Oppenheim et al. 1999) . From these mean periodograms the first three formats are determined as the first three local maxima of the Welch's periodogram where its gradient changes from positive to negative. From the summary comparison of cepstral speech analysis follows that emotional speech brings about the most significant spectral changes for voiced speech (see spectrogram in Fig. 4 ) therefore the extended analysis by mean periodograms of sounds was subsequently performed. For this purpose the second database consisting vowels "a", "e", "i", "o", "u" and voiced consonants "m", "n" and "l" was used. The whole spectral analysis with the help of Welch's periodograms was practically performed in five steps: 1. calculation of smoothed spectra in the form of Welch's periodograms from the selected ROIs of voiced part of neutral and emotional speech signal, 2. determination of the first three formant positions (F1, F2, and F3) from the obtained periodograms, 3. calculation of mean emotional-to-neutral formant position ratios, 4. calculation and visual comparison of mean periodograms of sounds from the database of vowels and voiced consonants, 5. numerical matching of results from the calculated spectral distances between corresponding periodograms by the RMS method. 
According to psychological research of emotional speech different emotions are accompanied by different spectral noise (Scherer et al. 2003) . In cepstral speech synthesis the spectral flatness measure SFM was used to determine voiced/unvoiced energy ratio in voiced speech analysis (Vích 2000) . The SFM values lie generally in the range of (0 ÷ 1) − the zero value represents totally voiced signal (for example pure sinusoidal signal); in the case of SFM = 1, the totally unvoiced signal is classified (for example white noise signal).
According to the statistical analysis of the Czech and Slovak words the ranges of SFM = (0 ÷ 0.25) for voiced speech frames and SFM = (0 ÷ 0.75) for unvoiced frames were evaluated (Madlová & P ibil 2000) . The demonstration example in Fig www.intechopen.com
In our algorithm, the values of SFM are obtained from the voiced speech frames and are separately processed in dependence on voice type (male / female). For every voice type the SFM values were subsequently sorted by emotional styles and stored in separate stacks. These classification operations were performed manually, by subjective listening method. Next operations with the stacks were performed automatically -calculation of statistical parameters: minimum, maximum, mean values, and standard deviation. From the mean spectral feature values the ratio between emotional and neutral states is subsequently calculated. As a graphical output used for visual comparison (subjective method) the histogram of sorted spectral features values for each of the stacks is also calculated. Consequently the extended statistical parameters of histograms (skewness and kurtosis) were subsequently calculated. The second approach based on ANOVA was applied to SFM values together with multiple comparison of groups test as an objective evaluation methodsee block diagram in Fig. 6 . 
Analysis of prosodic parameters and their comparison
Melody of speech utterances is given by the fundamental frequency (F0) contour. Microintonations as well as jitter together with the sentence melody and the word melody also represent the speech melody. Microintonation can be supposed to be a random, bandpass signal described by statistical parameters. The whole prosodic parameter analysis procedure is divided into four phases: 1. analysis of the speech signal: determination of F0 and energy contour, 2. analysis of F0 contour, microintonation extraction, determination of pitch periods in the voiced parts of the speech signal -see example in 
Concatenation

Concat. zerocrossings
4. calculation of the absolute jitter values J Abs , as the average absolute difference between consecutive pitch periods L measured in samples (Farrús et al. 2007) ( )
where f s is the sampling frequency and N L is the number of extracted pitch periods, 5. detection of zero crossings, calculation of zero crossing periods L Z . Spectral analysis of concatenated differential microintonation signal is also carried out for all emotions. This analysis phase is divided into three steps: 1. Calculation of the frequency parameters from the zero crossing periods
, where f F is the frame frequency. 2. Microintonation signal spectral analysis by periodogram averaging using the Welch method. 3. Determination of B 3 values from these spectra for each of the emotion types. To obtain spectrum of smoothed microintonation signal (see Fig. 9b ), the concatenated differential F0 signal is filtered by a moving average (MA) filter of the length M F (voiced parts shorter than M F +2 frames are not processed in further analysis) -see Fig. 9a ).
www.intechopen.com 
Material, experiments and results
As follows from our previous experiments, the basic spectral properties (cepstral coefficients and formant positions) as well as the complementary spectral features depend on a speaker but they do not depend on nationality (it was confirmed that it holds for the Czech and Slovak languages). Therefore, the created speech database consists of neutral and emotional sentences uttered by several speakers (extracted from the Czech and Slovak stories performed by professional actors). The speech material was collected in two databases (separately from male -134 sentences, and female voice -132 sentences, 8+8 speakers altogether) consisting of sentences with duration from 0.5 to 5.5 seconds, resampled at 16 kHz representing four emotional states (sad, joyful, angry, and neutral for comparison). Classification of emotional states was carried out manually by subjective listening method. The F0 vales (pitch contours) were given by autocorrelation analysis method (Oppenheim 1999) 
Results of analysis of basic spectral properties
Results of determined basic statistical parameters of the first 8 cepstral coefficients for different speech styles are shown in the form of box plot graph in Fig. 10 (male voice).
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Summary histograms of cepstral coefficients (c 1 -c 8 ) are shown in Fig. 11 and comparison of histogram contours for different emotions of cepstral coefficients (c 1 -c 4 ) is shown in Fig. 12 (both male voice). Table 2 contains values of kurtosis parameters and Table 3 contains values of skewness obtained from the compared histograms of c 1 -c 4 (for male and female voices). www.intechopen.com www.intechopen.com speech styles are introduced in Fig. 15 (male voice) and Fig. 16 (female voice). Table 4 contains values of kurtosis parameters and Table 5 contains values of skewness obtained from the compared histograms of F1, F2, and F3 (for male and female voices). Summary results of mean neutral-to-emotional formant position ratios for both voices can be seen in Table 6 . Table 6 . Summary results of mean emotional-to-neutral formant position ratios. Results of extended analysis of formant positions by Welch's periodograms of sounds from the database of vowels and voiced consonants (detailed periodograms corresponding to sounds "a", "e", "i", "o", "u" and "l") are shown in Fig. 17 (male voice) and Fig. 18 (female voice). The spectral distances calculated between mean periodograms in "neutral" and emotional styles are summarized in Table 7 . Table 7 . Summary results of spectral distances of analyzed sounds (D RMS are calculated between periodograms of "neutral" and emotional styles) for male and female voices.
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Results of analysis of a complementary spectral feature
The results of basic statistical parameters of the spectral flatness values for male and female voice analysis determined only from the voiced frames are summarized in Table 8 . Histograms of SFM values for different emotions together with visualization of the difference between group means calculated using ANOVA statistics are shown in Fig. 19 (male voice) and Table 9 (male voice)  and Table 10 (female voice). The main result -mean spectral flatness value ratios between different emotional states and a neutral state -is given in Table 11 . Fig. 23 . Results of statistical analysis of energy contours (calculated from the first cepstral coefficient c 0 ) are shown in Fig. 24 and Table 12 consists of energy and absolute jitter ratios for emotional speech styles and neutral style for both voices. In Table  13 , there are stored together mean F0 DIFF values and absolute jitter values. Resulting summary emotional-to-neutral ratios of mean F0 DIFF and F0 RANGE for male and female voice are in Table 14 .
Male voice
Results of basic statistical analysis of zero crossing periods L Z are shown in Table 15 . For objective matching of L Z the ANOVA and multiple comparison of group means together with the Ansari-Bradley test were performed -see Fig. 25 and results in Tables 16 to 18 . Zero crossing periods were next used to calculate microintonation signal spectral analysis. Summary results including the 3-dB bandwidth values for male and female voices are shown in Table 19 . The average microintonation spectra can be seen in Fig. 26 (male voice) and Fig. 27 (female voice). 
Discussion and conclusion
Results of performed analysis and comparison (consequently computed parameter ratios between emotional and neutral states) will be applied for extension of the text-to-speech (TTS) system enabling expressive speech production of voices (male / female) or it be also used in emotional speech transformation (conversion) method based on cepstral speech description (P ibil & P ibilová 2008). The main advantage of this approach consists in a fact that only new cepstral description must be created and the original speech database is applied as a common area for all voices. Statistical analysis of cepstral coefficients and the first three formant positions has shown that different emotional states are manifested in a speech signal in observed parameters. Spectrograms, histogram envelopes together with other parameters may be used for identification of individual emotions. This method can also be used for evaluation of emotional synthetic speech as a supplementary approach parallel to the listening tests. From visual comparison of these spectrograms and histograms follows that emotional speech brings about the most significant spectral changes for voiced speech. Therefore, the extended analysis of sounds based on Welch's periodograms was subsequently performed.
Comparison of calculated spectral distances between "neutral" and transformed emotional styles of voiced sounds shows that the spectral changes (formant position and bandwidth) are the greatest for "angry" and the smallest for "joyous" style. These results are in correspondence with the applied emotional transformation method which means this approach is fully usable for detailed spectral analysis of voiced parts of speech. But a weak point of this method is the manual selection of ROIs. Speech recognition approach (Vích et al. 2008) can be used here (e.g. in the form of a simple phoneme alignment procedure) to get these ROIs automatically.
Results of the spectral flatness ranges and values statistical analysis show good correlation for both types of voices and all three emotions. The greatest mean SFM value is observed in "anger" style for both voices. Similar shape of SFM histograms can be seen in Fig. 19a) and Fig. 20a ) comparing corresponding emotions for male and female voices. On the other hand, it was confirmed that only SFM values calculated from voiced frames of speech give sufficient information -in Fig. 21 it is evident that the histograms are practically the same for all three emotions. This subjective result is confirmed by the objective method -multiple comparison of groups based on results of ANOVA statistics and hypothesis test. Our final aim was to obtain the ratio of mean values which can be used to control the high frequency noise component in the mixed excitation during cepstral speech synthesis of voiced frames (Vích 2000) . From summary results follows that the ratio of mean values is 1.18 times higher for female voice than for male voice. From comparison of basic statistical microintonation analysis follows that absolute jitter values are in accordance with the human vocal tract properties. But there should be a problem with accuracy of jitter measurements, caused by the fact that jitter estimation on running speech (in contrast to steady vowels) is very difficult (Sun et al. 2009 ). Female shorter pitch periods are accompanied with shorter values of the absolute jitter but higher relative changes in the frequency domain (mean F0 DIFF values). The highest values of jitter correspond to "joy" and the lowest ones correspond to "sadness" for both voices. Similar results are shown in (Tao et al. 2006) . The same tendency can be observed for statistical results of zero crossing analysis. Although different frame lengths were used in microintonation frequency analysis for male and female voices, we can see matched similar values for all corresponding emotions. Visual comparison of histograms of zero crossing periods L Z is not significant but higher relative occurrence of low L Z values can be noticed in "neutral" style for both voices. On the other hand, as regards visual comparison of average spectra, similar curves can be matched in Fig. 26 and Fig. 27 for male and female voice for all corresponding emotions. Obtained results of microintonation spectral analysis (especially the B 3 values) can be used to synthesize a digital filter for suppression of microintonation component of a speech signal. From objective statistical comparison of zero crossing periods by Ansari-Bradley hypothesis test follows that the null hypotheses were rejected at the 5% significance level for each emotion type inside the gender group and simultaneously, the null hypotheses between the corresponding emotions of both types of voices are in all cases fulfilled at the same significance level. The result of final multiple comparison of ANOVA also confirms good correlation between particular emotions. In the next future, we plan to use results of ANOVA and hypothesis test for creation of the database of values for emotional speech classifier based on statistical evaluation approach (Iriondo et al. 2009 ), or it can be used for identification of speaker emotional states or in realtime emotion recognition systems (Attasi & Smékal 2008) .
