Purpose -A variety of phenomena such as world wide web, social or business networks, interactions are modelled by various kinds of networks (such as the scale free or preferential attachment networks). However, due to the model-specific requirements one may want to rewire the network to optimize the communication among the various nodes while not overloading the number of channels (i.e. preserving the number of edges). The purpose of this paper is to present a formal framework for this problem and to examine a family of local search strategies to cope with it. Design/methodology/approach -This is mostly theoretical work. The authors use rigorous mathematical framework to set-up the model and then we prove some interesting theorems about it which pertain to various local search algorithms that work by rerouting the network. Findings -This paper proves that in cases when every pair of nodes is sampled with non-zero probability then the algorithm is ergodic in the sense that it samples every possible network on the specified set of nodes and having a specified number of edges with nonzero probability. Incidentally, the ergodicity result led to the construction of a class of algorithms for sampling graphs with a specified number of edges over a specified set of nodes uniformly at random and opened some other challenging and important questions for future considerations. Originality/value -The measure-theoretic framework presented in the current paper is original and rather general. It allows one to obtain new points of view on the problem.
Introduction
Networks, i.e. graphs, serve as a natural mathematical model in a variety of situations ranging from the world wide web, where the nodes are computers and the edges are the The current issue and full text archive of this journal is available at www. emeraldinsight.com/1756-378X.htm This work was sponsored by the EU Project FP6 "Digital Business Ecosystems" and EPSRC EP/D003/05/1 "Amorphous Computing" Grants during the first author's postdoctoral employments in the University of Birmingham and in the University of Sheffield. the aim of gradually optimizing the expected communication time (number of hops) with respect to a certain measure of which nodes are likely to be in contact. We then analyze various preliminary theoretical aspects of this algorithm. Our algorithms are "hybridizations" of the strategies presented and analyzed in Lehmann and Kaufmann (2005) and Jansen and Theile (2007) in the sense that the mutations are carried out only when the agents gather some partial information helping them to decide which mutations are potentially more beneficial. It should also be noted that the optimal communication arrangement problem has been extensively studied in the literature particularly for the case of trees (Gomory and Hu, 1969; Hu, 1974) .
One of the very important aspects of the algorithms presented in this work we establish is their ergodicity. We show that the type of mutation operations introduced and studied in Lehmann and Kaufmann (2005) and Jansen and Theile (2007) as well as in this paper can access any connected graph with a specified set of nodes and number of edges from any other connected graph over the same set of nodes and having the same number of edges. An equivalent formulation of this result is that the Markov chain modeling any evolutionary strategy where every mutation (every possible local rerouting of the network) is selected with positive probability is irreducible. Irreducibility of such Markov chains must not be taken for granted (i.e. it must, indeed, be rigorously proved) as the following example from the past research in population genetics demonstrates. One situation in which one wishes to move around a state space in a similar manner to that considered here occurs in Monte-Carlo Markov chain procedures. A particular application is in calculation of probabilities on complex genealogies using the Gibb's sampler (Geman and Geman, 1984) in which individual's genotypes are updated singly. It was demonstrated by Sheehan and Thomas (1993) that the Markov chain when there were more than two alleles was not necessarily irreducible. Without that irreducibility the calculations of any probabilities or likelihoods would potentially be erroneous (Cannings and Sheehan, 2002) .
Incidentally, ergodicity has another potential application to sampling connected graphs over a specified set of nodes having a specified number of edges uniformly at random which will be presented in some detail in Subsection 10.2 of Section 10. Sampling connected graphs over a specified set of nodes and having a specified number of edges uniformly at random is not a trivial question and at the same time not many algorithms are known to solve this problem. One approach has been developed in Rodionov and Choo (2003) although no proof that their algorithm does indeed sample such graphs uniformly at random has been presented. On the other hand, the question of sampling from various collections of connected graphs with specified properties uniformly at random is important for a variety of reasons as mentioned in Rodionov and Choo (2003) . For instance, random graphs are widely used for testing various algorithms on networks (Waxman, 1993; Doar, 1996; Toh, 1996) . In fact, as Rodionov and Choo (2003) pointed out, generating the graphs uniformly at random is the only reasonable model for the task since the real network structures for algorithm testing are usually unavailable. In Subsection 10.2 of Section 10, we present a class of algorithms based on Markov chains that allow one to sample connected graphs over a specified set of nodes having a specified number of edges nearly uniformly at random. The approach is based on the ergodicity properties of the mutation (local rerouting) transformations jointly with the generalized Geiringer theorem of Mitavskiy and Rowe (2006a, b) . This also raises a very interesting and important question of studying Local search strategies convergence rates of the Markov chains modeling these algorithms with the aim of deciding which algorithms are more efficient, thereby opening a fascinating and a rather challenging question for future work.
In summary, the current work modifies the existing evolutionary strategies to optimize communication in networks subject to preserving the total number of links and establishes mathematically rigorous bounds on the runtime complexity of these algorithms in special cases. Moreover, it is shown that the algorithms introduced in the current paper are superior to these strategies considered earlier in Lehmann and Kaufmann (2005) , for these cases, in the sense that we provide quadratic runtime upper bounds for our algorithms as opposed to the exponential lower time bounds for very similar algorithms of Lehmann and Kaufmann (2005) established in Jansen and Theile (2007) . Our work also rigorously establishes the ergodicity of most evolutionary strategies used to optimize network communication subject to preserving the total number of edges in a rather general setting. As pointed out before, this is a rather important question related to the irreducibility of the corresponding Markov chains. Finally, the ergodicity came in handy to develop a technique for sampling connected networks with a specified number of links uniformly at random which is also rather important as pointed out in the previous paragraph.
In the next section, we introduce the problem and the algorithm to cope with it in detail. In the subsequent section, we present some basic mathematical properties of the algorithm. Further outline will be provided in Section 3.
2. Formal description of the problem and the algorithm 2.1 The statement of the problem Formally, then the problem is as follows. We are given a graph G with nodes V and edges E. From time to time, pairs of nodes communicate with each other. We assume that there is some (unknown) probability distribution m over the set of pairs of nodes describing this communication. We follow some standard algorithm (e.g. Dijkstra's algorithm) to establish a path between the two nodes, and record the path length (number of hops required). We would like to minimize the average path length:
mða; bÞdða; bÞ where d(a, b) is the number of hops from a to b. We seek to do this by incrementally changing the network topology, replacing an existing edge with a new edge. The problem is to find an appropriate replacement strategy.
The description of the algorithm
The algorithm (a rather similar version of which is also introduced in Jansen and Theile (2007) for the case of trees) works as follows:
. Select a, b , ¼ V according to m.
. Find a shortest path g from a to b.
. For each internal node v of the path, create a shortcut with probability p.
.
Go to (1).
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To create a shortcut, consider the section of the path surrounding the chosen node v. That is, there are nodes u and w so that (u, v, w) is in the path g. We add a new edge (u, w) to the graph, and delete either edge (u, v) or (v, w) . The deleted edge is chosen randomly. The idea of this algorithm is that the shortcut will reduce the path-length by one. Of course, it may create problems for other paths, but the hope is that since it will be applied to the most frequently chosen paths, the overall effect will be beneficial.
It should be noted that the problem, as stated, has, as a special case, the minimum communication cost spanning tree problem, which is already known to be NP-complete (Garey and Johnson, 1979) . It is not feasible, then, to propose an efficient algorithm which will solve the problem exactly. The best we can hope for is that our heuristic algorithm will generate solutions of acceptable quality. Having said that, it is known that in the case where:
. all pairs of nodes communicate with equal frequency; and . the number of allowed edges is one less than the number of nodes.
That there is a polynomial-time algorithm, due to Gomory and Hu (1969) and Hu (1974) . However, in our situation, we do not have advance knowledge of the frequency with which pairs of nodes will communicate and it is very unlikely that this will be equal for all pairs of nodes, so their algorithm is not directly applicable. On the other hand, we do have the advantage of having potentially more edges in the network than the minimal set allowed in the Gomory-Hu algorithm.
Overview
In what follows, we present our preliminary theoretical analysis of our network re-routing algorithm. It is rather technical, so we first present a high-level summary.
First we have some mathematical observations in which we define the object of interest, namely the expected shortest distance in the network. That is the average number of hops that messages will make during transmissions between nodes in the network. We prove a simple result that relates this quantity to the frequency with which links (edges) in the network occur in transmissions. If an edge occurs with high frequency, then it can be considered to be rather important. The connection we prove is that the expected shortest distance in the network is equal to the sum of the edge frequencies.
Next, we look at the local effects of a single move of our algorithm to try to establish conditions under which the replacement of one edge by another (a shortcut) will result in an improvement. Clearly, the shortcut will improve matters between the two nodes that have just communicated. The problem is the edge that is being replaced might itself be important. Remembering that the importance of an edge is related to its frequency, we derive conditions on edge frequencies which ensure that the overall average shortest length is improved by the move. The condition we establish suggests a simulating-annealing like modification that we introduce in Section 7. Moreover, in the subsequent sections we analyze the expected runtime complexity of our simulated annealing like strategy on a simple problem. Exponential lower bounds on the expected runtime have been previously obtained by Jansen and Theile (2007) for a very similar algorithm applied to the same problem. Our algorithm's performance is of order Local search strategies O(n 2 ) where n is the number of edges (or nodes: this is irrelevant from the asymptotic point of view) in a tree.
Next, we turn our attention to the question of what happens if any pair of nodes may want to communicate with some positive probability. In Section 10, we prove that in such a case the algorithm has a nonzero chance of encountering absolutely any connected network topology with a specified number of edges. Technically, this means the algorithm is ergodic. In particular, the algorithm does not get stuck in a local optima. In the worst case, of course, one may end up waiting a long time to reach one network topology starting with another.
Basic mathematical observations
Suppose we are given a network (an undirected graph) G ¼ (V, E ) and a probability distribution m on V 2 . For a given pair of nodes x and y denote by d(x, y) the distance between x and y (i.e. the number of edges in the shortest path joining x and y). We are interested in restructuring the network G so as to preserve the number of edges (not to make it bigger), but, at the same time, to minimize the expected shortest distance with respect to the distribution m, namely EðDÞ ¼ P x;y[V mðx; yÞdðx; yÞ. We make the following general observation first.
Proposition 4.1. Denote by G a chosen collection of shortest paths: one for every pair of nodes. Then, EðDÞ ¼ P e[E P G ðeÞ where P G (e) is the probability that the edge e has been encountered in a shortest path from G joining a pair selected with respect to the distribution m.
Proof. Consider the characteristic function X : E £ V 2 ! {0; 1} defined as: Notice that for a fixed edge e [ E, P G ðeÞ ¼ P x;y[V mðx; yÞX ðe; x; yÞ is just the probability that the edge e has been traversed by a path from G joining some pair of nodes (x, y) which is chosen randomly with respect to m. The desired conclusion that EðDÞ ¼ P e[E P G ðeÞ now follows. A Notice that the choice of the collection of the shortest paths G is not unique in general. As an immediate consequence of Proposition 4.1 we deduce.
Corollary 1. Given a graph G ¼ (V, E ) and a probability distribution m over V 2 , let G denote any collection of the shortest paths between the nodes of G containing a unique path for every pair of nodes of G. Then it follows that P e[E P G ðeÞ is independent of the choice of G.
Similar results can be established by expressing the path length counting the nodes rather than the edges. This is analogous to the above, if we use the characteristic function Y G : V 3 ! {0; 1} defined as: Again, for every fixed node v [ V, we notice that P x;y[V mðx; yÞYðv; x; yÞ is the probability P G (v) that the node v has been encountered in the unique path from G joining the pair of nodes (x, y) randomly chosen with respect to the distribution m. This produces a result analogous to Proposition 4.1. Proposition 4.2. Denote by G a chosen collection of shortest paths: one for every pair of nodes. Then:
where P G (v) is the probability that the node v has been encountered in a shortest path from G joining a pair selected with respect to the distribution m.
Local algorithm analysis
We consider a simple local replacement algorithm whose step is to remove an edge e 2 from the network and to insert another edge e þ into the network. We shall now express the "improvement" or "worsening" that the algorithm creates after a single time step. We continue with the notation of the previous section: G ¼ (V, E) denotes our network and G 0 ¼ ðV ; ðE < {e þ }Þ 2 {e 2 }Þ denotes the modified network. Our immediate goal is to express the difference between the expected average distances D and D 0 for the networks G and G 0 , respectively. Recall that G and G 0 denote the collections of shortest paths between the pairs of nodes of G and G 0 , respectively, containing exactly one path for every pair of nodes (x, y). Once the set of shortest paths G has been chosen consider the subset Cðe 2 ; e þ Þ # G consisting of all the paths in G which remain the shortest in G 0 (i.e. these which do not pass through e 2 and also remain the shortest regardless of removing e 2 and adding e þ ). Notice that G 0 can be chosen so that Cðe 2 ; e þ Þ # G 0 (since these paths remain the shortest in G 0 ) and for the where P Cðe 2 ;e þ Þ ðeÞ denotes the probability that the edge e occurs in the shortest path from G when sampling with respect to m and P Nðe 2 ;e þ Þ ðeÞ denotes the probability that it occurs in the path from N ðe 2 ; e þ Þ. Likewise:
where P N 0 ðe 2 ;e þ Þ ðeÞ denotes the probability that the edge e occurs in the path from N ðe 2 ; e þ Þ. Combining these observations with Proposition 4.1 gives us: 
In fact, this quantity measures a single step improvement. Next, we shall apply the above observations to deduce some basic theoretical properties of the algorithm described in Section 2.2. Recall how the algorithm works: we fix a small positive number p ! 1, at every stage we sample a pair (x, y) of nodes randomly with respect to the probability distribution m. Next we find a shortest path IJICC 2,2 joining x and y in the network G. We traverse the path starting with the node x and whenever, we encounter a consecutive pair of edges (u, v) and (v, w) along the path, with probability p we replace one of the edges (either (u, v) or (v, w) ) with the edge (u, w). The decision which one of the edges is discarded is made with probability 1/2. Now suppose WLOG that e 2 ¼ ðu; vÞ and e þ ¼ ðu; wÞ (recall that e 2 denotes an edge that has just been removed while e þ denotes the one that has been added). Once we select the collection of the shortest paths G, notice that for every path g [ N ðe
2 ; e þ Þ joining a pair of nodes, say x and y, the path g 0 in the new network obtained upon removing the edge e 2 and adding the edge e þ , constructed by replacing the edge e 2 with the consecutive pair of edges {v, w} and e þ (or e þ and {w, v} depending on the order) is longer by exactly one edge. Thus, even if g 0 is a shortest path between x and y in the new network, the shortest distance between x and y has been increased by exactly one edge. In this case, we let the new set of shortest paths G 0 contain the path g 0 . Likewise, the paths which involve both edges, e 2 and {v, w} are shortened by exactly one edge in the network G 0 . Again, we let G 0 contain these paths as well (these where the edges e 2 and {v, w} are replaced by the single edge e þ ). The figures show all the possible situations: Figure 1 shows the shortest paths between the corresponding pairs of purple nodes. The case when the path remains unchanged is shown on the Figure 1 To shorten the notation, let e 0 ¼ {v, w}. 
In summary, we have:
We now proceed to analyze the differences P N ðe 2 ;e þ Þ ðe 0 Þ 2 P N 0 ðe 2 ;e þ Þ ðe 0 Þ and P G ðe 2 Þ 2 P G 0 ðe þ Þ more explicitly. First note that we can write N ðe 2 ; e þ Þ ¼ Lðe 2 ; e þ Þ < Sðe 2 ; e þ Þ where Lðe 2 ; e þ Þ is the set of these paths which have been made longer, and Sðe 2 ; e þ Þ is the set of these paths which have been shortened upon removal of e 2 and insertion of e þ , respectively. Notice that the edge e 0 does not occur in a path which has been lengthened by removal of e 2 (according to the previous discussion, all such paths must pass through e 2 and not through e 0 ) so that P Lðe 2 ;e þ Þ ðe 0 Þ ¼ 0. Likewise, P Sðe 2 ;e þ Þ ðe 0 Þ is the probability that e 0 is the edge of a path that has been shortened, i.e. a path which goes through both, e 2 and e 0 . This is simply the probability that e 2 and e 0 occur jointly. We shall denote this probability by Pðe 2^e 0 Þ. We now deduce that:
In general, we shall adopt the following notation: Pðe 1^e2 Þ is the probability that the edges e 1 and e 2 are encountered jointly, while Pðe 1^e2 Þ shall denote the probability that e 1 occurs and e 2 does not. Similarly, we deduce that:
(Here the reader would do well to refer back to the picture above). Finally, observe that whenever a path in g [ G involves e 2 , the corresponding path g 0 [ G 0 involves e þ (regardless of whether it is shortened or lengthened). It follows now that 
We summarize this final observation below. 
where Pðe 1^e2 Þ is the probability that the edges e 1 and e 2 are encountered jointly, while Pðe 1^e2 Þ denotes the probability that e 1 occurs and e 2 does not.
Empirical results with scale free networks
Preferential attachment networks, a particular type of scale-free networks, introduced in Watts (2004) and Barabási (2001) model a variety of phenomena ranging from WWW to social interaction networks. The diameter of such networks grows logarithmically with the number of nodes. However, in some cases, we may be interested in optimizing communication with respect to a particular probability distributions on the pairs of nodes, and the network may be rewired to decrease the average communication time even further. We have therefore conducted experiments with such networks with between 50 and 200 nodes. We seek to simulate the situation that would occur when two nodes frequently share information, and yet are currently relatively far apart in the network. We hope our adaptive algorithm will reconfigure the network so as to bring them closer together. Consequently, for each network, we selected a subset of 10 percent of the nodes with probability inversely proportional to the node's degree (i.e. the nodes which have smaller degree are more likely to get selected). Such a subset is likely to be fairly widely spread throughout the network and will tend not to include major hubs which are already well-connected. The selected nodes were partitioned into two sets, A and B of equal sizes and the probability distribution m was defined which samples every pair from the set A £ B with equal probability. Thus, nodes from group A always want to communicate with nodes from group B. The adaptive algorithm should move these two subsets closer together in the network as it reconfigures the network topology.
The expected path length with respect to the probability distribution m described above has been estimated by performing 50 independent samplings of pairs of nodes with respect to m. Afterwards, 300 independent iterations of the re-routing algorithm were performed. A single iteration of the algorithm picks a pair of nodes ðx; yÞ [ V 2 at random with respect to the distribution m (notice that our distribution m is concentrated on the pairs in A £ B only so that with probability 1 we choose a pair in A £ B # V 2 ). Now we use Dijkstra's algorithm to find the shortest path between x and y in the original network. Once a shortest path has been selected, we traverse the path from one end to another, replacing a consecutive pair of edges by a single edge joining non-common nodes and deleting one of the intermediate edges (see the previous section for more details on the analysis of this algorithm) with some probability p. Three independent experiments have been run with the values of p ¼ 0.2, 0.5 and 0.8. Again, Local search strategies upon the completion of 300 such iterations, we estimate the average path length by performing 50 independent samplings of pairs in V 2 with respect to m. The plots of the average shortest path length vs the total number of nodes in the network before and after the re-routing algorithm have been produced. In Figures 3 and 4 , the label "LBI" shows the plot of the average path length before the 300 iterations of the rerouting algorithm have been applied, while "LAI" stands for the plot after the iterations of the rerouting algorithm. All of these plots appear below: from these plots, we can see that the average path length after the algorithm has been run is significantly reduced. Moreover, the reduction is stronger for larger values of p. A possible explanation for this is that a single step of the algorithm is unlikely to case to much harm. If a step leads to an increase in the mean path length, according to Theorem 5.2, the only way Number of nodes + 50 Note: Here L.A.I is an abbreviation for "Length After the Iterations" IJICC 2,2 this can happen is if the probability of joint occurrence of the consecutive edges which have been altered is smaller than the probability of their separate occurrence. Then, roughly speaking, the opposite will be true in the next step of the algorithm so that the algorithm is likely to correct itself in the sequel step. At the same time, the algorithm modifies the network more frequently after a fixed number of iterations when p is larger. However, a deeper theoretical analysis is necessary to understand which parameters are more suitable for which networks.
As the number of nodes gets larger, the improvement reduces regardless of the value of p. This is quite easy to understand: for larger networks, the percentage of the nodes selected increases and the number of possible pairs sampled increases quadratically. The number of iterations is usually insufficient to sample all the possible pairs, and, in fact, samples only a very limited number of these pairs. Completely different sets of pairs may be sampled during the mean path estimation after all the modifications are complete and before the iterations have been run .
It would seem from the empirical data that it is a good strategy to make the edge re-placement probability as high as possible. Taking this to the extreme, we could set p ¼ 1.0 which effectively means that every time two nodes communicate, we place an edge directly between them and delete a random edge from the original path. However, this trend in the data are probably caused by the rather special probability distribution which we used to model communications, in which all communications were restricted to being between two small subsets of the nodes. With a rather less strict set of communications, it is likely that the extreme choice p ¼ 1.0 will be more likely to disrupt potentially useful pathways in the network ( Figure 6 ).
However, this does lead to the question of the best choice of shortcut to make. A more sophisticated strategy would be to replace our strategy of removing an edge at random when making a shortcut with a simulated annealing type of heuristic. A possible approach motivated by Theorem 5.2 will be discussed in Section 7.
It is worth emphasizing that, since the problem is an NP-complete one, we do not expect to be able to find optimal network configurations efficiently. Our algorithm will only approximate the optimum. It is important to investigate exactly how good such approximations are. In fact it is possible to construct artificial networks Local search strategies (e.g. star-shaped networks) in which it is very hard for our algorithm to find good solutions. In such cases, the algorithm performs rather badly.
Simulated annealing-like modification and expected runtime bounds for a special case
The algorithm we considered so far cycles through the Stages (1)-(4) as described in Section 2.
Step (3) consists of making a shortcut, i.e. choosing a consecutive pair of edges (u, v) and (v, w), adding the edge (u, w) and removing one of the edges: either (u, v) or (v, w). In the examples considered so far, the edge to be removed has been chosen uniformly at random, i.e. the probability of removal of the edge (u, v) was the same as that of the removal of the edge (v, w). On the other hand, Theorem 5.2 suggests that we should remove the edge which is less likely to occur separately without the remaining edge along this path with the aim of maximizing the expected distance improvement. Certainly these likelihoods are unknown, but it does not require much memory to keep track of the joint occurrence of the edges. This might be a way to make an educated guess which one of the edges (u, w) or (v, w) is more effective (and also potentially less harmful) to remove. While we keep track of the joint pairwise occurrence of the consecutive pairs of edges, as new edges are added and some old ones removed, we need to set the values for the joint occurrences of the newly added edge with the other edges as well as to modify the corresponding values for the edges neighboring to the removed one. To develop reasonable heuristics for this we proceed as follows: suppose at every step of our algorithm a node v keeps track of the joint frequency of occurrence of the edges (u, v) and (v, w) for every u, w [ V where V is our specified set of nodes. Suppose the edge e 2 ¼ (v, w) has been removed, the edge e þ ¼ (u, w) has been added and the edge e 0 ¼ (u, v) remains intact as pictured below: we need to set the joint frequency values for the edge pairs of the form (x, u) with (u, w), (w, y) with (u, w) and (u, v) with (u, w), as well as to reset the existing values for the pairs of the form (x, u) with (u, v) and (z, v) with (u, v). Our strategy is based on the following observations. Let G denote a set of shortest paths in the original graph G (before the algorithm has been applied to it) containing one shortest path for every pair of nodes. Also let G 0 be the collection of paths in G 0 (the graph obtained from G by removing the edge e 2 ¼ (v, w) 0 , yet they will provide us with the worst case scenario that is usually not too far from the truth. As in Section 5, we denote by P G (e [ h) the joint frequency of occurrence of edges e and h and by P G ðe^ hÞ the frequency of occurrence of e without h with respect to the collection G of paths. We now observe the following.
Proposition 7.1. Given G, G 0 , G and G 0 as above, we have the following identities:
where:
is the frequency of occurrence of the edge e 2 and P G ððx; uÞ^ðu; vÞ^e 2 Þ denotes the frequency of the joint occurrence of the three consecutive edges (x, u), (u, v) and e 2 . Proof. These identities follow directly from the definition of G 0 in terms of G. For instance, to verify the first identity notice that a path in G 0 which passes through the edges (z, v) and (v, u) might either be a valid path of G and there are P G ððv; zÞ^ðu; vÞÞ such paths, or t may come from a path of G passing through (z, v) and e 2 (since in this case the edge e 2 has been replaced by the consecutive pair (v, u) and e þ ) and there are P G ððv; zÞ^e 2 Þ such paths. Verification of the remaining identities is analogously straightforward, hence we leave this for the interested reader. A Proposition 7.1 provides us with reasonable heuristics to update the values of the form P G 0 ððv; zÞ^ðu; vÞÞ, P G 0 ððw; y^e þ Þ and P G 0 ððu; vÞ^e þ Þ. On the other hand, it only tells us the sum of the values P G 0 ððx; uÞ^ðu; vÞÞ and P G 0 ððu; vÞ^e þ Þ. To set these values, we need one more simple equation involving them as unknowns. Unfortunately, it seems impossible to derive any rigorous equation of the type, but we can still invent a reasonable strategy based on the observation that P G 0 ððx; uÞ^e þ Þ ¼ P G ððx; uÞð u; vÞ^e 2 Þ (see the last equation of Proposition 7.1). In fact, the edges (x, u) and e þ occur jointly in G 0 if and only if the edge (x, u) occurs jointly with the edges (u, v) and e 2 Local search strategies in G. Thus, if we have no information about the conditional distribution of the joint occurrence of the edges (u, v) and e 2 in G, it is reasonable to assume that (u, v) and e 2 are as likely to occur jointly given the occurrence of (x, u) as they are to occur jointly with other edges, and hence the following heuristic update rule. Update rule for joint frequencies. We update the values P G 0 ððx; uÞ^ðu; vÞÞ and P G 0 ððx; uÞ^e þ Þ based on the equation:
P G ððx; uÞ^ðu; vÞÞ ¼ P G 0 ððx; uÞ^ðu; vÞÞ þ P G 0 ððx; uÞ^e þ Þ and the assumption that:
EðGÞ is adjacent to ðu;vÞ and h-e 2 X P G ððu; vÞ^hÞ is the frequency of occurrence of (u, v) without e 2 . As a matter of fact, the frequency values set by the heuristic update rule for joint frequencies resets the joint frequency values of the form P G 0 ððx; uÞ^ðu; vÞÞ and P G 0 ððx; uÞ^e þ Þ according to the ratio of the total joint probabilities in the following sense.
Proposition 7.2. LetP G 0 ððx; uÞ^ðu; vÞÞ andP G 0 ððx; uÞ^e þ Þ denote the joint probability values updated according to the update rule for joint frequencies [2] . Let N ðuÞ ¼ {jjðj; uÞ [ EðGÞ and j -v} ( Figure 7) . Then: where the last equality is one of the equations from Proposition 7.1. Likewise, we have:
The desired conclusion now follows by substituting the above equations into the second equation of the update rule for joint frequencies. The first equation of the update rule for joint frequencies holds for the true values by Proposition 7.1. A Proposition 7.1 and the heuristic update rule above tell us how to keep track of the joint frequency of occurrences of consecutive pairs of edges. Next, we need to invent a strategy for selecting a consecutive pair of edges along a chosen shortest path to perform a modification of the network on. Moreover, we also need to decide on how high is the probability of removal of the edge which is less likely to occur without its adjacent edge in question depending on the joint frequency estimates we collected.
Depending on the measure m on V 2 (see Subsection 2.1 of Section 2 for the meaning of m), the network structure, on how long we run the algorithm for and on the specific pair of nodes being sampled at the present time, various pairs of edges along the shortest path found will be more or less effective to perform a modification on subject to their joint frequencies of occurrence. We can heuristically judge the "efficiency" based on how often the edge to be replaced occurred jointly with the edge to remain present within the consecutive pair in question. For instance, suppose after t time steps a pair of nodes x and y has been sampled and we found a shortest path g ¼ u 1 ; u 2 ; u 3 ; . . . ; u l with u 1 ¼ x and u l ¼ y between the pair. We may now perform a step of our algorithm on any one of the i 2 2 pairs of consecutive edges of the form {ðu i ; u iþ1 Þ; ðu iþ1 ; u iþ2 Þ} and our goal is to determine the "reliability measure" of such a pair. Let e j ¼ ðu j ; u jþ1 Þ and let P t ðe i ; e iþ1 Þ, P t ðe i ; e iþ1 Þ and P t ðe iþ1 ; e i Þ denote the estimated joint frequencies of occurrence of the respective consecutive pairs of edges. According to Theorem 5.2, if we were to perform a step of our algorithm on the pair ðe i ; e iþ1 Þ, we should remove the edge e q that maximizes the lower bound on the improvement of the overall expected distance P t ðe i ; e iþ1 Þ 2 P t ðeq; e q Þ where q ¼ i or i þ 1 and:q
The "efficiency" of a consecutive pair of edges ðe i ; e iþ1 Þ can then be defined as max{P t ðe i ; e iþ1 Þ 2 P t ðeq; e q Þjq ¼ i; i þ 1}. We may now decide among a number of heuristic strategies for selecting a consecutive pair of edges along the path g to perform the modification on based on the efficiency measure introduced in the previous sentence:
. Greedy strategy. Select the pair of edges along g having the maximal efficiency value. More precisely, if we write g ¼ e 1 ; e 2 ; . . . ; e l then we select the consecutive pair of edges ðe i ; e iþ1 Þ for rerouting which maximizes the efficiency measure, i.e. the function max{P t ðe i ; e iþ1 Þ 2 P t ðeq; e q Þjq ¼ i; i þ 1} over its domain {ðe i ; e iþ1 Þ} l21 i¼1 . In case this function has more than one maximum, we choose one uniformly at random among the maximums (see how q andq are defined above).
Local search strategies
. Random strategy. Ignore the efficiency measure and choose the pair of edges along g uniformly at random. More precisely, if we write g ¼ e 1 ; e 2 ; . . . ; e l then we just select any consecutive pair ðe i ; e iþ1 Þ of edges uniformly at random from the set {ðe i ; e iþ1 Þ} l21 i¼1 .
. Mixed strategies. Generate a probability distribution on the collection {ðe i ; e iþ1 Þ} l21 i¼1 of l 2 1 consecutive pairs of edges which favors the pairs ðe i ; e iþ1 Þ with higher efficiency values max{P t ðe i ; e iþ1 Þ 2 P t ðeq; e q Þjq ¼ i; i þ 1} over these with lower ones and sample a pair to reroute with respect to this distribution.
It seems that the mixed strategies are the most reasonable ones to apply though it is not trivial to decide on the appropriate probability distribution.
Once the pair of edges ðe i ; e iþ1 Þ has been chosen for rerouting, it remains to decide on how high is the probability of the removal of the edge e q depending on how high the efficiency is. Certainly, all the effectiveness of all these parameters depends greatly on the probability measure m on V 2 for sampling the pairs of nodes as well as, possibly, on the initial network topology and the total number of edges in the network. Theoretical analysis of such questions, as we know, is highly nontrivial. Therefore, we start with a rather simple situation where our network is a tree T over the set of nodes V ¼ {0; 1; . . . ; n} (i.e. a connected graph with jV j 2 1 ¼ n edges). The reason that this kind of example is theoretically tractable is largely due to the following facts.
Proposition 7.3. Suppose we are given a tree T over the set of nodes V as above. Then, the bound of Theorem 5.2 is an exact equation describing a single step improvement of the expected distance after removal of the edge e 2 and insertion of the edge e þ . Moreover, the collection of paths G 0 as in Theorem 5.2 as well as in Proposition 7.1 is the collection of the shortest paths in the tree T 0 obtained from T after removal of the edge e 2 and insertion of the edge e þ . Proof. This observation follows immediately from the definition of a tree: every pair of nodes in a tree has a unique path between them. Then every path is the shortest one. The bound in Theorem 5.2 applies to the difference of the expected distance values with respect to G and G 0 and may not be exact only when G 0 is not the collection of shortest paths which is not the case for trees.
A In Section 9, we will establish some rigorous bounds on the expected runtime of the greedy strategy and some mixed strategies for the case when the initial graph is a tree with jV j 2 1 edges on the set of nodes V ¼ {0; 1; . . . ; n} with the probability distribution m 0 on V 2 defined as:
Our theoretical analysis is made possible largely due to the fact that when we assume the measure of the type above and start with any tree T, the heuristic update rule for joint frequencies introduced above does not falsify the information on the joint frequencies we have gathered prior to applying a modification step of our algorithm. Proposition 7.4. Given any tree T on the set of nodes V ¼ {0; 1; . . . ; n}, let G(T) denote the set of all paths in T. Suppose we are given a probability measure m on V 2 satisfying mðx; yÞ . 0 ) x ¼ 0 or y ¼ 0. Then ; tree T on the set V of nodes and ; consecutive triplet of edges (x, u), (u, v) and (v, w) [ E(T) with IJICC 2,2 dð0; xÞ , dð0; uÞ , dð0; vÞ, the equations in the update rule for joint frequencies hold true for the collection of paths: Proof. The first assertion follows immediately from Proposition 7.2 by observing that each of the summands apart from possibly P G 0 ððj; uÞ^ðu; vÞÞ for j ¼ x in the numerator and P G 0 ððj; uÞ^e þ Þ for j ¼ x in the denominator vanish (this is because (x, u) is the only edge involved in any path from the root node passing through u since our graph is a tree) so that the ratio of the updated values is the same as that of the exact ones.
The second assertion follows from the fact that in any tree rooted at 0 if dð0; xÞ # dð0; uÞ # dð0; vÞ then every path picked with nonzero probability (the only such paths initiate at the root node 0) which passes through the edge (v, j) for: When we apply Proposition 7.2 all of the summands in the numerator vanish. In particular, the joint probability P G 0 ðð y; wÞ^ðw; vÞÞ ¼ 0. A In the remaining two sections we will establish some runtime bounds for our algorithm to reach the optimizing topology when we start with the measure m 0 described in the paragraph above the statement of Proposition 7.4. The optimizing topology for this kind of measure is evidently the star centered at 0, i.e. a tree with edges of the form (0, i ) for 1 , i , n. In Section 9, we will establish upper bounds of orders n 2 and n ln n depending on the strategy we choose. Needless to say, these bounds are much better than the exponential bounds on the expected run time obtained for a very closely related algorithm on the same problem in Jansen and Theile (2007) . Although the particular measure we consider is not likely to arise in practice, it may serve as a starting point for some more practical measures that are likely to occur when dealing with preferential attachment networks. Owing to the power law degree distribution in a preferential attachment network, there is a rather small number of hub nodes that are likely to be chosen jointly with other nodes in the network and so the Local search strategies measure m in such cases resembles to a large extent our measure m 0 where a single node (rather than a small group of nodes) is selected jointly with other nodes in the network. Owing to the mathematical difficulty of questions related to estimating expected runtime, we have to consider simplified cases first and attempt to extend the results later.
The primary mathematical tool we exploit in the current work is the so-called "drift analysis" method. Drift analysis has been successfully applied in He and Yao (2004) to introduce complexity classes for evolutionary algorithms based on the expected runtime to reach a population containing the optimum solution. A more advanced and much more detailed exposition to the drift analysis techniques appears in Hajek (1982) and many other relevant facts in Syski (1992) . In the next section, we introduce and extend the drift analysis tools presented without proofs in He and Yao (2004) .
The drift analysis method
To obtain the expected runtime bounds for the special case of rooted trees, we will exploit the following "drift analysis" lemma which is stated without a proof in He and Yao (2004) . As the proof is not particularly complicated, we present it in the current paper and we will also extend the lemma slightly to allow further improvements for our particular application. We now proceed to set the stage for the lemma. TðxjX 0 ¼ j 0 Þ ¼ min{tjX t ðxÞ [ A} under the assumption that X 0 (x) ¼ j 0 with probability 1 (i.e. the chain starts at a specified j 0 [ X).
We are now ready to establish the lemma from He and Yao (2004) . Lemma 8.1. Suppose we are given a Markov chain ðX ; {p x!y } x;y[X Þ a subset A # X and a distance function D : X ! ½0; 1Þ as described in Definition 2. Suppose also ' a constant l [ (0, 1) such that ;x [ A c (here A c denotes the complement of A in X) we have DðxÞ 2 P y[X p x!y Dð yÞ $ l. Then:
(here A c denotes the complement of A in X) we have DðxÞ 2 P y[X p x!y Dð yÞ # M . Then:
Proof. We prove only the first assertion where we assume that ' a constant l [ (0, 1) such that ;x [ A c (here A c denotes the complement of A in X) we have DðxÞ 2 P y[X p x!y Dð yÞ $ l. The proof of the second assertion is entirely analogous. First of all notice that without loss of generality we may assume that A is an absorbing set of states, i. To summarize, we have shown that EðDðx t Þ 2 Dðx tþ1 ÞÞ $ l · PðTðxjX 0 ¼ j 0 Þ . tÞ. Now observe that the event U ¼ {x ¼ {x t } 1 t¼0 j's with x s [ A} is a tail event and so its probability is either 0 or 1 according to Kolmogorov's zero-one law. It is easy to see from the condition DðxÞ 2 P y[X p x!y Dð yÞ $ l together with the finiteness of X that some power of the Markov transition matrix has positive transition probabilities from any state towards A which shows that P(U) . 0 and hence must be 1. This means that D s (x) ¼ 0 for some s with probability 1 so that we can write:
Local search strategies where we used the fact that for a nonnegative random variable Z we have:
PðZ . tÞ:
Thereby, we have shown that Dðj 0 Þ $ l · EðTðxjX 0 ¼ j 0 ÞÞ and the desired conclusion now follows at once. The proof of the second assertion can be repeated verbatim replacing the $ signs with # , min with max and l with M. A Corollary 3. Suppose we are given a Markov chain ðX ; {p x!y } x;y[X Þ a subset A # X and a distance function D : X ! ½0; 1Þ as described in Definition 2. Suppose also ' a constant K [ (0, 1) such that ;x [ A c (here A c denotes the complement of A in X), we have DðxÞ 2 P y[X p x!y Dð yÞ ¼ K. Then:
It may happen in practice that the lower bound l changes over time. We now extend Lemma 8.1 in a simple fashion to take this into account. This will allow us to improve an upper bound on the expected running time by a linear factor. Lemma 8.2. Suppose we are given a Markov chain ðX ; {p x!y } x;y[X Þ a subset A # X and a distance function D : X ! ½0; 1Þ as described in Definition 2. Suppose also that for every integer
with dDðxÞe $ k (here A c denotes the complement of A in X), we have DðxÞ 2 P y[X p x!y Dð yÞ $ l k . Then:
Proof. We proceed by induction on dDðj 0 Þe. When dDðj 0 Þe ¼ 1 we have Dðj 0 Þ # 1 and ;x [ A c we have dDðxÞe $ 1 so that ;x [ A c we have DðxÞ 2 P y[X p x!y Dð yÞ $ l k . Lemma 8.1 applies now telling us that:
and establishes the base case. Now suppose the statement is true for dDðj 0 Þe # m for some m .
Define a new distance function V ðxÞ ¼ max{0; DðxÞ 2 m}. Clearly V is a distance function with respect to B in accordance with Definition 2. Notice also that with dV ðxÞe ¼ k we have V ðxÞ 2 P y[X p x!y V ð yÞ $ l kþm . By inductive hypothesis we now deduce that:
Clearly:
Evidently, A # B so that by Markov property:
by inductive hypothesis. Thus, it follows that:
so that the bound is valid for dDðj 0 Þe ¼ m þ 1. The desired conclusion now follows by the principle of induction. A In more rare applications, one of which will be presented in the next section, we may obtain a lower bound on the expected waiting by exploiting the following fact.
Corollary 4. Suppose we are given a Markov chain ðX ; {p x!y } x;y[X Þ a subset A # X and an integer valued distance function D : X ! N < {0} as described in Definition 2. Suppose further that ;x [ X we have p x!y -0 ) Dð yÞ ¼ DðxÞ or Dð yÞ ¼ DðxÞ 2 1. Suppose further that ;n [ N ' a constant K n such that ;x [ X with D(x) ¼ n we have DðxÞ 2 P y[X p x!y Dð yÞ # K n . Then, ;x [ X we have:
Þ almost surely (due to the assumption that the distance can be decreased only step-by-step) where T U ðxjX 0 ¼ j 0 Þ ¼ min{tjx t [ U } is the waiting time to enter the subset U [ X for the first time starting at the state j 0 . We can then write:
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By linearity of the expectation it then suffices to estimate the expectation of each summand separately. A straightforward shift in the distance function, completely analogous to that in the proof of Lemma 8.2 followed by application of Lemma 8.1 and the Markov property show that EðT BðDðj 0 Þ21Þ ðxjX 0 ¼ j 0 ÞÞ $ ð1=K Dðj 0 Þ Þ while:
and the desired conclusion now follows.
A When applying the above tools in practice we have to cope with estimating the "expected single step distance improvement" of our Markov chain. This distance improvement is of the form E step ðDðxÞÞ ¼ DðxÞ 2 P y[X p x!y Dð yÞ. As it was pointed out in He and Yao (2004) [3], for practical purposes it is often convenient to decompose the above expression into "positive" and "negative" parts as follows: To summarize, we can write: 
Apart from the drift analysis tools presented so far we will make use of the following well-known inequality called the "Chernoff bound" (see, for instance, Section 4.1 of Motwani and Raghavan, 1995 By letting p i ¼ p ;i in the statement of Theorem 8.3 and observing that the sum of independent and identically distributed Bernoulli trials with probability p each is IJICC 2,2 distributed binomially (with probability of success p, probability of failure q and mean kp), we immediately deduce the following.
Let X denote a binomially distributed random variable with probability of success p and probability of failure q ¼ 1 2 p. Then:
9. Theoretical runtime bounds for a special case We now return to the setting of Section 7 where we introduced several simulated-annealing like modifications of our algorithm. Our goal in the current section is to establish upper bounds on the expected run time when we start with the set of nodes V ¼ {0; 1; 2; . . . ; n}, the measure m 0 on V 2 defined in Section 7 as:
and any connected graph having n edges on V (i.e. a tree on V) to reach the optimum network topology that is evidently a "star" tree centered at 0 (i.e. the tree with edges of the form (0, i ) for the nonzero nodes i [ V). We will assume throughout that our algorithm makes only informative changes in the following sense: suppose a pair of nodes (0, y) [ V 2 is sampled with respect to m 0 (only such pairs are sampled with nontrivial probability according to our assumption). Upon updating the joint frequencies of the edges at the nodes involved in the path, we need to select a pair of edges to modify. Once we select a consecutive pair of edges (u, v) and (v, w) along the path, there may be a tie, i.e. it may happen that the joint frequencies of occurrence of the edges:
Pððu; vÞ; ðv; wÞÞ ¼ Pððv; wÞ; ðu; vÞÞ:
If such a thing happens, it is not possible to decide which edge removal will be detrimental. This implies, particularly in our case when we sample pairs of nodes with respect to the measure m, that we have not sampled enough (otherwise, by Propositions 7.3 and 7.4, the edge further from the root never occurs without the edge closer to the root in a path joining the root with any ancestor of the furthest node involved in the pair of edges). This motivates the following definition.
Definition 6. We say that a consecutive pair of edges ((u, v) , (v, w)) is informative if:
Pððu; vÞ; ðv; wÞÞ -Pððv; wÞ; ðu; vÞÞ:
For simplicity of theoretical analysis we will also assume that unless there is an informative pair of consecutive edges (in the sense of Definition 6) within the path joining the sampled pair of nodes (0, y) [ V 2 , we perform no change at all. So far, we would not assume anything about which pair of consecutive edges we select to perform rerouting as long as the pair is informative. The next lemma tells us that we do not need to wait for too long to obtain informative pairs with high probability.
Lemma 9.1. Suppose we have already done sampling 2n þ i times with respect to the measure m 0 (i.e. we implemented 2n þ i steps of our algorithm already). Let (0, y) be any other pair sampled at the 2n þ ith step of the algorithm for i . 1. Then the Local search strategies probability that the consecutive pair of edges (0, u) and (u, v) along the path joining 0 and y is informative is bounded below by 1 2 e 2ð1=4Þ . Proof. The total number of times that the node u has been sampled during the first 2n steps of the algorithm is distributed binomially with success probability 1/n. The mean of this binomial distribution is then 2n(1/n) ¼ 2. According to Corollary 5, the probability that the node u has been sampled jointly with the node 0 with respect to m 0 before 2n times steps fewer than 1 ¼ ð1 2 ð1=2ÞÞ · 2 time steps is: On the other hand, the event that u has been sampled at least once is contained in the event that the pair of edges (0, u) and (u, v) is informative in the sense of Definition 6. Indeed, if u has been sampled then the frequency of occurrence of the edge (0, u) separately from the edge (u, v) is at least 1 while the edge (u, v) could never have occurred without the edge (0, u) in the process of sampling due to Propositions 7.3 and 7.4. The desired lower bound now follows at once by estimating the probability of the complement of the event that u has not been sampled. A Next we aim to apply the drift analysis method to estimate the time it takes for our algorithm to reach the star-tree topology. We assume the worst case scenario that during the first 2n steps no favorable alterations have been made. The state space X of the Markov chain under consideration consists of all possible trees having n edges on the set V of nodes. The desirable set A of states consists of only a single absorbing state, namely the star-tree centered at 0. The transition probability p x!y for trees x and y is the probability that the tree y is obtained from the tree x upon completion of a single step of our algorithm. We introduce the following distance function D on the set of all trees with n nodes on V (the state space of our Markov chain) that satisfies Definition 2: given a tree t [ X, let:
where d denotes the number of edges in the path joining 0 and i in t [4] . We assume that the algorithm already ran for 2n time steps and estimate the maximum time we have to wait starting with some tree obtained upon completion of 2n times steps. To apply the drift analysis technique with the aim of obtaining upper bounds on the expected waiting time to reach the star-tree, we need to estimate:
from below (see equations (1) and (2)). Assuming that the only change taking place is a favorable one, i.e. that we remove the edge which is less likely to occur without the other one within the pair (this will always be the edge further away from the root 0 in case of a tree) simplifies our analysis in the sense that it makes E 2 ðDðxÞÞ ¼ 0 and what is left is to estimate E þ ðDðxÞÞ ¼ P Dð yÞ,DðxÞ p x!y ðDðxÞ 2 Dð yÞÞ (equation (2)) from below [5] . The following lemma will help us establishing lower bounds for E þ ðDðxÞÞ. Lemma 9.2. Given a tree x on the set V ¼ {0; 1; 2; . . . ; n} of nodes, denote by SðxÞ ¼ {ijdð0; i Þ . 1} the set of all nodes distance 1 away from the root node 0. Then:
Proof. Given a tree x let ImprðxÞ ¼ {yjDð yÞ , DðxÞ}. First observe that ;y [ ImprðxÞ we have Dð yÞ # DðxÞ 2 ð1=nÞ so that:
Indeed, whenever an alteration has been performed, i.e. a pair of edges (u, v) and (v, w) has been replaced by the pair (u, v) and (u, w) with u being closer to the root than w, the distance of w as well as that of every ancestor of w (i.e. every node i such that the path joining w and i does not pass through the root 0) has been shortened by 1. It follows then that the average distance P n i¼1 dð0; i Þ=n has been shortened by at least ð1 þ jansðwÞjÞ $ ð1=nÞ where ans(w) denotes the set of ancestors of w. We then have:
Dð yÞ,DðxÞ X p x!y ðDðxÞ 2 Dð yÞÞ $ p x!ImprðxÞ · 1 n where p x!ImprðxÞ ¼ P y[ImprðxÞ p x!y is the probability that the distance has been improved and we have used equation (3) to estimate the difference DðxÞ 2 Dð yÞ. It now only remains to bound p x!ImprðxÞ from below and the desired conclusion follows by observing that performing an alteration (always a favorable one) is equivalent to sampling a pair of nodes of the form ð0; i Þ with i [ SðxÞ with respect to the measure m 0 and also possessing an informative pair of edges along the path joining 0 and i. Sampling a desirable pair (0, i ) with i [ SðxÞ happens with probability jSðxÞj=n and the conditional probability of possessing an informative pair of edges along the path joining 0 and i given that (0, i ) has been sampled is bounded below by 1 2 e 21=4 according to Lemma 9.1. The desired conclusion now follows at once. A A rather cheap estimate on the expected waiting time can be obtained directly from Lemma 9.2 by observing that unless x is a star tree to begin with (i.e. D(x) ¼ 0) we must have S(x) ¼ B so that jS(x)j $ 1. Thus, we have:
Applying Lemma 8.1 directly leads to the following. Corollary 7. Suppose our algorithm performs only favorable changes and only for the informative pairs of consecutive edges, then the expected running time to reach the star-tree topology starting with a connected tree x on the set V ¼ {0; 1; 2; . . . ; n} of nodes:
In particular, we have EðTðxjX 0 ¼ xÞ ¼ OðDðxÞ · n 2 Þ where D(x) is considered as a function of n as well as x. In the worst case, when x is a tree rooted at 0 isomorphic to the tree with the set of edges of the form EðxÞ ¼ {ði; i þ 1Þ; ði þ 1; i Þj0 # i , n}, DðxÞ ¼ ðn=2Þ 2 1 and we obtain a worst case scenario bound of order O(n 3 ). On the Local search strategies other hand, for most trees, we have DðxÞ ¼ QðlnðnÞÞ so that the run time bound for a majority of trees is of order n 2 lnðnÞ. The bound in Corollary 7 can be significantly improved by estimating the rate at which the lower bound on the distance improvement obtained in Lemma 9.2 decays as D(x) does and applying Lemma 8.2 in place of Lemma 7. Indeed, DðxÞ ¼ P n i¼1 ðdð0; i Þ=nÞ 2 1 so that:
On the other hand, from the way S(x) is defined (see Lemma 9.2), we see that:
Combining this with equation (4) and subtracting n from both sides, we obtain:
If j is a node for which this maximum is achieved let 0; j 1 ; j 2 ; . . . ; j m ¼ j denote the nodes along the path joining 0 and j in the tree x. We then have dð0; j q Þ ¼ q and, thereby, j 2 ; j 3 ; . . . ; j m [ SðxÞ so that:
and we can write SðxÞ ¼ Predð jÞ < Predð jÞ where Predð jÞ ¼ {j i j2 # i # m} while Pred( j) denotes the complement of Predð jÞ in S(x). We can then write:
Since m maximizes d(0, i ) over i [ SðxÞ, we also have:
i[Predð jÞ X ðdð0; i Þ 2 1Þ # ðm 2 2ÞjPredð jÞj so that:
From the last inequality, we see that if we wish to minimize:
subject to keeping n · DðxÞ ¼ P i[SðxÞ ðdð0; i Þ 2 1Þ (equation (5)) constant, we need to make m as large as possible. Thereby, an upper bound on m will give us a lower bound on jS(x)j via equation (6) . Combining equation (4) with inequality equation (7) and multiplying both sides by 2 gives us:
which, in turn, tells us an upper bound on m:
finally leading to a lower bound:
We summarize the derivations above in the following lemma. Lemma 9.3. Given any connected tree x on the set of nodes V ¼ {0; 1; 2; . . . ; n}, we have:
where DðxÞ ¼ P n i¼1 ðdð0; i Þ=nÞ 2 1 and SðxÞ ¼ {ijdð0; i Þ . 1}. Substituting the inequality of Lemma 9.3 into that of Lemma 9.2 readily tells us that:
We are now in a position to apply Lemma 8.2 for the case when our algorithm performs only favorable changes and only for the informative pairs of consecutive edges to deduce that:
To investigate the asymptotic behavior of equation 10 as n ! 1, observe that for sufficiently large n:
ffiffiffiffiffiffiffiffiffi DðxÞ p and substituting this bound into equation (10) 
We now summarize our lower bound result. Theorem 9.6. Suppose we are given any algorithm which selects a consecutive pair of edges removes an intermediate one and inserts a "shortcut" edge instead as we have always considered up to now. Then, we always have:
The largest value D (x) can have is n 2 1 which then shows the runtime bound of order:
10. Ergodicity of the algorithm So far, we analyzed the expected runtime bounds for the measure m which selects only a central node in the network jointly with some other node with positive probability. We now turn our attention to the situation when every pair of nodes is likely to be sampled with positive probability. In this case, we show that our algorithm is ergodic in the sense that there is a positive probability of obtaining any specified graph G 0 from another graph G upon the application of finitely many steps of our algorithm. This basically amounts to saying that given any two connected graphs G and G 0 on n nodes and k edges, there is a way to obtain G 0 from G by performing the steps of our algorithm.
Proving the ergodicity
Before stating the formal theorem we want to establish, it is convenient to introduce the following group action on the set G(S, k) of connected graphs on the specified set S of n nodes and having a specified number k of edges.
Definition 8. For every triple of nodes {i, j, k} # S, we introduce the following permutations on the set G(S, k): 
where {a, b, c} ¼ {i, j, k} and G ¼ (S, E) [ G(S, k). We shall also denote by A the subgroup of permutations on G(S, k) generated by the set D of all possible permutations of the form described above.
Applying a step of our algorithm to a graph G can then be described as selecting a permutation from D < {I} with some probability (which does depend on G) and applying it to G. Notice that such a probability distribution over D < {I} can always be chosen so that every one of the elements in D < {I} is chosen with positive probability as long as the distribution m on V 2 assigns a positive IJICC 2,2 probability to every pair of nodes. It follows that a graph G 0 can be obtained from a given graph G [ G(S, k) upon completion of finitely many steps of our algorithm if and only if there exists an element a [ A (the group generated by D) such that a · G ¼ G 0 where the action z is the usual function evaluation (which is the action induced by the generators). In other words, G 0 can be obtained from G upon completion of finitely many steps of our algorithm if and only if G 0 and G are in the same orbit under the action of the group A. In the language of group actions, saying that every G 0 [ G(S, k) can be obtained from G upon completion of finitely many steps of our algorithm amounts to saying that the action of A on G(S, k) is transitive (there is only one orbit under this action).
Definition 9. We shall write G , G 0 is and only if G and G 0 are in the same orbit under the action of A.
It is well-known from group theory (and is very easy to show as well) that , is an equivalence relation. Our goal in the current section is to establish the following result.
Theorem 10.1. The group action of A on G(S, k) is transitive, or, equivalently, ;G and G 0 [ G(S, k) we have G , G 0 . Theorem 10.1 is nontrivial and we shall break down the proof into several simple lemmas. The major steps in the proof is to show first that every graph in G(S, k) is equivalent under , to a generalized star centered at a specified node (the notion of the generalized star will be introduced below) and then to show that any two generalized stars are equivalent. This will then imply Theorem 10.1 via the equivalence of , .
Definition 10. A generalized star is a graph G [ G(S, k) with the property that
We will say that the node o is a center of the generalized star G [7] .
We now carry out the first major step of the proof, i.e. we show that any graph in G(S, k) is equivalent under , to a generalized star with a specified center.
Lemma 10.2. Suppose we have given a graph G [ G(S, k) and a node o [ S. Then G is equivalent to a generalized star with a center o (see Definition 10).
Proof. Let: 
Clearly mðGÞ $ jSj 2 1. We will argue that mðGÞ ¼ jSj 2 1 thereby implying the desired conclusion via the least natural number principle (equivalent to induction). Indeed, suppose mðGÞ . jSj 2 1. Consider the graph H were the minimum is achieved (i.e. t(H) ¼ m(G) and H , G). A Owing to Lemma 10.2, all that remains to show to establish Theorem 10.1 is that any two generalized stars having a common center (see Definition 10) are equivalent under the relation , of Definition 9. We accomplish this task in three steps.
Lemma 10.3. Suppose we are a generalized star G [ G(S, k). Enumerate the nodes of G as 0,1, . . . jSj 2 1 with 0 denoting a star center. Suppose an edge {i, j} [ E(G) and {i, l} Ó E(G) for i, j and l . 0. Then G is equivalent via , to the generalized star G 0 [ G(S, k) determined by the set of edges EðG 0 Þ ¼ EðGÞ < {{i; l}} 2 {{i; j}}. In other words, G is equivalent to the generalized star obtained from G by removing the edge {i, j} and inserting the edge {i, l}.
Proof. First, let G 00 ¼ p ði;0Þ ði;0Þ;ð0;l Þ!ði;l Þ ðGÞ so that EðG 00 Þ ¼ EðGÞ < {{i; l}}; {{i; 0}} (notice that G 00 may not be a generalized star). Now, let G 0 ¼ p ði;jÞ ði;jÞ;ð j;0Þ!ði;0Þ ðG 00 Þ and notice that:
EðG 0 Þ ¼ EðG 00 Þ < {{0; i}} 2 {{i; j}} ¼ EðGÞ < {{i; l}} 2 {{i; 0}}Þ < {{0; i}} 2 {{i; j}}
which is what we were after. A Lemma 10.4. Suppose we are a generalized star G [ G(S, k). Enumerate the nodes of G as 0; 1; . . . ; jSj 2 1 with 0 denoting a star center. Suppose an edge {i, j} [ E(G) and {q, l} Ó E(G) for i, j, q and l . 0. Then G is equivalent via , to the generalized star G 0 [ GðS; kÞ determined by the set of edges EðG 0 Þ ¼ EðGÞ < {{q; l}} 2 {{i; j}}. In other words, G is equivalent to the generalized star obtained from G by removing the edge {i, j} and inserting the edge {i, l}. Thus, in any of the possible cases we deduce that G , G 0 with EðG 0 Þ ¼ EðGÞ < {{q; l}} 2 {{i; j}} so that the desired conclusion follows at once. A Lemma 10.4 brings us very close to reaching our final goal. Indeed, let 0; 1; . . . ; jSj 2 1 enumerate the nodes of a generalized star graph G [ G(S, k) with 0 denoting the star center. Notice that G is uniquely determined by the binary sequence of length ððjSj 2 1ÞðjSj 2 2Þ=2Þ indexed by all pairs (i, j) satisfying 1 # i # j # jSj 2 1 and having a 1 in position (i, j) if and only if {i, j} [ E(G). Such a sequence contains exactly k 2 jSj þ 1, 1 s and the rest are zeros. Lemma 10.4 tells us that transposing a one and a zero in this sequence results in an equivalent generalized star. It is well-known that every permutation is a product of transpositions and so we deduce.
Lemma 10.5. Any two generalized stars in G(S, k) having a common star center are equivalent via , .
In summary, Lemma 10.5 tells us that any two generalized stars with a common center are equivalent. Now, given any two graphs G and G 0 [ G(S, k), according to Lemma 10.2, G , G 1 and G 0 , G 2 with G 1 and G 2 being generalized stars having a common center o, and, according to the previous sentence, G 1 , G 2 so that we finally have G , G 1 , G 2 , G 0 so that Theorem 10.1 now follows.
10.2 Potential applications of ergodicity to sampling connected graphs uniformly at random It was briefly discussed in the introduction that an important potential application of the mutation operators introduced in the current paper is to sampling connected graphs on the specified set of nodes and having a specified number of edges uniformly at random. In fact, the local rerouting application of our algorithm (replacing one of the Local search strategies edges within a consecutive pair of edges with a shortcut edge) can be viewed as performing a mutation or a (unary recombination) step of an evolutionary algorithm having population size 1. Moreover, such a mutation step is invertible in the sense that if we start with a graph G, perform mutation and obtain a graph G 0 then we can perform another mutation to get the graph G back from G 0 (this is the reason for the symmetry property of the equivalence relation , introduced in Subsection 10.1: see Definitions 8 and 9). The generalized Geiringer theorem of Rowe (2006a, b, 2005) for some elegant applications to genetic programming) applies telling us that if we choose any probability on the collection of "mutation" transformations (i.e. on the collection of permutations of the form described in Definition 8), then the stationary distribution of the corresponding Markov chain is uniform on the collection of all connected graphs with n nodes and k edges [8] . This means, in particular, that if we start with any initial graph on a specified set of n nodes having k edges and apply randomly chosen mutations sufficiently many times then we are almost equally likely to end up with any connected graph on the same set of nodes having k edges. This provides an outline for the algorithm that allows sampling connected graphs over a specified set of nodes and having a specified number of edges nearly uniformly at random. Of course, the complexity of the algorithm (the number of times one needs to apply the mutations to obtain a graph with a specified number of edges nearly uniformly at random) depends on the rate of convergence of the corresponding Markov chain. Questions of this nature require some effort to tackle. A rather extended survey of known techniques for estimating convergence rates of Markov chains presented by the top experts in the field can be found in Aldous and Fill (2002) . It should also be noted that the set of mutation transformations selected with nonzero probability can be extended at will as long as the newly added transformations are bijective, while preserving the uniformity of the corresponding stationary distribution since the conclusion of the generalized Geiringer theorem of Mitavskiy and Rowe (2006a, b) remains the same. For example, one might select any composition of several transformations described in Definition 8 with positive probability. It seems that this will speed up the convergence rate. Notice that the probability distribution on the set of these transformations does not have to be uniform. Any distribution will do as long as all these transformations are selected with nonzero probability. Extending the family of mutation transformations as well as selecting the probability distribution over this extension in an intelligent manner is a very interesting and challenging question for future work.
Conclusions
In the current work, we presented and analyzed a "local search" rerouting algorithm to optimize communication in networks subject to preserving the connectivity and the total number of edges. Although some facts are known about similar algorithms for the case of trees (Jansen and Theile, 2007; Lehmann and Kaufmann, 2005 ) not much literature is devoted to considering graphs with the total number of edges acceding n 2 1 where n is the number of nodes in the network. In this work, we have established a simple bound on the one-step improvement/worsening of the algorithm and also have shown that the algorithm is ergodic, meaning that with positive probability it does not get stuck at a local optima. Finally, we have provided some preliminary empirical results for the case of scale-free networks.
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Our theoretical findings regarding the expected average distance improvement suggest a simulating-annealing like modification which we introduce and explore in Section 7. One of the central aspects of algorithm analysis is the runtime complexity. Establishing mathematically rigorous bounds on the expected runtime to reach a desired state is usually a very challenging question even for very simple algorithms on simple problems. Jansen and Theile (2007) established an exponential lower bound for the runtime of a very similar algorithm to the one described in the current paper for the case when the network is a rooted tree and the only pairs of nodes ever sampled are the root node jointly with any other node in the network. The probability of sampling is distributed uniformly among the pairs sampled with nonzero probability. It is quite clear that for this specific measure the optimizing topology is a "star tree,", i.e. a tree where each node is a neighbor of the root node. In the current paper we use the drift analysis method in a similar manner as He and Yao (2004) did (see also Hajek, 1982; Syski, 1992 , for more detailed theory) to establish a polynomial time upper bound of order O(n 2 ) where n is the number of edges in the tree and appropriate simulated annealing parameters have been chosen (see Theorems 9.4 and 9.5). Finally, Theorem 9.6 shows that our upper bound is, at worst, not too far from the true asymptotics since a lower bound for any class of algorithms we consider is of order V(n ln n).
Although the specific distribution that we establish the bounds for is a rather simple one, and the theoretical assumptions are that we deal only with the trees, many social biological and computer networks, such as, for instance, the preferential attachment ones, have relatively few high degree (popular for receiving various requests, i.e. being sampled jointly with another node) nodes and a large number low degree (unpopular for being sampled jointly with a node of the same kind). We, therefore, hope that the expected runtime analysis presented in the current paper provides the first steps towards analyzing one of the "real life" scenarios.
Incidentally, the ergodicity of the local mutation (rerouting) transformations established in Subsection 10.1 of Section 10 allows us to develop an alternative class of algorithms for sampling connected graphs over a specified set of nodes and having a specified number of edges uniformly at random. Owing to the importance of this type of questions (see discussion in the introduction) one such algorithm has been developed in Rodionov and Choo (2003) . It is a rather interesting and challenging question to study and compare the efficiency of various algorithms offered in the current work to tackle this problem based on the Markov chain convergence rate analysis methods extensively surveyed and studied in Aldous and Fill (2002) . We leave this subject for future investigation.
Notes
1. It should be noted that the choice G 0 may not consist of the shortest paths, however, Proposition 4.1 applies to any choice of paths as long as the expected distance is measured with respect to that choice (the proof is exactly the same), and the conclusion of Proposition 5.1 will turn into an inequality instead of an equation. 2. In the statement of the update rule for joint frequencies, we abuse the notation when we denote the updated joint probability values as the true ones. This is just from the algorithmic point of view: when running the algorithm we do not know the true values and attempt to approximate them. 3. Be aware of the typo in their paper regarding the following notions of E þ (D(x)) and E 2 (D(x)).
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