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a b s t r a c t
Typical operating conditions for mobile sensor systems, and in particular mobile robots,
exhibit a wide range of mechanical disturbances due their ego-motion. Sensor systems
mounted on these mobile platforms often suffer to varying degrees from these distur-
bances. The quality of acquired data is degraded as a result. For instance, the quality of
captured video frames from an onboard camera greatly depends on the angular velocity of
the body on which the camera is mounted. Motion blur degradation results if large angular
motions are present. In order to compensate for such disturbances, stabilization platforms
are used. A common approach is measuring body movements using inertial sensors and
attempting their cancellation with actuators and control systems. Design of high perfor-
mance control systems often requires analytical system models. In this article, a planar
stabilization platform is considered, to develop and study its kinematic and simple-to-
complex dynamic model. The mathematical derivation of the model is presented with and
without neglect of the actuator mass components as well as friction effects. This is fol-
lowed by the comparative validation of these model alternatives against a realistic numer-
ical model fitted to physical experimental data. The results demonstrate that the analytical
model, in particular with the actuator mass and friction components included, provides a
high degree of fit to the actual behavior.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
Many applications involve platforms that are subjected to either external motion disturbances or disturbances that are
due to the ego-motion of the platform. Typical examples are provided by mobile sensor platforms, and in particular mobile
robots carrying a variety of sensors. Legged robots are examples that exhibit more severe motion disturbances due to the
impulsive nature of legged locomotion. Many sensors are sensitive to such disturbances either from a vibration/reliability
perspective or in relation to the quality of the collected data. For instance, image capture devices such as video cameras are
sensitive to such disturbances because camera motion exceeding camera dependent limits may cause image degradations
such as motion blur [1]. Utilization of stabilization platforms that use high performance actuators combined with control
algorithms is the common approach for compensating for thesemotion disturbances and improving the data collection pro-
cess. Here, the sensor(s) are placed on top of a platform that is actively moved in order the cancel the effect of the disturbing
motion.
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Besides those in mobile robotics, there are many applications for stabilized platforms. For example, cameras mounted
on aircraft are also subjected to large disturbances. However, with the use of stabilization platforms they can capture sharp
images without any motion blur even for low altitude flight under turbulent air conditions [2]. In an underwater suspended
work platform, an actively controlled stabilization system enables a stable working base even though the underwater work
platform is subjected to large water currents [3]. For stabilization platforms one of the most widely used mechanisms is the
Stewart Platform.
The development in platform stabilization technology is driven primarily by accelerating developments in sensor tech-
nologies such as those of inertial sensors using microelectromechanical systems (MEMS) [4], low cost precision machinery
[5], digital video signal processingmethods and algorithms [6] as well as power electronics and servo drive technologies [7].
For example, the small scale mechanism presented in the present work has been made possible by the availability of very
small size brushless linear motors.
Research for defense systems has always been a driving factor. Advanced defense systems based on inertial sensors
widely utilized stabilized platforms, but high cost sensors limited the adoption of these technologies for more widespread
applications. The US Navy, for example, used the quartz tuning fork gyroscope to develop the ship based satellite antenna
stabilization system [8–10].
On the methods side for camera based applications, stabilization approaches have been studied by researchers for
decades, and many video stabilization schemes have been proposed. These can be classified into two broad categories [11]:
(1) image processing based (algorithmic) stabilization and (2) mechanical (motion) based video stabilization. The former
class focuses on processing corrupted image frames either individually or in sequence to recover image data suitable for the
given application, while the latter approach (the focus of the present paper) is based on electromechanical design coupled
with automatic control to physically stabilize the camera platform.
Firstly on the algorithmic side, some examples can be discussed. For example, a real-time smoothing methodology for
the stabilization of videos captured from small robotic helicopter platforms is introduced in [12]. It uses a Lucas–Kanade
feature tracker to detect the regions and then estimate the transformation between two consecutive frames. A fast video
stabilization algorithm presented in [13] uses a circular block to search for and match the key places. A dual-pass video
stabilization system in [14] uses an iterative method for global motion estimation and an adaptive window smoothing for
the intentional motion estimation. This method is only for off-line processing of video stabilization. The processing speed
can reach 25 fps. A method is proposed in [15] for removing the camera shake in the video sequence and reconstructing a
stabilized video sequence with good visual quality. Algorithmic approaches to image stabilization are not the focus of the
present paper and hence will not be further discussed.
Motion control based approaches for improving the camera image stream are based on sensing the motion disturbances
affecting the camera and using advanced automatic control approaches coupled with actuators to compensate/cancel these
disturbances. As a result, a camerawhich experiences only the residual disturbances results in amajor improvement in image
data. Cancellation of motion blur is a very important application example. Most commonly, the design of control systems
for such motion control requires an analytic platform model. Such models can be linearized around operating points to
design high performance linear and optimal controllers such as the linear–quadratic regulator (LQR) [16]. This fact strongly
motivates the mathematical model developed in the present study.
Although different kinematic configurations can be designed in order to obtain a three-degree-of-freedom (DoF) angular
stabilization of a camera platform, our focus is on parallel kinematic structure, an angular-only special case of the Stewart
Platform [17]. This structure has a number of advantages: its design is homogeneous (three identical actuators), it is
mechanically simpler than a closed-chain (gimbal type) structure and, finally, the study of its planar special case is a major
step in modeling the 3-DoF general form. The contribution of the present paper is twofold. Firstly, a mathematical model
of the planar case is derived from first principles using the Lagrangian formulation. This involved a both kinematic and
dynamic formulation. The contribution of the masses of the motor body and motor shaft are compared with that of the
platform, studied in themodel. Secondly, the effect of friction is studied by explicit addition to themodel. Themathematical
model is validated using a two-stage experimental approach.
The paper is organized as follows. We start in Section 2 with the kinematic analysis of the platform. This is followed
by Sections 3 and 4 where the dynamic motion analysis of the platform is presented for two different approximations.
Section 5 presents the experimental results composed, in sequence, of the experimental validation of the kinematic model,
the experimental validation of the baseline numerical dynamic model and the validation of the analytical dynamic model.
The paper concludes with our observations.
2. Kinematic analysis
In Fig. 1(a) and (b) the stabilization platform in planar motion, together with body fixed reference frames, is shown.
The relation between the input motor shaft displacement (S) and the output platform angular displacement (θ) is the
fundamental kinematic relationship that should be determined as a first step in the analysis. The closed kinematic chain
structure requires that we have the vector relation
−→
OA+−→AB = −→OE +−→ED +−→DC +−→CB, (1)
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Fig. 1. Planar stabilization platform. (a) Physical experimental setup; (b) solid model with axis definitions and unit vectors.
which is known as the loop closure equation (LCE) of the mechanism. This can also be written in terms of the coordinate
frame unit vectors as
a⃗j+ b cos(θ )⃗i+ b sin(θ )⃗j = e⃗i+ d⃗j+ c cos(α)⃗i+ c sinα j⃗+ S cos(α)⃗j− S sin(α)⃗i. (2)
Eq. (2) can be transformed into two scalar equations given by
b cos(θ) = e+ c cos(α)− S sin(α), (3)
a+ b sin(θ) = d+ c sin(α)+ S cos(α). (4)
We define the three terms
A = e2 − c2 + (a− d)2 + b2, (5)
B = 2eb, (6)
C = 2b(a− d). (7)
Then by rearranging, squaring and adding Eqs. (3) and (4), we obtain
S = σA− B cos(θ)+ C sin(θ), (8)
where we have σ = ±1. Of these two possibilities, σ = −1 is impossible because there is a joint restriction, leaving with
the final kinematic relationship between S and θ as
S = A− B cos(θ)+ C sin(θ). (9)
Also, the relationship between the output angular displacement θ and actuator angle α is obtained from Eqs. (3) and (4)
by calculating the sine and cosine of α as
sinα = −Sb cos θ + ac + bc sin θ + Se− dc
S2 + c2 , (10)
cosα = bc cos θ + aS + bS sin θ − ec − dS
S2 + c2 . (11)
Another relationship that will be useful later in the dynamic analysis relates the velocities of the actuator angle α and the
output platform angle θ , and also the velocities of the motor shaft displacements S and the output platform angle θ . From
Eqs. (3) and (4), a lengthy derivation leads to
(c sinα + S cosα) sinα
(c cosα − S sinα) cosα
 
α˙
S˙

=

bθ˙ sin(θ)
bθ˙ cos(θ)

. (12)
3. Dynamic analysis using the Lagrangian formulation (one body)
In this and the following sections, we assume that the input to the system is a force exerted by the motor shaft and
determine the dynamic response of the platform output angle. The Lagrangian approach is used for deriving the equations
ofmotion (EoM) for the platform. As a first approximation, only themass properties of the stabilized platform are considered
in the formulation.
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For our mechanism, we have the system DoF = 1 and the single generalized coordinate is θ . We have the platform
angular velocity given by1
ω⃗platform = θ˙ u⃗(4)2 . (13)
In the following formulation, the dyadic notation is used in order to develop a reference frame independent vector for-
mulation. The moment of inertia dyadic of the platform with respect to the mass center is given by
Jˇplatform = Jˇp = Jp11u⃗(4)1 u⃗(4)1 + Jp12u⃗(4)1 u⃗(4)2 + Jp13u⃗(4)1 u⃗(4)3 + Jp12u⃗(4)2 u⃗(4)1
+ Jp22u⃗(4)2 u⃗(4)2 + Jp23u⃗(4)2 u⃗(4)3 + Jp13u⃗(4)3 u⃗(4)1 + Jp23u⃗(4)3 u⃗(4)2 + Jp33u⃗(4)3 u⃗(4)3 . (14)
The kinetic energy equation can then be written and simplified as
K = 1
2
ω⃗p · Jˇp · ω⃗p = 12 Jp22θ˙
2. (15)
The virtual work expression is given by
δW = Qθδθ = FδS, (16)
where F is the actuating force applied by the linear motor. Now, δS is written in the δθ coordinates. From (9), we have
δS = B sin(θ)+ C cos(θ)2S δθ . (17)
Inserting Eq. (17) into (16), we obtain
δW = F B sin(θ)+ C cos(θ)
2S
δθ . (18)
By comparing Eqs. (16) and (18), one can obtain
Qθ = F B sin(θ)+ C cos(θ)2S . (19)
Finally, we define the generalized momenta as given by
Pθ = ∂K
∂ θ˙
= Jp22θ˙ . (20)
In the analysis, friction forces between mechanical parts are also modeled. The Rayleigh dissipation function given by
D = 1
2
l
i=1
ciV 2rel,i (21)
can be used for modeling the viscous friction [18,19].
The platform considered has three revolute joints and a prismatic joint. The viscous friction model is used for all joints.
The first one is the revolute joint which is connecting the motor body to the base, and its coefficient is denoted as c1. The
second one is the revolute joint between the platform and the motor shaft, and its coefficient is c2. The third one is the
revolute joint between the stabilization platform and the main fixed column on the base, with the coefficient given by c3.
The final one is the prismatic joint between the motor shaft and motor body, with the coefficient c4. Therefore, the total
dissipation function becomes
D = 1
2
c1α˙2 + 12 c2α˙
2 + 1
2
c3θ˙2 + 12 c4S˙
2. (22)
Taking the derivative of Eq. (22) with respect to θ˙ and substituting S˙ and α˙ with θ˙ by using Eq. (12), the dissipation function
expression becomes
∂D
∂θ˙
= ∂D
∂θ˙
+ ∂D
∂α˙
∂α˙
∂θ˙
+ ∂D
∂ S˙
∂ S˙
∂θ˙
(23)
∂D
∂θ˙
= c3θ˙ + (c1α˙ + c2α˙) ∂α˙
∂θ˙
+ (c4S˙) ∂ S˙
∂θ˙
. (24)
In Eq. (24), ∂α˙
∂θ˙
and ∂ S˙
∂θ˙
were obtained from Eq. (12).
For the one-body formulation, only themass of the platform is considered and its center ofmass (CoM) coincideswith the
joint. Therefore the potential energy change due to platform angle change is zero. Hence we have ∂U
∂θ˙
= 0 and the Lagrange
1 The superscript in unit vectors shows the reference frame and the subscript denotes the axes of Cartesian coordinates, e.g. 2 corresponds to the y axis.
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equation becomes
P˙θ − ∂K
∂θ
+ ∂D
∂θ˙
+ ∂U
∂θ
= Qθ . (25)
The equation of motion is then obtained as
Jp22θ¨ = F B sin(θ)+ C cos(θ)2S −

c3θ˙ + (c1α˙ + c2α˙) ∂α˙
∂θ˙
+ (c4S˙) ∂ S˙
∂θ˙

. (26)
4. Dynamic analysis using the Lagrangian formulation (three bodies)
For deriving the Lagrange equation for the three-body case, the CoM velocity and the CoM angular velocity of the motor,
motor shaft and platform should be considered. In this case the kinetic and potential energies of the CoMs of the three bodies
are calculated.
From Fig. 1(b), the displacement of the CoM of the motor can be obtained as follows:
r⃗m = r⃗m/o = −→OC = −→OE +−→ED +−→DC, (27)
r⃗m = −eu⃗(0)1 + du⃗(0)3 + cu⃗(1)3 . (28)
The displacement of the CoM of the motor in matrix notation with respect to the platform base fixed reference (inertial)
frame is given by
r¯ (0)m = −eu¯(0/0)1 + du¯(0/0)3 + cu¯(1/0)3 , (29)
r¯ (0)m = −eu¯1 + du¯3 + ccˆ(0,1)u¯3, (30)
where cˆ(0,1) denotes the rotation matrix between reference frames (0) and (1) utilizing the rotational frame base (RFB)
sequence. It is given by cˆ(0,1) = eu˜2( π2 −α) as a rotation about u⃗2. Hence, we have
r¯ (0)m = −eu¯1 + du¯3 + ceu˜2(
π
2 −α)u¯3. (31)
Expanding the last term, we further obtain
r¯ (0)m = −eu¯1 + du¯3 + c

u¯3 cos
π
2
− α

+ u¯1 sin
π
2
− α

, (32)
r¯ (0)m = −eu¯1 + du¯3 + c[u¯3 sin(α)+ u¯1 cos(α)], (33)
which, in vector notation with respect to the base frame, becomes
r⃗m = u⃗(0)1 (c cos(α)− e)+ u⃗(0)3 (c sin(α)+ d). (34)
The velocity of the motor CoM can similarly be expressed as follows:
v⃗m = v⃗m/F0(o) = D0 r⃗m = u⃗(0)1 (−cα˙ sin(α))+ u⃗(0)3 (cα˙ cos(α)). (35)
For obtaining the equation of motion, the scalar expression for the velocity is needed. We have
|v⃗m|2 = (cα˙ sin(α))2 + (cα˙ cos(α))2, (36)
|v⃗m|2 = c2a˙2. (37)
The angular velocity of the motor is obtained as
ω⃗m = ω⃗1/0 = −α˙u⃗(1)2 = −α˙u⃗(2)2 . (38)
The reference frame (2) is fixed to the CoM of themotor as illustrated in Fig. 1(b). The motor moment of inertia dyadics with
respect to the CoM are
Jˇm = Jm11u⃗(2)1 u⃗(2)1 + Jm12u⃗(2)1 u⃗(2)2 + Jm13u⃗(2)1 u⃗(2)3 + Jm12u⃗(2)2 u⃗(2)1 + Jm22u⃗(2)2 u⃗(2)2
+ Jm23u⃗(2)2 u⃗(2)3 + Jm13u⃗(2)3 u⃗(2)1 + Jm23u⃗(2)3 u⃗(2)2 + Jm33u⃗(2)3 u⃗(2)3 . (39)
ω⃗m · Jˇm · ω⃗m = Jm22α˙2. (40)
In order to calculate the CoM velocity and angular velocity of the motor shaft we may proceed as follows. From Fig. 1(b) the
displacement of the CoM is given by
r⃗sh = r⃗B`/O =
−→
OB` = −→OE +−→ED +−→DC +
−→
CB`. (41)
r⃗sh = −eu⃗(0)1 + du⃗(0)3 + cu⃗(1)3 + S`u⃗(1)1 (42)
960 B. Rohani et al. / Journal of Computational and Applied Mathematics 259 (2014) 955–964
where S is the current actuator length and S` is the change of the actuator length from its rest position, given as
S` = S − S0 (43)
where S0 is the initial position of the shaft.
Similarly, the scalar magnitude of the shaft velocity is
v⃗2sh = (cα˙ − S˙)2 + (S − S0)2α˙2. (44)
The angular velocity of the motor shaft is obtained as
ω⃗m = ω⃗1/0 = −α˙u⃗(1)2 = −α˙u⃗(2)2 = −α˙u⃗(3)2 . (45)
The reference frame (3) is fixed to the motor shaft CoM as in Fig. 1(b). The motor moment of inertia dyadics with respect to
this CoM are
Jˇsh = Jsh11u⃗(3)1 u⃗(3)1 + Jsh12u⃗(3)1 u⃗(3)2 + Jsh13u⃗(3)1 u⃗(3)3 + Jsh12u⃗(3)2 u⃗(3)1 + Jsh22u⃗(3)2 u⃗(3)2
+ Jsh23u⃗(3)2 u⃗(3)3 + Jsh13u⃗(3)3 u⃗(3)1 + Jsh23u⃗(3)3 u⃗(3)2 + Jsh33u⃗(3)3 u⃗(3)3 (46)
ω⃗sh · Jˇsh = −α˙Jsh12u⃗(3)1 − α˙Jsh22u⃗(3)2 − α˙Jsh23u⃗(3)3 . (47)
ω⃗sh · Jˇsh · ω⃗sh = Jsh22α˙2. (48)
The kinetic energy of the system is given by the equation
K = 1
2
mm|v⃗m|2 + 12 ω⃗m · Jˇm · ω⃗m +
1
2
msh|v⃗sh|2 + 12 ω⃗sh · Jˇsh · ω⃗sh +
1
2
mp|v⃗p|2 + 12 ω⃗p · Jˇp · ω⃗p. (49)
Inserting Eqs. (37), (40), (44) and (48) into (49) and also using the simplification in Eq. (15), we obtain
K = 1
2
mmc2α˙2 + 12 Jm22α˙
2 + 1
2
msh[(cα˙ − S˙)2 + (S − S0)2α˙2] + 12 Jsh22α˙
2 + 1
2
Jp22θ˙2. (50)
Now, we define generalized momenta as
Pθ = ∂K
∂θ˙
+ ∂K
∂α˙
∂α˙
∂θ˙
+ ∂K
∂ S˙
∂ S˙
∂θ˙
, (51)
and from Eq. (12), we obtain
Pθ = Jp22θ˙ + [mmc2α˙ + Jm22α˙ +mshc(cα˙ − S˙)+msh(S − S0)2α˙ + Jsh22α˙]∂α˙
∂θ˙
+ [−msh(cα˙ − S˙)] ∂ S˙
∂θ˙
. (52)
The potential energy equation becomes
U = (d+ c sin(α))mmg + [d+ c sin(α)+ (S − S0) cos(α)]mshg (53)
while its partial derivative is
∂U
∂θ
= ∂U
∂α
∂α
∂θ
+ ∂U
∂S
∂S
∂θ
. (54)
Hence, we have
∂U
∂θ
= [cmmg cos(α)+ cmshg cos(α)− (S − S0)mshg sin(α)] ∂α
∂θ
+mshg cos(α) ∂S
∂θ
. (55)
The friction (dissipation force) expression is the same as for one-body analysis. The Lagrange equation is given by
P˙θ − ∂K
∂θ
+ ∂D
∂θ˙
+ ∂U
∂θ
= Qθ . (56)
By substituting the derived Lagrangian terms into Eq. (56), the equation of motion is obtained in the form of
θ¨ = f (θ, θ˙ , F , t). (57)
5. Experimental and simulation results
In this section, we present simulation and experimental results, to validate the analytical model developed, and compar-
atively present results with respect to the contribution of the secondary masses in the system as well as friction. Since our
physical experimental setup does not have the ability to apply controlled forces, nor ameans ofmeasuringmotor shaft force,
we needed to follow a two-stage experimental approach. In stage 1, we build a numerical model in Matlab-SimMechanics
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Fig. 2. The validation of the analytical kinematic model against the SimMechanics numerical model and the physical platform setup.
Fig. 3. A sample section (central support pillar) of the SimMechanics intermediate numerical model.
and validate it using physical experiments with the platform setup. Here, gravity is used alone as a known driving force for
the platform. Oncewe have the intermediate numerical model as a baseline, in stage 2 it is then used as a basis for validating
the analytical model itself. At this stage, being in a simulation gives us the means of exciting the two models using known
force inputs, and observing and comparing the behaviors.
5.1. Validation of the kinematic model
For the kinematic analysis, it was possible to fully validate the analyticalmodel against the physical setup and this is what
the first set of results presented here show. For this, the platform was driven in position controlled mode, very slowly, for
a range of shaft positions and resulting platform angles. The same shaft position samples were also used as an input to the
analytical model as well as the intermediate baseline numerical model. The results for these three cases are comparatively
illustrated in Fig. 2,where the close overlap between the two sets of results is apparent. These results also include the overlap
of the SimMechanics based intermediate numerical model that will be described in the following section.
5.2. The baseline numerical model using Matlab-SimMechanics
As a first stage of the validation of the analytical dynamicmodel, we have developed an intermediate numerical model in
Matlab-Simulink, that closelymodels the physical setup using an interconnection ofmechanical components. SimMechanics
has been shown to generate accurate dynamicmodels of complexmechanical systems [20]. A section of our numericalmodel
in SimMechanics is illustrated in Fig. 3. Themodel is hierarchical and is composed of other sub-blocks. For both the analytical
model and this intermediate numerical model, the model parameters are derived from the actual physical system and the
source solid model design files. These are given in Table 1.
Nevertheless, this numerical model was cross-validated with the actual physical system through a system identification
experiment. The viscous friction parameters of the intermediate numerical model were also the output for the experiment
as well as the observation of the overlap between the model and the physical system. In the experiment, the platform was
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Table 1
Model and simulation parameters obtained from the physical setup and solid model
design files.
Parameter Value Unit Parameter Value Unit
a 57.48 mm Jm22 11.1857 ∗ 10−6 kg m2
b 35.99 mm msh 19.1 g
c 29.55 mm Jsh22 12.94578 ∗ 10−6 kg m2
d 10.03 mm c1 1.5260e−06 Nms/°
e 81.64 mm c2 1.5260e−06 Nms/°
mp 92.33 g c3 1.2543e−08 Nms/°
Jp22 53.87012 ∗ 10−6 kgm2 c4 8.9949e−06 N s/m
mm 48.1 g
Fig. 4. Intermediate numerical model validation using gravitational fall experiments with the physical platform setup.
set to an initial angle where gravity would pull the platform into motion. Since the gravitational force is known, the same
conditions could be applied both for the physical system and in the simulation. The result of the experiment is illustrated in
Fig. 4. One may see that the intermediate numerical model built in SimMechanics closely approximates the physical system
behavior, building confidence that one may use it as a baseline for the subsequent experimentation. The small deviation for
the larger load may be attributed to the nonlinearity of physical friction that may result from higher loads on the joints.
5.3. Validation of the analytical dynamic platform model
Finally, it is possible to present the validation of the dynamic part of the analyticalmodel which is themainmathematical
contribution of the present paper. This is achieved by making use of the intermediate numerical SimMechanics model
as a baseline for validating the behavior of the analytical model under gravity and known force excitation as well as the
presence or absence of a viscous friction component. This final set of experiments is conducted exclusively in the simulation
environment. The analytical model (the final set of equations of motion) is numerically integratedwhile Simulink integrates
the intermediate SimMechanics model. The first two experiments are conducted with a constant force applied first in the
positive direction from the negative limit of the mechanism and then in the negative direction from the positive angular
limit. The simulation is run until the final platform is θ = 25° (way beyond the mechanism limit of about θ = 13°).
Fig. 5(a) and (b) illustrate superimposed plots of the analytical model and the baseline SimMechanics numerical model. In
this experiment, (a) illustrates the case where gravity is neglected and (b) the case where gravity is present. Similarly, the
case with the addition of the viscous friction model is given in Fig. 6. Although we have small friction values in the system,
the experiment with the addition of the friction model shows that the presence of friction further reduces the mismatch
between the analytical model and intermediate numerical model outputs.
For another comparative experiment, Fig. 7 illustrates a comparison of the one-body and three-body approximations in
the model, and hence the effect of neglecting or including the masses and inertias of the motor shaft and motor body. This
experiment is conducted with constant force and gravity as input. The friction is taken as zero for this experiment. From the
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Fig. 5. Validation of the analytical model with constant force input. The viscous friction coefficient is zero. (a) Gravity is neglected. (b) Gravity is present.
Fig. 6. Validation of the analytical model with constant force input. The viscous friction is nonzero. (a) Gravity is neglected. (b) Gravity is present.
figure, it can be observed that the one-body approximation significantly deviates from the three-body approximation, and
hence from the true behavior of the physical system.
Collectively from these results, one may draw a number of conclusions. The analytical model composed of the nonlinear
equations of motion for the system approximates well a fully numerical model generated by SimMechanics, which itself
was validated against the physical system. There is a small amount of discrepancy between the models, which particularly
manifests itself under the gravitational effect, leading to the conclusion that very small inaccuracies in the assumed mass
properties as well as the homogeneousmass distribution assumption in the analytical model generate somemismatch. This
is an expected result. Wemay also observe that errors due to the numerical integration process necessary for simulating the
time responses contribute to the mismatch. Finally, the mismatch accumulates over time when the models are integrated
numerically for a long period. Nevertheless, there is a reasonable confidence that the analytical model is sound and can
model the system considered fairly well.
6. Conclusion
In thiswork, an analyticmodel is developed for a linear-motor actuated planar stabilization platformusing the Lagrangian
formulation. The model of the designed platform is studied for the one-body and three-body approximations and with the
inclusion/exclusion of a viscous frictionmodel. Themodel is experimentally validated using a system identification approach
based on physical experiments. Physical experiments are directly used for validating the kinematic part of themodel while a
two-stage approach is required for the dynamic part, where an intermediate SimMechanics based numerical model is used.
The experimental results, both physical and simulation based, have shown that the analytical model is sound with some
small approximation errors. The small mismatch is shown to be mostly present when the gravitational input is nonzero.
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Fig. 7. The mismatch between the one-body and three-body analytic model approximations.
Overall, themodel is accurate and is being used for developing control policies for regulating the platform angle and angular
velocity.
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