The Wide-Angle Imaging Lidar (WAIL), a new instrument that measures cloud optical and geometrical properties by means of off-beam lidar returns, was deployed as part of a multi-instrument campaign to probe a cloud field at ARM (Atmospheric Radiation Measurement) Southern Great Plain (SGP) site on March 25, 2002. WAIL is designed to determine physical and geometrical characteristics using the off-beam component of the lidar return that can be adequately modeled within the diffusion approximation. Using WAIL data, we estimate the extinction coefficient and geometrical thickness of a dense cloud layer; from there, we infer optical thickness. Results from the new methodology agree well with counterparts obtained from other instruments located permanently at the SGP ARM site and from the WAIL-like airborne instrument that flew over the site during our observation period.
WHAT IS OFF BEAM LIDAR?
The term "lidar" has traditionally implied a ranging device, the basic idea being to send out a pulse of light and then to detect returns from objects of interest. The importance of this concept is such that it contributes to the acronym LIDAR (LIght Detection And Ranging). The assumption of one-to-one correspondence between the object location and the instant at which the pulse has returned enables the probing of the inner structure of the medium, which makes multiple scattering unwanted and the later contribution is usually discriminated by using receivers with very a narrow field-of-view (FOV). Many artificial and natural objects are now investigated using lidar techniques. Even limiting ourselves to monostatic backscattering lidar, we can list seawater, aerosol, optically thin clouds (such as cirrus), natural and artificial fogs, pollution, smoke, and so on.
In sharp contrast, off-beam lidar 1 is predicated on the fact that multiple scattering thoroughly samples the interior of the dense, conservatively scattering medium. The characteristics of the reflected radiance distribution in space, angle and time will depend on its optical and geometrical properties. Photons should be collected within a receiver FOV wide enough to take in essentially the entire spatial distribution of the reflected radiance at the medium boundary, and this should enable the retrieval of both geometrical thickness H and a volume-averaged extinction coefficient σ (equivalently, the mean optical depth τ = σH).
Off-beam lidar can compete with mm-radar as a probe of cloud structure in the sense of height, thickness and density. It will of course not yield the same spatial detail as mm-radar since lidar-based estimates of H and τ are inherently averaged horizontally, nor is detailed stratification information available. In mm-radar, reflectivity is however weighted towards the largest droplets. It responds therefore very strongly to drizzle. So much in fact that retrievals of interest in climate studies are compromised if any precipitation is present. 2 We view off-beam lidar as a natural extension of on-beam lidar and as a complement to mm-radar at a visible wavelength that bears directly on the climatic impact of clouds. Laboratory for ground-based observations. A third system, the "in situ" cloud lidar 5 is for aircraft flights inside clouds and is presently in the advanced testing stages.
The main difference between THOR and WAIL is their receivers. WAIL is a fully imaging implementation of the off-beam lidar concept and its gated/intensified CCD imager generates for every (programmable) time-bin a 128×128 pixel array, resulting in a square FOV at the focal plane, 53.6
• on a side (≈ 0.42
• per pixel). THOR's receiver consists of a central narrow field-of-view and seven concentric annular rings, all manifested at the focal plane by fiber-optic bundles. The outermost ring is equally divided among three parts, that each see one of three 120
• azimuthal sectors. The total FOV of THOR is 6.1
• . This ten-fold difference is because THOR is used from an airborne platform while WAIL operates from the ground. These two measurement schemes are depicted in Fig. 1 . Figure 2 shows the two versions of WAIL in field deployments. The movie-like nature of the WAIL datasets can be seen in Fig. 3 , which shows four representative 2D "stills" from each of three WAIL "movies" -one for each of the three illustrated filters. These data, obtained using the gated/intensified CCD version of WAIL deployed in Oklahoma, are merged into a single space/angle-time data-cube of the kind analyzed further on. Each of the sequences shown in Fig. 3 begins with the impact of the laser pulse on the cloud bottom, followed by spreading of the light via multiple scattering within the cloud. The left-most sequence, obtained using the center-weighted (535 nm) filter, most closely approximates the qualitative behavior of the space-time Green function: spreading and dimming. The sequences on the right (540 nm and 546 nm) contain information from larger backscattering angles and illustrate two phenomena of interest. First, we note how the early-time, on-beam signal is strong enough to be visible despite these filters' orders-of-magnitude normal incidence attenuation of the 532 nm laser wavelength. Second, we note how at later times the photons escaping the cloud base at large distances from the beam eventually populate the angular annulus of admittance for these off-beam filters.
DIFFUSION APPROXIMATION AS A BASIS FOR RETRIEVAL TECHNIQUE
To describe the WAIL signal, we use the diffusion framework 6 following Polonsky and Davis.
7 Accordingly, we assume that boundary radiance, I(t, r, n), in the direction n (measured in coordinates (θ, φ) where θ is measured away the vertical z-axis) at position r (a horizontal 2D vector) and at time t (after the pulse hits the lower cloud boundary) can be written • square FOV. The time delay after the laser pulse is noted on each frame. The scales are adjusted as needed to visualize the image. In each sequence, one sees the initial impact of the laser pulse on the cloud, with subsequent decay and diffusive spreading of the light via multiple scattering. The annular appearance of the scattered distribution, seen at long times in the sequences for the 540 nm and 546 nm filters, is an artifact of those filters. The illuminated area seen in the bottom row illustrates the approximate useful range of angles for each filter.
where G(t, r) is the Green function of interest and the angular distribution of reflected radiance is factored into u(n). Letting c denote the speed of light, diffusion theory delivers our new lidar equation as
We adopt the classic 8 expression for the "extrapolation" length
where slightly different numerator values have been proposed, and strict diffusion theory predicts
We trust (2) and (3), where we recognize 1/(1 − g)σ as the "transport" or "rescaled" mean-free-path, but not (4) because diffusion is known to lose accuracy at the boundaries in the angular domain.
We now demonstrate the accuracy of the formulas (2)- (3). To this end, we compare Monte Carlo results made for a homogeneous cloud with a Deirmendjian Cloud C.1
9 phase function and a geometrical thickness of 0.7 km at a range of 0.5 km. A forward Monte-Carlo scheme using 10 9 trajectories was used. The laser source generates a δ-pulse with unit energy so time dependencies of the boundary flux G(t, r) at selected radial distances were obtained by Monte Carlo simulation and with (2) and (3). Results are plotted in Fig. 4 , showing that diffusion accurately describes the time-dependence starting at an instant that increases slowly with radial distance.
Integration of (1) over t yields the steady-state version of the diffusion solution:
with K 0 being the 0th-order modified Bessel function. Similarly to above, we plot results for G( r) ≡ G(r) as a function of radial distance (Fig. 5 ). Figure 6 shows the time dependence of the WAIL signal detected by the central pixel with the 535 nm filter at 7:23, 7:52 and 7:59 UTC. These signals coincide well, demonstrating a high degree of horizontal homogeneity of the lower part of the cloud during the whole observation period.
RETRIEVAL TECHNIQUE
At present the theory assumes a uniform cloud which guides the execution of our first task which is to determine cloud-base height. The lidar signal reflected from a homogeneous slab contains a very sharp increase coinciding with the cloud's lower boundary. Accordingly, the on-beam WAIL signal in Fig. 6 shows that cloud base is at a range of about 0.5 km.
We start with time-integrated off-beam signals, the steady-state or "cw" distribution of the reflected radiance in (6) . The empirical function, const × exp(5.6 cos θ) is used to convert the measured signal to the flux density distribution predicted by theory, thus mitigating the known deficiency of (4). Since the average cosine of the scattering angle for water-droplet clouds is ≈0.85, 9 we have only two uniform slab-cloud parameters to estimate: geometrical thickness H and extinction coefficient σ in (3) which, by multiplication, give optical thickness τ . This is done by forming a standard "observed-predicted" cost function, computed over relevant range of r = d obs tan θ, that is minimized by varying the two cloud parameters. Consistent with our homogeneity assumption, we average the WAIL signal azimuthally, resulting in a substantial decrease in measurement error. The trivial normalization parameter of our empirical function is also estimated through the fitting procedure to account for the present 112 Proc. of SPIE Vol. 5653 lack of absolute calibration in WAIL. The upper panel of Fig. 7 shows the cost function for the relevant range of {H, σ} using the WAIL signal measured at 7:30 UTC with 10
• ≤ θ ≤ 26
• . The mostly vertical orientation of the isolines clearly shows that the time-integrated signal helps mostly to determine σ.
The same analysis is repeated for the time-resolved data and displayed in the lower panel of Fig. 7 . It shows isolines with mostly horizontal orientation and, thus, time-resolved data enables estimation of H. In this case, we used the diffusion prediction in (2), 7:30 UTC WAIL data for θ = 26.6
• and range (i.e., ct/2 + d obs / cos θ) between 1.0 and 1.9 km.
We can combine the advantages of both the time-resolved and time-integrated data analyses by constructing a weighted sum of the cost functions, each one being normalized naturally by its minimum. In this case, the ratio is about 4:1 in favor of the time-integrated data because of its reduced noise level. The result is in Fig. 8 (upper  panel) , showing a clear minimum at H = 0.45 km and σ = 48 km −1 . An objective analysis using nonlinear regression yields an uncertainty on σ of 3 km −1 and 0.09 km for H. Figure 8 (lower panel) repeats this for WAIL signals detected at 8:00 UTC, yielding H = 0.6 ± 0.2 km and σ = 50.5 ± 3 km −1 . The corresponding optical thickness estimates are 21.6 ± 5.7 at 7:30 UTC and 30.3 ± 11.8 at 8:00 UTC. The large uncertainties in the geometrical thickness and optical thickness, especially at 8:00 UTC, are traceable directly to the insufficient FOV for the low cloud ceiling (combined with relatively large cloud thickness). We discuss further on a simple remedy for this situation without modifying WAIL's present specifications.
COMPARISON WITH ARM INSTRUMENTS
Our WAIL measurements described and analyzed above were performed at the ARM Climate Research Facility (ACRF) in Oklahoma, where cloud observations are made routinely. ARM cloud instruments used here are the laser ceilometer, micro-pulse lidar, microwave radiometer, and millimeter-wavelength cloud radar. We now compare their determinations with WAIL's.
Laser ceilometer, micro-pulse lidar, and THOR
The Vaisala Ceilometer (VCL) is a single-purpose lidar operating in near infrared (905 nm). Ceilometer cloudbase heights of interest are depicted in Fig. 9 . The micro-pulse lidar (MPL) delvers both cloud-base and -top heights, operating at 523.5 nm (very close to WAIL's 532 nm wavelength). Cloud boundary heights from the MPL are also in Fig. 9 : base and top heights are in dashed and dash-dotted lines respectively. MPL's estimation of geometrical thickness of the cloud is 0.1-0.2 km. Of course the MPL's cloud-top product is biased very low in the case of this optically thick cloud layer since it is assumed (1) that multiple scattering does not contaminate significantly the directly transmitted beam and (2) that it can reach cloud top on a two-way trip through the cloud. Neither of these conditions is satisfied here; we will not discuss MPL cloud tops any further.
Our two (on-beam) inferences of mean cloud base in Fig. 9 are at 0.5 km; they agree with the VCL (at most 50 m higher) but the MPL estimates are up to 100 m lower. Although we have not examined the MPL algorithm in detail, we attribute this systematic discrepancy between ARM instruments with the fact that extinction coefficient profiles in clouds are generally represented as increasing more-or-less rapidly from the zero level. In this case the maximum of the (on-beam) lidar signal does not coincide with the cloud-base (i.e., vanishing extinction) level and this necessarily complicates cloud base detection. If we adopt the MPL definition of cloud base as a way of anticipating how a vertically-varying model for cloud extinction would behave, then we can adjust our estimates of cloud physical thickness to ≈0.55 at 7:30 UTC and ≈0.7 km at 8:00. This correction would not affect cloud optical thickness estimates.
For reference, Fig. 9 shows the ±0.1 km variability of cloud-top height according to the airborne THOR lidar during our observation period. The NASA P-3 was then too far from the central facility for direct comparison with WAIL. However, we note that the cloud tops from the WAIL and THOR instruments track each other, within the variability and uncertainty. Figure 9 shows that our two mean cloud top estimates are, if anything, 50-100 m lower than the corresponding means of the fluctuating THOR counterpart. Targeting cloud thickness H, this small bias at cloud top is in addition to the one already identified at cloud base of similar magnitude. This time however, it cannot be attributed to the vertical homogeneity assumption 11 but rather to the truncation problem. We therefore expect this bias to diminish along with the overall uncertainty as WAIL's 53.6
• FOV is further widened.
Microwave radiometer
The microwave radiometer (MWR) measures column-integrated amounts of water vapor and (cloud) liquid water. Using this data we can estimate cloud optical thickness 13 :
where LWP is the liquid water path measured by MWR in cm (or mm), and r e is the effective radius of the cloud particles in the same units. It is commonly assumed that r e ≈ 10 µm = 10 −3 cm. This estimation of optical thickness is shown in Fig. 10 vis-à-vis LWP in cm.
Being a vertical integral through all the 3D variability that plagues all cloud boundary retrievals, optical depth estimation and comparison should be easier, but maybe not. We estimate cloud optical thickness at ≈21.6 for the 7:30 UTC collect and ≈30.3 at 8:00 UTC, consistently ≈20% over the MWR values. This suggests that r e may have been that much less than the canonical 10 µm value used in the LWP-to-τ conversion. Again, the important finding is that LWP from the MWR and τ from WAIL track each other.
Discussion
The above analysis of agreement and disagreement between various cloud probing devices notwithstanding, it is important to bear in mind that the very definition of a real cloud's boundary will -and should-depend on the particulars of the instrument (wavelength, FOV, space-time sampling and averaging, etc.) as well as on the conceptual picture that the algorithm developer had in mind. Under these conditions, the tracking we get between different instruments (and even more so with the THOR instrument) is tantamount to a successful validation of the off-beam lidar technique, if not the WAIL instrument itself (more observations are needed under a wider variety of conditions).
Inasmuch as we see real disagreement between instruments, the next logical question is of course which instrument are we going to believe? In our view, the answer should come from the application in mind which is rarely to uncover some fundamental "truth" about the properties of some designated cloud. As an example, and without comprehensive analysis of all possible methods, the MWR may be the best source for LWP if the hydrological cycle is the focus. In contrast, if climate and radiation are at the scientific focus, then optical depth from WAIL may be a more judicious choice since it operates at an energetically relevant wavelength and, in sharp contrast with the MWR, no assumptions about cloud microphysics are required.
CONCLUSION
In summary, the campaign conducted at the ARM Southern Great Plains CART site confirmed the validity of off-beam lidar as a worthy concept to pursue in cloud remote sensing. The off-beam lidar retrievals of cloud characteristics agreed well, within the established uncertainty, with independent observations of the cloud parameters. We are looking forward to seeing widespread use of off-beam (multiple-scattering) lidar techniques not only for terrestrial clouds, but also for vegetation canopies, ice, snow, and so on. Eventually, as more compact and powerful laser sources become available, observations from spacecraft will become an option. This opens up applications in planetary science, such as the sounding of Europa's icy surface which is thought by some to be a relatively thin layer (a few km).
