One of my current projects is a massively open online course (MOOC) on reproducible research that I am working on within a multidisciplinary team. If all goes well, it will go online in the fall of 2018. French-speaking readers might want to watch out for it on the FUN platform (https://www.fun-mooc.fr). However, my topic for today is not the MOOC but rather a lesson learned during its preparation about the good and bad of reusable code.
I have shortened the column name line a to make it fit on the page. The meanings of the columns are documented on the Réseau Sentinelles Website. We only need two in this case: week and inc. The week column encodes a reference to each week in a somewhat uncommon format: it's a six-digit string with the first four digits indicating the year and the last two the week number according to the ISO-8601 standard. The inc column contains the number of flu cases reported each week.
Reading such a dataset using pandas isn't difficult: import pandas as pd def data_url(year1, week1, year2, week2):
return "http://websenti.u707.jussieu.fr/sentiweb/" + \ "api/data/rest/getIncidenceFlat?indicator=3" + \ ("&wstart=%4d%02d&wend=%4d%02d" % (year1, week1, year2, week2)) + \ "&geo=PAY1&$format=csv" data = pd.read_csv(data_url(1990, 1, 1995, 1), skiprows=1)
The argument skiprows=1 tells pandas to ignore the first line of the downloaded file, which is a comment that doesn't fit into the CSV format. What we get back as data is a DataFrame object with 262 rows and 10 columns. When reading a CSV file, pandas tries to guess appropriate data types for each column. In this case, it decides on "int64" for both of the columns we need, although this isn't quite appropriate for week. But it is an excellent opportunity to explain the subtleties of data representations and their conversions to the students in our MOOC! Unfortunately, there is another subtlety to come. After testing the analysis code on the rather small five-year sample, we want to run it on the full dataset, which starts in 1985 and is continually updated. Using data url(1985, 1, 2018, 1), we get data for 33 years. On the screen it looks much the same. But a more careful inspection shows that the data type for inc has changed from "int64" to "object." Before going through the 1,723 lines to check for an anomaly that could explain this change, I took a look at the pandas documentation for CSV import (http://pandas.pydata.org/pandasdocs/ stable/io.html). It mentions "intelligent conversion of tabular data," but the rules for this intelligent action are not given. In view of the length of the documentation, which spreads over several pages, I concluded that going through the 1,723 lines of data was the lesser evil. And, indeed, the offending line clearly stands out:
A missing data point for week 19 of the year 1989 is indicated by a dash instead of a number in the inc column. Faced with a column containing many integers and one string, pandas apparently decided on the "object" type.
I won't discuss the many options of dealing with such nuisances here. They are the rule rather than the exception when dealing with real-world data. In fact, the pandas documentation I just cited proposes a few optional arguments I could pass to the function read_csv to deal with the irregularity in the input file. What makes this problem unpleasant is not that it's difficult to deal with, but that it's difficult to identify. A data type chosen as a function of the data values means that the subsequent analysis code can never be trusted to work in general. All you can say is that it works for the data ranges that it has been explicitly tested on.
EMACS AND ORG-MODE
I won't say much about the R version of the data analysis because it was prepared by my Rsavvy colleagues. It isn't very different in spirit from the Python 3/pandas version, and requires similar decisions for dealing with irregularities. What I will focus on is the multilanguage version in the Emacs org-mode environment, which was previously presented in this column. 1 In org-mode, so-called "source code blocks" contain executable pieces of code, much like the cells in a Jupyter notebook. However, org-mode offers much more flexibility in combining these source code blocks into a computational document. They can be executed in sequential order, as for a Jupyter notebook as well as in arbitrary order, defined by naming the inputs and outputs of each block and thereby defining a data-flow graph. But the main difference for this story is that each source code block can be written in a different language, which makes exchanging data between them much more challenging. Org-mode defines a common data representation that it translates into and out of for each language. This common representation is a tree structure made from nested lists, with the leaves being numbers or strings. Such tree structures are very flexible and therefore widely used in data interchange formats, the best-known probably being XML.
The requirement to use this tree data structure at the interface between source code blocks discourages the use of language-specific data structures such as pandas' DataFrames, which would require a conversion layer at the beginning and end of each code snippet. What is encouraged instead is to keep all data in the tree structure as much as possible. This corresponds to a long tradition of data representation in the Lisp family of programming languages, which is no coincidence because most of Emacs, and in particular all of org-mode, is written in Emacs' own Lisp dialect, called Emacs Lisp. This emphasis on a single universal data structure, in stark contrast with the ideas of object-oriented programming, is often justified using a quote from computer science pioneer Alan J. Perlis 2 dating back to 1982: "It is better to have 100 functions operate on one data structure than 10 functions on 10 data structures."
Emacs being a text editor, it has excellent support for manipulating text; therefore, it seems natural to start the flu data analysis using Emacs Lisp. A side benefit is the possibility of loading the data into an Emacs buffer, which allows direct inspection using all of Emacs' text editing functions. Thus, the first step is to download the data into a read-only buffer named *data*:
(require 'url) (defun data-url (year1 week1 year2 week2) (concat "http://websenti.u707.jussieu.fr/sentiweb/" "api/data/rest/getIncidenceFlat?indicator=3" (format "&wstart=%4d%02d&wend=%4d%02d" year1 week1 year2 week2) "&geo=PAY1&$format=csv")) (with-current-buffer (get-buffer-create "*data*") (unless buffer-read-only (url-handler-mode) (insert-file-contents (data-url 1990 1 1995 1)) (setq buffer-read-only t)))
Making the buffer read-only protects against accidental manipulation. Because the data format is actually very simple, I wrote my own special-purpose parser for this particular file rather than searching for a CSV parser library for Emacs Lisp. All it takes is to
• split the file into lines;
• discard the first line;
• split each of the remaining lines at the commas, yielding the columns of the table; and • select the first and third columns.
In Emacs Lisp this can be written as (require 'dash) (with-current-buffer "*data*"
(let* ((lines (split-string (buffer-string) "\n" t)) (data-lines (rest lines)) (table (--map (split-string it ",") data-lines))) (-insert-at 1 'hline (-select-columns '(0 2) table))))
The last operation, inserting an hline between the column names and the data, puts the parsed data into the format of an org-mode table, which Emacs then formats nicely before inserting it into the computational document.
For the benefit of readers not familiar with Emacs Lisp, and for a better comparison with the pandas-based code I showed earlier, here is an implementation of the same method in Python 3. It leads to exactly the same result, but doesn't permit inspection of the data file in an Emacs buffer. Note that the final return is a particularity of Python embedding in org-mode: a Python source code block is treated as the body of a function. The None being inserted after the column header is the Python equivalent of the hline in Emacs Lisp.
Not counting the shared function data_url, this back-to-the-basics implementation consists of 10 lines of code, compared to two lines for reading the data using pandas. However-and this is the main message of this story-it is immediately clear to anyone with a minimal knowledge of Python 3 how the code works, which assumptions it makes about the format of the data, and that all the data is always returned as text strings. There is no hidden intelligence in these 10 lines of basic Python 3 code.
Another way to compare the two Python 3 implementations is to compare the effort a reader must invest to understand what is going on. The pandas version provides an immediate "executive summary": we are reading a CSV file. Moving on to a more detailed understanding of what we get in return, and under which conditions we can expect the code to work, is almost a research project, because even the multipage documentation of the read_csv function does not provide the answers. The basic Python 3 version, on the other hand, requires more effort to reach a first level of understanding, because the only superficially available information is that the code processes a text file. However, after a two-minute inspection of the code, a reader knows everything there is to know, without reading lengthy documentation or doing experiments.
As I was working on this example for the MOOC, I stumbled upon a 10-year-old interview with Donald Knuth (http://www.informit.com/articles/article.aspx?p=1193856) that was quoted in the context of literate programming, one of Knuth's major inventions. Since time spent reading Donald Knuth is rarely wasted, I read through the complete interview and found the following statement:
I also must confess to a strong bias against the fashion for reusable code. To me, 're-editable code' is much, much better than an untouchable black box or toolkit. I could go on and on about this. If you're totally convinced that reusable code is wonderful, I probably won't be able to sway you anyway, but you'll never convince me that reusable code isn't mostly a menace.
This is a nice summary of my experience preparing the two versions of my data analysis example. The read_csv function of pandas is designed to be reusable in a wide range of situations;
however, that also makes it a nearly impenetrable black box. In contrast, the much more basic approach that the org-mode conventions encouraged me to adopt is not reusable but re-editable. People who need to process a somewhat different dialect of the CSV format can read, understand, and adapt it to their own situation.
AND THE WINNER IS . . .
It might seem at this point that I am fully adhering to Donald Knuth's preference for re-editable over reusable code, but it is not as simple as that. If I have explained the advantages of re-editable code in so much detail, it is mainly because I have rarely seen them exposed. It is much easier to find discussions of the virtues of reusable code. The two main reasons given are economy and reliability. The economy argument is based on development costs being shared among many users. This does, however, silently suppose that the development investment leads to savings for the users, which isn't obvious, as my CSV reading example illustrates. The reliability argument says that heavily used code is better tested, an idea often referred to as Linus's law in the opensource developer community and summarized as "given enough eyeballs, all bugs are shallow." It sounds plausible but, like most statements about software engineering, is hard to back up with solid evidence. Heavy usage has certainly not prevented the existence of a severe security bug in OpenSSL for two years. What, then, is the better approach: reusable or re-editable code? As is so often the case, it depends. Let's look at the other end of my reproducible data analysis example: plotting a histogram of the annual flu incidence. I wouldn't even think of doing this in basic Python, or whatever other language, because of the complexity of the task. Even the people who write reusable plotting libraries don't limit themselves to basic Python or C, but build on reusable graphics libraries. So what's the difference between reading a CSV file and plotting a histogram? It's the localization of complexity.
In the CSV reading case, all the complexity is at the surface. In fact, it's the CSV format itself that is the source of complexity. Or perhaps one should better say that it is the habit of referring to a diverse family of file formats by a single name, leading to the idea that a single piece of code should deal with all of them. This complexity cannot be hidden from the user, which is why the documentation of pandas' read csv function is so long. In the histogram plotting case, most of the complexity is in the depth of the implementation. The user of a plotting library does not need to know how graphics libraries work or how the PDF format is defined, and would in general prefer not to be exposed to such details.
As a rough guide to whether packaging a piece of code as a reusable library makes sense, or whether looking for reusable code is preferable to rolling your own code, compare the length of the code to the length of documentation that users would consider sufficient. Reusable code makes sense when the former clearly exceeds the latter. Another way to look at this is that wellwritten code is its own best documentation. Hiding the code from its users and replacing it by documentation makes sense only when this clearly reduces the users' mental load.
A corollary of this principle is that if you publish your code, make it either re-editable, that is, self-explaining, or reusable, that is, well documented. Scientists often complain that writing documentation is a lot of work that is not well rewarded. Going for re-editable and keeping documentation to a minimum is thus worth considering as an alternative, keeping in mind that the audience for reusable and re-editable code is not quite the same. And that is perhaps the ultimate criterion for choosing the right approach: the one that best suits your audience.
In the context of scientific programming, there is one more criterion to keep in mind. If your code implements a scientific method, rather than a technical detail such as reading CSV files or plotting histograms, the decision to expose or to hide the code implies the decision to expose or hide the method itself. Well-known and frequently used methods are the perfect candidates for implementation in reusable and documented libraries. Recent methods, and in particular methods still under development, are better proposed as reeditable implementations. Otherwise, readers might feel cheated when presented with a computational solution to a scientific problem that consists only of a call to a black-box library-for an illustrative example, see the public review
