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Chapter 1
Introduction
Plasma physics is the art of
approximation.
Hannu Koskinen
Vlasiator is a simulation program being developed by the QuESpace project1, part of the Space
Weather research group within the Earth Observation Unit of the Finnish Meteorological Institute
(FMI) in Helsinki, Finland. The code is built upon a highly scalable parallel finite-volume method
designed to model collisionless space plasmas by solving Vlasov’s equation for the ion distribution
function coupled to the ideal magnetohydrodynamical equations describing the electrons as a massless
charge-neutralising fluid.
This introductory chapter begins by defining the concept of plasma and by deriving criteria for
its existence. The second part (Sec. 1.2) presents Vlasov’s and Boltzmann’s equations, which can
be used to describe plasmas at a fundamental level or to derive macroscopic sets of equations also
describing plasmas. One such set, the equations of magnetohydrodynamics, is introduced, and a
brief discussion of hybrid methods is included. In the third section (1.3) I then show how to make
use of some of these equations to calculate dispersion relations to identify wave propagation modes
in plasmas.
1.1 Plasma, the fourth state of matter
What is plasma? This simple question does not allow for a straightforward answer. Plasma exhibits
some fundamental phenomena which yield quantitative criteria.
1.1.1 General definition
Our observation of the world surrounding us makes us familiar with three states of matter: solid,
liquid and gaseous. Everyday experience as well as classical mechanics and thermodynamics seem to
tell us that everything that matters is in one of these three states. But even the ancients knew that
there is a fourth element after earth, water and air—fire. And modern science tells us that most
visible baryonic matter in the universe—over 99%!!—is in fact in this fourth state called plasma [3].
Plasma is everywhere, for instance in fluorescent lamps and screens. Fusion research and many
industrial applications make use of it, but nature is full of plasma sources as well, lightning, auroras
and hot flames2 being conspicuous examples. The most important of all, which allows life to be, is
the Sun, a giant ball of plasma, surrounding itself in its heliosphere of plasma, embedded in the very
tenuous plasma of interstellar space. But what exactly is plasma?
There is no exact definition of whether a given system is in the plasma state or not. The most
fundamental aspects of a plasma are its (partial) ionisation—plasma needs free, electrically charged
particles—and its global charge neutrality, a property called quasi-neutrality. The degree of ionisation
is not a good criterion, as it can be total or remain rather low: levels of about 0.1 % ionisation are
1 Quantifying Energy circulation in SPace plasma, a project led by M. Palmroth and funded by the European
Research Council under the European Community’s seventh framework programme (FP-7/2007-2013/ERC) agreement
no. 200141-QuESpace.
2Although an oft-cited example, flames do not always fulfil the necessary conditions to be in a plasma state [41].
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sufficient to observe plasma behaviour [22]. Furthermore, the free electrons in a metal do not qualify
as a plasma although they are almost freely moving charges and metal is neutral as a whole. Most
plasmas have low densities and could be defined as partially ionised gases, but star interiors can have
densities that are higher than any common solid or liquid. Temperature cannot be used as a criterion
either, as plasmas can have temperatures3 as low as a few 102 K, for instance, in the ionosphere and
as high as some 107 K in stars. A general definition nevertheless is that a plasma state is reached in a
medium when the collective effects arising from the interactions of charged particles with each other
are important on macroscopic scales. Some of these effects helpful in defining quantitative criteria
for the plasma state are presented in the following two sections.
1.1.2 Debye shielding
A useful concept in defining quantitative spatial criteria for the existence of a plasma state is Debye
shielding. Let us consider a ‘gas’ of particles in thermal equilibrium at temperature T , half of them
ions with positive charge `e and the other half electrons with negative charge ´e. Let us then
introduce a test particle of positive charge `Q at the origin of the system. What is this particle’s
electric potential? (The derivations in the present and following sections follow [4].)
Electrostatic interaction will cause a local perturbation in the number density of ions ni prq and
electrons ne prq around the origin, as ions will be repelled and electrons attracted. Further out,
however, the test particle’s potential vanishes so that at large enough scales ne “ ni “ n0, and thus
globally quasi-neutrality is preserved. The equation we use is
E “ ´∇Φ prq , (1.1)
where Φ prq and E are the electric potential and field, respectively. Assuming that the electrons and
ions have equal temperatures and are in thermal equilibrium, the total electric charge density ρ prq
is given by
ρ prq “ ´e pne prq ´ ni prqq `Q ¨ δ prq “ ´e ¨ n0
´
e
eΦprq
kBT ´ e´eΦprqkBT
¯
`Q ¨ δ prq , (1.2)
where δ prq is Dirac’s δ-distribution4. Inserting Equations (1.1) and (1.2) into Gauß’ law
∇ ¨E prq “ ρ prq
0
(1.3)
(0 being the vacuum permittivity
5), one gets the following differential equation:
∇2Φ prq ´ e ¨ n0
0
´
e
eΦprq
kBT ´ e´ eΦprqkBT
¯
“ ´Q
0
δ prq . (1.4)
Assuming a weak perturbation potential so that its potential energy is much smaller than the
thermal energy,
eΦ prq ! kBT, (1.5)
we can expand the exponential terms in Equation (1.4) up to the first order, which simplifies it to
∇2Φ prq ´ 2
λ2D
Φ prq “ ´Q
0
δ prq , (1.6)
where
λD “
c
0kBT
n0e2
(1.7)
is the Debye length. Given the radial symmetry of our problem, the potential will only depend on
the radial distance r from the test particle. Therefore, it is best to choose spherical coordinates, and
Equation (1.6) becomes
1
r2
B
Br
ˆ
r2
B
BrΦ prq
˙
´ 2
λ2d
Φ prq “ 0, pr ‰ 0q . (1.8)
3 Plasma temperature T is related to the particles’ kinetic energy Ek as Ek9kBT , where kB is Boltzmann’s
constant.
4 I have been very insistently taught that for mathematicians this is not a function but a distribution, although
we physicists like to call it thus and use it as such. As a tribute to [6] I will call δ pxq Dirac’s δ-distribution.
5 From here on and throughout this work I will use the Syste`me International d’unite´s (SI unit system).
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Seeking a solution of the form Φ prq “ f prq {r simplifies the process of solving this equation. The
boundary conditions are a consequence of the following arguments. Close to the test particle, the
potential must approach the well-known Coulomb potential of a charged particle in vacuum
ΦC prq “ Q
4pi0r
, (1.9)
whereas the potential must vanish when r Ñ 8. This narrows the family of solutions down to a
unique one:
Φ prq “ Q
4pi0r
e
´?2 rλD , (1.10)
which corresponds to the Coulomb potential (1.9) diminished by an exponential decay of scale length
given by the Debye length (1.7)6.
This exponential decay is the expression of the shielding of the test particle’s potential by the
presence of all the plasma’s charged particles. Obviously there has to be a large number of charged
particles within the sphere of radius λD—the Debye sphere—otherwise their effect vanishes, and the
derivations leading to this result become wrong. This consideration gives us a useful criterion for
defining a plasma:
Λ – neλ3D " 1. (1.11)
Λ is called the plasma parameter. The system studied must necessarily encompass the Debye sphere
as well, otherwise no collective observations are made, and one has to consider microphysical methods.
Thus, the system size L must be such that
L " λD, (1.12)
in other words, the system size must be much larger than the Debye length which must in turn
exceed the average interparticular distance,
L " λD " pneq 13 , (1.13)
a relation synthesising the two spatial criteria characterising a plasma which are derived from the
Debye shielding.
In the solar wind (a few protons per cm3, temperatures ranging from 105 to 106 K) the Debye
length is a few tens of metres, and Λ « 1010 ´ 1012. In the noontime ionospheric F-layer (n0 «
5ˆ 105 cm´3, T « 1,200 K) the Debye length goes down to millimetre scales, while Λ « 105.
1.1.3 Plasma oscillation
After deriving some spatial criteria, we shall now turn to a fundamental process ensuring the quasi-
neutrality of plasma under equilibrium conditions: the plasma oscillation. Considering the mass
difference between ions and electrons, we can assume here that electrons are moving with respect
to ‘fixed’ ions. Qualitatively first, let us imagine there is a small electron density surplus in a
small volume within a plasma. This will cause electrons to be repelled from that volume owing to
electrostatic forces. Due to their inertia they will, however, move out far enough for an opposite
electron density ‘void’ to appear. Being now slightly more positively charged, our small volume will
attract back the electrons until they build up again a density surplus. This reasoning leads to think
of an oscillatory behaviour.
Formalising this thought experiment, we assume a small local density perturbation
ne pr, tq “ np0q ` np1q pr, tq ,
ˇˇˇ
np1q
ˇˇˇ
! np0q, (1.14)
so that the arising electric field E pr, tq and electron velocity Ve pr, tq are first-order perturbations
(which implies their average value is 0). This allows us to use the linearised continuity and momentum
6The factor of
?
2 in the exponent is a consequence of our having assumed the ions to move as well. If the
assumption of infinitely heavy ions is made, that is that only the electrons move, then this factor is absent, as is often
the case in the literature.
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equations
Bnp1q
Bt ` n
p0q∇ ¨Ve “ 0 (1.15)
BVe
Bt “ ´
e
me
E, (1.16)
where me is the electron mass. Given our assumption of still ions, their number density is n
p0q and
their charge cancels exactly the charge density of the np0q-term in Equation (1.14), yielding a total
charge density
ρ pr, tq “ ´e ¨ np1q pr, tq , (1.17)
so that (as in Eq. (1.3))
∇ ¨E “ ´ e
0
np1q. (1.18)
By taking the divergence of Equation (1.16) and inserting that into (1.15), one gets the differential
equation
B2np1q
Bt2 ´
e
me
np1q∇ ¨E “ 0, (1.19)
and finally when using Equation (1.18)
B2np1q
Bt2 ` ω
2
pen
p1q “ 0, (1.20)
where we defined the electron plasma frequency
ωpe –
d
np0qe2
me0
. (1.21)
Equation (1.20) is a wave equation, which means that the density perturbation np1q oscillates harmon-
ically in time with the frequency ωpe. This feature of a plasma in equilibrium ensures its stability as
charges oscillate and do not, for example, build large-scale gradients or currents leading to a collapse
of the plasma state.
The existence of the plasma oscillation defines a further, temporal criterion for the plasma state.
To retain this oscillatory plasma characteristic, the oscillation must not be damped too strongly,
which means there must not be too many collisions between the electrons and the neutrals hampering
the oscillation. If we define the electron plasma frequency (in Hz) as νpe “ ωpe{2pi and the average
time between two electron-neutral collisions as τen, the criterion is expressed mathematically as
νpeτen ą 1. (1.22)
If this condition is not respected, due to the collisions once more the collective effects of the charges
are lost and the system behaves macroscopically as a neutral gas.
These two phenomena, the Debye shielding and the plasma oscillation, form the basis for the
definition of a plasma as a quasi-neutral gas with enough free electric charges to produce significant
macroscopic effects deviating from neutral gas dynamics.
1.2 Mathematical descriptions of space plasmas
Of course a complete and exact description of a plasma exists. Writing out the equation of motion of
each particle, subjected to the Lorentz force due to the external and internal electric and magnetic
fields, to collisions with each other and to further external forces, does the trick. The fields themselves
are provided using Maxwell’s equations. But this is intractable mathematically and computationally
so some averaging method has to be adopted. (The approach to Vlasov’s equation, the macroscopic
equations and to magnetohydrodynamics presented in the following are based on [22].)
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1.2.1 Vlasov’s equation
One way of attempting to describe plasmas is by exploiting the tools of statistical physics, as is
classically being done for gases, for instance. However, they rely on the assumption of thermal
equilibrium, a state which is maintained in a system when there are many collisions to thermalise
the distribution of the particle velocities. Space plasmas on the other hand are in most cases very
tenuous, thus their low collision rates make the usual statistical approach impractical.
A particle’s trajectory in the six-dimensional phase space of its position and velocity coordinates
pr,vq can be described with its orbit pR1 ptq ,V1 ptqq and its density distribution would be
N1 pr,v, tq “ δ pr´R1 ptqq ¨ δ pv ´V1 ptqq , (1.23)
where δ again represents Dirac’s δ-distribution. If one sums these distributions for all particles
of species α the result will be the density distribution for that species, Nα. It is submitted to a
continuity equation as we assume that no particles are created or destroyed over time:
dNα
dt
“ BNαBt `
B
Bt
ˆ
r
v
˙
¨∇pr,vqNα “ BNαBt ` pv ¨∇rqNα ` pa ¨∇vqNα “ 0, (1.24)
where we denote the ∇ differential operator operating in the six-dimensional phase space (resp. in
space, velocity space) with ∇pr,vq (resp. ∇r,∇v). Now we assume here that the only force causing
the acceleration a is the Lorentz force. If it were not the case, this step is where one would have to
introduce other force terms or a collisional term. Klimontovich’s equation for Nα is the result:
BNα
Bt `
ˆ
v ¨∇r ` qα
mα
pE` v ˆBq ¨∇v
˙
Nα “ 0, (1.25)
where qα and mα are the species’ electric charge and mass. Now this equation still encompasses
each particle individually and is no more tractable than before. In addition to that it is replete
with δ-distributions, which are not easy to handle either. However, at this stage one can perform
statistical ensemble averaging of Nα and of Equation (1.25). This leads to Vlasov’s equation for the
ensemble average of Nα pr,v, tq, which is called the distribution function fα pr,v, tq of the species α:
Bfα
Bt ` v ¨
Bfα
Br `
qα
mα
pE` v ˆBq ¨ BfαBv “ 0. (1.26)
This work treats collisionless plasmas, thus I only state here Boltzmann’s equation for the species α
without supplementary arguments or derivations:
Bfα
Bt ` v ¨
Bfα
Br `
qα
mα
pE` v ˆBq ¨ BfαBv “
ˆBfα
Bt
˙
C
, (1.27)
in which the last term is a ‘black box’ denoting the collisional effects one wants to handle (short-range
collisions in high neutral densities etc.).
1.2.2 Macroscopic variables
The particle distribution function fα pr,v, tq is defined in the six-dimensional phase space. It rather
abstractly though accurately describes the state of the plasma: it gives its number density in the
small volume d6v “ d3rd3v “ dxdydzdvxdvydvz of the phase space at every instant t, thus it has
the SI units 1 m´6s3. However, from an experimental and observational point of view one is often
interested in macroscopic variables such as the density, pressure or bulk velocity for example. These
are obtained by taking moments of fα over space or velocity.
The total number N of particles of the species α is simply the sum of the number density in each
infinitesimal volume,
N “
ż
v
ż
V
fα pr,v, tq d3rd3v, (1.28)
where the total (spatial) volume is
V “
ż
V
d3r, (1.29)
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so that the average number density is
xny “ NV . (1.30)
The number density at one point in space and time is obtained by integrating fα over the velocity
space:
nα pr, tq “
ż
v
fα pr,v, tq d3v, (1.31)
it is the zeroth velocity moment of fα. Obviously multiplying by the charge qα, respectively the
particle mass mα, yields the charge density, resp. the mass density.
The first-order velocity moment expresses the particle flux
Γα pr, tq “
ż
v
vfα pr,v, tq d3v, (1.32)
from which one gets the bulk velocity by dividing by the density:
Vα pr, tq “ Γα
nα
“
ş
v
vfα pr,v, tq d3vş
v
fα pr,v, tq d3v . (1.33)
Mass or charge fluxes, in other words momentum or current density, are obtained again by multiplying
by the mass, respectively the charge, the current density is for instance
Jα pr, tq “ qαΓα “ qαnαVα. (1.34)
Finally, the second-order velocity moment is the pressure tensor
Pα “ mα
ż
v
pv ´Vαq pv ´Vαq fα pr,v, tq d3v, (1.35)
where we have a dyadic product in the general case. It becomes scalar in the isotropic case:
pα “ mα
3
ż
v
pv ´Vαq2 fα pr,v, tq d3v. (1.36)
We can also introduce the concept of the temperature of the species Tα, where in a frame of reference
moving along with the plasma flow we get
3
2
kBTα “
ş
v
v2fα pr,v, tq d3vş
v
fα pr,v, tq d3v . (1.37)
For a single-species Maxwellian distribution this amounts to the temperature familiar from ther-
modynamics. But since space plasmas seldom have spherical symmetry, let alone a Maxwellian
equilibrium distribution, and usually contain species with different temperatures, the concept of
temperature has to be handled with care in plasma physics.
1.2.3 Macroscopic equations
We have now seen that macroscopic variables can be obtained by taking velocity moments of the
distribution function fα. By taking velocity moments of the whole Boltzmann equation (1.27) one
obtains macroscopic equations for each particle species. I will only show here the detailed derivation
for the zeroth-order moment as these derivations are long albeit rather straightforward.
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Zeroth moment
The zeroth-order moment of Equation (1.27) is given byż
v
Bfα
Bt d
3v `
ż
v
v ¨ BfαBr d
3v `
ż
v
qα
mα
pE` v ˆBq ¨ BfαBv d
3v “
ż
v
ˆBfα
Bt
˙
C
d3v. (1.38)
The first term is equal to Bnα{Bt following Equation (1.31). v and r are independent of each other
so that following Equation (1.33) the second term yieldsż
v
v¨ BfαBr d
3v “ BBr ¨
ż
v
vfα d
3v “ ∇ ¨ pnαVαq . (1.39)
The E-term vanishes because fα Ñ 0 when v Ñ8:ż
v
E ¨ BfαBv d
3v “
ż
v
B
Bv ¨ pfαEq d
3v “
ż
Bv
fαE ¨ d2S « 0. (1.40)
Here we defined Bv to be the boundary of the velocity space over which we integrate and d2S is the
infinitesimal surface element of that boundary. The v ˆB term is also vanishing:ż
v
pv ˆBq ¨ BfαBv d
3v “
ż
v
B
Bv ¨ pfαv ˆBq d
3v ´
ż
v
fα
B
Bv ¨ pv ˆBq d
3v
“
ż
Bv
fα pv ˆBq d2S´
ż
v
fα
B
Bv ¨ pv ˆBq d
3v « 0, (1.41)
because of the same limit argument as before for the first term and because pB{Bvq K pv ˆBq for
the second term. Finally if we assume that the total number of particles does not change under
collisions, which means there are no ionising or recombining collisions, then the integration of the
collisional term yields 0 as well. We thus get the zeroth-order moment of Boltzmann’s equation,
which is the well-known continuity equation
Bnα
Bt `∇ ¨ pnαVαq “ 0. (1.42)
Notice that it contains a first-order term in velocity, Vα.
First moment
The first-order moment obtained by multiplying Equation (1.27) with mαv and integrating the whole
equation over v yields the momentum transport equation which in fact amounts to the equation of
motion. It is
nαmα
dVα
dt
´ nαqα xE`Vα ˆBy `∇ ¨ Pα “ mα
ż
v
v
ˆBfα
Bt
˙
C
d3v, (1.43)
where d{dt “ B{Bt`Vα ¨∇Vα is the total time derivative and the average electric and magnetic fields
are the consequence of the internal and external charges and currents, fulfilling Maxwell’s equations
as
∇ ¨ xEy “
ÿ
α
nαqα
0
` ρext
0
, (1.44)
∇ˆ xBy “ 1
c2
B xEy
Bt ` µ0
ÿ
α
nαqαVα ` µ0Jext. (1.45)
ρext and Jext are the external charge and current densities, which means they are not the consequence
of the species α. Notice here that through Vα ¨∇Vα and ∇¨Pα Equation (1.43) contains second-order
terms in velocity.
7
CHAPTER 1. INTRODUCTION
Second moment
The second velocity moment provides us with the energy or heat transport equation, which in turn
contains the third-order contribution of the heat flux Hα:
3
2
nαkB
ˆBTα
Bt `Vα ¨∇Tα
˙
` Pα∇ ¨Vα “
´∇ ¨Hα ´
`P 1α ¨∇˘ ¨Vα ` BBt
ˆ
nαmαV
2
α
2
˙
C
, (1.46)
where the pressure tensor Pα has been split into the (scalar) isotropic part Pα and the anisotropic
part P 1α. Following this chain of equations, one would find an equation of fourth order in velocity
yielding the heat flux Hα, and so on. The choice of assumptions made to cut this chain of equations
at a certain order conditions the shape of the mathematical description of a plasma one gets. One
such choice leads to the equations of magnetohydrodynamics, which I present in the next section.
1.2.4 Magnetohydrodynamics
In the previous section I showed how a set of macroscopic equations can be derived for each species
present in a plasma. Considering only electrons and ions in this approach would lead to a so-called
two-fluid model. Magnetohydrodynamics (MHD) on the other hand is a model in which plasma
is treated as a single fluid. While the approach is easily justified in collisional plasmas which are
thermally distributed, such justification is less easy to do in collisionless space plasmas although it
has been shown that MHD is indeed a successful model also in this domain.
By summing over all species α present one gets the single-fluid variables:
Mass density
ρm pr, tq “
ÿ
α
nαmα « nimi; (1.47)
Charge density
ρq pr, tq “
ÿ
α
nαqα; (1.48)
Bulk velocity
V pr, tq “
ř
α nαmαVαř
α nαmα
« Vi; (1.49)
Current density
J pr, tq “
ÿ
α
nαqαVα; (1.50)
Partial pressure tensor
Pα pr, tq “ mα
ż
v
pv ´Vq pv ´Vq fα d3v, (1.51)
which is defined here in the centre-of-mass frame of reference;
Total pressure tensor
P pr, tq “
ÿ
α
Pα pr, tq . (1.52)
The mass density and bulk velocity approximations given correspond to the limit of negligible electron
mass with respect to ion mass mi " me, a case which applies in Vlasiator’s hybrid-Vlasov model
presented in Chapter 3.
The equations describing the evolution of these variables are obtained by summing the macro-
scopic equations obtained earlier, that is first the continuity equations
Bρm
Bt `∇ ¨ pρmVq “ 0 (1.53)
Bρq
Bt `∇ ¨ J “ 0 (1.54)
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and then the momentum transport equation
ρm
ˆBV
Bt `V ¨∇V
˙
“ ρqE` JˆB´∇ ¨ P. (1.55)
Note that the term ρqE is vanishing in quasi-neutral plasmas as macroscopically ρq “ 0. To obtain
Ohm’s law in this fluid description, which gives a relationship between current density and electric
fields, one multiplies the momentum transport equation of each species by qα{mα before summing
over the species. When doing this for electrons and ions one gets the rather complex expression
BJ
Bt `∇ ¨ pVJ` JV ´VVρqq “
ÿ
α
nαq
2
α
mα
E
`
ˆ
e2
me
` e
2
mi
˙
ρmV ˆB
me `mi ´
ˆ
emi
me
´ eme
mi
˙
JˆB
me `mi
´ e
me
∇ ¨
ˆ
Pime
mi
´ Pe
˙
`
ÿ
α
ż
v
qαv
ˆBfα
Bt
˙
C
d3v. (1.56)
Approximating the collisions with a constant collision frequency ν, the collision term becomes ´νJ.
When one neglects any derivatives and the magnetic field, the classical Ohm law J “ ne2{νmeE “ σE
is recovered, where we introduced the conductivity σ. Now this is too drastic an approximation for
any useful plasma physics. A common assumption is that derivatives of second-order terms in velocity
as well as terms that are small due to the electron-to-ion mass ratio can be dropped. This yields
what is commonly called the generalised Ohm law in space plasma physics:
E`V ˆB “ J
σ
` 1
ne
JˆB` 1
ne
∇ ¨ Pe ` me
ne2
BJ
Bt . (1.57)
With slow temporal and large-scale spatial changes one can neglect derivatives and assume the last
three terms to be smaller than |V ˆB| so that the standard MHD Ohm law can be stated as
J “ σ pE`V ˆBq . (1.58)
Finally in ideal MHD the conductivity is assumed to be large so that Ohm’s law in this case is
simply
E “ ´V ˆB. (1.59)
One has to note though that in space plasmas Equation (1.59) might be too coarse an approximation.
However, Equation (1.58) is not necessarily a better guess because the Hall term J ˆ B{ne or the
pressure gradient ∇ ¨Pe{ne might well become more significant than J{σ. Therefore it is important
to estimate correctly the relative importance of each term before neglecting any too quickly, in order
to choose Ohm’s law in a form appropriate to the problem in consideration.
The system of equations is not closed yet and one could go on in the velocity moment chain with
the energy transport equation, which contains third-order terms, and so on. However, it is common
to cut off the chain of equations at this stage by assuming an equation of state relating the pressure,
the temperature and the density to each other. This can be then inserted into the energy transport
equation to simplify it.
An even simpler approach is the following one. Starting with the assumption of isotropic (i.e.
scalar) pressure and the ideal gas law P “ nkBT , one selects an equation of state matching the
processes envisaged. The general shape is
T “ T0
ˆ
n
n0
˙γ´1
, P “ P0
ˆ
n
n0
˙γ
(1.60)
and the polytropic index γ (which is the ratio of the specific heat constants for constant pressure
and volume γ “ cp{cv) takes a suitable value, for instance
γ “ 0 isobaric process (constant pressure);
γ “ 1 isothermal process (constant temperature, P “ nkBT0);
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γ “ 5{3 adiabatic process (in three dimensions; no energy exchange with the environment);
γ “ 8 isochoric process (constant volume).
This equation of state then replaces the energy transport equation in the system, which leads us
finally to the usual system of MHD equations:
Bρm
Bt `∇ ¨ pρmVq “ 0 (1.61)
ρm
ˆ B
Bt `V ¨∇
˙
V ´ JˆB`∇ ¨ P “ 0 (1.62)
E`V ˆB “ J
σ
(1.63)
P “ P0
ˆ
n
n0
˙γ
(1.64)
BB
Bt “ ´∇ˆE (1.65)
∇ˆB “ µ0J. (1.66)
Cutting off the chain of macroscopic equations at this stage follows no mathematical prescription
nor is it a golden rule. It follows from physical intuition, variously dubbed physical insight [22], staring
at the equations long enough until you see the solution7 or as N. A. Krall and A. W. Trivelpiece put
it, ‘it should be clear that the fluid theory, though of great practical use, relies heavily on the
cunning of the user ’ ([23], italics by Y. Kempf). Consequently magnetohydrodynamics is not the
only macroscopic description available nor is it necessarily the best for a given problem.
1.2.5 A few words on combinations
Of course one is not bound to using only one set of equations to solve a problem. Why not combine
MHD with kinetic descriptions or even constrain simulations with observations?
Hybrid methods
The magic word ‘hybrid’ is being used and misused with many different meanings. Here it applies
to combining various descriptions into a single solving scheme. One such case I will expose amply
in Chapter 3 is the object of this work, Vlasiator, in which ions are propagated following Vlasov’s
equation and electrons as well as electromagnetic fields are being treated via MHD equations, the
system being closed with Ohm’s law. We chose to name this system the hybrid-Vlasov model.
Another common hybrid couples fluid electrons with kinetic ions in a particle-in-cell (PIC) descrip-
tion, such as in [19]. PIC codes model the full distribution of particles with super- or macro-particles,
abstract entities representing at the same time a large amount of individual particles. They are being
propagated as a single one and respond to the Lorentz force. One justification for the validity of
the PIC method is that the Lorentz force is proportional to the charge-over-mass ratio, which is a
constant when aggregating a super-particle out of n individual particles of the same species.
PIC methods are popular because they are comparatively less difficult to design and implement
than other algorithms. The super-particles are propagated in phase space in a Lagrangian frame.
This means that the super-particles are being followed continuously and move to a new position
at every time-step. The particle mover can be implemented using an array of explicit and implicit
methods, most conveniently in a finite difference scheme. The fields on the other hand are computed
on a Eulerian grid, that is at fixed points in space. This has a practical cause: calculating all
interactions between particles is prohibitively expensive in terms of computations. Therefore after
propagation of the super-particles the current densities and source terms entering Maxwell’s equations
have to be interpolated from the super-particles to the fields’ grid. That step is taken assuming a so-
called shape function for the super-particle. The shape function essentially defines the interpolation
of the particles to the grid. It is built such as to conserve the quantity interpolated (e.g. mass)
and reduce the particle noise. Once the macroscopic values needed for the field computation are
7As I fondly remember S. Siebentritt teaching us in our first years at the University of Luxembourg.
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interpolated and the fields themselves computed, these have to be interpolated back to the super-
particles’ positions to subject the particles to Lorentz’ force and the next computation step can
begin.
Now as already mentioned, this work treats collisionless plasma physics. To complete the de-
scription, collisions should be mentioned. They have to be handled separately from what has been
described here. Depending on the assumptions one makes in the case considered, various approaches
can be envisaged but once again, the sheer size of the systems prevents any detailed considerations.
Statistical approximations such as Monte Carlo methods are needed to get any result in a sensible
computational framework.
Obviously there is a number of combinations yielding hybrid models and each will have its own
strengths and weaknesses depending on the field of application. I will with this caveat emptor : hybrid
models are varied and encompass everything that does not rely on a single set of equations or where
different approaches are tied into one model.
Test particle simulations
Test particle simulations are run when kinetic ions are propagated in electric and magnetic fields
provided externally (from observation or another model for instance). Examples of that are [16, 33,
34, 15], where a global magnetospheric simulation was run with protons propagated using Vlasov’s
equation, immersed in the electric and magnetic fields provided by another model, the global MHD
magnetosphere-ionosphere coupling GUMICS-4 code [18].
Clearly the electric and magnetic fields are not self-consistent any more in this setting, as opposed
to the previous mathematical models touched upon in this chapter; they are not the result of charges
and currents in the system. However, it is not necessarily problematic as in many cases in space
plasmas the particle flow follows closely the magnetic field lines and does not influence them strongly.
In addition to the case presented here where the fields come from another simulation, these can
also be provided by observations instead in test particle simulations.
Providing boundary conditions and constraints from observation
Of course one often tries to simulate situations which do occur in space in order to understand
these better. One way of getting results closer to observations is simply to make observational
data influence the simulation directly. The GUMICS-4 data used in the test particle simulation
discussed above ([16]) were produced by submitting the ionosphere-magnetosphere model to solar
wind boundary conditions derived from in situ measurements. Some models also incorporate data
within the simulation volume, not only in the form of boundary conditions. The results reported
in [8] for example compare observations with a simulation which is ‘driven and constrained by the
observations’, which means that key parameters are obtained from observational data throughout
the run.
1.3 Plasma waves
The first section presented plasma as an ionised medium governed by collective interactions. Thus,
both gas or fluid dynamics and electrodynamics are part of the game. It makes plasmas the host
of a vast variety of wave modes ranging from hydrodynamic to electromagnetic waves through all
imaginable combinations thereof.
The second section explained that plasma can be described by a wealth of equations. All math-
ematical models must, for the sake of solvability, introduce some level of approximation at the cost
of certain physical aspects, for instance particle kinetic effects that are absent in MHD. This means
that depending on the assumptions made to build a set of equations, different wave modes will be
described and the characteristics of a wave mode will not necessarily be the same when derived from
one or another equation.
In this section I first introduce the concept of the wave dispersion relation and then I present the
derivation of the MHD wave modes and sketch Landau’s solution to Vlasov’s equation which also
leads to a dispersion relation.
1.3.1 Dispersion
A perturbation travelling through a medium is characterised by its period T and wavelength λ or
the pair of inverse variables, the (angular) frequency ω “ 2pi{T and the wave number k “ 2pi{λ. The
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ratio of these two is the phase velocity
vp “ λ
T
“ ω
k
, (1.67)
which corresponds to the velocity with which the phase of the wave, for example one crest of a
sinusoidal wave, travels.
To transmit a signal with a wave though not only the phase is needed but a modulated wave
packet or group with a finite spectrum is needed. The group velocity with which such a packet travels
is not necessarily the same as the phase velocity. It is defined as
vg “ BωBk , (1.68)
which clearly only corresponds to the group velocity if the relation between ω and k is linear. A
medium for which this holds is called non-dispersive, a well-known example of which is vacuum for
electromagnetic waves.
To characterise the propagation of a wave mode in a given medium, be it plasma, gas, a liquid’s
surface or an elastic solid for instance, one has to determine the relationship between the frequency
and wave number for this mode. How to derive such an often implicit relationship depends on the
equations used and the method employed to solve them. I have shown there is a variety of math-
ematical models for plasmas; there correspondingly exists a variety of methods to derive dispersion
relations. The resulting wave modes’ characteristics depend themselves on the physics included in
the model. In the end it is not as much the derivation which matters than the correctness of the
underlying physical basis, in order to provide a correct treatment of the case in question and to
identify or exploit wave modes in experimental/observational work.
1.3.2 MHD modes
Magnetohydrodynamics does not include kinetic effects as the concept of particles is absent from
this model. Instead, plasma is treated as a fluid. The simplest form is ideal MHD for which Ohm’s
law is given by Equation (1.59). In ideal MHD the only wave modes are the sound and shear Alfve´n
wave propagating parallel to the magnetic field, the magnetosonic mode propagating perpendicular
to the magnetic field and the slow and fast Alfve´n modes for arbitrary angles of propagation in
between, which at the limits of parallel or perpendicular propagation yield the sound, shear Alfve´n
or magnetosonic mode. As soon as further terms are introduced, for instance by adding the Hall
term to Ohm’s law, new wave modes appear.
Ideal MHD dispersion equation
Equations (1.61) to (1.66) constitute the system of MHD equations. It can be simplified in the
following way [22]. By using an equation of state of the form
∇P “ v2s∇ρm (1.69)
instead of Equation (1.64) (where vs is the sound velocity) and inserting Ampe`re’s law (1.66), the
pressure and the current density disappear from the momentum equation 1.62:
ρm
BV
Bt ` ρm pV ¨∇qV “ ´v
2
s∇ρm ` 1µ0 p∇ˆBˆBq . (1.70)
Inserting Ohm’s law (Eq. 1.63) into Faraday’s law (Eq. 1.65) yields
∇ˆ pV ˆBq “ BBBt (1.71)
and the system is closed by the unmodified continuity equation
Bρm
Bt `∇ ¨ pρmVq “ 0. (1.72)
This system is non-linear. A first approximation is to linearise the system by assuming the seven
variables to be separable into a constant average to which a small fluctuating term is added:$’&’%
ρm pr, tq “ ρm0 ` ρm1 pr, tq
B pr, tq “ B0 `B1 pr, tq
V pr, tq “ V1 pr, tq .
(1.73)
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Note that the frame is such that V0 “ 0. By retaining only the first-order terms in the equations
resulting from inserting the definitions from Equations (1.73) into Equations (1.70), (1.71) and (1.72)
yields the following system:
Bρm1
Bt ` ρm0 p∇ ¨Vq “ 0 (1.74)
ρm0
BV1
Bt ` v
2
s∇ρm1 ` 1µ0 B0 ˆ p∇ˆB1q “ 0 (1.75)
BB1
Bt ´∇ˆ pV1 ˆB0q “ 0. (1.76)
Taking the time derivative of Equation (1.75), substituting the time-derivated terms using the other
two equations and introducing the Alfve´n velocity in vector form
vA “ B0?
µ0ρm0
(1.77)
leads to an equation which only depends on the velocity perturbation vector V1:
B2V1
Bt2 ´ v
2
s∇ p∇ ¨V1q ` vA ˆ p∇ˆ p∇ˆ pV1 ˆ vAqqq “ 0. (1.78)
The next step is performed to get rid of the derivative operators. The assumption that the solu-
tions of this equation can be made up of plane wave components V1 pr, tq “ V1eipk¨r´ωtq corresponds
to taking the Fourier transform of Equation (1.78):
´ ω2V1 ´ v2s pk ¨V1qk´ vA ˆ pkˆ pkˆ pV1 ˆ vAqqq “ 0. (1.79)
A bit of vector algebra finally allows to obtain the dispersion relation relating the wave vector
k and the frequency ω through the case-dependent Alfve´n and sound velocities and the velocity
perturbation:
´ ω2V1 `
`
v2s ` v2A
˘ pk ¨V1qk` pk ¨ vAq ppk ¨ vAqV1 ´ pvA ¨V1qk´ pk ¨V1qvAq “ 0. (1.80)
Magnetosonic wave
If the wave propagates at right angle with respect to the magnetic field, that is k K B0, the dispersion
equation reduces to
V1 “
`
v2s ` v2A
˘ pk ¨V1qk “ 0 (1.81)
from which it is obvious that the velocity perturbation is parallel to the propagation direction. This
mode is called the magnetosonic wave and its linear dispersion relation implies that it propagates
without dispersion at magnetosonic speed vMS –
a
v2s ` v2A within the frame of MHD:
ω “ k ¨
b
v2s ` v2A. (1.82)
Sound wave
For propagation parallel to the magnetic field the dispersion equation (1.80) simplifies in this way:
`
k2v2A ´ ω2
˘
V1 `
ˆ
v2s
v2A
´ 1
˙
k2 pV1 ¨ vAqvA “ 0. (1.83)
The case for which the velocity perturbation is also parallel to the direction of propagation has an
extremely simple non-dispersive dispersion relation:
ω “ vsk. (1.84)
This corresponds to the sound wave travelling at sound speed well-known from acoustics; it does not
depend on the magnetic field and would exist as such in a non-ionised, non-magnetised gas as well.
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Alfve´n wave
The other case resulting from Equation (1.83) is when the velocity perturbation is perpendicular to
the magnetic field and to the direction of propagation. This is still a non-dispersive mode with the
dispersion equation
ω “ vAk, (1.85)
the Alfve´n wave travelling at Alfve´n velocity. In MHD it does not affect the density which remains
constant, only a transversal velocity and magnetic field perturbation is observed.
To derive the dispersion equations for waves propagating at arbitrary angles, it is best to define
the magnetic field to be parallel to the z axis, the wave vector to be in the xz plane with an angle
θ to the z axis and then decompose the general dispersion equation (1.80) into its components.
The procedure is straightforward and allows to obtain the dispersion equation for Alfve´n waves
propagating at an arbitrary angle from the resulting y component:
ω “ pvA cos θq ¨ k. (1.86)
Clearly, the Alfve´n wave does not propagate perpendicularly to the magnetic field, which is to be
expected. At other angles, it is still non-dispersive and the propagation speed is modulated by cos θ.
Fast and slow Alfve´n waves
The remaining two components of Equation (1.80) written out using the definitions of the last
paragraph form a linear system with two solutions obtained by setting its determinant to 0. The
dispersion relation still remains linear, the wave modes non-dispersive. The fast (`) and slow (´)
Alfve´n waves propagate following
ω “ k ¨
c
1
2
pv2s ` v2Aq ˘
1
2
b
pv2s ` v2Aq ´ 4v2sv2A cos2 θ (1.87)
and encompass the limiting parallel and perpendicular cases found above.
The whistler mode in Hall MHD
In Hall MHD the Hall term JˆB{ne is added to Ohm’s law so that it becomes
E`V ˆB “ 1
ne
JˆB. (1.88)
The inclusion of this term leads to the existence of two more wave modes, the Hall drift mode and
the whistler mode upon which I will concentrate here [17].
Let us consider the case V “ 0. Inserting the electric field from Equation (1.88) into Faraday’s
law (Eq. 1.65) leads to
BB
Bt “ ´
1
ne
∇ˆ pJˆBq ` 1
n2e
∇nˆ pJˆBq , (1.89)
in which the first term of the right-hand side is responsible for the whistler waves and the second for
the Hall drift wave.
Using Ampe`re’s law ( Eq. 1.66) and retaining only the whistler-related term leads to the equation
BB
Bt “ ´
1
µ0ne
∇ˆ pp∇ˆBq ˆBq (1.90)
which can easily be linearised and Fourier-transformed similarly to the MHD system earlier, yielding
´ iωB1 “ 1
µ0ne
kˆ ppkˆB1q ˆB0q . (1.91)
Assuming the magnetic field to be parallel to the z axis and its perturbation to be only in B1x and
B1y the last equation becomes the following system#
ωB1x “ ´ik
2
zB0
µ0ne
B1y
ωB1y “ ik
2
zB0
µ0ne
B1x,
(1.92)
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of which the solution is the whistler mode’s dispersion relation
ω “ B0
µ0ne
k2z . (1.93)
Its non-linear dependency makes this mode dispersive, unlike all the ideal MHD wave modes derived
above.
1.3.3 Landau’s solution of Vlasov’s equation
Taking a different starting point, namely Vlasov’s equation which in contrast to MHD retains a de-
scription of particle kinetics, it is possible to obtain a different dispersion equation which yields more
wave modes, contains the MHD modes in certain limits but also provides further useful information.
The price to pay for it is of course the length and difficulty of the calculations, basic algebra not
being sufficient any more. In this section I am presenting the general ideas behind Landau’s solu-
tion to Vlasov’s equation without entering into details and without providing the full mathematical
machinery either. More details are given in [22] and references therein.
In the first step let us define the problem to be solved: Vlasov’s equation is linearised assuming
once again small-amplitude fluctuations superimposed on a constant background for the distribution
function f , the electric field E, its potential Φ and the magnetic field B. Furthermore, the case is
restricted to a homogeneous plasma without background electric or magnetic fields, E0 “ B0 “ 0
and the system is closed electrostatically through Gauß’s law, so that the linearised Vlasov equation
for each species α can be stated as
Bfα1
Bt ` v ¨
Bfα1
Br ´
qα
mα
BΦ1
Br ¨
Bfα0
Bv “ 0, (1.94)
where
∇2Φ1 “ 1
0
ÿ
α
nαqα
ż
fα1 dv. (1.95)
Vlasov’s approach is to Fourier-transform the equations in space and time, yielding integrals with
poles along the integration path. Landau suggested to combine a Fourier transformation in space
with a Laplace transformation in time:
fαk pv, tq “ 1p2piq3
ż
d3rfα1 pr,v, tq e´ik¨r (1.96)
f˜αk pv, pq “
8ż
0
dtfαk pv, tq e´pt, Re ppq ě 0 (1.97)
and similarly for the electric potential perturbation Φ1. This way Equations (1.94) and (1.95) become
algebraic:
pp` ik ¨ vq f˜αk “ fαk pv, t “ 0q ` qα
mα
ˆ
ik ¨ Bfα0Bv
˙
Φ˜k (1.98)
k2Φ˜k “ 1
0
ÿ
α
nαqα
ż
fαk d
3v (1.99)
and the solution for the transformed potential is
k2Φ˜k “
1
0
ř
α nαqα
ş fαkpt“0q
p`ik¨v d
3v
1` 10
ř
α
nαq2α
mα
1
k2
ş k¨Bfα0{Bv
ip´k¨v d3v
. (1.100)
If we now denote ω – ip, the denominator of the last expression provides us with the implicit
dispersion relation
K pk, ωq “ 1` 1
0
ÿ
α
nαq
2
α
mα
1
k2
ż
k ¨ Bfα0{Bv
ω ´ k ¨ v d
3v, (1.101)
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the zeros of which yield the plasma oscillation modes arising from this description of a field-free
electrostatic plasma using the linearised Vlasov equation.
Calculating solutions for a given distribution function fα0 can be an extremely difficult task and
it usually involves drastic simplifying assumptions. Elaborate complex analysis tricks are required
in any case to perform the integration and solve the dispersion equation K pk, ωq “ 0.
Depending on the choice of distribution function and the problem at hand, many wave modes
can be derived from Vlasov’s equation. One key feature is the presence of complex numbers, which
sometimes do not vanish from the solution obtained. This is not a shortcoming of the solution
method, complex frequency results are even the rule and they carry vital physical information. Wave
modes with a negative imaginary part of the frequency are damped and do not propagate infinitely
far. On the other hand, wave modes with a positive imaginary part of the frequency grow, some of
them very fast: they lead to instabilities which can have dramatic macroscopic effects, exceeding by
far the linear range of validity of the derivations sketched here.
The MHD wave modes and Landau’s method to solve Vlasov’s equation were presented here
with the intent of giving examples showing how dispersion relations can be obtained. Every set
of equations used to model a plasma brings its methods to produce dispersion equations and the
resulting wave modes do not necessarily exhibit the same characteristics even though one might want
to describe the same problem with various equation sets. An example are the MHD wave modes
which can be obtained in some limits from Vlasov’s equation. While the MHD method yields real
results, Vlasov’s equation with complex solutions will bring more information in the form of growth
or damping rates, which have an important observational and experimental role.
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Numerical plasma modelling
[About computers:] But they are
useless. They can only give you
answers.
Pablo Ruiz Picasso
The Answer to the Great
Question [...] Is [...] Forty-Two.
Douglas Adams
The complexity of the equation sets used to describe plasmas is such—not to mention the plain
analytic intractability for some of them beyond a few extremely simple example cases—that numerical
modelling is the only feasible approach to simulate complex or large systems. Numerous tools have
been devised to numerically solve systems of ordinary or partial differential equations1 in science and
engineering. This chapter gives a superficial introduction to the most common types of algorithms
used in these problems: finite difference, finite volume, finite element and spectral methods.
Generally speaking one needs to discretise a problem to solve it numerically, that is the com-
putational domain has to be cut into a discrete set of small volumes or points at short intervals as
computations usually cannot be performed on a continuous space. Furthermore, as the interest most
likely lies in the time evolution of the systems as well as in their spatial behaviour, time has to be
discretised too. But under what conditions is the resulting scheme stable and converging towards
the correct solution? This is briefly treated in Section 2.4.
2.1 Finite difference methods
In this section we will consider continuous functions of space and time f px, tq discretised on a set
of points xi at times t
n. We adopt the notation f pxi, tnq « fni where the right-hand side denotes
the numeric approximation to the analytic left-hand side. Spatial derivatives will be denoted by f 1,
time derivatives by 9f . The so-called grid spacing is δx– xi`1 ´ xi, the time step is δt– tn`1 ´ tn.
These notation conventions will remain valid throughout this work.
In finite difference algorithms the aim is to replace the derivative operators by algebraic operators
such as to handle only sums and products instead of derivatives: differential equations become
difference equations. Explicit methods allow for one point to be computed from previously known
values whereas implicit values produce expressions for the whole system, which have to be solved as
a whole using (linear) algebraic methods.
2.1.1 Intuitive approach
Remembering the definition of the first-order derivative
f 1 pxiq “ lim
δxÑ0
f pxi ` δxq ´ f pxiq
δx
, (2.1)
1As most of what I present in this chapter can be applied both to ordinary and partial differential equations, I
often omit the qualifier and only write differential equations.
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an intuitive discretisation is obvious:
f 1i “ fi`1 ´ fiδx . (2.2)
Naturally the second-order derivative becomes then
f2i “
f 1i`1 ´ f 1i
δx
“
fi`2´fi`1
δx ´ fi`1´fiδx
δx
“ fi`2 ´ 2fi`1 ` fi
δx2
. (2.3)
These are one-sided derivatives and they are of first-order accuracy (see Sec. 2.4 for a discussion of
numerical accuracy). Second-order accuracy is obtained from taking the value of f on both sides of
the point of interest:
f 1i “ fi`1 ´ fi´12δx (2.4)
f2i “ fi`1 ´ 2fi ` fi´1δx2 . (2.5)
2.1.2 Taylor series approach
A general method to derive finite difference discretisation schemes of arbitrary accuracy is based on
Taylor expansions of f around a fixed point xi [27].
f pxi˘1q “ f pxiq ˘ δxf 1 pxiq ` 1
2
δx2f2 pxiq ˘ 1
6
δx3f3 pxiq `O
`
δx4
˘
(2.6)
From this expansion first-order approximations akin to Equation (2.2) are straightforward to derive.
Their truncation error is then the difference between the discrete approximation and the actual value
of the derivative:
` “ f 1i ´ f 1 pxiq “ f pxi`1q ´ f pxiqδx ´ f
1 pxiq “ 1
2
δxf2 pxiq ` 1
6
δx2f3 pxiq `O
`
δx3
˘
(2.7)
´ “ f 1i ´ f 1 pxiq “ f pxiq ´ f pxi´1qδx ´ f
1 pxiq “ ´1
2
δxf2 pxiq ` 1
6
δx2f3 pxiq `O
`
δx3
˘
. (2.8)
As we can see, for small δx the first term on the right-hand side dominates and the truncation error
is of the first order in δx as f2 pxiq is a constant.
By means of linear combinations of equations similar to Equation (2.6) one can derive finite
difference approximations for both higher accuracies and higher-order derivatives. However, this
means that more points around xi have to be taken into account. This is how for example the
centred difference formula (2.5) can be derived and its truncation error is
cd2 “ f pxi`1q ´ 2f pxiq ` f pxi´1q
δx2
´ f2 pxiq “ 1
12
δx2f4i `O
`
δx4
˘
, (2.9)
which means this approximation is of second-order accuracy.
2.1.3 Time evolution and Runge-Kutta methods
In modelling dynamic systems there has to be also time stepping. Euler’s (forward) method is
similar to the reasoning used for Equation (2.2) and it is of first order in time. If the problem can
be described by the functional relation
9f ptnq “ G pfnq , (2.10)
it can be approximated as
f
`
tn`1
˘´ f ptnq
δt
“ G pfnq , (2.11)
where G pfnq has to be a known functional. This leads to the following algorithm
fn`1 “ fn ` δtG pfnq . (2.12)
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It has to be noted that this algorithm offers very poor numeric qualities so that it is used at best for
educational purposes. The backward Euler algorithm is expressed as
fn`1 “ fn ` δtG `fn`1˘ , (2.13)
which is an implicit method as the time step n ` 1 appears on both sides. Thus, this method calls
for an iterative solving scheme, which can be impractical for large systems. As in the previous
paragraph, more accurate methods can be derived from Taylor expansions also for time stepping but
the fact that they need data from several time steps and/or higher-order derivatives makes them
cumbersome to use as well. In fact higher time derivatives are seldom used if at all.
One very popular set of algorithms are the Runge-Kutta methods. Their principle relies on
dividing the time step δt into smaller sub-steps, calculating intermediate results at those sub-steps
and inserting them into an expression yielding fn`1 as a function of a combination of terms ultimately
only involving fn. The simplest example uses one such sub-step at time t` 1{2δt:
fn`
1
2 “ fn ` 1
2
δtG pfnq , fn`1 “ fn ` δtG
´
fn`
1
2
¯
, (2.14)
where the first step simply uses Euler’s forward method. We thus have the approximation of Equation
(2.11) given by
fn`1 ´ fn
δt
“ G
ˆ
fn ` 1
2
δtG pfnq
˙
. (2.15)
It can be shown that the truncation error of this scheme, commonly called the midpoint method
for obvious reasons, is of second order but the proof (which is relying on Taylor expansions) is of
little interest here. Let us conclude this section by mentioning a last important characteristic of the
Runge-Kutta methods. They can be described as taking a first sub-step at xi with Euler’s method
and using the value f 1i obtained to get a further approximation one sub-step further et cætera. The
number of sub-steps can be increased and the accuracy will grow. However beyond the fourth order of
accuracy, for which four sub-steps are used, more than one supplementary sub-step have to be taken
to gain a further order of accuracy (e.g. six steps for fifth-order accuracy). This makes the fourth-
order Runge-Kutta method (often abbreviated as RK4 ) a very popular time-stepping algorithm in
scientific computing [26].
2.1.4 From partial differential equations to linear algebra
Equations such as (2.6) or (2.15) show that in solving partial differential equation numerically one of-
ten has to deal with expressions involving values taken at adjacent points in space or time. Moreover,
when going to multidimensional problems or systems of equations such as (2.28) the use of vectors
and higher-order tensors becomes unavoidable. In fact many schemes purporting to solve systems
of differential equations in fact recast the problem in matrix form. In this way the problem reduces
to solving a (potentially very large) system of linear equations. This task can be handled well by
computers and allows to draw on the well-know, well-tested and well-optimised numerical tools of
linear algebra for small or moderately sized systems. It becomes a non-trivial task for large systems
where the handling of large matrices has to be parallelised, making linear algebra much more tricky.
2.2 Finite volume methods
2.2.1 General definition
Whereas finite difference methods discretise the problem on a grid of points in space at each time
step, finite volume methods cut space into small volumes (variously named cells, zones or control
volumes) and consider the fluxes of variables from (into) one cell into (from) its neighbours. To
that end the set of equations describing the problem has to be written in such a way that the
fundamental quantities involved abide to conservation laws, that is the equations have to take the
shape of continuity equations. The variation of the quantity u in a volume V will be the sum of its
flux F through the surface BV of V and any source or sink terms regrouped in the term s:
B
Bt
ż
V
udV `
ż
BV
F ¨ dS “
ż
V
sdV (2.16)
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or in differential form Bu
Bt `∇ ¨ F “ s. (2.17)
The way to proceed is visible from this notation: the time variation of u depends on source terms
and on spatial derivatives of its own flux, which have to be calculated.
2.2.2 Finite volumes: the example of conservative MHD
As an example let us reformulate the equations of ideal MHD in conservative form [22]. First of all
it is clear that the continuity equation (1.61) is already in the right form:
Bρm
Bt `∇ ¨ pρmVq “ 0. (2.18)
The momentum equation (1.62), restated as
Bp
Bt “ ´∇ ¨
ˆ
pp
ρm
` P1
˙
` JˆB (2.19)
where p “ ρmV is the momentum density vector and 1 the unit tensor, is not yet in the right form
because of Ampe`re’s force term J ˆB. However, under negligence of the displacement current one
can rewrite it as
JˆB “ ´ 1
µ0
Bˆ p∇ˆBq “ ´∇
ˆ
B2
2µ0
˙
` 1
µ0
∇ ¨ pBBq (2.20)
to obtain the momentum equation in conservation form:
Bp
Bt “ ´∇ ¨
ˆ
pp
ρm
`
ˆ
P ` B
2
2µ0
˙
1´ 1
µ0
BB
˙
. (2.21)
The equation of state (1.64) can obviously be written as
d
dt
`
Pρ´γm
˘ “ 0 (2.22)
and using this we can obtain easily a conservation equation for the total energy density
u “ P
γ ´ 1 `
p2
2ρm
` B
2
2µ0
(2.23)
in the form of Bu
Bt “ ´∇
ˆˆ
u` P ´ B
2
2µ0
˙
p
ρm
` 1
µ0ρm
Bˆ ppˆBq
˙
. (2.24)
Finally, inserting the ideal MHD Ohm law E “ ´V ˆ B into Faraday’s law (Eq. 1.65) we get the
conservative form of this equation as well,
BB
Bt “ ∇ˆ pV ˆBq “ ∇ˆ
ˆ
p
ρm
ˆB
˙
, (2.25)
which expresses the time evolution of the magnetic field as a function of conservative variables. To
synthesize Equations (2.18, 2.21, 2.24, 2.25) let us define the vector of conserved variables
w “ pρm,p, u,BqT (2.26)
and its flux
F “
ˆ
p,
pp
ρm
`
ˆ
P ` B
2
2µ0
˙
1´ BB
µ0
,
ˆ
u` P ´ B
2
2µ0
˙
p
ρm
` 1
µ0ρm
Bˆ ppˆBq , pB´Bp
ρm
˙T
.
(2.27)
With these notations the conservative nature of the ideal MHD equations is obvious as their whole
system can be written compactly as:
Bw
Bt “ ´∇ ¨ F. (2.28)
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Thus, the ideal MHD equations written as functions of the conservative variables (2.26) can be cast in
conservative form and this allows for conceptually easier implementation of finite volume algorithms.
Finite difference and finite volume methods are two very broad and popular classes of numerical
solution frameworks for systems of partial differential equations and they are abundantly applied to
MHD (e.g. [7]), Vlasov’s [this work] or Boltzmann’s equations for instance. A third major class of
algorithms are the finite element and spectral methods presented hereafter.
2.3 Finite element and spectral methods
Finite difference and finite volume schemes are built directly upon the common form of the physical
equations, discretising the derivatives directly or computing fluxes of variables following conservation
equations. Mathematically they are if not straightforward at least staying at the level of basic linear
algebra and vector geometry. For the sake of completeness I include in this section elements of the
finite element and spectral methods used in solving differential equations. They also represent a very
broad category of methods and approaches which are widely applied in many fields of physics and
engineering.
In principle finite element and spectral approaches rely on projecting the equations to be solved
on a basis of functions (which is often infinite but obviously has to be truncated in numerical
considerations). The projection is chosen judiciously such as to yield simplifications to the system
of equations considered. It is then the projected system which is solved before transforming the
solution back to the initial space in which the problem was posed. Let us present an example for
each of these two methods drawn from [36] to illustrate the idea exposed here.
2.3.1 Finite elements: an example
In finite element methods one divides the computational domain into many small volumes much as
in finite volume methods. One then integrates the equation to be solved against a test function over
the control volume. This corresponds in a more abstract formalism to taking a scalar product in a
function vector space. The resulting expression leads to a variational formulation of the problem,
which in fine amounts to a minimisation task to find the approximate solution. If the basis of the
test functions is chosen in a appropriate way the variational calculation is greatly simplified. This
process has to be performed for each cell in the computational domain.
Be Ω Ă Rn a domain with a smooth boundary Γ—our computational cell. The function u :
R` ˆ Ω Ñ R is sought so that it is a solution of the diffusion equation with a source term f , initial
and boundary conditions: $’&’%
Btu “ ∆u` f, @t ą 0,@x P Ω
u pt, xq “ 0, @t ą 0,@x P Γ
u p0, xq “ u0 pxq , @x P Ω.
(2.29)
Let the scalar product of two functions u and v in Ω be defined as
pv, wq “
ż
Ω
v pxqw pxq dx. (2.30)
Then the diffusion equation in System (2.29) becomes
pBtu, vq “ p∇u,∇vq ` pf, vq , (2.31)
where v P H10 pΩq is a test function, taken in the space H1 pΩq of the functions defined in Ω whose
first derivative and themselves are square-integrable, and whose trace is zero, that is their value
vanishes on Γ. Thus, the variational formulation of our problem System (2.29) is: find a function
u P H10 pΩq , t ą 0, which matches the initial condition u p0, ¨q “ u0 and fulfils the variational equation
pBtu, vq ` a pu, vq “ φ pvq , @v P H10 pΩq , (2.32)
where a pu, vq is the bilinear form
a pu, vq “ ´
ż
Ω
∇u pt, xq∇v pxq dx (2.33)
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and φ pvq the functional
φ pvq “
ż
Ω
f pt, xq v pxq dx. (2.34)
The choice of a useful basis of test functions v will obviously condition the quality of the approxim-
ation obtained for the solution. At the same time it gives a grasp of the variety of schemes which
can be envisaged with this method to solve Equation (2.29) restated as Equation (2.32).
2.3.2 The #1 spectral method: Fourier transformation
In spectral methods one seeks to transform the system to solve from its original real space into a
dual space in which the system is easier to solve. The most famous variant is relying on the Fourier
transformation and its well-known property of transforming differential operators into algebraic ones.
This effectively turns differential equations into algebraic equations which are much easier to solve or
at least it allows to get rid of derivatives with respect to one or more variables in the case of partial
differential equations.
Defining the Fourier transformation of u : Rd Ñ C and its inverse as
pF puqq pkq “
ż
Rd
u pxq eipk,xq dx, u pxq “ 1p2piqd
ż
Rd
pF puqq pkq e´ipk,xq dk, (2.35)
where I kept the scalar product notation from above for the standard scalar product in Rn here, the
key derivative property can be stated as
F pBnuq “ p´1q|n| pikqn F puq . (2.36)
Considering the initial value problem of the diffusion equation but without source term or boundary
conditions, #
Btu “ ∆u, t ą 0, x P Rd,
u p0, xq “ u0 pxq , x P Rd (2.37)
and applying to it the Fourier transformation with respect to the variable x, one gets
F pBtuq “ ´ |k|2 F puq (2.38)
and from there the new form of Equation (2.37) as# BFpuq
Bt “ ´ |k|2 F puq
F pu p0, ¨qq “ F pu0q . (2.39)
Its solution is
F puq “ F pu0q e´|k|2t (2.40)
and the solution of Equation (2.37) is then the inverse transform of the last expression. This trick
along with the numerous other useful properties of the Fourier transformation make it a precious ally
in solving partial differential equations and gives an idea of the way spectral methods are exploited
to model systems numerically.
2.4 Accuracy and stability of numerical schemes
Accuracy and stability are crucial to any numerical problem-solving. First of all one wants to
ensure the numerical solution produced by the approximation scheme employed is indeed an accurate
approximation to the real solution and converges towards it ever more closely if the time step is
shortened and the spatial discretisation refined. Second the algorithm should evolve in such a way
that it remains stable and does not amplify numerical errors to orders of magnitude comparable or
higher than the desired result.
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2.4.1 Truncation and rounding errors
The two main numerical sources of error in applying a discretised model to solve an equation are
the truncation error and the rounding error. Of course there can be other errors introduced. The
model itself can be inaccurate with respect to the modelled system, the values chosen as initial or
boundary values can be wrong and programming errors as well as hardware faults also affect results.
The truncation error was already introduced Section 2.1: it arises when deliberately neglecting
certain terms like high-order derivative terms in Taylor expansions. Of course it can be reduced by
taking more terms into account, as well as by reducing the discretisation step size by which the terms
are multiplied.
Rounding errors are a fundamental limitation of computer systems. Any given number is repres-
ented in memory by a fixed amount of bits, which inherently limits the highest and lowest number
that can be represented by a given data format as well as the smallest increment between two num-
bers in order for them to be represented as different values. As an example [26], a number b in the
floating point format is represented as
b “ s ¨M ¨ 2e´E , (2.41)
where s is the sign of the number taking up one bit; M is the mantissa of the number; e is the
exponent of the number; and E is the exponent’s offset, each taking up a defined subset of bits from
the total amount of bits allocated to the representation of the number. From this it is clear that
the largest positive number is given by 2emax and the smallest by 2emin , while two numbers which
are very close to each other might be represented by the same value numerically. This leads to the
rounding error.
An example taken from [26], exercise 5.3 using the proof from [5] exemplifies the interplay of
rounding and truncation errors with the centred finite difference approximation to the first derivative
(Eq. 2.4). In the central difference algorithm, one computes
f px` hq ´ f px´ hq `O pq
2h
“ f 1 pxq `O `h2˘` O pq
h
(2.42)
when taking the truncation error O
`
h2
˘
and the rounding error O pq into account. Their sum is
essentially minimal if they are balanced, that is when having:
O
`
h2
˘ “ O pq
h
ô O `h3˘ “ O pq ô h3 «  ô h « 1{3. (2.43)
Thus, the total error is O
`
h2
˘ ` Opqh “ O ´ 23¯. If we choose our step size hcd ă 1{3, the error
grows again. Using double data type, which means each number is stored in 64 bits, we have
 « 10´16 ñ hmin « 10´6. This is what is indeed observed when computing the exact derivative of
f pxq “ sin pexq and its approximation using the centred difference method. The results for decreasing
hcd and 2ˆ 106 sampling points over the interval r0, 2s are shown in Figure 2.1.
2.4.2 Stability of finite difference schemes
The stability analysis of numerical ordinary and partial differential equation solving schemes is a
vast field, which draws on a large amount of mathematical tools and definitions. There is no space
here but for a very brief statement of a few conditions drawn from [27].
Let us consider a simple initial value problem
u1 ptq “ f pu, tq , u p0q “ u0, (2.44)
which is an ordinary differential equation. The function f pu, tq is said to be Lipschitz continuous in
u over the domain
D “ tpu, tq : |u´ u0| ď a, t0 ď t ď t1u (2.45)
if
DLD ě 0 | |f pu, tq ´ f pu˚, tq| ď LD |u´ u˚| , @ pu, tq , pu˚, tq P D. (2.46)
A function f which is Lipschitz continuous over a domain D with Lipschitz number LD is guaranteed
to have a unique solution to the initial value problem Equation (2.44) at least up to the time
T “ min pt1, t0 ` a{SDq, where SD “ max |f pu, tq|.
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Figure 2.1: Mean absolute error of the central difference derivative of f pxq “ sin pexq for given step
lengths hcd, for 2ˆ 106 evenly spaced sampling points over the interval r0, 2s. For h À 1ˆ 10´6 the
error grows again.
The next step for a certain problem is then to determine whether its solution will remain stable
and converge to a correct solution given a numeric solution scheme. By parametrising both the
number of previous steps the method needs to compute one new step and the length of the time
step, one can determine regions of stability and instability for an algorithm in this parameter plane.
The type of problem and the kind of solution sought can condition the choice of an algorithm
depending on its regions of stability.
The formal analysis of the stability of partial differential equations is even more cumbersome
and will not be addressed here in detail either. The next section presents an important result first
obtained by Courant, Friedrichs and Lewy in the 1920s pertaining to the convergence and stability
of linear partial differential equations. I then give an example of a stability calculation for a simple
finite difference scheme in Section 2.4.4.
2.4.3 Courant-Friedrichs-Levy condition
In their seminal 1928 article about partial difference equations in mathematical physics [9], Richard
Courant, Kurt Friedrichs and Hans Lewy proved that, in the cases of the boundary value and
eigenvalue problems of arbitrary linear elliptic differential equations as well as in the initial value
problem of arbitrary linear hyperbolic differential equations, the linear equations arising from the
discretisation of partial differential equations always converge to a solution. They show in that paper
that for carefully chosen spatial and time discretisations the approximate solution of the difference
equations always converges when going to the limit of the spatial grid spacing and the time step
going to zero.
However, for the initial value problems they show on page 61 that the spatial and time discret-
isation are not independent of each other; stability is only ensured if
δx
δt
ą 1 (2.47)
in a unit system where the velocity is normalised to 1. This can be extended so that in a system
where a wave is propagating with velocity u, the Courant number ν must in all cases satisfy the
Courant-Friedrichs-Levy condition
ν – u
δt
δx
ď C, (2.48)
where C is an algorithm-dependent constant which is always smaller than or equal to 1.
In the case of finite difference schemes such as the framework within which this condition was first
stated, the physical interpretation is that a signal must not propagate faster through the grid than
such as to cross at most one grid interval (or cell in higher than one dimension) per time step. In
the framework of finite volume algorithms a similar condition must be fulfilled where u corresponds
to the wave or flow velocities, in order to ensure that the flux going out from one cell does not reach
further than its first neighbour in that direction.
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2.4.4 Examples of stability calculations
I present in this section two calculations drawn from [36] aiming at showing under what conditions a
simple finite difference algorithm and the finite volume scheme developed in Section 2.3.1 are stable.
Stability of a finite difference scheme
Let us consider the forward difference approximation applied to the transport equation, that is we
approximate #
Btu` aBxu “ 0, t ą 0, x P R
u p0, xq “ φ pxq , x P R (2.49)
with $&%u
j`1
i ´ uji
δt
` au
j
i`1 ´ uji
δx
“ 0, j P N`, i P Z
u0i “ φ pxiq , i P Z
(2.50)
where we use the same notation conventions as in Section 2.1. We consider the case a ă 0. From
Equation (2.50) one obtains
uj`1i “ uji ´
δt
δx
a
´
uji`1 ´ uji
¯
“
ˆ
1` δt
δx
a
˙
uji `
ˆ
´ δt
δx
a
˙
uji`1, j P N`, i P Z, (2.51)
which is an explicit scheme to compute the approximation for the next time step from the previous
one. If
0 ď 1` δt
δx
a ď 1 ô δt ď δx´a, (2.52)
we have the following inequality:
sup
iPZ
ˇˇˇ
uj`1i
ˇˇˇ
ď
ˆ
1` δt
δx
a
˙
sup
iPZ
ˇˇˇ
uji
ˇˇˇ
`
ˆ
´ δt
δx
a
˙
sup
iPZ
ˇˇˇ
uji`1
ˇˇˇ
“ sup
iPZ
ˇˇˇ
uji
ˇˇˇ
, (2.53)
which implies stability in the maximum norm } ¨ }M :
}uj`1}M “ sup
iPZ
ˇˇˇ
uj`1i
ˇˇˇ
ď }uj}M ď ¨ ¨ ¨ ď }u0}M “ }φ}M . (2.54)
The relation (2.52) is the stability condition for this scheme; if the time step and grid spacing do
not comply with it, the method will be unstable. Note that this condition is equivalent to the CFL
condition (2.48) in the present case but it can be more stringent in more complex cases.
Stability of a finite element scheme
Of course not only the finite difference schemes have to be investigated with respect to their stability.
Let us investigate here as a further example the stability of the finite element scheme presented in
Section 2.3.1.
By inserting v “ u into the variational expression (2.32), we get
pBtu, uq “
ż
Ω
pBtu pt, xqqu pt, xq dx “ 1
2
ż
Ω
Bt
`
u2 pt, xq˘ dx “ 1
2
B
Bt}u}
2, (2.55)
a pu, uq “ }∇u pt, ¨q }2 and (2.56)
φ puq “ pf, uq ď }f} }u} ď c}f} }∇u} ď 1
2
}∇u}2 ` c
2
2
}f}2, (2.57)
where } ¨ } is the common 2-norm and where we used Poincare´’s inequality
}v} ď c}∇v}, @v P H10 pΩq , (2.58)
the relation
ab ď 1
2
a2 ` 1
2
b2 (2.59)
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and the property of any norm
pf, uq ď }f} }u} (2.60)
in the last line. Using all the inequalities the following holds:
B
Bt}u}
2 ` }∇u}2 ď c2}f}2, (2.61)
so that when integrating from 0 to t one gets
}u pt, ¨q }2 `
tż
0
}∇u ps, ¨q }2 ds ď }u0}2 ` c2
tż
0
}f ps, ¨q }2 ds, (2.62)
which states that the solution u is stable with respect to the initial condition u0 and the right-hand
side f in the space L2 pΩq of square-integrable functions over Ω. Similarly for v “ Btu we obtain
}∇u pt, ¨q }2 `
tż
0
}Btu ps, ¨q }2 ds ď }∇u0}2 `
tż
0
}f ps, ¨q }2 ds, (2.63)
which ascertains that the time derivative will also remain stable. Thus, the finite element scheme
Equation (2.32) is unconditionally stable.
2.4.5 Numerical tools to improve stability
To ensure or improve the stability of numerical schemes, various tools can be employed, a few of
which I introduce in this section: artificial viscosity and diffusion as well as flux or slope limiters.
Artificial viscosity and hyperdiffusion
Mathematically shocks correspond to situations where one or several variables exhibit a discontinuous
profile. These jumps are evidently not smooth and theoretically their width is infinitely thin. This
cannot be simulated with a grid of finite spacing anyway and too steep profiles cause unwanted effects
such as oscillations close to the shock front. Therefore some mechanism has to be used in numerical
problems involving shocks in order for them to be properly resolved on the grid.
In finite difference shock-capturing codes such as the magnetohydrodynamical Pencil code [7, 27],
artificial viscosity is a tool that is being used to spread shock fronts artificially across a few cells
instead of only one. In this case one imposes higher than natural viscosities over the whole simulation
domain. This might, however, negatively impact the quality of the simulation outside of shocks.
Another option is to resort to numerical diffusion. This expression is employed when certain
terms present in the algorithm mimic the effect a physical diffusion term would provoke. Being
non-physical, the term might be considered a nuisance to be minimised at all cost, but it turns
out to be a feature that in some parameter ranges helps greatly in keeping the numeric solution
stable, although the result might be somewhat different from the actual physical solution. The word
hyperdiffusion is employed for any diffusion term of order higher than 3. An example [11, 27] is to
resort to an alternative, lower-order finite difference operator if the slope of a shock becomes too
steep in a certain region. The centred sixth-order accurate finite difference first derivative operator
is
f 1i “ ´fi´3 ` 9fi´2 ´ 45fi´1 ` 45fi`1 ´ 9fi`2 ` fi`360δx `O
`
δx6
˘
. (2.64)
By replacing it with the fifth-order accurate operator
f 1i “ ´2fi´3 ` 15fi´2 ´ 60fi´1 ` 20fi ` 30fi`1 ´ 3fi`260δx `O
`
δx5
˘
(2.65)
in which the furthest point downwind is removed (for positive flow u here), and noticing that the
sixth-order derivative operator is
f
p6q
i “
fi´3 ´ 6fi´2 ` 15fi´1 ` 15fi`1 ´ 6fi`2 ` fi`3
δx6
`O `δx2˘ , (2.66)
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we can see that
´ uf 1pupwind,5thq “ ´uf 1pcentred,6thq `
|u| δx5
60
f p6q. (2.67)
Replacing the sixth-order operator by the upwind fifth-order one acts as though a sixth-order hyper-
diffusive term had been added. The clear advantage of this technique is that the upwind operator is
only turned on in regions where the slope is steep, that is close to the shock, whereas the viscosities
mentioned earlier have to be imposed everywhere.
Flux or slope limiters
The problem of capturing shocks correctly is not restricted to finite difference schemes. In other
schemes as well they are an issue. A technique which is widely used to ensure the stability of high-
resolution schemes, be it in the presence of shocks or otherwise, is the use of flux or slope limiters,
of which the aforementioned upwinding scheme (Eq. 2.67) is a very simple case.
The principle behind flux limiters is to gradually switch from a higher-resolution scheme to a
lower-resolution one whenever the flux becomes too strong. The use of a lower-resolution operator
smooths the steep gradient and helps preventing spurious oscillations or even numerical instabilities.
In a basic spatial discretisation of Equation (2.17) without source terms
Bui
Bt `
1
δx
´
Fi` 12 ´ Fi´ 12
¯
“ 0, (2.68)
where ui is the variable in cell i and Fi˘ 12 is the flux at the right (left) cell face, one can use a
flux-limiting function φ to switch between the high and low resolution expressions F high and F low
for the flux depending on the gradient of u:$&%Fi` 12 “ F
low
i` 12 ´ φ priq ¨
´
F low
i` 12 ´ F
high
i` 12
¯
Fi´ 12 “ F lowi´ 12 ´ φ pri´1q ¨
´
F low
i´ 12 ´ F
high
i´ 12
¯
.
(2.69)
The limiter function has to be such that it tends to 0 when the gradient is steep and to a constant
when the behaviour is smooth, a characteristic that can for instance be expressed with a ratio of
gradients expressed as
ri “ ui ´ ui´1
ui`1 ´ ui . (2.70)
Furthermore, as initially described by Sweby in [40], the limiter has to take values in the (r-φ prq)
plane within a specific range to ensure that the algorithm is Total Variation Diminishing (TVD).
The TVD region is represented in Figure 2.2. This essentially means that the algorithm will remain
oscillation-free even close to steep gradients if the limiter stays within that region.
Figure 2.2: Admissible limiter region for
second-order TVD schemes [40]. Figure
after Griffgruff, Wikipedia, the free encyc-
lopedia.
Plenty of limiters can be found in literature, exhibiting various degrees of numeric diffusion owing
to their specific switching characteristics. The limiters implemented in Vlasiator will be presented
in the next chapter, which introduces this new hybrid-Vlasov code.
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Vlasiator
—Vlasiator—
10 letters you can count on
Ilja Honkonen
Vlasiator follows in the steps of GUMICS, a highly successful magnetohydrodynamical model
coupling the magnetosphere and the ionosphere in global space weather simulations [18]. While
ongoing development of the next version GUMICS-5 aims at real-time modelling through the par-
allelisation of the code, another avenue of research is the development of a code which includes
kinetic effects beyond the single-fluid description of MHD: Vlasiator. It is one goal of the QuESpace
project to achieve a global magnetospheric simulation package using a hybrid-Vlasov algorithm. In
this approach the ions are described by their full six-dimensional distribution function subjected
to Vlasov’s equation, the electrons are treated as massless charge-neutralising fluid and the system
is propagated in self-consistent electric and magnetic fields. The whole is implemented as a finite
volume scheme. It is to my knowledge the first full 3+3-dimensional hybrid-Vlasov code aiming at
global magnetospheric simulations worldwide, which underscores its singularity with respect to [43]
for instance, who have not run their code in the full phase space.
The spatial dimensions envisaged—magnetospheric scales—as well as the full dimensionality of
the distribution function—in practice a three-dimensional velocity space in each spatial cell—make
the program computationally demanding. Vlasiator has to rely on an array of cutting-edge tech-
niques to harness the computing power of the most modern massively parallel supercomputers.
It is, however, not the scope of this work to delve deeply into the realm of shared-memory and
message-passing parallel programming, graphical processing unit (GPU) programming or dynamic
load-balancing, among others. Some topics are addressed in [42, 38]. Instead this chapter will con-
centrate upon presenting the main features of the algorithms used to solve the hybrid-Vlasov system
of equations in Vlasiator.
The first section presents the general structure and characteristics of the code. Then Section
3.2 introduces the solvers used for Vlasov’s equation while Section 3.3 does so for the field solver.
Finally, the small section 3.4 is devoted to the limiters available in Vlasiator.
3.1 General structure of the code
3.1.1 Hybrid-Vlasov system of equations
Vlasiator handles ions through their distribution function f in all three spatial and three velocity
dimensions. I have developed the derivation of Vlasov’s equation (1.26) which describes the evolution
of the distribution function in an earlier chapter (Sec. 1.2.1). Let us rewrite it here in a shape that
makes the adequacy of a finite volume method clear,
Bf
Bt ` v ¨
Bf
Br ` a ¨
Bf
Bv “ 0 ô
df
dt
“ 0 : (3.1)
the distribution function f is conserved. The acceleration a “ q{m pE`V ˆBq is only due to the
Lorentz force.
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To provide the fields needed for the acceleration Vlasov’s equation is coupled to Maxwell’s equa-
tions under the following assumptions:
• The electrons are considered to be a mass-less, charge-neutralising fluid;
• The displacement current in the Ampe`re-Maxwell equation is neglected, a procedure called
Darwin approximation which in practice allows longer time steps as no rapid electromagnetic
wave modes will appear.
This leads to the following set of Maxwell equations:
∇ ¨E “ ρq, ∇ˆE “ ´BBBt , ∇ ¨B “ 0, ∇ˆB “ µ0ji, (3.2)
which has to be closed by Ohm’s law. In Vlasiator it takes the ideal MHD form
E “ ´Vi ˆB. (3.3)
Vi “ ji{ρqi is the ion bulk velocity, where the ion charge and current densities ρqi and ji are obtained
as moments of Vlasov’s equation (see Sec. 1.2.2):
ρqi pr, tq “ e
ż
v
f pr,v, tq d3v and ji pr, tq “ e
ż
v
vf pr,v, tq d3v. (3.4)
Terminology
The system of equations stated here is what we termed the hybrid-Vlasov system of equations during
Vlasiator’s development. Although this terminology is not yet widely in use it seems to have been
adopted by several authors elsewhere and we advocate its use to mark the difference with other
hybrid schemes, the Vlasov-Maxwell system of equations or full Vlasov treatment for all species.
3.1.2 Finite volumes and the grid
Vlasiator is using a finite volume scheme to solve the whole system of equations, as it can easily
be stated in conservative form. We have seen in Section 2.2 that the conservative formulation for
the MHD equations is possible and Equation (3.1) guarantees it for the distribution function. The
whole phase space is discretised in small domains of volume V6D “ |δr| ¨ |δv|, which means that real
space is divided into cells of dimensions |δr| “ δxδyδz and at each of these cells the velocity space
is made up of cells of dimensions |δv| “ δvxδvyδvz. The average f˜ of the distribution function over
each six-dimensional cell at each time step n
f˜n “ 1
V6D
ż
δr
ż
δv
f pr,v, tnq drdv (3.5)
is the quantity stored and propagated by the algorithm presented in Section 3.2.
Clearly in order to reach an interesting resolution level in real and velocity space the requirements
in terms of memory and computing power are very high. A major boost to the code’s efficiency is
that the velocity space is sparse: only cells with a significant content (above a user-set threshold) and
their direct neighbours are physically stored and propagated. Of course if flux flows into hitherto
empty cells these are created while cells dropping below the significance level are deleted to save
memory and computations.
Vlasiator, as well as GUMICS-5, rely on the Distributed Cartesian Cell-Refinable Grid (DCCRG)
[14] for the handling of the spatial volume discretisation. DCCRG is a class defining a grid of cartesian
volumes tailor-made for finite volume simulation purposes. It is using the Message Passing Interface
(MPI) standard for the parallelisation of tasks and scales well to very large numbers of processes
(tested up to the order of 104 processes). The user can define what data has to be stored in each
cell of the grid as well as all the dimensions of the grid. The size of the neighbourhood of a cell is
also defined by the user, as it can vary depending on the algorithm used. Furthermore, DCCRG
includes a vast array of functions managing internally the communication of data between cells (e.g.
fluxes), the updating of neighbour data or the load balancing across processes in parallel simulations
for instance. In case the problem needs adaptive mesh refinement this feature is supported as well.
GUMICS-5 is using it but Vlasiator is not as it is very difficult to handle in six dimensions.
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3.1.3 Walk through the simulation process
To better understand the role each component of the code described in the latter parts of this chapter
plays, I shall describe the main steps of the simulation algorithm in this section.
Initialisation
Once the code has created the empty spatial grid it is looping through all spatial cells and in each
spatial cell the velocity space is filled with the values of f˜0 to the specifications of the user. In
practice all potential velocity values within the boundaries and with the resolution set by the user
are looped through and the corresponding value of the distribution function is stored in the velocity
cell if it is above the minimum threshold chosen. A typical initial condition could be a thermal
(Maxwellian) distribution with number density n prq at location r “ px, y, zq:
f˜0 px, y, z, vx, vy, vzq “ 1
δxδyδzδvxδvyδvz
ż
δr
ż
δv
n prq
ˆ
m
2pikBT
˙ 3
2
e
´mpv2x`v2y`v2zq2kBT dxdydzdvxdvydvz,
(3.6)
where it is the user’s responsibility to define all parameters needed and perform the integration over
the cell volume as wished. Additionally the user can set initial values for the electric and magnetic
field components in each spatial cell individually.
Time stepping
Each simulation cycle iteration begins with the propagation of the distribution function one time
step δt further using the Vlasov equation solver based on Equation (3.1). As described in Section
3.2.3 this is done in three stages:
1. The distribution function is propagated for half a time step in real space;
2. The propagation in velocity space takes place for a full time step, where the acceleration is due
to the Lorentz force computed from the electric and magnetic fields;
3. The distribution function is propagated again half a time step in space using the distribution
function just updated in the velocity space.
Now the distribution function has been propagated one step further, which is the most time-
consuming stage by over one order of magnitude, the field solver kicks in. It propagates the electric
and magnetic fields following Equations (3.2) and (3.3). Alternatively the user can run a test particle
simulation (see Sec. 1.2.5). In that case the field solver is not used and field values are imported
from data provided by the user. Of course then the simulation is not self-consistent any more.
Saving
Three options are open to the user at each time step with regards to the data produced. The first
one is not to save any data as for obvious storage capacity reasons the user cannot save data at every
time step in most cases. The other two options are:
Saving bulk data: Only the bulk data of each cell (velocity, magnetic field, electric field vectors,
density, etc.) are exported and written to a file;
Saving all data: In this case all the bulk variables are saved as well as the velocity distribution in
each spatial cell. It results in much larger files, which therefore cannot be saved too often. The
dataset in these files allows to restart a simulation from that state instead of running it again
from the beginning.
The code is built in such a way that the user can easily implement operators which allow him/her to
define new variables to be exported. Examples include moments of the distribution function such as
pressure or temperature which are not necessarily calculated otherwise because they are not needed
by the solvers.
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3.2 Vlasov’s equation solvers
The modularity of the code allows to switch various modules, including the Vlasov and field solvers,
by using the right interfaces and coding new algorithms using these interfaces. There are currently
two main Vlasov solvers implemented in Vlasiator; the Kurganov-Tadmor solver and the LeVeque
solver.
3.2.1 Kurganov-Tadmor solver
This solver, proposed by Kurganov and Tadmor in 2000 [25], was implemented for Vlasiator in the
second-order spatial accuracy version. The authors present the solvers in that article as “universal
finite-difference methods for solving non-linear convection-diffusion equations” that “can be imple-
mented in a straightforward manner as black-box solvers for general conservation laws”. For the
general conservation law
B
Btu px, tq `
B
Bxf pu px, tqq “ 0, (3.7)
the first-order, semi-discrete formulation of the solver is given by
un`1i “ uni ´
δt
2δx
`
f
`
uni`1
˘´ f `uni´1˘˘` δt2δx ´ani` 12 `uni`1 ´ uni ˘´ ani´ 12 `uni ´ uni´1˘¯ , (3.8)
which is in fact a solution that had been published earlier and is a special case of the more general
class of solvers addressed in the article. Note that I follow the notation conventions adopted earlier
in this work and an
i˘ 12 are the characteristic speeds.
The second-order, fully discrete method (Eq. (3.9) in [25]) has more intermediate terms but it
is entirely expressed in terms of un and an terms. It is however one-dimensional. In Vlasiator the
fluxes in each direction are computed before propagation and the solver is used to propagate the
distribution function in three dimensions, once in real space and once in velocity space. One major
advantage of using this finite-difference solver resides in its relatively high computing speed compared
to the LeVeque solver.
3.2.2 LeVeque solver
The general principle of propagation in this finite-volume solver is to update the distribution function
in each cell by calculating the fluxes F at each cell face and add them up:
f˜n`1 “ f˜n ´
ÿ
iPtx,y,zu
ˆ
δt
δi
pFi pi` δiq ´ Fi piqq ` δt
δvi
pFvi pvi ` δviq ´ Fvi pviqq
˙
. (3.9)
In our case spatial and velocity fluxes take the simple form
Fr “ vf˜ and Fv “ af˜ “ q
m
pE`V ˆBq f˜ . (3.10)
The three-dimensional second-order method employed to solve Vlasov’s equation was published
by Langseth and LeVeque in 2000 [28]. It relies on solving Riemann problems at the cell interfaces,
in other words solving for the propagation of a shock (a discontinuous step) in the variable, and
applying flux limiters (see Sec. 2.4.5 and 3.4 about limiters) to suppress oscillating perturbations.
Proper implementation allows to reach stability up to Courant number 1 (see Sec. 2.4.3 about the
Courant number). In three dimensions the method goes through all velocity vector orientations to
compute the fluxes and update the distribution function accordingly.
It is left as a possibility to the user of the code to retain only first-order terms in the implementa-
tion of the LeVeque solver when compiling Vlasiator. In that case, no limiters are used by the solver.
The consequences of doing so are assessed in Section 4.3 which deals with the order of accuracy of
Vlasiator.
3.2.3 Strang splitting
The aforementioned three-stage technique can be expressed with the spatial translation and accel-
eration operators ST and SA as
f˜n`1 “ ST
ˆ
δt
2
˙
SA pδtqST
ˆ
δt
2
˙
f˜ , (3.11)
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Figure 3.1: The edge-averaged (edge
length δl) values of the projections of
the electric field δl´1
ş
edge
E ¨ dr are
stored on three edges per cell (thick
lines). The face-averaged (face area
δs) normal components of the mag-
netic field δs´1
ű
face
B ¨ dS are stored
on the three marked cell faces (grey
diamonds). Here the face normals dS
and the edge line elements dr always
point to the positive coordinate direc-
tion. (Figure courtesy of A. Sandroos,
FMI.)
x y
z
Edge-E stored
Face-B stored
it is called Strang splitting after Gilbert Strang who first suggested the use of this type of schemes
in 1968 [39]. When the spatial side of a partial differential equation can be separated in two additive
terms such as in
Btu “ A ¨ Bxu`B ¨ Byu, (3.12)
it is possible to obtain the total solution by pursuing successively the solution of
Btu “ A ¨ Bxu and Btu “ B ¨ Byu. (3.13)
In doing so it is possible to preserve the spatial accuracy order of the method in time or even obtain
for instance a second-order time accuracy method by applying a first-order spatial accuracy one at
each sub-step. As in our case we have to split a six-dimensional space into two three-dimensional
sub-spaces the usage of a second-order three-dimensional method for the two operators ST and SA
allows to retain a second-order time accuracy for the whole method.
3.3 Field solver
The principle behind the field solver is not extremely complicated. However, the vector components
needed in different parts of the code are not always the same, therefore rather complex reconstruction
steps have to be performed.
3.3.1 Field propagation
The field solver used in Vlasiator has been described by Londrillo and Del Zanna in [32]. In this
scheme only the face-averaged components of the magnetic field and the edge-averaged components
of the electric field are needed, as shown in Figure 3.1. The solver propagates the face-averaged
components of the magnetic field components using the integral form of Faraday’s law
B
Bt
¿
face
B ¨ dS “ ´
ż
C
E ¨ dr, (3.14)
where C denotes the contour of the cell face over which the left-hand side has been integrated. The
magnetic field propagation algorithm can thus be summarised by the equation
B
BtxBzyδxδy “ ´
`xExypi,j,kq ´ xExypi,j`1,kq˘ δx´ `xEyypi`1,j,kq ´ xEyypi,j,kq˘ δy (3.15)
and similar expressions for xBxy and xByy, where the brackets indicate edge-averaging for E and
face-averaging for B, and where the pi, j, kq indices denote the cell considered.
This type of algorithm is called constrained transport method and is by construction divergence-
conserving as it uses directly Faraday’s law without approximating it with respect to the way it
would be used analytically (Eq. 3.14). This means that if the initial and boundary conditions are
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such that ∇ ¨ B “ 0 this will be guaranteed down to numerical accuracy for the whole simulation.
In Section 4.2 I present the results obtained in Vlasiator showing the good quality of the divergence
conservation. As we see here the magnetic field propagation is relatively straightforward.
The main task resides in the determination of the correct edge-averaged E values. In that respect
the algorithm uses an upwinding scheme, a concept already encountered briefly in the finite-difference
example in Section 2.4.5. In the present method, the upwind electric field is chosen for the edge value
in the supersonic case. Otherwise the weighted average of all four neighbouring cells is used to obtain
the edge-averaged electric field in the case of subsonic flow. Additionally, a numerical diffusivity term
(see Sec. 2.4.5) is then included.
3.3.2 Component reconstruction
As we have seen, the magnetic field components used in the field solver are normal to the cell
faces and averaged over them whereas the electric field components are edge-aligned and -averaged.
However, the Vlasov solvers described earlier make use of volume-averaged values of the fields. Add
to this the fact that the electric field is computed using E “ ´VˆB where V is computed from the
distribution function and thus by construction a volume average, and consider finally the upwinding
procedure mentioned above. There is a non-negligible amount of reconstruction to be done all over
the place to convert between the various components.
The reconstruction procedures are presented and thoroughly listed in [2], where divergence-free
reconstruction of magnetic fields to higher orders of accuracy than two is proposed. The process is
based on Legendre polynomial interpolations. Although not terribly difficult the derivations require
very patient bookkeeping and the resulting expressions are not of the concise kind. That’s why I
won’t include them here.
The implementation of the field solver from [32] using field reconstruction from [2] is nominally
second-order accurate in space1, which in combination with the second-order split LeVeque algorithm
for the propagation of the distribution function makes for an overall second-order accuracy in space
and time for Vlasiator. Yet I will show in Section 4.3 that the empirical order of accuracy obtained
in various test cases can deviate drastically from this analytic value of 2.
3.4 Limiters
As a last note in this chapter I quickly present the flux limiters used in the LeVeque distribution
function propagation algorithm and in the field solver reconstruction [31]. I state here a few of their
properties, some of which—especially those pertaining to numerical diffusivity—have been observed
in several of the test cases presented in the last chapters of this work. In addition, the Sweby plot
([40], see Sec. 2.4.5) is given for each limiter in Figure 3.2, where the blue line represents the limiter
profile and the framed area is the second-order TVD region.
The four limiters that can be used in Vlasiator are the monotonised central (MC), minmod,
superbee and van Leer limiters. All are symmetric, which means that their effect is the same for a
positive or a negative flux, making them indifferent to the flow direction. The choice of limiter for
the Vlasov solver and the field solver, respectively, is done in the code.
3.4.1 MC
Definition φMC prq “ max
`
0,min
`
1`r
2 , 2, 2r
˘˘
Limit lim
rÑ8φMC prq “ 2
Can be used in Field solver, Vlasov solver
Diffusivity in Vlasov solver Intermediate
3.4.2 Minmod
Definition φmm prq “ max p0,min pr, 1qq ,
Limit lim
rÑ8φmm prq “ 1
Can be used in Field solver
1 Note that to ensure stability of the second-order field solver slope limiters have to be employed in the reconstruction
as well.
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Figure 3.2: Sweby plot of the four limiters usable in Vlasiator.
3.4.3 Superbee
Definition φsb prq “ max p0,min p1, 2rq ,min p2, rqq
Limit lim
rÑ8φsb prq “ 2
Can be used in Field solver, Vlasov solver
Diffusivity in Vlasov solver Least
3.4.4 van Leer
Definition φvL prq “ r`|r|1`|r|
Limit lim
rÑ8φvL prq “ 2
Can be used in Field solver, Vlasov solver
Diffusivity in Vlasov solver Highest
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Numerical validation
(*) “regression testing”? What’s
that? If it compiles, it is good, if
it boots up it is perfect.
Linus Torvalds
The first series of tests I want to present in this work serve the main purpose of validating the
numerical properties of the code. They do not represent physical problems or situations related to
magnetospheric modelling but help in assessing the quality of the solvers and making sure the results
are not grossly incorrect.
The first class of numerical validation tests are simple propagation tests designed to verify indi-
vidually the field solver, the spatial and the velocity parts of the distribution function propagation.
The second part of this chapter (Sec. 4.2) presents results demonstrating the quality of the code with
respect to the conservation of the divergence-free property of the magnetic field. Finally the third
section (Sec. 4.3) gives an assessment of the order of accuracy in space and time of the three solver
parts.
Note that for all the tests involving the Vlasov solver in the following two chapters the LeVeque
solver (see Sec. 3.2.2) has been used because it is currently the favoured one for production work.
4.1 Propagation tests
Very early on in the development history of Vlasiator, simple tests have been implemented which
check for basic properties of the spatial, velocity space and field propagation parts of the code,
respectively. These are used to control for instance that the handling of the communication between
processes is correct when running the computations in parallel, or to ensure that the solvers work
isotropically with respect to the grid axes. Most of these tests have been written by A. Sandroos;
the field propagation test I present next (Sec. 4.1.1) is expanding on his work, the velocity space
translation test following afterwards (Sec. 4.1.2) is his unmodified version.
There is also a spatial translation test exactly similar to the velocity space translation test.
However, I developed a more interesting test of the spatial translation which is the object of Section
5.1.2 in the next chapter, therefore I do not treat the original spatial translation test here. The result
would be Figure 4.2 if you consider it to be a representation of space and not velocity space.
4.1.1 Field propagation
One feature of Vlasiator is the possibility given to the user to switch off the field solver or the Vlasov
equation solver if its action is not desired. Of course the user then has to provide the corresponding
variables to the code. This allows for instance to run test particle simulations by turning off the field
solver and providing external electric and magnetic field values. The field propagation test works the
other way around: a velocity field remaining constant in time is provided and a sector of non-zero
magnetic field is advected in periodic boundary conditions.
The simulation comprises 123 spatial cells initialised so that the magnetic field has one axis-
aligned component in a block of 3 ˆ 3 ˆ 12 cells along that same axis and is zero elsewhere. The
density and velocity profiles are designed such that there is a bulk velocity into a set direction
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(a) Initial state. (b) After 160 time steps the zone with magnetic field
has propagated twice across the domain.
Figure 4.1: Field propagation test. The magnetic field is zero in the uniform blue region and out of
the plane in the remaining. The arrows indicate the direction and magnitude of the velocity field.
This test can be set to propagate in any direction and the magnetic field can be set along any axis.
perpendicular to the magnetic field orientation. Additionally I added some perturbations to make
the velocity field non-uniform. A two-dimensional slice through the initial and the state after 160
time steps is shown in Figure 4.1 for a case with an axis-aligned propagation direction.
I ran this test for all axis orientations of the magnetic field zone and for all propagation directions
spaced by 45˝. To assess whether the solver is symmetric with respect to the propagation directions
I calculated the absolute infinity distance between pairs of states which propagated similarly, for
example in `x and ´x direction, `y and ´y direction, etc.
If one considers a dataset of i cells to be a vector X P Ri then the absolute n-distance and infinity
distance between dataset Xp1q and dataset Xp2q can be defined, respectively, as
}Xp1q ´Xp2q}n,abs –
˜ÿ
i
ˇˇˇ
X
p1q
i ´Xp2qi
ˇˇˇn¸ 1n
, }Xp1q ´Xp2q}8,abs – max
i
ˇˇˇ
X
p1q
i ´Xp2qi
ˇˇˇ
. (4.1)
I determined the infinity distances between the final state (after 160 steps) of runs in the following
cases:
• Propagation in the same direction with respect to the magnetic field for pairs when the field
is oriented, respectively, along x and y, y and z, z and x;
• Propagation in opposite directions for one orientation of the magnetic field;
• Propagation in directions separated by 90˝for one orientation of the magnetic field.
This covers all possible combinations of runs when combining the distances making use of the trian-
gular inequality valid for any norm on the vector space V
}x` y} ď }x} ` }y}, @x,y P V. (4.2)
All these distances are shown in Table 4.1.
The first observation is that the distances are very small—at least seven orders of magnitude
below the field values used here. The second observation is that the distances very often have the
same value for all cases which are either propagating along an axis or with an angle of 45˝with respect
to the axes. Only in one case there is a difference (top section of Tab. 4.1) but then the values only
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Angles Orientation of B along x and y, y and z, z and x
0, 1, 3, 4, 5, 7 2.776ˆ 10´17
2, 6 5.551ˆ 10´17
Angle pairs Direction x, y, z
(0,4), (2,6) 2.969ˆ 10´19
(1,5), (3,7) 1.735ˆ 10´18
(0,2), (2,4), (4,6), (6,0) 1.388ˆ 10´17
(1,3), (3,5), (5,7), (7,1) 1.374ˆ 10´17
Maximum |B| (axis-parallel propagation) 6.482ˆ 10´10 T
Maximum |B| (axis-inclined propagation) 3.680ˆ 10´10 T
Table 4.1: Infinity distances between the final states (160 time steps) for the field propagation test
case. Angle values are given in units of 45˝ and correspond to the direction of propagation for the
magnetic field zone, perpendicularly to the magnetic field B. Directions refer to the orientation of
the magnetic field. As a reference, the maximum magnetic field value is given for the angles 0, 2, 4, 6
corresponding to axis-aligned propagation and for the angles 1, 3, 5, 7 corresponding to axis-inclined
propagation. It is clear that the differences are negligible with respect to the actual field values. The
fact that many distances have the same value indicates that they are of numerical origin, the cause
being most likely rounding errors.
have a factor of 2 between themselves. These observations allow to draw the conclusion that the
differences observed when letting the same system propagate in another direction but with the same
angle with respect to the grid are purely of numerical origin. They most likely stem from rounding
errors, for instance if some flux summations are not done in the same order in the various cases.
Given that the errors are much smaller than the relevant values, they are of no practical concern
with respect to the result obtained. Thus, the final conclusion about this test is that the field solver
implemented in Vlasiator is isotropic, which it should of course be.
The next test is different in construction but aims at showing a very similar characteristic, namely
the isotropy of the Vlasov equation solver in the velocity space.
4.1.2 Velocity space translation
Twin tests are being used during the development of Vlasiator to control that the Vlasov solver is
isotropic in phase space. One verifies real space translation or advection, the other velocity space
translation or acceleration. I only give the description and the result for the acceleration test here
as the translation test has the same characteristics and its result looks exactly similar. Moreover,
the ring expansion test presented in the next chapter is much more instructive with respect to the
properties of the solver (Sec. 5.1.2), thus I skip the translation test completely.
In this test case a single spatial cell is considered, with periodic boundaries. The velocity space is
cubic and centred on the origin. Eight individual velocity cells close to the origin are each initialised
with unit density and given a acceleration exactly along the cube’s diagonals, outwards (remember
we are in velocity space, hence the acceleration—the transposition to the spatial case is trivial).
Similarly to the field propagation test only the relevant solver part—the Vlasov solver—is used and
the field solver is turned off for this test. The acceleration terms are artificial in the sense that they
are coded to be along the diagonals and do not stem from any electric or magnetic field. The system
is then propagated for a few time steps.
As Figure 4.2 shows, the result is symmetric in each octant: the test has fulfilled its purpose of
demonstrating that the field solver’s acceleration part is isotropic. In fact slight differences in the
octants can be observed which are not quite symmetric, but at the same time one observes that their
value is many orders of magnitude lower than the relevant values. As before, they are a trace of the
rounding errors which will never disappear.
4.2 Divergence-free magnetic field
One most fundamental law of physics states that there are no sources or sinks of magnetic field, or in
other words that all magnetic field lines must close on themselves. There is no magnetic monopole,
an analogue in magnetism to the electric charge for the electrostatic force or the mass for gravity.
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Figure 4.2: Illustration of the velocity
space translation test. Shown here is the
velocity space in one spatial cell. The
initially filled velocity cells (in red) are
imposed an acceleration along the diag-
onals of the cubic cell, so that at a later
stage (blue-green) their contents have
propagated. The fact that the result is
symmetric in each octant is the guar-
antee that the acceleration part of the
solver is indeed isotropic as it should be.
To state it mathematically, the magnetic field is divergence-free,
∇ ¨B “ 0. (4.3)
Reformulating this in integral form one can state that the flux of the magnetic field through the
surface BV bounding a volume V is zero as the integral of the divergence of B is zero in V :ż
V
∇ ¨B d3V “
ż
BV
B ¨ d2s “ 0, (4.4)
where d2s is the normal vector on the surface element ds of BV .
Keeping the divergence of the magnetic field zero is vital in numerical modelling as the creation
of physically spurious magnetic monopoles is clearly nothing one wishes for. However, I have shown
in a previous chapter (Sec. 2.4.1) that no matter what algorithm one chooses, rounding errors due
to the numerical representation of numbers are inherent to the use of computers. Obviously this
also applies to Vlasiator’s field solver (presented in Sec. 3.3) despite the fact that Londrillo and del
Zanna’s algorithm [32] is by construction divergence-preserving.
4.2.1 Fluctuations
I developed a general-purpose test to provide a quick and easily customisable test during code de-
velopment. It can be initialised with random density, bulk velocity or magnetic field perturbations
individually or in combination, with adjustable amplitudes of the perturbations. The initial distri-
bution function is given as a Maxwellian of set temperature in each cell and fully periodic boundary
conditions are imposed. The test simply consists in letting the system relax and oscillate given the
random initial conditions.
In itself this test does not present a very compelling physical relevance but it exhibits fairly stable
fluctuations and can be used in one, two or three spatial dimensions without affecting its working.
Seeding of the random number generator based on the uniquely-defined cell ID number allows for
reproducible runs. Thus, it is mostly useful when one wants to check whether the code runs properly
after changes have been done to it. It is also the test I use here—in three spatial dimensions—to
assess the quality of Vlasiator with respect to the conservation of the divergence-free property.
4.2.2 Flux through the boundary and local divergence of B
A global measure of the integrated divergence of B within a volume V is given by Equation (4.4):
it is equivalent to the flux of B through the surface of V . Physically the value should be the same
everywhere, no matter what volume V is chosen, since the test used here has fully periodic boundary
conditions. This is of course not the case numerically though due to the rounding errors. Note that
I will refer to the flux of B through the surface or out of the simulation box despite the periodic
boundary conditions.
To provide the user with feedback on the evolution of the simulation at runtime without the need
to process data files and inspect them manually, Vlasiator offers the feature of runtime diagnostic
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Test case Floating-point precision Long term ∇ ¨B ‰ 0
Number of cells 103 2ˆ 103 103
Cell size 2.0ˆ 106 m 2.0ˆ 106 m 2.0ˆ 106 m
Time step 0.05 s 0.005 s 0.05 s
Number of steps 10,000 100,000 10,000
Average density 1.0ˆ 106 m´3 1.0ˆ 106 m´3 1.0ˆ 106 m´3
Average Bx 1.0 nT 1.0 nT 1.0 nT
Temperature 1.0ˆ 105 K 1.0ˆ 105 K 1.0ˆ 105 K
Max. velocity perturbation 1.0ˆ 103 ms´1 1.0ˆ 103 ms´1 0
Max. Bx perturbation 0 0 0.01 nT
Floating-point precision single/double double double
Table 4.2: Characteristics and initial conditions of the runs related to the investigation of the con-
servation of ∇ ¨B “ 0. These are (from left to right) the two runs comparing the single and double
precision floating-point representation, the long-term run and the run with non-zero magnetic diver-
gence. Note that all runs have periodic boundary conditions.
output. It writes out single-value variables for the user to assess at a glance whether the simulation
is running smoothly or getting out of hand. One such variable I implemented is the flux of B
through the boundary of the simulation box normalised to the surface of the boundary, which should
obviously stay constant. Of course in a periodic-boundary case such as the fluctuating test case just
introduced the boundary of the simulation volume is not defined physically but this operator still
computes the flux through the surface given as the limits of the computation domain. Analytically
it would correspond to the integrated divergence within or without that closed surface and keeps
constant nevertheless.
A more computationally intensive assessment comes from the computation of the divergence of B
in each cell of the simulation volume. It is impractical at runtime as it would slow down the actual
simulation but is easily calculated on the basis of the data saved regularly throughout the run. I
have used both methods and present a selection of important results in the next paragraphs.
4.2.3 Quality of the divergence conservation in Vlasiator
In this section I use the metrics introduced in the previous section to assess how well Vlasiator
conserves the divergence of the magnetic field ∇ ¨B. I investigate the effect of switching from single
to double precision in the floating-point representation of the numbers in the code, the long-term
conservation and the conservation of the divergence in an artificial case where B is initialised with
a finite non-null divergence.
Single and double precision floating-point representation
Using the double precision for the floating-point number representation (see Sec. 2.4.1), that is
using twice the amount of bits compared to single precision, improves the rounding error a lot. It
goes at the expense of computation time, however, as handling twice as large sets of bits when
doing operations clearly takes longer. The runs performed for this paragraph spent, respectively,
1.219 ˆ 104 s and 2.471 ˆ 104 s propagating the fields and the distribution function, that is the
double-precision run was 2.03 times slower. Incidentally the total simulated time stated by the
program output is 500 s—the nominal value—in double precision but 499.951 s in single precision: a
clear reminder of the importance of the rounding errors. The characteristics and initial conditions
of the two runs are given in the second column of Table 4.2. Both runs are identical except for the
floating-point precision set throughout the code, they computed 1,000 cells for 10,000 time steps
with an initial background magnetic field along x and random velocity perturbations.
The results of this comparison are presented in Figure 4.3, the left panel showing the single-
precision and the right one the double-precision data. Since in this case the initial condition has a
constant Bx, both the initial magnetic flux out of the box and the divergence of B are uniformly
zero. During the run the rounding errors cause both magnetic flux and divergence of the magnetic
field, as expected. However, it is obvious that the double precision is a tremendous improvement
over the single precision as the flux deviations from 0 are nine orders of magnitude lower. Similarly
the mean and extremal values of ∇ ¨ B{ 〈B〉 for the whole simulation volume are lower, albeit by
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one order of magnitude only. Once erroneous divergence is created by rounding errors it does not
disappear and tends to accumulate but the lower two plots of the right-hand-side panel in Figure 4.3
show that this effect is not significant when using double floating-point precision.
To pinpoint further the differences between both runs I compute the relative infinity distance
between both states as a function of the time steps. I defined the absolute infinity distance in Eq.
(4.1), here Figure 4.4 shows the relative infinity distance between the double-precision and single-
precision runs, which is defined as
}Xp1q ´Xp2q}8,rel – }X
p1q ´Xp2q}8,abs
}Xp1q}8,abs . (4.5)
In this case the double-precision dataset is taken as the reference. The increase picking up mostly
after 6,000 time steps can probably no more be ascribed to rounding errors in the values themselves.
Since it correlates with the increase observed in the single-precision values of the divergence-related
metrics in Figure 4.3, it is likely that accumulating differences due to the rounding errors become
more important.
Long-term conservation
The goal in the development of Vlasiator is a global magnetospheric model, which implies the
propagation of thousands of cells for much larger numbers of time steps than the 10,000 done in
the floating-point precision runs. Although it is still not an extremely large number I produced one
run to track the conservation of ∇ ¨B “ 0 in a 2,000-cell three-dimensional box lasting 100,000 steps
(see the third column of Tab. 4.2 for the characteristics and parameters). The resulting data from
the same metrics as for Figure 4.3 are presented in Figure 4.5.
Unsurprisingly the monopolar errors created by rounding errors accumulate so that over longer
time spans the variations of the flux of B out of the box (top plot in Fig. 4.5) and the extremal local
divergence values (bottom plot in Fig. 4.5) become larger, slightly so for the latter but by an order
of magnitude for the former. The average ∇ ¨ B{ 〈B〉 though remains in the same range of values,
fluctuating around 0 in the range
“´3ˆ 10´15, 3ˆ 10´15‰m´1. This is a good sign; monopolar errors
cancel closely overall in the simulation domain. Furthermore, the general shape of the evolution of
the flux of B seems to indicate it behaves randomly. Although it wanders from the order of 10´14
up to a few times 10´13, it decreases again in the latter part of the simulation and even becomes
slightly negative shortly before the end of the run. The flux does not pick up a trend leading for
example to a catastrophic exponential increase.
Conservation of non-zero divergence
As a final test for the divergence-conserving characteristics of Vlasiator I perform an obviously un-
physical simulation run initiating fluctuations through random initial perturbations of the magnetic
field x-component (Tab. 4.2, last column and Fig. 4.6). The other settings are identical to the
floating-point precision comparison test.
Through the random initial perturbation of Bx neither the local divergence nor the global flux of
B can be zero everywhere. However, by construction of the field solver (see Sec. 3.3) the divergence
should be conserved. Indeed, as the two plots of Figure 4.6 show, the extremal divergence values are
in the same range as before but the mean is not zero. It fluctuates with a somewhat larger amplitude
than earlier (« 10´14 m´1) in an interval centred close to 7.835 ˆ 10´12 m´1, which is clearly very
different from zero. Similarly the normalised flux of the magnetic field is probably oscillating as well
but as it is far from zero, it appears to be constant down to at least six significant digits at the value
5.550,35ˆ 10´3, proving once more good conservation properties of the solver.
The three tests presented in this section demonstrate convincingly the quality of the divergence
conservation of the field solver implemented in Vlasiator. Firstly the comparison of single and double
precision in the choice of the floating-point representation of the numbers in the code confirms that
the use of double precision, despite being significantly slower, is much safer in that the perturbations
introduced have much smaller amplitudes. Secondly the investigation of the long-term behaviour of
the divergence and the flux of the magnetic field shows excellent and stable behaviour for a medium-
sized system over 100,000 time steps with no significant increasing trend appearing. Finally, the use
of an unphysical case with finite initial divergence of B shows that even in this case the total flux
and the divergence are very well conserved.
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Figure 4.4: Relative infinity distance between the single-precision and the double-precision dataset
for the number density as a function of the time step. The reference is the double-precision run. A
clear increase of the distance sets in after some 6,000 time steps, which correlates with increases in
the divergence-related metrics of Figure 4.3.
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Figure 4.5: Conservation of ∇ ¨ B “ 0 over 100,000 time steps. The parameters are described by
the values in the third column of Table 4.2. Shown here are the flux of B through the surface of
the simulation box, normalised to the area of that surface and to the mean magnetic field (top),
the mean divergence of B in the whole simulation volume normalised to the mean magnetic field
(middle) and the mean, minimum and maximum of that variable in the whole simulation volume on
the same plot (bottom). Although the flux and extremal local divergence reach higher values than
in the shorter run (Fig. 4.3) the flux seems to behave randomly instead of increasing. The average
divergence shows that the errors cancel closely over the simulation domain as the fluctuations are in
the same range throughout.
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Figure 4.6: Conservation of ∇ ¨ B over 10,000 time steps for an initial condition where ∇ ¨ B ‰ 0
because random fluctuations of Bx are imposed. The parameters are described by the values in the
fourth column of in Table 4.2. Shown here are the mean divergence of B in the whole simulation
volume normalised to the mean magnetic field (top) and the mean, minimum and maximum of
that variable in the whole simulation volume on the same plot (bottom). The normalised flux
of B through the surface of the simulation box (presented in the top plots of Fig. 4.3 and 4.5)
is not shown here because it is constant down to at least six significant digits, its value beingş
BV B ¨ ds{p〈B〉
ş
BV dsq “ 5.550,35ˆ 10´3.
4.3 Order of accuracy of the code
The textbook method to determine the order of accuracy of a given algorithm is to solve a problem for
which an analytic solution is known and calculate the distance or error between the analytic solution
and the numeric one. This distance should decrease for increasing time and space resolution. The
ratio of the logarithm of the error  for two successive runs divided by the ratio of the logarithm of
the grid spacing h or time step τ gives the order of accuracy a:
a “ log p2{1q
log ph2{h1q . (4.6)
If more points are taken the slope of the curve of log  versus log h or log τ also yields the order of
accuracy.
I have run tests investigating the order of accuracy of Vlasiator’s field solver (presented in Sec.
3.3) and LeVeque solver applied to the spatial and velocity portion of the six-dimensional phase
space propagation of the distribution function (Sec. 3.2.2). Both the spatial and temporal accuracy
have been assessed, the first by keeping a constant number of time steps and increasing the grid
resolution, the second by increasing the number of time steps in a given grid.
4.3.1 Spatial accuracy
It is difficult to design a comprehensive test involving all solver components for which an exact
analytic solution is easy to compute. Furthermore, obtaining a global order of accuracy might be
interesting in itself but it is more instructive for the validation of the code to separately assess the
field and Vlasov solvers.
Both the Londrillo–Del Zanna solver for the electric and magnetic fields and the LeVeque solver
for the propagation of the distribution function have been written such that compilation flags allow to
switch off all higher-order correction terms implemented. These terms should, in the limit of smooth
solutions, allow to reach second-order accuracy in space. However, the presence of discontinuities
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Figure 4.7: Distance between the initial state and the state after one period (960 time steps) of
propagation for the test of the field solver, increasing the grid resolution. The slope of the linear fits
(taken for all points) is given by the a parameter, it corresponds to the order of accuracy of the field
solver. The higher-order correction terms used in Vlasiator (right panel) clearly improve the results
by a wide margin: the result converges much better and much earlier.
and the use of limiters—which gradually switch from second- to first-order accurate derivatives thus
lowering the order of accuracy—alters the picture so that eventually no analytic general order of
accuracy can be quoted.
The limiter used in the Vlasov solver is the superbee limiter in these tests. For the field solver,
the MC limiter is used (see Sec. 3.4 on the limiters).
Field solver
The test used to assess the spatial accuracy of the field solver is the same advection test as presented
in Section 4.1.1: a zone with non-zero magnetic field is propagated for one period of 960 time steps
in one direction in periodic boundary conditions. To simplify the case I use a constant velocity
field without shear along one axis so that the zone with magnetic field should retain its shape. The
difference between the initial and final states is used for the order of accuracy estimate.
The results obtained are presented in Figure 4.7. I computed the infinity, 1- and 2-distances
between the initial state and the state after propagation for the relevant magnetic field component.
The 1- and 2-distances are normalised to the number of cells in the grid. According to Equation (4.6)
the slope of the linear curve obtained in the logarithmic plot of the distances against the grid spacing
gives the order of accuracy for the algorithm considered. There is a clear discrepancy between the
three measures used, which can be partly explained by the diffusive behaviour of the code, which
can make the infinity distance irrelevant in some cases. Given these discrepancies it is not possible
to quote the order of accuracy as being 1 or 2 or any other exact value.
The field solver can be set to so-called first order accuracy in which for instance the E “ VˆB
cross-product is computed from the relevant vector components without taking into account the
exact location at which they are stored for the algorithm (see also the presentation of the solver in
Section 3.3), for example cell edges or face centres. Higher-order correction terms obtained through
linear interpolation have been implemented. The comparison of this so-called first- and second -order
solver corresponds to the differences between the left and right panel of Figure 4.7. Although the
discrepancies between measures do not vanish when applying the correction terms, it is evident that
their use improves the accuracy of the solver. The errors are an order of magnitude lower and the
order of accuracy increased by a factor of about 3 (0.5 for the 2-distance, reaching approximately
second-order accuracy).
LeVeque solver in space
For the spatial accuracy of the spatial propagation part of the LeVeque solver I developed a one-
dimensional variant of the translation test which is essentially the same as the field solver test
described in the last paragraph. A zone with non-zero density is propagated along one axis for 3,200
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Figure 4.8: Distance between the state after one (1,600 time steps) and two (3,200 time steps) periods
of propagation for the test of the spatial part of the distribution function propagation, increasing
the grid resolution. The linear fits shown are only done for the approximately linear portion of each
curve. The slope is given by the a parameter, it corresponds to the order of accuracy of the spatial
part of the Vlasov solver for this particular one-dimensional grid-aligned case. The higher-order
correction terms used in Vlasiator (right panel) clearly improve on the poor low-order results by
yielding smaller errors and a better order of accuracy. However, the surprisingly high results in the
right panel are most likely due to the one-dimensionality and grid-alignment of the problem.
time steps with a period of 1,600 steps so that the state after 1,600 and after 3,200 steps should be
the same as the initial state. Some slight changes due to the limiter in the profile of the sharp edge
of the zone with non-zero density make the distance between the initial state and the first period
larger than between the first and second period and no convergence is observed. I thus base the
order of accuracy estimate on the distance between the first and second period, which converges.
Figure 4.8 presents in the same form as in the previous case the results obtained from this
test. Indeed the Vlasov solver can be switched to lower or higher order of accuracy which means
that higher-order correction terms and the use of the limiters to improve the propagation of sharp
gradients can be selectively taken into use. The first striking feature is that the first-order case
actually worsens before slowly beginning to show decreasing errors with smaller grid spacing. In this
case the discrepancies between the orders of accuracy resulting from the various distance measures
are not large but the result clearly is poor.
The behaviour of the higher-order solver is much cleaner once the early points with very coarse
grid spacing are passed, so much so that the order of accuracy seems to reach suspiciously high values
way beyond 2. However, one has to bear in mind that this case is essentially one-dimensional and is
in addition to that run along a grid axis: a square zone of material is propagated along a cubic grid.
This means that only a subset of all terms in the solver is actually put to use, which in turn implies
that the order of accuracy derived from this test cannot be extended to the whole spatial part of the
solver straight away.
This test thus shows very impressively how much the higher-order correction terms and the
limiters affect the behaviour of the numerical solution for the Vlasov solver as well, especially in such
a difficult problem with a strong discontinuity.
LeVeque solver in velocity space
The accuracy of the LeVeque solver in the velocity space is assessed using a modified version of the
acceleration test from Section 4.1.2 with 480 time steps for increasing velocity space resolution. The
modification takes into account that the grid resolution changes and therefore initialises the eight
cubic boxes with non-zero density based on their position so that more than one cell is filled. Here no
periodic boundary conditions can be used—they make little physical sense and are not compatible
with the sparse velocity space feature. That’s why I use as a reference a file generated artificially,
where boxes the same size as the initial ones are placed at the position in the grid where they are
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Figure 4.9: Distance between the reference state and the state after 480 time steps of propagation
for the test of the acceleration part of the distribution function propagation, increasing the grid
resolution. The slope of the linear fits is given by the a parameter, it corresponds to the order of
accuracy of the velocity space part of the Vlasov solver. In the lower curves of the left panel the first
three points are disregarded, in the lower curves of the right panel the first point is disregarded. The
higher-order correction terms used in Vlasiator (right panel) improve the results in this case as well.
expected to be after the total propagation time, given the acceleration terms put into the code.
For this test case in three velocity dimensions no third or fourth order of accuracy is reached, as
shown in Figure 4.9. This is not surprising as this test, propagating along the diagonals of the cubic
velocity space, involves all solver parts and is not grid-aligned. Yet the results show once more that
the use of correction terms and limiters is a must as it allows for substantial gains in accuracy (a
factor of 3 is evident for the 1- and 2-distance). The inspection of the simulation data shows that
the lower-order solution suffers from much stronger numerical diffusion so that the density zone is
resembling more a sphere than a cube after propagation, a clear indication that the supplementary
features are precious to preserve steep gradients in the solution and avoid excessive diffusion.
Once again the infinity distance seems to remain constant. This arises from the fact that the
edge of the cubic zone is slightly smoothed by the action of the limiter whereas the reference state
has a sharp discontinuity. This results in an almost constant maximum of the difference between the
reference and the propagated state in one given cell, which is the definition of the infinity distance.
In Chapter 3 I presented the various solver components in Vlasiator, which by construction have
a nominal analytic order of accuracy of 2. The values seen in Figures 4.7, 4.8 and 4.9 vary strongly,
from about 0 to more than 4 depending on the distance and the solver part considered. One cannot
say from these results that Vlasiator is of second-order accuracy in space and time. This should be
the case when solving smooth problems according to the authors who presented the solvers ([28, 32]).
However, as LeVeque mentions in [30] with respect to algorithms similar to the one used in Vlasiator,
when considering steep gradients or discontinuous cases and when limiters are used the analytical
determination of the order of accuracy is impossible, rendering a comparison with experimental
values difficult. It has to be noted that in this respect the tests used for the determination of the
order of accuracy are very stringent and difficult for the solvers as the solutions are discontinuous
from the onset. With that in mind the quality of the results is rather remarkable.
These very results are fundamental for the numerical validation of Vlasiator. They demon-
strate the crucial importance of using higher-order correction terms and the limiters to ensure clean
propagation of steep gradients. Moreover they show that, as is expected from this type of algorithm,
the further one departs from the maximal admissible time step, the larger the effect of numerical
diffusion becomes. One can certainly assert that the inclusion of higher-order correction terms en-
sures a good order of accuracy and a proper resolution of steep gradients which outweighs by far the
extra computation time involved in calculating these terms.
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4.3.2 Time accuracy
The method applied above to determine spatial orders of accuracy of the three solvers can be trans-
posed to time accuracy: one has to set the grid size and run the same test with a decreasing time
step length. However, one key feature of high-order finite-volume methods using a flux limiter is
that their numerical diffusivity depends on the limiter used, and the amount of diffusion is a direct
function of the number of time steps taken regardless of the time step length. This means that the
results of the tests described above actually worsens the more time steps are taken because diffusion
spreads the pattern over more cells than with smaller numbers of time steps.
The consequence of this phenomenon is that the test does not allow to give an order of accuracy
for the time dimension of the problem. One has to bear in mind when running simulations that
the smaller the CFL number becomes, the larger numerical diffusion will be. On the other hand,
keeping a time step close to the maximum allowed by the CFL condition minimises the diffusion and
preserves the sharpness of discontinuous boundaries.
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Chapter 5
Physical validation
1In the beginning was the Word,
and the Word was Vlasiator. 2He
was with Vlasiator in the begin-
ning. 3Through him all things bey-
ond MHD were made; without him
nothing beyond MHD was made
that has been made. 4In him was
life; and the life was the light of
men. 5And the light shineth in
darkness; and the darkness com-
prehended it not.
After John 1:1–5
The second series of tests I produced to validate Vlasiator are based on physical problems. Build-
ing on the numerical tests presented in Chapter 4, which give good confidence in the proper imple-
mentation of the solvers, I investigate in this chapter some of the fundamental physical properties of
the hybrid-Vlasov model we use.
The results from the spatial translation test were skipped in Section 4.1 because further tests
expanding upon it yield interesting insights into Vlasiator’s properties regarding diffusion, translation
and the resolution of the velocity space (Sec. 5.1). Section 5.2 reports on my attempt at reproducing
the MHD solution of the Riemann problem, why it failed and why this is to be expected and validates
Vlasiator further. Finally the tests addressed in the last section (5.3) provide a peek into the universe
of wave propagation in plasma, yielding empirical dispersion plots comparing well with published
analytical solutions.
5.1 Spatial translation and diffusion
An early validation test I developed for both numerical and physical purposes concerns the diffusion
of a non-uniform density profile in a uniform field background or in the absence of any fields alto-
gether. Although initial results seemed most satisfactory, more in-depth investigations and longer
runs showed interesting features of Vlasiator pertaining especially to the resolution of the velocity
space.
5.1.1 Spatial diffusion of a Gaussian density profile
To check for the isotropy of the solver in a larger scale than the numerical tests described in the
previous chapter I developed a first test where a Gaussian density profile of amplitude a and width
σ is superimposed on a constant background of value b. The velocity distribution is Maxwellian with
a temperature T . Thus, the initial distribution function is
f px, y, z, vx, vy, vzq “
ˆ
mp
2pikBT
˙ 3
2 ´
b` ae´ 1σ2 px2`y2`z2q
¯
e
´ mp2kBT pv2x`v2y`v2zq (5.1)
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and the system is let to evolve for several hundred time steps.
At the beginning of the evolution the behaviour is as expected; the Gaussian profile widens as
it diffuses outwards. However, letting the simulation run further produces surprising effects. Indeed
the spatial distribution loses its radial symmetry in some cases and produces features aligned with
the spatial grid and symmetric in each quadrant as is visible in some cases of Figure 5.1. The figure
shows for various spatial and velocity resolutions the state of the diffusion test case after 1,000 steps.
The figures are in a plane crossing the origin and the colour code goes from high (red) to low (blue)
number densities, which means that the background density of amplitude b shows in dark blue.
Figure 5.1: Diffusion test case after 1000 time steps for increasing spatial resolution (top to bottom)
and increasing velocity space resolution (left to right). Colour coding: number density; red: high
density; blue: low density. Clearly the quality of the simulation is dependent on good resolution
both in the spatial and velocity dimensions. The overall diamond shape of the outer parts is due to
the periodic boundary conditions. The axis-aligned square features in the low-resolution cases are
due to insufficient resolution in velocity space.
First one notices that the fringes of the Gaussian profile (green and light blue zones) lose their
circular form and take a diamond shape. This is no more than an artefact of the simulation box
which has periodic boundary conditions. Material is here already beginning to diffuse through the
49
CHAPTER 5. PHYSICAL VALIDATION
edges of the box out of one side and into the opposite one, producing this shape departing from
radial symmetry. A larger simulation box makes this effect vanish.
A more fundamental observation with respect to the understanding of the working of the code
are the square axis-aligned features. They are most prominent at low resolutions and gradually fade
when going to higher spatial and velocity resolutions. Obviously no physical meaning can be assigned
to this pattern, especially when considering the absence of electric and magnetic field in these runs.
This investigation and even more the results of the test case presented next (Sec. 5.1.2) have shown
that the pattern arising here is a direct consequence of the discretisation of the velocity space. The
cartesian volumes in velocity space approximate the velocity vector with one average value for the
velocity cell of volume |δv| and if the mesh used in velocity space is too coarse, this type of effects
can arise.
An important conclusion to be drawn from this test case for the use of Vlasiator is that the spatial
and velocity resolutions have to match in order to avoid spurious effects which could lead to erroneous
physical interpretations. It does not mean going to maximal resolutions in both three-dimensional
spaces as for instance the case with intermediate velocity resolution and high spatial resolution or the
case with coarse spatial and high velocity resolution both show correct results. However, it means
that the resolution parameters have to be chosen carefully with respect to the problem considered.
5.1.2 Ring expansion test
Expanding upon an earlier translation test developed by A. Sandroos similar to the acceleration and
field propagation tests from Section 4.1, I developed the so-called ring expansion test to verify the
hypothesis that the features observed in the diffusion case are indeed due to insufficient resolution
in the velocity space.
In this two-dimensional test only the spatial cells along a circle of fixed radius have non-zero
density initially. Furthermore, these cells are given a set radial velocity outward so that the initial
ring should keep its shape in time. Of course diffusion occurs, especially strongly because few cells
are initialised that have non-zero density, and the approximation of a circle in a square grid is far
from ideal.
Figure 5.2 shows the initial conditions. The ring has unit radius and the cells are given unit
velocity. To obtain the best possible match the number of spatial and velocity cells is exactly the
same. This means we can consider that each cell with contents is simultaneously the representation
of the non-zero velocity space in that cell. Letting the system evolve for a few hundred time steps
gives insight into several characteristics of the code.
Figure 5.2: Initial condition of the
ring expansion test case. Number
density in real space is shown. The
background has zero density, only a
ring is initialised with non-zero dens-
ity and radial velocity v “ 1 out-
wards. The black lines indicate the
spatial cell boundaries.
Figures 5.3a to 5.3d show the state of the simulation after 175 time steps of length 0.01. This
means the ring has propagated almost to the edge of the square simulation box and is about to
cross back into the other side as periodic boundary conditions are enforced. Each of these figures
is the result of a different Vlasov equation solver configuration. Figure 5.3a shows the result for
the LeVeque solver set to first-order accuracy, which makes diffusion the worst. Figure 5.3b shows
the result for the LeVeque solver set to second-order accuracy using the most diffusive limiter; the
van Leer limiter. Figures 5.3c and 5.3d show the results for the second-order LeVeque solver using,
respectively, the MC and the superbee limiters, the latter being the least diffusive of the three. The
radius of the circle has almost tripled so that the density should theoretically have dropped by a
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(a) First-order LeVeque solver (most diffusive configura-
tion).
(b) Second-order LeVeque solver using the van Leer lim-
iter (most diffusive limiter).
(c) Second-order LeVeque solver using the MC limiter
(limiter of intermediate diffusivity).
(d) Second-order LeVeque solver using the superbee lim-
iter (least diffusive limiter).
Figure 5.3: Ring expansion test after 175 time steps of duration 0.01 for various Vlasov equation
solver configurations. The initial conditions are shown in Figure 5.2, number density in real space is
plotted, the axes have the same scale here.
The blocks appearing are the consequence of the finite resolution in the velocity space; each block
corresponds to one velocity cell with non-zero contents initially. The difference between the cases
highlights the diffusive behaviour of the distribution function propagation, which depends on the
order of the solver and the limiters used.
bit less than a factor of 3. We see, however, that the peak density has dropped by a factor of more
than 10 in all but the least diffusive case. This is the effect of diffusion: it is clearly visible that the
initially one cell wide ring has spread over much larger widths.
Bolstering the findings in the diffusion test case is the observation that the expanding ring takes
up a block structure best visible in the least diffusive settings. It becomes even more obvious for
larger propagation times when the blocks separate more. These discrete blocks each correspond to
one spatial cell of the initial condition (Fig. 5.2), to which, by construction of this test, one single
velocity corresponds, respectively. If we wanted to get a smooth ring even after propagation we
would need to increase the resolution of the initial ring in space to “make it more circular” and, very
importantly, we would need to make the velocity space resolution higher as well. Otherwise such
blocks moving independently in the direction of the initial velocity vector would still appear, which
is not usually a sought feature. In fact unwanted consequences of too low velocity resolutions have
been observed in many tests during the course of this work.
Negative densities and sparse velocity grid
The careful reader will certainly have noticed negative density values given as minimum values in
the second-order plots of Figure 5.3. These are obviously highly unphysical. Their sources are the
limiters used in Vlasiator. Whereas the distribution function f and a fortiori its zeroth moment
(the density) are by definition always non-negative and this property is guaranteed to be preserved
by Vlasov’s equation (1.26), the limiters can cause negative values of f to appear locally. These
are, however, compensated globally so that the density n prq “ şf dv is always non-negative. The
negative densities appearing in the plots of Figure 5.3 are thus a feature of the limiters, which comes
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to light in this special test case where the background density is zero.
One feature making Vlasiator able to aim at global magnetospheric six-dimensional hybrid-Vlasov
simulations in decent computation times—on massively parallel supercomputers nevertheless—is
what we call the sparse velocity grid. In velocity space, only those cells exist which have significant
contents, that is their density value is above a set threshold. Cells which are initialised with a lower
value or cells out of which so much flux has flown that the contents drops below the threshold are
removed to save computation time. Actually the neighbouring cells of these cells with lowest values
above the threshold are also preserved in order to allow for outflow from them.
The sparsity of the grid and chosen threshold value can produce physically undesirable effects.
If the threshold value is too high the edges of the distribution function are cut off which causes
the density to be lower than the theoretical value obtained by integrating the analytic distribution
function (for example a Maxwellian distribution). On the other hand the simplest setting of this
logic means that also the negative values surrounding the positive distribution function stretches
can be discarded. In this case the density actually increases with respect to the nominal one as the
discarded negative values are still compensated for by the limiter behaviour. It means the sparse
velocity grid logic has to take absolute-value thresholds into account and not only positive values.
This element does of course affect mass conservation, but in the same way boundary conditions affect
it in any otherwise mass-conserving finite-volume methods. The velocity space boundary is being
moved dynamically here. Thresholds have to be set with care to limit the effects of mass loss or
creation to low-enough levels.
The spatial diffusion and ring expansion tests have given a good insight into the properties of
Vlasiator pertaining to the resolution needed both in space and velocity space. Too coarse settings
lead to non-physical effects which were easy to identify as such in these artificial cases but turn out to
be much more subtle to link to this cause in other simulations. Additionally, very high resolution in
one space without corresponding resolution in the other is unnecessary, better results are achievable
with intermediate resolutions in all six dimensions. Finally, this test is giving an example of a side-
effect of the limiters used in the solvers, namely the occurrence of definitely unphysical negative
phase-space densities which are, however, of crucial importance numerically and should thus not be
discarded, for example by the sparse grid logic.
5.2 Riemann problems
A popular test for MHD codes is the solution of the Riemann or shock tube problem (see for
instance [10, 37] and references therein). This test stems from experimental hydrodynamics and
plasma physics. The basic setup is that of a hollow tube in which two zones are prepared with
different physical states, separated by a membrane that is burst at t “ 0. For instance the pressure
and density can be different as well as velocity and magnetic field components. The problem is to
describe correctly the shock and rarefaction waves propagating into the left and right halves. Within
the framework of MHD seven modes can be observed at most [29], stemming from the fluid velocity
u, the sound velocity vs, the Alfve´n velocity vA and the magnetosonic velocity vMS “
a
v2s ` v2A:
Contact discontinuity It travels at fluid velocity and carries only a variation in density, all other
variables staying constant;
Alfve´n waves These propagate at u`vA and u´vA and only the transverse velocity and magnetic
field components vary;
Fast and slow Alfve´n waves These are a combination of sound and magnetic waves. In the case
of propagation parallel to the main magnetic field component they degenerate to the sound
waves and for perpendicular propagation, to the standard magnetosonic wave. The general
expression for the fast (fA, `) and slow (sA, ´) Alfve´n wave propagation speed is
vfA,sA “
d
1
2
ˆ
v2s ` v2A ˘
b
pv2s ` v2Aq2 ´ 4v2sv2A cos2 pθq
˙
, (5.2)
where θ is the angle between the main magnetic field component and the direction of propaga-
tion. That’s why there are modes propagating at all four velocities u˘ vfA,sA.
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The test itself consists in setting (usually in one dimension) discontinuous initial conditions in one
or more variables (except for the magnetic field component perpendicular to the shock surface which
has to be constant on both sides) and letting the system evolve. One then checks the accuracy of the
location and propagation speed of the shock and discontinuity fronts with respect to reference runs
or analytic solutions of the Riemann problem. As explained for instance in [27] or in much more
detail in [29] a great many numerical issues can affect the behaviour of shock fronts thus this test is
a stringent one for the description of a one-dimensional shock by a given code.
Unfortunately—and in hindsight unsurprisingly—the shock tube test turned out to be inadequate
for Vlasiator. I performed detailed investigations of the spatial and time resolution for various
initial settings, including extremely high numbers of spatial cells. Eventually it became clear that
the clean shock structure would not come to light as naively expected from the transposition of a
(magneto)hydrodynamical problem to our hybrid-Vlasov system. In fact ion-kinetic effects are known
to be the cause of features in shocks which largely depart from the MHD shock solutions. Over- and
undershoots occur close to the shock, which is itself characterised by a finite width, and oscillating
features on either side of the shock can appear—the result is by far not as clean as soon as kinetic
effects are included in the picture. In addition to these kinetic effects, the thermodynamic behaviour
of models such as MHD is dictated by the shape of the equation of state used, for example through
the value of the polytropic index set into Equation (1.64). In a Vlasov approach no constraint of
this type exists, which can explain further departures from the MHD solutions.
The reading of Hellinger et al.’s letter [13] as well as the two articles [12, 24] introduces one
further characteristic: it is shown in those and their references that strong collisionless perpendic-
ular shocks do not remain stationary. The authors report analytical studies as well as simulation
results of collisionless shocks among others with hybrid codes. They point to the conclusion that
kinetic effects of the protons can cause perpendicular shocks to steepen infinitely, which is of course
incompatible with observations and numerical simulation stability alike, or to reform (as in form
again) quasiperiodically in time with new ridges being launched after some interval.
The latter phenomenon might indeed have been reproduced with Vlasiator. The initial condi-
tions of the Vlasiator simulation presented in this section for the variables pn, P, Vxyz, Bx, By, Bzq
(respectively number density, pressure, velocity x, y and z components, magnetic field x, y and z
components) are given by1:`
3ˆ 107, 3ˆ 10´12, 0, 1.5ˆ 10´7, 1ˆ 10´7, 0˘`
1ˆ 107, 1ˆ 10´12, 0, 1.5ˆ 10´7, 1ˆ 10´7 ¨ cosα, 1ˆ 10´7 ¨ sinα˘ , α “ 1.5. (5.3)
Figure 5.4 compares side-by-side Figure 4 from [24] with a similar result from Vlasiator potentially
sporting perpendicular shock front reformation. Both are stack plots, of the magnetic field Bz
component for Figure 5.4a and of number density for Figure 5.4b. A word of caution is necessary
though, the features in the Vlasiator result can either be interpreted as the first few ridges seen in
the left picture too, or as expected features of a shock including ion kinetic effects. In any case they
depart from the MHD solution, further analysis is needed to fully understand the results obtained
from such shock models.
In so far as known effects due to the kinetic description of ions in our model are observed, albeit
making the standard Riemann test inadequate, this result is a further positive step of validation for
Vlasiator. Especially in [13] the case of hybrid simulations is addressed: “in [their] code, electrons
are considered as a massless fluid, with a constant temperature; ions are treated as particles”. This
essentially amounts to the same characteristics as in Vlasiator, where the particles are only being
sampled differently through the distribution function with respect to PIC descriptions. Therefore
it may well be that shock reformation is reproducible with Vlasiator, despite the result presented
above being rather inconclusive.
Clearly much more detailed and in-depth investigation of the features of collisionless shocks will
have to be performed with Vlasiator, as the stable simulation of shocks is one of the strengths of
its finite volume methods. Moreover, simulations of shocks with such a hybrid-Vlasov code have not
been researched much previously. Both local studies and large-scale simulations of the bow shocks
of magnetised bodies in the solar wind will be undertaken, yielding results that are assured to go
beyond MHD as this failed attempt at reproducing an MHD test already shows.
1The pressure is set through the temperature, which is defined by giving the initial state a Maxwellian distribution
of width kBT .
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(a) Stack plot of the magnetic field Bz component over
time in a full-particle shock wave simulation. Re-
printed with permission from [24]. Copyright 2002,
American Institute of Physics.
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(b) Stack plot of the number density over time in Vlasi-
ator. The initial conditions are given by Equation
(5.3). Produced using the “Stacked Plot” MATLAB
code by Mirko Hrovat, 2009.
Figure 5.4: Comparison of a shock tube test case from [24] with a Vlasiator run. The observed
features in the Vlasiator result can be assigned to ion kinetic effects in shocks or to shock reformation.
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(a) (b)
Figure 5.5: Reprinted from [20], with permission from Elsevier. Dispersion plots of the wave fre-
quency ω normalised to the ion cyclotron frequency ωci vs. the wave number k, in the case of per-
pendicularly propagating modes for a hybrid-Vlasov system of equations equivalent to Vlasiator’s.
Continuous lines: analytic solution. Circles: numeric results.
5.3 Wave dispersion relations
As the brief introduction to the topic in Section 1.3 shows, plasma is a rich medium for wave propaga-
tion, with plenty of possible modes, some growing and others damped if the mathematical description
allows it. A key point to remember is that in a plasma model, the existing wave modes directly de-
pend on the equations used. Therefore it is important to determine analytically or empirically what
waves are present in a model, conditioning thereby the physical phenomena that can be modelled.
The set of equations used in Vlasiator has been presented in Section 3.1.1. It is a non-trivial task to
determine the dispersion relation corresponding to this set of equations analytically. Kazeminezhad
et al. give the solution as an infinite sum over Bessel functions for the perpendicular propagation case
in the Appendix A of [20] and they give the analytic plots as well as their numerical results. These
results are reproduced in Figure 5.5, where the left panel represents the result for low frequencies
and the right one the higher-frequency bands.
5.3.1 Method
In order to assess what wave modes are present in Vlasiator I developed a test allowing to plot the
dispersion relation. The set-up consists of a one-dimensional spatial domain with uniform initial
conditions and periodic boundaries. The velocity distribution is Maxwellian and a selection of
variables (density or velocity usually) are imposed small random perturbations2. The system is let
to evolve for a long time while the state is saved every time step. From this results a two-dimensional
space-time (x-t) dataset of the density or a magnetic field component for example. By performing
a two-dimensional discrete Fourier transformation (DFT) the dataset is converted to the dual space
(k-ω) so that existing wave modes show as lines of strong signal in this representation.
Setting the magnetic field orientation relatively to the one-dimensional simulation box allows to
probe the propagation of waves in various directions with respect to the magnetic field. The spatial
resolution ∆x and the total length L of the simulation volume condition the wave number range
r0, kmaxs as well as the resolution ∆k, in the same way as the time step length ∆t and the total
simulation time T constrain the frequency range r0, ωmaxs and resolution ∆ω. This follows from the
2For density the whole distribution function is scaled. In the case of velocity the Maxwellian distribution is simply
shifted by the corresponding bulk velocity.
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usual limitations of the DFT: #
∆ω “ 2piT , ∆k “ 2piL
ωmax “ 2pi2∆t , kmax “ 2pi2∆x .
(5.4)
To reduce the noise arising from the finite start and end of the dataset in time, windowing is
applied along this dimension for the Vlasiator data. The window used is the so-called Hamming
window function which has the profile
wHamm pnq “ 0.54´ 0.46 cos
ˆ
2pin
N ´ 1
˙
(5.5)
for a data vector of length N indexed by n. Windowing modulates the amplitude of the signal
in order to select a portion of the signal, for instance. In this case the window is reducing the
amplitude of the signal at the edges of the window, effectively reducing their importance in the
resulting spectrum. Of course applying a window introduces new signal in the spectrum according
to the convolution theorem, that’s why the choice of a window must be adapted to the problem and
the effect sought. For the treatment of Vlasiator’s results, the windowing clearly reduces strongly
the noise of the edges of the dataset and yields cleaner plots.
5.3.2 Example MHD dispersion plot
As the dispersion relations derived in Section 1.3.2 show, ideal MHD wave modes are non-dispersive
thus they show up as straight lines going through the origin in the (k-ω) dispersion plot. As a
comparison point I present here a dispersion plot obtained with the Pencil Code [7], a high-order
finite-difference MHD simulation package.
The initial magnetic field is B0 “
`
5.317,5ˆ 10´6, 3.545ˆ 10´9, 3.545ˆ 10´9˘ T, the initial
background number density 1 ˆ 106 m´3 and the initial temperature 1 ˆ 105 K. The density is
perturbed randomly and the one-dimensional system of 1ˆ 106 m length with 4,000 points along the
x axis is simulated for 5,000 steps of 7.5ˆ 10´4 s each.
The resulting dispersion plot is presented in Figure 5.6. It shows both the sound and Alfve´n
waves existing in parallel propagation in MHD. The theoretical lines are also represented, it has
remained unexplained why the Alfve´n mode appears to propagate slower than expected. Further
examples of empirical MHD dispersion plots are given in [21].
Figure 5.6: Pencil code dispersion plot for qua-
siparallel propagation: logarithm of the abso-
lute value of the DFT of the logarithm of dens-
ity (x-t) dataset. Blue line: maximal numeric-
ally admissible propagation speed. Green line:
theoretical sound speed. Red line: theoretical
Alfve´n speed. Both modes are non-dispersive,
the Alfve´n mode is propagating slower than ex-
pected for an unexplained reason [21].
The analytic plots above (Fig. 5.5) and the following results obtained with Vlasiator clearly show
that the wave modes described by the hybrid-Vlasov system of equations are different from the MHD
ones.
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Total length 2.5ˆ 108 m Number of simulation cells1 5,000
Cell size 5.0ˆ 104 m Larmor radius «4ˆ 105 m
Time step 0.04 s Larmor period 66 s
Number of time steps 100,000 Magnetic field p1.0, 0.05, 0.0q nT
Number density 1.0ˆ 103 m´3 Temperature 1.0ˆ 105 K
1 Along the y axis.
Table 5.1: Parameters of the quasiperpendicular propagation run (see Fig. 5.7, 5.8 and 5.9).
5.3.3 Vlasiator results
Vlasiator’s results were obtained using the randomly fluctuating test case presented above. Fluctu-
ations in the bulk velocity were imposed at the initial stage. I obtained the most interesting results
for the quasiperpendicular propagation case. In that case I also investigated several orders of mag-
nitude of the wave number range. Less modes are evident in the quasiparallel dispersion plots. The
quasiparallel propagation runs investigating lower wave number ranges turned out to be extremely
unstable so that no significant simulation times (no more than 15,000 time steps) could be reached
in which any signal could be observed.
Quasiperpendicular propagation
In this run the magnetic field is nearly perpendicular to the simulation box orientation. Its initial
parameters are given in Table 5.1. It is clear that the ion gyroscales are well-resolved.
The resulting dispersion plots are presented in Figures 5.7, 5.8 and 5.9. They represent the
logarithm of the absolute value of the DFT of the (x-t) dataset for the number density. The wave
number axis (horizontal) is scaled to the inverse Larmor radius rL, the frequency axis (vertical) is
scaled to the ion cyclotron frequency ωci. The horizontal lines mark the first few integer harmonics
of the ion cyclotron frequency.
The first plot (Fig. 5.7) shows the dispersion for the first 30,000 time steps. A large series of
harmonic modes around each integer multiple of the ion frequency is visible, which are weakening
with increasing frequency. One fundamental mode shows a non-dispersive branch below ωci which is
cut off at this frequency.
In the second plot (Fig. 5.8) the first 10,000 time steps of the dataset have been removed. The
first observation is that the plot is less noisy. This is an effect of clipping off the initial phase where
the random perturbations relax and start to oscillate. Furthermore, over thrice the number of time
steps are analysed so that the resulting plot has a better resolution and an improved signal-to-noise
ratio. Another obvious observation is that most of the higher harmonics have disappeared, only
the first two can be vaguely recognised. This is an indication that the higher harmonics are more
strongly damped than the lower branch which is still very prominent; after 10,000 steps their signal
has all but vanished.
The third plot in this series (Fig. 5.9) shows the dispersion plot obtained from the full dataset.
The high resolution stemming from the large number of points used as well as the windowing make
the noise levels low while the inclusion of the initial phase still allows to recognise the presence of
the higher harmonics. In fact these harmonics are most likely ion Bernstein modes, as suggested by
the dispersion surfaces calculated in [1] and reproduced in [22]. The striking similarity between the
resulting dispersion plot and the analytic results published in [20] (Fig. 5.5) has to be emphasized.
The Bernstein modes calculated have a close match in the branches visible above each multiple of
ωci. The broadening of the lower modes when taking into account the full dataset is caused by a
time evolution of the system leading to a variation in the propagation speed of these modes. Further
analysis will be needed to pinpoint its exact cause.
Additionally, certain features observed in Vlasiator’s dispersion plots do not coincide with those
obtained analytically, namely the branches visible directly below each ωci-harmonic. Whether they
arise from numerical issues, or are indeed of true physical nature is not clear. An indication against
the coarse resolution effects such as those explained in Section 5.1 is the following. I have produced
runs in which the velocity resolution was definitely too coarse. In these runs, the dispersion plots
displayed a fan of equally spaced, non-dispersive modes extending across the whole (k-ω) plane. The
velocity interval corresponding to the separation of these apparent modes is exactly the grid spacing
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Figure 5.7: Dispersion plot for quasiperpendicular propagation: logarithm of the absolute value of
the DFT of the density (x-t) dataset. Wave numbers scaled with the Larmor radius, frequencies
scaled to the ion cyclotron frequency. Time steps 1 to 30,000. Horizontal lines: multiples of the
ion cyclotron frequency. Note the large number of harmonic modes matching the analytic plots in
Figure 5.5.
I set in velocity space. An example of this is faintly visible in Figure 5.11. The fact that the features
observed here do not cross the whole plot and do not have repetition intervals allows to rule out this
most evident resolution problem. It does, however, by far not rule out completely a numerical origin
of these features.
Quasiperpendicular propagation—lower k-range
In an attempt to probe a lower range of wave numbers another run with the parameters given by
Table 5.2 has been produced. To keep the plasma β constant the magnetic field has been decreased
by a factor of 10 while density has been lowered 100 times. In this case the ion gyroscales have not
been resolved as otherwise at least 1,000 times more cells would have been needed, which is out of
reach with the infrastructure available to run Vlasiator.
Total length 2.5ˆ 1013 m Number of simulation cells1 5,000
Cell size 5.0ˆ 109 m Larmor radius «4ˆ 106 m
Time step 0.5 s Larmor period 656 s
Number of time steps 61,070 Magnetic field p0.1, 0.005, 0.0q nT
Number density 1.0ˆ 101 m´3 Temperature 1.0ˆ 105 K
1 Along the y axis.
Table 5.2: Parameters of the quasiperpendicular propagation run probing a lower k-range
(see Fig. 5.10).
The dispersion plot obtained from this dataset, in Figure 5.10, is virtually featureless. The only
signal visible is in the first few bins along the k axis, indicating standing or very low frequency modes.
These signals are also visible in the previous spectra and can hardly be assigned with any certainty
to a physical origin. In fact visual inspection of the (x-t) plots in most runs related to this test case
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Figure 5.8: Dispersion plot for quasiperpendicular propagation: logarithm of the absolute value of
the DFT of the density (x-t) dataset. Wave numbers scaled with the Larmor radius, frequencies
scaled to the ion cyclotron frequency. Time steps 10,000 to 100,000. Horizontal lines: multiples of
the ion cyclotron frequency. Note the low number of harmonic modes.
Figure 5.9: Dispersion plot for quasiperpendicular propagation: logarithm of the absolute value of
the DFT of the density (x-t) dataset. Wave numbers scaled with the Larmor radius, frequencies
scaled to the ion cyclotron frequency. Full dataset. Horizontal lines: multiples of the ion cyclotron
frequency. The higher harmonics are weaker as they are damped.
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Figure 5.10: Dispersion plot for quasiperpendicular propagation in the lower k-range: logarithm of
the absolute value of the DFT of the density (x-t) dataset. Wave numbers scaled with the Larmor
radius, frequencies scaled to the ion cyclotron frequency. Horizontal lines: multiples of the ion
cyclotron frequency. Due to numerical noise and severe resolution limitations (ion kinetic scales are
unresolved), it is hard to assign the signal observed along the k axis to a physical wave mode with
certainty.
shows that some spatial structures hardly evolve in time from the initial stage on. They provide
the strong signals close to ω “ 0. The characteristics of these structures are also a cause of concern
pertaining to the random number generator used in the code, a problem discussed in Section 5.3.3
below.
The dispersion surfaces presented in [1] in fact do present the magnetosonic mode reaching almost
down to ω “ 0 at high k values and separating from the axis albeit remaining close to it when going
down the k values. If plotted the theoretical magnetosonic mode would be within the first one or
two bins of the DFT, which means it is unresolved. One could cautiously assign the signal observed
in the dispersion plot to this mode—bearing in mind that these plots do not reveal the damping rate
which can be substantial—but discriminating numerical noise or artefacts from the actual physical
solution is hardly possible.
One further limitation in the interpretation of this run is simply that the ion gyroradius is not
resolved whatsoever, and by a large margin (see Tab. 5.2). It should mean in practice that most
kinetic effects simply cannot be described accurately with these settings so that the results could at
best resemble MHD results but nothing more.
In conclusion for this case, it is no surprise that the low k, high ω branches expected in perpen-
dicular propagation (lower hybrid and magnetosonic modes) are not observed. This does not exclude
their being described by Vlasiator, it does, however, underscore clearly the importance of resolving
the ion kinetic scales if kinetic effects are to be described.
Quasiparallel propagation
Using similar settings as before but changing the simulation box orientation, dispersion plots for
the modes propagating in quasiparallel directions have been produced. The corresponding set of
parameters is summarised in Table 5.3, here again the ion gyroscales are well-resolved.
In fact parallel-propagating modes at low frequencies and in the range above roughly 0.1 in units
of k ¨ rL are strongly damped, be it the ion-acoustic or the Alfve´n wave. Furthermore, the lack of
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Total length 2.5ˆ 109 m Number of simulation cells1 5,000
Cell size 5.0ˆ 105 m Larmor radius «4ˆ 106 m
Time step 0.2 s Larmor period 656 s
Number of time steps 86,058 Magnetic field p0.1, 0.005, 0.0q nT
Number density 1.0ˆ 101 m´3 Temperature 1.0ˆ 105 K
1 Along the x axis.
Table 5.3: Parameters of the quasiparallel propagation run (see Fig. 5.11).
Figure 5.11: Dispersion plot for qua-
siparallel propagation: logarithm of
the absolute value of the DFT of the
density (x-t) dataset. Wave num-
bers scaled with the Larmor radius,
frequencies scaled to the ion cyclo-
tron frequency. Full dataset. The ill-
resolved signal close to the origin can-
not be assigned to a mode with any
certainty. The slight ray-like struc-
ture in the upper right part is due to
too coarse velocity resolution.
the Hall and electron pressure terms in Ohm’s law prevents the whistler mode from being present.
Accordingly, the dispersion plot does not exhibit very marked features, as Figure 5.11 shows. It
represents the logarithm of the absolute value of the DFT of the (x-t) dataset for the number
density. The wave number axis (horizontal) is scaled to the inverse Larmor radius rL, the frequency
axis (vertical) is scaled to the ion cyclotron frequency ωci. The horizontal lines mark the first few
integer harmonics of the ion cyclotron frequency.
As expected from the damping properties there does not seem to be any marked signal. The
portion of the plot close to the origin most definitely shows some interesting signals which are,
however, imperfectly resolved. I won’t hazard into trying to assign them to any wave mode.
The slight ray-like structure best visible in the upper right part of the plot is an occurrence of
the above-mentioned artefact arising from a too coarse velocity resolution. Its weakness suggests it
produced non-physical signals early in the run which damped or diffused with time.
Visual inspection of the real-space dataset reveals large-scale waves which start after about 30,000
time steps and oscillate for one or two periods in time and have a few wavelengths along the simulation
box. Resolving them better in time would require computing resources stretching the limits of what
is available to me. It certainly must be noted though that such modes are observed as well albeit
insufficiently for proper Fourier analysis.
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Quasiparallel propagation—lower k-range
A substantial amount of tests has been attempted for (quasi)parallel propagation trying to probe a
lower range of wave numbers, where more interesting signals are expected. These have been dogged
by instability in such a way that runs would not execute long enough to envisage any decent DFT
result. Accelerations in some cell are such that the velocity distribution eventually reaches the
boundaries of the velocity space allocated at the beginning of the simulation, even after making that
boundary conservatively large.
With the current implementation of Vlasiator the boundary conditions of the velocity space are
of outflow type, meaning that flux going further than the maximal allocated cells is simply lost. Of
course this affects the conservation of the distribution function and ultimately of mass. However,
the nominal behaviour and parameters of a simulation should be such that the significant portions
of the distribution function do not reach the edges of the allocated velocity space by virtue of the
sparse velocity grid, which cuts off the distribution at a certain threshold (see also Sec. 5.1.2 which
introduces this feature). Otherwise highly unphysical results can be produced.
In any case, regardless of the stability of these tests, much as for the low-k quasiperpendicular
tests ion gyroscales would not have been resolved so that the observation of kinetic features would
have been questionable at the very least.
The results obtained by seeking to produce dispersion plots characterising the wave modes de-
scribed by Vlasiator are very positive. Provided that ion kinetic scales are properly resolved and
the range of the (k-ω) space covered is adequate, wave modes which are known to be present ana-
lytically in the hybrid-Vlasov description are present in Vlasiator as well. Of course by for not all
the regions of interest have been probed by these few tests and some are quite inaccessible with
this setup. Moreover not all features in the existing plots are explained so far. However, this is one
more positive physical test result obtained with Vlasiator paving the way for more comprehensive
investigations comforting its validity.
Note on the quality of the default random number generator
It is a well-known fact that the default random number generator which is applied when employing
the cmath header in C++ programs has poor randomness characteristics. As put in [35], ‘if all
scientific papers whose results are in doubt because of bad rand()s were to disappear from library
shelves, there would be a gap on each shelf about as big as your fist’. I resorted to this random
number generator nevertheless at my own risk, with noticeable artefacts as a result.
The most striking result was the spatial profile of the initial state for a variable upon which
random fluctuations had been imposed. This profile exhibited obvious pseudo-periodic features
throughout the 5,000-cell simulation box. Another artefact is the peak visible around the abscissa
4.5 in Figure 5.7 or 10 in Figure 5.10. A similar peak can be seen in dispersion plots of runs with
differing spatial scales and thus differing k ranges. It is located at the same position of the plot in
every case. This proves its non-physical origin; it has the same wave number after the DFT so it
has the same period in the original discrete data set regardless of the physical size of the simulation
volume. The peak’s absence in Figure 5.8, where the first 10,000 steps have been omitted, shows the
signal causing it is only present at the beginning.
Given that in this test case I am looking for wave modes anyway, a certain level of periodicity
in the initial perturbations is not overly disturbing. Yet it has to be remembered that this default
random number generator is of rather poor quality, so that it is strongly discouraged to use it in
applications where the quality of the randomness is critical.
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Conclusion
Overall the results I obtained in this work show the good numerical quality of Vlasiator. Its solvers
are clearly isotropic, be it in grid-aligned or oblique cases, they conserve the divergence of the
magnetic field down to the limitations inherent to the floating-point representation of numbers and
the higher-order correction terms included in both the Vlasov equation and the field solvers ensure
a good order of accuracy even in stringent artificial discontinuous test cases.
The tests also uncovered some features which have to be kept in mind when modelling more elab-
orate problems, namely that the resolution in space and in velocity cannot be too widely different,
otherwise spurious effects which could be misinterpreted as having a physical origin, appear. Addi-
tionally the parameters governing the sparse velocity grid, a feature dismissing unimportant zones in
velocity space, have to be closely watched. Too high thresholds violate strongly mass conservation
and the interplay with the negative distribution function values is also to be considered. The latter
are clearly unphysical yet vital for the stability and accuracy of the code as they are a by-product
of the use of flux limiters, which are themselves a key guarantee for the said stability and accuracy.
Of the two most physical test cases one turned out to be ill-interpreted at first as I attempted
to reproduce the MHD Riemann problem. Fortunately it did not work as intended: Vlasiator is
indeed showing ion kinetic effects in shocks, some of which could even be specific to the algorithms
used, namely shock reformation. On the other hand, the test aiming at producing dispersion plots in
various propagation directions and ranges was highly successful as it allowed to reproduce published
analytical results. Further investigation of these two topics promises interesting new results.
After a year spent testing and co-developing Vlasiator the code is approaching very quickly a
level of maturity and elaborateness in which major new simulations can be produced. Pending a few
crucial developments such as the inclusion of the Hall and electron pressure terms in Ohm’s law as
well as some features pertaining to the numerical performance of the code on large supercomputers,
Vlasiator will be fully operational in the near future. An avenue of research hinted at by one of my
failed attempts is the hybrid-Vlasov simulation of shocks, locally and globally for the bow shocks of
magnetised bodies in the Solar wind, in five (two spatial + three velocity) or even full six dimensions.
Other complex phenomena such as plasma instabilities, both macroscopic and microscopic, can also
be envisaged. The propagation of the velocity distribution function and the possibility to extract it
from the simulation are precious features of Vlasiator which will enable to research new areas. Finally,
the grand goal of producing global magnetospheric simulation in the full six-dimensional phase space
can also be envisaged. It still faces non-trivial technical hurdles but will certainly eventually become
reality, along a path marked by no doubt many original results reaching beyond MHD.
Kiitokset
Haluaisin kiitta¨a¨ kaikkia Ilmatieteen Laitoksen avaruussa¨a¨-ryhma¨n ja¨senia¨ seka¨ erityisesti tyo¨huone
2B21a:n nykyisia¨ ja entisia¨ kollegoja ysta¨va¨llisesta¨ vastaanotosta. Suuri kiitos myo¨s Sebastian von
Alfthanille, Ilja Honkoselle, Dimitry Pokhoteloville ja Arto Sandroosille antoisasta yhteistyo¨sta¨ ja
keskusteluista, ja tietysti avuliaasta korjauslukemisesta. Olen eritta¨in kiitollinen Hannu Koskiselle
ja Minna Palmrothille hyvista¨ neuvoista ja siita¨, etta¨ minulle annettiin suuri vapaus ja autonomia
tyo¨ssa¨ni. Ilmatieteen Laitoksessa tyo¨skenteleminen on ollut oikein rikastuttavaa ja ja¨nnitta¨va¨a¨ kaik-
kien edella¨mainittujen kanssa.
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