Introduction.
Many phenomena in nature have dominant spatial directions along which the essential dynamics occur. Examples are blood flow problems, fluid dynamics in pipes or river beds, and subsurface flow. This property can be exploited to derive a dimensionally reduced model. However, the processes in the transverse directions are often too relevant for the whole problem to be neglected. This can be due to local features as the presence of a narrowing (stenosis) of an artery or the outlet of a river in a lake, but also to possibly nonlocal processes such as infiltration of soil. To obtain a good approximation of the full dimensional problem, it is hence preferable that the dimensionally reduced model includes information on the transverse dynamics.
In this paper we apply reduced basis (RB) techniques in the hierarchical model reduction (HMR) framework-this yields the HMR-RB approach as briefly outlined in [26] -to approximate partial differential equations (PDEs) in d (space) dimensions dimensional counterparts. A more restricted way of such interpolation is given by the geometrical multiscale approach, where, based on a domain decomposition, the dimension of the model is adjusted locally in an a priori manner (cf. [18, 19] and references therein) and in an adaptive way using a posteriori error information in [25] . Another example for intermediate models are multilayer shallow water systems (cf. [2, 37] ) where the flow domain is discretized in the transverse direction by introducing intermediate water heights. Then, in each layer, a classical shallow water equation is considered and a certain coupling between the layers is introduced. Finally, the proper generalized decomposition (PGD) approach (cf. [1, 8, 11, 23] and references therein) also employs a truncated tensor product decomposition for the approximation of the solution but determines the tensor products of the expansion by iteratively solving the Euler-Lagrange equations associated to the considered problem. In contrast to RB methods and the HMR-RB approach proposed in this article, PGD aims at constructing an approximation based on the knowledge of the considered differential operator and not on a priori knowledge on the solution or an approximation of it.
The article is organized as follows. In the next section we introduce a specific problem setting and recall the HMR approach following the framework presented in [32] . The main new contributions of this article are developed in section 3 where we first derive a suitable parametrized equation in transverse direction and then detail the usage of RB techniques to construct the reduction space. In section 4 we derive an a posteriori error estimator that is used in the construction process of the reduction space. Subsequently, we thoroughly discuss the complexity of the resulting HMR-RB approach in section 5. Finally, we present several numerical experiments in section 6 to validate the approximation properties and the computational efficiency of our approach and draw some conclusions in section 7.
HMR for elliptic boundary value problems. Let Ω ⊂ R
2 be a computational domain with Lipschitz boundary ∂Ω. We define the solution space V such that H . We adopt the HMR framework introduced by Perotto, Ern, and Veneziani [16, 32] . Thus, we refer to (2.1) as the full problem and assume that Ω can be considered as a twodimensional (2D) fiber bundle
where Ω 1D is the one-dimensional (1D) computational domain in the dominant direction and ω x the transverse fiber associated with x ∈ Ω 1D . For the sake of simplicity we assume Ω 1D to be a straight line, that is, Ω 1D =]x 0 , x 1 [. We denote (2.2) Γ 0 = {x 0 } × ω x0 ,
{x} × ∂ω x . Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Furthermore, we define for any x ∈ Ω 1D the mapping ψ(·; x) : ω x →ω between the fiber ω x associated with x ∈ Ω 1D and a reference fiberω withω =]y 0 , y 1 [. We adopt the notation for z = (x, y) being a generic point in Ω andẑ = (x,ŷ) being the corresponding point in Ω. The latter is constructed via the mapping Ψ : Ω → Ω depicted in Figure 1 withŷ = ψ(y; x) for y ∈ ω x andx = x for x ∈ Ω 1D , which is why Ω 1D ≡ Ω 1D . We suppose that ψ(·; x) is a C 1 -diffeomorphism and that the transformation Ψ is differentiable with respect to z.
For the formulation of the reduced problem we exploit the fiber structure of Ω to define the spaces X and Y such that
In addition, both spaces have to be compatible with the prescribed boundary conditions on ∂Ω. Onω we introduce a set of basis functions {φ k } k∈N ∈ Y , orthonormal with respect to the L 2 -inner product onω, i.e., ω φ k (ŷ) φ l (ŷ) dŷ = δ kl for all k, l ∈ N, where δ kl is the Kronecker symbol. In previous papers, possible choices for {φ k } k∈N were suitable a priori chosen functions, like trigonometric [16, 32] or Legendre polynomials [32] . A major new contribution of this article is to replace the a priori chosen basis by a posteriori constructed basis functions that are tailored to the specific problem at hand (cf. section 3). By combining the space X with the reduction space Y m = span(φ 1 , . . . , φ m ), we define the reduced space
where m ∈ N is the approximation order and the coefficients satisfy
A Galerkin projection onto V m yields the reduced problem for
For the computation of the coefficient functions p l (x), l = 1, . . . , m, we introduce a subdivision T H of Ω 1D with elements T i = (x i−1 , x i ) of width H i = x i − x i−1 and maximal step size H := max Ti H i . We also introduce an associated conforming FE space X H ⊂ X with dim(X H ) = N H < ∞ and basis ξ
H is then combined with Y m to define the discrete reduced space 
HMR-RB approach.
The goal of this section is to construct a low dimensional reduction space Y m which approximates well the transverse behavior of the full problem (2.1) and can be used to set up the approximation spaces V m (2.3) and V H m (2.5) in the HMR framework. Starting from the full problem we derive initially a 1D PDE in transverse direction in which the unknown behavior in the dominant direction enter as parameters (section 3.1). The FE solutions of the corresponding parameter dependent discrete 1D problem (section 3.1) form a solution manifold M h (cf. (3.7) below), which can be approximated by RB methods with very few basis functions, at least if the manifold is smooth [5, 7, 14, 22, 34] . The key idea is to exploit the good approximation properties of RB methods for the construction of a low dimensional reduction space Y One of the major challenges when deriving a lower dimensional PDE from a full problem is to realize a tensor product decomposition of the full solution. The approach we pursue in this article is to assume (only for the derivation of a suitable 1D PDE in transverse direction) that
Here, the function U (x) represents the behavior of the full solution in the dominant direction, which is unknown at this stage. By choosing the test functions as v(x, y) = U (x) · υ(ŷ) for any υ ∈ Y we obtain a reduced problem: Given any U ∈ X, find P ∈ Y such that
As U (x) is unknown, the integrals in the dominant direction cannot be precomputed. We therefore introduce for an arbitrary integrand t ∈ L 1 ( Ω) of an integral I(t) := ω Ω1D
t(x,ŷ) dxdŷ the quadrature formula
where α l , l = 1, . . . , Q are the weights, and x q l , l = 1, . . . , Q are the quadrature points. 
Next we introduce a parametrization of (3.4) with the objective of applying RB methods (section 3.2) to find optimal locations of the quadrature points and include information on the unknown behavior U of the solution in the dominant direction in the reduction space Y m . For that purpose we define a parameter vector μ, which contains both the quadrature points x 
, k = 0, 1. They can be chosen by using a priori information on the solution but might need to be updated iteratively employing a posteriori information gained from reduced approximations. We obtain the following parametrized 1D PDE in the transverse direction:
Possible choices for the quadrature formula 3.3 are a modified composite rectangle formula or a standard composite trapezoidal rule (cf. [35] ). For the computation of snapshots (i.e., solutions of (3.5) for a given parameter μ), we introduce a subdivision τ h ofω with elements τ j = (ŷ j−1 ,ŷ j ) of width h j =ŷ j −ŷ j−1 and maximal step size h := max τj h j . Furthermore, we introduce an associated conforming FE space
. . , n h . The parameter dependent discrete 1D problem then reads as follows: Given any μ ∈ D (3.6) find 
where P h (μ) solves (3.6). For an efficient snapshot generation and hence construction of M h Ξ , we use an adaptive training set extension resembling the one introduced in [20, 21] . This adaptive refinement of the parameter space is performed by Algorithm 1 AdaptiveTrainExtension, which is described in detail below. Note that different from the standard greedy algorithm, we are interested in finding snapshots that yield a good approximation p 
Let G denote a hyper-rectangular, possibly nonconforming, adaptively refined grid in the parameter space D, g a cell of G and N G the number of cells in G. Different from the approach in [20, 21] , the training set Ξ g consists of parameter values which are sampled from the uniform distribution over the cell g. n Ξ denotes the sample size of Ξ g and is chosen identical for all elements. Finally, we define the overall training set Ξ G = ∪ g∈G Ξ g . Inspired by [20, 21] we use a local mesh adaptation with a SOLVE → ESTIMATE → MARK → REFINE strategy to generate G and Ξ G from a given coarse partition G 0 of the parameter space and an associated initial train sample Ξ G0 . To estimate the error between p H m and p H×h in the V -norm, we derive in section 4 a reliable and efficient error estimator Δ m . In order to detect the best approximating snapshots P h (μ), we define an element indicator
Next, we fix θ ∈ (0, 1] and mark in each iteration the θN G elements with the smallest indicators η(g) for refinement. It is well known in the context of adaptive finite element methods (FEMs) that such an indicator may cause problems if the initial mesh is too coarse to resolve local structures of the data. Thus, we use as in [20, 21] an additional criterion to decide whether an element is marked for refinement or not and define a second indicator
Here, ρ(g) counts the number of iterations in which the cell g has not been refined, since its last refinement and diam(g) denotes the diameter of g. If σ(g) lies above a certain threshold σ thres , the element g is marked for refinement as well. This leads asymptotically to a refinement of all elements. All elements marked for refinement are bisected in each direction, leading to 2 P − 1 new elements per refined element, where P = dim(D). To generate the training sets of the new elements, we first sort Ξ gparent into the new elements g children . Then, in each children g children , we sample new parameter values from the uniform distribution over g children until the sample size of Ξ g children reaches n Ξ . The complete adaptive snapshot generation procedure is Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php As G is a product-like hyper-rectangular grid, the applicability of Algorithm 1 is limited to small parameter dimensions P . We note that the number of quadrature points in (3.5) and thus the dimension of the parameter space may be limited by applying HMR-RB within a domain decomposition framework. Here, we would assign a training set to each subdomain which would also considerably reduce the size of the training set Ξ. Furthermore, we mention that in contrast to [20, 21] , where the vertices of G generate the training set, we choose Ξ g randomly in order to avoid repetitions, due to parameters lying on the same edge of a cell. We have borrowed the idea to choose the training sets of the cells randomly from [15] . Here a Voronoi tessellation is applied, which is why this approach could be a feasible option to extend the HMR-RB approach to higher parameter dimensions. Alternatively, we may also realize an anisotropic refinement of the parameter space as proposed in [24] by employing a distance function based on the Hessian of the RB approximation for each μ ∈ Ξ or use a clustering algorithm as, for instance, in [29] . The generation of {φ k } m k=1 can also be done by a greedy algorithm which adds in each iteration the basis function belonging to the parameter μ with the smallest value of Δ m . However, numerical experiments showed much better performance for the POD approach, as more linear independent snapshots are found during the application of Algorithm 1.
Algorithm 2: Adaptive-HMR-RB. First, we initialize the train sample Ξ G0 by sampling n Ξ parameter values from the uniform distribution over each cell g ∈ G 0 . Then Algorithm 1 is called for the efficient generation of the snapshots P 
= arg inf
The POD error e
Demanding that e . This completes the description of Algorithm 2 (Adaptive-HMR-RB). The choice of the input parameters m max , i max , n Ξ , σ thres , and N H will be discussed in detail in section 6. It is well known that the optimization problem (3.10) is equivalent to the solution of a n train × n train correlation matrix eigenvalue problem [28, 36] . The POD error (3.11) can then be computed as e 
are the eigenvalues of the just mentioned eigenvalue problem [28] . We point out that by definition the POD space approximates M h Ξ (3.7). A validation if the selected basis functions approximate the solution p(x, y) of the full problem 2.1 with the same approximation quality as M h Ξ will therefore be performed in section 6. 4. A posteriori error estimation. In this section we derive as in the RB framework [28, 36] a reliable and efficient error estimator for the (model) error between the discrete reduced solution p H m and a certain reference solution. To define the latter we introduce a partition T := T H × τ h of Ω induced by the subdivisions T H of Ω 1D and τ h ofω defined in section 2 and section 3.1. The elements of T are defined as T i,j := T i ×τ j , where T i ∈ T H and τ j ∈ τ h . Following the notation of [6] we assume that X H and Y h , defined in section 2 and section 3.1, coincide with Lagrange FE spaces of kth and lth order and can therefore be defined as 
H×h and we denote by V H×h the reference FE space. The reference FE approximation of the full problem (2.1) then reads as follows:
The model error e m := p
H×h , where the V -inner product has been defined in section 2.
Proposition 4.1 (a posteriori error bound). The error estimator Δ m defined as
where c 0 and c 1 have been defined in section 2.
Proof. We refer to the RB literature for the proof of this standard result (see, e.g., [36] H ) operations, respectively. We conclude that if n train is sufficiently small compared to the mesh sizes N H and n h , we expect that starting from a certain mesh size the HMR-RB approach outperforms the bilinear FEM. Although the sample size has to increase for more complex problems, we anticipate that in these situations also the grid resolution and hence N H has to increase due to the higher complexities, and the HMR-RB approach still outperforms the bilinear FEM. The comparison of the total computational costs of the HMR-RB approach and bilinear FEM in test cases 2 and 3 of section 6 supports these two claims. Finally, we discuss the memory aspect. For the bilinear FEM in particular, a sparse matrix with 9n h N H nonzero elements has to be stored. For the HMR-RB approach, most storage is needed for the full n train × n h -matrix containing the snapshots, and for the sparse matrix of the coupled system with 3m
2 N H nonzero Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php elements. Therefore, in general, less memory is needed for the HMR-RB approach than for the bilinear FEM.
Numerical experiments.
In this section we present several numerical test cases to demonstrate the approximation properties and computational efficiency of the proposed method. First, we study the convergence rate of the HMR-RB approach on a numerical example with an analytical solution, where we observe an exponential order of convergence in the model order m. We compare these rates with the results of the HMR approach with sine functions presented in [32] . The solution of the second test case exhibits little spatial regularity both in the dominant and transverse direction as the source term is only in H 1 (Ω) ∩ C 0 (Ω) and not more. Nevertheless, we observe an exponential convergence rate in the model order m. In the third test case we consider an advection-diffusion equation in a long symmetric channel with sinusoidal wavy walls. Due to a strong advective field, the solution exhibits a main stream and dominant spatial features along the x-direction. All test cases are computed employing linear FE in x-and y-direction, i.e.,
If not otherwise stated, we have used one quadrature point in (3.6) and the weights (6.1) 
. We will see below that we usually have M n train .
Test case 1. First, we consider a numerical example with an analytical solution. We choose test case 2 of [32] in order to compare the convergence behavior of our new HMR-RB approach with the one of the HMR framework introduced in [16, 32] . We solve a Poisson problem on Ω = (0, 2) × (0, 1). The analytical solution is chosen to be p(x, y) = y
The error values of the HMR ansatz are taken from [31] and have been divided by p V to obtain relative errors. We use the same mesh sizes H in x-direction as in [31] (Figure 2(a) ), we see that e m rel V converges exponentially fast in m. In contrast, the usage of sine functions in the orthonormal expansion of the HMR approach excludes a priori exponential convergence rates also for smooth functions like C ∞ -functions [9] . The expected convergence rate of the model error for the present example is m −1 [10] . This rate can be detected for a sufficiently small H (here H ≤ 0.025) in Figure 2 
Test case 2.
In this test case we demonstrate that the HMR-RB approach may potentially approximate a nonsmooth, full solution exponentially fast. We consider Ω = (0, 1.1) × (0, 1.1) and a diffusion tensor Figure 3 and defined in (A.1) in the appendix. We
The source term s is depicted in
2)-we prescribe homogeneous Neumann boundary conditions and on the remaining part of ∂Ω homogeneous Dirichlet boundary conditions. The reference solution p H×h for N H = n h = 800 is displayed in the first picture of Figure 4 and shows a stronger variation in x-direction. We have done a convergence study to ensure that p H×h contains all essential features of the exact solution. Comparing with the corresponding HMR-RB approximation p H×h is a finite dimensional space, it is always possible to derive an exponential rate, which, however, depends on the mesh size of the discretization (cf. [8] for the proof of this statement for the PGD approach). As the convergence rate of e m rel V in Figure 5 (a) does not change for decreasing mesh size and stays the same even for very fine meshes, we argue that this exponential convergence rate does not result from the fact that V H×h is of finite dimension. (Figure 5(c) ). Therefore we infer that the convergence behavior of the POD transfers to the coefficients p test case. Analyzing the convergence behavior of the total error e rel V in Figure 6 , we detect an interaction of the model error and the discretization error. Up to a certain model order m, for example, m = 8 for H = 0.001375, the model error clearly dominates the discretization error. Then the proportion of the discretization error increases and finally dominates the model error for higher orders of m (for instance, m ≥ 11 for H = 0.001375). We also observe in Figure 6 that the total error e rel V converges linearly in H, which is the expected rate.
To demonstrate the computational efficacy of the HMR-RB approach, we compare the total computational costs of the latter with the costs for the computation of the reference solution p H×h of (4.2). We emphasize that the costs of the HMR-RB Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
, where diag(g) is the diagonal of an element of the initial grid G 0 , defined in section 3.2, and · denotes the ceiling function. By comparing e m rel V for different values of I 0 and I 1 -defined in section 3.1-we have observed that the choice of the intervals I 0 and I 1 has hardly any effect on the outcome of the method. Regarding the choice of m max , i max , and n Ξ , we observe a low sensitivity of e m rel V with respect to a change in the input parameters for a fixed sample size of approximately 220, where n train ≈ 280 for m max = 4, i max = 1, and n Ξ = 1 (Figure 8(a) ). Nevertheless, we detect that the convergence rate becomes slightly better from m max = 1 to m max = 2, Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php but a further increase produces no additional improvement. Regarding i max , it can be stated that an increase of i max deteriorates the convergence rate. The associated total computational costs for N H = n h = 200 in Figure 8 (b) support these findings as the choice of i max = 1 always performs best by yielding a better relative error for comparable run-times. As the choice m max = 3 performs worse than m max = 2 and the choice m max = 4 reduces the relative error only at considerably additional cost, we conclude that m max should be chosen either equal to one or two and that i max = 1 is the best choice. Fixing m max = 2 and i max = 1, we see in Figure 8 Figure 8 (a), except for m max = 1 and i max = 1, where the model error improves for increasing n Ξ until n Ξ = 6. We further see in Figure 8 (c) that for n Ξ ≤ 3 a tolerance of 10 −3 can in general not be achieved, as the number M of linear independent snapshots in M h Ξ is too small. Hence, for m max = 2 and i max = 1, we choose n Ξ ≥ 5 to ensure that the snapshot set M h Ξ is rich enough. Test case 3. This test case, which is very similar to test case 4 in [32] , comes from the field of hemodynamics, modeling a Bellhouse membrane oxygenator for extracorporeal circulation (cf. [4] ). We model oxygen transport within a symmetric channel with sinusoidal wavy walls, which is a typical geometry in this context. To this end we define Ω as the domain which is bounded by the functions x = 0, y = 1−0.25 sin(2πx), x = 4, and y = 2 + 0.25 sin(2πx) and consider
where p models the oxygen concentration in the blood. We prescribe nonhomogeneous Dirichlet boundary conditions on the inflow boundary Γ 0 by setting p(0, y) = √ 2 sin(π(y + 1)), homogeneous Neumann boundary conditions on the outflow boundary Γ 1 , and homogeneous Dirichlet boundary conditions on Γ * . The reference solution p H×h is depicted in the first picture of Figure 9 and shows a main stream along the dominant x-direction, where we have performed a convergence study to ensure grid convergence. Boundary layers, caused by the curved boundary of Ω, also induce a transverse behavior of the solution that is not negligible. Note that the mesh size of Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php H = 1/3 · 10 −3 yields a local Péclet number which is for the prescribed advection field strictly less than 1. For local Péclet numbers greater than 1, no oscillations have been observed either, indicating that also for these discretizations the scheme is stable. Therefore no stabilization scheme has been used. A comparison with the corresponding HMR-RB approximation shows that p H 6 reproduces the behavior of p H×h for 0 ≤ x ≤ 0.75 quite well but shows a bad approximation quality for x ≥ 2 ( Figure 9 ). This is due to a major refinement of Ξ in the interval [0.5, 1] during Algorithm 2 Adaptive-HMR-RB (Figure 10) . p Studying the convergence behavior of e m rel V (Figures 11(a), 11(c) ) and e m rel L 2 (Ω) (Figure 11(b) ) for different quadrature formulas (3.3), we detect an error plateau which gets significantly smaller when we increase the number of quadrature points in Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Figure 11 (a), which vanishes for higher sample sizes n train . We further infer that using a quadrature rule with higher accuracy increases the information on the dynamics in the dominant direction in M h Ξ as the convergence rates improve. Comparing the behavior of the total error e rel V for one quadrature point in Figure 11 H ) operations, whereas the HMR-RB approach scales linearly in N H . Also, for this test case, the theoretical computational costs derived in section 5 are confirmed and a threshold due to the factor n train can be detected. Moreover, we see that the costs for the one-point-rectangle formula and the three-point-trapezoidal rule are about the same and that they are significantly higher than the costs for the two-point-rectangle formula ( Figure 12 ). As all three quadrature rules yield the same relative total error e rel V , we conclude that the two-point-rectangle formula performs best for the present test case. Since N H = 10 yields the same relative total error at lower costs than N H = 20 for all three quadrature rules, we further infer that it is sufficient and most efficient to choose also for this numerical example N H = 10. Finally, for e rel V ≤ 0.03, the HMR-RB approach with N H = 10 clearly outperforms the bilinear FEM for n h = 1/3N H and also for the coarser discretization in y-direction with n h = 1/4N H for the bilinear FEM. Moreover, the advantage of using the HMR-RB approach instead of the standard bilinear FEM increases significantly for decreasing e rel V . We emphasize that although Ξ is twice as large as in test case 2, the HMR-RB approach outperforms the bilinear FEM even for higher values of the relative total error e rel V -0.03 in the present example and 0.01 in test case 2-as the boundary layers ( Figure 9 ) require in relation to test case 2 a much higher grid resolution. As Algorithm 1 AdaptiveTrainExtension is able to detect recurring structures in the full solution ( Figure 10 ) and thus possibly limits the growth of the sample size also for more complex problems to some extent, we expect that the increase of n train and Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (Figure 13(b) ). Nevertheless, we observe an improvement of the convergence rate for increasing m max (Figure 13(b) , left picture) and except for m max = 1, i max = 1 also an improvement for growing i max (Figure 13(b) , right picture). The corresponding computational costs per fixed total error e rel V for growing m max increase, whereas for i max no trend is detectable. As the strong variation for m max = 1 makes it difficult to determine a suitable choice of n Ξ , m max = 2 seems to be preferable. For all combinations of m max and i max listed in Figure 13 We conclude the numerical experiments with some remarks on the choice of the input parameters of Algorithm 2. Test cases 1 and 2 demonstrate that it seems to be sufficient to use the one-point-rectangle formula (6.1) for purely diffusive problems. In contrast for advection-dominated problems, as in test case 3, quadrature rules of higher accuracy should be used, where the two-point-rectangle formula seems to be preferable to the three-point-trapezoidal rule. Using the one-point-rectangle formula m max = 2, i max = 2, and n Ξ = 5, . . . , 8 yielded a good result for all considered test cases. For the two-point-rectangle formula m max = 1, i max = 1, and n Ξ = 4, . . . , 8 performed well. We thus conclude that these values might be suitable a priori choices for the input parameters of Algorithm 2 for the respective settings.
Conclusions.
We have introduced a dimensional reduction approach which uses a highly nonlinear approximation based on RB methods to determine the reduction space Y m in the HMR framework. Starting from the full problem, initially a parametrized lower dimensional problem in the transverse direction has been derived. Here, the parametrization enabled us to include the unknown behavior of the full solution in the dominant direction in Y m . The generation of snapshots is based on a reliable and efficient a posteriori error estimator combined with an adaptive training set extension. Finally, a POD is applied to the set of snapshots to select the principal components, which form the reduction space Y m . The numerical experiments demonstrate that the set of solution snapshots and the reference solution are approximated by the reduction space with the same accuracy for the purely diffusive problems. For problems with a dominant advective term a comparable approximation rate can be achieved by using quadrature rules of higher accuracy when deriving the parametrized problem. Thus, we conclude that the proposed ansatz for the derivation of the parametrized 1D problems is able to transfer the essential transverse features of the solution to the solution manifold. Furthermore, numerical experiments demonstrate that the new approach converges exponentially fast with respect to the model order m for problems with smooth solutions as well as for a test case where the source term is only continuous. Our new approach shows faster convergence, with respect to the model order, than the classical HMR ansatz using trigonometric polynomials in all test cases. An analysis of the computational costs shows that the HMR-RB approach scales linearly in the number of degrees of freedom used for the computations in the Downloaded 06/16/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
