We present AVSynDEx (concatenation of AVS + SynDEx), a rapid prototyping process aiming to the implementation of digital signal processing applications on mixed architectures (multi-DSP + FPGA). This process is based on the use of widely available and efficient CAD tools established along the design process so that most of the implementation tasks become automatic. These tools and architectures are judiciously selected and integrated during the implementation process to help a signal processing specialist without relevant hardware experience. We have automated the translation between the different levels of the process to increase and secure it. One main advantage is that only a signal processing designer is needed, all the other specialized manual tasks being transparent in this prototyping methodology, hereby reducing the implementation time.
INTRODUCTION
The prolific evolution of telecommunication, wireless and multimedia technologies has sustained the requirement for the development of increasingly complex integrated systems. Indeed, digital signal processing applications including image processing have become more and more complex, thereby demanding much greater computational performances. This aspect is especially crucial for certain realtime applications. To validate a new technique only functionality is not sufficient, the algorithm has to be executed in a limited time. Until then the first approach to meet this aspect was to optimize the algorithm, a digital signal or image designer could do this task. Nevertheless, this solution was quickly inadequate, and parallel to the algorithm development, the implementation aspect must be taken into account. The use of parallel architectures distributes and then accelerates the execution time of the application.
Currently, one of the best solutions is mixed platforms integrating a combination of standard programmable processors and a hardware part containing components like FPGA, ASIC, or ASIP. It has been demonstrated in [1, 2, 3] that such architectures are well suited for complex digital image processing applications: the distribution between both parts is generally done by implementing the elementary and regular operations in the hardware part, the other processing steps being processed by the software part. These platforms can deliver higher performances but this heterogeneous aspect involves software and hardware engineering skills.
The result is the rapid execution of an application on such architectures but the implementation process becomes long and is quite complex: several different specialized engineers are needed for each part of the platform and this separate parallel implementation poses the risk that the software and hardware designs diverge at the end of the process and lose their initial correlation. Moreover, it is difficult to manage all the tasks, especially the shared resources and the associated synchronizations [4, 5] .
The negative side of such implementations on complex and parallel architecture is the long development time emerging from the number of specialized people involved in the process. The signal processing designer does not have any more the sufficient skills to supervise the complete development, the error detection at each level becoming more difficult. The intervention of several engineers involves a task partitioning between the different parts at the beginning of the process, and a partitioning modification is very difficult as another complete implementation is often required.
Most of computer-aided design (CAD) environments dedicated to the implementation on parallel and mixed architectures are called codesign tools [6, 7, 8] and they integrate a manual and arbitrary partitioning based on the designer experience. The present codesign tools can address the problem of implementation either on multistandard processors, or one processor and a dedicated hardware, but not both of them, which is the topic of this paper.
An example of codesign tool is POLIS (which is presented in [9] ). This tool is dedicated to embedded systems, which support the control flow description. The representation is CSFM, codesign finite state machine and the advantage of this one is its independence with the target architecture. There is also Chinook, which is dedicated to reactive real-time systems (as explained in [10] ).
The objective of this work is to propose a full rapid prototyping process (AVSynDEx) by means of existing academic, commercial CAD tools and platforms. A translator between the CAD environments allows going automatically through the process.
The prototyping methodology enables a digital signal or image-processing designer to create the application with a usual development environment (advanced visual system) and then to supervise the implementation on a mixed architecture without any other necessary skills. AVSynDEx is open-ended and can realize the partitioning between software/hardware target at the highest level of the application description.
The approach consists of starting with a customary environment used by the digital signal processing developer. Then the integration of a distributed executive generator SynDEx (synchronised distributed executive) leads to an optimized implementation on a parallel and mixed platform. The target architecture combines a multi-DSP (digital signal processor) part with an FPGA (field programmable gate array) platform. A main characteristic is the presence of checking points at each level of the implementation process accelerating the development time: the designer can check and correct his design immediately without waiting for the implementation. This aspect gives the designer the possibility to easily and quickly modify the algorithm or to change its implementation.
This prototyping process leads to a low production cost: SynDEx is a free academic CAD tool and the multi-DSP and FPGA board is profitable compared to the development, time and cost (including raw material, specialized engineers and specific equipment) for a new platform. Moreover, this prototyping process can integrate the new versions of the CAD tools and also can use their new performances.
The remainder of this paper is organized into 5 sections. Section 2 gives an overview of the prototyping process by briefly introducing the CAD environments as well as the target architecture. Section 3 details all these elements. The prototyping methodology is fully described by explaining the compatibility requirements between the levels of the process, and introducing the automatic translator. By way of process illustration, the implementation of an image compression algorithm LAR is given in Section 5. Section 6 concludes the paper.
OVERVIEW OF THE PROTOTYPING PROCESS
The prototyping process ( Figure 1 ) aims to a quasi-automatic implementation of digital signal or image applications on parallel and mixed platform. The target architecture can be homogeneous (multiprocessor part) or heterogeneous (multi-DSP + FPGA). A real-time distributed and optimized executive is generated according to the target platform.
The digital image designer creates the data flow graph by means of the graphical development tool AVS. This CAD software enables the user to achieve a functional validation of the application. Then, an automatic translator converts this information into a new data flow graph directly compatible with the second CAD tool, SynDEx. This last tool schedules and distributes the data flow graph according to the parallel architecture and generates an optimized and distributed executive. This executive is loaded onto the platform by using GODSP, a loader and debugger tool. These tools are quite simple and the links between them are automatic, accelerating the prototyping process.
The target applications are complex digital image processing algorithms, whose functions possess different granularity levels. The partitioning consists generally of implementing the regular and elementary operations on the FPGA part and the higher-level operations on the multi-DSP part. The prototyping process has the advantage to take this partitioning aspect into account and to ensure an adjustable and quickly modifiable decision. The image-processing designer is not restricted to one implementation and the partitioning modifications are quickly realized.
Three elements are necessary for this prototyping process: the CAD tools, the target architecture, and the links for an automatic process.
PRESENTATION OF THE INTEGRATED CAD TOOLS AND THE MIXED PLATFORM
Several computer-aided design environments are used and judiciously integrated in the prototyping process. Two main CAD tools are necessary: AVS for the functional description and validation, and SynDEx for the generation of The target architecture is a mixed platform with a multi-DSP part and an FPGA one.
AVS: advanced visual system
AVS (advanced visual system) is a high-level environment for the development and the functional validation of graphical applications [11] . It provides powerful visualization methods, such as color, shape, and size for accurate information about data, as shown in Figure 2 . The AVS environment ( Figure 3 ) contains several module libraries located on top and a workspace dedicated to the application developments. These algorithms are constructed by inserting existing modules or user modules into the workspace. A module is linked to its input and output images and their corresponding types. Each module calls a C, C++, or Fortran function and the associated library files. During a modification of an existing function, the module is immediately updated and the algorithm as well. All these modules are connected by input and output ports to constitute the global application in the form of a static data flow graph. In the following, we consider that traded data are mainly images represented as one-dimensional array. AVS includes a subset of visualization modules for data visualization, image processing, and user-interface design.
A main advantage is the automatic visualization of intermediate and resulting images at the input and output of each module. This characteristic enables the image-processing designer to check and validate the functionality of the application before the implementation step.
SynDEx
SynDEx is an academic system-level CAD tool [13, 14] . This free tool is an academic environment designed and developed at INRIA, Rocquencourt France and several national laboratories take part in this project as we does. SynDEx is an efficient environment, which uses the AAA methodology to generate a distributed and optimized executive dedicated to parallel architectures.
AAA stands for algorithm architecture "adéquation," adéquation is a French word meaning an efficient matching (note that it is different from the English word adequacy, [12] . These examples use the color, size, and shape for data visualization.
which involves a sufficient matching) [15] . The purpose of this methodology is to find the best matching between one algorithm and a specific architecture while satisfying constraints. This methodology is based on graph models to exhibit both the potential parallelism of the algorithm and the available parallelism of the hardware architecture. This is formalized in term of graph transformations. Heuristics take into account execution times, durations of computations, and intercomponent communications are used to optimize real-time performances and resources allocation of embedded real-time applications. The result of graph transformations is an optimized executive build from a library of architecture-dependent executive primitives composing the executive kernel. There is one executive kernel for each supported processor. These primitives support boot loading, memory allocation, intercomponent communications, sequentialisation of user supplied computation functions, of intercomponent communications and intersequences synchronization.
SynDEx ensures the following tasks [16] . (i) Specification of an application algorithm as a conditioned data flow graph (or interface with the compiler of one of the Synchronous languages ESTEREL, LUSTRE, SIG-NAL through the common format DC). The algorithm is described as a software graph.
(ii) Specification of the multicomponent architecture as a hardware graph.
(iii) Heuristic for distributing and scheduling the algorithm on the architecture with response time optimization.
(iv) Visualization of predicted real-time performances for the multicomponent sizing.
(v) Generation of deadlock-free executives for real-time execution on the multicomponent with optional real-time performance measurement. These executives are built from a processor-dependent executive kernel [17] . SynDEx comes currently with executives kernels for digital signal processor and microcontroler: SHARC-ADSP21060, TMS320C4x, Transputer-T80X, i80386, i8051, i80C96, MC68332, and for workstations: UNIX/C/TCP/IP (SUN, DEC, SGI, HP, PC Linux). Executive kernels for other processors can be easily ported from the existing ones. The shared resources and the synchronizations are taken into account. SynDEx transfers images by using static memory whose allocation is optimized. The current development work with SynDEx is to refine the communication media and to target the use of this tool to mixed architectures (including FPGA and other ASIC). So this evolution will be still coherent for future complex products.
The SynDEx environment is shown in Figure 4 . The edition view contains two graphs: the hardware architecture above and the software graph below. The hardware graph represents the target architecture with the hardware components and the physical links whereas the software graph is the data flow graph of the application: the vertex is a "task" (compiled sequence of instructions), and each edge is datadependent between the output of an operation and the input of another task. The vertex is defined by means of information such as the input and output images, the size and type of these images, the name of the corresponding C-function and the time execution. If the execution time is not known, a first random value must be affected for every function. Any random value can be used but a by default value is chosen to obtain an automatic translation and generate the executive by means of SynDEx. Then, SynDEx generates a first sequential executive on a monoprocessor implementation in order to determine the real task time.
The granularity level of the graph has an impact on the final implementation: many vertices lead to more parallelism but also increase the data communication cost.
SynDEx generates a timing diagram Figure 5 , according to the hardware and software graphs. The schedule view includes one column for each processor and one line for each communication medium. The timing diagram describes the distribution (spatial allocation) and the scheduling (temporal allocation) of tasks on processors, and of interprocessor data transfers on communication media. Time is flowing from top at bottom and the height of each box is proportional to the execution duration of the corresponding operation.
SynDEx is an efficient tool for the implementation on parallel architectures but is not an application development tool environment as it is not able to simulate the software graph. Without any front-end tool, the signal processing designer has to create a sequential C-application by means of current C-development tools. Once the functional validation is done, it has to be split into several functions for the SynDEx data flow graph; each function represents an edge in the SynDEx data flow graph. The resulting data flow graph can be checked only after the implementation on the target platform. The manually transformation of the SynDEx data flow graph can generate some mistakes. Moreover, optimization is quite long and not automatic: the image processing designer has to work with the initial algorithm, the SynDEx tool and the transformations between these two data flow graphs.
The multi-DSP-FPGA platform
The development of this own parallel architecture is a very complex task while suppliers offer powerful solutions. It is the reason why we have opted for a commercial product. The choice of the target architecture has been directed by different motivations. Firstly, the platform had to be generic enough in order to integrate most of the possible image applications. Secondly, it had to be modular to be able to evolve with time. Thirdly, the architecture programming had to be at sufficient level in order to be interfaced with SynDEx. Fourthly, the cost had to be reasonable to represent a realistic solution for processing speedup.
The experimental target architecture is a multi-DSP and FPGA platform based on a Sundance PCI motherboard, Sundance Multiprocessor technology Ltd., Chiltern House, Werside, Chesham, UK, whose characteristics enable the user to obtain a coherent and flexible architecture.
Two Texas Instrument Modules (TIM) constitute the multi-DSP part [18, 19] . The first one integrates two TMS320C44 processors to carry out the processing. The second module is a frame-grabber containing one TMS320C40 DSP. When it is not used for a video processing, this DSP can run image as well.
An additional FPGA part ( Figure 6 ) is designed as a reconfigurable coprocessor for TMS320C4x based-systems and is associated to this multi-DSP platform. This is a MIROTECH X-C436 board [19] integrating a XC4036 FPGA, fully compatible with the TIM specifications: this module can be directly integrated onto the motherboard.
This FPGA is used as two virtual processing elements called VPE. Each VPE is considered as one FPGA XC4013, the rest of the full FPGA being used for the communication port management: all external transfers between the modules and the multi-DSP architecture are resynchronized by a communication port manager (CPM). The designers of this board propose this solution, which will be used for the prototyping process and they give the existing cores (a core is a processing task for one VPE) for this configuration. Nevertheless, it can be extended to different size of VPE and different number of VPE on the sole condition that the imageprocessing designer or a hardware engineer creates the specific cores.
Each VPE is connected to a C4x processor via direct links and DMA. The target topology of the platform is shown in Figure 7 . This host processor does the FPGA module configuration and the data transfers. Thus, the use of the dedicated module is straightforward as it consists only in functions calls inside the DSP code. A configuration step is necessary before the processing step. The configuration step includes the initialization of the module (link specifications between the VPE and DSP, license affectation), the parameters for each core (data size, image size, . . . ), core assignations for each VPE and the module configuration (implementation of all previous configurations on the board).
Afterwards, the processing can be achieved in 3 possible ways.
(i) Transparent communication mode. The first solution consists of using one instruction corresponding to the target processing. The input and output images are the only necessary parameters: this only instruction ensures to send the input images to FPGA and then to receive the output images at the end of the execution. This unique instruction is easy to use but prevents the processor running a parallel function.
(ii) Low-level communication mode. In a second approach, the user gives the input and output image by using some pointers and sends the images pixel per pixel, which are immediately processed and then sent back. With this method, a function is time-consuming and the processor cannot run another function in the same time.
(iii) DMA communication mode. The last way consists of sending the input image via the DMA. Specific instructions enable the designer to associate the image, to read and write in the DMA, and to wait for the end of the processing. The advantage is that the processor can execute another process at the same time.
For all these processing possibilities, specific libraries contain cores and specific instructions for the FPGA configuration and use. The library declaration is inserted in these functions.
The configuration and processing tasks can be separated and included in different functions. The configuration time of the dedicated module is long (about 2.6 seconds), limiting to a static use of the coprocessor to two type of operation.
PROTOTYPING METHODOLOGY FOR MIXED AND PARALLEL ARCHITECTURES
AVSynDEx is a prototyping process aiming to go automatically from the functional AVS description to the distributed execution over the multi-DSP or mixed architecture (see Figure 1 ). It implies first to guaranty a full compatibility between the elements throw the process, and then to generate automatic links. The general requirements for a multi-DSP implementation are listed first, before the specific ones linked to the dedicated target.
Compatibility for multi-DSP architectures 4.1.1 SynDEx-multi-DSP platform
SynDEx can handle the multi-DSP architecture once the synchronization primitives, memory management, and communication schemes have been realized for the type of processors involved. Architecture configurations such as frame grabber initialization are gathered in an INIT file executed once at the beginning of the application running.
AVS-SynDEx
SynDEx and AVS present a similar semantic in terms of application description with the use of static data flow graph. Nevertheless, some particularities have to be dealt with.
Restrictions in SynDEx description
Only a few data types are defined in SynDEx (Boolean, integer, real, . . . ), and the dimension of the arrays must be fixed. The same rules have to be applied for the AVS graphs.
C-functions associated to processing vertices
For both graphs, each vertex can be associated to a Cfunction. A skeleton of the function is generally created by AVS when editing a new module, containing specific AVS instructions to interface the user code to the global application. To be compiled in the SynDEx environments, all these instructions have to be removed.
Specific vertices
In and Out functions are of course dependent on the platform. In the AVS environment, IN and OUT correspond to read and write image files, whereas it is linked to video capture and display for SynDEx. Besides the processing vertices, SynDEx defines also three specific ones: (i) Memory: a storage element acting as a FIFO whose deep is variable. (ii) When: allows to build a conditional graph (the following of the graph is executed if an input condition is asserted). (iii) Default: selects between two inputs the one to be transmitted depending on an input condition.
The corresponding AVS primitives have been designed in V (the low-level language of AVS) to keep the whole SynDEx potential of graphs management.
Compatibility specific to FPGA module

SynDEx-Mixed platform
As the FPGA module management is carried out by a host DSP, the adopted solution consists of representing the use of a VPE in the data flow graph by a dedicated vertex linked to the host. The associated function contains only the reference to the core according to the transparent communication mode. The essential advantage is that the data flow graph remains unchanged compared to the multi-DSP case: whatever the target architecture is (software or hardware), a task is specified by its inputs, outputs, and executive time.
FPGA module configuration is also stored in the global INIT file.
AVS-SynDEx
In order to get equivalent functional graph, a functional equivalent C-function has to be developed for each available core, gathered in a library. It is an easy task as the low-level treatments corresponds generally to simple algorithms. For a multi-DSP architecture only, the function can be directly reused and implemented into a DSP. When using the FPGA module, it has to be replaced by the call to the core.
The automatic translator
The fulfillment of the compatibility between the prototyping process stages allows to go from the functional description to the parallel implementation. By designing a translator between AVS and SynDEx, the process is performed automatically.
The automatic translator is designed with the Lex and Yacc tools. The first one filters the necessary parts in a sequence whereas the second one transforms an input chain into another one.
The translator realizes the following tasks, as shown in tion. Moreover, the translator is a key element in the codesign process. A flag is associated to each core equivalent AVS module that indicates if the target is a DSP or the hardware module. In the first case, the c-file and the h-files are fetched and reused for the generation of the executive. In the second case, these files are replaced with the corresponding core and the FPGA configuration is added to the INIT file. Thus, the allocation/partitioning tasks are easily done in the functional environment.
Another field of the AVS modules contains the execution time of the operation if it is known (otherwise a random value is assigned). The timing information is not needed in the AVS description and is inserted in the module as a comment. This information is not used to determine the overall functionality of the AVS description: AVS does not do any difference between two similar C-functions whose timing information is different. Nevertheless, the image processing designer can decide what partitioning (software/hardware module) is more efficient thanks to this timing information. Another reason is the use of this information in the SynDEx data flow graph; the automatic translator needs this information to generate the SynDEx data flow graph. This feature has generally already been determined for the cores. This time is also copied out on SynDEx. 
Prototyping process
The implementation process is simple, requiring only a maximum of two development presented in Figure 9 . For new user C-modules, their executive time has first to be determined to get eventually an optimized parallel implementation. It is done by first considering a mono-DSP target, when the user constraints all the tasks of the software graph to be associated to the root processor. The executive generated by SynDEx is at this step only sequential. The loader GODSP ensures the implementation of the application and the report of the chronological information. Then, the designer has only to copy out these times on the AVS modules. If the application is made of already valued C-modules, this first run of the process is of course useless.
Once the algorithm is functionally validated and the partitioning is decided by the designer, the automatic translator generates the new SynDEx description associating the Cfunctions and the cores. From now on, the hardware graph is the multi-DSP architecture. SynDEx schedules and distributes the algorithm and gives the resulting timing diagram. The user can choose to modify the partitioning in AVS or run the application on the mixed platform.
The main advantage of this prototyping process is its simplicity, as most of the tasks realized by the users concern the application description with his conventional environment. The required knowledge of SynDEx and the loader are limited to simple operations.
Other front-end development tools can be used in the process instead of AVS so far as they present a similar semantic for the application description. Ptolemy-related works can be found in [20, 21] . AVSynDEx can be adapted to other architectures as well.
IMPLEMENTATION OF AN IMAGE COMPRESSION ALGORITHM
A new image compression algorithm has been developed in our laboratory: its implementation on a mixed architecture provides a validation of our fast prototyping methodology. This algorithm called LAR, locally adaptive resolution [20] , is an efficient technique well suited for image transmission via Internet or for embedded systems. Basically, the LAR method was dedicated to gray levels still image compression, but extensions have been also proposed for colour images and videos [22] .
Principle of the compression
The basic idea of the LAR method is that the local resolution (pixel size) can depend on the activity: when the luminance is locally uniform, the resolution can be low (large pixel size). When the activity is high, the resolution has to be finer (smaller pixel size). A first coder is an original spatial technique and achieves high compression ratio. It can be used as a stand-alone technique, or complemented with a second coder allowing to encode the error image from the first coder topology description. This second one is based on an optimal block-size DCTtransform. This study concerns only the first spatial coder. resenting local trees. Then, each one is split according to a quadtree scheme depending on the local activity (edge presence). The finest resolution is typically 2 × 2 squares. The image can be reconstructed by associating to each square the corresponding average luminance in the source image.
The image contents information given through the square size is considered advantageous for the luminance quantization. Large squares require a fine quantization, as they are located in uniform area (strong sensitivity of human eye to brightness variations). Small ones support a coarse quantization as they are upon edges (low sensitivity). Size and luminance are both encoded by an adaptive arithmetic entropic encoder. The average cost is less than 4 bits per square.
Functional description of the application by means of AVS
In order to obtain the best implementation of the data flow graph on the mixed architecture, the image processing designer has to exhibit both elementary operations available in the core library and additional data parallelism allowed by some tasks. All the decisions and modifications are achieved only at the functional level (AVS data flow representation).
In the LAR method, block stationary property is evaluated by a morphological gradient followed by a threshold. A morphological gradient is defined as the difference between the dilated value (maximal value in a predefined neighbourhood) and the eroded value (minimal value in the same neighbourhood). A low resulting value indicates a flat region. A high ones show off an edge in the neighbourhood. By computing this stationary estimation using growing neighbourhood surface (2 × 2, 4 × 4, 8 × 8, and 16 × 16), it is possible to choose the maximal block size to represent the region while keeping the stationary property. The major drawback of this approach is that the morphological operators complexity is proportional to the neighbourhood size, and then an erosion/dilation upon a 16 × 16 block requires 256 operations per pixel. To reduce the complexity, one uses generally the Minkowski addition by performing an operation upon a large neighbourhood as successive operations upon smaller neighbourhood [23] . As 3 × 3 erosion and dilation operators are available in the core library, the graph modifications at this stage have consisted of decomposing the global morphological operations into iterative elementary ones (see Figure 10b) .
Data parallelism has been also pointed out for a multiprocessing purpose as most of the other functions are localised into 16 × 16 blocks.
The algorithm development and optimizations are achieved using the AVS tool. The designer can develop the application and can easily refine the granularity of several functions. The data flow graph algorithm of the LAR application is developed and the resulting AVS data flow graph is shown in Figure 11 . AVS enables the image processing designer to check the functionality of the new algorithm as shown in Figure 12 .
Implementation on the multi-C4x-FPGA platform
According to the presented prototyping process, the automatic translator generates the corresponding SynDEx data flow graph and the associated files. A first monoprocessor implementation is required for chronological measurements and the modules are specified to be software modules. SynDEx generates a sequential executive for the implementation on the root processor. The designer does the chronometrical reports (Table 1) and inserts these new times in the AVS data flow.
The time corresponding to a C4x-processor implementation is 3.21 seconds and represents the reference for the parallel one.
The second choice of architecture is to use only three C4x-DSP as represented in Figure 13 . The modification con- sists only of removing the constraint of tasks allocation to only one DSP in SynDEx.
The best distribution according SynDEx is using only 2 C4x-processors (root and P1). This timing diagram shows that the global time should be longer or not more efficient in case of a 3DSP implementation. The resulting time for this implementation is 1.74 seconds.
As the 3 × 3 erosion and dilation cores are available, the last solution consists in the use of the FPGA to perform these operations. A comparison with the software implementation shows that the hardware one is approximately 100 times faster. Note that the architecture limits the number of cores in an application but theses cores can be used several times (several identical vertices in the graph). Changing the target flag of the equivalent AVS modules and running again the translator leads to a new SynDEx input file. The Er3 * 3 and Dil3 * 3 C-functions are replaced by the call of the corresponding cores. The SynDEx data flow graph remains unchanged except new constraints on the FPGA tasks allocated to the host (root) processor. Then, SynDEx can schedule and distribute the application according to the new software and material graphs. The timing diagram is almost the same than Figure 14 except erosion and dilation tasks, which are much smaller. The resulting executive time is 245 milliseconds.
Implementation on a multi-C6x platform:
AVSynDEx version 2
The new Sundance multiprocessor architecture is now available and an upgrade of AVSynDEx (version 2) to this new ar- chitecture is in progress. The platform consists of a Sundance SMT320 motherboard with two TIM SMT335. Each module contains a TMS320C6201 processor (the clock frequency being 200 MHz) and one FPGA dedicated to the communication management between both processors. Figure 13 : The generated SynDEx description. The architecture is added (3DSP: root, P1, and P2). The software graph is similar to the AVS data flow graph.
Actually, SynDEx does not completely ensure the generation of an optimized and distributed executive of the algorithm for this new architecture. Indeed, current works are performed in our laboratory on the generation of the executive integrating conventional features, that is, the description of primitives for DSP synchronization, data exchange via the use of DMA and communication buses. Parallel to this are added new features such as shared memory, conditional nodes, . . . . Nevertheless, the prototyping process remains similar and the development stages as well. The translation between AVS and SynDEx is identical: the modification lies only in the generation of the distributed executive by SynDEx for the target platform.
The LAR application is reimplemented on a one-DSP architecture and the chronometrical reports are presented in the right-hand column of Table 1 . The result for a sequential execution time is 245.331 milliseconds on a C6x DSP, that is, a rough accelerating factor of 13 only by integrating new and faster processors.
Several observations can be made: (i) Most of the software functions are faster with the use of the C6x DSP. So, without changing the rapid prototyping process, the implementation time will be improved only by integrating new and efficient components.
(ii) The execution time of initial hardware implementations (i.e., Er3 * 3 and Dil3 * 3) is not improved in case of a software implementation and the hardware integration remains the best solution. A mixed DSP-FPGA architecture will always be one efficient platform for the implementation of digital image processing with real-time constraints.
Results
For this application, the executive time is 3.21 seconds on a one-DSP implementation, and 245 milliseconds for a multi-DSP architecture (leading to an accelerating factor of about 13).
Our methodology ensures a fast and controlled prototyping process, and a final optimized implementation.
The development time of such applications, Table 2 , is valued to one day (when different scenario are tested) with AVSynDEx and its automatic translator, and 3-4 days without this one. This estimation is based on the hypothesis that there is at least one mistake in the development process and the times integrate the detection and correction of this mistake. The estimations are the result of personal implementations of complex image processing applications combined to the experience of designers working in the same laboratory. All of them have a huge experience in the AVS environment.
The main work consists of describing the application under the AVS environment and creating the new C-modules. The implementation process is very fast and secured: the time for the chronometrical stage is about 20 minutes, starting from the automatic generation of the sequential executive to the final timing results. Without the automatic translator, the generation of the SynDEx data flow graph lasts 1 hour. It is an average time so far as it depends on the application size (number of vertices). The remaining of the implementation process is very fast (15 minutes).
CONCLUSION AND PERSPECTIVES
We have presented AVSynDEx, a rapid prototyping process able to implement complex signal/image applications on a multi-DSP+FPGA platform. AVSynDEx is currently the only environment able to target this kind of architecture from a high-level functional description. The methodology integrates two CAD tools: AVS for the functional development of the application described as a static data flow graph, and SynDEx as generator of optimized distributed executive. SynDEx is a powerful tool to find the best matching between an application and a specific architecture, but does not constitute a development environment of algorithms. Adding a front-end one and developing an automatic link between them introduce a higher level of abstraction in the process. Moreover, SynDEx can only handle processors but not dedicated hardware (even if some works in this sense are in progress). By selecting a suitable FPGA-based target and adapting its management to the SynDEx description type, we have removed this limitation. The result is a fast and easy-to-use process. The image designer can develop and supervise the whole implementation process without any pre-requirement as different complex and specific stages become transparent.
A main characteristic is the opening of this process. It becomes very easy to use other CAD tools or to update the used environments. The structure of the methodology ensures to replace the AVS environment with other graphical application development tools such as Ptolemy. The application description of this new tool should just present a similar semantic with SynDEx (static data flow graph). The target platform itself can integrate the components and the number of FPGA and DSP is not set.
We offer a low-cost solution considering that the frontend environment is necessary for a high-level perfecting of image applications, and that SynDEx is a free academic tool. Moreover, the prototyping targets relatively cheap platforms among existing multicomponents architectures.
Works in progress concern the integration of the new versions of AVS and SynDEx (introducing the notion of dynamic data flow graph) as well as the interface to a new architecture based on several TI C6x and FPGA Virtex. In particular, we are developing a new SynDEx executive kernel for these DSPs. On the same time, we are developing an Mpeg-4 coder with AVS, which should be integrated into the new platform thanks to AVSynDEx, in order to reach real-time performances. An Mpeg-2 coder has already been developed and implemented on the multi-C4x-FPGA platform [24] .
Another perspective is the integration of new tools such ArtBuilder [25] or DK1 Design Suite [26] to facilitate the creation of new cores for the FPGA by nonspecialists in hardware. These tools can generate VHDL code or the target core starting from a C description, or a similar c-description, such as Handle-C for the DK1 Design Suite.
