Vector approximate message passing (VAMP) is an efficient approximate inference algorithm used for generalized linear models. Although VAMP exhibits excellent performance, particularly when measurement matrices are sampled from rotationally invariant ensembles, existing convergence and performance analyses have been limited mostly to cases in which the correct posterior distribution is available. Here, we extend the analyses for cases in which the correct posterior distribution is not used in the inference stage. We derive state evolution equations, which macroscopically describe the dynamics of VAMP, and show that their fixed point is consistent with the replica symmetric solution obtained by the replica method of statistical mechanics. We also show that the fixed point of VAMP can exhibit a microscopic instability, the critical condition of which agrees with that for breaking the replica symmetry. The results of numerical experiments support our findings.
I. INTRODUCTION
Vector approximate message passing (VAMP) [1] - [3] is an approximate inference algorithm used for generalized linear models, which have many applications in signal processing, machine learning, and statistics. VAMP exhibits excellent convergence and inference performance, particularly when measurement matrices are sampled from rotationally invariant matrix ensembles. However, except for Gaussian channel setups, existing theoretical analyses have been limited to cases in which the correct posterior distribution is available. This type of consistency of the posterior is not necessarily satisfied in practical applications. Thus, we need to develop a methodology for analyzing VAMP used in a model mismatch setting, which is described in detail in the following section.
To answer this demand, we develop a method for analyzing the performance of VAMP in the model mismatch setting by utilizing techniques of statistical mechanics. We derive scalar state evolution (SE) equations, which describe the macroscopic dynamics of VAMP, and show that their fixed points are consistent with the replica symmetric (RS) solution obtained by the replica method of statistical mechanics. In addition, we show that the fixed point of VAMP can exhibit a microscopic instability, the critical condition of which accords with that for breaking the replica symmetry.
The remainder of this paper is organized as follows. In section II, we specify the problem setup treated in this study, and in section III, we briefly review VAMP. In section IV, we develop our methodology, and in section V, we demonstrate our findings through numerical experiments. We summarize and conclude our results in section VI.
A. Additional related works
VAMP belongs to the class of approximate message passing algorithms. This type of algorithm was first proposed as a computationally efficient code division multiple access multi-user detection algorithm [4] . [4] also revealed that its reconstruction performance is consistent with the optimal performance predicted by the replica method, which is believed to be exact in a large system limit. Subsequently, [5] developed its mathematically rigorous analysis. This rigorous analysis was further generalized in [6] , [7] , which were extended to cases in which the correct posterior was not available and have been used in statistics and machine learning [8] . However, these optimality and rigorous guarantees require elements of measurement matrices to be i.i.d. zero-mean Gaussians, which are not realistic in practical situations. VAMP and similar generalizations have extended the guarantees from i.i.d. Gaussian measurement matrices to the larger class of rotationally invariant random matrices [1] - [3] , [9] , [10] . However, existing analyses of them have been conducted mostly under the assumption that the correct posterior is available.
II. SETUP
We address the problem of estimating a signal vector x 0 = (x 1 , . . . , x N ) ⊤ ∈ R N from observation data y = (y 1 , . . . , y M ) ⊤ ∈ R M , which is generated from the following actual measurement process:
where ⊤ denotes vector/matrix transpose, A = [a µi ] ∈ R M ×N is a known measurement matrix, q y|z is an actual measurement channel, and q x0 is an actual prior. In this study, we assume that A is drawn from rotationally invariant random matrix ensembles. Specifically, for the singular value decomposition of A = U SV ⊤ , U ∈ R M ×M , S ∈ R M ×N , V ∈ R N ×N , we assume U and V are drawn from uniform distributions over M ×M and N ×N orthogonal matrices.
In the estimation stage, we consider generalized Bayesian inference using a mismatched model
Here,x is the estimator of x 0 . In addition, the positive parameter β is introduced for handling minimum mean squared error (MMSE) (β = 1) and maximum a posteriori (β → ∞) estimators in a unified manner. The normalization factor Z plays a critical role in the analysis of statistical mechanics.
III. VECTOR APPROXIMATE MESSAGE PASSING
Algorithm 1 shows VAMP to evaluate the estimator (1) [2] . There, g 1x , g 1z are termed denoising functions defined as:
whereφ
In addition, g 2x , g 2z are termed linear MMSE (LMMSE) estimators defined as:
where K =Q x I N +Q z A ⊤ A. In addition, g ′ kx (h kx ,Q kx ) , g ′ kz (h kz ,Q kz ) , k = 1, 2 are defined as:
At a fixed point,x
2z are achieved by construction.
Algorithm 1 VAMP Require: Denoisers g 1x , g 1z from (4), LMMSE estimators g 2x , g 2z from (5) and (6) , and number of iterations
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IV. ANALYSIS

A. SE
In this section, we derive SE of VAMP in the limit N, M → ∞, M/N = δ ∈ (0, ∞). For this, we make the following assumption:
Assumption: At each iteration t = 1, 2, . . . , T iter , positive constantsm
kz ∈ R, (k = 1, 2) exist such that for the singular value decomposition A = U SV ⊤ ,
kz , (k = 1, 2, t = 1, 2, . . . , T iter ) are mutually independent standard Gaussian variables. We also assume that these are independent from x 0 , z 0 , V ⊤ x 0 , and U ⊤ z 0 . Although the empirical distributions of h To characterize the macroscopic behavior of VAMP, we introduce the following macroscopic variables: m 
and T x as follows:
.
In (7), we replaced the last two terms with −2χ (t) 1x and 0 using the assumption and an identity xf
are written bym
2x , and T x as follows:
A similar argument applies tom
2z . Thus, the SE of Algorithm 1 is expressed as follows: 
Message passing:Q
Gaussian part:
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= m z are achieved. This is the first result of this study. Two points are noteworthy here. First, the aforementioned SE cannot be written using only the MSE x 0 − x (t) 1 2
1x . This point is strikingly different from the existing SE of VAMP [1] . The second point concerns the meaning of the macroscopic variables. At the fixed point, m x , χ x , q x are approximate values of
2 )/N , and x 2 2 /N , respectively. Similarly, letẑ be zp(x, z)dxdz. Then, m z , χ z , q z are approximate values of z ⊤ 0ẑ /M , β( z 2 2 p(x, z)dxdz − ẑ 2 2 )/M , and ẑ 2 2 /M , respectively.
B. Replica analysis
In general, typical values of the macroscopic variables that appear in SE such as E A,y,x0 [||x|| 2 2 /N ] can be assessed in computing the so-called free energy f = − lim N →∞ E A,y,x0 [log Z]/(N β) using the replica method of statistical mechanics [11] - [14] in the limit of N, M → ∞, M/N = δ ∈ (0, ∞). In the standard RS computation [11] , [12] , this is reduced to an extreme value problem as:
g F = extr m1x,χ1x,Q1x,m1z,χ1z,Q1z
m2x,χ2x,Q2x,m2z,χ2z,Q2z
The extreme condition yields the same form of the equations that appear in the fixed point condition of the SE equations (8)-(27). At extremum, the variational parameters m x , χ x , and q x accord with
respectively. Similar accordance also holds between m z , χ z , q z and
Thus, the fixed point of VAMP's SE is consistent with the RS calculation. This is the second result of this study. The aforementioned analysis is valid only when the system is stable against replica symmetry breaking (RSB) [15] . The local instability condition of the RS solution against infinitesimal perturbation of the form of the one-step RSB yields:
where the function F(χ x , χ z ) is defined as:
The equation (28) corresponds to the de Almeida-Thouless (AT) instability condition [14] , [15] of the current system.
C. Microscopic instability of VAMP and AT instability
The iteration of the equations (8)-(27) describes the macroscopic behavior of VAMP. However, the convergence of macroscopic variables does not directly indicate the convergence of microscopic variables including h 1x and h 1z . Here, we examine whether h 1x and h 1z of Algorithm 1 are stable when small perturbations ǫ x η F,x and ǫ z η F,z are added around their fixed points, where each entry of η F,x ∈ R N and η F,z ∈ R M is independent random variable of zero mean and unit variance. Let us denote the variables without time indices, for exampleQ 2x , as the values at the fixed point of Algorithm 1. Then, linearization around the fixed points indicates that ǫ x and ǫ z grow exponentially by the VAMP iterations, and therefore, the fixed points are unstable if 
By the way, the extremum condition of the function F yields
These indicate that the AT condition (28) agrees with microscopic instability condition (29). This means that a spontaneous RSB prevents VAMP from converging, which is the third result of this study.
V. EXPERIMENTAL VALIDATION
A. SE
To validate the SE, we conducted numerical experiments with the following model mismatch setting. The actual channel and actual prior were specified as the sign function q y|z (y|z) = δ(y − sign(z)) and the Bernoulli-
, respectively. The postulated channel and postulated prior were specified as Gaussian p y|z (y|z) ∝ exp(− y − z 2 2 /2) and Laplace distribution p x0 (x) ∝ exp(−γ x 1 ), respectively. Parameter β was taken to infinity. The system size N , measurement ratio δ = M/N , and sparsity ρ were specified as N = 1024, δ = 0.4, and ρ = 0.1, respectively. The measurement matrix A was drawn from the roworthogonal ensemble [16] , where the limiting eigenvalue distribution of A ⊤ A was ρ(λ) = ρδ(λ − 1) + (1 − ρ)δ(λ). To generate the graphs, we performed 8192 random trials by forming random measurement matrix A. Figure 1 plots the m (t) 1x and q (t) 1x defined in (8) and (10) versus the number of algorithm iterations. The error bars refer to standard errors. The figure shows that the VAMP trajectories were in excellent accordance with those of the SE. Similar accordance was also obtained for the other macroscopic variables. These show the validity of our SE equations. 
B. AT instability and convergence of VAMP
To examine the convergence criteria (28) and (29) of VAMP, we conducted a numerical experiment using the random classification problem [17] . In this problem, the actual channel and actual prior were q y|z (y|z) ∝ 
, respectively. Here β is unity. Each entry of A was drawn from i.i.d. zero-mean Gaussian variables of variance 1/N . [17] revealed that this system exhibited RSB at a measurement ratio δ AT ≃ 1.015 in the limit N → ∞.
To investigate the convergence of VAMP for this problem, we ran VAMP for many instances and calculated convergence probability. The algorithm was considered to have converged when x (Titer) 1 −x (Titer) 2 2 2 /N was smaller than 10 −15 . The number of iteration was T iter = 10000. The system sizes were N = 64, 128, 256, 512, 1024, 2048, and 4096. Figure 2 plots the convergence probability, which was evaluated from 100 experiments forming random measurement matrix A, versus measurement ratio M/N = δ. The figure shows that for large N , (i) VAMP converged up close to δ AT with high probability, (ii) VAMP did not converge above δ AT with high probability. The figure demonstrates the coincidence of the instability conditions (28) and (29).
VI. SUMMARY AND CONCLUSION
In this study, we investigated the behavior of VAMP when the actual and postulated posteriors were mismatched. For rotationally invariant random measurement matrices, we derived the SE equations and showed their fixed points were consistent with the RS solution obtained by the replica method of statistical mechanics. In addition, we showed that the fixed point of VAMP could exhibit a microscopic instability, the critical condition of which agrees with that for breaking the replica symmetry. This correspondence implies that the replica symmetry breaking plays a crucial role in characterizing a fundamental limit of VAMP.
APPENDIX A DERIVATION OF SE
We describe the derivation of the SE equations (8)-(27). First, we provide the expression of macroscopic variables (8)- (13) and (18)-(23) in the limit N → ∞. Then, we derive the update rule form A. Derivation of (8)- (13) and (18) 
By the assumption on h (t) 1x , the summation in (30) can be replaced with the expectation:
The last equation offers (8) . The equations (9) 
(31)
Using the assumption, the equation (31) can be rewritten as follows:
Because V is assumed to be generated from the uniform distribution on N × N orthogonal matrices, V ⊤ x 0 behaves like a zero-mean Gaussian variable with variance x 0 2 2 /N . This property and the independence of ξ 
, the update rule of VAMP and the definition of m (t) 1x directly offers the following result:
This is the equation (14) . The update rules form
1x can be derived in the same way. Forχ (t) 2x , its update rule can be derived as follows:
where the equality (a) follows from the update rule of VAMP and the SE form 
Analogously, the update rule forχ
is derived as follows:
where (a) follows from the definition of q 
The update rule forχ kz , (k = 1, 2) can be derived in the same way. Furthermore, the update rule forQ kx ,Q kz , (k = 1, 2) are exactly same with the update rule of VAMP itself.
APPENDIX B RS CALCULATION OF THE FREE ENERGY
In this section, we outline the RS calculation of the free energy. Because analogous calculations can be found in [14] , [18] and [19] , we only show the main steps. For a general introduction to the replica method, we refer to [11] and [12] .
In general, the evaluation of the free energy f = − lim N →∞ E A,y,x0 [log Z]/N β is technically difficult because it requires the average of the logarithm. To carry out the calculation of the free energy, the replica method of statistical mechanics first rewrites the free energy using an identity E[log Z] = lim n→0 n −1 log E[Z n ] as
Although the evaluation of φ n for n ∈ R in a rigorous manner is difficult, this expression has an advantage. For natural number n = 1, 2, . . ., let us denote by d n x = dx 1 . . . dx n a measure over R N ×n , with x 1 , . . . , x n ∈ R N .
Analogously, d n z = dz 1 . . . dz n a measure over R M ×n , with z 1 , . . . , z n ∈ R M . Then, for n = 1, 2, . . . , using the identity
φ n can be written as
which is much easier to evaluate than the average of the logarithm. The replica method evaluates a formal expression of φ n for n = 1, 2, . . . , and then extrapolates it as n → 0. At this point, we can take the average with respect to A in (34) using the singular value decomposition of A = U SV ⊤ and an identity n a=0 δ(Ax a − z a ) = lim γ→∞ (γ/2π) M (n+1)/2 n a=0 exp(− γ 2 Ax a − z a 2 2 ):
Because U and V are assumed to be drawn from the uniform distribution over N × N and M × M orthogonal matrices, for fixed variable x a and z a ,x a = V ⊤ x a andz a = U ⊤ z a behave as continuous random variables which are uniformly distributed over the constraints
, a, b = 0, 1, . . . , n.
Let us denote by d n+1x = dx 0 dx 1 . . . dx n a measure over R N ×(n+1) , withx 0 ,x 1 , . . . ,x n ∈ R N . Analogously, d n+1 z = dz 0 dz 1 . . . dz n a measure over R M ×(n+1) , withz 0 ,z 1 , . . . ,z n ∈ R M . Then, by inserting trivial identities
into the integrand in (34), the equation (35) can be rewritten in the limit N, M → ∞, with M/N → δ ∈ (0, ∞):
whereg
To evaluateg G (Q x , Q z ) andg S (Q x , Q z ), the Fourier transform representations of the delta functions are useful:
x , and dΛ z = a≤b dΛ (ab) z . These Fourier transform representations and the saddle point method allow us to evaluateg G as follows:
Analogously,g S can be evaluated as
Here we omit the constants including log 2π.
The equation (36) indicates that φ n can be evaluated by the saddle point method with respect to set of macroscopic
whereg F can be evaluated analogously asg G andg S :
are real symmetric matrices, and x = (x 0 , x 1 , . . . , x n ), z = (z 0 , z 1 , . . . , z n ) ∈ R n+1 . In general, the extremum conditions for Q x , Q z , Λ x , Λ z ,Q x , andQ z can be written as follows:
, (for Λ x and Λ z ),
The key issue is to identify the correct saddle point in (37). Based on the observation thatg (37) is invariant under the permutation of the first to (n + 1)th lows (and columns) of Q x and Q z , the RS calculation restricts the candidate of the saddle point to that of the RS form:
which is the simplest choice of the saddle point. This yields the following expression of φ n :
Tx,Tz,mx,mz,χx,χz,qx,qz 
The condition lim n→0 φ n = 0 determines T x , T z ,T 1x ,T 2x ,T 2x andT 2z :
T 2z = 0.
Inserting these conditions into (44)-(47), we obtain the RS solution which can be extrapolated as n → 0: φ n = n × extr mx,χx,qx mz,χz,qz
Inserting the expression (54) into the replica identity (33) yields the RS free energy.
APPENDIX C DE ALMEIDA-THOULESS INSTABILITY CONDITION
Although the RS form of the saddle point (38)-(43) is a natural choice, this choice may lead to wrong free energy [11] . Thus we should investigate the stability of the RS saddle point against RSB. Here, we focus on a local instability scenario, which is termed de Almeida-Thouless instability [15] .
The 1RSB calculation divides the n replicas, which are indexed by a, b = 1, 2, . . . , n, into n/l groups of identical sizel [11] and seeks a saddle point of the following 1RSB form: (60)
In practice, one can label the replicas in such a way that the groups are formed by successive indices {1, 2, . . . ,l}, {l+ 1, . . . , 2l}, . . . , {n −l + 1, . . . , n}. This form of saddle points, in conjunction with the re-scaling of the breaking parameterl = l/β, yields the following expression of φ n : φ n = extr 
