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Abstract
It is well known that a generic small perturbation of a Liouville-integrable Hamiltonian system causes
breakup of resonant and near-resonant invariant tori. A general approach to the simple resonance case
in the convex real-analytic setting is developed, based on a new technique for solving the Hamilton-
Jacobi equation. It is shown that a generic perturbation creates in the core of a resonance a partially
hyperbolic lower-dimensional invariant torus, whose Lagrangian stable and unstable manifolds, described
as global solutions of the Hamilton-Jacobi equation, split away from this torus at exponentially small
angles. Optimal upper bounds with best constants are obtained for exponentially small splitting in the
general case.
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1 Introduction
The notion of Arnold diffusion refers to a generic instability of Hamiltonian systems with three and higher
degrees of freedom [1, 3]. A notable exception are Liouville-integrable systems allowing the construction of
global action-angle variables [2]. Small perturbations of such systems provide a natural set-up to study the
instability. Recently Mather [24] using methods of analysis in the large (which to a great extent had been
created by himself) [22, 23] announced the proof of the existence of Arnold diffusion in the three degrees of
freedom (convex, real-analytic) case.
Consider a Hamiltonian system of n + 1, n ≥ 2 degrees of freedom in the cotangent bundle T ∗Tn+1 ∼=
Rn+1 × Tn+1 of a torus Tn+1 ≡ (R/2piZ)n+1. Take an open convex domain Ω ⊆ Rn+1. The phase space
M = Ω× Tn+1 has a natural exact symplectic structure w. Consider a Hamiltonian function
H : M→ R, such that |H −H0|M = ε≪ 1, for some H0 : Ω→ R. (1)
Suppose H is real-analytic, i.e. it can be extended holomorphically into a neighborhood of M in C2n+2, let
| · |M above be the supremum-norm. Also suppose that H0 is strictly convex. Then one can simply take
Ω = {p ∈ Rn+1 : H0(p) < E0} for some E0 > 1.
If (p, q) are (global) canonical coordinates on M, or the action-angle variables [2] with w = dq ∧ dp, the
Hamiltonian (1) has an expression
H = H(p, q, ε) = H0(p) + εH1(p, q, ε), (p, q, ε) ∈ Ω× Tn+1 × R+. (1′)
The Hessian matrix D2H0(p) is positive definite for every p ∈ Ω; 0 ≤ ε ≪ 1 is a small parameter. The
perturbation H1 is 2pi-periodic in each angle qj , j = 0, . . . , n. The system (1) is autonomous
1. If ε = 0, it
is Liouville integrable. Its phase space is foliated by invariant tori, whereupon p(t) = const., and q(t) =
const.+ ω(p)t, where ω(p) = DH0(p) is a frequency. Each torus is a Lagrangian manifold.
The central question of local analysis of system (1) is what geometric objects replace the invariant tori
when ε 6= 0. The KAM theorem [17, 41, 25, 29] asserts that as ε → 0+, an asymptotically full measure set
of these tori is stable.
Resonant unperturbed tori are foliated by tori of lower dimension. The property of a torus being resonant
or non-resonant is clearly intrinsic, as well as the notion of the multiplicity m of a resonance, i.e. the difference
in the dimensions of the original resonant torus and the minimum foliation torus. In the above coordinate
representation the resonances correspond to the values of the action p, when the components of the frequency
vector ω(p) ∈ Rn+1 are linearly dependent over the integers Z, m being the dimension of the kernel of a
linear map ω[k] = 〈k,ω〉, for k ∈ Zn+1. Resonant tori as well as the non-resonant ones sufficiently close to
the former, typically get destroyed for any ε 6= 0. The set of destroyed tori is residual on the unperturbed
energy surface H−10 (E) for a regular value of E. It is known [39] that given a specific resonance, the majority
(in the sense of the Lebesgue measure in Rn+1−m) of the corresponding resonant tori result in particular in
the appearance of partially hyperbolic, or whiskered tori of dimension less by m = 1, . . . , n. Characteristic
exponents of these tori are typically O(
√
ε). Singular perturbation theory for manifolds asymptotic to these
tori has a number of subtleties [8, 7, 14, 15, 36, 9] which would not be there, were the above characteristic
exponents O(1), see also [7, 6, 11].
Non-resonant tori, sufficiently close to resonances experience a complicated topological perestroika. If n =
1, the result is a cantorus [22] supporting an invariant action-minimizing measure [23]. Higher-dimensional
relatives of cantori are not so well understood, unless the local analysis can be in a sense reduced to the n = 1
case [42].
The purpose of this paper is to develop from scratch the local theory for a simple resonance, m = 1.
A resonance is identified by an integer lattice point k0 ∈ Zn+1 \ {0}. An unperturbed torus, marked
by p = p0 ∈ Ω is resonant with respect to k0 iff the corresponding frequency ω0 = ω(p0) lies on the
1The case when H1 depends on time periodically can be treated in the usual way [2] whereupon the convexity assumption
about H0 should be substituted by quasi-convexity [19] and the non-degeneracy assumption in Theorem 2 - by isoenergetic non-
degeneracy [4]. Convexity is far the easiest non-degeneracy assumption to deal with; for more subtle non-degeneracy settings in
the KAM theory see e.g. [38].
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“resonant hyperplane” {ω ∈ Rn+1 : 〈k0,ω〉 = 0}. As H0 is smooth and strictly convex, the “frequency
map” p → ω(p) is a global diffeomorphism. The values of the action p satisfying the above resonance
condition lie on a smooth hypersurface in Rn+1, which intersects each regular level set of H0 transversely
(for otherwise 〈k0, D2H0(p0)k0〉 = 0) and is a graph over the hyperplane 〈k0,p〉 = 0. Thus metric and
topological properties of sets on the resonant hypersurface can be described in terms of their images in the
resonant hyperplane, via the frequency map.
Given k0, one chooses a value p0 on the intersection of a regular level set of H0 with the resonance
hypersurface, such that the corresponding frequency ω0 is non-resonant over Z
n+1 modulo one-dimensional
sub-lattice generated by k0. If one denotes the corresponding unperturbed simple resonance (n+1)-torus as
T 0, the latter is foliated by a one-parameter family of n-tori, which can be parameterized by some x ∈ T:
T 0 =
⋃
x∈T
Tx. (2)
It is assumed that ω0 is “far enough” from higher multiplicity resonances. To express the latter property,
Kolmogorov’s Diophantine condition [17] over the quotient lattice is used. The set of all such frequencies ω0
has a positive Lebesgue measure on the resonance hyperplane [4].
Study of simple resonances and their role in global dynamics for the general system (1) had begun at
least as early as Poincare´ [27]. Arnold [1] used a simple resonance model to suggest a local mechanism for
universal instability, or diffusion, based on the existence of intersections of Lagrangian manifolds, asymptotic
to whiskered tori, alias the splitting of separatrices phenomenon. Splitting in a more general context was
studied by Chirikov [8] emphasizing its role in the general diffusion scenario and conjecturing a number of
generic asymptotic exponentially small bounds apropos of the splitting and the diffusion speed. For the
latter, the theorem of Nekhoroshev [26, 19, 28] gives the upper bound ∼ exp
(
ε−
const.
2(n+1)
)
.
More recently models for simple resonances and splitting of separatrices have been investigated in a great
number of works, see [7, 14, 13, 15, 35, 9, 21] among others. For a more extensive bibliography list see the
treatise [21] by Lochak et al, to which one can add some 30 more titles which have become available since the
year 2000. The latter work [21] among other things develops a normal form theory for local near-resonance
dynamics, see also [19, 28]). However, the underlying multiple step averaging procedure is rather general
and does not allow to study the splitting in all the detail. As an alternative Lochak et al advocate the
Hamilton-Jacobi method, which they illustrate for a particular Hamiltonian from the Arnold example [1]
(also published separately as [37]) and draft formulations of a number of theorems, which are proved herein.
A fundamental question apropos of exponentially small splitting (to which the Nekhoroshev-like normal
form theory fails to provide an answer) is one of the best constants for the upper estimates involved. Such
constants have been obtained for various cuts of a specific model, coupling a pendulum-like one degree of
freedom Hamiltonian system with a bunch of rotators [7, 14, 10, 15, 36, 9]. Ideally, the upper bounds would be
supported by lower bounds, which constitute a very delicate issue and are available only for a few particular
examples [10, 33, 15, 21]. The issue is not addressed in this paper.
An important result concerning the splitting problem in the general simple resonance context is due to
Eliasson [13] (see also [9]) who proved the estimate 2n+2 on the minimum number of homoclinic orbits to a
whiskered torus of dimension n at the resonance core, but not the exponentially small splitting estimate. The
main building blocks for the splitting theory near a simple resonance are presented in [21] although many are
without proofs, apparently due to a variety of technical difficulties. This paper attempts to do it, as it turns
out that most of these difficulties can be bypassed owing to a technique, rather different from those used
in the above listed references (for the exception of [37]) and appears to be more “natural” for the problem
involved. The technique certainly applies to the above mentioned model, for which it gives the (known) best
constant pi2 and also shows that the latter is the largest value that the best constant in question can assume
in principle.
In essence, our technique is the Hamilton-Jacobi approach prompted by Poincare´ [27] cast as a “hyperbolic
KAM theorem”. However it is developed in an entirely different geometric context than the traditional one
founded by Graff [16]. The present geometric scenario was founded in [34]; this paper shapes it into “KAM
theory on semi-infinite bi-cylinders over tori”.
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The paper is organized as follows. Section 2 starts out with the preliminaries in order to describe the standard
normal form near a chosen simple resonance (2.6) and Lemma 2.1. A non-degeneracy Assumption 1 is made
concerning the “hyperbolic part” of the truncated (integrable) normal form, whereupon the splitting problem
is set up somewhat heuristically for the localization (2.14) of the normal form Hamiltonian near the truncated
normal form separatrix. The set-up emphasizes what is called a “sputnik” property (2.16) thereof, combining
the 2pi-periodicity of the foliation (2) and reversibility of the truncation (2.7) of the normal form Hamiltonian
(2.6). At that point one of the main results, Theorem 1 of the paper is formulated. The formulation is still
somewhat heuristic, due to the necessity of developing a certain amount of machinery.
Section 3 develops this machinery, underlying the aforesaid version of KAM theory. It is based on a simple
holomorphic map introducing “energy-time” coordinates (3.1, 3.5) in which the base space is not compact.
Section 3.1 is almost entirely dedicated to the relevant formalism. The hyperbolic KAM theorem, Theorem
2 follows, providing global generating functions for perturbed separatrices as the solutions of the Hamilton-
Jacobi equation, Corollary 2.1. The proof of Theorem 2 incorporates a two-parameter trick, yielding an
optimal (in the sense of the parameter dependence) smallness condition (3.33).
Section 4 presents the theory for the splitting, based on application of Theorem 2 and a global sputnik
property, Assumption 3. The role of the sputnik is to ensure that the one-form giving the splitting distance
be exact, which allows one immediately to give a lower bound for a number of homoclinic orbits [13]. This
is inherent in the homoclinic splitting problems, being expressed by relations (2.16, 2.22, 4.4). The main
theorem of the section, Theorem 3 claims the principal exponentially small estimate (4.13) which is adapted as
(2.19) to the simple resonance normal form in Theorem 1, concluding its proof. The estimate (2.19) contains
a pair of best constants (ρ, σ2), well defined for a specific Hamiltonian with a given analyticity domain, see
(3.7, 3.8).
2 Normal form near separatrix at a simple resonance
This section prepares the Hamiltonian (1) for the set-up of the theory developed in the sequel. It consists in
choosing a simple resonance action value and restricting the Hamiltonian to its small neighborhood, where
a suitable normal form can be produced. Under generic assumptions, this normal form can be viewed as a
perturbation of an integrable reversible system containing a separatrix. These steps are standard, see e.g.
[39, 13]. However the further analysis is essentially different from that one traditionally encounters in the
literature. The Hamiltonian gets localized near one branch of the separatrix of the truncated normal form
Hamiltonian. Localization near the other branch can be seen from the former one as a symmetry, referred to
as a sputnik.
2.1 Preliminaries
Canonical transformations of the phase space
Throughout the paper, a number of canonical transformations is introduced. These transformations belong
to an “affine” class, corresponding to the phase space bundle structure.
For the system (1) the phase space is a subset of T ∗Tn+1, with canonical coordinates (p, q) ∈ Rn+1×Tn+1.
An automorphism a of the base space induces a family of canonical transformations
Ξ = Ξ(a, S) :
{
q = a(q′),
p = t(da)
−1
p′ + dS,
(2.1)
parameterized by a closed one-form dS on the base space. As the latter is Tn+1, the one-form dS is described
by the generating function S(q) = 〈ξ, q〉 + Sˆ(q), with some ξ ∈ Rn+1 ≡ [dS] specifying the H1(Tn+1,R)
cohomology class of dS, and some function Sˆ(q), which is a zero-form on Tn+1, i.e. is 2pi-periodic in each
component qj , j = 0, . . . , n of q.
The notation 〈, 〉 stands for the canonical coupling between Rn+1 (and later Rn) and its dual space and is
identified with the Euclidean scalar product; t(da)−1 denotes the transpose inverse of the Jacobi matrix da.
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The case when the map a is linear, so a and da can be identified with a matrix from SL(n + 1,Z) is
referred to as a symplectic rotation. The one-form dS effects a shift of the origin within each fiber. This shift
is fiber-independent if S(q) = 〈p0, q〉, given p0 ∈ Rn+1, which then becomes the origin in each fiber.
Simple resonance Diophantine condition
A resonance is identified by a minimal integer lattice point k0 ∈ Zn+1 \ {0}. I.e. there is no k ∈ Zn+1, such
that k0 = jk, j = 2, 3, . . . . Then in any lattice basis e0, . . . , en, the components of k0 are relatively prime.
The choice of the basis {ej}j=0,...,n determines a coordinate chart (p, q): take qj ∈ Rej/2piZej , j = 0, . . . , n,
let pj be a momentum canonically conjugate to qj .
Consider a one-dimensional lattice Zk0 and a direct sum decomposition Z
n+1 = Zk0⊕ Zn+1/Zk0. Choose
a lattice basis in the quotient lattice Zn+1/Zk0 and let k1, . . . ,kn ∈ Zn+1 represent it in Zn+1, so {kj}j=0,...,n
is a lattice basis in Zn+1. For a moment, let us call it a direct sum decomposition basis, generated by k0.
One can expand each kj over the “old” basis {ei}i=0,...,n. As in the first equation in (2.1) let us write it as
k = a(e), where a linear operator a is identified with a matrix from SL(n+1,Z). The first row of this matrix
simply gives the coordinates of k0 in the basis {ej}j=0,...,n; the rest of the rows depend on a particular choice
of the basis in the quotient lattice Zn+1/Zk0. Clearly k0 defines a direct sum decomposition basis modulo
SL(n,Z).
Definition 1 A vector ω ∈ Rn+1 is Diophantine modulo k0 with an exponent τ ≥ n−1 and a constant γ > 0
(one writes ω ∈ Wn+1τ,γ (k0)) if 〈k0,ω〉 = 0 and there exists a direct sum decomposition basis {kj}j=0,...,n
generated by k0, such that for all k ∈ Zn+1, represented as k = (k0, . . . , kn) ∈ Zn+1 in this basis, one has
|〈k,ω〉| ≥ γ|k|−τ
0ˆ
, where |k|0ˆ =
n∑
j=1
|kj |. (2.2)
Note that given k ∈ Zn+1 and ω ∈ Rn+1, the “small divisor” 〈k,ω〉 does not depend on the choice of the
lattice basis {ej}j=0,...,n. However, the quantity |k|0ˆ in the right hand side of (2.2) is not SL(n,Z)-invariant
and can attain any positive integer value for a given k.
Definition 1 is rather unwieldy, and in order to describe metric properties of Diophantine vectors one is
forced to fix the lattice basis {ej}j=0,...,n. As the lattice element k0 is considered fixed throughout the paper,
one should naturally render {ej}j=0,...,n and {kj}j=0,...,n the same basis. Then k0 = (1, 0, . . . , 0) and for any
ω such that 〈k0,ω〉 = 0, clearly ω = (0, ω) for some ω ∈ Rn. Given the pair (τ, γ), let us further use the
notation Wnτ,γ for a set of ω ∈ Rn, satisfying a stronger definition than Definition 1:
Wnτ,γ =
{
ω ∈ Rn : ∀ k ∈ Zn \ {0}, |〈k, ω〉| ≥ γ|k|−τ , |k| =
n∑
i=1
|ki|
}
. (2.3)
The above is the standard Kolmogorov Diophantine condition [17]. Some well known metric properties of
the set Wnτ,γ (with a sufficiently small γ, see e.g. [30, 4], also [12] for complementary results) are that it is
non-empty if τ ≥ n− 1, and for τ > n− 1 has a full Lebesgue measure as γ → 0.
2.2 Localization near a simple resonance
For the Hamiltonian (1) given a resonance k0, let p0 ∈ Ω lie on a regular level set H−10 (E) and ω0 = DH0(p0)
satisfy Definition 1. Then one can choose the lattice basis {ej}j=0,...,n with e0 = k0, such that ω0 = (0, ω0),
with ω0 ∈Wnτ,γ , with some τ , which is fixed throughout the paper and γ = γ0. Moreover, the origin for the
action variables can be set at p0, i.e. p0 = (0, . . . , 0). As H is defined modulo a constant, let E = H0(0) = 0.
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This fixes the choice of the action-angle variables (p, q) and denoting p = (y, I) ∈ R × Rn, q = (x, ϕ) ∈
T× Tn, one can write down the following representation for the Hamiltonian (1)2:
H(p, q, ε) = 〈ω0, I〉+ 1
2
〈Q0p,p〉+O3(p) + εH1(p, q, ε), (2.4)
where Q0 is a constant positive definite matrix.
Notation:
N.1. The set of non-negative or positive, integer or real numbers is denoted as Z+ or Z++, R+ or R++,
respectively.
N.2. Bold lowercase symbols usually denote (n + 1)-vector quantities. Uppercase symbols often but not
always denote n-vector quantities. E.g. above p = (y, I), q = (x, ϕ); further g(q) = (g(q), G(q)).
N.3. The symbol notation u(z, ·) = Oα(z; ·), with α ∈ R, implies that lim
z→0
|u(z, ·)|
‖z‖α , where ‖·‖ is the Euclidean
norm, exists and is uniformly bounded from above for the whole range of the variables (·) (which may
be omitted in the notation, as well as α = 1) by some constant C which may depend on (n, τ) and
perhaps other quantities fundamental for the problem, to be specified. C will be “as large as necessary”
and may increase without notice. To suppress C (or C−1) in estimates, the . sign is often used instead
of ≤.
N.4. For real κ, σ > 0 and j ∈ Z++ (j = 1 usually being omitted) let
Bjκ
def
= {z ∈ Cj : ‖z‖ ≤ κ},
Tjσ
def
= {z ∈ Cj : ℜz ∈ Tj , |ℑz| ≤ σ}
be complex extensions of a disk and a torus.
It will always be assumed by default that κ > 1, and it will not enter the estimates. All the analyticity
and non-degeneracy parameters are by default positive, as well as ε. In addition, if δ for instance
denotes the analyticity loss in the variable ϕ ∈ Tnσ , it will be assumed by default that 0 < δ < σ.
N.5. Scalar functions 2pi-periodic in each variable, holomorphic and uniformly bounded inside Tjσ, whose
restrictions on Tj are real-analytic form Banach spacesBσ(T
j), with topology induced by the supremum
norm | · |σ. The space of all Taylor series with coefficients in Bσ(Tj), uniformly convergent inside Bjκ,
with the supremum norm | · |κ,σ is denoted as Bκ,σ(T ∗Tj). Referring to real-analytic functions on
complex domain in the sequel means referring to their holomorphic extensions.
The same notation stands for the supremum norms of vector functions. At places the subscripts in
the norm notation can be omitted. If a function, whose norm is evaluated depends on additional
parameters, omitting these dependencies in the estimates implies their uniformity.
Thus, in the convex real-analytic set-up, there exists a set of parameters {γ0, κ0, σ0, R0,M0, ε0}, with κ0 > 1
and ε0 ≪ 1, such that the Hamiltonian (2.4) satisfies the following.
Model statement:
1. For all ε ∈ [0, ε0], H(p, q, ε) ∈ Bκ0,σ0(T ∗Tn+1) and |H0|κ0 ≤M0, |H1|κ0,σ0 ≤ 1.
2. The frequency ω0 ∈Wnτ,γ0 .
3. The constant matrix Q0 is positive definite, ‖Q−10 ‖ ≤ R−10 .
2If k0 6= (1, 0, . . . , 0) in the given lattice basis and the Hamiltonian H is given in the form (1′), the representation (2.4) can
certainly be achieved by means of a canonical transformation in the form (2.1) combining a symplectic rotation and a shift of
the action origin to p0 [4, 39]. With a specific H and k0 in mind, the adaptation of the parameters in the main estimate (2.19)
in Theorem 1 is straightforward, similar to how it will have embraced the parameter θ in the sequel.
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For a specific Hamiltonian (1′) the analyticity considerations may somehow single out the choice of the
original coordinates (p, q), see e.g. [10]. As a result, the parameters above as well as the bounding constants
may also depend on k0.
2.3 Normal form near a resonance
It is well known that one can come up with a normal form near a resonance [4]. Such a normal form for the
Hamiltonian (2.4) was used as a motivation for the results of [13, 34, 35] among others. Note that the normal
form transformation belongs to the class (2.1) and cannot be iterated in this form.
As κ0 > 1, one can accept M0 and 1 respectively as bounds for several orders of derivatives of H0 and
H1 in p. Assuming R0 < 1, let us get rid of this parameter as far as the quadratic part of H0 is concerned.
Rewrite (2.4) scaling the time and actions by factor
√
ε/R0, i.e. p →
√
ε/R0 p, H →
√
R0/εH , and then
divide the Hamiltonian by
√
εR0 (tantamount to yet another time scaling). Then (2.4) changes to
H(p, q, ε) = 〈ω1, I〉+ 1
2
〈Q1p ,p〉+ ε−1O3(
√
ε/R0p) +H1(
√
ε/R0p, q, ε),
with the notations
ω1 =
ω0√
εR0
, Q1 = R
−1
0 Q0.
The analyticity domain of the scaled Hamiltonian H in the scaled action p is now a complex ball of radius
O(
√
R0/ε). The matrix Q1 is such that its spectrum is contained in [1, C(n)M0/R0].
Decompose the quantity H1(0, q, ε) = H1(0, x, ϕ, ε) into a ϕ-mean U(x, ε) and an oscillatory part:
H1(0, x, ϕ, ε) =
∫
Tn
H1(0, x, ϕ, ε)dϕ +
(
H1(0, x, ϕ, ε)−
∫
Tn
H1(0, x, ϕ, ε)dϕ
)
≡ U(x, ε) + {H1(0, x, ϕ, ε)}.
To get rid of the ϕ-oscillatory term {H1(0, x, ϕ, ε)} consider a canonical transformation Ξν , which is tan-
tamount to the shift p → p + dSν(q, ε). The 1-form dSν is exact and is given by a 2pi-periodic in each
component of q = (x, ϕ) function Sν , satisfying a PDE
Dω1Sν(x, ϕ, ε) = −{H1(0, x, ϕ, ε)},
with the general notation for ω ∈ Rn
Dω
def
= 〈ω,Dϕ〉. (2.5)
Note that x, ε enter the above equation as parameters, in particular Sν is defined modulo a function of x. The
solution of this equation exists in a somewhat larger space than that for the right hand side. The following
result is well known [31].
Proposition 2.3.1 Let ω ∈ Wnτ,γ. For a function v ∈ Bσ(Tn) with zero average on Tn, the solution of the
equation Dωu = v exists in the space Bσ′ (T
n) for any σ′ < σ. If σ − σ′ = δ, ς = γδτ , then
|u|σ′ . ς−1|v|σ, |du|σ′ . (ςδ)−1|v|σ.
Then given ε small enough to ensure that the transformation Ξν be near identity, i.e. |dSν | ≪ 1, suppressing
ε in the notation one gets for Hν ≡ H ◦ Ξν :
Hν(p, q) = 〈ω1, I〉+ 1
2
〈Q1p,p〉+ U(x) + [f1(q) + 〈g1(p, q),p〉], (2.6)
where
|f1|σ1 .M0R−10 |dSν |2σ1 , |g1|σ1 .M0 sup(R−10 |dSν |σ1 ,
√
εR−30 ),
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for some σ1 < σ0, with g1 having absorbed the momentum-super-quadratic term. In view of Proposition
2.3.1 the estimate for |dSν |σ1 is proportional to γ1δτ+10 , where δ0 = σ0 − σ1 is the analyticity loss and the
parameter γ1 = γ0(
√
εR0)
−1 characterizes the “fast” frequency ω1 ∈Wnτ,γ1 in the sense of (2.3).
A characteristic feature of the simple resonance normal form Hν is that its truncation
Hν,t(p, q) = 〈ω1, I〉+ 1
2
〈Q1p,p〉+ U(x) (2.7)
is integrable. The pair (f1, g1) can thus be treated as a perturbation, which requires it to be sufficiently
small in comparison with in particular U(x) = O(1), i.e.
ε .M−20 R0[inf(ς0δ0), R0]
2, (2.8)
with the notation ς0 = γ0δ
τ
0 . The results so far are summarized as follows.
Lemma 2.1 (Normal form lemma) Let p0 ∈ Ω lie on a regular level set of H0 and for some k0 ∈ Zn+1,
let ω0 = DH0(p0) be Diophantine modulo (k0). Suppose, the localization (2.4) of Hamiltonian (1) near p = p0
satisfies the Model statement with the frequency ω0 ∈ Wnτ,γ0 and the set of parameters {γ0, κ0, σ0,M0, ε0}.
For σ1 < σ0, let δ0 = σ0 − σ1, ς0 = γ0δτ0 , and suppose
ε0 . (ς0δ0)
2.
For any ε ∈ (0, ε0), the Hamiltonian (1) can be cast into the normal form (2.6) where:
1. Hν ∈ Bκ1,σ1(T ∗Tn+1), with κ1 = O(R0/
√
ε);
2. The constant matrix Q1 is positive definite, with ‖Q−11 ‖ . 1, ‖Q1‖ .M0/R0;
3. One has
|f1|σ1 . εM0(ς0δ0)−2, |g1|σ1,κ1 .
√
ε(M0/
√
R0)[inf(ς0δ0), R0]
−1. (2.9)
2.4 Localization near separatrix
Let us take a closer look at the truncated normal form (2.7). The second clause of Lemma 2.1 implies that
without loss of generality one can assume
〈Q1p,p〉 = y2 + 2y〈θ, I〉+ 〈ΘI, I〉,
with a constant vector θ ∈ Rn, and a constant positive definite matrix Θ ∈ Rn2 , whose smallest eigenvalue
is at least one (a greater than one coefficient multiplying y2 being favorable). In order to proceed one needs
the following assumption.
Assumption 1 (Perturbation of general position) The function U = U(x, ε) possesses a unique uni-
formly non-degenerate absolute maximum on T for all ε ∈ [0, ε0], with a characteristic exponent λ ∈ R++.
Without loss of generality let the maximizer be x = 0 for each ε (which as far as the above assumption is
concerned is non-essential and will be further omitted in the notation) with U(0) = 0. Assumption 1 then is
tantamount to the claim
U(0) = 0, Ux(0) = 0, Uxx(0) = −λ2, λ−1 = O(1);
∀xc ∈ T \ {0} : Ux(xc) = 0, U(xc) < 0.
(2.10)
For the truncated normal form Hamiltonian (2.7) the action I is an integral of motion. For I = 0 one can
single out a one-dimensional natural integrable system, whose Hamiltonian is y2/2 + U(x). This is a reversible
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Hamiltonian system in T ∗T ∼= R×T. Near a zero energy level, its phase portrait is reminiscent of the classical
pendulum, Fig. 1. There is a saddle (x, y) = (0, 0) connected to itself by a pair of simple non-contractable
curves y = ±
√
−2U(x), forming a single ∞-shaped curve, further referred to as the separatrix.
Let U(x) = λ2U1(x). Conditions (2.10) allow one to define a 4pi-periodic separatrix function ψ(x),
determined in general as well as the constant λ by the pair (k0, H1) and possibly depending on ε:
ψ(x) =
{ −√−2U1(x), x ∈ [−2pi, 0),√
−2U1(x), x ∈ [0, 2pi) (2.11)
(having chosen the branch of the square root where
√
1 = 1). Thus ψ(0) = 0, ψx(0) = 1, ψxx(0) = O(1) and
ψ ◦ l2pi = −ψ, l2pi : x→ x+ 2pi. (2.12)
By (2.10) the function ψ has no other zeroes on the real axis, but even multiples of pi. For instance in the
classical pendulum case U(x) = cosx − 1, ψ(x) = 2 sinx/2. In the general case one can write U1(x) =
(cosx − 1)V (x), with some real-analytic 2pi-periodic function V , which has no zeroes on the real axis and
V (0) = 1. Therefore ψ(x) = 2 sin(x/2)ψ1(x), where the function ψ1 is real-analytic, 2pi-periodic, has no zeroes
on the real axis, and ψ1(0) = 1. Thus the function ψ is real-analytic and has no zeroes in some neighborhood
of the real axis, except even multiples of pi. In particular, this property will be valid for |ℑx| ≤ σ2 ≤ σ1, for
some σ2.
In the full phase space T ∗Tn+1 the separatrix is represented by a Lagrangian manifold
Wt = {(p, q) ∈ Rn+1 × Tn+1 : p = dSt(q) = (λψ(x), 0)}, (2.13)
where the function ψ is viewed as a double-valued function on T, corresponding to an exact double-valued one-
form dSt on T
n+1, given by a ϕ-independent generating function St(x, ϕ) = λ
∫
ψ(x)dx, modulo a constant.
The separatrix forms a coinciding unstable-stable manifold to an invariant torus Tt at x = 0, see Fig. 1.
One can localize (2.6) near the manifold Wt. Let us make a formal change
3 y → y + λψ(x) and denote
Lψ the corresponding canonical transformation, acting as the identity on the pair (I, ϕ). The transformation
L−1ψ acts on the base space variable x ∈ T = R/2piZ as a period doubling map T→ T′, where
T′ = R/4piZ.
The transformation Lψ changes the phase space to T
∗(T′ × Tn) and incurs a topological change on the
separatrix Wt, doubling the point (x, y) = (0, 0) on its projection on the (x, y)-plane, see the following Fig.
1. The manifold Wt now corresponds to the zero section of the bundle T
∗(T′ × Tn), with the identical zero
generating function.
Let Hψ ≡ Hν ◦Hψ , now a 4pi-periodic function of x:
Hψ(p, q) = λψ(x)y + 〈ω1 + λψ(x)θ, I〉 + 1
2
〈Q1p,p〉+ [fψ(q) + 〈gψ(p, q),p〉]. (2.14)
In particular fψ = f1+ψf˜ψ, where the function f˜ψ is determined by g1 in (2.6). At the first glance after the
transformation Lψ the bound for both fψ and gψ will be that for g1 in (2.9). However this is not quite the
case, as one may recall that the generating function Sν of the canonical transformation Ξν in Lemma 2.1 is
defined modulo a function of x. Thus one can combine the two transformations Ξν ◦ Lψ into one with the
generating function Sν + λ
∫
ψ(x)dx, which enables one to improve the above estimates as follows:
|fψ|σ .
√
εM0 sup[
√
ε(ς0δ0)
−2, R−3/20 ],
|gψ|κ,σ .
√
εM0[
√
R0 inf(ς0δ0, R0)]
−1.
(2.15)
3Note that one should not worry here about the analyticity domains, as κ1 in Lemma 2.1 is large enough.
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Remark 2.1: Without loss of generality, λ ≤ 1. As far as the power of the parameter R0 is concerned (the
second entry in the sup and inf above) the estimates depend on whether or not the original unperturbed
Hamiltonian H0 in (1) contains super-quadratic terms.
4
Along with Lψ let us denote L−ψ a canonical transformation, effecting the shift y → y−λψ(x), corresponding
to the “lower” separatrix on the phase portrait of the truncated normal form Hamiltonian, Fig. 1. Studying
the Hamiltonian H−ψ ≡ Hν ◦ L−ψ, further referred to as the sputnik of Hψ in essence adds nothing new,
as L−ψ is tantamount to Lψ followed by a shift l2pi of the x-variable, in view of 2pi-antiperiodicity of the
function ψ(x) and 2pi-periodicity in x of the normal form Hamiltonian Hν . On the other, the sputnik H−ψ
turns out to be a convenient way to describe Hψ on the interval x ∈ [2pi, 4pi). Denoting L2pi a canonical
transformation, corresponding to the extension l2pi : (x, ϕ) → (x + 2pi, ϕ) of the shift l2pi in the base space
(be it Tn+1, T′ × Tn or further R× Tn; also let l−2pi ≡ l−12pi ) one has
L−ψ ◦ L2pi = L2pi ◦ Lψ and H−ψ ◦ L2pi = Hψ,
after applying Hν to the first relation. Using the same symbols L±ψ for the transformations effecting the
change y → y ± λψ(x) on T ∗(T′ × Tn), one also has
Hν = Hψ ◦ L−ψ = H−ψ ◦ Lψ,
and a useful identity follows:
Hψ = Hψ ◦ L2pi ◦ L2ψ = Hψ ◦ L−2ψ ◦ L2pi. (2.16)
For the flow of the Hamiltonian Hψ,t ≡ Hν,t ◦ Lψ on T ∗(T′ × Tn), the invariant manifold Wt contains a
pair of invariant whiskered tori Tu,t and Ts,t such x = 0 on the former torus and x = 2pi on the latter one.
Wt is the unstable manifold for Tu,t and the stable manifold for Ts,t. The two tori can be identified via the
transformation L−1ψ .
The transformation Lψ not only “doubles” the base space but also the separatrix. Indeed, the two
branches thereof in the truncated normal form Hν,t are not only graphs over the base space, but also one
over the other. Thus the tori Tu,t and Ts,t not only possess an unstable/stable manifold respectively, which
is Wt, the zero section of T
∗(T′ × Tn), but also its sputnik
W ′
t
= {(p, q) ∈ Rn+1 × (T′ × Tn) : p = −2dSt(q) = (−2λψ(x), 0)}, (2.17)
which is the stable manifold for Tu,t and the unstable manifold for Ts,t. This fact is in essence reflected by
(2.16); this is the symmetry in the Hamiltonian Hψ which enables one to identify
5 the manifolds Wt and
W ′
t
. On the other hand, W ′
t
is clearly a flow-invariant zero section for the Hamiltonian H−ψ,t = Hν,t ◦L−ψ.
Further a sputnik Hamiltonian will be marked by a prime, e.g. H−ψ = H ′ψ.
Splitting problem
As the perturbation in (2.14) is not identically zero (more precisely the zero order term thereof in the Taylor
expansion in p) the manifold Wt no longer lies inside the energy surface of Hψ (for which it is the zero
section). One can expect the following scenario, Fig. 1.
A perturbation of general position causes the manifold Wt to bifurcate, or split into a pair of distinct
Lagrangian manifolds, denoted as Wu and Ws. If the perturbation is small enough, the two manifolds can
be described as graphs of closed one-forms dSu and dSs. The forms dSu,s are well defined over the cylinders
4The perturbation in (2.6) is evaluated not only at y = 0, but also quite far away from it on the separatrix. The characteristic
size of the separatrix in the original action variables of the Hamiltonian (2.4) is ∆ ∼
√
εR−1
0
, and in order that the super-quadratic
term be considered as a perturbation of the (quadratic in momenta) resonant normal form, one should have ε >> ∆3, thus
ε ≪ R3
0
. It is nevertheless irrelevant apropos of the estimates, regarding the preservation of the invariant torus at x = 0, in
particular because ψ(0) = 0 (one would have to look still closer at the structure of the acquired term f˜ψ to see that).
5By looking locally at the Hamiltonian vector field generated by Hψ , an observer won’t be able to tell whether it is applied
at a point (y, I, x, ϕ) or (y − 2λψ(x), I, x+ 2pi, ϕ). Thus they won’t be able to tell Wt and W ′t as well as Tu,t and Ts,t apart.
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Iu,s × Tn respectively, where Iu = [−2pi + r, 2pi − r], for some r < 1 (characteristic of the quantity ψ) and
Is = l−2pi(Iu). Each manifold Wu,s contains an invariant torus Tu,s, being the unstable manifold for Tu and
the stable one for Ts.
One should be able to identify the tori Tu,s via the transformation L−1ψ . This in particular requires that
both one-forms dSu,s belong to the same cohomology class:
[dSu] = [dSs] = ξ ∈ Rn ∼= H1(Iu,s × Tn,R).
This fact is easy to establish due to the fact that the sputnik manifold W ′
t
will split just the same, to which
there will correspond a pair of closed one-forms dS′u and dS
′
s. It will be easy to see that say dSu and dS
′
u
have the same cohomology class, as they in particular describe the same torus Tu. On the other hand (2.16)
claims a congruency between the graphs of the forms dS′u and dSs.
To measure the distance between the two manifolds Wu and Ws and to study their intersections, one
naturally uses an exact 1-form dS = dSu − dSs, well defined on the union of two disjoint cylinders (Iˆ− ∪
Iˆ+)×Tn where Iˆ− ≡ [−2pi+ r,−r] and Iˆ+ = −Iˆ−. Let β ∈ Z2 ≡ {+,−} be the sign of x, then the notation
dSβ stands for the restriction of dS on Iˆβ × Tn. The values of β = +,− respectively correspond to the
splitting of the “upper” and “lower” separatrices of the truncated normal form Hamiltonian Hν,t, see Fig.
1. The splitting of the sputnik manifold W ′
t
, alias the zero section for H ′ = H−ψ is described by −dS−β, by
(2.16).
The generating function Sβ is real-analytic on Iˆβ×Tn, where it satisfies a linear homogeneous Hamilton-
Jacobi equation, whose coefficients can be made constant via a change of variables. Analyzing the result of
the latter change, one has the following theorem.
Theorem 1 Let p0 ∈ Ω lie on a regular level set of H0 and for some k0 ∈ Zn+1, let ω0 = DH0(p0)
be in Wnτ,γ0(k0), corresponding to a simple resonance torus T 0 with the foliation (2) in terms of x ∈ T.
Suppose the localization (2.4) of Hamiltonian (1) near p = p0 satisfies the Model statement with the frequency
ω0 ∈Wγ0,τ and parameters {κ0, σ0, R0,M0, ε0}. Suppose the perturbation H1 satisfies Assumption 1 with the
characteristic exponent λ and the separatrix function ψ. For σ1 < σ0, let δ0 = σ0 − σ1, ς0 = γ0δτ0 ; suppose
ε0 ≤ (CM0)−2R0[λ2 inf(ς0δ0, R0)]2 ≡ η2, (2.18)
for some large enough C = C(n, τ,k0, σ0, ψ).
For any ε ∈ (0, ε0), continuously if H1(·, ε) is continuous, there exists a pair of analytic Lagrangian
manifolds Wu,s, intersecting at an invariant n-torus T , on which the flow of (1) is conjugate to a rotation
by ω0. Each manifold is locally a graph over T × Tn. Away from T , the distance S between Wu and Ws is
bounded by
|S| ≤ √εη−1
∑
k∈Zn\{0}
exp
(
−|〈k, ρR0
λ
ω0√
ε
+ σ2θ〉| − |k|σ1
)
, (2.19)
where ρ <
pi
2
, σ2 ≤ σ1, and the quantities ρ, σ2, θ are well defined for H. The manifolds Wu and Ws also
intersect along at least 2n+ 2 orbits, biasymptotic to T .
Remark 2.2: In view of the smallness condition (2.18) and the fact that θ .M0 in (2.19), the contribution
of the quantity σ2θ in the estimate (2.19) becomes important for a Diophantine ω0 when |k| ∼ ε−
1
2(τ+1) and
will play an extra role if one attempts to estimate |S| from below [33]. Where exactly the quantities ρ and
σ2 arise is explained further, see in particular (3.7, 3.8) and Fig. 2.
It is possible to simplify (2.14) further by eliminating the constant θ ∈ Rn therein, letting
Ξθ :
{
x = x′,
ϕ = ϕ′ + θx′,
y = y′ − 〈θ, I〉,
I = I ′. (2.20)
11
The base space transformation, corresponding to Ξθ will be denoted as aθ. Unless θ ∈ Qn, the pre-image
of the base space T′ × Tn under the transformation aθ is a bi-infinite cylinder R× Tn. In other words, the
transformation Ξθ almost surely results in the loss of 4pi-periodicity in the “hyperbolic coordinate” x.
If Hθ ≡ Hψ ◦ Ξθ then
Hθ(p, q) = λψ(x)y + 〈ω1, I〉+ 1
2
〈Q2p,p〉+ [fθ(q) + 〈gθ(p, q),p〉], (2.21)
where the matrix Q2 arises from Q1 as a result of Gaussian elimination of off-diagonal elements in the first
row and the first column. So Q2 is non-degenerate with the determinant at least one and the eigenvalue of
largest absolute value being bounded in terms of M0R
−1
0 .
An apparent change of the analyticity domain of Hamiltonian (2.21) as far as the variables ϕ are concerned
is easy to take into account; this will be done in Section 4. For now let us assume that Hθ(·, ϕ) is real-analytic
for ϕ ∈ Tnσ for some σ. The only inevitable analyticity loss so far has been δ0 in the application of Lemma
2.1. The actions p live in a complex ball around the origin, whose radius is “as large as necessary”, provided
(2.8) is satisfied.
It is easy to see that
Ξθ ◦ Lψ = Lψ ◦ Ξθ, Lj2pi ◦ Ξθ = Ξθ ◦ L−j2piθ ◦ Lj2pi,
where for j ∈ Z, Lj2piθ is a canonical transformation, corresponding to the base space diffeomorphism lj2piθ :
(x, ϕ)→ (x, ϕ+ 2pijθ). Then (2.16) gets modified to
Hθ = Hθ ◦ L−j2pi ◦ L2α(j)ψ ◦ Lj2piθ = Hθ ◦ L−2α(j)ψ ◦ L−j2pi ◦ Lj2piθ, (2.22)
where α(j)
def
=
{
0, j even,
1, j odd
is the parity of j. In other words (2.22) reads
Hθ(y, I, x, ϕ) = Hθ(y + 2α(j)λψ(x), I, x − 2pij, ϕ+ 2pijθ)
= Hθ(y − 2α(j)λψ(x − 2pij), I, x− 2pij, ϕ+ 2pijθ).
The manifold Wt is now represented by the zero section of the bundle T
∗(R× Tn), which contains unstable
or stable tori Tj,t for respectively even or odd values of j. All the unstable [stable] tori can be identified with
one another via the transformation Ξ−1θ . In Fig. 1 the tori T0,t, T±,t correspond to j = 0,±1 respectively.
Clearly, as it was the case with Hν , it suffices still suffices knowing Hθ on the interval x ∈ [0, 2pi) only.
The relation (2.22) applied to the truncated Hamiltonian
Hθ,t = λψ(x)y +
y2
2
+ 〈ω1, I〉+ 1
2
〈ΘI, I〉
simply implies that if one writes
λψ(x)y +
y2
2
=
y
2
(2λψ(x) + y),
one sees the sputnik manifold W ′
t
, where y = −2λψ(x). Naturally this manifold is the zero section for the
Hamiltonian H ′θ ≡ H−ψ ◦ Ξθ. This will transform the latter expression to
−λψ(x)y + y
2
2
,
which is tantamount to the shift x → x + 2pi in view of 2pi-antiperiodicity of ψ. Similarly changing y →
−2λψ(x) + y in the perturbation in (2.21) is tantamount to changing x→ x+ 2pi and ϕ→ ϕ− 2piθ.
It is convenient to treat Hθ as a multi-valued real-analytic function on T
∗(T′ × Tn), whose branch is
specified by fixing an even value of j in (2.22) and j = 0 suffices for consideration. The branches differ by the
shift of the angle ϕ by an integer multiple of 4piθ. The splitting problem is well-posed for a chosen branch
of Hθ and the magnitude of splitting is clearly the same on each branch. Technically, first one restricts x to
an interval I0 = Iu. Theorem 2 furnishes a Lagrangian manifold W0 as a graph over I0 × Tn, containing an
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Figure 1: Splitting scenario
invariant torus T0 near x = 0, for which it is the unstable manifold. W0 is described by a generating function
S0. Theorem 2 also results in the stable sputnik manifold W
′
0 of the torus T0, described by a generating
function S′0, such that one-forms dS0 and dS
′
0 belong to the same cohomology class ξ = [dS0].
Then x is restricted to an interval I− = Is and one gets the Lagrangian manifold W− as a graph over
I−×Tn containing an invariant torus T− near x = −2pi, described by the generating function S−. By (2.22)
S− = S′0 ◦ l2pi ◦ l−2piθ. Moreover starting from the pair (S0, S−) (corresponding to j = 0,−1) using (2.22) one
can define pairs of manifolds (Wj ,W
′
j) for all j, containing invariant tori Tj (Wj or W ′j being respectively
unstable or stable manifolds for even or odd values of j respectively) as graphs over l2pij(I0) × Tn, with
generating functions Sj = Sj−2◦l−4pi◦l4piθ, all characterized by the same ξ. In particular, S+ = S−◦l−4pi◦l4piθ
corresponds to j = 1.
All the manifolds Wj for even or odd j are identified respectively with Wu or Ws via the transformation
Ξ−1θ , it suffices to introduce the splitting function in the same way as it was described above, identifying
β = ± with j = ±1 respectively. With the same notation one has Sβ = S0 − Sβ , well defined on Iβ × Tn.
This completes the construction of the normal form, and calls for a structural stability theory for Hamiltonians
likeHθ, which underlies the proof of Theorem 1. Another goal is to make this theory amenable to the presence
of the sputnik symmetry, in order to be able to conclude that ξ = [dSj ], ∀j. Both issues are studied at length
in the next section.
3 KAM theory on semi-infinite bi-cylinders over tori
As the forthcoming theory is self-contained, the notation in this section may be occasionally different from the
preceding sections. E.g. the function ψ(x) is introduced axiomatically, rather than by (2.11). For structural
stability no symmetry properties of ψ are required, which on the other hand are essential for the splitting
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problem. The details of the set-up arising in connection with the 2pi-antiperiodicity of ψ are not addressed
until Section 4.
3.1 Energy-time coordinates
Time-map
Consider a real-analytic function ψ(x) for x in a closed real interval I, for definity containing the points ±pi
in the interior. Suppose ψ(0) = 0, ψx(0) = 1, ψ(x) 6= 0 on I \ {0} and is uniformly bounded with its first
two derivatives. Then ψ(x) allows a holomorphic extension into some closed rectangular domain D ⊆ C,
symmetric with respect to the real axis and containing I together with a ball Br at the origin for some r,
such that ψ and its first two derivatives are bounded inside D and apart from that |ψ(x)| ≥ r/2 in D \ Br.
The pair (ψ,D) is regarded as fixed.
For x ∈ D \ {0} consider a map s from D into a Riemannian surface S of the logarithmic type and its
inverse x as follows:
s : x→
∫ x
pi
dζ
ψ(ζ)
, x = s−1, (3.1)
as well as
χ : S → D, χ = ψ ◦ x. (3.2)
The maps x, χ can be represented by homonymous functions of a complex variable s ∈ C, which are 2ipi-
periodic and well defined in a family of semi-infinite strips about the rays ℜs ∈ (−∞, T ], ℑs = pij, j ∈ Z for
some T , see Fig. 2. They are real-valued on the above rays and vanish exponentially as ℜs→ −∞. Without
loss of generality T > 1.
Let us further consider only such values of the parameters r, T that 0 < rψ < r < 2rψ < 1, 1 < Tψ < T <
2Tψ, for some fixed pair (rψ , Tψ) defined in terms of (ψ,D) and such that B2rψ ⊂ D and Tψ > −2 log rψ . The
functions x(s), χ(s) are holomorphic in the half-plane ℜs ≤ −2Tψ. Further estimates will ignore constants
depending on the pair (ψ,D) as well as constants n, τ in the Diophantine condition (2.3) by using the .,&
and ≍ symbols in an obvious way.
For ρ > 0 and s ∈ C let
ΛT ,ρ = {ℜs ≤ T, |ℑs| ≤ ρ} ∪ {ℜs ≤ −2Tψ} ∪ {ℜs ≤ T, |ℑs− pi| ≤ ρ},
Λ−T ,ρ = −ΛT,ρ, ΛˆT ,ρ = ΛT ,ρ ∩ Λ−T ,ρ
(3.3)
be further referred to as complex bi-strips. Their projections on the union of the real axis and the line ℑs = pi
will be denoted by omission of the index ρ. The index T may also be omitted in qualitative argument. On
the other hand, Λ∞ stands for a pair of lines R ∪ R + i (the + or − sign henceforth having a priority over
∪,∩). The difference between the case of a finite T and T = ∞ will be emphasized. Also define a bounded
one-strip (rectangle)
ΠT ,ρ = {s ∈ C : |ℜs| ≤ T, |ℑs| ≤ ρ}, (3.4)
with the same index drop rules. Clearly ΛˆT ,ρ = ΠT ,ρ ∪ ΠT ,ρ + ipi.
For any real-analytic function u˜ on D, the composition u = u˜ ◦ s returns real values for ℑs = 0, pi, let’s
coin the term “bi-real-analytic” for that. With the above notations for the domains, the functions x(s), χ(s)
will be referred to as bi-real-analytic for s ∈ ΛT,ρ, for some (T, ρ). For a function ψ, given by (2.11) one will
naturally have ρ < pi2 in Section 4.
Suppose s ∈ Λ and h is a canonically conjugate momentum to x. Consider a canonical transformation Ξs
from T ∗Λ into T ∗I as follows
Ξs :
{
x = x(s),
y = hχ(s) .
(3.5)
where the maps x, χ have been defined by (3.1, 3.2).
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Let us extend the maps s, x to maps s,x between Λ × Tn and I × Tn acting as the identity on ϕ ∈ Tn,
in accordance with the general convention of using bold symbols referring to the whole base space. Extend
accordingly the transformation Ξs to Ξs, incorporating the pair (I, ϕ) ∈ T ∗Tn. Let
CT = ΛT × Tn, C−T = Λ−T × Tn, CˆT = CT ∩ C−T (3.6)
be referred to as bi-cylinders over tori, further just “bi-cylinders”. In particular, C∞ = Λ∞ × Tn. In this
section only semi-infinite bi-cylinders CT will be dealt with. Bi-infinite and bounded bi-cylinders C∞ and
CˆT will come into play in Section 4. In qualitative argument, the index T , if finite (unlike T = ∞) is often
omitted further.
Analyticity domains
Let us describe more precisely the analyticity domains for the map s in order to further define the necessary
function spaces on them. Technical difficulties will arise from the fact that the bi-cylinders CT , C∞ are not
compact. E.g. a “near-identity” transformation a of Alexandroff compactification of CT should not necessarily
preserve {s = −∞}, i.e. the differential da may be unbounded. Similarly a Hamiltonian of general position
on T ∗C may be unbounded as s → −∞, unless the momentum h = 0. The reason is clearly because ds(0)
does not exist. In a series of papers [7, 14, 15], etc. these difficulties were overcome via improper integration
techniques.
Analyticity domains of functions involved will be characterized by positive parameter vectors p as follows.
Let p = (r, T, ρ, σ) ∈ R4++. Introduce partial order p′ = (r′, T ′, ρ′, σ′) ≤ p if r′ ≤ r, T ′ ≤ T, ρ′ ≤ ρ, σ′ ≤ σ.
If p′ ≤ p and |p− p′| ≡ inf(r − r′, T − T ′, ρ− ρ′, σ − σ′) > 0, write p′ < p. Addition of parameter vectors, as
well as multiplication by positive real numbers is defined component-wise, as well as the difference p− p′ for
p′ < p. For ∆ ∈ R++, ∆ < |p| the notation p′ = p − ∆ means subtracting ∆ component-wise. In the sequel
the components and dimension of the parameter vectors p may vary; p can incorporate T =∞.
Given T such that both points x : ℜs(x) = T (of opposite signs) are in the interior of I, one may want to
be able to describe the widest complex strip ΛT,ρ for some ρ such that the image x(ΛT,ρ) be contained in D.
This can be done as follows, see Fig. 2.
Re x T
ρ
pi
−pi
0
Im
Re
s
s
−
−pi pi
Im x
D
Re s  (x)=T
Im ρs  (x)=
x
0P
pi
P0 I
σ2
Figure 2: The map x. The figure illustrates how the quantities ρ, σ2 can be determined (3.7) relative to the
pair (ψ,D). The shaded region on the left, including the circle around the origin is the domain Ir,T,ρ (3.9).
Let the level set ℜs(x) = T for x ∈ D intersect the real axis transversely at a pair of points P0 ∈ (pi,∞)
and Ppi ∈ (−∞, 0). Let γ0,T be a connected component of the above level set containing the former point
and γpi,T - containing the latter point (the two γ’s may coincide). The points P0, Ppi are connected to the
origin by the level curves ℑs(x) = 0, pi respectively. Let Pζ ∈ γ0,T or γpi,T : ℑs(Pζ) = ζ. For the level set
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ℑs(x) = ζ, x ∈ D, let γ∗ζ be the connected component, whose closure contains the origin. Let
ρ+ = sup{ζ : 0 < ζ ≤ pi, Pζ ∈ γ∗ζ , P−ζ ∈ γ∗−ζ},
ρ− = sup{ζ : 0 < ζ ≤ pi, Ppi+ζ ∈ γ∗pi+ζ , Ppi−ζ ∈ γ∗pi−ζ},
ρ = inf(ρ−, ρ+).
(3.7)
In other words, the quantity ρ simply shows for how long the points P0,pi can be moved along the connected
components of the level curves ℜs = T , to which they belong, so that the whole segment of the level curve of
ℑs(x), connecting them to the origin remains contained in D. Either ρ ∈ (0, pi/2] or ρ = pi, which corresponds
to the case when ℜs = T is a simple closed curve contained in D, which together with its interior forms the
image of the half-plane ℜs ≤ T in D. If ρ < pi2 (the only case of interest for the splitting problem) the equality
|ℑs(x)| = ρ or |ℑs(x) − pi| = ρ can be achieved on four different level curve segments γ∗ζ , where ζ = ±ρ or
ζ − pi = ±ρ in Fig. 2. Marking these curve segments simply as γ∗j , j = 1, 2, 3, 4, define
σ2 = inf
j=1,2,3,4
sup
x∈γ∗
j
|ℑx|. (3.8)
In essence, these are the parameters ρ, σ2 entering the main estimate (2.19) of Theorem 1; the quantity σ2
will not reappear until the end of Section 4. If one is willing to go into more detail, one should consider the
above quantities as four-vectors to account for each γ∗j .
For p = (r, T, ρ) denote
Ip = Br ∪ x(Λρ,T ). (3.9)
For complex extensions of the bi-cylinders defined by (3.6) introduce the notations
CT ,ρ,σ = ΛT ,ρ × Tnσ, (3.10)
as well as C−T ,ρ,σ, C∞,ρ,σ, CˆT ,ρ,σ analogous to (3.3, 3.6).
Function spaces
Defined below are the necessary spaces of bi-real-analytic functions on the bi-cylinders C as well as their
maps. This is done simply via the composition of real-analytic functions on or diffeomorphisms of I × Tn
with the bi-real-analytic map x. One needs the following formalism in order to proceed toward an implicit
function theorem for structural stability of vector fields or Hamiltonians on C or T ∗C to be further used for
exponentially small splitting estimates. However, the theorem in question is interesting in its own right as a
“non-compact” version of KAM theory.
Let Bj(D), j ∈ Z+, be spaces of functions real-analytic and uniformly bounded in D, whose Taylor series at
x = 0 starts at order j; j = 0 will be further omitted. With topology induced by the supremum norm, Bj(D)
are Banach spaces. Any u ∈ Bj(D) can be represented as u(x) = xjv(x), where v ∈ B(D), or alternatively
as u(x) = ψj(x)w(x), where w ∈ B(D). One can take the supremum of |v| or |w| for an equivalent norm of
u, the comparison constants depending on the pair (ψ,D) only. For p = (r, T, ρ) define the spaces Bj(Ip) in
the same way as Bj(D). As Ip ⊆ D, clearly Bj(D) ⊆ Bj(Ip) ⊂ Bj(Ip′) for p′ < p. For coherence with the
forthcoming notation, let us write Bjp(I) instead of Bj(Ip).
If a function u ∈ Bjp(I) has an extra analytic dependence in ϕ ∈ Tnσ, 2pi-periodic in each component of
ϕ, one adds an extra component σ in the above parameter vector p and writes u ∈ Bjp(I ×Tn), u = u(x, ϕ).
Define the set Bjp(C) of all holomorphic functions u on CT,ρ,σ, such that u = u˜ ◦ x for some u˜ ∈ Bjp(I ×Tn).
E.g. consider a graph y = DxS˜(x) of a one-form in the variables (y, x) ∈ T ∗I. If S(s) = S˜[x(s)], then the
corresponding graph in the variables (h, s) obtained via (3.5) is h = dS(s), so y = χ−1(s)dS(s) = O(1). I.e.
a ϕ-independent one-form dS(s) over C vanishes exponentially as s→ −∞.
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p(C) is a closed subspace in the Banach space of all bounded holomorphic functions on CT,ρ,σ and thus
a Banach space itself, with the supremum norm | · |p. Note that if u ∈ Bjp(C), then the function u[s(x), ϕ]
allows analytic continuation into the neighborhood Br of x = 0, vanishing at x = 0 to the jth order. This
can be taken for an independent definition of the spaces Bjp(C). Moreover, if u(s, ϕ) ∈ Bjp(C), a multiplier
χj(s) can be factored out, i.e.
u(s, ϕ) = χj(s)v(s, ϕ), v ∈ Bp(C), |v|p ≍ |u|p. (3.11)
Section 4 will deal with bi-real-analytic functions on bi-infinite and bounded bi-cylinders. To this effect, if
u ∈ Br,T,ρ,σ allows a uniformly bounded analytic continuation as T → ∞, then write u ∈ Br,∞,ρ,σ(C) or
u ∈ Br,ρ,σ(C∞).
Besides BT ,ρ,σ(Cˆ) stands for the space of bi-real-analytic functions u(s, ϕ), which are 2pi-periodic in each
component of ϕ and uniformly bounded in the bounded bi-cylinder CˆT ,ρ,σ. Also let BT ,ρ,σ(Π × Tn) be the
space of real-analytic functions u(s, ϕ), which are 2pi-periodic in each component of ϕ and uniformly bounded
in the bounded one-cylinder ΠT ,ρ × Tnσ, defined by (3.4). Clearly BT ,ρ,σ(Cˆ) = [BT ,ρ,σ(Π × Tn)]2. With the
supremum-norm | · |p, each of the above spaces is a Banach space. Component-wise supremum norm | · |p or
the equivalent Euclidean norm ‖ · ‖p will be used for vector functions.
For any u ∈ Bp(C), there exists a unique decomposition
u(s, ϕ) = u0(ϕ) + u1(s, ϕ), where u0 ∈ Bσ(Tn), u1 ∈ B1p(C). (3.12)
Using it, define the average 〈u〉 “at infinity” as
〈u〉 def=
∫
Tn
u0(ϕ)dϕ. (3.13)
For u ∈ Bp(C), its component u1 satisfies an obvious exponential estimate6 in Cp:
|u1(s, ϕ)| . es|u1|p.
Let us further describe the maps of the bi-cylinder C induced by real-analytic diffeomorphisms of I ×Tn after
a change x = x(s). Given p = (r, T, ρ, σ), a sufficiently small ∆ ∈ R++ and p′ = p− ∆, let
a˜ = id+ b˜ : q → q + b˜(q), q = (x, ϕ) ∈ D × Tnσ, b˜ = (b˜, B˜) ∈ [Bp(I × Tn)]n+1, |b˜|p . ∆ (3.14)
be a smooth map of Ir′,T ′,ρ′ × Tnσ′ into Ir,T,ρ × Tnσ , well defined for a small enough constant in the above
estimate for |b˜|p. It will always be assumed that ∆ < ∆ψ, where the latter is “small enough” in terms of
the pair (ψ,D). The natural norm for b˜ is the C1-norm in Bp′(I × Tn), which is easy to estimate knowing
the C0-norm on some intermediate space Bp′′(I × Tn) with p′ < p′′ ≤ p. Details regarding intermediate
parameter values will be mostly bypassed.
Let Dp,∆(I × Tn) be the set of all such diffeomorphisms and define Dp,∆(C) as the set of all maps
a : Cp′ → Cp, ∃a˜ ∈ Dp,∆(I × Tn) : a = s ◦ a˜ ◦ x. (3.15)
The analyticity indices can be dropped in the qualitative argument. For a˜ one can come up with a unique
representation a˜ = a˜1 ◦ a˜0, where a˜0 : x→ x+ b0(ϕ) acts on ϕ as the identity, while a˜1 = id+ b˜ preserves
x = 0, i.e. b˜ = (b˜, B˜) ∈ B1p(I×Tn)× [Bp(I×Tn)]n. Then a = a1◦a0, where the transformation a1 preserves
{s = −∞}. Naturally one can write a1 = id + b, where b = (b, B) ∈ [Bp(C)]n+1. Indeed for the change
ϕ→ ϕ+ B˜(x, ϕ) all one has to do is to define B(s, ϕ) ≡ B˜[x(s), ϕ]. As far as the variable s is concerned, the
6Clearly not any real-analytic function of s vanishing at infinity at an exponential rate will be a member of one of the above
spaces. E.g. for u(s) = ses, the function u˜ = u[s(x)] is not analytic at x = 0.
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change of the x-variable corresponding to a˜1 can be written as x→ x+ b˜(x, ϕ) for b˜ ∈ B1p(I × Tn), i.e. one
can write b˜ = ψ(x)v(x, ϕ), with v ∈ Bp(I × Tn). Thus given x = x(s) one gets
s→ s+
∫ x+ψ(x)v(x,ϕ)
x
dζ
ψ(ζ)
= s+
∞∑
j=0
[ψ(x)v(x, ϕ)]j+1
Djx
(j + 1)!
1
ψ(x)
≡ s+ b(s, ϕ),
for some b ∈ Bp(C), with the norm |b|p ≍ |v|p . |b˜|p. In particular the change of s under a1 is asymptotically
an identity as s→ −∞. The above expression can be viewed as a C1 functional from B1p(I ×Tn) into Bp(C),
mapping zero into zero and whose differential is bounded away from zero in some neighborhood of zero.
Then by the inverse function theorem any function b ∈ Bp(C) with |b|p . ∆ψ generates a diffeomorphism
x→ x[s+ b(s, ϕ)] ≡ x+ b˜(x, ϕ), with b˜ ∈ B1p(I × Tn).
For the transformation a0 it’s easy to see that writing
s → a0(s, ϕ) = a0[s, b0(ϕ)] =
∫ x(s)+b0(ϕ)
pi
dζ
ψ(ζ)
is as far as one can get, as the series expansion analogous to the preceding formula will not converge uniformly
in s for ℜs ≤ −2Tψ, i.e near x = 0.
Remark 3.1: Unless b0 ≡ 0, the quantity a0[s, b0(ϕ)] is neither real-valued, nor continuous for real s ≤ −2Tψ.
Continuity can be achieved by extending it to {s = −∞}, then the defining component a0 or a0 maps
{ℜs ≤ −2Tψ, ℑs = 0, pi} ∪ {s = −∞} into {ℜs ≤ −Tψ, ℑs = 0, pi} ∪ {s = −∞} and the differential
da0 = ds ◦ da˜0 ◦ dx is unbounded. Further calculations will use the expressions
da−10 =
[
ψ[s(x)+b0(ϕ)]
χ(s) − db0(ϕ)χ(s)
0 idn
]
, ψ[s(x)+b0(ϕ)] = χ(s)+[1+χ(s)η1(s)]b0(ϕ)+η2[s, b0(ϕ)]b
2
0(ϕ), (3.16)
where the quantities η1, η2 viewed as functions of (s, ϕ) are in Bp(C) by the assumptions on ψ.
As one is interested in the coordinate changes a ∈ Dp,∆(C) only as far as their action on functions from
Bp(C) is concerned, they are naturally represented by an element bˆ = (b0, b) of Bσ(Tn) × [Bp(C)]n+1 ≡
B
(0,1)
p (C), with the product topology and vector supremum norm | · |p, the origin corresponding to the
identity transformation.
Then if u ∈ Bp(C) and |bˆ|p . ∆, u′ = u ◦a(bˆ) ∈ Bp′(C) with p′ = p−∆. Moreover with p′′ = p− 12∆ one
can write
|u− u ◦ a|p′ . |du|p′′ |bˆ|p′ . 1
∆
|u|p |bˆ|p′ , (3.17)
by the Cauchy inequality.
Apart from a = a1 ◦ a0, the general form for the transformation a can be also taken as
a(bˆ) = a0(b0) + b :
{
s → a0[s, b0(ϕ)] + b(s, ϕ),
ϕ → ϕ + B(s, ϕ). (3.18)
In order to deal with functions of s, which are unbounded at infinity, let us introduce a function space
B−p (C) ∼= Bσ(Tn)×Bp(C) as follows, see (3.16):
u(s, ϕ) ∈ B−p (C) iff u(s, ϕ) =
v(s, ϕ)
χ(s)
, v(s, ϕ) ∈ Bp(C).
The norm on B−p (C) is simply |v|p. Since one can write in the spirit of (3.12) v(s, ϕ) = v0(ϕ) + χ(s)v1(s, ϕ),
with v1 ∈ Bp(C), then
u(s, ϕ) =
v0(ϕ)
χ(s)
+ v1(s, ϕ),
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and sup(|v0|σ, |v1|p) can be taken for the norm |u|p as well. Also let B(−,1)p (C) ≡ B−p (C) × [Bp(C)]n. An
element of this space describes a bi-real-analytic vector field on the bi-cylinder C. Clearly B(−,1)p (C) ∼=
B
(0,1)
p (C), the elements of the latter space representing the maps of C. If g ∈ B(−,1)p (C) is a vector field and
a ∈ Dp,∆(C) then g ◦ a is not in B(−,1)p′ (C), however. Indeed, as the result of the transformation a0 the
quantity v0(ϕ)χ(s) in the first component changes to
v0(ϕ)
ψ[x(s) + b0(ϕ)]
which can blow up for a finite s. However
da−1g ◦ a corresponding to the “new” vector field does belong to B(−,1)p′ (C), see (3.16). Also, a simple
calculation shows that in order to estimate the norm for partial derivatives of a function u ∈ B−p (C) one can
still use the Cauchy formula |du|p′ . ∆−1|u|p.
As far as Hamiltonian functions on T ∗C are concerned, consider the Banach space Bκ,p[T ∗(I × Tn)] (with
the sup-norm) of bounded real-analytic Hamiltonian functions on T ∗(I × Tn), given by Taylor series with
coefficients in Bp(I × Tn), uniformly convergent for the momenta p˜ = (y, I) inside Bn+1κ , κ > 1. Define the
space Bκ,p(T
∗C) of Hamiltonians on T ∗C as the subset of holomorphic functions on T ∗C, such that
H ∈ Bκ,p(T ∗C) iff ∃ H˜ ∈ Bκ,p[T ∗(I × Tn)] : H = H˜ ◦ Ξs.
Thus the members of Bκ,p(T
∗C) are given by power series in ( hχ(s) , I), with coefficients in Bp(C).
The final remarks on the notation are that sometimes, if it is clear to which of the above spaces a function
u belongs, the norm of u may be referred to simply as |u| rather than |u|p. If u ∈ Bp(C) and has bounded
partial derivatives, the notation |u|1,p will stand for the C1-norm. The notation |u|∞ will stand for the
supremum norm of u, restricted to the real values of all its variables, except s which is either real or ℑs = pi.
Conjugacy problem
In the formal framework developed above one can set up a conjugacy problem for a class of bi-real-analytic
perturbations of a constant vector field
x0 = λ
∂
∂s
+ 〈ω, ∂
∂ϕ
〉 (3.19)
on the semi-infinite bi-cylinder C, with λ ∈ R++ and a Diophantine ω ∈ Wnτ,γ . In the same way as (2.20),
the unperturbed vector field can be taken slightly more general, i.e.
xθ = λ
∂
∂s
+ 〈ω + θ(s), ∂
∂ϕ
〉,
with an angle-independent n-vector function θ(s), whose each component is a member of the space B1p(C).
This case is reducible to (3.19) after a change
s = s′, ϕ = ϕ′ + λ−1
∫ 0
−∞
θ(s+ t)dt.
The question of structural stability of the vector field x0 under the group D(C) of bi-real-analytic maps
of C is roughly as follows: given a vector field x = x0 + g, where g ∈ B−p (C) (with the parameter vector p =
(r, T, ρ, σ)) and |g|p is small enough, does there exist a coordinate change a ∈ Dp,∆(C), i.e. a(bˆ) = a0(b0)+b
with a0 = (a0, id) and bˆ = (b0, b) ∈ B(0,1)p′ (C), p′ = p− ∆, such that
da−1x ◦ a = x0? (3.20)
The general answer to this question is no, as it is for the torus, for one can take x = x0 + ξ, with a constant
ξ ∈ Rn+1 (x0 being further identified with a constant vector (λ, ω) ∈ Rn+1). Note that within the map
class Dp,∆(C), the answer is no even if only the “longitudinal” component of the vector ξ is nonzero, as the
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scalings of the variable s are outside this class. Hence, conjugacy should be sought modulo ξ ∈ Rn+1, asking
for a pair (a(bˆ), ξ), such that
da−1(x0 + g + ξ) ◦ a = x0. (3.21)
The problem can be relatively easily shown to satisfy the input of an implicit function theorem of Nash-Moser
type, following the papers of Zehnder [40], [41], who made further generalizations in the abstract set-up to
embrace the KAM theory with its small divisors. One essential modification is that here one should deal
with the differential operator
Dλ,ω
def
= λDs + 〈ω,Dϕ〉 = λDs +Dω, (3.22)
rather than just Dω, defined by (2.5). Auxiliary results apropos of solvability of linear PDEs involving the
operator Dλ,ω in the set-up of various function spaces introduced earlier are presented in Appendix A.
However, estimates resulting from an application of the abstract theorem are unsatisfactory for the analysis
of the normal form near a simple resonance (2.6) with its hierarchy of orders of magnitude and parameter
dependencies. With extra scruple one can benefit by quasi-linearity of underlying equations, intermittent use
of C1 and C0 estimates, similarly to the classical KAM case [31]. This is done in Section 3.2, resulting in
particular in Corollary 2.2.
Application to Hθ
Let the function ψ be given by (2.11). Then the domain D can be taken as a closed rectangle of some
semi-width, bounded from above by σ1, symmetric with respect to the interval I0 = [−2pi + r, 2pi − r] of the
real axis for some r < inf(σ1, 1). The pair (ψ,D) as well as the parameter bounds rψ, Tψ,∆ψ are well defined,
in particular one can ensure Tψ > 1, because the mean value of ψ over T
′ is zero. Then given T ∈ (Tψ, 2Tψ)
one can use (3.7-3.9) see Fig. 2, to determine the constants ρ and σ2 as well as the domain Ip.
The application of the transformation Ξs to the Hamiltonian (2.21), whose x-variable is restricted on Ip
with the notation (p; q) = (h, I; s, ϕ) results in the “new” Hamiltonian Hs = Hθ ◦Ξs ∈ Bκ,p(T ∗C) as follows:
Hs(p, q) = λh+ 〈ω1, I〉+ 〈Q2p˜, p˜〉 + fθ[x(q)] + 〈gθ(p˜,x(q)), p˜〉
≡ Hλ,t(p, q) + Vt(p, q),
(3.23)
where p˜ = ( hχ(s) , I) = (y, I), and the function χ(s) is defined by (2.11, 3.2). Or, including the momentum-
dependent part of gθ into the “unperturbed” Hamiltonian:
Hs(p, q) = λh+ 〈ω1, I〉+O2(p˜; q) + [f(q) + 〈g(q),p〉]
≡ Hλ(p, q) + V (p, q),
(3.24)
where f(s, ϕ) = fθ(x(s), ϕ), g(s, ϕ) = diag(χ
−1(s), idn) gθ(0;x(s), ϕ). Namely g ∈ B(−,1)p (C) and the differ-
ence between V and Vt is that the latter may contain super-linear terms in p. For the sputnik Hamiltonian
H ′s ≡ H ′θ ◦ Ξs ∈ Bκ,p(T ∗C) one gets
H ′s = Hs ◦ L−2χ , with Lχ ≡ Lψ ◦ Ξs, Lχ : (h, I, s, ϕ)→ (h+ λχ2(s), I, s, ϕ). (3.25)
Then similarly to the two previous formulas
H ′s(p, q) = H−λ,t(p, q) + V
′
t
(p, q)
= −λh+ 〈ω1, I〉+O′2(p˜; q) + [f ′(q) + 〈g′(q),p〉],
(3.26)
i.e H−λ,t is the same as Hλ,t, but for the sign of the first term and V ′t = Vt ◦ L−2χ , whereupon the terms
f ′ ∈ Bp(C) and g′ ∈ B(−,1)p (C) correspond to the zero and first order terms of the Taylor expansion in p˜; the
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rest of the expansion is absorbed by the term O′2(p˜; q). Just the same, V
′ will denote the expression in the
square brackets in (3.26) above.
By Lemma 2.1 one can take the radius κ of convergence of both Taylor series in p˜ as large as necessary,
for instance κ > 2 and for all p˜ ∈ Bκ assume that uniformly over the (complexified) base space, the absolute
value of each eigenvalue of D2p˜p˜Hs and D
2
p˜p˜H
′
s is uniformly bounded from below by 1/2 and from above by
a constant times M0R
−1
0 .
3.2 Hyperbolic KAM theorem
This section develops a KAM-type approach to Hamiltonian systems in T ∗(C), such as the transformed simple
resonance Hamiltonian (3.24). The section contains the statement of Theorem 2, the principal part of its
proof and a number of corollaries, one of each is the solution to the conjugacy problem (3.21). Yet the
prototype of Theorem 2 can be found in [34] the theory exposed below is quite different in flavor, as it avoids
compactification of the base space and elucidates the connection with other methods of study of manifolds
asymptotic to invariant tori, developed for instance in [7], [13], [37], [9]. The theorem contains significant
technical improvements, allowing for a supposedly optimal parameter dependence, necessary in order to make
the theory applicable to a generic simple resonance normal form and for the purpose of studying the lower
bounds for exponentially small splitting [10], [33].
Theorem 2 per se represents an alternative to the traditional approach to whiskered tori, largely due to
Graff [16]. The present approach appears to be more natural for describing the whiskers as semi-infinite
cylinders over tori globally7, as it yields their representation via generating functions, solving the Hamilton-
Jacobi equation in the setting of the Banach space families, introduced earlier. This representation with an
extra sputnik property is ideally suited for describing the splitting problem in Section 4. In addition, it can
serve as an initial set-up for the variational construction of orbits, shadowing the whiskers’ intersections [5].
Theorem 2 applied to the Hamiltonian (3.24) implies structural stability of its principal part, when the
momentum-subquadratic part of the perturbation (f, g) is small. In case it is zero, the zero section of
the bundle T ∗C is an invariant Lagrangian manifold. Under the perturbation, this manifold persists as a
graph of a closed one-form dS over C. Throughout the proof, a rapidly vanishing sequence of generating
functions {Sj}j∈Z+ is constructed, starting from S0 ≡ 0, such that the graph of the one-form d
∑N
j=0 Sj
approximates the Lagrangian manifold in question with increasing accuracy as N →∞. The manifold itself
is then described by the generating function S =
∑∞
j=0 Sj. In order to obtain the sequence {Sj}, a KAM
type iterative procedure is developed. A single step of it is described by the Iterative lemma. Namely, for
j ∈ Z++ one constructs an “affine” canonical transformation on T ∗(C), i.e.
Ψj = Ψj(aj , Sj) :
{
qj−1 = aj(qj),
pj−1 =
t(daj)
−1
pj + dSj ,
(3.27)
with (p0, q0) ≡ (p, q).
A closed one-form dSj is given by the generating function Sj(q) = Sj(s, ϕ) = 〈ξj , ϕ〉 + Sˆj(s, ϕ), where
ξj ∈ Rn is the H1(C,R) cohomology class representative for dSj , and the function Sˆj(s, ϕ) is a zero-form
on C, i.e. is 2pi-periodic in each component of ϕ. A single pair (aj , Sˆj) ∈ Dpj−1,∆j (C) × Bpj (C), where
p′ < pj′ < pj < p0 ≡ p = (r, T, ρ, σ), the initial set of analyticity parameters, ∆j = |pj−1 − pj| for 1 ≤ j < j′,
and limj→∞ pj = p′, component-wise. The function Sˆj is chosen in order to eliminate to the leading order a
momentum-independent term f in the perturbation. The transformation aj is an approximate (first order)
solution the conjugacy problem (3.21). Its existence is ensured by the specific choice of the quantity ξj . Upon
7Graff’s theorems apply to partially hyperbolic tori of all dimensions ≤ n, but are in essence local near a hyperbolic
equilibrium, where the whiskers, being very “short” cylinders over tori, can be naturally described by naive generating functions.
The present theory takes advantage of the fact that in the simple “one-hyperbolic” case discussed, the truncated normal form
Hamiltonian (2.7) is integrable and the generating function St (2.13) is defined globally over a “long” cylinder; this necessitates
a considerably different analysis. The present approach seems to be extendable to the case of lower-dimensional tori, despite in
the latter case one certainly cannot hope to have a simplistic global description for the whiskers. Nevertheless, one may try to
consider only narrow strips thereof in tubular neighborhoods of transverse homoclinic orbits, generically existing in the phase
space of the non-integrable “hyperbolic” sub-system, corresponding to the truncated normal form if one lets dimx > 1 in (2.7).
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application of the transformation Ψj, the principal part of the Hamiltonian (modulo a constant) picks up a
term equal to a small constant times h, thus slightly changing the value of λ.
As j → ∞, the Hamiltonian vector field in question, restricted to the manifold p = dS thus becomes
conjugate to (3.19) (with a slightly changed value of λ) via a canonical transformation Ψ = Ξ1 ◦ Ξ2 ◦ . . ..
Note that the classical Kolmogorov’s theorem [17] allows a similar geometric interpretation [41] with the base
space, of course being a torus, rather than a bi-cylinder.
Set-up and statements of Theorem 2 and Iterative lemma
The unperturbed Hamiltonian in (3.24) belongs to a certain class. Fix a Diophantine ω ∈Wnτ,γ and define a
class Nω as follows.
Definition 2 (Unperturbed Hamiltonian) A function Hλ on T
∗C belongs to the class Nω if modulo a
constant, it can be represented as follows:
Hλ(h, I, s, ϕ) = λh+ 〈ω, I〉+O2(p˜; q), (3.28)
where λ 6= 0 (further assumed positive) and
1. O2(p˜; q) = O2(
h
χ(s) , I; q) ∈ Bκ,p(T ∗C), for some parameter vector (κ, p);
2. ∃R,M ∈ R++, such that ∀ (p˜, q) ∈ Bn+1κ × Cp, ‖〈D2IIO2(p˜; q)〉−1‖ ≤ R−1 and ‖D2p˜p˜O2(p˜; q)‖ ≤M .
Given Hλ ∈ Nω, consider its small perturbation
H = Hλ + V, V (p, q) = f(q) + 〈g(q),p〉, (3.29)
where
f ∈ Bp(C), g ∈ B(−,1)p (C), |f |p ≤ µ, |g|p ≤ µν−1, for some 0 ≤ µ < ν ≤ 1. (3.30)
The parameter ν is further used to obtain the desired smallness condition (3.33) generally indicating that
the above described iterative procedure allows larger upper bounds for the norm of g than the norm of f in
the perturbation V .
Theorem 2 (Hyperbolic KAM theorem) If µ is small enough, there exists a canonical transformation
Ψ = Ψ(a, S) :
{
q = a(q′),
p = t(da)
−1
p′ + dS,
(3.31)
such that for any κ′ < κ, p′ < p and some new parameter values λ′, R′,M ′, different from λ,R,M respectively
by O(µ), one has H ◦Ψ ∈ Nω, with the new parameter set {κ′, p′, λ′, R′,M ′} and ∆ = |p− p′|:
1. The transformation a = a(bˆ) ∈ Dp,∆(C), with |bˆ|1,p′ = O(µ).
2. The one-form dS is defined by the generating function S(q) = 〈ξ, ϕ〉+ Sˆ(s, ϕ), with ξ ∈ Rn, Sˆ ∈ Bp′(C),
and |ξ|, |Sˆ|1,p′ = O(µ).
In the above non-technical formulation of Theorem 2, “µ small enough” means that it satisfies the following
smallness condition (3.33). The symbols O(µ) depend on the parameter values from both the old and the
new parameter sets. Further without loss of generality, one can assume that the quantities δ = σ − σ′,∆ =
|p − p′|, λ, R,M−1, |ω|−1 ≤ 1. The exact estimates are summarized below. In applications, one or more of
them can turn out to be functions of a small parameter ε, and the magnitudes of the analyticity loss in the
variables (s, ϕ) can differ considerably. Then the following estimates can be adjusted if necessary, see e.g.
footnote 11 below.
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Parameter statement of Theorem 2
Let
κ′ = κ− 1, ς = inf(γδτ , λ), η = R inf(M−1ς∆, ν). (3.32)
There exists a constant C, depending only on n, τ, ψ,D, such that if
µ ≤ C−2η2 . (R/M)2∆2[inf(ς, ν)]2, (3.33)
the following estimates hold:
|Sˆ|p′ ≤ Cµς−1, |dSˆ|p′ ≤ Cµ(ς∆)−1, |dS|p′ ≤ Cµη−1,
|bˆ|p′ ≤ Cµ(ης)−1, |dbˆ|p′ ≤ Cµ(ης∆)−1,
λ−1|λ′ − λ| ≤ Cµ(ηλ)−1,
M−1|M ′ −M |, R−1|R′ −R| ≤ Cµ(ης∆)−1.
(3.34)
Theorem 2 can be cast into the abstract generalized Newton method framework [40], [41]. However, in order
to obtain the desired parameter dependencies, a direct proof is given. The main tool is furnished by the
following lemma, fulfilling a single Newton’s iteration.
Lemma 3.1 (Iterative lemma) For a Hamiltonian (3.28-3.30) with a parameter set {κ, p, λ, R,M, µ, ν},
if µ is small enough (condition (3.36) below), there exists a canonical transformation
Ψ = Ψ(a, S) :
{
q = a(q′),
p = t(da)
−1
p′ + dS,
(3.35)
such that for any κ′ < κ, p′ < p, and some new parameter values λ′, R′,M ′, different from λ,R,M respectively
by O(µ), one has for ∆ = |p− p′|:
1. The transformation a = a(bˆ) ∈ Dp,∆(C) is such that |bˆ|1,p′ = O(µ).
2. The one-form dS is defined by the generating function S(q) = 〈ξ, ϕ〉+ Sˆ(s, ϕ), with ξ ∈ Rn, Sˆ ∈ Bp′(C),
and |ξ|, |Sˆ|1,p′ = O(µ).
3. The Hamiltonian H ◦Ψ = Hλ′ + V ′, with Hλ′ ∈ Nω satisfies Definition 2 and (3.30) with a parameter
set {κ′, p′, λ′, R′,M ′, µ′, ν′}, where µ′ = O(µ2) and ν′ is independent of µ.
Clearly, the quantities Ψ,a, S, etc. in the Iterative lemma are not the same as their homonyms in Theorem 2;
it should not cause confusion. In the non-technical formulation above, the quantities µ′, ν′ and the symbols
O(µ) depend on the parameter values from both the old and the new parameter sets. They are further
specified as follows.
Parameter statement of Iterative lemma
Let κ − κ′ < 1 and ς, η be computed via formulae (3.32). There exists a constant C, depending only on
n, τ, ψ,D, such that if
µ ≤ C−2ης∆(κ− κ′), (3.36)
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the following relations hold:
|Sˆ|p′ ≤ Cµς−1, |dSˆ|p′ ≤ Cµ(ς∆)−1, |ξ| ≤ Cµη−1,
|bˆ|p′ ≤ Cµ(ης)−1, |dbˆ|p′ ≤ Cµ(ης∆)−1,
λ−1|λ′ − λ| ≤ Cµ(ηλ)−1,
M−1|M ′ −M |, R−1|R′ −R| ≤ Cµ(ης∆)−1,
ν′ = inf(M−1ς∆, ν), µ′ ≤ C2µ2η−2.
(3.37)
The proof of the Iterative lemma is given in the next section. Detail of the proof is important in order to
justify the following remarks, concerning Theorem 2. Once one accepts the Iterative lemma, the rest of the
proof of Theorem 2 becomes a routine iteration scheme, given in Appendix B.
Corollaries and remarks
Theorem 2 essentially states that the zero section p′ = 0 is an invariant Lagrangian manifold for the Hamil-
tonian H ◦ Ψ ∈ Nω. Due to the “affineness” of the transformation Ψ(a, S), in the “old” coordinates (p, q)
this manifold is a section of T ∗C, given by
W (s, ϕ) = {(h, I, s, ϕ) ∈ Rn+1 × C : h = DsSˆ1(s, ϕ), I = ξ +DϕSˆ(s, ϕ)}, (3.38)
where Sˆ ∈ Bp′(C), i.e. Sˆ(s, ϕ) = Sˆ0(ϕ) + Sˆ1(s, ϕ) in the sense of (3.12). Recall that C = Λ ∪ Tn is a
bi-cylinder, i.e. ℑs = 0 or pi.
The manifold W (s, ϕ) has been compactified by incorporating an invariant torus T corresponding to
{s′ = −∞}. The flow on T is conjugate to rotation with the frequency ω. With S′ = S ◦a and q′ = (s′, ϕ′),
another parameterization for W is
W (q′) = {(p, q) : q = a(q′), p = t[da(q′)]−1 dS′(q′), q′ ∈ C}, (3.39)
and get T as
T =
⋂
T≤0
W [(s′, ϕ′) ∈ ΛT × Tn]. (3.40)
Remark 3.2: In the sequel T will be often described as located “near” s = −∞: this verbiage refers precisely
to the representations (3.38-3.40) and the underlying estimates.
The representations (3.38) constitute the basis for the splitting analysis in Section 4. For easier cross-reference
let us recap the above as a corollary.
Corollary 2.1 (Hamilton-Jacobi equation) Let H0(0, q) = 0. The function S(q) = 〈ξ, ϕ〉+Sˆ(q) satisfies
the Hamilton-Jacobi equation on Bp′(C) :
H(∂qS(q), q) = c0, (3.41)
with a real c0 bounded by (3.51).
Let us now look back at the conjugacy problem (3.21). It corresponds precisely to the case f ≡ 0 in the
perturbation (3.29). Then the parametersM,R, ν are redundant (can be all set to 1 in the estimates) and the
unperturbed Hamiltonian Hλ can be thought momentum-linear. Then given the perturbation g ∈ B(−,1)p (C),
the aim of the conjugacy problem is to find a transformation Ψ(a) = Ψ(a, 0) to conform with (3.31) that is
with S ≡ 0, as well as a constant ξ ∈ Rn+1 (which is not unrelated to the vector (λ − λ′, ξ) ∈ Rn+1) such
that (Hλ + 〈g + ξ,p〉) ◦ Ψ = Hλ′ . Then the proof of Lemma 3.1 and Theorem 2 can be straightforwardly
adjusted to yield the following corollary.
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Corollary 2.2 There exists a constant C(n, τ, ψ,D), such that if g ∈ B−p (C), with
|g|p ≤ C−2ς∆,
there exists a pair (a, ξ) ∈ (Dp,∆ × Rn+1), such that the map a = a(bˆ) effects (3.21) and
|ξ|, |bˆ|1,p′ ≤ C|g|p(λ∆)−1. (3.42)
Besides, if H = H˜ ◦ Ξs, then the transformation Ξs ◦ Ψ ◦ Ξ−1s effects the structural stability of the normal
form
H˜λ(y, I, x, ϕ) = λψ(x)y + 〈ω, I〉+O2(p˜;x, ϕ)
under small perturbations, proving the existence of an invariant manifold which is a graph over the variables
(x, ϕ) ∈ [−2pi + r, 2pi − r]× Tn, containing an invariant torus near x = 0 [34].
The next corollary is quite obvious with respect to H˜ . It claims that if the latter is perturbed by a
pair (f˜ , g˜) such that f˜ , df˜ , g˜ all vanish at x = 0, then the invariant torus at x = 0 satisfies the Hamilton
equations and does not move: in particular the constants ξ, c0 in Theorem 2 and Corollary 2.1 should be zero.
For instance, this is the case in Arnold’s example [1] (the Hamilton-Jacobi formalism for such a degenerate
perturbation was developed in [37]). This fact can also be established by going through the proof of Lemma
3.1 and will be used further to claim Corollary 2.4, essential for the splitting problem.
Corollary 2.3 (Degenerate perturbation) Suppose f ∈ B2p(C) and g = (g,G) ∈ Bp(C)×[B1p(C)]n. Then
apropos of the transformation (3.31) one has ξ = 0, S ∈ B2p′(C), b0 ≡ 0, b = (b, B) ∈ Bp(C)× [B1p′(C)]n and
c0 = 0 in Corollary 2.1.
The following remarks address yet more technical issues.
Remark 3.3: (Estimates)The smallness condition (3.33) for µ appears to be optimal as far as the parameter
dependencies are concerned: if λ, ν = 1, ∆ = δ it reproduces the standard KAM theorem optimal smallness
condition, see e.g. [29]. The use of an extra parameter ν has been essential here to express that the order of
magnitude of g is inherently somewhat greater than that of f , as far as the perturbation is concerned. This
fact can obstruct accessibility of the condition (3.33) if one pursues Kolmogorov’s approach to KAM theory,
see e.g. [9]. Similar (standard KAM) estimates resulting from the general abstract implicit function theorem
machinery are also worse [40], [41]. Under the assumptions of Corollary 2.3 the estimates of the Parameter
statement of Theorem A.1 shall be modified as follows. Apart from ξ = 0, one should use ς = λ and formally
set R = 1 in all the estimates. Finally, if λ < 0 in Definition 2 then obviously |λ| should substitute λ in the
estimates.
Remark 3.4: (Local8 uniqueness and parameter dependence)Given Hλ and a small perturbation (f, g)
obeying the smallness condition (3.33), the pair (a, dS) is unique (as it is in standard analytic KAM theorem).
Indeed, the unique solution u(v) of the PDE in Proposition A.1, provides the right inverse of the operator
Dλ,ω, which is also its left inverse, guaranteeing uniqueness, see [40]. In other words, local uniqueness
follows from the uniqueness of PDE solutions (modulo a constant) in Appendix A. Similarly, in the case of
a continuous (e.g. on the pair (f, g)) or real-analytic dependence of H in an extra parameter (e.g. µ), the
pair (a, S) retains the same type of dependence in the parameter. Local uniqueness is indispensable for the
splitting problem to be well-posed.
Remark 3.5: (Other settings) It is known in KAM theory that the non-degeneracy assumption in Def-
inition 2 allows many variations [32]. Theorem 2 can be adapted to these settings in the same way as the
standard KAM theorem. For instance Hλ in (3.29) can be only linear in the actions I, provided that the per-
turbation V does not depend on I either, the so-called “isochronous” [7] case. In this case the transformation
8This is certainly not true for “large” perturbations: each hyperbolic manifold (unstable or stable) should have a counterpart
(stable or unstable) or sputnik, see the coming Corollary 2.4.
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a acts on the ϕ-variables as the identity, and in the smallness condition (3.33) one can certainly set R = 1.
One can pass smoothly (so-called “twistless” case [14]) to the isochronous case from the set-up of Definition
2 by introducing an extra parameter, which would multiply all the terms containing I in the Hamiltonian,
except 〈ω, I〉. This can be verified by examining the proof of Lemma 3.1 in the same fashion as it is shown
for the standard KAM theorem [20].
As this paper has been motivated by the need for a general theory for exponentially small splitting near
resonances, and the main estimate (4.13) of the ensuing Theorem 3 will not persist in the Cr category (even
to the first order of perturbation theory) the latter setting has not been considered. However there seems
to be no obstruction to generalizing Theorem 2 for Cr Hamiltonians (with r large enough) using standard
smoothing techniques [40, 29].
Suppose the Hamiltonian Hλ has extra structure admitting an unperturbed sputnik, similarly to (3.23-3.26).
Assumption 2 (Sputnik on CT ) There exists a canonical transformation
L∗ = L∗(a∗, S∗) :
{
q = a∗(q∗),
p = t(da∗)−1p∗ + dS
∗(q),
(3.43)
where a∗ is a map of CT , a∗ = id+b∗, with b∗ ∈ [Bp(C)]n+1, while dS∗ is exact, with S∗ ∈ B2p(C), such that
both Hamiltonians H and H ′ ≡ H ◦ L∗ satisfy the input of Theorem 2 with the same analyticity parameters
κ, p and equivalent9 non-degeneracy parameters λ,R,M and smallness parameters µ, ν. Moreover, see (3.28-
3.30), suppose Hλ ◦ L∗ = Hλ′ + V ′, where Hλ, Hλ′ ∈ Nω, |λ′| ≍ |λ|, while the perturbative term V ′ satisfies
the assumptions of Corollary 2.3.
Remark 3.6: Regarding the normal form Hamiltonian (2.6) alias (3.23-3.26), the sputnik transformation
L∗ = L−2χ arises from the fact that the lower separatrix is a graph of over the upper one for the truncated
normal form Hamiltonian (2.7). To this effect, the action of L∗ is Hλ,t ◦ L∗ = H−λ,t, natural for symplectic
flows. So in this case a∗ = id. However further in Section 4, the diffeomorphism a∗ will incorporate a shift
of the variable ϕ by 2βpiθ, β ∈ {+,−} (and of s by −βipi), see (2.22) and (4.4) to come. Assumption 2 is a
generalization, which may be useful for instance in case of higher multiplicity resonances when there is more
than one characteristic exponent λ, see also footnote 7.
Note that as a∗ acts as the identity on the set {s = −∞} (possibly causing reparameterization of the angles
ϕ in terms of ϕ∗) it is not only S∗ but also S∗ ◦a∗ ∈ B2p(C), and the unperturbed invariant tori for H and H ′
can be identified. As H ′ satisfies the input of Theorem 2, there exist a canonical transformation Ψ′(a1, S1)
and an invariant manifold W ′ containing an invariant torus T ′, versus the transformation Ψ(a, S) and the
pair (W, T ) for H , described by (3.38, 3.40). Note that the claim Ψ′ = L−1∗ ◦Ψ would be false, as the latter
transformation would still make the manifold W the zero section, rather than W ′.
Corollary 2.4 (Sputnik) Under Assumption 2, let Ψ(a, S) : H ◦ Ψ ∈ Nω, Ψ′(a1, S1) : H ′ ◦ Ψ′ ∈ Nω
according to (3.31) Theorem 2. Then the closed one-forms dS and dS1 belong to the same cohomology class
ξ ∈ H1(C,R). Both dS and dS′ ≡ dS∗ + d[S1 ◦ (a∗)−1] belong to the same cohomology class and satisfy the
Hamilton-Jacobi equation (3.41) of Corollary 2.1 for H, on the same energy level c0. The closure W
′ of the
graph of the form dS′ intersects the manifold W defined by (3.38) for the form dS at the torus T defined by
(3.40), i.e T ′ = T .
Proof: Let H2 = H ◦ Ψ ◦ L∗. Since H ◦ Ψ ∈ Nω, by the explicit form (3.43) of L∗, under the assumptions
on the pair (a∗, S∗), the Hamiltonian H2 = H ′ ◦ (L−1∗ ◦ Ψ ◦ L∗) satisfies the conditions of Corollary 2.3, for
µ small enough.
9Equivalent here is meant in the same sense as the equivalence for orders of magnitude or norms, that is up to a constant
factor. Clearly λ,R,M in Theorem 2 can be just bounds, rather than the actual values of non-degeneracy parameters. I.e. a
change λ → −λ or M → 2M is inconsequential. Besides the transformation L∗ may in principle entail some extra analyticity
loss of the order ∆. Necessary amendments are easy to make for a concrete example.
26
Indeed, (H ◦Ψ)◦L∗ = (Hλ+[c1h+O2(p˜; q)])◦L∗, where c1 is a constant and the term in square brackets
is O(µ). Then the assumption on L∗ (in particular its preservation of {s = −∞}) implies the previously
made statement, namely
H2(p∗, q∗) = λ2h∗ + 〈ω, I∗〉+O2(p˜∗; q∗) + V2(p∗, q∗),
where λ2 = λ
′ +O(µ) and p˜∗ = (
h∗
χ(s∗)
, I∗).
In fact, the pair (f2, g2), comprising the perturbation V2 above, which has arisen as the result of substitu-
tion of (3.43) into the Hamiltonian H ◦Ψ can be bounded in terms of |dbˆ|p′∆−1 times a constant, determined
by on Ψ∗, see (3.34). As S∗(q∗) is proportional to χ
2(s∗), the quantities f2(q∗), g2(q∗) behave as s∗ → −∞
amenably to Corollary 2.3.
Then for µ small enough10 there exists a canonical transformation Ψ2 = Ψ2(a2, S2) in the form (3.31),
such that H2 ◦ Ψ2 ∈ Nω. The flow of the Hamiltonian H2(p∗, q∗) = λ2h∗ + 〈ω, I∗〉 + . . . contains an
invariant Lagrangian manifold W∗ = {p∗ = dS2(q∗), q∗ ∈ C} near the zero section {p∗ = 0, q∗ ∈ C}, with
the generating function S2 ∈ B2p′(C), containing an invariant torus T , corresponding to the limit as s∗ → −∞
and p∗ = 0. The same flow also contains the invariant manifold W = {p∗ = −dS∗[a∗(q∗)], q∗ ∈ C}, i.e. the
closure of the zero section for H ◦ Ψ (set p = 0 in (3.43)), containing the same torus. Note that both
[dS∗] = [dS2] = 0.
The claim now is thatW∗ =W ′, by local uniqueness. Indeed, H◦Ψ◦L∗◦Ψ2 = H◦L∗◦(L−1∗ ◦Ψ◦L∗◦Ψ2) ∈
Nω and the transformation in the parentheses is near identity. On the other hand, (H ◦ L∗) ◦ Ψ′ ∈ Nω, so
one must have Ψ′ = L−1∗ ◦Ψ ◦L∗ ◦Ψ2, for µ small enough. Both the left and the right hand side of the latter
identity must have the (unique) form (3.31) in terms of the pair (a1, S1), which by Theorem 2 is well defined
as long as µ satisfies (3.33). Then W and W ′ clearly belong to the same energy level.
This essentially completes the proof. One may notice that there is a natural semidirect product structure
that the canonical transformation composition induces on pairs (a, S). Namely in the “old” coordinates
(p, q) the manifold W∗ is represented in terms of the generating function S′ = S∗+S1 ◦ (a∗)−1, on the other
hand equal S + S∗ ◦ a−1 ◦ S2 ◦ (a ◦ a∗)−1, which (as [dS∗] = [dS2] = 0) clearly implies [dS] = [dS′], i.e
S(s, ϕ) = 〈ξ, ϕ〉 + Sˆ(s, ϕ) and S′(s, ϕ) = 〈ξ, ϕ〉 + Sˆ′(s, ϕ), with the same ξ. However, despite Sˆ and Sˆ′ are
both elements of Bp′(C), one cannot claim that necessarily S0(ϕ) = S′0(ϕ) in the sense of the decomposition
(3.12). 
Remark 3.7: (Notation) The final remark in this section is that the theory developed above can obviously
be applied to the restriction of the Hamiltonian H(·, s) to “one strips” s ∈ {ℜs ≤ T, |ℑs| ≤ ρ}∪{ℜs ≤ −2Tψ}
or s ∈ {ℜs ≤ T, |ℑs−pi| ≤ ρ}∪{ℜs ≤ −2Tψ}. Let us reserve the notation Λβ,T ,ρ with β = + or − respectively
for the lower or the upper one of the strips above. The indices (T, ρ) can be omitted in accordance with
the notational convention introduced in Section 3.1; also T = ∞ can be used. In the same fashion the
subscript β may be added to the notations C, H,Ψ, S,a, etc. Clearly, as far as the application of Theorem 2
to the restrictions Hβ over Cβ is concerned, it results in the same constants c0, ξ as well as the s-independent
components Sˆ0(ϕ) of the generating functions Sˆβ, which then represent analytic continuations of one another
for β ∈ {+,−}. These β-notations will be used in Section 4.
3.3 Proof of Iterative lemma
The proof of Lemma 3.1 consists of several steps inherent in KAM-type theorems [17, 41]. In the classical
case, Proposition 2.3.1 plays the key role. Here these are Propositions A.1-A.2. The notations Ψ,a, S, etc.
in this section pertain to the formulation of the Iterative lemma and its parameter statement, rather then
Theorem 2.
10Note from the remark on estimates that the smallness condition for the norm of (f2,g2) to guarantee the transformation Ψ2
is in fact more relaxed than the right hand side of (3.33). However, one should not worry about the precise smallness condition
here: Theorem 2 warrants the existence of the transformations Ψ,Ψ′ as long as (3.33) is satisfied, and this is all one needs, plus
local uniqueness.
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First, notice that any “affine” transformation Ψ[a(bˆ), S] described by (3.35) (where a ∈ Dp,∆(C), with the
norms |bˆ|1,p′ and |S|1,p′ small enough, say O(µ)) will act in such a way that H ◦ Ψ ∈ Bκ′,p′(T ∗C) for
H ∈ Bκ,p(T ∗C), despite the unboundedness as s → −∞. This follows from the definitions of the spaces
Bp(C),Dp,∆(C),Bκ,p(T ∗C) in Section 3.1 and can be verified directly. In particular, if S ∈ Bp′(C) and has
bounded partial derivatives, the quantity DsS(s,ϕ)χ(s) is bounded. Thus a substitution (h, I)→ (h, I) + dS into
(3.29) will not affect its structure as a Taylor series in p˜ = ( hχ(s) , I).
Also note that hχ(s) ◦ Ψ[a(bˆ), 0] = h[1+v(s,ϕ)]χ(s) , where v ∈ Bp′(C) and is O(µ). This is equivalent to an
earlier made statement that da−1 g ◦ a ∈ B(−,1)p′ (C) for g ∈ B(−,1)p (C). Combining it with the fact that by
(3.17) a single Taylor coefficient, member of Bp(C) in the Hamiltonian will only change by O(µ) as a result
of the action of the transformation a, one can see that H ◦Ψ ∈ Bκ′,p′(T ∗C) if µ is small enough.
Homological equation
The quantities (a, S) are to eliminate the perturbation V to the leading order. In order to do so they should
solve approximately the “homological equation”:
Hλ ◦Ψ(a, S) − Hλ + V − c0 − c1h = O2(p˜) + O(µ2), (3.44)
which is only possible for some specific values of the constants c0, c1 to be found. Writing (3.44) out in essence
requires only a direct substitution of (3.35) into (3.29) followed by an estimate for the “remainder” O(µ2).
In order to get the equation for Sˆ, it is enough to plug p → p+ dS = p + (0, ξ) + dSˆ into the Hamiltonian
(3.29) assuming S = O(µ).
Furthermore if a = a0(b0) + b as in (3.18), with bˆ = (b0, b) = O(µ), a calculation using (3.16) and
da−1 = (id+ da−10 db)
−1(da0)−1 yields
da−1
[
λ
ω
]
=
[
λ
ω
]
− 1
χ
[
(−λ+Dω)b0
0
]
−
[
Dλ,ωb− η1b0
Dλ,ωB
]
+O(|bˆ|2p′) (3.45)
where the function η1(s) ∈ Bp(C) is determined solely by ψ. As the constant vector (λ, ω) formally belongs
to B
(−,1)
p (C), the result of having multiplied it from the left by da−1 is a vector-function from B(−,1)p′ (C),
whose leading order is given above.
It is convenient to think of bˆ ∈ B(0,1)p′ (C) ∼= B(−,1)p′ (C) as an element of the latter space, formally writing
bˆ =
[ b0
χ + b
B
]
,
Dλ,ωbˆ =
1
χ
[
(−λ+Dω)b0
0
]
+
[
Dλ,ωb− η1b0
Dλ,ωB
]
,
(3.46)
as the latter expression appears in (3.45). In other words, in order to do the estimates throughout the rest
of the proof, one can set da−1 = id − dbˆ, although s → s + b0(ϕ)χ(s) would not be a legitimate transformation
for the s-variable, defined by (3.15).
Then one ends up having a pair of first order linear PDEs: one for Sˆ and one for bˆ. The first PDE is
amenable to Proposition A.1, the second one to Propositions A.1 and A.2 together, alias Proposition A.4. It
requires the appropriate choice of constants c0 and c1 respectively, as well as the one-form dS cohomology
class representative ξ ∈ Rn in (3.35). The latter quantity ξ is chosen to ensure that the right hand side in
the equation for B has a zero average in the sense of (3.13) enabling the choice of the constant c ∈ Rn+1 in
Proposition A.4 simply as c = (c1, 0) (owing to the non-degeneracy assumption on the quadratic part of Hλ,
see Definition 2). Thus (3.44) is equivalent to the following system of equations
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c0 = 〈f〉+ 〈ξ, ω〉,
Dλ,ωSˆ = 〈f〉 − f,
〈G˜〉 = 0,
Dλ,ωbˆ = g1 +D
2
ppH(p, q)|p=0ξ − c,
(3.47)
where
ξ = (0, ξ), g1 = g +D
2
ppH(p, q)|p=0dSˆ; g1 = (g1, G1). (3.48)
Following Kolmogorov [17] one starts solving (3.47) with the equation for Sˆ, then finds ξ to satisfy the
penultimate one, then solves the last equation, the constants c0,1 being determined along the way.
The equations for the quantities Sˆ, bˆ are clearly amenable to Propositions A.1, A.4. The norm of the
solution, according to these propositions, is simply estimated by ς−1 times the norm of the right-hand side.
Applying the propositions results in analyticity loss. As a matter of fact, one encounters the analyticity loss
six times along the way: solving the equation for Sˆ, evaluating the derivatives, solving the equation for bˆ,
evaluating the derivatives, making sure that not only a ∈ Dp,∆(C), but the C1 estimate for the norm of bˆ
is valid throughout the maximum range of a, and finally inverting it. Hence, strictly speaking one should
introduce five intermediate spaces between sayBp(C) andBp′(C), and the parameters δ,∆ should be scaled by
factor 6. These standard steps are bypassed, and all the estimates for Sˆ and bˆ, as well as their derivatives, no
matter that they may also be valid in some intermediate (smaller) spaces, are all written in the target spaces
Bp′(C) and B(−,1)p′ (C) ∼= B(0,1)p′ (C) right away. The scaling of the analyticity loss parameters is absorbed into
the constant C in (3.36, 3.37). The estimates follow from Propositions A.1-A.4, Definition 2, and the bounds
(3.30). Here are the details.
First, by Proposition A.1 and the Cauchy inequality, Sˆ and its partial derivatives are in Bp′(C), with the
estimates11
|Sˆ|p′ . µς−1, |dSˆ|p′ . µ(ς∆)−1. (3.49)
Then the quantity g1 in (3.48) belongs to the space B
(−,1)
p′ (C) (in fact, any intermediate space between
B
(−,1)
p′ (C) and B(−,1)p (C)) with the estimate
|g1|p′ . µ[M(ς∆)−1 + ν−1].
So the following expression is well defined:
ξ = −〈D2IIH(p, q)|p=0〉−1〈G1〉.
In order to estimate it, note that ξ ∈ Rn depends only on the right-hand side as a real function of q. Thus,
|ξ| . µR−1 (M [inf(γ, λ)]−1 + ν−1) , |dS|p′ . µη−1, (3.50)
where in the first estimate the bounding constant depends on (σ, ρ); this is not the case in the second, rougher
estimate, see (3.32) for the formula for the quantity η. This gives the first three of the estimates (3.37), as
well as
|c0| . µ|ω|R−1
(
M [inf(γ, λ)]−1 + ν−1
) ≤ µ|ω|η−1, (3.51)
the bounding constant in the first estimate depending on (σ, ρ), but not in the second estimate. Being finite,
the constant c0 is further dropped.
11One can go slightly more subtle estimating the derivative DsSˆ, as it does not depend on Sˆ0, where Sˆ = Sˆ0+ Sˆ1 in the sense
of the decomposition (3.12). The norm of Sˆ1 however, is estimated by Proposition A.1 without any small divisors as µλ−1.
Then one can take a minimum of the following two estimates. One is to apply the Cauchy inequality, acquiring a factor ∆−1.
The other is to deduce from the equation itself that |DsSˆ| ≤ λ−1(|ω||DϕSˆ|+µ). The same thing can be done further estimating
the C1-norm of bˆ. So a C1-estimate for the solution of the equation Dλ,ωu = v on C can be obtained by dividing the norm of v
by inf[ςδ, λ sup(∆, λ|ω|−1δ)] rather than ∆, causing a straightforward modification of (3.37) and (3.34).
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The upper bound on the value of c1 is then obtained from the last equation in (3.47) after using Proposition
A.4, with the norm of the right hand side in B
(−,1)
p′ (C) bounded by µη−1:
|c1| . µη−1. (3.52)
Then the C0 norm of bˆ (as an element of B
(0,1)
p′ (C) or of its representation (3.46) as an element of B(−,1)p′ (C))
is bounded in terms of µ(ης)−1 and the C1 norm - in terms of µ(ης∆)−1, which also ensures |bˆ|p′ . ∆, i.e.
a ∈ Dp,∆(C), as well as its inverse if one takes a big enough constant in (3.37).
Finally, the presence of the additional multiplier (κ − κ′), in the smallness condition (3.36) is to ensure
that the image of Bn+1κ′ in (non-canonical) momenta p˜ = (
h
χ(s) , I) under the map Ψ(a, S) is contained in
Bn+1κ′ , which is tantamount to requiring |bˆ|1,p′ . κ− κ′. The smallness condition (3.36) by itself guarantees
that |c1| < λ.
Analysis of transformed Hamiltonian
It remains to estimate the term O(µ2) in (3.44). Let us assume the smallness condition (3.36) for µ and use
the above obtained bounds for S and bˆ. Let C be large enough, say 100(n+ 1) times the bounding constant
for all the inequalities in the preceding section.
1. From (3.45) it’s easy to see that id+ dbˆ is essentially a “stretch factor” for non-canonical momenta p˜.
Thus for the growth and non-degeneracy parametersM ′, R′ of the Taylor seriesH◦Ψ ∈ Bκ′,p′(T ∗C) one
has M−1|M ′ −M |, R−1|R′ −R| . |bˆ|1,p′ . Together with (3.52) it gives the corresponding estimates
of (3.37). The contribution from the “shift” by dS in (3.35) is negligible, as the non-degeneracy
assumptions in Definition 3.28 are global in p˜ ∈ Bn+1κ .
2. The “new” perturbative momentum-zero-order term f ′ is formed by several contributions. The first
one comes from the momentum-super-linear part of H and is bounded by M |S|21,p′ . The contribution
from the linear terms is bounded by |c1||Sˆ|1,p′ + |g|p|S|1,p′ . Note that as DsSˆ ∈ B1p′(C), the “new”
momentum-independent term f ′ is in Bp′(C) indeed. The final contribution is f ◦a− f , with a bound
µ|bˆ|1,p′ , by (3.17). Combining it with (3.50) and (3.52) yields
|f ′|p′ ≤ C2µ2η−2.
3. The ”new” perturbative term g′ in the first order in the momentum has a component, coming from the
momentum-super-linear part of H , bounded by M |bˆ|1,p′ |S|1,p′ . Another contribution comes from the
acquired term c1h; its norm can be bounded by |c1||bˆ|1,p′ . Finally, the remainder da−1(g ◦a−g) has to
be taken into account, with the bound µν−1|bˆ|1,p′ , by (3.17). The first contribution clearly dominates
the second one, and one can write
|g′|p′ ≤ 1
2
C2µ2[Mη−2(ς∆)−1 + ν−1η−1(ς∆)−1] ≤ C2µ2η−2 sup[M(ς∆)−1, ν−1].
The last pair formulas complete the set of estimates (3.37) and the proof. The final remark to make
here is that formally setting da−1 = id − dbˆ with bˆ ∈ B(−,1)p′ (C) ∼= B(0,1)p′ (C) does not bring in extra
error. E.g. it can be taken precisely for the sought quantity, to which after bˆ has been determined one
can unambiguously match a transformation a ∈ Dp,∆(C) as long as |bˆ|p′ is small enough. 
4 Splitting problem
This section contains the principal part of the proof of Theorem 1. The theorem follows from the analytic
splitting theory in T ∗(C∞), developed further on the basis of the main results of the previous section.
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4.1 Preliminaries
Energy-time coordinates
Let us start out with the necessary additions to the set-up in the beginning of Section 3.1. One still uses
formulae (3.1, 3.5) for the energy-time coordinates (h, s). However there is extra structure underlying the
splitting problem. Namely, suppose the function ψ(x) introduced in Section 3.1 and determining the trans-
formation s is 2pi-antiperiodic (as it is in (2.11) due to reversibility of the truncated normal form (2.7)). Then
ψ(x) is 4pi-periodic, and the domain D for the x-variable is a complex extension of T′ = R/4piZ. Technically,
assume that it contains a pair of balls of radius r ∈ (rψ , 2rψ) centered as x = 0 and x = 2pi and that outside
these balls in D one has |ψ(x)| ≥ r/2. In addition, without loss of generality one can assume that
P.V.
∫ pi
−pi
dζ
ψ(ζ)
= 0, (4.1)
where P.V. indicates that the integral is taken in the principal value sense12.
Rewrite the 2pi-antiperiodicity property (2.12) as l2pi ◦ ψ = ι ◦ ψ, where ι : s → −s is sign inversion.
Extend the latter to a diffeomorphism ι : (s, ϕ) → (−s, ϕ). As the image of the map s defined by (3.1)
acting on D \ {0, 2pi}, one can simply consider an imaginary circle C/2ipiZ, as all the functions of s we are
dealing with here are 2ipi-periodic. Otherwise a branch of s can be fixed by drawing a branch cut in D as
a “semicircle” in T′, connecting the points x = 0 and 2pi, but not containing x = pi. The inverse map x is
represented by a homonymous function of a complex variable s, which is 2ipi-periodic and analytic in the
bi-infinite bi-strip ΛT ,ρ ∪ Λ−T ,ρ, see (3.3). For now, 4pi-periodicity of the function ψ does not allow one to
distinguish the values of x(s) modulo 4pi. The half-width ρ and the parameter σ2 can be still defined by (3.7,
3.8) with the choice of, say T = Tψ ≥ −2 log rψ , i.e. the level set ℜs = T will be contained inside the ball of
radius 2rψ centered at x = 2pi. In other words,
ρ = sup{ζ > 0 : both curves ℑs(x) = ±ζ lie in D, connecting the points x = 0 and x = 2pi},
while σ2 = inf sup |ℑx| over the above pair of curves. In this case one should definitely have
ρ <
pi
2
, (4.2)
for a bounded D. One reason, for instance is that the level curves ℜs = ∓T for T ≥ Tψ are contained
inside balls of radius 2rψ centered at x = 0 and x = 2pi respectively and are not homotopic in D \ {0, 2pi}.
Furthermore, in terms of the maps s, x (3.1) the 2pi-antiperiodicity of the function ψ(x) combined with (4.1)
result in:
s ◦ l2pi = lipi ◦ ι ◦ s, x ◦ ι = l2pi ◦ x ◦ lipi, (4.3)
where lipi : s→ s+ipi (also defining a diffeomorphism lipi : (s, ϕ)→ (s+ipi, ϕ) and a canonical transformation
Lipi acting on the momenta as the identity) and l±ipi are identified on C/2ipiZ as well as l±2pi on T′.
Fig. 3 provides an illustration, and the antiperiodicity property is expressed there by the fact that the area
where ℜx ∈ [−2pi, 0) is congruent to the area where ℜx ∈ [0, 2pi) flipped about the real axis and translated
left by 2pi. Then as far as the definition (3.7) of the quantity ρ, relevant to the pair (ψ,D) is concerned, by
continuity there must exist a level curve γ∗ζ of ℑs(x), emanating from x = 0 with |ζ| ≤ pi/2 which will exit
a bounded domain D before (ever) arriving to the point x = 2pi. This necessitates the existence of singular
points of the functions x(s) off the real axis for |ℜs| ≤ Tψ, ρ ≤ |ℑs| ≤ pi2 , inside the unshaded rectangular
regions in Fig. 3, as it is the case with the classical pendulum, where the singular points are s = ±ipi2 .
Dealing with the classical pendulum where ψ(x) = 2 sin(x/2), the semi-width of D can be taken arbitrarily
large which means ρ = ρ(ψ,D) approaches pi2 from below13. For the pendulum ψ(x) is also odd, so one should
have Dxψ(pi) = Dsχ(0) = 0 and χ(s) = 2 sech s, an even function of s.
12Otherwise the lower limit of integration pi in the defining formula (3.1) should be substituted by some a ∈ (0, 2pi) and the
integral in (4.1) shall be taken from a − 2pi to a. Such an a always exists by continuity, 2pi-antiperiodicity and positivity on
(0, 2pi) of ψ(x).
13As ρ approaches pi
2
the functions from the space Bp(C), etc. naturally grow unbounded. For optimal splitting estimates one
wants to have ρ as large as possible, which results in various technical nuances in the literature, see [14], [10] etc.
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Figure 3: The map x. Branch cuts on the right image are unnecessary if one does not distinguish the values
of x modulo 4pi. The cuts along the horizontals ℑs = ±pi2 are the (coinciding) images of the vertical dotted
diameters of the small circles centered at x = −2pi, 2pi. The cut on the right image, where ℑs = pi2 [ℑs = −pi2 ]
corresponds to the dotted radius positioned above [below] the real axis on the upper left image. The lower
left image illustrates how various branches of x(s) as a multi-valued function can be constructed.
However, further analysis of Hamiltonian (2.21, 3.24), see also (2.22), does require the ability to distinguish
the values of x modulo 4pi (unless θ ∈ Zn). In order to do so one can treat the function x(s) whose domain is
shown in the upper left image in Fig. 3 as a multi-valued, bi-real-analytic, 2ipi-periodic function with values
in C. Its single branch labelled by j ∈ Z will be defined by fixing x(0) = 4pij. This is equivalent to taking
D as a bi-infinite strip about the real axis, drawing branch cuts at all the translations of [−2pi, 0] by 4pij
and taking the lower limit of integration in (3.1) equal to pi + 4pij, see the lower left image in Fig. 3. As
a multi-valued map, x(s) has branch points inside the unshaded rectangular regions in Fig. 3. There are
branch cuts emanating from a corner of each shaded region, whose exact appearance depends on how exactly
the covering of D (identification of x ∈ C modulo 4pi) is defined. See the caption to Fig. 3.
Application to Hθ
In this case the pair (ψ,D) is well defined, see the end of Section 3.1. Recall that the Hamiltonian Hθ (2.21)
is viewed as a multi-valued function on T ∗(T′ × Tn), where in view (2.22) a branch is identified by a (real)
value of Hθ at (y, I, x, ϕ) = (0, 0, 0, 0). The application of the transformation Ξs to a chosen branch of Hθ
results in the “new” Hamiltonian Hs ◦Ξs = Hs(h, I, s, ϕ) ∈ Bκ,p(T ∗C), with p = (r,∞, ρ, σ) given by (3.24).
Application to any other branch of Hθ is tantamount to the shift of the angles ϕ by a multiple of 4piθ and
does not require extra consideration. As the values of the variable x cannot be identified modulo 4pi (2.22)
unless θ ∈ Zn, as far as the domain for the variable s of Hs, is concerned it should contain branch cuts, e.g.
as shown in the right image in Fig. 3. The splitting problem for Hs can be briefly described as follows.
In the absence of perturbation, the bi-infinite bi-cylinder C∞ is an invariant manifoldWt which is the unstable
manifold to an invariant torus T0,t at s = −∞, see Figs 1, 3. As s→∞ along the two different lines ℑs = 0
and ℑs = pi, one arrives into a pair of different tori Tβ,t (β ∈ {+,−}, the + sign corresponding to the former
line; compare with Remark 3.7) corresponding to x = ±2pi respectively in Fig. 1. Wt is a part of the stable
manifold for these tori, which can be analytically continued further by choosing one of them and then flipping
the branch cuts in Fig. 3 with respect to the imaginary axis, whereupon the chosen branch (above or below
the branch cut along the line ℑs = pi2 in Fig. 3) can be analytically continued into the strip, whereof it was
separated by a branch cut. And so on.
The perturbed situation, with respect to Figs 1, 3 is qualitatively as follows. Let H0 be the restriction
of Hs on T
∗CT , for T < ∞. Theorem 2 stipulates the existence of the perturbed manifold W0, defined as a
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graph over the semi-infinite bi-cylinder CT in terms of a generating function S0. W0 contains an invariant
torus T0 near (in the sense of Remark 3.2) {s = −∞}, for which it is an unstable manifold. Furthermore, in
order to apply Theorem 2 (twice) on the bi-cylinder C−T going into {s = +∞}, one should use the analytical
continuation of Hs(·, s) in s from either the strip |ℑs| ≤ ρ or the strip |ℑs − pi| ≤ ρ. Such an analytic
continuation is roughly tantamount to flipping the branch cuts in Fig. 3 with respect to the imaginary axis.
Denote these analytic continuations as Hβ for β = +,− respectively. By (2.22) these analytic continuations
should in particular differ from one another by the 4piθ-shift of the ϕ-variables and can be both described
using the sputnik Hamiltonian H ′0 = H0 ◦L−2χ to H0, the set-up of Corollary 2.4 being guaranteed by (2.22).
An application of Theorem 2 to each Hamiltonian of the pair Hβ results in a manifold Wβ defined as a graph
over the semi-infinite bi-cylinder CT via a generating function Sβ and containing an invariant torus Tβ near
{s = +∞} (i.e. near x = −2pi, 2pi for Hθ, with β = signx) where Wβ is the stable manifold.
The Hamiltonians H0 and Hβ coincide for s in the bounded strip around R and R+ ipi, respectively for
β = +,−. This enables one to define the splitting function on a finite bi-cylinder Cˆ as S0 − Sβ for s in the
corresponding strip. An important issue that the cohomology classes of the one-forms dS0,β are all equal to
one another follows easily from (2.22) and Corollary 2.4.
Technically, let us start out by calling Hβ(·, s) the 2ipi-periodic restriction of Hs(·, s) into the complex one-
strips Λβ,∞,ρ described in Remark 3.7. Instead of dealing with Hβ near {s = +∞}, consider the Hamiltonians
Hβ ◦ Iβ , where
Iβ : (h, I, s, ϕ)→
{
(−h, I,−s, ϕ), β = +,
(−h, I,−s+ 2ipi, ϕ), β = −.
Addition of 2ipi to −s in the second line is optional inside the functional dependencies, as all the functions
of s involved are 2ipi-periodic. It has been done above simply to make sure that the restriction ιβ of Iβ to
the base space maps the strip |ℑs−pi| < ρ into itself; it uses 2ipi-periodicity of Hs(·, s) in s. Then combining
(2.22) with (3.5) one gets
Hβ ◦ Iβ = H−β ◦ L−2χ ◦ Lβ2piθ ◦ L−βipi ≡ H−β ◦ L∗,β, (4.4)
the transformation Lχ having been defined earlier by (3.25). Namely (the correction below [+2ipi] not
appearing for β = +)
Hβ(−h, I,−s[+2ipi], ϕ) = H−β(h− 2λχ2(s− βipi), I, s− βipi, ϕ+ β2piθ). (4.5)
Indeed, the last two formulas follow from (4.3) regarding the presence of branch cuts for the map x(s) by
simply matching β with signx, for real x. Namely, in the second formula in (4.3) the shifts l±2pi and l±ipi
have been identified. To make a choice of the sign for the formula (4.4) all one has to do is to act by l−2pi
on x ∈ (0, 2pi) and by l2pi on x ∈ (−2pi, 0); in the same fashion l−ipi acts on s : ℑs = i, corresponding to
x ∈ (−2pi, 0), and lipi acts on real s corresponding to x ∈ (0, 2pi).
The two functions Hβ(·, s) ◦ Iβ allow analytic continuation in s into the one-strip Λβ,T,ρ, see Remark 3.7,
where they are characterized by the same array of non-degeneracy and smallness parameters (in particular
ν = 1). The pair of transformations L∗,β defined in (4.4) plays the role of sputnik transformations, as they
obviously satisfy Assumption 2. On the other hand, the Hamiltonians Hβ(·, s) represent the same analytic
function H0(·, s). The rest of the development is clear: Theorem 2 and Corollary 2.4 are satisfied by H0 and
a pair of its sputniks Hβ ◦ Iβ . We proceed with some generalization.
4.2 Splitting theory on C∞
Let β ∈ Z2 ≡ {+,−}, κ ≫ 1, p = (r,∞, ρ, σ). Consider a Hamiltonian H ≡ H0 ∈ Bκ,p(T ∗C) in the
cotangent bundle T ∗C∞ of the bi-infinite bi-cylinder C∞, in the form (3.29). Let Hβ(·, s) be the restrictions
of the function H0(·, s) into bi-infinite strips |ℑs| ≤ ρ and |ℑs−pi| ≤ ρ for β = +,− respectively. Suppose, the
Hamiltonians Hβ ◦ Iβ = −λh+ 〈ω, I〉+ . . . allow analytic continuation into one-strips s ∈ Λβ,∞,ρ introduced
by Remark 3.7, namely into the region {ℜs ≤ −2Tψ}, 2ipi-periodically. For the above analytic continuations
let us still use the notations Hβ ◦ Iβ , the latter quantities being well defined in the cotangent bundle over
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the one-cylinders Cβ,p. Suppose, the restrictions of the quantities H0(·, s) and Hβ ◦Iβ(·, s) over ℜs ≤ T <∞
satisfy the conditions of Theorem 2, with the same analyticity parameters κ, r, T, ρ, σ and equivalent (footnote
9) non-degeneracy and smallness parameters λ,R,M, µ, ν.
In particular this means that for µ = 0 the by-infinite bi-cylinder C∞ would be an invariant Lagrangian
manifold for H0, asymptotic to a torus T0 at s = −∞ and a pair of tori Tβ at s = +∞, see Fig. 3. In
addition, assume the following.
Assumption 3 (Sputniks on C∞) There exists a pair of canonical transformations
L∗,β = L∗,β(a∗β , S
∗
β) :
{
q = a∗β(q∗),
p = t(da∗β)
−1
p∗ + dS
∗
β(q),
(4.6)
where a∗β are diffeomorphisms of C∞, such that a∗β − id ∈ [Bp(C)]n+1, as well as S∗β ∈ B2p(C), such that
Hβ ◦ Iβ = H−β ◦ L∗,β.
Then one has the following lemma.
Lemma 4.1 Let i ∈ {0, β}. There exist invariant Lagrangian manifolds
W0 = {(h, I; s, ϕ) ∈ Rn+1 × C : h = DsS0(s, ϕ), I = DϕS0(s, ϕ)},
Wβ = {(h, I; s, ϕ) ∈ Rn+1 × C−β : h = DsSβ(s, ϕ), I = DϕSβ(s, ϕ)},
(4.7)
contained in the level set H−1(c0) for some c0 satisfying (3.51). One has S0 ∈ Bp′(C), Sβ ◦ ι ∈ Bp′(Cβ), they
satisfy the corresponding bounds of (3.34) and [dSi] = ξ ∈ Rn, ∀i. The manifolds Wi contain invariant tori
Ti (whereupon the flow is conjugate to a rotation with the frequency ω) near s = −∞ for i = 0 and s = +∞
for i = β.
Proof: The lemma is an immediate consequence of Theorem 2 and Corollary 2.4; see also Remark 3.7
following the latter. Indeed, Assumption 3 implies that Assumption 2 is satisfied in the sense that Hβ ◦ Iβ
is a sputnik of H0 (restricted as a function of s from the bi-strip ΛT,ρ to a one-strip Λ−β,T,ρ to yield H−β)
under the sputnik transformation L∗,β.
The above lemma is central for the splitting problem, for now one can introduce the splitting distance as
an exact one-form on the bounded bi-cylinder CˆT ′ =
⋃
β∈{+,−}
Cˆβ,T ′ by defining it separately on each of the
above components (corresponding to β = signx as far as the original simple resonance splitting problem is
concerned):
dS(s, ϕ) = d[S0(s, ϕ) − Sβ(s, ϕ)], (s, ϕ) ∈ Λˆβ,T ′,ρ′ × Tnσ′ . (4.8)
Let us call the function S ∈ Bp′(Cˆ) the splitting potential. Note that the (complexified) domains Cˆβ,T ′,ρ′,σ′
are disjoint for different β. In terms of the notations introduced in (3.3, 3.4) and Remark 3.7, one has
Λˆ+,T ,ρ = ΠT ,ρ, Λˆ−,T ,ρ = ΠT ,ρ + i, where ΠT ,ρ is simply a symmetric rectangle in C with the half-length T
and half-width ρ < pi2 .
To make things easier, let us simply view S(s, ϕ) as a double-valued function, bounded and real-analytic
for (s, ϕ) ∈ ΠT ′,ρ′ ×Tnσ′ by changing s→ s+ ipi for s ∈ Λˆ−,T ′,ρ′ (the strip about the line ℑs = pi). Hence the
rest of the statements and estimates will be valid for either one of the two branches of S over the domain
Π × Tn, the index β being mostly omitted. The functions one is dealing with are members of the space
BT ′,ρ′,σ′(Π × Tn), whose element u can be represented as a uniformly convergent Fourier series in ϕ with
coefficients uk(s), k ∈ Zn, bounded and holomorphic for s ∈ ΠT ′,ρ′ , with u−k(s) = u∗k(s) = uk(s∗) (∗ marking
the complex conjugate). Thus in the sequel parameter vectors p will have three components (T, ρ, σ), and
as usual p′ < p and ∆ = |p − p′|. Besides the use of a certain finite number of intermediate values p′′ of the
analyticity parameters such that p′ < p′′ < p is implied by default along the way.
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Lemma 4.2 The splitting potential S satisfies a homogeneous quasi-linear PDE in ΠT ′,ρ′ × Tnσ′ :
([λ+ λµ(s, ϕ)]Ds + 〈ω + ωµ(s, ϕ), Dϕ〉)S = 0, (4.9)
where the pair g = (λµ, ωµ) ∈ [BT ′,ρ′,σ′(Π× Tn)]n+1 satisfies the bounds
|(λµ, ωµ)|p′ ≤ Cµη−1, (4.10)
where η is defined by (3.32) and C is of the same order as in Theorem 2.
Proof: Follows by Corollary 2.1: each single S is a solution of the Hamilton-Jacobi equation for H on the
energy level c0, thus (4.9) is obtained by subtracting the equation for the former function from the same
equation for the latter one. The estimate (4.10) follows from Definition 2 and the bound for g in (3.30) as
well as the bound (3.34) for the norm of dS (which also turns out to be the estimate forM |dS|, see (3.49-3.52)
for detail. As the result one may have to multiply the constant C in Theorem A.1 by a factor, depending on
n and τ only. 
A prototype of the following lemma is due to Eliasson [13].
Lemma 4.3 A branch of the function S for (s, ϕ) ∈ Π × Tn has at least n + 1 critical points ϕc = ϕc(s),
given s, i.e. where DϕS(s, ϕc) = 0.
Proof: This statement is a consequence of the fact that given s ∈ Π, the function S(s, ϕ) is 2pi-periodic in
each component of ϕ, by Lemma 4.1, essentially stating that the one-form dS is exact. The number n+1 of
critical points is the Ljusternik-Schnirelmann characteristic of the torus Tn. 
The statement of the next lemma is similar to Corollary 2.2, claiming the structural stability of the constant
vector field x0 = λ
∂
∂s + 〈ω, ∂∂ϕ〉 on the bounded one-cylinder Π× Tn under small perturbations. It is crucial
for the exponentially small estimate (2.19). The prototype of this result was proved by Sauzin [37] regarding
the so-called characteristic vector field.
Lemma 4.4 There exists a constant C = C(n, p) but independent of ω, such that for x = x0 + g, with
g ∈ Bp(Π× Tn) such that
|g|p ≤ C−2λ∆, (4.11)
there exists a diffeomorphism a = id + b with b ∈ [Bp′(Π × Tn)]n+1, effecting the conjugation
da−1 ◦ x ◦ a = x0, with
|b|1,p′ ≤ C|g|p(λ∆)−1. (4.12)
Proof: This lemma is yet another implicit function theorem regarding the operator Dλ,ω introduced in
(3.22). One can rewrite the conjugacy problem in question as
g ◦ (id+ b)−Dλ,ωb = 0.
Or in Hamiltonian terms, one seeks a canonical transformation Ψˆ : q = a(q′), p = t(da)−1p′, such that a
linear Hamiltonian Hˆ(p, q) = λh+ 〈ω, I〉+ 〈g(q),p〉 is conjugate to λh+ 〈ω, I〉.
The vector field conjugacy problem is certainly amenable to an abstract implicit function theorem [40],
[35] however the latter would not provide the optimal condition (4.11), as well as for the conjugacy problem
(3.21). In order to get (4.11) one should follow the standard iterative scheme mimicking the proof of Corollary
2.2 (which in turn is a particular case of the proof of Theorem 2) basing it however on Proposition A.5 rather
than Proposition A.1.
The latter proposition analyzes the possibility of finding a solution u to a PDE Dλ,ωu = v on ΠT ,ρ ×Tnσ ,
such that |u|p′ can be bounded irrespective of ω. The kernel of the operator Dλ,ω on Bp(Π × Tn) consists
of all functions, which are represented by Fourier series in the variable φ = ϕ− ωλ s, and the norm of such a
function in ΠT ,ρ×Tnσ clearly does depend on ω. To avoid it one is naturally led to solving a Cauchy problem
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set up by conditions (A.2, A.3) in Appendix A, as a way to determine the required inverse of the operator
Dλ,ω.
A single application of Proposition A.5 furnishes the approximate (first order) solution b1, satisfying 4.12,
whereupon the perturbation g changes to g1, the norm of g1 bounded by |g|p|b1|1,p′ . This fact constitutes the
analogue of the Iterative lemma 3.1, whereupon the standard dyadic iterative procedure (see e.g. Appendix
B) is run. 
Results of the type of Lemmas 4.2-4.4, as far as exponentially small splitting is concerned have been a target
of a number of works of Lazutkin starting from [18] and followers, see e.g. [10]. Indeed from Lemmas 4.2,4.4
one can further easily deduce the following upper bound for the infinity norm (the supremum over the real
values of the variables only) for each branch of the splitting function S.
Theorem 3 Suppose, the assumptions of Section 4.2 are satisfied and the smallness condition (3.33) holds,
with a large enough C = C(n, τ, ψ, p). Then
|S|∞ ≤ Cµη−1
∑
k∈Zn\{0}
exp
(
−|〈k, ω
λ
〉|ρ′ − |k|σ′
)
, (4.13)
where η is defined by (3.32), ρ′ = ρ− ∆ < pi/2, σ′ = σ − δ.
Proof: The estimate is clearly the same for each branch of the double-valued function S on Π × Tn.
Consider one branch. Let a be the conjugating diffeomorphism of Lemma 4.4 (the estimates of the lemma
are uniform in β). Then the function S′ = S ◦ a is constant along the flow lines of the constant vector field
x0 on the bounded one-cylinder Π × Tn. Then it is a real-analytic function on Tn: one can formally write
S′ = S′(ϕ− ωλ s) = S′(φ), where φ = ϕ− ωλ s and expand it into the Fourier series
S′(s, ϕ) =
∑
k∈Zn\{0}
S′ke
−i〈k,ω
λ
〉sei〈k,ϕ〉. (4.14)
Then S′(s, ϕ) is a quasi-periodic function of s ∈ ΠT ′,ρ′ . Besides the standard complex analysis technique for
estimating the Fourier coefficients yields (once again scaling the analyticity loss parameters by, say factor 4)∣∣∣S′ke−i〈k,ωλ 〉s∣∣∣ ≤ e−|k|σ′ |S|p′ , ∀ s ∈ ΠT ′,ρ′ . (4.15)
This implies, as |ℑs| ≤ ρ′ that
|S′k| ≤ |S|p′ exp
(
−|〈k, ω
λ
〉|ρ′ − |k|σ′
)
,
and consequently (4.13) as one can use (3.34) for |S|p′ , while |S|∞ ≍ |S′|∞ ≤
∑
k∈Zn\{0}
|S′k|. 
Conclusion of the proof of Theorem 1
The splitting problem for the Hamiltonian Hs given by (3.24) satisfies the conditions of Theorems 2 and 3,
with ω = ω1 =
ω0√
εR0
, R = 1 and M =M0/R0.
Assuming (2.8) and letting µ =
√
ελ2(M0/
√
R0) inf(ς0δ0, R0), ν = 1, it is easy to check that for the
application of Theorem 2 (with κ > 1, well-defined quantities rψ , Tψ, as well as ρ defined by (3.7), σ = σ1+
1
2δ0
and ∆ . δ0) one has η
−1 . sup(M0R−10
√
εR0(λς0δ0)
−1, 1) . λ−1. Thus (2.8) with the proper choice of the
bounding constant, depending on (n, τ, ψ,D, λ, σ) ensures the applicability of Theorem 2.
Besides, the sputnik property, in order to satisfy Assumption 3 has come a long way: (2.16, 2.22, 4.4).
To establish the fact that all the three tori T0,β claimed by Lemma 4.1 correspond to the same torus T (see
Fig. 1) for the Hamiltonian (2.6) one should chase back through relations (4.4, 2.22, 2.16) and notice that
the manifolds Wβ arise from the sputnik manifold W
′
0 to W0, described by Corollary 2.4, with the sputnik
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transformation L∗ = L−2χ , alias L
−2
ψ , solely via a translation x→ x− β2pi in terms of the variables (x, ϕ) of
Hamiltonian (2.14).
Finally, we show how the transformation Ξθ (2.20) with the underlying base space transformation aθ :
(x, ϕ) → (x, ϕ + θx) affects the estimate (4.13). Suppose Ss is the splitting potential, defined according to
(4.8) for the Hamiltonian H = Hs. Theorem 2 followed by Lemmas 4.2-4.4 imply that the Hamilton-Jacobi
equation for the quantity Sψ = Ss ◦ s−1 ◦ a−1θ in the variables (x, ϕ) of Hamiltonian (2.14) is conjugate to
(λψ(x)Dx + 〈ω1 + λθψ(x), Dϕ〉)S′ψ(x, ϕ) = 0,
by a near-identity change a of variables (x, ϕ) (where S′ψ = Sψ ◦ a) with the total analyticity loss of the
order of δ0. Therefore instead of (4.14) one has
S′(s, ϕ) =
∑
k∈Zn\{0}
S′ke
−i〈k,ω1
λ
s+θx(s)〉ei〈k,ϕ〉.
where S′ = S′ψ ◦ s. Then with ρ′ = ρ− ∆ and σ′2 = σ2 − ∆, by mimicking (4.15) one gets the estimate
|S′k| ≤ |S′ψ|p′ exp
(
−|〈k, ρ
′
λ
ω1 + σ
′
2θ〉| − |k|σ1
)
,
which completes the proof of Theorem 1, upon removing primes for the pair (ρ, σ2) in the formulation of
the theorem. Note that the lower bound 2n+ 2 for the number of homiclines comes from the application of
Lemma 4.3 to the two (upper, lower) separatrix branches, see Fig. 1. 
5 Appendices
A First order linear PDEs on bi-cylinders
The following set of proposition addresses the issue of the existence of the right inverse for the operator Dλ,ω
defined by (3.22), with ω ∈Wnτ,γ and λ > 0.
Proposition A.1 Let p = (r, T, ρ, σ) and v ∈ Bp(C). There exists a real c, |c| ≤ |v|p, such that the solution
of the equation Dλ,ωu = v − c exists in Bp′(C) for p′ = (r, T, ρ, σ′) with 0 < σ′ < σ. Let σ − σ′ = δ and
ς = inf(γδτ , λ). Then
|u|p′ . ς−1|v|p.
Proof: Following (3.12), let v = v0+v1, where v0 ∈ Bσ(Tn) and v1 ∈ B1p(C). Seek u(s, ϕ) = u0(ϕ)+u1(s, ϕ),
such that Dωu0 = v0 − c and Dλ,ωu1 = v1. The first equation obeys Proposition 2.3.1, if one chooses
c = 〈v0〉. The second one is solved in Cp by the method of characteristics, regarding the fact that one can
write v1(s, ϕ) = χ(s)w(s, ϕ), for some w ∈ Bp(C):
u1(s, ϕ) =
∫ 0
−∞ v1(s+ λt, ϕ+ ωt)dt = λ
−1 ∫ 0
−∞ χ(s+ t)w(s + t, ϕ+ ωλ
−1t)dt
= λ−1
∫ s
−∞+iℑs χ(ζ)w[ζ, ϕ − ωλ−1(s− ζ)]dζ
= λ−1
∫ x(s)
0
w[s(x), ϕ − ωλ−1(s− s(x))]dx
(A.1)
The latter integral was obtained via the substitution ζ = s(x), see (3.1) the integration fulfilled along the
level curve ℑs(x) = ℑs, see Fig. 2. The latter integral is bounded by a (ψ,D)-depending constant times the
norm of v1, see (3.11). Thus u1 ∈ B1p(C), with the norm |u1|p . λ−1|v|p. Bi-real analyticity of u follows by
construction. 
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Proposition A.2 Given v ∈ Bσ(Tn) the solution of the equation (−λ+Dω)u = v exists in Bσ(Tn) and
|u|σ . λ−1|v|σ.
Proof: Clearly u(ϕ) can be found explicitly as a Fourier series in ϕ, whose coefficients uk are expressed via
the Fourier coefficients vk of v(ϕ) as follows: uk =
vk
−λ+ i〈k, ω〉 , k ∈ Z
n. If v−k = v∗k (complex conjugate),
this property i.e. real analyticity is clearly retained by u. 
Proposition A.3 Let p = (r, T, ρ, σ) and v ∈ B−p (C). There exists a real constant c, |c| . |v|p, such that
the solution of the equation Dλ,ωu = v − c exists in B−p′(C) for p′ = (r, T, ρ, σ′) with 0 < σ′ < σ. With the
same δ and ς as in Proposition A.1, one has
|u|p′ . ς−1|v|p.
Proof: By Definition of the space B−p (C), v admits a unique decomposition v(s, ϕ) = v0(ϕ)χ(s) + v1(s, ϕ), where
v0 ∈ Bσ(Tn) and v1 ∈ Bp(C). Seek the solution u(s, ϕ) = u0(ϕ)
χ(s)
+ u1(s, ϕ). Then
1
χ
(
−λdχ
χ
+Dω
)
u0 +Dλ,ωu1 =
v0
χ
+ v1 − c.
As
dχ(s)
χ(s)
= 1 + χ(s)η1(s), see (3.16, 3.45) where the function η1(s) ∈ Bp(C), u0 can be taken as the solution
of the equation (−λ+Dω)u0 = v0, which exists by Proposition A.2, while u1 should satisfy
Dλ,ωu1 = v1 + λη1u0 − c.
The first two terms in the right hand side are members of Bp(C), so Proposition A.1 does the job, with the
constant c = 〈v1〉+ 〈v0〉ψxx(0). 
Combining Propositions A.1 and A.3, one gets
Proposition A.4 Let v ∈ B(−,1)p (C). There exists a constant c ∈ Rn+1, |c| . |v|p, such that the solution of
the (n+1)-vector equation Dλ,ωu = v − c exists in B(−,1)p′ (C) for p′ = (r, T, ρ, σ′) with 0 < σ′ < σ. With the
same δ and ς as in Proposition A.1, one has
|u|p′ . ς−1|v|p.
Let v = (v, V ). If for j = 1, . . . , n, 〈Vj〉 = 0, then c = (c, 0), where c is the same as in Proposition A.3.
The proposition herein pertains to a conjugacy problem on the bounded one-cylinder Π × Tn. Let p =
(T, ρ, σ). A function v ∈ Bp(Π× Tn) is given as a Fourier series
v(s, ϕ) =
∑
k∈Zn
vk(s)e
i〈k,ϕ〉,
where v−k(s) = v∗k(s) = vk(s
∗); ∗ marks the complex conjugate. Given ω ∈ Rn (not necessarily Diophantine)
let
Znω ≡ {k ∈ Zn : 〈k, ω〉 > 0}. (A.2)
For k ∈ Znω and a fixed ρ′ < ρ (let also p′ = (T′, ρ′, σ′) < p,∆ = |p− p′|) denote
uk[v] = − i
λ
∫ ρ′
0
vk(iζ)e
− 〈k,ω〉
λ
ζdζ. (A.3)
For k ∈ −Znω, let uk[v] = u∗−k[v], for k such that 〈k, ω〉 = 0, let uk[v] = 0.
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Proposition A.5 Let λ > 0. A Cauchy problem
Dλ,ωu = v, u(0, ϕ) =
∑
k∈Zn
uk[v]e
i〈k,ϕ〉
has a unique solution u ∈ Bp′(Π × Tn), with |u|p′ ≤ Cλ−1|v|p, |du|p′ ≤ C(λ∆)−1|v|p where C may depend
on n and p but is independent of ω.
Proof: Seek u(s, ϕ) =
∑
k∈Zn
uk(s)e
i〈k,ϕ〉. Then uk(s) satisfy
λu′k + i〈k, ω〉uk = vk, uk(0) = uk[v].
For k such that 〈k, ω〉 = 0 let
uk(s) =
1
λ
∫ s
0
vk(t)dt.
For k ∈ Znω let
uk(s) =
1
λ
∫ s
iρ′
vk(t) e
i
〈k,ω〉
λ
(t−s)dt,
where the integral can be taken along the part of the imaginary axis until ℑt = ℑs and then along the
horizontal line. For k ∈ −Znω take the lower limit of integration as −iρ′. Then the integrand is always
bounded by sups∈ΠT,ρ |vk(s)| in the absolute value. The initial conditions are satisfied: by real analyticity
of v, one has v−k(−iζ) = vk(iζ) for ζ ∈ R. In particular, the solution u is also real analytic. Note that for
the elements u(s, ϕ) of Bp(Π × Tn), represented by Fourier series in ϕ with analytic coefficients uk(s) the
supremum norm in ΠT ,ρ×Tnσ is equivalent to the norm defined as
∑
k∈Zn
sup
ΠT ,ρ
|uk(s)|, the comparison constants
depending in particular on σ. 
B Conclusion of the proof of Theorem 2
First note that the smallness condition (3.33) has simply combined the smallness condition (3.36) on µ for the
Iterative lemma to be valid with the lemma’s remainder estimate (3.37) on µ′, simply to ensure that µ′ < µ.
The rest to ensure that actually µ′ is many enough times smaller than µ, so that the Iterative lemma can
be applied again and again, with a smaller and smaller analyticity loss. This is achieved simply by choosing
the constant C in (3.33) small enough. Without loss of generality (for this part of the proof) assume that
κ− κ′ = r − r′ = ρ− ρ′ = T − T ′ = σ − σ′ = ∆ = δ, as well as δ < λ and ν > M−1ςδ.
Take a geometric sequence {δj = 2−jδ}j≥1. Let σj = σ −
∑j
l=1 δl. Define sequences {κ, r, T, ρ}j≥1 in
the same way. Denote pj = (rj , Tj, ρj , σj). Identify the parameters κ, r, T, ρ, σ, λ,R,M, ν, µ with themselves,
endowed with zero indices. Let C0 > 1 be the constant, whose existence is stated by Lemma 3.1.
If µ satisfies the smallness condition (3.33) with some C ≥ 22τ+3C0, the assumption (3.36) of Lemma
3.1 is satisfied for a single application of the lemma, with an analyticity loss δ1 = 2
−1δ and a parame-
ter ς1 = 2
−τ ς (playing the role of ς in (3.32) implying that η1 ≥ 2−(τ+1)η. This results in a coordinate
change Ξ1 = Ξ1(a1, S1). At the output, according to (3.37) one will have the perturbation parameters
ν1 ≥ 2−(τ+1)M−1δτ+1 and µ1 ≤ 22τ+2C20C−2µ ≤ 2−2τ−4µ, as well as the new quantities λ1, R1, M1, such
that
m1 = sup
(
λ−10 |λ0 − λ1|, R−10 |R1 −R0|, M−10 |M1 −M0|
) ≤ 22τ+2C0C−2 ≤ 1
8
.
Now let C ≥ 22τ+5C0, and assume that the Iterative lemma can be applied repeatedly for j ≥ 2, with an input
parameter set {κj−1, rj−1, ρj−1, Tj−1, σj−1, λj−1, Rj−1,Mj−1, µj−1, νj−1} and an analyticity loss δj , resulting
in a transformation Ψj = Ψj(aj , Sj) and an output parameter set {κj, rj , Tj , ρj, σj , λj , Rj ,Mj, µj , νj}, such
that
νj ≥ (2M)−12−j(τ+1)δτ+1,
µj ≤ 2−j(2τ+4)µ,
mj = sup
(
λ−1j−1|λj − λj−1|, R−1j−1|Rj −Rj−1|, M−1j−1|Mj −Mj−1|
) ≤ 18 .
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This would imply that the sequence {µjν−1j }j>1 vanishes geometrically.
Suppose, the above assumption is true for l = 1, ..., j − 1 (the case j = 1 has been checked). Then on
the jth application of the lemma, one can let ςj = 2
−jτ ς , hence ηj ≥ 2−j(τ+1)−2η, because the inductive
assumption implies that λj−1 > λ2 , Rj−1 >
R
2 , Mj−1 < 2M . The condition (3.36) where each parameter
involved has been endowed with an index j is satisfied; in fact, the right hand side of it majorates a vanishing
geometric sequence with a ratio 22τ+3, whereas the left hand side is majorated by a vanishing geometric
sequence with a ratio 22τ+4 (by the induction assumption). Another application of the Iterative lemma
yields
µj+1 ≤ 2(2τ+2)+5C20C−2µj ≤ 2−(2τ+4)µj .
The fact that mj <
1
8 is easy to verify, similar to the case j = 1. This justifies having 2M in the above
assumption about νj and completes the prof of the induction assumption.
Now the statement of Theorem 2 and its Parameter statement follow from chasing through the iterative
scheme (3.27) and the estimates of the Parameter statement of Lemma 3.1. The existence of the limits
a = a1 ◦ a2 ◦ . . . and S =
∑∞
j=1 Sj follows from the fast convergence of the estimates for their norms
and completeness of the spaces Bp′(C), B(0,1)p′ (C). Finally, the estimates (3.34) pretty much reproduce the
corresponding estimates of the Iterative lemma. Indeed, due to the geometric convergence of the series∑
j≥1 Sj and the composition a1(bˆ1) ◦ a2(bˆ2) ◦ . . ., it suffices to estimate the norms of S1 and bˆ1 only. 
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