Abstract Tropical cyclones (TCs) actively contribute to Earth's climate, but TC-climate interactions are largely unexplored in fully coupled models. Here we analyze the upper-ocean response to TCs using a highresolution Earth system model, in which a 0.58 atmosphere is coupled to an ocean with two different horizontal resolutions: 18 and 0.18. Both versions of the model produce realistic TC climatologies for the Northwestern Pacific region, as well as the transient surface ocean response. We examined the potential sensitivity of the coupled modeled responses to ocean grid resolution by analyzing TC-induced sea surface cooling, latent heat exchange, and basin-scale ocean heat convergence. We find that sea surface cooling and basin-scale aggregated ocean heat convergence are relatively insensitive to the horizontal ocean grid resolutions considered here, but we find key differences in the poststorm restratification processes related to mesoscale ocean eddies. We estimate the annual basin-scale TC-induced latent heat fluxes are 1.70 6 0.16 3 10 21 J and 1.43 6 0.16 3 10 21 J for the high-resolution and low-resolution model configurations, respectively, which account for roughly 45% of the total TC-induced ocean heat loss from the upper ocean. Results suggest that coupled modeling approaches capable of capturing ocean-atmosphere feedbacks are important for developing a complete understanding of the relationship between TCs and climate.
Introduction
Increasing evidence suggests TCs play an active role in influencing the dynamics of the coupled oceanatmosphere system [Emanuel, 2001; Hart, 2011; Sriver et al., 2008 Sriver and Huber, 2007] . Several recent studies have shown that enhanced upper-ocean mixing, associated with extreme TC winds, could lead to positive ocean heat convergence (OHC) [Bueti et al., 2014; Emanuel, 2001; Jansen et al., 2010; Mei et al., 2013; Mei and Pasquero, 2012; Park et al., 2011; Sriver, 2013; Sriver and Huber, 2007] , which may potentially alter large-scale circulations and transports of the ocean-atmosphere system [Boos et al., 2004; Emanuel, 2001; Hu and Meehl, 2009; Jansen and Ferrari, 2009; Pasquero and Emanuel, 2008; Sriver and Huber, 2010] . These TC processes and feedbacks are generally not captured in current numerical models used for climate projections, but their representation may be necessary to reduce uncertainty in projections of climate change impacts.
Numerical models are useful tools to explore the relationship between TCs and climate. Many uncoupled atmosphere and ocean modeling experiments have pointed to important climate connections associated with TCs. High-resolution atmosphere models have demonstrated skill in simulating realistic TC-like circulations and basin-scale climatologies, and they have been used to examine the sensitivity of TC activity to prescribed changes in climate [Bacmeister et al., 2013; Camargo et al., 2005; Wehner et al., 2010] , and increasing atmosphere model grid resolution can significantly improve the representation of simulated TCs [Bacmeister et al., 2013; Li et al., 2013; Manganello et al., 2012; Murakami and Sugi, 2010; Strachan et al., 2012; Walsh et al., 2013; Wehner et al., 2014] . In addition to atmosphere-only experiments, ocean-only models have been used extensively to analyze the oceanic response to TC forcing, including TC influences on ocean heat convergence [Jansen and Ferrari, 2009; Vincent et al., 2013] , mixing budgets [Huang et al., 2009; Mei and Pasquero, 2012] , and large-scale ocean heat transport and circulations [Bueti et al., 2014; Ocean-atmosphere coupling is important for quantifying surface fluxes of heat and momentum within storm-affected regions [Bender and Ginis, 2000; Jullien et al., 2014] , as well as potential remote impacts associated with altered dynamics [Bender and Ginis, 2000; Jullien et al., 2014; Pasquero and Emanuel, 2008; Scoccimarro et al., 2011] . Several recent modeling studies have shown that coupled climate models are capable of simulating present-day TC statistics, including geographical distribution, frequency, and interannual variability [Bell et al., 2013; Gualdi et al., 2008; Kim et al., 2014; Rathmann et al., 2014] . These models typically exhibit biases across different basins due to their generally coarse model resolution, relatively short simulation times, and/or uncertainties related to integrated model responses and interactions. Coupled climate models have also been used to explore potential TC connections to large-scale climate features. For example, Hu and Meehl [2009] use a relatively coarse resolution ($2.88 atmosphere $18 ocean) version of the Community Climate System Model (CCSM), to explore the effect of TCs on meridional volume and heat transports, finding that the positive influence of TC-induced diapycnal ocean mixing on meridional transports is partially modulated by increased freshwater forcing associated with heavy TC precipitation. Also using a relatively low-resolution version of CCSM3, Manucharyan et al. [2011] analyzed how imposed intermittent vertical ocean mixing associated with TC events may affect large-scale ocean temperature structure and circulation patterns. They found that the additional TC-like mixing leads to both enhanced poleward ocean heat transport and tropical equatorial heat convergence. Scoccimarro et al. [2011] investigated the North Hemisphere poleward ocean heat transport induced by model-generated TCs on both transient and long-term time scales with a 0.758 atmosphere and 28 ocean. They concluded that TCs could largely enhance the ocean heat transport on weekly time scales, but the effect is negligible when considering annually averaged ocean heat transport.
These past studies have provided fundamental insights into the potential relationship between TCs and climate, but they are generally limited by relatively coarse ocean grid resolution and a lack of appropriate ocean-atmosphere coupling for analyzing TC effects in the coupled system. While several studies [e.g., Wehner et al., 2014] have investigated the effects of increased atmosphere resolution on TC climatologies, the sensitivity of the upper-ocean response to ocean grid resolution has not been adequately addressed within coupled model frameworks. Here we analyze the upper-ocean response to TCs using a highresolution configuration of the Community Climate System Model version 3.5 (CCSM 3.5) [Kirtman et al., 2012] , which features an atmosphere model with 0.58 horizontal resolution coupled to an ocean model with two different horizontal resolutions (18 and 0.18). This model is capable of simulating realistic TC circulations and cold wakes (Figure 1 ), as well as TC-induced subsurface thermocline warming [McClean et al., 2011] . We use the results of the model experiments to analyze TC climatologies, the transient upper-ocean response 
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to TC passage, and basin-scale aggregated TC effects on ocean heat convergence and surface heat fluxes. We focus our analysis on the Northwestern Pacific Ocean, which represents a region exhibiting a realistic TC climatology and seasonal variability within both model configurations. A key goal of this paper is to examine the potential sensitivity of the coupled modeled response to increasing ocean grid resolution toward scales capable of resolving mesoscale ocean eddies.
This paper is organized as follows. Section 2 describes the model, observational data, TC tracking scheme, and methods for the OHC calculations. Section 3 is the main results section, which is divided into three parts. We first analyze and compare the modeled TC climatologies of the two model configurations. We then investigate the sensitivity of surface responses, including surface cooling and latent heat fluxes, to ocean grid resolution. In particular, the sensitivities are further examined by analyzing potential effects of parameterized versus resolved mesoscale ocean eddies. Lastly, we show first-order estimates of the basinscale annual mean TC-induced latent heat budget and ocean heat convergence within the coupled model. The caveats of this study are discussed in section 4. The main conclusions and implications of this work are summarized in section 5.
Data and Methods
Model Description
We analyze model output from a set of century-scale present-day control simulations using high-resolution configurations of CCSM 3.5 [Gent et al., 2010; Kirtman et al., 2012; McClean et al., 2011] . CCSM3.5 is a prerelease version of CCSM4 and includes the Community Atmospheric Model (CAM) version 3.5 [Gent et al., 2010] coupled to the Parallel Ocean Program (POP) version 2 [Danabasoglu et al., 2012; Gent et al., 2010] . The modeling experiment consists of two simulations in which the 0.58 atmosphere component model is coupled to two different versions of the ocean model. The low-resolution control simulation features ocean and sea-ice components with a nominal 18 horizontal resolution, with constant grid spacing in the zonal direction (1.28) and varying grid spacing in the meridional direction (0.278 at the equator to 0.548 in the midlatitudes). The high-resolution control simulation features ocean and sea-ice components with a uniform 0.18 horizontal spacing at the equator, and reducing to $0.028 at high latitudes. Both ocean model versions have 42 vertical levels with thickness varying from 10 m at the surface to 250 m at 6000 m depth. Momentum and heat fluxes at the air-sea interface are computed by the coupler and are shared among model components. Surface wind stress is calculated using relative wind, which refers to the difference between lowest model level wind and ocean current velocities. Ocean vertical mixing is parameterized using Kprofile parameterization (KPP) scheme. Kirtman et al. [2012] find that small-scale features resolved in the high-resolution ocean model (e.g., mesoscale eddies) can alter large-scale climate conditions, such as global mean temperature, general circulation patterns, Arctic sea ice losses, rainfall, ocean stratification, climate variability, and air-sea interactions.
The simulations include over 100 years of monthly output from the ocean and atmosphere models, of which roughly 20 years of output also include a subset of daily surface variables. We focus our analysis primarily on the 20 years of daily surface output for analyzing the transient TC effects. Available daily variables from the model simulations include surface wind stress, surface temperature, surface latent and sensible heat fluxes, and precipitation rate. The daily model output does not contain any subsurface ocean variables. Our analysis is limited by the lack of daily subsurface ocean information; however, the available atmosphere surface outputs enable us to perform comprehensive sensitivity analyses of the transient TC-induced responses near the ocean-atmosphere interface. In addition, we analyze basin-scale TC-induced ocean heat budgets using previously published methods that combine daily surface temperature information with monthly vertical temperature profiles [Sriver et al., 2008] (see section 2.4), which are available for these simulations. These methods have been shown to provide robust first-order estimates of transient ocean heat uptake compared to altimetry-based estimates [Mei et al., 2013] . Note that such methods may overestimate the ocean heat uptake considering the importance of the variations in the prestorm stratification [Vincent et al., 2012b] , vertical advection [Jullien et al., 2012] , and thermocline seasonal variations [Jansen et al., 2010] . These limiting assumptions provide important constraints on the first-order estimates of surface fluxes and ocean heat convergence.
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Tropical Cyclone Detection and Tracking Algorithm
We developed an algorithm to identify TC-like circulations in the model. The algorithm is adapted from previous studies analyzing TCs in atmosphere-only simulations [Camargo and Zebiak, 2002; Zhao et al., 2009] , based on the availability of daily variables outlined in section 2.1. We identify a TC-like circulation within the model using the following criteria: (1) cyclogenesis occurs within 308 of the equator; (2) the maximum surface wind stress curl exceeds 2 3 10 26 N m
23
, and maximum 10 m wind speed exceeds 15 m s 21 corresponding to a relaxed threshold for the minimum wind speed for a tropical storm; (3) the horizontal scale is larger than 200 km; (4) the storm center must not be stationary for more than 24 h; and (5) the event must last for at least 3 days. Criteria (3) and (4) are important constraints to filter standing ocean eddies, since we are using relative wind (differences between 10 m wind and ocean current) derived from surface wind stress as the basis for constructing TC surface wind fields. Several of our criteria are consistent with previous TC detection methods [Camargo and Zebiak, 2002; Zhao et al., 2009] , however, some differences are necessary given the limited number of variables available from the model output. For example, maximum surface wind stress curl is used to identify and locate a potential TC storm center, rather than the 850 hPa vorticity and minimum sea level pressure. In addition, the cyclone core structure is not considered here. We have performed multiple sensitivity tests to optimize the detection and tracking algorithms and we calibrate the threshold values for each variable. Results are visually inspected to ensure the characteristics of the identified circulations are consistent with TC events (Figure 1 ). Additional details about the procedure can be found in supporting information.
Observational Data
We use 
Calculation of TC-Induced Ocean Heat Convergence (OHC)
The TC-induced, vertically integrated OHC is estimated following previous methods [Emanuel, 2001; Sriver et al., 2008; Sriver and Huber, 2007] :
where F is the fraction of heat transported downward through the base of the oceanic mixed layer through mixing and entrainment, DT is the magnitude of surface temperature anomaly, dh is the depth of vertical mixing, and dW and dL are the cross-track and along-track length of the storm wake. Seawater density q and heat capacity C are held constant at 1020 kg/m 3 and 3900 J/(kg 8C), respectively. In order to estimate F, we analyze surface latent heat exchange during TC days, as it is the second largest contributor to sea surface cooling [Huang et al., 2009 ] (see section 3.3). We employ a footprint method that samples surface properties within a 68 3 68 domain (dW and dL), which is centered on the best track location and moves with the storm. The footprint domain size is consistent with area sizes used in other studies [Cheng et al., 2014 anomalies are calculated using SST from 2 days after storm passage relative to the average SST between 12 and 5 days prior to the storm. Sensitivity analyses were performed to choose characteristic sizes of the footprint domain and time interval, and we chose values that maximized the TC effect. The results presented here are generally insensitive to the choice of spatial and temporal sampling scales, particularly for the comparison between model simulations with varying ocean grid resolution.
We use three different strategies for estimating TC-induced mixing depths that we apply to both model simulations and observations. First, we assume a uniform and constant mixing depth of 50 m, consistent with past case study analysis [D'Asaro et al., 2007] and methods used in previous observation-based studies [Sriver and Huber, 2007] . For the second method, we assume that vertical mixing for all storms penetrates to levels corresponding to the monthly climatological mixed-layer depth at each grid point. In the third method, we combine the TC-induced SST anomalies with monthly climatological vertical ocean temperature profiles to estimate mixing depth as the level from which water must be upwelled to achieve the observed surface temperature anomaly [Sriver et al., 2008] . In this method, mixing depth is calculated as dh5DT Á @z=@T, where DT is the TC-induced SST anomaly and @z=@T is the inverse of the vertical temperature gradient obtained from the monthly climatological ocean temperature at each location. All three methods likely underestimate the actual TC-induced vertical mixing length scale, but we chose these criteria in order to examine the robustness of the model's response and resolution dependence under uncertain assumptions. Ocean heat convergence on each grid point is then calculated individually before being integrated across the footprint domain, to account for any nonuniform cooling anomalies within the domain.
Model Results and Discussion
3.1. Modeled Tropical Cyclone Number and Climatology TC tracks accumulated over 20 years in both versions of the model are shown in Figures 2a and 2b . We find that both the low-resolution and high-resolution simulations generally capture the spatial distribution of the global storm tracks. However, both model configurations exhibit several key limitations. The total number of storms globally is roughly 50% of the observed current-day climatology (Table 1) . The annual TC counts in the north Atlantic and east Pacific basins are too low compared to observed climatologies (Figure 3 ). For the north Atlantic region, the bias may be attributed to relatively low annual SST (supporting information Figure S1 ) and relatively high vertical wind shear (supporting information Figure S2 ) within the Main Development Region for both simulations, which are both important environmental factors for TC development. The model also simulates storms in the South Atlantic basin, which are rarely observed in nature. The cause may be due to anomalously low vertical wind shear and warm SST in this region compared to observations (supporting information Figures S1 and S2 ).
In addition, the model does not capture storm intensities greater than Category 3 (Figure 2 ). The storm intensity distributions are similar between the two versions of the model, and they are shifted toward low values compared to observations (Figure 4) . The biases in intensity and number are likely linked to the relatively coarse (0.58) atmosphere component resolution [Li et al., 2013; Shaevitz et al., 2014; Strachan et al., 2012; Zhao et al., 2009] , and similar limitations are common among other Earth system models [Camargo, 2013] . Recent findings using newer versions of CAM with higher horizontal grid resolution (0.258) show significant improvements in the total number, although biases still exist in the storm intensity and spatial distribution [Bacmeister et al., 2013; Wehner et al., 2014] . The intensity bias may also be due to the different methods of computing daily-averaged storm wind speed between observations and model output. The best track daily wind product represents the average of the 6 h instantaneous maximum winds. The daily wind from the model is averaged over the entire day given the daily ocean model output frequency, which would smooth out the peak wind speed and lead to a low-bias compared to averages of 6 h instantaneous winds. To test the hypothesis that the wind bias is due to the differences in time-averaging, we analyzed 5 years of storm intensity distributions using a separate high-resolution (0.258 atmosphere, 0.18 ocean) CESMcoupled simulation [Small et al., 2014] where daily and 6 h output frequencies are both available for the same time period. We found that while the intensity distribution from the 6 h output is quite consistent with observations, the distribution computed from the daily output exhibits a similar low bias to our current model analysis (supporting information Figure S3 ). This suggests that climate models with 6 h output frequency Figure 3) , including the Northwestern Pacific region, which is where we focus our analysis.
The consistency in storm intensity distribution suggests that both versions of the model represent similar climatological environmental conditions important for TC intensity. The effect of prestorm SST is of particular interest here, since it may be sensitive to the representation of mesoscale eddies. In order to diagnose the sensitivity of prestorm SST to model resolution, we analyzed the frequency distribution of SST anomalies 3 days prior to storm passage for all storm days (supporting information Figure S4 ). [Sriver et al., 2008; Sriver and Huber, 2007] . The magnitude of the accumulated TC-induced surface cooling in the model is generally lower compared to observations, which is due primarily to the model's underrepresentation of the TC number and intensity. In addition, the modeled surface temperature response is generally insensitive to horizontal ocean grid resolution, and the biases are minimal in the Northwestern Pacific region.
In order to diagnose the transient response of upper-ocean temperature to TC passage, we analyze time series composites of the area-averaged SST anomalies for the low-resolution and high-resolution simulations ( Figure 5 ). The anomalies are referenced to the prestorm conditions ( Figure 5, right) , which are defined as the average SST over 12-5 days before the storm arrival, as well as to the 20 year daily climatology ( Figure 5, left) . Comparing against climatologies can be useful to remove seasonal effects on time scales longer than a few weeks. We test the sensitivity of the SST response to the averaging domain size using multiple footprints (28 3 28, 68 3 68, 108 3 108). In both model simulations, SST begins to decrease 2-3 days prior to the storm arrival, and it reaches a minimum 2 days following passage of the storm center. The magnitude of the maximum cooling is generally consistent between the two configurations. However, the highresolution configuration shows cooling approximately 0.18C stronger than the low-resolution configuration within the 28 3 28 averaging footprint size, which may be due to differences in horizontal advection or surface heat fluxes (discussed in section 3.2.2). This difference is smoothed out when averaged over a larger area. In both versions of the model, the time scales of SST restoration to climatologically normal conditions are much longer than suggested by the observations [Dare and McBride, 2011; Lloyd and Vecchi, 2011; Mei and Pasquero, 2012] . In the high-resolution configuration, SST returns to climatology about 120 days 
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later; in the low-resolution configuration, the cold anomaly persists even after 200 days, which is similar to recent results of an ocean-only modeling experiment [Jullien et al., 2012] .
Temporal Evolution of Surface Latent Heat Exchanges
The temporal evolution of the surface latent heat fluxes during storm passage is shown in Figure 6 . Similar to the analyses of the surface cooling, we averaged the latent heat fluxes using different footprint sizes centered on the TC center. Latent heat fluxes are represented as total values (Figure 6, right) , as well as anomalies referenced to the long-term mean daily climatology (Figure 6, left) . In both versions of the model, latent heat fluxes begin to increase about a week before the storm's arrival, indicating an anomalous heat supply from the ocean to the atmosphere prior to the storm. The coupled model shows a spike on the day of the storm passage, and the peak value of the daily heat fluxes in the high-resolution version is slightly higher than its low-resolution counterpart across all the footprint sizes.
Using the 68 3 68 footprint domain, we find the long-term mean climatological daily average latent heat fluxes without TC forcing is 158 W m 2 (145 W m 2 ) in the high (low)-resolution ocean configuration, while the latent heat flux under TC conditions is 270.61 W m 2 (241.75 W m 2 ) in the high (low)-resolution configuration. The magnitudes of latent heat fluxes with and without TCs are both consistent with the observational estimates based on Hurricane Isabel using high-resolution satellite-derived dataset [Liu et al., 2011] . We use an observation-based case study of the Category 4 hurricane Frances in 2004 [Huang et al., 2009] , as a first-order constraint on the modeled fluxes. Huang et al. [2009] estimate the daily-averaged latent heat fluxes aggregated over a 400 km area on the day of the maximum intensity is 0.09 PW. In the current study, the two strongest daily-averaged storm winds are 50 m s 21 in low-resolution version and 50.3 m s 21 in Liu et al., 2011] , indicating that the coupled model approaches with a dynamic ocean may be capable of realistically capturing the negative feedbacks on TC intensification missing from atmosphere-only simulations.
Potential Modeled Effects of Mesoscale Ocean Eddies on TC Wake Recovery
Horizontal ocean grid resolution may be important for simulating the storm-scale transient dynamic responses. In particular, the upper-ocean restratification following TC wakes may be influenced by mesoscale eddy transport and mixing [Haney et al., 2012] . Mesoscale eddies' horizontal scales are of the order of the baroclinic Rossby radius of deformation, typically of O(10 km) [e.g., Killworth, 1997; Chelton et al., 1998 ]. These effects are largely parameterized in the 18 version of the model and explicitly resolved in the 0.18 model.
To explore the effect of mesoscale eddies on the TC-induced upper-ocean response, we analyzed TC activity within regions of high and low annual mean eddy kinetic energy (EKE) for both models and satellite-based observations [Le Traon et al., 1998 ]. We estimate EKE using monthly sea surface height anomalies (SSHA) in both the observational data and model output. 
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We first examine the potential relationship between wake recovery and background EKE by analyzing average wake responses within a high EKE region (308N-408N, 1308-1758 ), corresponding to large eddy activity within the Kuroshio current and extension. We analyzed the time series composites of the area-averaged (28 3 28) SST anomalies and their e-folding recovery time scales, which is defined as the number of days necessary for the SST anomaly to return to e 21 of the maximum cooling (Figure 8 ). The two model versions exhibit similar characteristics, including the fluctuating pattern of SST time series, the magnitudes of maximum cooling, and the e-folding time scales of 13 days.
We performed further analyses regarding the relationship between EKE, SST cooling and e-folding time by including all the storm days globally, in an attempt to gain additional insight into the sensitivity of the responses to ocean grid resolution. Figure 9 shows the relationship between EKE and e-folding time (upper), and between EKE and maximum SST cooling (lower). EKE is normalized in the right figures, in which the circles are bin averages and the error bars are their respective standard errors. Results indicate that although the EKE magnitudes are very different between the model simulations and observations, the TC-induced responses exhibit similar patterns when using normalized EKE. In particular, the e-folding time in the high EKE regions are generally consistent between observations and the 0.18 ocean simulation, suggesting the potential importance of eddies in wake recovery and possible improvement of the 0.18 ocean model over the 18 model. However, the relevance and robustness of this result is difficult to interpret given the disparity in the magnitude of EKE between model simulations and lack of subsurface ocean information from the model output. 
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3.3. First-Order Estimates of TCInduced Upper-Ocean Energy Budget Despite the lack of subsurface ocean fields, the availability of daily surface properties and monthly subsurface ocean temperature enables us to estimate the modeled basin-scale TC-induced OHC using different strategies accounting for mixing depth (discussed in section 2.4). The results are summarized in Figure 10 . The average TC mixing depths and their corresponding OHC estimates are sensitive to the choice of vertical mixing lengthscale calculation; however, the modeled OHC estimates are generally consistent between the two simulations for each mixing depth calculation. Differences between the two simulations may be partly attributed to variations in the background ocean state (supporting information Figure S4 ), since the upperocean temperature structure in the high-resolution model exhibits stronger stratification effects than the low-resolution model. We find that varying mixing depths based on the climatological vertical ocean temperature gradients leads to the largest estimation of TC-induced OHC. This is because the location of the most significant surface cooling corresponds to areas with the deepest mixing, as indicated by the large spread over the mean mixing depth for this method (Figure 10a ). In contrast, defining the mixing length based on the depth of the climatological mixed layer yields the smallest TC-induced OHC. This method likely underestimates the effect of TCs on the vertical redistribution of ocean heat, even for relatively low intensity storms considered here, because TC-induced mixing typically penetrates to depths significantly below the base of the seasonal mixed layer.
In addition to vertical mixing, TC-induced latent heat fluxes can also contribute to ocean surface cooling. Coupled modeling frameworks have the advantage of capturing surface fluxes within TC regions. We have shown in section 3.2.2 that both versions of the model are capable of simulating surface latent heat responses to TCs that are generally consistent with observations. Here we estimate the basin-scale annually accumulated TC-induced latent heat budget within the coupled model and its contribution to the total upper-ocean heat loss during TC passage.
For each storm day, we integrate the daily average latent heat fluxes from day 0 to day 2 relative to TC passage over a 68 domain. The period of 0-2 days is chosen in order to account for all the latent heat exchange responsible for the total upper-ocean heat loss, which we estimate with the maximum SST cooling that occurs on day 2 (see Figure 5) . The annually accumulated basin-scale latent heat fluxes are 1.70 6 0.16 3 10 21 J in the high-resolution model and 1.43 6 0.13 3 10 21 J in the low-resolution model, representing 47
and 45% of the total TC-induced OHC estimates in the high and low-resolution model configurations, respectively (see also Table 2 ). This contribution of latent heat exchange is similar to the estimate of Vincent et al. [2012a] , who found $43% of ocean heat anomalies are due to latent heat fluxes. Results suggest that surface latent heat fluxes account for a substantial amount of heat loss from the upper-ocean during TC events, which may have important implications for global heat and energy budgets in coupled models.
We apply the basin-scale latent heat flux as a constraint on the oceanic heat convergence induced by TCs in the model simulations (corresponding to F 5 0.53 (0.55) in the high (low)-resolution version in equation (1)). Using the varying mixing depth strategy, we estimate the modeled TC-induced, surface flux-corrected annual Northwestern Pacific basin-scale OHC to be 0.17 3 10 22 J in the low-resolution simulation and 0.19 3 10 22 J in the high-resolution simulation, corresponding to a mean annual rate of 0.05 6 0.005 PW (1 Table 1 ). Due to the lack of observational estimates of latent heat fluxes within TCs, we apply F 5 0.55 from the model for the observational OHC calculation. The annual surface flux-corrected basinscale OHC for all the storm intensities in the observations is 0.35 3 10 22 J, and 60% of which is 0.21 3 10 22 J. This value is comparable with the modeled results. These first-order estimates suggest that the coupled model is capable of capturing realistic surface heat fluxes and the upper-ocean heat convergence responses to tropical cyclones. These preliminary results point to the potential importance of using high-resolution coupled modeling approaches to advance our understanding about tropical cyclones and climate.
Caveats
This study includes several important simplifying assumptions and caveats, in addition to the methodological constraints discussed in section 2. Although the 0.58 resolution atmosphere model is shown to be capable of capturing realistic TC circulations and spatial distributions in the Northwestern Pacific, the storm intensities are likely to be underestimated. Thus, potential differences in the storm-induced responses for extremes storms cannot be examined using this model.
Shear instability induced by near-inertial waves contributes to TC-induced SST cooling through turbulent entrainment at the base of the mixed layer [Cuypers et al., 2013; Ginis, 2002] . This effect is dependent on the magnitude of near-inertial energy input by the winds to the ocean, as well as the dissipation of the nearinertial energy beneath the oceanic boundary layer. The modeled near-inertial energy input by the winds is highly dependent on the resolution of the atmospheric component and on the coupling frequency [Jiang et al., 2005; Jochum et al., 2013] . The atmospheric model considered here (0.58) is not capable of simulating extreme TC events or the fine-scale atmospheric frontal features that can be important for generating near-inertial energy input to the ocean. Under this situation, the KPP vertical mixing parameterization scheme used in the model would not provide sufficient near-inertial wave-induced shears [Large et al., 1994; Jochum et al., 2013] . A parameterization for the dissipation of near-inertial energy in the upper ocean is not applied in the present (CCSM3.5) or in more recent versions of this model [Jochum et al., 2013] . Improved representation of this effect could impact mixed-layer depth, SST, and precipitation patterns [Jochum et al., 2013] . Whether the results presented here would change under improved representation of near-inertial waves in the model is an open question, which will be the topic of a future paper.
The effect of mesoscale eddies on ocean surface cooling due to entrainment would also likely depend on the vertical resolution. Both simulations feature the same relatively coarse vertical resolution (42 levels). Increasing vertical resolution (particularly near the surface) may induce a stronger eddy effect on surface cooling that is not captured here.
Conclusions
Upper-ocean responses to TCs in a fully coupled Earth system model with varying horizontal ocean grid resolution are investigated in this paper. We analyzed the resolution-dependent responses by examining simulated TC climatologies, sea surface cooling responses, and latent heat budgets. We estimate TCinduced OHC in the Northwestern Pacific for both model configurations from near-surface atmosphere and ocean fields using multiple strategies accounting for uncertainties in vertical mixing length scales.
Results indicate that the ocean surface responses and basin-scale aggregated TC influences on upper-ocean heat budgets within the coupled model configurations considered here are relatively insensitive to the choice of ocean grid resolution, when considering 18 versus 0.18 resolution. This suggests that the surface eddy flux parameterization in the low-resolution model may be sufficient for capturing the basin-scale horizontal temperature distribution and heat transport induced by mesoscale eddies [Danabasoglu et al., 2008] . However, it is important to consider limitations in the ocean model's representation of near-inertial wave response when interpreting these results, as well as relatively coarse (0.58) atmosphere model resolution which is unable to simulate frontal systems important for near-inertial energy input to the ocean. TC-induced ocean sensitivities to horizontal grid resolution may emerge with improved representation of near-inertial waves, which could influence transient intraseasonal dynamic responses to TC forcing as well as poststorm wake recovery, ocean heat uptake, upper-ocean currents, and meridional transports.
Given the magnitude of the modeled and observed TC-induced fluxes of heat and momentum at the atmosphere-ocean interface, and the resulting positive ocean heat convergence, these results point to the importance of coupled model approaches to developing a more complete understanding about the relationship between TCs and climate. Coupled modeling initiatives utilizing ultra-high-resolution modeling frameworks may provide fundamental insight to potential TC-induced feedbacks that influence large-scale ocean and atmosphere heat budgets and circulation patterns.
