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Introducción:
Los orígenes del estudio de los polinomios ortogonales pueden situarse en los
trabajos de Legendre sobre el movimiento planetario. Aunque autores como Gauss, Jacobi o
Christoffel habían ya estudiado algunos casos especiales, fueron sobre todo T.J.
Stieltjes con sus trabajos sobre fracciones continuas y el problema de momentos, así como
P.L. Tchebichef, Markov y Heme, los primeros en dar un tratamiento general de esta
teoría. Más tarde han sido H. Hamburger, M. Riesz, R. Nevalinna, F. Hausdorff, T.
Carleman y M.H. Stone entre otros, quienes, estudiando ecuaciones integrales y operadores
en espacios de Hilbert, han dado un importante impulso al estudio de los polinomios
ortogonales. El primer tratado sistemático sobre el tema se debe a J.A. Shohat con su
obra “Théorie Générale des Polynómes Orthogonaux de Tchebichef’ de 1934. En 1939 G.
Szegó, en su monografía “Orthogonal Polynomials”, presentó un exhaustivo compendio sobre
esta teoría, sintetizando buena parte de los resultados conocidos hasta esa fecha.
En la actualidad, el estudio de los polinomios ortogonales ha experimentado un gran
crecimiento debido a las múltiples aplicaciones no sólo en diferentes ramas de las
Matemáticas como por ejemplo Aproximación de Padé, Fracciones Continuas, Análisis
Numérico, Probabilidad, Estadística, Ecuaciones Diferenciales, Teoría de Operadores, etc.
sino también en otras áreas de la Ciencia como Física Nuclear, [41], Física del Estado
Sólido, [59], Teoría de la Sefial, [12], Química Teórica, [17], etc,
El inicial punto de vista de las fracciones continuas ha sido progresivamente
abandonado y en su lugar las propiedades de ortogonalidad han pasado a ser el punto
central en el desarrollo de esta teoría:
Si 0(x) es una función no decreciente en algún intervalo 1, acotado o no, de la
recta real con infinitos puntos de crecimiento y tal que los monomios xi’, n=0,1
2pertenecen al correspondiente espacio L0, el proceso de ortogonalización de Gram-Schmidt
00permite hallar una familia de polinomios (P(x)) ~ tales que cada P (x) es un polinomio
n
mónico de grado n y de forma que
1 n nnl(P(x), P(x)) = P(x) Pm(X) da(x) = K 5
con K > 0. Se dice entonces que (P(x) )00 es una sucesión de polinomios ortogonales
II n=o
1
con respecto a o.
Entre las diferentes clases de polinomios ortogonales, el modelo más importante en
la literatura lo constituyen los llamados polinomios ortogonales clásicos que responden
a medidas absolutamente continuas da(x) = w(x) dx (la función w(x) recibe el nombre de
función de peso):
a) w(x) = exp (-x2) -00 < x .c Pol. de Hermite
a
b) w(x) = x exp(-x) O < x <00; Pol. de Laguerre
c)w(x)=(1x)a (1+xP -1= x= 1; a,~>-l PoLdeJacobi
Como casos particulares de los polinomios de Jacobi aparecen los polinomios de Legendre
1cuando a = = O, los de Tchebichef de primera especie si a = g =-—r o, más
genéricamente, los de Gegenbauer cuando a y son iguales.
Si se elimina la restricción inicial de que la medida sea positiva, tanto en el caso
b) como en c) se puede dar un sentido al producto (P(x), P(X)) cuando los parámetros a
en el caso b) y a + ~3en el caso c) son menores que -1 pero distintos de -1, -2, -3,... y
se siguen encontrando polinomios que todavía satisfacen la relación
— P’’ P’’ do(x) = K 8(P(x), Pm(x) \XJ \XJ
II n nhT~
pero ahora la medida tiene una parte singular formada por una suma fmita de derivadas de
la delta de Dirac en los extremos del intervalo 1. Los polinomios reciben el nombre de
generalizados de Laguerre o de Jacobi respectivamente.
El más amplio punto de vista consiste en considerar un funcional lineal cualquiera L
en el espacio de polinomios con coeficientes complejos llamado funcional de momentos
L : P —* e
que queda definido por su actuación sobre los monomios xt n=O,1 ,..~, y por tanto por la
sucesión de números (¡~)00 llamados momentos, c L, x” > = . De esta forma se puede
n0
2
defmir el producto
(P(x), Q(x)) = < L, P(x) Q(x) >.
La existencia de polinomios ortogonales con respecto a este producto, en otras
palabras, la existencia de polinomios (P(x))00 tales quen=O
(P(x), P~(x)) = < L, P(x) P~(x) > = K 8
JI ¡‘nl
es equivalente al hecho de que los llamados determinantes de Hankel
al u
H= ~n+1
Zn
sean no nulos para todo valor de n. Este punto de vista permite considerar entre los
polinomios clásicos los polinomios de Bessel, que son ortogonales con respecto al
producto
00
(P,Q) = —~*~-- P(z) Q(z) 2 —~-4—~-y--- (~ ¿)k dzJ k
para cualquier valor del parámetro a distinto de -1, -2
Todos los polinomios ortogonales clásicos tienen en común diferentes propiedades que
los caracterizan. Una posible caracterización, la que más interesa en este trabajo y
debida a P. Maroni, es que el funcional de momentos L satisface una ecuación funcional de
la forma
D(@ L) + ‘qi L = O,
donde ~(x) es un polinomio mónico de grado 2 como máximo y NI(x) es otro polinomio de
grado igual a 1.
Si en la anterior relación se permite a los polinomios •(x) o «x) tener grados
3
mayores que 2 ó 1 respectivamente, aparecen nuevos funcionales y en muchos casos nuevas
sucesiones de polinomios ortogonales asociadas a ellos. Tanto los funcionales como los
polinomios reciben el nombre de semiclásicos.
Si se denota s = máx.( grad(~)-2, grad(~)-1 >, los polinomios clásicos se encuentran
en el caso de que s sea igual a O. En la terminología que se usará los polinomios
clásicos son los semiclásicos de clase s = O.
Los primeros antecedentes de los polinomios semiclásicos aparecen en los trabajos de
E.N. Laguerre y también de J. Shohat quien estudió los polinomios que son ortogonales con
respecto a un peso w(x) que satisface una ecuación diferencial de tipo Pearson
w’(x) — - w(x) + 40(x)
w(x)
Aún desde el concepto general de ortogonalidad considerado anteriormente, un
resultado debido a R.P. Boas establece que cualquier funcional lineal definido sobre ~
con valores en c admite al menos una representación integral de la forma
00
<L~P(x)>=f p(x) d(a(x) + i 11(x))
.00
donde 0(x) y ~x) son en general funciones de variación acotada,
Nuestra contribución al tema, detallada en los Capítulos III y IV de esta
Memoria, consiste en dar representaciones integrales para cualquier funcional de momentos
que satisfaga una relacion del tipo DQI L) + W L = O, independientemente de que este sea
o no regular; es decir, tenga o no asociada una sucesión (P(x)~ de polinomios
ortogonales. De esta forma, todos los funcionales regulares semiclásicos quedan
representados.
En la resolución del problema se ha visto que, debido al tamaño de los momentos,
existen dos grandes categorías de funcionales semiclásicos que obligan a utilizar
diferentes técnicas para hallar una representación integral. Se han denominado
genéricamente funcionales (A) o (B)-semiclásicos. La estimación del tamaño de los
momentos así como la solución del problema para los (A)-funcionales se incluyen en el
Capitulo III, en donde se establece que todo funcional de este tipo admite una
representación de la forma
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< L, p(x) > = f p(x) w(x) dx,
Y
donde y es cualquier circunferencia en el plano complejo de radio adecuado y w(x) es una
solución de la ecuación diferencial lineal no h¿mogénea
(0(x) w(x))’ + «x) w(x) = D(x)
siendo D(x) un polinomio.
En el Capitulo IV se da una solución para los funcionales (fi)-semiclásicos probando
que siempre es posible la representación
< L, p(x) > = { p(x) w(x) dx,
Y
donde w(x) ahora verifica la ecuación homogénea
(0(x) w(x))’ + w(x) w(x) = O
y y es una curva adecuada en el plano complejo, cenada o no según que las raices del
polinomio •(x) sean múltiples o simples. Como la función w(x) contiene factores de la
forma (x~a)a y la curva y tiene un extremo en el punto a, es necesario regularizar las
correspondientes integrales cuando Re(a) =-1. Esto se ha hecho dando un criterio
recurrente obtenido a partir del lenguaje de P. Maroni descrito en el epígrafe 2 del
Capítulo 1. Este proceso se ha denominado regularización semiclásica.
Los Capítulos iniciales contienen una breve exposición de resultados relacionados
con los polinomios semiclásicos, siempre orientada hacia la representación integral. El
objetivo que se ha pretendido alcanzar con estos preliminares ha sido el de dar una
visión homogénea y coherente del problema objeto de este trabajo.
El Capítulo 1 comienza con la descripción de algunos resultados generales de
ortogonalidad. Posteriormente, se introducen los polinomios ortogonales clásicos
utilizando la terminología de P.Maroni, y fmalmente, se incluye el trabajo de R.D.Morton
y A.M. Krall “Distributional weight functions for orthogonal polynomials” en el que está
5
resuelto el problema de la representación integral para los polinomios clásicos.
El Capítulo II esta dedicado específicamente a los polinomios ortogonales
semiclásicos y en él se dan algunas de las diferentes caracterizaciones de estos
polinomios. Se incluye también, en los epígrafes finales 5 y 6, el estudio de las
modificaciones que se producen, en la regularidad y en la clase, al perturbar un
funcional semiclásico con una masa de Dirac o con su derivada. El estudio en general de
la clase así como la aplicación de estos resultados al caso particular de los polinomios
de Laguerre dado en el ejemplo final, es también aportación del autor.
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Introducción
En 1939 J.L.Geronimus [18] resolvió el siguiente problema planteado por W.Hahn [20]:
“Hallar condiciones necesarias y suficientes para que una sucesión de polinomios
ortogonales (P >00 sea tal que la sucesión de sus derivadas ¡ P’ >~ sea también
n n=O n-fI n0
ortogonal”.
Para que esto ocurriese, Geronimus encontró que los momentos del funcional asociado
a la sucesión (P~ >~ deberían de satisfacer una cierta ecuación en diferencias que más
tarde se precisará. También dió las soluciones de esta ecuación hallando representaciones
integrales en el plano complejo y, en particular, vió que las únicas soluciones que
correspondían al caso definido positivo eran los funcionales de momentos asociados a las
familias de polinomios ortogonales de Hermite, Laguerre y Jacobi.
H.L. Krall y O. Frink [33] en 1948 encuentran una cuarta clase de polinomios
ortogonales que también satisfacen la condición del problema de Hahn pero que en este
caso no responden a un funcional definido positivo. Son los llamados polinomios de Bessel
que habían ya sido considerados por 5. Bochner en [6], donde se señalaban sus conexiones
con las funciones de Bessel. Las cuatro familias reciben el nombre de polinomios
clásicos.
Por otra parte, J. Shohat [63] en 1939 estudió los polinomios que son ortogonales
0’ + ~;icon respecto a un peso w que satisface una ecuación de tipo Pearson, .~.— = con
w
O y ‘y polinomios, lo que constituye una generalización de las familias de polinomios de
Hermite, Laguerre y Jacobi, dando lugar a los hoy llamados polinomios semiclásicos.
Después del trabajo de Shohat, diferentes autores han tratado de generalizar las
propiedades de los polinomios clásicos. En este contexto, P. Maroni [48] [55] ha
realizado una teoría unificada sobre los polinomios semiclásicos. Su punto de vista
consiste en situarse en el espacio dual de los polinomios fi” y trabajar directamente
sobre las formas lineales o bien, sobre el espacio de las series formales que es isomorfo
a O”. Desde esta óptica se presentan a continuación los polinomios clásicos.
Se comienza con una breve descripción de propiedades generales de los polinomios
ortogonales para, más tarde, entrar al estudio más concreto de las familias clásicas
incluyendo su representación integral.
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§ 1. Ortogonalidad
A lo largo del presente trabajo se denotará con F al espacio de polinomios en una
indeterminada y con coeficientes complejos.
Definición 1.1
Sea (11 >~ una sucesión de números complejos y sea L: O’ —* c un funcional lineal
n=O
tal que la actuación de L sobre los monomios x~ viene dada por
< L, x~ > = n=O,1,2,...
00
L se llama funcional de momentos asociado a la sucesión ¡ ~x ) ~ y los números JI se
llaman momentos del funcional L.
Es inmediato que si lt(x) =~ a,( xk entonces
Definición 1.2
Una sucesión de polinomios ¡ P (x)> se llama sucesion de polinomios ortogonales
y, ¡‘=0
(SPO) con respecto al funcional de momentos L si y sólo si
i) P (x) es un polinomio de grado n.
JI
ji) c L, P(x) Pm(X) > = k 8
delta de Kronecker.
con k * O para n=O,1,... y donde 8 es la
JI ¡‘nl
Cuando k = 1 para n = 0,1 la sucesión de polinomios se llama ortonormal, y cuando
JI
el coeficiente principal de cada P (x) es la unidad, la sucesión se llama mónica (SPOM).
JI
El siguiente resultado es inmediato:
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Proposición 1.1
Son equivalentes:
i) (P(x))00 es una SPO con respecto a L.¡‘=0
u) Para todo polinomio lr(x) de grado =n existen constantes k * O tales que
JI
<L n(x) Pjx)> = f O
JI
si grad(n) < n
si gradQt) = n
iii) c L, xm P(x) > = k 8 para alguna constante k # O, m n y n=O,1,...
JI
Cuando (P(x))1
0 es una SPO con respecto a un funcional L, los polinomios P(x)
constituyen una base de ~ de manera que todo polinomio ir(x) de grado n se puede escribir
como
yt(x)=c P(x)+c P(x)+...+c P(x)
fi 00
y en consecuencia, por la ortogonalidad de (P(x)) ~, se tiene el resultado siguiente:
Proposición 1.2
Sea ¡P(x) >00 una SPO con respecto a L. Sea n(x) un polinomio de grado n. Entonces
n0
n(x) = É c Pk(x)
k=0
y además
< L, it(x) P(x) >
k CL, P
2(x)>k
u
Corolario
Si IP (x) >~ y ¡Q(x) ~ son dos SPO con respecto al funcional L entonces existen
JI n=O
n=O,1,.,.
lo
constantes complejas c !=O tales que
Q(x) = c P(x) n=O,l,2,...u
Por lo tanto una SPO con respecto a L es única si se impone la condición de que cada
P (x) sea mónico o también si se exige que ¡ P(x) )~ sea ortonormal y con coeficiente
JI ¡‘=0
principal positivo
Se trata ahora el problema de la existencia de
con respecto a un funcional dado.
Sea ¡JI > la sucesión de momentos de un
n=O
denota H el determinante de Hankel de orden n+l
JI
Ib
JI
1.1. II
1 n
sucesiones de polinomios ortogonales
funcional L. Para cada valor de n se
5.1.
¡‘+1
~‘2n
De la Proposición 1.1 se obtiene fácilmente el siguiente resultado básico:
Proposición 1.3
Sea L un funcional de momentos dado por la sucesión fu00 . La condición necesariaJI=0
y suficiente para la existencia de una SPO asociada a L es que H sea no nulo paraJI
todo n=O,1,,..
Demostración (ver pág. 11 de [1l])•
Cuando H !=O para n=O,l,2,... el funcional se llama regular o casi-definido.
n
Sea ¡ JI >00 la sucesión de momentos de un funcional regular L. Si se consideran los
ti=0
polinomios defmidos por
11
110 11~ . Iby,
(1.1) P (x) =
-u-JI. 1
¡‘ti
1 x
es claro que cada P (x) es mónico y además, para cada k =n, se tiene que
fi
(1.2) k _ 1CL,x P(X)> —r
JI. 1
y la Proposición 1.1 dice entonces que los
dados por la relación (1.1).
Una característica de las sucesiones
relación de recurrencia a tres términos:
Ib~
Ib~
I1~ Ib
JI
11k 11k+I Ibk+fl
- H
fi-!
elementos de la SPO mónica asociada a L vienen
de polinomios ortogonales es que satisfacen una
Cuando L es un funcional regular y (P(x)~0~> es su SPO mónica, escribiendo el
polinomio x P (x) en términos de los polinomios de la SPO, la Proposición 1.2 garantiza
JI
la existencia de constantes complejas ¡3 y ‘y de manera que
(1.3)
{ Pjx) = 1; P(x)= x
~~+1 (x)=(x - ¡3) P(x) - ‘y P(x) n =1.
Una consecuencia inmediata es que
< L, x¡’1 P(x) nl .—fi-l
de donde
12
c L, x~ P (x) >
JI
< L, 0~ ¡ P(x) >
< L, P2(x) >.fi
2<L,P (x)>
La relación de recurrencia a tres términos (1.3) con la condición ‘y !=O que
satisfacen las sucesiones de polinomios ortogonales es también una condición suficiente
de ortogonalidad según pone de manifiesto el siguiente resultado debido a Favard:
Proposición 1.4 (Teorema de Favard)
Sean ¡¡3 ~ y ¡‘y >00 dos sucesiones arbitrarias de números complejos y sea
fi0
la sucesión de polinomios dada por
(1.5)
n = 0,1,...
Entonces existe un único funcional de momentos L tal que
c L, 1> = ‘ya, < L, P(x)P(x)> =0 sin!=m,
00
Además, L es regular y (P(X))
para n =0.
n, m = 0, 1, 2
es la correspondiente SPO mónica si y sólo si ‘y !=O
Demostración (ver pág. 21 de [1l])•
La relación de recurrencia a tres términos es por tanto una característica de las
sucesiones de polinomios ortogonales asociados a funcionales de momentos en IP. Esto
permite su estudio al margen de la representación integral del funcional de momentos que
más tarde se verá o de cualquier otra caracterización.
Otra posible vía de estudio de los polinomios ortogonales la proporciona el
resultado de Christoffel-Darboux:
Proposición 1.5 (Identidad de Christoffel-Darboux)
Sea (P(x))00 una SPO mónica cuya relación de recurrencia a tres térmmos vieneJI0
dada por (1.5) con YJI * O para n =0. Entonces
(1.4) 7=fi !=0
13
1
O ~I’~ «TIc x-7
Demostración (ver pág. 23 de [11])•
Recientemente, C .Brezinski [10] ha demostrado que si una sucesión libre de
polinomios satisface una relación del tipo (1.6), necesariamente ha de verificar una
relación de recurrencia a tres terminos. De esta forma, la identidad de
Christoffel-Darboux es otra caracterización de las sucesiones de polinomios ortogonales
y permite una forma de estudio independiente de la anterior.
Finalmente, se estudia la representación integral de un funcional de momentos
arbitrario:
Definición 1.3
Un funcional de momentos L se denomina definido positivo cuando < L, lr(x) > > O para
todo polinomio no nulo n(x) que es no negativo en toda la recta real.
Cuando L es un funcional de momentos definido positivo, se verifica que
<L, x2~ >> O y <L,(x+lt>>O
y por lo tanto todos sus momentos Ibfi tienen que ser reales. De la relación (1.2) se
deduce también que
H
.CL,Pftx)
u.’
y, como = ji
0 = < L, 1 > > 0, los determinantes de Hankel H de un funcional de
momentos defmido positivo tienen que ser todos positivos. De hecho se verifica el
recíproco:
Proposición 1.6
L es defmido positivo si y sólo si sus momentos son reales y H > O para todo
fi
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entero n =O.
Demostración (ver pág. 15 de [11])•
Otra consecuencia inmediata de la positividad de un funcional L es que los
coeficientes ‘y de la relación de recurrencia (1.3) tienen que ser todos positivos. Basta
tener en cuenta la relación (1.2).
Definición 1.4
Sea E a (..oó, 00). Un funcional de momentos L se dice definido positivo en E si y sólo
si < L, xt(x) > > O para todo polinomio no nulo lr(x) que es no negativo en E. El conjunto
se dice que es un soporte de L.
Cuando L es definido positivo en un conjunto E que es infmito entonces L es
definido positivo en cualquier subconjunto de E (en general no es cierto si E está
formado por un número finito de puntos). En particular, L es definido positivo en cada
subconjunto denso en E. Por consiguiente, si L es definido positivo y tiene un soporte
con infinitos puntos, en general no existe el “más pequeño” soporte infinito para L. Sin
embargo, si L tiene un soporte acotado, puede demostrarse que entre todos los conjuntos
cerrados que son soportes de L hay uno que es el “más pequeño”. Esto no es verdad en
general si todos los soportes de L son no acotados.
Aunque el problema de la unicidad de la representación integral de un funcional de
momentos definido positivo no se tratará en este trabajo, simplemente mencionar que tanto
este hecho como la existencia del mínimo cerrado que es soporte para L son equivalentes a
que los polinomios ortogonales con respecto a L sean densos en el correspondiente espacio
que define el funcional de momentos. Este problema y cuestiones relacionadas pueden
verse por ejemplo en G. Freud [16], N.I. Akhiezer [2] y otros.
Sea ahora L un funcional de momentos definido positivo y sea 1 un intervalo que es
soporte para L. Sea (P(x)V0 la correspondiente 5P0 mónica. Para cada n =1 se tiene
que < L, P (x) > = O y por tanto P (x) ha de tener al menos un cambio de signo en ely,
intervalo 1. Por consiguiente, al menos un cero de multiplicidad impar ha de estar en 1.
Si ~ son todos los ceros distintos de multiplicidad impar que están en el
interior de 1 entonces
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< L, (x-x,)...(x-xQ P(x)>>O
puesto que (x-xI)...(x.xk) P (x) =O cuando x está en 1. De la ortogonalidad se deducey,que k ha de ser mayor o igual que n. Es decir, se verifica el resultado siguiente:
Proposición 1.7
Sea L definido positivo y sea 1 un soporte para L. Si (P(x)f0 es una SPO confi=0
respecto a L, los ceros de cada P (x) son reales, simples y están en el interior dely,
intervalo 1
u
Con la notación anterior, y llamando x< x
2<....c x a los ceros de cada P (x), se
fi
tiene:
Proposición 1.8 (Fórmula de cuadratura de Gauss) [11]
Si L es definido positivo entonces existen números A1 A , reales y positivos,
¡‘fi
tales que para cada polinomio lt(x) de grado menor o igual que 2n - 1 se verifica que
fi
.cL,ir(x)>~ A¿(x~) y A +...+A
nl
lc=l
Sea L defmido positivo y, como antes, ¡P(x)>00 su SPO mónica y x1 c ... c x
¡‘=0
los ceros de cada P(x). Sea~ =inf( x :n=1,2,...> y sea TI1 =sup 1 x:n=1,2,...>.
El intervalo [~, t~] recibe el nombre de verdadero intervalo de ortogonalidad de L.
Teniendo en cuenta la forma de cuadratura de Gauss, para cada entero positivo n
existen números positivos A~1 A tales quefin
= ‘c L, xk > = A xt para k=O,1,..~2n-lnli=l
Sea ‘y(x) la función definida por
si x<x y’’(1.7) si x =x.cx (l=p<n)MJix)=fA~í+...+A fi~ fi~
Ib0 si x=xfin
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Cada ‘y(x) es una función acotada, continua a la derecha, no decreciente y con un número
finito de puntos de crecimiento. Entonces
xkdw(x)=É A.xk.=JI
fi ¡‘i y,’ k
i= 1
para k=O,...,2n-l
Por el Principio de Selección de Helly, puesto que (‘y 1 está uniformemente acotada
por J.¡~, existe una subsucesión que converge en (-00, co) a una función ‘y que es acotada y
no decreciente. Si el verdadero intervalo de ortogonalidad [~, ~] está acotado,
directamente del segundo Teorema de Helly se obtiene que
00 00
x~ d’y(x) = ~400 {
00
para cada k=0,l..., puesto que ‘y(x) =0 cuando x =~ y ‘y(x) 110
tiene asi una representación integral para L.
Cuando el intervalo [~, r>~] no está acotado, el Teorema de
aplicar directamente y es necesaria una ligera extensión:
cuando x=~.Se
Helly no se puede
Proposición 1.9 [11]
Sea L definido positivo y sea (‘y 1 la sucesión definida en (1.7). Entonces existe
una subsucesión de (‘y> que converge en (.oo, 00) a una función ‘y acotada, no decreciente y
con infinitos puntos de crecimiento de manera que
00
= .c L, x”> =
>0’ d’y(x) k=0,1,2,...
.00
00Ahora es sencillo de demostrar que cualquier sucesión <i~L > ~ de números reales
admite alguna representación integral en la recta real:
Proposición 1.10 (Teorema de Boas)
Sea ¡ji >~ una sucesión arbitraria de números reales. Entonces existe una función O
fi0
de variación acotada tal que
00
£00
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x” d«x) = ji n=O,l,2,...
y’
Demostración
Dado ~ es claro que existen números Ib10 y Ib20 reales y positivos tales que
~ -
Supongamos que
11i0’ i1~1 11i2¡” para i~l,2, han sido determinados de forma
que
iOH =det kpk pat-ji. j=0
k=O,1 2n
> O para p=l,2 y para k=O,1 ,...,n.
Sean ahora 1112JI+¡ y ~ números reales tales que
11 11 -112y’-rl 1.2,,+I 2.2n+1
Los correspondientes determinantes de Hankel H
1, para p=l,2, se pueden desarrollar
por la última fila y se obtiene
H
11p.2zx+2 +fQs ~Ib~
1‘~•~Ibp~j,+i)
p,nt-I p,O
donde f es alguna función que no depende del momento Ibp~fi+2~ Basta entonces elegir para
cada valor de ~ el número Ib~,2~+2 suficientemente grande para que H sea positivo y
p.fi+1
tal que
112n-s~2 = ‘~1,2z,+2 - 112,2JI+2
lo que siempre es posible. Se tienen así dos sucesiones ¡Ib
1 1 y (JI2> de números reales
cuyos determinantes de Hankel son positivos. La Proposición 1.6 y la Proposición 1.9
garantizan la existencia de funciones ~ y ~‘2 acotadas, no decrecientes y con
001 00
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infmitos puntos de crecimiento, de forma que
~j. = f x¡’ d4(x) p=l,2.
.00
En consecuencia ~ - ~‘2es una función de variación acotada tal que
= f x~ d(@(x) -
.00
Es obvio que si ¡ Ix>00 es una sucesión arbitraria de números complejos, existen
n0
funciones de variación acotada Ib(x) y 0(x) tales que
IbJI = f x¡’ d(11(x) + i a(x)) para n=O,l,.,.
.00
§ 2. Operaciones en el dual de los Polinomios.
IP ahora representa el espacio de los polinomios en una variable con coeficientes
complejos pero considerados como elementos de C00(~). Si O’ es el espacio de los
polinomios de grado menor o igual que n entonces O’ ~ O’ . Considerando en cada O’ la
n fi
topología que lo convierte en un espacio de Banach, O’ queda dotado de la topología de
L.F. (límite inductivo estricto, Tréves [65]). De esta forma, la topología débil del dual
topológico IP’ viene defmida por la familia de seminormas
=sup tic L,xk>I :O=k=n>
y coincide con la topología dual fuerte. Si E denota el espacio C00(O~) con la topología de
la convergencia uniforme en compactos, se puede demostrar, ver [48], que la inclusión
E’ C IP’ es continua.
Por otra parte, es posible demostrar también que todo elemento L de IP’ admite la
representación
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¡‘=0
donde (L)y, = c L, x¡’ > y 5 es la medida de Dirac ( < 8(x), p > = p(O) ). También se
puede probar que la aplicación
n
00 (-1) 00
(2.1) L = ~ ~ —* F(L) (z) =~ (L)~, x¡’
fl0
es un isomorfismo topológico entre el espacio anterior ~‘ y el espacio de las series
formales dotado de la topología definida por la familia de seminormas
00
1 1’ a~ x~ ¡ = sup ¡ IakI : k =n
Las justificaciones de todos estos hechos se pueden ver en los trabajos [48] y [53] de
P. Maroni.
Definición 2.1
Sea L un elemento de P’. Se llama función de Stieltjes asociada a L a la serie
formal 5(L) (z) definida por
S(L) (hz) = -z F(L) (z)
Es claro que S’L’ 1z~ — 00 (L)y,
~‘ ‘‘ — - z y de este modo, su derivada formal viene dada por
S’(L) (z) =Y’ (n+1) (L)
¡
z ¡‘ti
Se consideran ahora las siguientes operaciones en O’:
p(x) —* (~ p)(x) = @(x) p(x), 4 E IP
— p(x) - p(c) , ~~c
p(x) —* (D p)(x) = p’(x)
p(x) —+ (‘r,, p)(x) = p(x-b), b E £
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p(x) ~ (h p)(x) = p(ax), a c e-jo>
y por trasposición quedan defmidas las correspondientes operaciones en a”:
La multiplicación a la izquierda de una forma por un polinomio
c •(x) L, p(x) > = c L, 4(x) p(x) >.
La división de una forma por un polinomio de primer grado
.c(x-cy’L,p(x)><L,ú p(x)>=<L, p(x)-p(c
)
c x-c
La derivada de una forma
.c D L, p(x)> = - < L, p’(x) >.
La traslación de una forma
< L, p(x) >. = c L, ‘tb p(x) > = < L, p(x+b) >
La homotecia de una forma
c ha L, p(x) > = < L, hp(x) > = < L, p(a x) >.
En O” se puede definir un producto de formas. Para esto, se considera previamente el
producto a la derecha de una forma por un polinomio dado por
O” x IP —e O’
(L, •) —+ (L •) (x) = ( a~jL)~) 0’
ii=O
>0’ = ÉPuesto que II L ~ II =(p+l) ILI~ II ~ II, donde se ha considerado Ii~ ak ~ IakI,
la multiplicación a la derecha está en r(r” IP, O’) y así, por trasposición, se puede
definir
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< L1 L2, p(x) > = < L1, (L2 p) (x) >
Con este producto y la suma habitual, el espacio U” es un anillo con elemento unidad que
es la forma 8. Además las formas inversibles resultan ser aquellas cuyo primer momento
(L) es no nulo.
o
Se verifican las siguientes propiedades:
Proposición 2.1 [51]
Sea p e IP y L, L1 y L2 elementos de a”. Entonces en a’ se verifica:
1) p(L1 L2) = (p L1) L2 + x(L1 Ú~ p) L2
2) (x
4L)p=i3 (Lp)
o
3) D(Lp)=(DL)p+Lp’+L0
0 p
y en O”
4) D(pL)=p’L+pDL
5) x~’ L = (-1)¡’ (D8)~ L
6) D¡’ 8 = n!(DS)¡’
7) D(x’ L) = x
1 DL - x~2 L
u
Por lo que se refiere a la división de una forma por un polinomio, es claro que
< (x-a) (x-a)’ L, p(x) z. = .c (x-a~’ L, (x-a) p(x) > = .c L, p(x) >
y se tiene entonces
(x-a) (x-aY’ L =
mientras que
< (x-a~’ (x-a) L, p(x) > = < (x-a) L, p(x) - p(a)x- a = < L, p(x) - p(a)> =
— .c L, p(x) > - p(a) .c L, 1 > = .c L - (L)
0 8(x-a), p(x) >;
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es decir,
(x-a~’ (x-a) L = L - (L) 8 (x-a)
El caso general de la división por un polinomio R(x) está estudiado en [13] y [14].
Aquí se detallan los resultados cuando R(x) tiene todas sus raices simples.
Si R(x) = (x-a1~..(x-a), iterando la operación O definida anteriormente, se
a
ob tien e
p(x) - L (x)
O y’
a ... a p(x) =
1 fi
donde L (x) es el polinomio de interpolación de Lagrange en los nodos a
JI fi
L (x) = V p(a) 1(x) con 1(x) = R(x
)
y, L R’(x ) (x—ay
i=0
De esta forma
.c IU’(x) L, p(x) > = < L, p(x) - L (x)fi
Cuando R(x) tiene alguna raíz múltiple, se puede definir R’(x) L pero en este caso
hay que considerar el polinomio de interpolación de Hermite en lugar de L (x).
JI
Se verifican también las propiedades:
Proposición 2.2 [14]
Sea p(x) c r, L, L1 y L2 e O”, R(x) y 5(x) polinomios con raices simples. Entonces
1) R(R’ L)=L
y,
2) R’(R L) = L - ~ (1(x) L)0 8(x-a.)
3) R’(L L)=(IUL)L =L (R’ L)
12 ¡ 2 1 2
4) RÁ5
1 L)=5’ (R’ L)
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5) R~’ L = (x¡’ L) 8(x-a1)...8(x-a)
6) (R’ LV = R~ LP
u
Finalmente, se considera la sucesión dual asociada a cada sucesión de polinomios
ortogonales:
Una sucesión de polinomios (~):=0, con grad P =n, es libre si y sólo si grad P = n
fi JI
n=O.En este caso se puede siempre normalizar los polinomios y considerar cada P mónico.
fi
Se dice que la sucesión está normalizada.
Sea (P)00 una sucesión normalizada. Efectuando la división euclídeafi0P
JI+I se puede escribir
P(x)=l, P(x)=x-f30 1 0
JI
P (x)=(x-j3 )P (x) - ‘y P(x) n>O
¡‘+2 ¡‘+1 k=O k
donde j3 y ‘y,~ son constantes.
Definición 2.2
00Se llama sucesión dual de la sucesión normalizada (P)
dePy,~
2 por
a la sucesión de formas
lineales (LP definida por la condición
n=0
<L,P >=8
JI m JIJU
Proposición 2.3 [62]
n,m =O
La sucesión (L)~~ es libre, es única y además constituye una base universal de O”
u
Es claro que
=cLk~xPI >, O=k=n, n=O
¡3 =cL,xP>,
fi fi
n=O
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Si en particular (~)>0 es una S.P.O. mónica y L es su funcional de momentos tal que
(L )00(L)0 = 1, entonces la sucesión dual vendrá dada por¡‘ ¡‘=0
P (x) Ly,
n=0
¡‘
y,
§ 3. Ecuación Distribucional de las Formas Clásicas.
Proposición 3.1 [53]
P ¡‘+1Sea (P) una S.P.O. mónica y sea L su funcional asociado. Sea Qfi = n+1 para
n=0
n =0. Entonces (QV~ es una S.P.O. mónica si y sólo si existen polinomios
4(x)=ax2 +bx+c y ‘y(x)=ax+b talesque1 1 1 2 2
(3.1) D(@ L) + ‘y L = 0,
donde O =grad 4(x) =2 y grad ‘y(x) = 1. Además, cuando grad ~(x) = 2, ha de verificarse
que -ria
1 + a !=0para todo entero n =0
2
Demostración
Supongamos que (QV” es una S.P.O mónica y que L es su funcional de momentos.
¡‘=0
Como
P(x)=(x - 13) P~(x) - ‘yy, Py,~1(x) si n =1,
derivando se obtiene que
P(x) = Q(x) + c1 (x - ¡3) Q(x) + c2 Q2(x), n =1,
para algunas constantes c y c De esta forma
JI,fi. 1
c L, P > = Ofi para n=3.
P
Sea (L)00 la base dual de (P)00 ; es decir, L = “ L. Escribiendo Ldefi fi0 ¡‘o’0 xi 2<L, P >fi
— 00
la forma L =3’ >.L., la relación (3.2) significa que X.= O si j =3 y, en consecuencia,
(3.2)
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%P XP
L = [CL? $ + + 0p2 j L=~(x)L
2 <L, >
o
y 4(x) es un polinomio de grado 2 a lo sumo. Por otra parte
P
fi+I JI+I
cL,Q >=.c@L, n+í = - < DQI L),
y como .c L, Q > = O si n =1, la expresión del funcional D(~ L) en términos de la base
(L)~ será
D(~ L) = ~ L
0 + ¡3 L1 = - ‘y(x) L.
Además I3~ = < D(4 L), P > = -< ~ L, 1> = -< L, 1 > !=0.Luego ‘y(x) tiene grado 1. Es
claro también que grad @(x) =O puesto que si fuese el polinomio nulo, se tendría que
~v(x)L = 0, que es absurdo ya que L es regular. Finalmente
(3.3) O*<L,x¡’Q >=cz4L,x” ¡‘+1y, n+1
1
— - n+í < D (x¡’ @ L), P1 nB ¡<nx”’ @L, Py,~1z’•+
JI+I n ni 1 x”’yP+ < D (~ L), 0’ ~‘ » = - n+í cL,x~ <‘>fi~¡ n+1 <L, ¡
1 ¡‘tI
— ni-í (-na1 +a2)cL,x P >, n>O
deloquesededuceque -na1 +a2 !=0 para n=0.
Recíprocamente, supongamos que L verifica la relación D(@ L) + ‘y L = O y que
-n a + a * O. Razonando como en (3.3) se tiene que
1 2
c@L,xk Q>=- k <Lxki ~ 1 < k fitín+í n+í L,x ‘yP >=
si k<n
fití(-na+%)cL,x P >#0 sik=n
¡‘ti
26
por lo que (Q >00 es ortogonal con respecto al funcional L = 4(x) Ly, u
Observaciones:
(1) D(@ L) + ‘~t L = O es equivalente a que
O = c D(@ L) + ‘y L, x¡’ > = -n ¡a(L) ~ b1(L)+ c(L)~> + a2(L) + b2(L)
que es la ecuación en diferencias considerada por J.L. Geronimus en [18].
(2) Puesto que 4(x) es no nulo, siempre se puede suponer mónico en la ecuación
(3.1).
Definición 3.1 [53]
Se llama funcional clásico a toda solución regular de la ecuación (3.1). Las
correspondientes sucesiones de polinomios ortogonales se llaman también clásicas.
Corolario
00
La sucesión (QQ =0 es también clásica
u
Esto se debe a que (Q)t.0 es ortogonal con respecto a L = • L que satisface la ecuación
con grad(’y-~’)=1.
Sea L una forma regular y sean a y b constantes con a !=O. Se considera la forma
desplazada L definida por
x-b
cLtp(x)>=<L,p( a
~ (P)~ es una S.P.O. asociada a L entonces
k<LX(ax+b)k P (ax+b)>=<L,x P(x)>k 5
fi y, y, fijfl
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es una S.P.O. asociada a Lpor lo que 0 es también regular y la sucesión (P(ax+b)~ ~
Proposición 3.2
*
Sea L una forma clásica verificando (3.1). Entonces la forma desplazada L es
también clásica y satisface la ecuación
D(@ 0) + ~lf = o
con •(x) = at 4>(ax+b), w(x) = a14 w(ax+b) y donde t = grad 4>(x).
Demostración (ver por ejemplo pág. 152 de
La caracterización de las formas clásicas de la Proposición 3.1 tiene su forma
equivalente en términos de la serie formal de Stieltjes en virtud del isomorfismo dado en
la expresión (2.1):
Proposición 3.3 [53]
L es clásica si y sólo si existen polinomios 4>(x) y ‘y(x), grad(4>) =2 y grad(’y) = 1,
tales que su serie formal de Stieltjes verifica la ecuación diferencial
4>(x) S’(L)(z) = C(z) S(L)(z) + D(z),
donde
C(z) = -49(z) - ‘y(z), D(z) = -(L13
040’(z) - (L130’y)(z) = cte.
Cuando grad 4> = 2, el coeficiente principal del polinomio C(z) tiene que ser distinto de
-n, n =2
u
Si un funcional L es clásico, aplicando la Proposición (3.2), se pueden elegir las
constantes a y b de forma adecuada para que la ecuación de L sea tal que 4>(x) tenga sus
raices en puntos prefijados, o bien, que los coeficientes de ‘y(x) sean números
previamente establecidos. En consecuencia, cualquier forma clásica ha de verificar, salvo
una transformación afín de la variable, alguna de las cuatro ecuaciones canónicas
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siguientes:
E:
E:
2
E:
3
E:
4
D L + 2x L = O
D(x L) + (x-a-l) L = O, a e e
2
D(x -1) L - ¡(a4-13) x + a-P> L = O, a, ¡3 e e, a-s-¡3 t
2
D(x L) + (l-ax) L = O, a e e, a !=-1,-2,...
Ecuación E
.cDL+2xL,x¡’>=-ng +2Ib~+i =0 n=O
— nEntonces Ib,,~> ~ Iby,
1. n =O y así
{ ~2y,+ 1
112fl =
—0 n=0
— (2n)
!
4¡’ n! Ib
0
n =1.
Estos son los momentos del funcional asociado a los polinomios de Hermite
Ecuación E
2
<D(xL)+(x-a-1)L,x~>=-nji+ji -(a+l)Ib=O, n=0.y, n+i
Entonces I~tfl~¡ = (n+a+1) Ib,, y por tanto
Iby, = (n+cc+1)...(a+1) ~ = r(n+a+l) Ibo~
r(a+l)
aque son los momentos del funcional asociado a los polinomios de Laguerre L (x) siempreJI
que a * -1,-2,... (los casos a = -l,-2,... dan lugar a funcionales no regulares).
Ecuación E
3
Para resolver esta ecuación conviene determinar los momentos Ibfi(1) = < L, (x-lt> obien ji(-l) = < L, (x+1)~ > en lugar de Ibfi(O) = < L, x~ >. Con este fui se escribe la
ecuación E en la forma
3
(3.4)
(3.5)
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+ 2(x-l)) L> - ¡(a+j3) (x-1) + 2a> L = O
y se obtiene
+ 2 JIy,(1)) - ¡(«~I~) jiy,~
1 (1) + 2a Ibfi(l)> =
de donde
= - 2(a.i-n
)
Ib~ji) y así Iby,(1) =
siendo (a) = a(a+1)~•~(a+n-1).
Análogamente se obtiene para Ibj-1) la expresión
= 2 y, (¡3)(a+[l)
Teniendo ahora en cuenta que
<L, x¡’ > = < L, (x-l+1)¡’ >
j=0
In~
I.jJ
I 7] c L, (x-1~ > = c L, (x+1-l~’ > =
< L, (x4-lV >
se obtienen las expresiones de los momentos Iby,(O)
(3.6) 11,,
j=0
I nJ 1)-’2-’ (a)
N
11JL (a i-ji).
j=O a
(¡3)~ ji0, cti-¡3 !=-1,-2,...
que son los momentos del funcional asociado a los
Ecuación E
4
.c D(x2 L) + (1-ax) L, 0’ > = - n Ib
polinomios de Jacobi P(a~¡3kx)
-a~ +g =0fi+t fi
n =O,
(-l¡ (a)
(cz+ ji)
2”
¡x~f 1)
—t
J
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entonces
11 fi
n+cc’ n=O yasí
- F(a
)
(3.7) 111, = — l}n+a) g~, a * -1,-2,...,
y,
que son los momentos del funcional de los polinomios de fiessel YU(x)
Las expresiones explicitas de estas sucesiones de polinomios ortogonales en su forma
mónica pueden obtenerse por ejemplo a partir de la fórmula (1.1). Son las siguientes:
H (x) = 2-~ ~¡‘É21(-1) k (2x)fi2k
y, k=0
ÉL (x) = (-1)” nl lc=0
«¡3, .i~ 1 n.s-a 1 n+¡3 1 k ¡‘-k 1 n+« ‘1 1 n+¡3 ~1(x) = ¡ ¡ ¡ (x-1) (x+l) con K = ¡ + ¡
k=0 j y, 1 n J ~ n J
Y«(x) r 1 n 1/~,,,,,1\ (x/2)k = (n+a+l)
= ~ kÉO 1 k j~iirtvrii .-~j’. K 2
§ 4. Representaciones Integrales.
La técnica que se presenta a continuación para hallar representaciones integrales en
la recta real de las formas clásicas es debida a R.D. Morton y A.M. Krall [58] y en esta
referencia se pueden consultar todas las demostraciones que aquí se omiten.
Se consideran los conocidos espacios de funciones test dentro de C
00(Uti, D (soporte
compacto), 5 (decrecimiento rápido) y e (sin restricciones en el crecimiento), y sus
correspondientes espacios duales D’, 5’, e’. Se introduce el espacio ~, 5 c.~’c e, de las
funciones de crecimiento lento que incluye a los polinomios:
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2= ¡ ‘y :O~ —a e :lim e.aIxI ~/~>(~)= 0, para todo az’O y q=01
x—+±00
con la topología inducida por las seminormas
Ii = supí ~ixIi’(a+í)1~/~>(~)¡:0=a =p, 0=q =p, xc ~
Proposición 4.1 [58]
Sea ¡ ‘y.> una sucesión de elementos de 2. Entonces ¡‘y.> — O en 2 si y sólo si
J 1 j
para cada az’0 y q=O,la sucesión <~a1xl ‘y¶Q)(~)> converge a cero uniformemente en ~
u
Siguiendo la notación de [58], se considera la transformada de Fourier de una
función 4>(t) de la forma
00
1 ixtF(4>)(x) = ] 4>(t) e dt
.00
Se considera también el espacio Z = F(D) de las funciones que son transformada de Fourier
de elementos de D. Denotando DM£ al subespacio de D de funciones cuyo soporte está
contenido en el intervalo [-(M4.e~’, (M+ey1], sea ZM£ el espacio F(DME). Explícitamente
aZME =¡‘y :¡x.4.iy¡~ j’y(x4-iy)¡ =C e ¡y¡ a < M+e, C > O>q q
Como ya se ha dicho en §.2, todo funcional de momentos L se puede representar de la
forma
y,(4.1) ‘‘5’’
n=0
y además, cuando L es clásico, es claro que los momentos satisfacen la condición
(4.2) 111,1 =C M” nl, n =O, para algunas constantes positivas C y M.
00
Si ‘y = F(4>) con 4> e DME entonces ‘y(¡’~x) = f (it)” 4>(t) eitx dt, y así
.00
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1/CM+E) l/(M+E)
-1/(M+E) -l/(MrE)
Por consiguiente, si ji verifica la condición (4.2), se tendrá que
t/(M+E) l/(M-.-E)
¡@(t)¡ dt = C M+e ~ ¡@(t)¡ dt
2 Iji~¡ ¡‘4/”hbo)~ —k
1-~ y c M¡’ { ~(M+e) .1/<M+6> -II (Ms-E)
de donde se deduce que el funcional
L4~.. ~ con IIby,I =CM”n!
está bien definido en Z y es continuo en el sentido de Z.
ME
Se pretende, por una parte localizar la representación integral de los funcionales
así defmidos con Ib correspondientes a formas clásicas, como elementos de ZME~ y a
continuación, ver si es posible extender su actuación al espacio .~‘. De ahora en adelante
L denota entonces el funcional definido en (4.1) pero considerado como elemento de Z’
ME
Supongamos inicialmente que L admite una extensión L~ que es continua sobre .~.
Sea
r A exp (-(hm2 - t2y’>, -hm < t < í,’mSm(t) ={ m It¡ >. hm
Ijin
para m =M+e y con tales quef 8(t)dt=l,ysea’y=F(8)
-1/fil
a) Se prueba que ( ‘y> —* 1 en 1%
b)ComoL~ se supone contínuo,cL
2,l>=limcL,’y >=limcL,’y>
y calculando este límite, m-W
0
limcL,’y >11
m O
m4~
c) Es claro también que x” es un multiplicador tanto en 2 como en es decir, si
‘ye ..Z(resp. ZME) entonces 0’ ‘y e 2 (resp. ZME). Por lo tanto, como (‘y >—+l en
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elespacio2,(x”w>—*x¡’en2yasí<L,x¡’>=lim<L,0’ ‘y >=
P P ni
= hm < L, x” ‘y>. El cálculo de este límite produce
limcL,x¡’ ‘y >
m400
Se tiene entonces el siguiente resultado:
Proposición 4.2 [58]
Si L admite una extensión L~ que es continua en 2 entonces
< L, x¡’ > = n=O,l,...
Entre los espacios D’ y Z’ se considera la transformada de Fourier:
ME ME
Si4>EDMS y ‘y=FOIOeZME~ feD~
6 y ge Z¿~, la transformada de Fourier de f
viene dada por
<Ff, F4> > = 2n < f, 4>>
y así la transformada inversa vendrá dada por
¡ ¡ 1
Se tienen las relaciones
1. (Flg)(fi> = F’((-ixt g) 2. F’(g«’~) = (itt F1g.
Esto en panicular significa que
— (it)¡’
001 r’
y por tanto FL (t) 7W (— it)”
que es una función analítica en ¡t¡ < hM puesto que IIbI =C M~ nl.
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Lema 4.1 [58]
Sea f(z) analítica en la región ¡ Im(z) ¡ c ~ y tal que
i) Existe h0(t) tal que ¡ f(z) ¡ =h0(t) cuando ¡.Im(z) ¡ < % y verificando hm h0(t) = O
t-*±o0
00
u) Existe h1(t) tal que f’(z) ¡ =h1(t) si ¡Im(z)¡ c % y tal que f h1(t) dt < oo.
00
Entonces f(x) tiene una Transformada de Fourier clásica g(x), y existen constantes
positivas C y r de manera que
C erIxI u
Cuando f(z) es una prolongación analítica de F’L (t) que verifica las condiciones
i) y u) del Lema 4.1, la función g(x) = (FO (x) defme un funcional re2ular L~ que es
la Dretendida extensión a 2 de L. Esto es porque
a) Sea w e 2,
1< L~. ~ >¡ = ¡ fOO g(x) ‘y(x) dx ¡
.00
<c sup 1e(ra)IxI I~v(x)I: x e ~>
00
f ~<r¡2)IxId < 00
.00
y por lo tanto L es continuo sobre 2.
p
b) L~ extiende a L porque cuando ‘y = F(4>) está en ZME se tiene que
l/(M +6)
c L~. ~v>= c Ff, F4>> = 2% < f, 4>> = 2n f
[¡(Mt E)
— 2%
f(t) 4>(t) dt =
F’L(t) 4>(t) dt = 2n c F’L, F”y> = c L, ‘y>.
-1/(M+6)
La Proposición 4.2 nos asegura ahora que c L, x” > = ~
1’
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Polinomios de Hermite
Según se ha visto en (3.4), los momentos del funcional de Hermite son
2n Qt) (2n)lJI 4~’ n!
00
y,O. Entonces
(ir)’’2 s(2fl
>
4” nI
y por tanto
1
1 -2/4
La función f(z) = e
2(n)í/2
es su prolongación analítica y además, con s~ = 1,
2
t /4h(t)=e , h(t)= ~ satisface las condiciones del Lema 4.1. Como
2
Ff(x) = ex -00 < x < co, se tiene que
00
2
dx
.00
es una representación integral del funcional de Hermite
u
Polinomios de Laguerre
De (3.5) se tiene que 11fi = F(n+a+1
)
[‘(«+1) , ci # -1,-2,... Entonces
L« =~ (-1)”
fi0
F(n+a+1) r
I’(a+l)
y por tanto, la función f(z) = —~~— (1+iz~’1’ es la prolongación analítica de R’L(t).
Además, cuando a > -1, la función f(t) se puede invertir y se obtiene
Ff(x) = 1 a-xI{cc+l> x e, O=x<00,
por lo que
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00
<13,0’>— 1 r xfl+Ue~X dx n>O
p I}ci+l)J o
es una representación de los funcionales de Laguerre para a > -1
u
Cuando a < -1 se presenta una singularidad no integrable en el origen y es necesario
un proceso de regularización. El mismo problema se plantea con los funcionales de Jacobi
por lo que previamente se describe este procedimiento.
Supongamos que h(x) es una función que tiene una singularidad en un punto x0 e O~ y
que es integrable sobre todo compacto de ~ que no contenga al punto x0.
Definición 4.1
Se llama regularización de h(x) a todo funcional lineal y continuo f que verifica
que < f, 4>> = < h, 4>> para toda función test 4>(x) tal que x0 £ sop 4>(x).
Proposición 4.3 [19]
Si existe algún entero m tal que (x-xf h(x) es localmente integrable, entonces
h(x) admite regul~zaciones~
Proposición 4.4 [19]
Dos regularizaciones distintas de h(x) difieren en un funcional concentrado en
Cuando la regularización de h(x) conserva la suma, multiplicación por funciones y la
derivación, se llama canónica y se denota RC h(x). Si la función h(x) tiene más de una
smgularidad, es suficiente escribir h(x) como suma de funciones h.(x) de manera que cada
hXx) tenga una única singularidad y así manejar cada h.(x) separadamente. Las
regularizaciones que se utilizan aquí son las regularizaciones canónicas de funciones de
la forma
rl
h(x) = > p.(x) q.(x)
donde p.(x) son funciones infinitamente derivables y cada ci~(x) es alguna de las
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A A -~funciones x , x , x (ver [19]) o bien sus desplazadas a 1 ó -1. Es decir
+
rl
RC h(x) = ~ p.(x) RC q.(x).
=0
Supongamos que f(z) es la prolongación analítica de F’L(t) y que Pni)(x) es
analítica y verifica las condiciones i) y u) del Lema 4.1. Entonces f<”’~(x) admite
transformada de Fourier clásica g(x). Supongamos que g(x)I(-ix/’ tiene una regularización
canónica h(x). Entonces
00
g(x) ‘y(x) dx
.00
es un funcional continuo sobre 2, y por tanto también lo es h(x). Sea y(t) = F’h(t).
Entonces
2n < ~“‘~ 4>> = < F ~Ém~ F 4» = < (-ix)tm h, E 4> > = < RC (-ix)tm g(x) , F4> >(-ix)tm
= < g, F 4>> = 2% < ~(m) ~
En consecuencia y<”’>= f<fli) Como además en D’ cada distribución tiene antiderivadas de
orden m,
nl c
f(t) = y(t) + ~ —~— (it)k
k=O
para algunas constantes ck. Calculando la transformada de Fourier de f(t) se obtiene
Ff(x) = h(x) + ~ ck
Es claro que Ff(x) es un funcional continuo sobre 2 y que es una extensión de L. Luego
es la extensión buscada de L. Además
k k
=<L,x >=<L,x >=c
1, k
—< Ji, x >+ (-1)
h, xk > +~ c( ~(i> xk > =
1=0
c kl
L = Efp
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- < h. xk
k (l)kk! Se ha probado entonces el siguiente resultado:
Proposición 4.5 [58]
Sea f(z) la prolongación analítica de F’L(t). Supongamos que f<tm>(z) verifica las
condiciones del Lema 4.1. Sea g(x) = Ff<m)(x) y supongamos que g(x) ¡(-ix)tm admite una
regularización canónica h(x). Entonces
m
L (x) = h(x) + ~ c8(x) con c =
p k=0
es una extensión continua de L sobre 2
Polinomios generalizados de Laguerre
u
k
Ibk~<h~X >
(
1)k k!
El procedimiento anterior aplicado a los funcionales de Laguerre para ci < -1 da
lugar al siguiente resultado:
Si -j -1 < a < -j
<La, ‘y(x) > =
00
1’ j-l ¡ kkí r x ) (.ljpi ‘y(i)(Q)
x« ~ «x) -t ¡~ ‘-“ ] dXu¡(«+1) ‘=0 k=i
Polinomios de Jacobi
El proceso de regularización junto con el procedimiento de extensión de antes y
teniendo en cuenta las expresiones de los momentos de los funcionales de Jacobi dadas en
(3.6) da lugar a las siguientes representaciones de los funcionales
sict>-l y ~3>-l
de donde
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¡3
x” (1-x)« (l+x) dx
—l
y cuando -M> ci> -M-1, -N> ¡3> -N-l,
< ‘y(x) > =
r(a+¡3+2)
[‘(«+1) [‘(¡3+1) 2ci+Ii+I Ef ci ¡3(l-x) ¡(l+x) ‘y(x) -o
¡3[(1+x) ‘y(x)]
x= 1
(-1Y (l-xY > dx +
f (1+xP
—1
a¡(1-x) ‘y(x) -
[(1—x) ‘y(x)]<k)
ci (1~>[(1-x) ‘y(x)]
Id
x=- 1
(1+x)k 1 dx +
rl
¡ x=-1 (a-t-k+1) ~ u
Polinomios de Bessel
La técnica hasta aquí descrita aplicada a los funcionales de Bessel no da resultado
porque no se sabe calcular la correspondiente Ff(t). A continuación se da una
representación integral para este funcional en el plano complejo tomada de A.M.Krall [34]
Los momentos de los funcionales de Bessel, según se ha visto en (3.7), son
[‘(a)
Ibfi = 1(n+a) ci !=-1,-2,...
y por tanto la correspondiente función de Stieltjes 5(z) = - E Ib~
y,=o z
es una función
analítica salvo en z = O. Siguiendo entonces la fórmula de Laurent
.1
N,M> 1
.1
le
M
Ji
(
1341+1x= 1
40
u
Ib~ — j S(z) z” dz,
c
donde C es cualquier curva cerrada que rodea al
Una representación integral del funcional de Bessel en la recta real ha sido dada
por AJ. Durán en [15], por K.H. Kwon y otros en [32] y más recientemente por
P. Maroni en [55].
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Apéndice
Además de las caracterizaciones que se han visto de los polinomios clásicos por
medio de la condición de Hahn, la ecuación distribucional o la ecuación diferencial de la
serie formal de Stieltjes, existen otras posibles:
- (Al- Salam, Chihara [3]): Existe un polinomio 4>(x), O =grad 4>(x) =2, y para cada n,
constantes reales a, b y c, con cfi !=0,tales que
4>(x)P’(x)=a P(x)+b P(x) + c P1(x), n =O.
- (Bochner [6]): Existen polinomios 4> y ‘y, O =grad 4> =2 y grad ‘y = 1, y parámetros
complejos A , A !=O si n > 1 tales que P (x) es solución de la ecuación diferencial
JI fi y,
4>(x) y” + ‘y(x) y’ + A y = 0, n =O
fi
(A vienedadopor A =-n[’y’+(n-1)4>”/2])
JI fi
- (Agarwal, Miilovanovic, [1]): Existen polinomios 4> y ‘y, O =grad 4> =2, grad ‘y = 1 y
parámetros A, A !=0si n =1, tales que
y, JI
< L, (4> P”)2> - ( 2A + ‘v’(O) ) c L, 4>(P’)2> +A2< L, j>2> = O, n =0.fi fi JI fi JI
- (Marcellán, Branquinho, Petronilho, [45]): Existen parámetros r y s tales que
1” 1(x)
PfiOc) = (2,(x) + ry, Qy,
1(x) + ~ Q112(x), n > 2 donde Qy,(x) =
- (McCarthy, [56]): Existen polinomios 4> y ‘y, O =grad 4> =2, grad ‘y = 1, parámetros no
nulos g y Ji tales que
fi
4>(x) (Pfi(x) Py,,(x) )‘ = g 1)2(x) - (‘y(x) - 4>’(x)) P(x) Pfi1(x) + h~ P2 1(x)
- (Versión distribucional de la fórmula de Rodrigues, [45]):Existe un polinomio 4>(x),
O =grad 4>(x) =2 y parámetros k !=O tales que
JI
P(x)L=ky, DU49kx)L],n=0
fi u
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CAPITULO II
e Polinomios Ortogonales Semiclásicos
e
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e
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§ 1. Clase de una forma semiclásica.
La caracterización de una forma clásica dada en la Proposición 3.1 dei Capítulo 1 se
generaliza de forma natural dando lugar a los polinomios ortogonales semiclásicos:
Definición 1.1 (P. Maroni [53])
Se llama forma semiclásica a toda forma regular L tal que
(1.1) D(4>L)+’yL=O
donde 4>(x) y ‘y(x) son polinomios cuyos grados verifican la condición O =grad 4> = p y
1 =grad ‘y = q.
Cada S.P.O. asociada a una forma semiclásica se llamará también semiclásica.
Observaciones
(1) Si •(x) = O ó grad ‘y(x) = O, el hecho de que L satisfaga la ecuación (1.1) supone
que L no es regular por lo que ambos casos están excluidos. Esto tiene como consecuencia
por una parte que el número s = máx. Ip-2, q- 1> tiene que ser mayor o igual que cero, y
por otra, que el polinomio 4>(x) siempre se puede suponer mónico sin que esto signifique
restricción alguna.
(2) Si 4>(x) = É akxk y «x) = ‘É bkxk, la ecuación (1.1) implica que los momentos
k=O k=O
< L, x k> = >.tk satisfacen el sistema de ecuaciones lineales
-nÉ akIblk+É b~Ib~jO n>O,
k=O k=O
de donde se deduce que los momentos Ib
6~fi~1’ n > O se obtienen en función de los
anteriores. Si en particular s = p-2 = q-1, teniendo en cuenta que 4>(x) es mónico, el
sistema anterior se escribe
1’-(-n+b)¡x =nZaj.¡,k.tbkIbk, n=O
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y por analogía con las formas clásicas se excluirá el caso de que b sea un entero no
8+1
negativo. Esta posibilidad conduce en general a que la ecuación correspondiente a n=b
8+!
sea incompatible con las anteriores, n = O b-l, y por tanto a soluciones no
regularesu
Cuando L es una solución de (1.1), el par (4>, ‘y) se llama par admisible. En general
no es único puesto que multiplicando la ecuación (1.1) por cualquier polinomio mónico
lt(x) se tendrá
DQt4> L) + (%‘y - %‘4>) L = O
y, en consecuencia, a cada forma semiclásica L se le puede asociar una familia infmita
de pares admisibles y una familia de enteros no negativos h(L),
h(L) = ¡máx.¡grad 4> - 2, grad ‘y - 1>: (4>, ‘y) es admisible para L>.
Definición 1.2
Se llama clase de L al elemento mínimo de h(L).
Proposición 1.1 [53]
Para cada forma semiclásica L, el par (4>, ‘y) que defme la clase es únicou
Con este lenguaje, según se ha visto en § 3. del Capítulo 1, los polinomios clásicos
son los semiclásicos de clase s = O.
A continuación se presenta un criterio para determinar la clase de un funcional
semiclásico:
Supongamos que L satisface la ecuación D(4>L) + ‘yL = O. Sea Z4>= ¡ ci: 4>(a) = O>
y sean 4>«, ~« y ra tales que
4>(x) = (x-«) $«(x)
‘y(x) + 4>«(x) = (x-a) ‘y«(x) +r«.
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Proposición 1.2 [53]
Sea L semiclásico verificando (1.1) y sea s = máx.¡ p-2, q-1 1~ donde p = grad 4> y
q = grad ‘y. Entonces L es de clase s si y sólo si
~¡ (¡r«j + I(’y~ L)0¡) !=O.
cieZ4>
Demostración
0=D(4>L)+’yL=D((x-ci)4>«L)+’yL=4>« L+(x-a)D(4>«L)+’yL=
— (x-a) ¡D(4>« L) + ‘g« LI + r~ L
y multiplicando por (x-cxY’, esta relación es equivalente a
D(4>« L) + ‘y« L = (‘y« L)0 5(x-ci) - rci (x-aY’ L,
lo que significa que
D(4>« L)+ ‘y«L=O siysólosi Ircil + j(% L)01 = O.
En consecuencia, L es de clase s si y sólo si Ir«I + I(W« L)01 !=0para todo a e Z4>, que
es la condición buscada
u
Definición 1.3
Se dice que D(4> L) + ‘y L = O es la ecuación irreducible de L cuando
~¡~r«¡ + ¡@¡i« L)0¡ !=O. Se dice que es irreducible en ci cuando [r«¡ + ¡(‘y« L)01 !=O.
«64>
Se pasa ahora a ver la generalización de algunas de las caracterizaciones de los
polinomios clásicos dadas en el Apéndice del Capítulo 1.
§ 2. Relación de Estructura de los Polinomios Semiclásicos.
La extensión de la caracterización de los polinomios clásicos debida a W. AI-Salam
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y a T.S. Chiliara es la siguiente:
Proposición 2.1 [53]
Sea L regular y (P~ su correspondiente S.P.0. mónica. Son equivalentes:
n=O
i) L es semiclásico de clase s.
ji) Existe un polinomio 4>(x) de grado p, O =p =s+2, tal que
«x) P’(x) Ic=y,. 8
con a constantes tales que aa
(2.1)
¡‘41-8
!=O, n =s±1.
Demostración
i) ~ u). El polinomio 4>(x) P’~ (x) escrito en términos de los elementos de la S.P.O.
asociada a L vendrá dada por
njJY
y,k k úa P(x) con a =
<L,4>P’, 1)k>
2
< L, 1)
le
Pero
1)k >=<4>L,Pj “le >=<4>L, (P ~k~~y,+I 1)k
....-cD(4>LtP 1)
fi+l le n+l
y, como D(4> L) + ‘y L = O, esto es lo mismo que
Teniendo ahora en cuenta que (Py,),,~ es la S.P.O. asociada a L,
P’ >=O si k+q<n+l y k-1-i-p<n+1,JI+l
y por lo tanto, a = O cuando k < n-s. Por consiguiente
¡‘le
a~ Ple(x),
k=fi. 8
n =5.
a P(x), n=s,
y,k le
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Para probar que a
presentarse:
n’n-s
!=O se analiza cada una de las tres posibilidades que pueden
1) p < s+2, q = s+l.
En este caso grad(4> P’ ) =n y grad(’y P) = n+1. Entonces
y,-8
>a =< L, ‘y P P > !=0.
JI.S fi,JI.$ y,.S y,+1
II) p = s+2, q < s+1.
Entonces grad(4> P’ ) = n+1, grad(’y 1) ) =n y como consecuencia,
fi-S
>a =-<L,4>P’ P >!=0.
y,-S fiJl.S fi-S n+l
III) p = s+2, q = s+1.
Teniendo en cuenta que 4>(x) = x
Py,(x) es mónico, se tendrá
s+2 +...,que’y(x)=b xS+l+... yquecada
JI-S s+I
fi-S y,,fi.5
que es no nulo puesto que en este caso b1 no puede ser un entero no negativo según
se ha dicho en la Observación (2) de la Defmición 1.1.
iD=~i)
•(x) P’ =
n+I k=n-s
a P,
¡dc le
cL,4>P’, >= 2
s.0
n =s. Por tanto
cuando n =s+1
cuando n=s
y entonces
<D(4>L),P >=O si n=s-i-1.
(L )00Escribiendo D(4> L) en términos de la sucesión dual se tendrá que
y, ¡‘=0
(2.2)
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Entonces
(2.3)
00
D(4> L)= > AL.,
j=0 ~
P(x)
con L
1
y, como A. = < D(4> L), P. >, la relación (2.2) significa que A. = O para j =s+2.
1 1 1
6+!
D(4>L)=~ AL =-‘y(x)L, con grad’y=s+l
j=0 ~
y por tanto L es semiclásico. Para ver que L es de clase s se distinguen dos casos:
I)a !=0.
s,O
De (2.2) se deduce que < D (4> L), 1) > = a !=O, y por (2.3), grad ‘y = s+l. Como
s+I s.O
grad 4> =s+2 , máx¡grad 4> - 2, grad ‘y -1> = s y entonces L es de clase s.
II)a =0.
s,O
En este caso las expresiones (2.2) y (2.3) implican que grad ‘y < s+1. Se verá que
grad 4> = s+2.
Como •(x) 1)’ =
¡‘+1 k=n-s
a P entonces<L,4>P’ 1)¡‘le le ¡‘+1 fi-s JI.ii-8
y por hipótesis, afiJ~.$ !=O para n =s+1. Pero
<L,4>P’ P >=<4>L,(P 1) y-P 1)’ >=¡‘+1 y,S ¡‘+1 ¡‘.S fi+I ¡‘-8
—-.cD(4>L),P P >-<L,4>P 1)’>y,+1 fi-S ¡‘+1 ¡‘-8
Teniendo ahora en cuenta (2.3) y que grad ‘y < s+l,
-<D(4>L),P1 P >=<L,’yP1 P >=O,fi-8
y por lo tanto, para n =s+1,
¡‘-8 fi-S
de lo que se deduce que grad(4> 1)’) =n+1 y, como consecuencia, que grad 4> =s+2.
Como por hipótesis grad 4> =s+2, se tendrá que grad 4> = s+2. Luego L es de clase su
<L, ~
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Observación 00
Teniendo en cuenta la relación de recurrencia a tres términos de la sucesión (1))
P~ (x)=(x-13) P(x) - ‘y Py,~1(x), n =1,
P0(x) = 1, P1(x) =
la ecuación (2.1) se puede expresar de la forma
(2.4) 4>(x) P’(x) = M(x,n) P1(x) + N(x,n) P(x), n > O
donde M(x,n) y N(x,n) son polinomios cuyos coeficientes pueden depender de n pero no
sus grados, que son independientes de n y además verifican que
gradM=s, gradN=s+l.
Esto explica el interés de conocer el orden de la clase de un funcional, puesto que
proporciona cotas para los grados de los polinomios M(x,n) y N(x,n), y es en parte la
motivación del trabajo realizado en § 5. y § 6. de este Capitulo, donde se estudian,
además de la regularidad, las modificaciones que se producen en la clase de un funcional
cuando este se perturba con una masa de Dirac o con su derivada.
§ 3. Ecuación Diferencial de los PO. Semiclásicos
La extensión de la caracterización de Bocliner para los polinomios clásicos es la
siguiente:
Proposición 3.1 (Hahn [23])
00
Sea L regular y (P) su S.P.O. mónica. L es semiclásico de clase s si y sólo si
existen polinomios J(x,n), K(x,n) y L(x,n), cuyos grados son independientes de n y tales
que
(3.1) J(x,n) P”(x) + K(x,n) P’(x) + L(x,n) P (x) = O, n =O,
y,
donde grad J =2s+2, grad K =2s+1, grad L =2s.
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Demostración
Por brevedad se escribirá J Oc) ó J en lugar de J(x,n). Lo mismo se hará para
rl rlK(x,n) y L(x,n).
Supongamos que L es semiclásico de clase s y que D(4> L) + ‘y L = O es su ecuación
distribucional. Por (2.4) existen polinomios M (x) y N(x) cuyos grados no dependen de n
fi
aunque si pueden depender los coeficientes, tales que
(3.2) 4>(x) P’(x) = M (x) P1(x) + N(x) P(x), n =O, grad M =s, grad N =s+l.
fi fi y, JI y,
Utilizando la relación de recurrencia a tres términos de la S.P.O. (P~ y teniendo en
¡‘=0
cuenta (2.1), se pueden encontrar polinomios A(x) y B(x) con grados independientes de
n tales que
(3.3) 4’(x) P~’(x) + ~v(x) P~(x) = A,,(x) P~~1(x) + Bfi(x) Py,(x), n =O,
grad A =s-1, grad B =s.
JI y,
Multiplicando (3.3) por M(x) y (3.2) por A(x), y restando las expresiones, se obtiene
la relación (3.1) con
J(x,n) = 4>(x) M(x,n)
K(x,n) = ‘y(x) M(x,n) - 4>(x) A(x,n)
L(x,n) = M(x,n) B(x,n) - N(x,n) A(x,n).
Por consiguiente, grad J =2s+2, grad K =2s+1 y grad L =2s.
Recíprocamente, supongamos que se verifica (3.1). Como
P = (x-¡31) JI-I - ~ Pfi~2~ n =2,y,
entonces
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+ (x-13y,1) “L1 - ~fi.I ~%2 n =2
=21)’ + (x-¡3) P” - y n =2.
JI n.l y,-l ~.I ¡‘-2
Multiplicando la expresión de P” por J1J J1 se obtiene
y, y,
(3.4) Jfi.2Jfl.1&Ky,P~LfiPfi)=2Jfi.2Jy,.iP3 +(x-¡3y,1) Jfi2Jf,(~Ky,¡P~1-L~1P) -
~1 j (-K2P’ -L P )
0-1 JI n.2 n-2 y,-2
y utilizando la expresión de 1)’
JI
(3.5) %~jx) P Oc) 4 7t~2(x) P,,2(x) = ¶,~(x) P’(x) + ny,4(x) P’~1(x),
JI n
donde
a (x)=—J J,,-2 Ln
L +J J1 [(x—j3) Ly,~2 + K~1]
J K -J J K
y,-2 y’ y, n.I n.l
it(x)2J J (¡3)( -J )K
JI ¡‘.1 n-2 xi-I
Utilizando las expresiones de P y P’, el primer término de (3.4) también se puede
y, n
escribir de la forma
(3.6) O P(x)-i-0(x)P (x)=0 (x)P’(x) + 0(x) P’ (x)
filO ¡13 fi 04 fi.¡
con
= Jy, ~ [—K~~1 — (x—13,,) L~~1] +
fi~f¡ frfl ,, ,,~ - (x-¡3y,) J J Ky,3(x)=(x-¡3~)J~Jy,1K +2J J J JI+I ¡‘.1 y,
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Multiplicando (3.5) por 04 ,(3.6) por It4 y restando, se obtiene
A(x) P(x) + B(x) P,,~1 (x) = E (x) P’(x),y, fi
AOc)=lt 0 -0 it
rl y,4 y,4 y,! fi4
BOc)=it 0 -0 it
y, ¡‘2 y,4 ¡‘2 xi4
E(x)=% 134 133 It.
Si se multiplica (3.5) por 03 y (3.6) por %, el resultado es
(3.8)
siendo
G(x) = (x-¡3) ~ JI+I¡ ~ -It 0 )+Oy,+I,I JI+l.3 it -It u
Como E~~1(x) y E(x) son polinomios del mismo grado, las expresiones (3.7)
para cada n, iguales salvo un factor constante:
y (3.8) son,
E (x)=c E (x), n =O.JI y, Por lo tanto E (x) = c1 ... c0 E0(x)rl
y en consecuencia,
o o
es independiente de n.
Usando la relación de recurrencia, (3.7) se puede entonces escribir de la forma
(3.7)
donde
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4>(x) P(x) = Mfi(x) Py,~1(x) + Ny,(x) P$x)
con
c ...cjY’ B(x)
y,.! O rl
N(x) = (c ...cy’ [A(x) + ‘y’ (x-13) B(x)].
fi ¡‘.j O rl JI y,
Entonces la Proposición 2.1 implica que L es semiclásico de clase
§ 4. Ecuación de la Serie Formal de Stieltjes.
Proposición 4.1 [60]
Sea L regular. Son equivalentes:
i) L es semiclásico de clase s.
u) La serie formal de Stieltjes S(z) asociada a L verifica
(4.1) 4>(z) S’(z) = C(z) 5(z) + D(z),
donde 4>(z), C(z) y D(z) son polinomios tales que
a) 4>(z) es mónico.
b) Sea p = grad 4>. Si grad(4>’ + C) = p-l > 1, el coeficiente principal de 4>’ + C no
es un entero negativo.
c) s = máx (grad C - 1, grad DI.
Demostración
i) ~ u) st2 st!
Sean 4>(x) =~ a~ x’, ‘y(x) = -g b. x’, grad 4> = p =s+2, grad ‘y = q < s+1 tales
JI
que D(4> L)+’yL=O. Denotando Ib=<L,x > n>O,setieneque
s+2 s+l
n > a~ Ibfi+l! ~ b. ji. = O, n =O
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y por tanto,
00 s+2
3’ (nV )
~ í’~~o a
s+2 o~ Ib
(4.2) 3’ a. 3’ nLi 1 Li
i=O n=0 Z
Entonces
sti ~ 11y,j.j = o.b >j JI~,
i=O ~
Teniendo en cuenta que
00
JI0 z
Ib.¡‘+1
¡‘ti
y que
n _______
— & [¡s’xZ~- É
JI0
Ib~(n+l) fi +2
2
— - 9 S’(z) + i 9’ 5(z) + 9
la fórmula (4.2) es equivalente a
s-4 s+2 s+2
+ 5(z) rS’(z) > a. L i a 91 + a
=0 =0 i=0
8+¡
- S(z) >
i=O
b. z
8+! rí ¡u.r fiy
i=O ~O
lo que significa que
4>(z) S(z) + [4>’(z)+ ~¡i(z)]S(z) =
8+I
n0
b.
Ib~
4~ =
n+l
2
z’(S(z)
¡‘=0
n tiz
Li n+2+1
2
S(z) ~r’
z LJI
Ib~ ~
n+2
2
i—1
~ (i-n-1)
fi=o
Ib”
¡‘+2 ‘
z
i.l
¡1=0
(i-n-1) ) 9 -
fi +2
2
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s+2 i-I ¡u. s+l VI Ib
—-~ a(~ (i-n-l) ¡‘+2 )z’+~ b z
i=0 y,0 Z 0 z
que es la expresión (4.1) con
C(z) = - ‘y(z) - 49(z)
s+2 1-!
D(z) = - ~ a.( ~
i=O ¡‘=0
.8 _____ z.
¡‘+2L b LiZ ¡=0 fi0 z
Por consiguiente, grad(D(z) =s y el coeficiente de z8 es d = [b1 - (s4-l)a2] Ib~
8Además, si grad (4>’ + C = - ‘y) = p-1, tendrá que ser grad 4> = p = s+2 . Estamos entonces
en el caso excluido en la Observación (2) de la Defmición 1.1. Por lo tanto, el
coeficiente principal no puede ser un entero negativo. Se tiene así b). Las condiciones
a) y c) se comprueban de forma inmediata.
iO=tú)
Las condiciones b) y c) aseguran que grad C =s+l, grad O =
una de las igualdades. Además (4.1) garantiza que grad 4> =s+2.
s y que al menos se da
s+2 s+I
9 y C(z) =
Sea 4>(z) = a, c. 9. Entonces (4.1) toma la forma
1 rs+
2 s+I
£ [4 a(n+1)Ibz’4 + c.JI
~0 Z ¡=0 i=O ~1
o lo que es lo mismo,
00 y” Ib
00 y,
D(z)=L a
0n +~ [(n+l)a +c0] +
fi
0 Z JI=O z
[a.
2 (n+1)+c. IJI
fi0 í=O
Como
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~, ,~0 ¡a,t-2 n+o + c] Iby, z’” = ,t~ ,,~0 [a1s-2(n+1) + c.1] Iby, z’¡’ +
4
i=O ~=i+l
[a. (n+1) + c.1] Ib~ 9”
D(z) se puede escribir de la forma
00 1 $
D(z) = an ,~ [(n+1) a1+ c0] ji +2 [a1~2(n+i+2)+ c1,1] Iby,.s-1~1 +
y,=O z }
fis-! O
[a (n+l)+c ]Ib Z”’.fi0É 1+2 iii ji
Teniendo ahora en cuenta que D(z) es un polinomio,
8
O=a0nIb~1 + [(n+l) a1 +c0]JIy,4.Z [a1~2(n+i+2)+c~~,~ n>O
de donde se deduce que
-<zD(4>L),x” >+<(4>’+C)L,0’>=O, n=O.
Por lo tanto, D(4> L) + ‘y L = O con 4>’ + C = - ‘y y L es semiclásico. Además, es inmediato
que las condiciones a), b), c) aseguran que máx ¡ grad 4> - 2, grad ‘y - 1 > = s, por lo
que L es semiclásico de clase s
Finalmente, en los epígrafes 5 y 6 de este Capítulo, se estudia el efecto que
producen, en la regularidad y en la clase, las modificaciones de un funcional semiclásico
por medio de una medida de Dirac y por su derivada.
§ 5. Modificación de un Funcional Semiclásico con una Masa de Dirac
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Proposición 5.1. (Marcellán, Maroni [44])
Sea L una forma regular, (P~ la correspondiente 5.P.O. mónica, y c un complejo
arbitrario. Entonces, L = L + A 8(x-c) es regular si y sólo si
(5.1)
2P(c)
í+A~ 2 !=0para todo n =0.
le=0 < L, 1)
le
Demostración
Para demostrar que la condición es necesaria se procede por inducción.
Si L es regular, necesariamente < L, 1 > * 0. Pero
A
< L, 1 > = < L, 1 > + A < S(x-c), 1 > = < L, 1 > (1 +
Por consiguiente, la relación (5.1) es válida cuando n = 0.
00
Supongamos que (5.1) es válida para 0,1 n-1. Sea ~1)le~ le la 5.P.O mónica con
respecto a L.
P
11(x) = P,1(x) +> a,d~ Ple(x)
k=O
donde a —
< L, P
1)k
2<L,P
O < k =n-1.
<L,P ~le >=<L,P P >-A<S(x-ctP P >=-AP(c)P(c)
fi ~ le x~ k ¡‘ le
y por lo tanto
P (x) = P(x)-AP(c)2
rl le =0
Pk(c) P(x).
< L, p2 >
le
le
Haciendo x = e en esta fórmula y teniendo en cuenta la hipótesis de inducción,
= P(c) Ii + AVJI ¡ Li
le =0
2
Pk(c) ~I.
2 1
< L, 1) > .‘le
1) (c)fi
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de donde se deduce que
2
+ ¡1;! Ple(c) “~í ~‘ (c) P(x)
Pfi(x) = Pfi(x) - A Py,(c) {l Aleto < L, p2 > le&o <L p2
le le
Operando se obtiene que
2 2
r.Ale~~r~A’ •1
= L, i le4O<L,P2>i’. P(c)
>1k L, ~le
y en consecuencia,
2
í+XÉ Ple(c) !=0.
L, 1)le
Recíprocamente, sea 1) (x) el polinomio dado por
JI
P2(c) ,,-í 1) (c) 1) (x)
1) (x) = P (x) -AP (c)I1 + le ] ~ le le
“ leÉO <L,P2>J < L, ~2>
le le
que está bien definido por la_condición (5.1). Es inmediato comprobar que (P~ es la
fi0
SPO mónica con respecto a L = L + A 5(x-c) y por consiguiente, L es
Proposición 5.2
Sea L un funcional de momentos tal que D(4> L) + ‘y L = 0. Entonces L = L + A &x-c)
satisface la ecuación
(5.2) D((x~c)24> L) + ¡(c)2’y - 2(x-c)4>) L = 0.
Demostración
Como L = L + A S(x-c) entonces (x-c) L = (x-c) L. Además,
D((x-c)2 4> L) = (x-c) 4> L + (x-c) D[(x-c) 4> LI = (x-c) 4> .L + (x-c) D[(x-c) 4> L]
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= (x-c) 4> L + (x.c) (4> L + (x-c) D(4> L)> = 2(x-c) 4> L - (x-c)2 ‘y L,
de donde
2 2D((x-c) 4> L) + ((x-c) ‘y - 2(x-c) 4» L = O
u
Corolario
Sea L semiclásico de clase s y sea D(4> L) + ‘y L = O su ecuación irreducible. Sea L =
= L + A 5(x-c) con A verificando la condición (5.1). Entonces L es semiclásico de clase s
con s-2 =~ =s+2.
Demostración
Las Proposiciones 5.1 y 5.2 aseguran que L es semiclásico, y la relación (5.2)
supone que ~ =s+2. ComoLuego s-2 =i =s+2
a
Veamos en que condiciones la ecuación (5.2) se puede reducir:
Se denota la ecuación (5.2) de L en la forma D(4> L) + ‘y L = O.
Proposición 5.3
D(4> L) + ‘y L = O es irreducible en toda raíz de 4>(x) distinta de c.
Demostración
Sea a !=c una raíz de 4>(x). Se denota
L = L - A 5(x-c), de nuevo por la Proposición 5.1, s =s+2.
•(x) = (x-cc) 4>«(x),
~v(x) + 4>¿x) = (x-a) ‘y«(x) +
4>(x) = (x-cc) 4>«(x), ‘y(x)+ 4>«(x) = (x-ci) ‘y«Oc) +r«
2Como 4>(x) = (x-c) 4>(x) 2y ‘y(x) = (x-c) ‘y(x) - 2(x-c) 4>(x), se tendrá
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4>a(x) = (x.c)2 4>«(x) y ‘y(x) + 4>«(x) = (x~c)2 (‘y(x) + 4>«(x>) - 2(x-c) 4>(x),
de donde
2 2
rci = ‘y(ci)+4>«(a)=(a-c) (‘y(ci)+4>~(a))=(a.c) ra.
Por lo tanto
(5.3) r« !=0siysólosi r« !=0.
Además, cuando r« = 0, ‘y~/x) = (x-c)2 ‘y«(x) - 2(x-c) 4>«(x), y así
~~a L)
0<L, ‘ya><L,Mha >+A<5(x-ct’y«>=<L,MÍ«>=
= < D(% L) + L, (x-c)2>.
Pero cuando ra = 0~ como D(4> L) + ‘y L = O es irreducible en a, se tendrá
(x-a) (D(4>« L) + ‘y« L> = O y por tanto D(4>« L) + ‘y« L = (‘y« L)
0 5(x-ci)
Por consiguiente
2(5.4) ~ L)0 = (‘y« L)0 (a-c).
Teniendo en cuenta la Proposición 1.2, de (5.3) y (5.4) se deduce que la ecuación
D(4> L)+’yL=0 es irreducible en a
Como consecuencia, sólo es necesario estudiar bajo qué condiciones la ecuación es
reducible en la raíz c.
La ecuación de L es
4> L) + ((x-c)2 ‘y - 2(x-c) 4>) L = O
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y derivando se obtiene
(x-c) ¡D[(x-c) 4> L] + ((x-c) ‘y - 4>) L> = O.
Además,
< L, (x-c) ‘y - 4> > = < L, (x-c) ‘y - 4> > + A < 5(x-c), (x-c) ‘y - 4> > =
= < ‘y L + D(4> L), (x-c) > + A 4>(c) = A
de lo que se deduce que
(5.5) Si 4>(c) !=O entonces L es de clase ~ = s+2.
Si 4>(c) = O entonces la ecuación se reduce a
D((x-c) 4> L) + ((x-c) ‘y - 4>) L = O
que, después de derivar, es
(x-c) <D(4> L) + ‘y L> = O
Como < L, ‘y> = < L, ‘y> + A ‘y(c) = A ‘y(c), se tendrá:
Si ‘y(c) !=O entonces L es de clase ~ = s+1.
Si ~v(c)= 0, L verifica la ecuación D(4> L) + ‘y L = 0, que es equivalente a
(5.6)
(x-c) D( x-c L) + 4> + (x-c) ‘y ~x-c
Es claro que esta ecuación es irreducible cuando 4>’(c) !=O y por consiguiente
4>’(c) !=O imulica qj~ L es de clase ~ = s.
Cuando 4>’(c) = 0, la ecuación se escribe
(5.7)
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(x-c) { D( xtc L) +
y puesto que
<iii 4>+(x-c)’y >=<L,
2(x-c)
4’ ~ (x-c) ‘y
(x~c)2
> + A •‘‘(c) + 2’y’(c
)
2
y como además la ecuación de L es irreducible, < L, 4> + (x-c) ‘y
(x.c)2de esta forma:
= cL, ~v,> !=0, y
~j 4>”(c) + 2’y’(c) = O entonces s = s.
Cuando 4,”(c) + 2’y’(c) !=O, hay que distinguir dos casos:
4, + (x-c) ‘y
(x.c)2
>+x 4>”(c)+2’y’(c) !=0
‘2
que indica que L es de clase s, o bien
A = -2 .cL, 4> + (x-c) ‘y
(x~c)2
que indica que s =s-1. Como
> (4>”(c) + 2’y’(c)Y’
4> + (x-c) ~ — ‘y(x), esto
(x-cf
último se escribe
(5.9) < L, w~ > + A 4,”(c) + 2’y’(c !=O implica QM2 5 = 5
y A = - 2 < L, ‘y > (4>”(c) + 2’y’(c)) implica que s =s-1. Estudiamos esta última
posibilidad:
La ecuación tiene ahora la forma D(4> L) + ‘y L = 0, que después de derivar es
4>—(x-c) D( L) +
x-c
4> + (x-c)
x-c
‘y—C L=0.
4> + (x-c)
(x~c)2
~41 L}=O
(5.8)
63
4, + (x-c)
Cuando ~
x-c ¡ x=c* 0, la ecuación es irreducible. De forma equivalente
(5.10) 4,”(c) + ‘y’(c) !=O entonces ~ = s.l.
Cuando 4>”(c) + ‘y’(c) = 0, la ecuación se reduce a
r 4>—(x-c)jD(0 L)+
4> + (x-c) ‘y~ —~
2 Lr=0(x-c) -,
4,(x
)
de lo que se deduce que, denotando 4>(x) = 2 + (x-c)’y
(x~c)2
(5.11) ~=s-1 cuando <L,’y >+ A’y(c)!=0
(5.12) y~4~j~ s=s-2 cuando <L,’y >+A’y(c)=0
CC
lo que termina el estudio porque ~ =s-2 como se había visto en el Corolario de la
Proposición 5.2.
Las relaciones (5.5) a (5.12) se resumen en el siguiente resultado.
Proposición 5.4
Con las notaciones anteriores, L = L + A 5(x-c) verifica
4>(c) !=O =~ = s+2.
í ‘y(c) !=O ~ = s+1.4,(c) =0 ~ ‘1 ‘y(c) =0 ~ 4>’(c) !=0~ s=s.
4>’(c) = o ~ { •“(c) + 2’y’(c) =0 ~ s.
4>”(c) + 2’y’(c) !=O => [*]
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e
e
e
e
e
e
e
e
e
4,CC + WC
x-c
e
e
e
e
e
e
e
e
e
e
e
e
e
<L ~> + x 4>”(c) + 2’y’(c) ~ =
[*] { 4> “(c) + ‘y’(c) !=O ~ s = s-l.
L <L, ~> + A 4>’’(c) + 2ijP(c) —
~=s4.[*1 = s-2
§ 6. Modificación con la Derivada de una Masa de Dirac.
En esta sección se sigue un desarrollo análogo al realizado en el epígrafe antenor.
Proposición 6.1 (Belmehdi, Marcellán [5])
Sea L una forma regular, ( P )00 la correspondiente S.P.O. mónica, y c un complejo
__ rl n=O
arbitrario. Entonces, L = L + A 5’(x-c) es regular si y sólo si
1 fi
(6.1) A = 1- ,‘. K~0”hc,c)
~‘‘kc,c)
fi
donde
-X K 0’<>~(c,c)
fi ¡!=0,n =0,
1 - A K<O~’>(c,c) ¡y,
2
le=O <LP>le
Demostración
Se prueba por inducción que la condición (6.1) es necesaria.
-A ¡ <L, 1> Vi.
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Supongamos que L es regular y que la condición (6.1) se verifica para n-1.
Sea ~ 1)~ )00 la correspondiente S.P.0. mónica con respecto a L. Entonces
k=O
P(x)=P(x) +V aP(x) con a =
xi fi Li ¡dc
le=O
c L, P
JI
2
.cL,P le
.cL, ~ > =c L, 1)1)k> - A< 5’Oc-c), 1)~le>= A( P~(c)Pk(c) + P~(c) P(c) )
cuando k =n- 1. Entonces
P (x) = P (x) +
fi y’
A P’(c) K~0’ O>(c,x) + A P (c) K<01kx,c).
rl n-1 rl ¡1-1
De aquí se deduce que
P(c)=P(c)+AP’(c)K~00kc,c) + A P (c) K~o”kc,c)
fi y, fi fi.! fi ¡‘4
K~’’’kc,c)P’(c) = P’(c) + A P’(c) K<0’ ‘~(c,c) + A 1) (c)
o de forma equivalente
1 - A K(0!>(c,c)
fi-’
-A K~’ ‘ ‘kc,c)
rl.!
-A K~0’0~(c,c)
¡1.’
1 - A K<0”>(c,c)
JI.!
] = ~. P(c) 1
El determinante de este sistema es A,~ que por hipótesis de inducción es no nulo.
Entonces
(6.2) Py,(c) =
A
-A K~0’ ~>(c,c)
1 - A K~0’’hc,c)
rl.’
y,- 1
[
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(6.3) P’(c) =
fi
1 - A K(O.l> (c,c)
fi.’
- A K(!~’>(c,c)
A
xi.!
lo que permite expresar P (x) en términos de P~ (x) P (x). Además, comoy,
K~’~~(c,c) = K<I~J>(c,c) +fi
¡1 JI
L, 1)2>fi
es fácil comprobar que
A
2
< L, 1) > Afi JI.’
E 2
+ A K~0’0~(c,c) (P’(c))2 + A K~”’kc,c) P2(c) 1.
JI.’ fi rl.’ fi J
Por otra parte
<L, P 1) > = < L, P P > + A < 5’(x-c), P P > =
ji fi y, JI fi JI
— < L, > - A ( P~(c) Py,(c) + P~(c) P~(c) )
y así
< L, P 1)y, JI
cL,P2 >y,
=1- A
.c L, P2 >
fi
( P’(c) P(c) + P(c) P’(c) ).
Teniendo ahora en cuenta (6.2) y (6.3), se obtiene que
P’(c) Py,(c) + Pjc) P(c) = ~ [2 (1- A K~0’>(c,c)) P(c) P’(c) +
+ A K~0’0~(c,c) (P’(c))2 + A K<í~!>(c,c) P2(c) 1fi.[ y, ¡‘.[ ji J
y,
A
fi-!
(1 - A K~0’’kc,c)) 1) (c) P’(c) +
rl.’ ¡1 ¡1
0*
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< L, P P >
y’ ji
<L, P2 >
A
¡‘ Entonces A !=0.
JI-’
Recíprocamente, si (6.1) se verifica para todo n =0, los polinomios
P(x) = P(x) + A P’(c) K~0’ 0>(c,x) + A 1) (c) K<0”~(x,c)y, fi4
con P’(c) y P’(c) dados por (6.2) y (6.3), están bien definidos y es fácil comprobar que
— y,( p )00 es la S.P.O. mónica con respecto a L. Por consiguiente L es regular
~ ~=o u
Proposición 6.2
Sea L un funcional de momentos tal que D(4> L) + ‘y L = O. Entonces L = L + A 5’(x-c)
satisface la ecuación
3 3 2(6.4) D( (x-c) 4> L ) + ¡(x-c) ‘y - 3(x-c) 4,> L = 0.
Demostración
2 2
L = L + A 5’(x-c) implica que (x-c) L = (x-c) L. Además
D((x-c)34, L) = (x.c)24> L + (x-c) D((x.c)24> L) = (x~c)24> L + (x-c) D((x-c)24> L)
2 2 2 3
= (x-c) 4> L + (x-c) ¡2(x-c)4, L + (x-c) D(4, L)> = 3 (x-c) 4> L - (x-c) ‘y L.
Entonces
D((x-c)34, L ) + <(x-c)3’y - 3(x-c)24,) L = O
u
Corolario
Sea L semiclásico de clase s y sea D(4> L) + ‘y L = O su ecuación irreducible. Sea
L = L +A 5’(x-c) con A verificando la condición (6.1). Entonces L es semiclásico de
clase s con s-3 =~ =s+3.
por lo que
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Demostración
L es semiclásico por las Proposiciones 6.1_y 6.2. Además, por la ecuación (6.4), ha
ser ~ =s+3. El mismo razonamiento para L = L-A 5’(x-c) lleva a que s =~+3. Entonces
s-3=~= s+3
u
A continuación se estudian las posibles reducciones de la ecuación (6.4) utilizando
las mismas notaciones del § 5.
Se escribe (6.4) en la forma D(4> L) + ‘y L = 0.
Proposición 6.3
La ecuación de L, D(4> L) + ‘y L= 0, es irreducible en toda raíz ci de 4>(x) que sea
diferente de c.
Demostración
Sea a !=c una de raíz de 4«x). Como 4> = (x-c)34> y ‘y = (x-c9’y-3(x-c)24,, se tiene
•cáx) = (x-c9 4,«(x), ‘y(x) + 4,«(x) = (x-c)~ (‘y(x) + 4,«(x)) - 3(x~c)24>(x).
En consecuencia, ra = ‘y(a) + 4,«(a) = (a-c)3(’y(ci) + @«(a)) = (a~c)3r«, de donde se deduce
quer« !=Osiysólosi r« !=0.
3 2Si r« =0 entonces ‘y~(x) = (x-c) ‘y«(x) - 3(x-c) @a(x) y así
= c~v«L~ (x-c)3> - <4>~L, 3(x-c)2> = < D(4><.~L) + ‘y«L. (x-c)3 >.
Como D(4> L) + ‘y L = O es irreducible en a, cuando r«= O se verifica que
D(4, L)+’y
a a” =
y en consecuencia, (‘y«L)
0= (Mf~L)0(ci-c)3. Por tanto (‘y«L)0!=O en el caso de que ~ y por
tanto ra. se anule. Por consiguiente, la ecuación del funcional L es irreducible en a t c
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La ecuación de L sólo puede admitir reducciones en la raíz c. A continuación se
estudia esta posibilidad.
Después de derivar, la ecuación de L se tscribe de la forma
(x-c) (D((x-c)24, L) + ((x~c)2’y - 2(x-c) 4,) L) = O.
Además,
((x-c)2’y- 2(x-c)4> L)
0=<L, (x-c)
2’y-2(x-c)4>>+2 2
+ A .c 5’(x-c), (x-c) ‘y - 2(x-c)4> > = .c D(4, L) + ‘y L, (x-c) > + 2A 4>(c) =
— 2A 4>(c)
y tenemos la primera conclusión:
Si 4,(c) t O entonces s = s+3.
Si 4,(c) = 0, la ecuación de L se reduce a
(6.5)
D((x-c)2 4, L) + ((x-c)2 ‘y - 2(x-2) 4>) L = O
y derivando, (x-c) ¡ D((x-c) 4> L + ((x-c) ‘y - 4>) L> = 0. Además,
[((x-c) ‘y- 4>) L ] = < L, (x-c) ‘y - 4> > + A < 8’(x-c), (x-c) ‘y - 4, > =
— < D(4, L) + ‘y L, x-c > + A (49(c) - ‘y(c)) = A (49(c) - ‘y(c))
(6.6) Si 4>’(c) - ‘y(c) !=O entonces ~ = s+2.
Cuando 49(c) - ‘y(c) = O se tiene (x-c) ¡D(4> L) + ‘y L> = 0. Además,
(‘yL) =cL, ‘y>.+A<8’(x-c), ‘y>=-Ax¡É(c).
o
$1 ‘y’(c) !=O entonces s = s+1.(6.7)
70
Supongamos que ‘y’(c) = 0. Entonces D(4> L) + ‘y L = 0, que es equivalente a
(x-c) D(4, L) + (‘y + 4>) L = 0.
Como 4>’(c) = ‘y(c) entonces ‘y(c) + 4>(c) = 24,’(c), y en consecuencia,
(6.8) 49(c) !=0implica que = s.
Si 4>’(c) = 0, la ecuación es (x-c) (D(4, L) + ‘y L> = 0. Además
A
C ~ .—~-— (4,”’(c) + 3 ‘y”(c)).
Como la ecuación de L es irreducible, < L, ‘y > !=O y por tanto
(6.9) 49”(c) + 3 ‘y”(c) = O entonces s = s.
(6.10) s.j 4>”’(c) +3 ‘y”(c) !=0y A != 6<L, ‘y~
>
4>’’ ‘(c) .4- 3’y’ ‘(c)
Cuando A =
entonces s = s.
6<L, ‘y~ >
4>”’(c) + i’y’’(c) con 4>”’(c) + 3 ‘y”(c) !=0, la ecuación es
D(4>L)+’y L=0,obien (x-c)D(4>L)+(’y+4>)L=0.
romo (‘y + 4>)(c) = 4>”(c), se deduce
(6.11) Si 4>”(c) !=O entonces ~ = s-1.
El caso contrario es (x-c) ¡ D(4, L) + ‘y L> = 0. Además,
A
<L,’y >= L,’y >-Aig’(c)=’c L, > - ~ (@(W(c) + 2 ‘v”’(c)),
de donde
(612) Si <L,’y > - A +2 ‘y”’(c)) !=0entonces ~ = s-1.TF
La otra posibilidad es D(4,L) + ‘yL = 0 o bien (x-c)D(4> L) + (‘y+ 4>) L = 0.
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(‘y +4> )(c)= 4>”’(c) + ‘y”(c
)
CC CCC 2 y así
(6.13) Si 4,”’(c) + ‘y”(c) !=O entonces s = s-2.
La posibilidad 4>”’(c) + ‘y”(c) = O da lugar a la ecuación
(x-c) ID(4, L) + ‘ii~~~ L> = 0,
y como
<L, ‘y> = cL, ‘y> -A ‘y’(c) = < L, ~v~> - A + 5’y(W(c))
se tienen las dos últimas alternativas:
A
(6.14) < L, ‘y > - —~-~— (3 .(v(c) + 5 ‘y~”’(c)) !=O entonces s = s-2.
(6.15) < L, ~>. ....4,~.. (3 @(v(c) +5 ‘y~”’(c)) =0 entonces s =s-3
y ya no es posible reducir más porque ~ =s-3 en virtud del Corolario de la Proposición
6.2.
Las relaciones (6.5) a (6.15) se resumen en el siguiente resultado:
Proposición 6.4
Si L satisface la ecuación D(4> L) + ‘y L = O entonces
«c) !=O =~ = s+3.
f 4,’(c) - ‘y(c) !=O =~ s = s+2.4,’(c) - ‘y(c) =0 ~ { ‘y’(c) !=O =~
‘y’(c) = O =~
s = s+l.{ 4,’(c) !=O =~- = s.
49(c) = O => [*]
4>(c) = O =~
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{ 4>”’(c)
[*]
4>’’’(c) +
+ 3’y”(c) = O ~ s = s
6’cL, ‘y~ >
3’y”(c) * O ~
Q~ ‘(c> + 3 ‘y’ ‘(c){ 6<~L, ‘y >e4,”’(c) + 3’y’’(c) 5 = 5{ 4>”(c)
4,”(c)
* O ~ s = s-l
= O z* [**]
[**] 1< L, - A (4>(ív(c) + 2 ‘y”’(c)) !=0=>s = s-1.
MW
A ~iv ~- 4>’’’(c) + ‘y’’(c) !=
‘y “(c)) = O =>
‘- 4>” ‘(c) + ‘y”(c) = O
O => s = s-2
~
[***] t : ~;cCC :~ ~ (3 4>(v(c) + 5 ‘y~(c) !=0 ~ = s-2.
Ejemplo (Modificación de los polinomios de Laguerre L (O>(x) )
y’
Se considera el funcional de Laguerre para a = O cuya ecuación, dada en el Capítulo
primero, es
D(x L) + (x-1) L = O
y se estudia el nuevo funcional L = L + A,5(x) .~- A25’(x) con A[ y A2 verificando las
condiciones (5.1) y (6.1).
En este caso 4>(x) = x y ‘y(x) = x-1 por lo que 4>(0) = O y ‘y(O) = -1. De la
a a
Proposición 5.4, L = L + A[5(x) es de clase s = s+1 = 1 y su ecuación irreducible es
2 • 2 aD(x L)+ (x-2x)L =0.
Teniendo ahora en cuenta la Proposición 6.4, el funcional L = 12-1- A S’(x) es de
2
clase ~ = ¿+1 = 2 porque 40(0) = 0, (fl’(0) - ‘y(0) = O, (ij?Y(O) = -2. Su ecuación
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u-reducible es
D(x3 L)+ (x3-3x2) L 0.
Por otra parte, según se ha dicho en la pág. 31, los polinomios mónicos de Laguerre
son
(a) f. In+al ~ leL (x)=(-lt nl L
y, ‘ I.~tlk=O
Denotando como en (6.1)
K(«)(x,y) =
fi É (a) (a)L le (x)Lk (y)
< Lci (L(ci) (x))2
‘ le
00
con < 02’ p(x)> = f
o
-xp(x) xci e dx,
se verifica que (ver pág. 101 y 102 de [64])
(6.16) K(ci)(x,0) = -1)” L<«~’~ (x) = 1 ~. [n+a+l]
fi 1’(a+1) nl ~, 1’(ci+l) k%
(~x)le
-Vr.
Siguiendo entonces la Proposición 5.1, para el caso ci = O y cuando la masa está colocada
en c =0, los polinomios li(x) relativos al funcional 12= L + A 5(x) son
rl
*(6.17) L(x)=L(x)-
¡1 fi
A[ L(0)
l+k K (0,0)! y,-!
___________________ (1)K
1(x,0)=L(x) + í +i~.n
donde se ha denotado L,,(x) y K(x,y) en lugar de L~0kx) y K~0>(x,y) respectivamente. PorJI JI
consiguiente
C(x) = x¡’ + (-1)” n!~ ín~ - A ini.) (~x)k{ ln-kJ -T~XW tn-k-LJ 5
Para determinar los polinomios ortogonales con respecto a L = Li- A SXx), L (x),
2 xi
es necesario obtener previamente las funciones
L le (x) U(y)leK (x,y) = É •
k=O .c L,(L) >
le
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y sus derivadas parciales cuando y = 0. Se comienza con el cálculo de K*(x,0). Según la
fórmula de Christoffel-Darboux
<L, (0)2 > x K (x,0)
= (-1v n! [r
’
rl.!
= 0 (x) 0(0)
rn+l L(x
JI
- 0(x) 0 (Q) =
(-1)~ (n+l)! A
r r
rl fi.’
+ n L~’~(x)jJ~ donde ry, = 1 + A1Ky,(0,0) = 1 + A (n+l).
Como además L~’kx) +
fi
n L~’~ (x) = L (x) (ver [64]),entonces
JI
— (-l)~ n
!
r
JI.!
También se cumple -[64]-
Proposición 5.1 se ha visto que
r
(x) + (n+l)
que L!(x)+(n+1)L(x)=x
r
“ <L,L
2>—(n!)2 xi
‘y, r y, r
JI-!
por lo que
(6.18) K*(x,0) = (í) L ~‘>(x)
— T— KOc,0).
*
También por la fórmula de Christoffel-Darboux, (K/0”>(x,0) = D K(x,0)
2fi
escribir de la forma
c Li (0)2> (KY0”kx,0) =
— -4— [q~t’~o~L~! - (0 )‘(0) L
¡‘+1 y’
ir * *
.1 + -ti 1 L(0) L
1 0~(0) O )
Como ya se ha visto, el segundo sumando es igual a
(—1V’ nl 1 L~’kx),
[Ú’kx)
L(x)].
JI
y además, en la
se puede
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y teniendo en cuenta que (L£)~(0) =
escribir de la forma
— n(l + r)
m
0(0), el primer sumando se puede
4. [no + r) 0(0) 0fi fit’ - L£!(0) 0¡1
x
En consecuencia,
< 0, (0)2 > (KY0”~(x,0) =
(-1V’ nl n (1 + r)
2r
rl.!
~- it n! J!> +
r
O (0)0 1 -
fití fi J
(-l)~ nl n (1 + )
Zr
n
- 2rfi.! [(1+
(-l)¡’ nl n r
fi
+
) 0!) + 2
fi y,
r
fi-’
L<2~ 3,
de donde se deduce que
(6.19) (K)<0”>(x,0) — .-‘.r-r~tt—---— 1(1 + r) L~’\x)
L~n-Lflr L
fi
+ 2 r L~2~(x)]
A partir de (6.17), (6.18) y (6.19), y teniendo en cuenta la Proposición 6.1, se
obtiene que los polinomios ortogonales relativos a L = O + A 5’(x) son
2
A
L(x)=L(x) +
L(x) = Lrl(x) + r,,~- 1
JI-!
(~1)h¶! A
2
+ (n-2)! r t A By’ •.+ —2A (1+ r~I~ Lix) +
A2 B (-l)¡’’
(n -2>! n =2,fi4
2r
rl
x
*
L~4J0)Ly, 3
44Ly, +L(’fl
L0(x) = 1;
+
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donde A y B son las soluciones del sistema
y, JI
1-A n(n-l
)
¡ 2 2r¡ fi.!
1 - n(n-l) ¡(n+l) r,,~.i- 3(n-1)>TT7
rl.’[ (—1)~ nl
1 fi+’
fi4
n
2 r
rl-’
~ n(n-1)r
¡‘-1
I[ A¡‘1=B Jy,
rl
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CAPITULO III
Representación Integral de Funcionales (A)-Semiclásicos
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§ 1. Introducción.
Sea L una forma semiclásica de clase s y sea
(1.1) D(4>L)+’yL=0
su ecuación irreducible. Puesto que s = máx(grad(4>) - 2. grad(’y) - 1>, sólo una de las
siguientes alternativas es posible
(A) grad(4,) = s+2 y 1 =grad(’y) =s+1
(B) grad(4,) < s+2 y grad(’y) = s+l
Cuando la ecuación de L verifica la condición (A) (respectivamente (B)) se dirá que L es
un funcional (A)-semiclásico (respectivamente (R)-semiclásico).
El problema de la representación integral de los funcionales que satisfacen la
ecuación (1.1) para s > O ha sido tratado por diferentes autores. A.P. Magnus en [42]
resuelve las ecuaciones que dan lugar a los que en ese trabajo se denominan polinomios
semiclásicos genéricos, que son aquellas que satisfacen la condición (A) pero con la
restricción de que 4>(x) tenga todas sus raices simples. También da una indicación para
resolver los no genéricos, que consiste en entender exp(x), con p(x) e O’, como el límite
n
de funciones (1 + p(x)I n) cuando n tiende a infinito. Otros casos particulares han sido
tratados en [7], [24], [25]y [63], mientras que la clase de todos los funcionales
semiclásicos que son definidos positivos en la recta real ha sido resuelta en [8] por
Bonan, Lubinsky y Nevai. Cuando s es igual a 1 hay también algunas soluciones parciales a
la representación integral en [4].
En el presente Capítulo se resuelve el problema para todos los funcionales
(A)-semiclásicos, independientemente de que sean o no regulares, probando primero, que la
función de Stieltjes S(z) de cualquier funcional de este tipo es una función analítica en
alguna región del plano complejo, y utilizando después la ecuación diferencial (4.1) del
Capítulo II que satisface S(z) para localizar esta función. Las restantes ecuaciones de
tipo (fi) se resuelven en el Capitulo IV por un camino diferente al propuesto por A.P.
Magnus.
Los ejemplos (A)-semiclásicos correspondientes al caso clásico son los funcionales
de Jacobi y de Bessel.
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§ 2. Resultados preliminares. Acotación de los momentos.
Como la ecuación (1.1) es lineal, el espacio de soluciones es un espacio vectorial.
Además la ecuación D(4, L) + ‘y L = O es equivalente a
<D(4> L) + ‘y L, x”> = 0 para n = 0,1,...
s+2 8+’Si4>(x)=a0 x +...+a2 y ‘y(x)=b0 x +...+b la ecuación anterior
significa que los momentos ji = < L, x~ > satisfacen el siguiente sistema de ecuaciones
lineales
para n =O
-n(a1JI.4-...-¡- a2 Ibfi!) + b~ ~ b~ ji
an -b
o o
siempre que a n - b0* O para todo n =0.
O
Si la ecuación es de tipo (fi), la condición a0n - b0 !=O se verifica siempre, por lo
que la dimensión del espacio de soluciones será s+1. Si la ecuación es de tipo (A), a es
o
igual a 1 y así la dimensión del espacio de soluciones es también s+1 siempre que b0 sea
distinto de 0,1,2 Cuando b0 es un entero no negativo se presentan dos posibilidades:
i) La ecuación (2.1) para n = b0 es independiente de las ecuaciones
correspondientes a n = 0,1 b0-l. Entonces los primeros momentos son nulos y
el funcional L es no regular por lo que carece de interés.
u) La ecuación correspondiente a n = b es combinación lineal de las anteriores.
o
En este caso hay un parámetro libre más, y el espacio de soluciones tiene la
dimensión igual a s+2.
El problema es entonces hallar alguna base del espacio de soluciones
de ecuación.
Cuando (L1 L > sea una base del espacio de soluciones de
p
para cada tipo
la ecuación
(2.1)
Así pues
11y,+s+I
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D(4> L) + ‘y L =0, se dirá que (Li, ... ,L > es un sistema fundamental de soluciones
P(5.F.S) de la ecuación funcional.
La independencia lineal de soluciones de la ecuación (1.1) se caracteriza de la
siguiente forma:
Proposición 2.1
Sea D(4, L) + ‘y L = O de tipo (fi). Un conjunto de soluciones ¡L1, ..., L ) es un
8+’
S.F.S. si y sólo si
CL, x> ,cL ,x>
(2.2) ! 8+i ~ o
x
8 > <L!~x8
Demostración
8+1 s+1
Supongamos que > A. L. = O. Entonces c ~ XL., 0’ > = O para n =O, y por lo
1=1 1=!
tanto, cuando n=0,1 s. Si el determinante (2.2) es no nulo, necesariamente los
coeficientes A
1 A1 han de ser nulos por lo que <L~ L!) es un S.F.S.
Reciprocamente, supongamos que (L ! L’> es un sistema linealmente independiente
de soluciones y que el determinante es nulo. Entonces
8+1> AL.,0’>0 para n=O
i=1
con al menos un A. distinto de cero. Como la ecuación es de tipo (fi). los momentos de
orden mayor que s de cualquier solución se obtienen a partir de los primeros y, como
A. L. es una solución, < A. L, x¡’ > = O para n =s+1. En consecuencia, el1=l
s.funcional A. L es nulo con al menos un coeficiente A. distinto de cero. Esto está
en contradición con el hecho de que ¡L, ,...,L > es un sistema libre.
Para cualquier complejo a, expandiendo 4>(x) y ‘y(x) en potencias de (x-a), la ecuación
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D( 4, L ) + ‘y L = O es equivalente a un sistema de ecuaciones lineales análogo a (2.1) en
los momentos < L, (x - a)~ > y por consiguiente, la Proposición 2.1 se puede enunciar en
términos más generales:
Proposición 2.2
Sea
S.F.S. si
D(4> L) +
y sólo si
‘y L = O de tipo (fi). Un conjunto de soluciones (L1 L1 1 es un
-a>
<L ,1
< L8~,,x - a>
cL,(x - a)
6> ,< L ,(x - a)8>6+1
!=0
para cualquier número complejo au
Por otra parte, los momentos ¡u. = .c L, 0’ > de un funcional semiclásico satisfacen
las siguientes propiedades de acotación:
Proposición 2.3
Si L es un funcional (A)-semiclásico entonces existe un entero positivo N y
constantes positivas C y M tales que
IIbfiI =CM~ para todo n=N.
Demostración
s+2Sean 4>(x)=x +a
1 x .4-...+a2 y ‘y(x)=b0 x
Entonces
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+ a1 Ib,,~8 + ...-s-a8~2 Ibm,, )+b0 11fi+S+! ~
para todo entero no negativo n. Por tanto, para todo n> b
0, se tiene que
-n(a~ ~,,~+...+a8+2 l’,,~~) + b~ Iby,~8
Ib¡‘tstl
s+I Ib~
n- b
Se considera
K = máx ¡Ial, ¡b.¡ : i = 1,..., s + 2; j = 1,..., s+l>.
Entonces
n K(IJJ. 1 + ...‘ + ~ + K(¡¡i. 1 + ...‘ + IIb,,I)
¡IbJI+$+ll
n+1
o
n-b
o
K(¡Ib¡ + ....+ ¡Ib~j) =2 K(j~~ ¡ + + b’fi.!D
para todo n mayor que algún N e t’I.
Sea a = máx ti Ib0 ¡ l 11N+si-! ¡ > y consideremos una nueva sucesión (it) defmidafi
de la forma
para
— 2K(ft + ~ “fi]> para
n = 0, 1 N+s+1
n>N
Por construcción, (ji) es una sucesión no decreciente y tal que [ji~ ¡ =ji para todo n.
fi ¡1
Entonces, haciendo M = 2K(s+2), tenemos que
‘t+s+! =2K(s+2) ji~~6 = M ja para n > N
y en consecuencia,
fi+ 6+ 1
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it “ -N+S+C.MIbN+S.$~i para i =2.
Modificando ahora la constante M de forma adecuada, se tendrá que 1 Ib ¡ =¡u. =C Nf” con
fi y,
C = ~~tN1 u
Proposición 2.4
Si L es un funcional (fi)-semiclásico, existe un entero positivo Ny existen
constantes positivas C y M tales que
=CM~n! paratodo n=N.
Demostración
Como la ecuación es de tipo (fi), los polinomios 4,(x) y ‘y(x) tienen la forma
4>(x)=ax~~’ + +a ,‘y(x)=bx~~’ 4- +b
s+2 0 6+1 con b !=0.o
Entonces, para todo n =0, se verifica que
n(a!Iby,+S + +a
6~2 ~ ~
JIfi+S+! b
o
Sea
K = máx ¡¡a.[, jb.¡ : i=1 , s+2; j=l , s+1).
Entonces
nK(IIb + + IIby,.1 ¡ +.....+ Ijifil)
Ib ¡
(n+1) K + Il.trl~!I).
Ib0 I
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Sea a = máx (fl.t¡ 1Ib61 >. Si (ja) es la sucesión dada por
Ib1{V=a
— (n+1) K ~k+8+....+ it~~>
para i=0,1,...,s
para n =0.
Por construcción, (ja) es no decreciente y 1 Ib,, 1 =~. Además,
- < (n+1) K (s+2) ja~~5 = (n+1) Nf* -
~fi+S+! IbI “+6
y por consiguiente
De aquí se deduce que existen constantes Nf y C tales que j¡x 1 =nl Nf” C como se quería1
§ 3. Representación Integral.
Cuando L es un funcional de tipo (A), de la Proposición (2.3) se deduce que su
función de Stieltjes asociada,
~ ji
S(z) = - ______Li
¡‘=0 z
es analítica al menos fuera del disco de centro 0 y radio Nf. Entonces, según la fórmula
de Laurent, se verifica que
Ibfi — ~ JS(z)z”dz
‘y
y por consiguiente
< L, p(x) > = —A1-- f S(z) p(z) dz,
‘y
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donde ‘y es una circunferencia centrada en el origen y con radio mayor que M. Esta técnica
fue descrita por F. Pollaczek en [61].
Como ya se ha dicho, la serie formal de Stieltjes de un funcional semiclásico
satisface la ecuación diferencial (4>(z) S(z))’ + ‘y(z) S(z) = D(z) donde D(z) es un
polinomio de grado menor o igual que s. A continuación se da una demostración
alternativa de este hecho cuando S(z) es una función analítica.
Proposición 3.1
Sea L un funcional semiclásico de clase s verificando la ecuación de tipo (A)
D(4, L)+ ‘y L = 0. Sea S(z) la función de Stieltjes de L. Entonces
(3.1) (4>(z) S(z))’ + ‘y(z) S(z) = D(z)
donde D(z) es un polinomio de grado menor o igual que s y cuyos coeficientes son
funciones lineales de los momentos Ib8.
Demostración
Si el funcional L dado por
u’c L, p(x) > — —~— J 5(z) p(z) dz
Y
verifica la ecuación D(4, L) + ‘y L = 0, entonces
~ {¡-4>(z) S(z) p’(z) + ‘y(z) 5(z) p(z)> dz = O
Y
e integrando por partes se deduce que
I ¡Qfrz) 5(z))’ + ‘y(z) S(z)> p(z) dz = 0.
Esto significa que la parte principal de (4>(z) S(z))’ + ‘y(z) S(z) es igual a cero.
Calculando entonces la expansión de Laurent e igualando su parte principal a cero,
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obtenemos que
(4>(z) S(z))’ + ‘y(z) S(z) =
—-~(s+l-k) ~ aji,zs~~< - r
le=O i+j =k 1c~0 i+~”=k b. ¡u.. z$k =
donde a. y b. son los coeficientes de 4,(x) y ‘y(x) con a = 1
o u
Como en [53],D(z) = -( L O 4>)’(z) - ( L O ‘y) (z), siendo L 0 4> dado por
(0)(x) = p(x) - p(O
)
op x y (Lp)(x)= É ~ a
k=O ¡+ __
donde a. son los coeficientes de p(x), ji. los momentos de L y n el grado de p(x).
Teniendo en cuenta el resultado anterior, la funcion de Stieltjes de cualquier
funcional (A)-semiclásico tiene que ser solución de la ecuación diferencial (3.1), y así,
1 1 ‘y(z) dz rl
kD(z) exp+ (f—~3} dz ) dzS(z,k) = ~ exp (- J )
Por consiguiente, para encontrar una representación integral de cualquier funcional
tipo (A), se puede proceder de la siguiente forma:
de
1) Determinar los parámetros libres en el sistema de ecuaciones lineales de los
momentos.
2) Para cada elección de estos parámetros, los primeros momentos ji, .. ..,ji yel
polinomio D(z) quedan determinados. Resolviendo la ecuación diferencial (3.1) de
la función de Stieltjes para estos valores obtenemos un conjunto de soluciones
S(z,k).
3) Calculando ahora algunos términos de la expansión de cada S(z,k), ( el primero
fiiCji. x
J
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puede incluso ser suficiente) y comparando con los primeros momentos, se obtiene
de forma que S(z,k) es la función buscada.
Si en particular ‘y(x) tiene grado s+1 y su coeficiente principal no es un entero
positivo, la dimensión del espacio de soluciones es s+l y los momentos ji 8 son los
parámetros libres. Para cada elección canónica
le
(ji ji) = (O 1 ,0) k = O
se obtiene
S(z)=S(z,k0) ,S(z)=S(z,k)
cuyos correspondientes funcionales son obviamente independientes. De esta manera cada
funcional solucion se puede escribir en la forma requerida
c L, p(x) > = 21tí { k~O Ak Sic(Z) p(z) dz.
‘y
Ejemplo
Se considera la ecuación distribucional
D(x
3 L) + ((a - 3) 0 + b x) L = o con a!=2,3,4,..
Sea L un funcional de momentos que verifica esta ecuación y sean Ib,, sus momentos.
Entonces
b(3.3) ji,,~
2 n-a+3 n =0.
Sean L~ y L2 soluciones de (3.2) tales que
<L!. 1 > = 1;
.c L2, 1 > = 0;
c L, x> = 0;
< L2, x > = 1.
(3.2)
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Teniendo en cuenta (3.3), es claro que la función de Stieltjes asociada a L es la
función 5 ~(z)= ~ y así
z
donde C es cualquier circunferencia centrada en el origen de radio mayor que cero.
Sea ahora 52(z) la función de Stieltjes del funcional L. La ecuación diferencial
(3.1) asociada a la ecuación distribucional (3.2) es
3 , 2( z 5(z) ) +((a-3)z + bz) S(z) = ((a-l)z + b) <L, 1> + (a-2) ~cL,x>
que para L es
2
3 , 2(z S2(z)) + ((a - 3) z + b z) 52(z) = a - 2.
Entonces 52(z) tiene que ser una de las siguientes funciones
S(z, k) = í~ ebíZ {
=kz
8 eb>~z +(a-2)
k + (a - 2) f
00
n! (n + 2 - a)
a~3 b/z
z & dz
-(n+2) b/z
z e
Necesariamente 5 (z) = S(z,O) y en consecuencia,
2
donde C es cualquier circunferencia centrada en el origen y con radio mayor que cero.
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La conclusión es que, si existe algún funcional regular L tal que (3.2) es su
ecuacion irreducible entonces L se puede representar como combinación lineal de los
funcionales L y L . Además, si < L, 1 > = a y c L, x > = ¡3 se tiene que
! 2
Observaciones
(1) Es claro que cuando a es igual a 2, la correspondiente función de Stieltjes del
2 b/zfuncional L2 es 52(z) = í e
(2) Cuando un funcional L satisface la ecuación
(3.4) D(x
2 L) + ((a - 3) x + b) L = O,
(L es el funcional de Bessel) entonces el funcional 1 L definido por
< 1’ L, p(x) > = < L,— p(x) 2 ~
satisface la ecuación (3.2). Por tanto L
2 puede representarse en la forma
<L2,p(x) >..~k. ]‘ p(z) IP(O) S(z)dz,
c
donde S(z) es la función de Stieltjes asociada al funcional de Bessel L cuyo primer
momento es igual a uno.
(3) La ecuación (3.2) tiene soluciones regulares porque, como L!= 5(x) y
A
cada solución de (3.2) es de la forma L = A 5(x) + ¡3 x4 L, donde A y (3 son constantes.Eligiendo a y b de forma que L sea regular, lo que siempre es posible porque (3.4) es la
A
ecuación de Bessel, siempre se pueden tomar A y I~ de manera que L sea regular [52].
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CAPITULO IV
e Representación Integral de Funcionales (B)-Semiclásicos
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e
§ 1. Introducción
Se consideran las formas semiclásicas de clase s cuya ecuación irreducible es
(1.1) D(4>L)+’yL=O,
s+l
xk y ‘y(x) —rdonde 4>(x) = ~ ale ~k ble 2’, con la condición b* O. La dimensión del
lc=O
espacio de soluciones es siempre s+l.
La técnica utilizada para resolver los (A)-funcionales no es aplicable aquí debido
al tamaño de los momentos. Se podría considerar una modificación natural de la función de
*
Stieltjes S(z) tomando los coeficientes ji= ji ¡ nI en lugar de los momentos Ib~ y
utilizar la Proposición 2.4 del Capítulo anterior, pero la ecuación diferencial de la
correspondiente S*(z) tiene orden elevado y su solución no es conocida.
Se utilizará la misma técnica aplicada por J.L. Geronimus en el caso clásico y que
está descrita en el texto de Milne-Thomson [57]:
Sean w(z) una función diferenciable y ‘y una curva en el plano complejo tales que
C-1: (4>(z) w(z))’ + ‘y(z) w(z) = O para todo z e y
C-2: 4,(z) w(z) p(z) = O para cada polinomio p(z).
‘y
Considerando el funcional definido por
< L, p(x) > = p(z) w(z) dz,
‘y
entonces
c D(4, L) + ‘y L, p(x) > = ¡-4>(z) w(z) p’(z) + ‘y(z) w(z)> dz =
‘y
— - 4>(z) w(z) p(z) + f¡(4>(z) w(z))’ + ‘y(z) w(z)> p(z) dz = O,
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de lo que se deduce que L es una solución de la ecuación funcional.
A continuación se prueba que, para esta clase de ecuaciones, siempre es posible
encontrar suficientes caminos ‘y tales que la solución w(z) de la ecuación homogenea C- 1
verifica C-2 en cada y, y además, de forma que los funcionales que inducen son
independientes.
Después de un cambio de variable lineal como en la Proposición 3.2 del Capítulo 1,
la ecuación (1.1) se puede escribir de forma que una de las raices de 4>(x) sea fija
(siempre se elegirá el cero) y que el coeficiente principal de ‘y(x) sea un número
adecuado. Esta forma de la ecuación recibirá el nombre de ecuación canónica.
Se distinguen tres casos en el estudio de la ecuación (1.1):
(fi ~): 4>(x) es una constante.
(fi ): 4>(x) tiene solamente raices simples.
2
(fi3): 4>(x) tiene alguna raiz múltiple.
La ecuación (fi2) exigirá el cálculo de integrales de la forma 5b (x-a)« f(x) dx, por
a
lo que, cuando la parte real de ci sea menor que -1, será necesario realizar un proceso de
regularización como ocurría en el caso clásico con los funcionales de Laguerre y de
Jacobi. En las Proposiciones 3.2 y 3.3 se da un procedimiento para llevar a cabo esta
regularización de forma recurrente. Esta técnica es más simple y más general que la
descrita en el Capitulo 1 utilizada por Morton y Krall para regularizar los clásicos. El
mismo problema fue también parcialmente abordado, dentro de los polinomios clásicos,
por Ismail, Masson y Rahman en [27].
§ 2. Ecuación (fi).
Se considera la ecuación canónica
donde q(x) es un polinomio de grado menor o igual que s.
Resolviendo la ecuación C-1 se obtiene la función
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(2.1) w(z) = exp(-z~f2 + it¿z)). donde -it (z) es una primitiva de q(z).st’
Sean a ,ci las raices de la unidad de orden s+2 y sea a= 1. Para cada
o
k = O,l,...,s+1, se considera la semirrecta [‘le defmida por
zk(x)ak x O<xcoo,
y la función w(z) tiende a cero cuando z tiende a infinito a lo largo de [‘
le
Sea’y~launióndef y-Fi para cada valor de k. Entonces
gz) p(z) = O,
‘y
le
por lo que se satisface la condición C-2 para los funcionales L
1 , L1 defmidos por
y que por tanto son soluciones de la ecuación (fi).
Proposición 2.1.
El conjunto de funcionales IL! L!> es un S.F.S. de la ecuación (fi1>.
Demostración
Se probará que los funcionales L* ...,L* defmidos por
~ s+’
.c L;, p(x) > = f w(z) p(z) dz
r
le
son linealmente independientes, por lo que LI,...,L! también lo serán y el conjunto
L81.1 1 constituirá un S.F.S. de la ecuación (fi,).
s+1
*
Supongamos que >.~ Ale Lle = O. Entonces
k=O
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(2.2)
Además,
S+l
c>7 Ale L;, x(S+Z>+ > =0, n =0, i =0,1.s+1.
le=O
00
c 0, xfi<S+2>s-I > = i+I n<$+2)+i s+2lc J ale x exp(-x + It(czkx)) dx,
o
y, haciendo el cambio de variable xSfl = y, esto es lo mismo que
fi -y i+¡
Y
eO
[9.’
s+2
y expQr(cile yl/S+2)) dy.
De esta forma, el sistema de ecuaciones (2.2) se puede escribir como
00
r i.s.! 8+’¡ y” ~ yTW Ale a7’ exp(it(ale y)) dy =
J le =0
o
00
=1
o
n =O, i = O~.~si-1.
Para cada i = O s+1, la ecuación anterior significa que la Transformada de
Laplace F. (t) de cada función f.(y) y todas sus derivadas, se anulan en el punto t = 1,
de donde se deduce que f.(y) = O para todo y > O. Como consecuencia,
Ale a’~’ =0 para i =0 s+1,
le=O
y los coeficientes A
0 A tienen que ser nulos porque es un sistema de Van der
st’
Monde
u
§ 3. El polinomio 4>(x) tiene raices simples. Ecuación (fi2).
La ecuación canónica en este caso es
(fi)2
rl
D(4> L) + ‘y L = O. 4>(x) = x ~(x-a.), ‘y(x) = (s-N+l) x +
donde a, son números complejos distintos y N es un entero menor o igual que s.
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De la condición C- 1 se sigue que
w’(x) = - ‘1(x) + 4,’(x) =
a ‘rl ci.
— ~(s~N.4.1)x8.rl .i-it(x)+——-1—+ ~ x-ai=1
donde lr(x) es un polinomio cuyo grado es menor que s-N. Así
a a a sN+l
donde q(x) es una primitiva de it(x).
Caso (fi
21) (Re a. > -1)
Para evitar problemas de convergencia en las integrales que aparecerán, se considera
en primer lugar el caso en que cada exponente a. es tal que Re(a.) > -1.
Sea y el segmento que une O y a,, i = 1,...,N. Es claro que, para cada p e IP,
fuw(zí 4>(z))’ + ‘y(z) w(z)) p(z) dz = O y w(z) 4>(z) p(z) = O,
por lo que los funcionales L. dados por
< L, p(x) > = p(z) w(z) dz, i =
satisfacen la ecuación (fi).
A
Sean (3 ¡3 las raices de la unidad de orden s-N+1, y para cada i, sea L. el
funcional dado por
A 1
< L., p(x) > = j p(z) w(z) dz,
ji
A
donde 9. es el camino z(t) = ¡3.t, O =t < oo• De esta forma, los funcionales L. y los L
son s+l soluciones de (B2~,).
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Lema 3.1
Sea 4> :[a, b] >c una curva simple tal que 4> e C’([a,b]) y de forma que 4>’(t) !=O
para todo t e (a,b). Sea F su gráfica. Sea w una función compleja, acotada e integrable a
lo largo de r. Si
z” w(z) dz = O para n = 0,1
entonces w(z) = O en todo punto z = 4>(t) en donde (w o 4>) (t) sea continua.
Demostración
Si g(z) es una función continua a lo largo de U, por el teorema de aproximación de
Merguelian g(z) se puede aproximar uniformemente por polinomios; es decir, para cada 8>0
existe un polinomio p(z) tal que
jg(z) - p(z)j < E para todo z E U.
Entonces
f g(z)w(z) dz ={(~(z).P(z)) w(z) dz + ,[ p(z) w(z) dz = f (g(z)-p(z)) w(z)
r U r r
Como ¡g(z) - p(z)¡ < E, Iw(z)I =
long(F) = C2 < oc, se obtiene
S (g(z) - p(z)) w(z) dz
para cada z e U, y como U tiene longitud finita,
ceC C,
~ 2
de donde se deduce que
fr g(z) w(z) dz = O
Sea ~ = 4>(t) un punto cualquiera de 1’. Puesto que 4> e J’([a,b]) y es una curva
simple, se puede elegir un abierto G talque
1U
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4>(t) e para cada t e [aY) y 4>(t) o para cada t e [t*,b].
Sea
g(z) = { ~ cuando zcG
cuando z O G;.
Es claro que g(z) es continua en F. Como consecuencia
1 g(z) w(z) dz = O
y asi
J 4>(t) w(4>(t)) 49(t) dt + J4>&) w(4>(t)) 49(t) dt = O.
Sea F(t) =
a
w(4>(t)) 4>’(t) dt. Integrando por partes se obtiene
0= 4,(t) F(t) . F(t) 49(t) dt + 4,(t*) fw(4>(t)) 4>’(t) dt —
*
= 4>(t*) F(t*) + @(t*) (F(b) - F(t*)) — F(t) 4>’(t) dt =
*
O e!
= F(b) 4, (t*) — j F(t) 4>’(t) dt = — J F(t) 4>’(t) dt
a a
donde la última igualdad se debe a que F(b) = 1’ w(z) dz = O.
y
Después de derivar, se obtiene que F(t*) 4>~(t*) = 0, y como 4>~(t*) !=O, necesariamente
ha de ser F&) = O. En consecuencia, O = F’(t) = w(4>(t))4>’(t) siempre que (w o 4>)(t) sea
continua en t. Entonces w(z) = O en todo z = 4>(t) tal que (w o 4>) (t) sea continua en tu
Es posible demostrar el mismo resultado cuando F es la unión de una colección fmita
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de caminos [‘. siempre que estos no tengan ningún punto en común. Incluso si los caminos
II tienen el mismo punto final, el resultado sigue siendo cierto.
Proposición 3.1
A A
L~,L LNI> es un S.F.S. de la ecuación (fi2).
Demostración
Es suficiente demostrar que los funcionales son linealmente independientes.
Supongamos que
rl s.N+IAA
E A. L. + ~ A.L~=O
~. N+ly escribamos w(z) en la forma w(z) = f(z) exp(-z ). Si los coeficientes fuesen
nulos para j = 1 s-N+1, se tendría que
rl rl
O = < ~ A1 L~ 0’> = A z” f(z) exp(~zS~N+í) dz.1
vi
Definiendo
f(z)={f(z) size
si z e ‘y
podemos escribir
N
sN+! z) dz,) > AA(o=f z”exp(-z~
l=1
Y
rl
donde ‘y es la unión de los caminos ‘y.. Según el Lema 3.1, se verifica que ~ Xf.(z) = O
en todo punto z que no sea extremo de alguna curva ‘y. , y así A.= O para i =
En consecuencia, únicamente hay que probar que Ñ.= ~ para j = l,.1.,s-N+1. Para ver esto,
J
supongamos que
rl s-N+IA A> A.L..4j
j—1 ~
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Entonces, para cada k = 0,1 s-N,
rl
A. L.
s-N+! A
+ A.
j—1
y por consiguiente,
rl
o A. f y,(8.N+!>+k 8 N+1z f(z) exp(-z ) dz +
00
s N+l r
+ ~1: xJ
Jo
— ~ Af
00
O
) fr dt =
z ¡‘(s4¿+I) zle f(z) exp(-z6 N+I) dz +
s.rl+IA
A.
j=1
tk f(¡3.t) dt.J
Se considera ahora, para cada valor de k, la función
N
Fle(y) =2
00
o
exp(- y
A. f zk f(z) exp(-y z8~rl+l) dz+
‘y
s.N+1
rl+l)~ AA. le-rl le¡3. t f(¡3.t) dt.
Los caminos ‘y. están acotados y la segunda integral es uniformemente convergente. Por lo
tanto, Fle(y) es una función analítica en la región Re y > O. Además,
rl r
=2 A.]i=1
zJI(~Nl) zle f(z) exp(-y z~N1)) dz +
A
L. , fi(s.N+!>+k > —
J
n =O,
(3.1)
k+ 1
¡3.J
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oc
~1 A. ¡3k+!~ tle (¡3.t)
e
y la ecuación (3.1) implica que F~”(l) = O para n=O,l Entonces F$y) = O cuando
k = 0,1 s-N, y por consiguiente
i~!’f exp(-y N+1> dz+
‘yi
Haciendo la sustitución z
oc
A
o
le
t f(IB.t) dt
s.N+l
- en cada y y t = x en (0,00), se obtiene
N
o = F(y)=—iL~
i=1
s-N
s -N+!
e
A. ~s-N+!
J *
Y
+
00
11
+ J
O
s-N+1
exp(-yx) ~
j= 1
A
A, ¡3~
Ji
le ! s-N
s-N N+! s N+!
x ~ f(f3.x8 ) x - dx =
=it A.f
*
‘y
00
+ 1.
o
A
exp (-yx) f (x) dx.Xc
= j~ cuando ~ c ‘y.
cuando E ‘y.
*
y sea ‘y* la union de las curvas ‘y.. Entonces
o=J
‘y
rl
00
+ j. exp(-yx)
o
A
~le(x) dx.
La igualdad F~(y) = O implica en particular que Fle(n/l’) = O cuando n=1,2,... y para todo
T real, de lo que se deduce que
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Sea
00
O=JexP(~Á.]..!L) ~ X¡f¡d(~)d+J A
‘y o
Puesto que ‘y pertenece a una región acotada én el plano complejo, se puede elegir T > O
suficientemente grande para que la función exp(- ¡ T) sea inyectiva en esta región.
Haciendo la sustitución exp (- ¡ T) = u,
0= f url~ A. f~ (u) du + u” f(u) du,
‘y o
* Ay el Lema 3.1 muestra que f(u) =0 cuando u está próximo a cero. Por lo tanto f (x) =0
le le
cuando x es suficientemente grande.
La fórmula anterior se verifica para k = 0,1 s-N, por lo que se tiene un sistema
con s-N+1 ecuaciones cuyo determinante es
1 1
f(IBx)...f(¡3 x) ji ...¡3 IB~x IBS.N+,x
¡s.N+I 1 s.N!
(¡3 x)~ ~ x9N
que es distinto de cero. Entonces = O para j = 1 s-N+1j u
Caso (fi2~2). Regularización Semiclásica.
Cuando Re a. =-1 para algún valor de i, se necesita un proceso de regularización.
Este proceso se hace de forma recurrente sobre la parte entera de la parte real de a..
Dada la ecuación D (4, L) + ‘y L = O, si a es una raiz de 4>, se denota
4>(x) = (x-a) 4>(x)
‘y(x) = (x-a) w~(x) + ‘y(a)
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Proposición 3.2
Sea a una raíz de 4>(x) tal que ‘y(a) !=O. Si ¡L~ ,...L, es un S.F.S. de la ecuación
de clases y de tipo (fi) 0(4> L) + (‘y-4>) L = O entonces
a
{(x.aY~ L1 + Nf, 5(x-a) . (x-aY’ L~ + M»~ 8(x-a)}
donde M =
-< L., ‘y8(x) >
‘y(a) es un S.F.S. de la ecuación de clase s D(4> L) + ‘y L = O.
Demostración
*
Sea 0= (x-a~’L + M. 5(x-a). Entonces L. = (x-a) L.. Además,
2D((x-a) 4>0’— 0”., — ~x-aJ~ .J~~\’y~~J.—.\’y - 4>) (x-a) L.,
y por lo tanto, D((x-a)2 4> 0) + (x-a) (‘y - 4,) L = O. Derivando se obtiene
O = (x-a) (0 (4> 0) + ‘y L) = 0 (4> 0) + ‘y O = c LX ‘y(x) > 5(x-a).1 1
<LX ‘y(x) > = < L., ‘y(x) - ‘y(a
)
x-a
> + M. .cS(x-a), ‘y(x) > =
— c L., ‘y(x)> + Nf. ‘y(a) = O
por la definición de M.. Entonces D(4, L) + ‘y
< 0, 1 > *
* *
.cL~,x-a>
*
~< L ~-r’~( x -a) ~>
*
L. = O. Además
Pero
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8+I
L
< L ,(x-a..,<L
K
‘y(a)
5’
s +!,~ a) ~>
<L ,(x-a~>
1 st-!
<L1,l >
< L, (x - a)~’ > <L, (x - aV’4 >
donde K es el coeficiente de grado s+1 de ‘y(x) y por tanto distinto de O. La última
igualdad se debe a que los demás términos de la primera fila son una combinación lineal
de las filas restantes. Esto prueba que ¡ ~ es un sistema libre porque por
hipótesis ¡L~ L,> es un S.F.S. y, por la Proposición 2.2 del Capítulo III, el
último determinante es no nulo. En consecuencia ¡ O LS ) es un S.F.S. de la
ecuación D(4> L) + ‘y L = O
u
A continuación se explica el proceso recurrente para resolver <fi
22):
Supongamos inicialmente que solamente un a. tiene su parte real menor o igual que -1
y que a. !=-1, -2,.. Si -2 < Re a.=-1, entonces la ecuación D(4> L)+(’y - 4> )L = O es de
5 8,
tipo (fi21> puesto que
‘y(x)-4, (x) + 4>’(x)
a.
9(x)
— ‘y(x) + 49(x) + 1
x-a
co’(x) -
ti) (x)
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y aplicando la Proposición 3.2 se obtiene la solución de D(4> L) + ‘y L = O a partir de
la anterior.
Para poder aplicar la Proposición 3.2 es necesario que «a.) !=O,
equivalente a que a. !=-1 ya que 4>(x) tiene sólo raices simples.
Repitiendo el proceso tantas veces como indique la parte entera
obtiene la solución para el caso Re ci. =-l siempre que a. !=-1, -2,
Finalmente se resuelve el caso a.= -1 a partir del cual, de nuevo por
3.2, se halla la solución para a. = -2, -3,
pero esto es
de Re a., se
la Proposición
Proposición 3.3
Dada la ecuación D(4> L) + w L = O, supongamos que para alguna raíz a de 4>(x) se
cumple que ‘y(a) = O. Sea ¡L~ L ) un S.F.S. de la ecuación D(4,L) + ‘yL = O. Entonces
8
¡ 5(x-a), (x-a~’L (x-aY’L$
es un S.F.S. de la ecuación D(4, L) + ‘y L = O.
Demostración.
Claramente 8(x-a) es una solución. Sea L ¡ = (x-a~’L.. Entonces L.= (x-a)L.,y así
5 5
D((x-a) 4> L) = D(4> L) = -w L.= - (x-a) ‘y L. = -‘y L..
Por lo tanto D(4, 0) + ~ 0 = O. Además,
< ~ 1 > <0, 1 ecLXl>
8
< 5(x-a),x-a > cLÑx-a > <Lj x-a >
1 8
< 5(x-a), (x-a)ScO, (x-a)6> <0, (x-aV’>a
los
1 0.0
o .cL,1>.<L,1>
!=0
O < L, (x-a9’> < L 6
puesto que (Li,..., L > es un S.F.S.5 u
Si la ecuación D(4, L) + ‘y L = O es de clase s como en la Proposición 3.3 entonces
D(4>L) + ‘yL = O es de clase s-l, y para esta ecuación se presentan las posibilidades
siguientes:
i) D L + K L = O, donde K es una constante.
u) Es de tipo (fi).
iii) Es de tipo <B2~1).
En los casos u) y iii) las soluciones son conocidas. En cuanto al caso i), la única
solución es L = O puesto que esta ecuación es equivalente a
K=O
-nji~ +ji K=0, n=1,
de donde se deduce que Iby,=
0 paran =0.
De esta forma la ecuación <fi) está resuelta cuando solamente un ci tiene su
parte real menor o igual que -1. Si hubiese más de uno, sería suficiente aplicar de
nuevo las Proposiciones 3.2 y 3.3 para reducir este caso al anterior.
Ejemplo (Polinomios Generalizados de Laguerre)
D(xL)+(x-(ci+1))L0 («e w<)
Por las condiciones C-1 y C-2, las soluciones de esta ecuación para ci > -1 son
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oc
(«)<L ,p(x) p(x) x« eX dx,
o
Cuando a es un entero negativo
U~’~— 5(x)
L<le~> = ~ (1)k 5~’kx)
i=O
Cuando a < -1 y no es entero
(Proposición 3.3)
(Proposición 3.2)
( a = -k + E; -1 < e c O
(E)
— x’L + MS(x)
2+8) (.!+E) 2 (E)L<~ =xL + M5(x)=x~ L -MS’(x)+
2 M25(x)
&leeE) le le le-
.j7klTr> 5(le-
donde M, =
J
1>
E(E-1)...(E-j+1>
< ~ p(x) > =
§ 4. El polinomio 4,(x) tiene raices múltiples. Ecuación (fi3).
Con objeto de facilitar la lectura se comienza estudiando la ecuación (fi3) cuando
4,(x) tiene solamente una raíz. Simplemente es un caso particular pero presenta todos los
elementos del caso general.
Ecuación
a>-1
Entonces
Tr p~(O)Jxcie.X{P(x) j”O pW(Q) x~ 4 ~ 04 dxle-l j= 1
o
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D(x’”1 L)+’y(x)L=O, ‘y(x)=(s-N.4-l)x6’ + . 1 =N=s,s=1.
Según la Proposición 3.3 será suficiente resolver la ecuación cuando w(O) !=O. La
1’4+l
condición C-l en este caso es (x w(x))’ + ‘y(x) w(x) = O, de lo que se deduce que
sNI
w(x) = xci exp(-x + ..) exp(A x~N + ...).
donde a y A son constantes complejas con A * O porque ‘y(O) es no nulo.
Se resolverá la ecuación cuando A = -1. En otro caso, un giro apropiado alrededor
del origen de los caminos F que a continuación se definen resuelve el problema.Oj
Para cada k=1,...,s-N+l se define:
e
k
es una raiz de orden s-N+l de la unidad.
2.- el intervalo [0, 1].
3.- Cle el arco de la circunferencia unidad con
extremos 1 y ~
4.- la recta en la dirección de ~le correspondiente
a 1 =Izí < 00•
Fig. 1
Para j=l N se considera
las raices de la unidad de
27t1
= e.
orden N y
2.- ‘y el segmento en la dirección de ¡3 queO.j
corresponde a O =¡z¡ =1.
los arcos de la circunferencia unidad con
extremos y
(4.1)
O
Y
oit’
1.-
O
3.-CO.j
Fig. 2
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Sean ahora
rle =R uC uR, k=l,..~s-N-i-1
O le le
r
= uC0~ u(-’y0,), j=l,..~N
y los correspondientes funcionales
(4.2)
(4.3)
< L~, p(x) >=f w(z)p(z)dz
rle
‘cL0.,p(x) >=f w(z)p(z)dz
r Oj
De esta forma se tienen s+l funcionales que verifican la ecuación (fi31). Para
probar que son linealmente independientes se hará uso del siguiente resultado:
Lema 4.1
¡1
Sea n(x) = -x” + > b xJI~le con b~ e e. Sea f(x) una función localmente integrable
y acotada en [0, 00]. Sea H(ci) la función
00
1 a It(x)H(ci)=] x e dx donde Reci>-l
O
y, para cada ci fijo, sea F(t) la función
00
a e~(tx)
F(t)=J x f(x)dx
o
para t > O.
Si hm f(x) = A entonces hm t«~’ F(t) = A H(a).
+
x40
Demostración
00 oc
a it<x~ 1 CI It(tx)H(a)=J x e dx=] (tx) e t dx.
o O
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Por otra parte, para cada E > O, sea T tal que ¡f(x) - Al <e cuando x > T.
fIt F(t) - A H(a)¡ — 00 x« eit<tx) (f(x) - A) dx
T
< ~a.n1 f
Ix« eIt(a)I If(x) - Al dx + E
O
oc
f T ixa ~IttxI é’-r’ ¡ dx <
oc
a-ri
<¡t [TM+e f
~«¡ eReit<x) dx
siendo Nf una cota superior para la función 1 xci e~(tx) ¡ ¡ f(x) - A¡ cuando x e [O, T] y
cuando t e [O, t0] para algún t0 fijo. Entonces
hm ¡t«~’ F(t) - A H(ci)¡ =E
t40 1
00
ci ReIt(X)
Ix ¡e dx,
O
El conjunto de funcionales ( L~ LN~~ L01 Lo.N > definido en (4.2) y
en (4.3) es un S.F.S. de la ecuación <fia.!>’
Demostración
Será suficiente demostrar que los funcionales son linealmente independientes.
Supongamos que
s-N+l rl
(4.4) ~ AkLle+ ~ A01 L01=O
J
y escribamos w(z), definida en (4.1), en la forma w(z) = z«en(z) + q(1/z) En una primera
etapa se probará que los coeficientes A, A
s44+1
son todos nulos.
Entonces
y así hm t F(t) = A H(ci)
+t46
Proposición 4.1
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Sea ji un entero tal que Re Qn-a) > - í. De la ecuación (4.4) se sigue que
rl
O=’c > AleLle + .2 A0. L02 x~ p(x) >
lc=! 3=!
para todo polinomio p(x). Entonces
s .
2le
Ale { f w(z) z~ p(z) dz .~{ w(z) zIbp(z) dz + f w(z) ~Ibp(z) dz } +
R C R
O le Xc
w(z) z~ p(z) dz = O.
o.
~Ír
Para m=O,1 s-N, y cuando Re(t) > O, se consideran las funciones
F(t)
le=l 1’ nvs-ji+ÚX It(tz)+q(hz) dzz eRle
G(t) = - 2 Ale
k= 1 {S zmIb+« ~it(tz)+q(l/z) dz +Cle O zm+wa ~It(tz)+q(hz) dz } +
+ Y %,~ zmIb+« eit(tz»cl(h¡z) dz
O.j
La igualdad (4.5) implica que F~~(l) — G~~(1) para n0,1... y para m=O,1 s-N. Como
fi, m
consecuencia, F(t) = G(t) en la región Re(t) > O. Puesto que G(t) es analítica en todo
el plano complejo, la función F (t) tiene una prolongación analítica. Por lo tanto debe
m
de existir hm F(t). Entonces
!-4 O
hm
t4 o + Fm(t) = O para m=O,l s-N
(4.6)
Además, teniendo en cuenta que ‘
3le son las raices de la unidad de orden s-N+ 1,
a -Ni-!
Ffi~(t) = 2
le=l
00
Ale f le dx =
(4.5)
111
00
Ak 5
O
ji+«+m
x pIb+CI+m+! ~4P~(xt)+q((IB~xY’)X[IocJ(x) dx,le
donde ;~001(x) denota la función característica del intervalo [l,w]. Puesto
hm ¡3Ib+«I1~! ~qW~x<) = ~~«»¡3ji+«+m+!k X[!,OO)(x) k
x4
00
del Lema 4.1 y de la igualdad (4.6) se sigue que
hm tji+a+m+l FfiSt) — ~ H~ (Ib+«+m) ~q(0) = o
te O
para m=O,.. .s-N, siendo Hle la función
00
HkQX+a+m) = 5 x J.t+ci+m CIt(IBlex) dx.
O
Los coeficientes ~ satisfacen entonces el sistema
_ 2Ale pWci+m+’ H~(ji+a+m) ~~(O) q(O)9 -Nt!
donde es la recta z = x, O =x < oo~ El deteminante
escribir de la forma
Ale 5
Y
zm+ji+tt eIt(z) dz
le
de este sistema se puede
(4.7) det 1< .ff, xm >1
L le J k=!
m=O s-N
donde JfleC5 el funcional de momentos defmido por
< .‘ff
0 p(x) > = 5 p(z) zIbCI eit(z) dz.
‘y”
En la Proposición 3.1 se ha probado que <~~! J/rl!> es un SF5 de la ecuación
D(x L) - (x it’(x) + g.4-a+l) L = O. De la Proposición 2.2 del Capítulo III se deduce ahora
que
det[< 4, x >] le=!,....s-N+!
m=0..,s-N
!=0
que
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y de esta forma los coeficientes A tienen que ser nulos.
s-N+I
En una segunda etapa se probará que los coeficientes A son tambien
O,N
iguales a cero.
La igualdad(4.4)es ahora
rl
%L x0. L =0. En consecuenciaO,j
(4.8)
N
j
Escribiendo la función w(z) definida en (4.1) en la
m = 0,1,...
forma w(z) = z« exp(~íN) g(z), la
fórmula (4.8) es
rl r
2 % ¡
zrlm exp(.íN)
Nmtle a
z exp(írl) g(z) z dz =
O.j
rl
z) IB01 dz
o,’
son las raices de la unidad de orden N. Haciendo ahora zN =
a- Nt 1 + le
t rl rl~
lejOs-!
~0. j t ¡rl) dt
para cada k=O N-1 y m=O,1 siendo r la curva de la
figura 3.
1
Se distinguen dos posibilidades:
1.- Las funciones (ci-N+¡+le)/N > A ¡3le+a+l g<33 ti/rl)O,j O.j son uniformes ( esto
ocurre por ejemplo cuando N= 1 y a es un número entero):
La curva r es ahora ¡ z ¡ = í y, por la fórmula de Laurent, (4.9) implica que
donde ¡3 O,’ O,N
(4.9)
r
Fig. 3
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e~l/t ~(cL.rl+I+le)/N ~ k«X+1 g(¡3 tuN)
O.j O.j O,j
es una función analítica en t = O. Pero esto es sólo posible cuando
rl le+a+! = o
A0. ~0
de lo que se deduce que los coeficientes A ,...,A son nulos.
o,í o.z¿
II.- Las funciones t(«.N4d+le>a< É A ~le+a+l g(¡30~ t!/¶ son multiformes:
Oj O,j
Denotando estas funciones con hle(t)~ la expresión (4.9) se puede escribir como
(4.10) 0 = 5 ~ e~’~ h~(t) dt
r
donde se considera O =arg (t) =2it. Como consecuencia, para cada ~ tal que [~ > 1, se
tiene que ~í¡t
= r h(t)
(4.11) Hle() J - “ dt=0,
y por el teorema de Cauchy, H (~) =
“‘e IF
e í/t h~(t
)
E
para cada e > o, es la curva de la figura 4. Por lo
en todo punto ?, tal que ¡~ > e.
Sea ~ tal que e < Rl c 1
dt = O cuando I~l > 1 y donde,
tanto, la función H,8(~) se anula
1
Hg. 5
y tal que E [0,1]. De nuevo del Teorema de Cauchy se
deduce que
2iti e~~í¡t h~(~) =
e h(t)le dt
SC
Fig. 4
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siendo C la curva de la figura 5. Por lo tanto
(4.12) 2xti ~ h~(~) = H;(~) - H~(~) = H;(~), O < j~¡ < 1, ~ ~ [0,1].
Sea ~ un punto perteneciente al intervalo (-
2
reales y positivos tales que, para k =
0) >‘ sean Mle!~ ~le2’ M números
le.3
cuando ¡tI = 1
para O =t =1
si 0=t=1.
Como
0=t=
~ que
posible
e (~—,0), se tiene que It - =Y ‘cuando ItI = 1 y también que It - ~¡=t para
2
1. Entonces IH*(~)I =4it Nf,~1 + M + Nf + Nf para cada k y para todo punto
le le,2 le,2 le3
pertenezca al intervalo (2~ ,0). En consecuencia, la igualdad (4.12) es sólo
cuando h~(~) = 0. Ha de verificarse entonces que
rl
VA (3k4ft*!
0j O,j
de donde se deduce que A ,...,A tienen que ser nulos
0.1 0.N u
Observación
Si se considera la ecuación de los funcionales de Bessel
2
(4.13) D(x L) + ((a-2) x + b) L = 0,
la función w(z) = 1a ebiz es una solución de la ecuación dada por la condición C- 1
(x2 w(x))’ + ((a-2) x + b) w(x) = O y además, se anula en los extremos de la curva de lafigura 6. Por consiguiente, el funcional dado por
< L, p(x) > = 5 p(z) z~a ~b/z dz
r
le,!
eíl’t h (t)
le
e1¡th(te2itl)
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es una solución de la ecuación (4.13). Además, teniendo
en cuenta el razonamiento de la Proposición anterior,
L es distinto de cero. De esta forma se tiene otra
representación integral de los polinomios de Bessel. La
misma técnica podría utilizarse para obtener nuevas
representaciones de cualquier otro (A)-funcional.
Ecuación (fi3)
La ecuación canónica en este caso es
n(x.a)Ys-’J(r+l)=N+l=s+l
D(4>(x)L)+’y(x)L=O, 4>(x)=xro +~
k=I Ic=0
‘y(x) = (s-N+l) x~s-’+
Se supone que al menos la raiz O = a del polinomio 4>(x) es múltiple, o lo que es lo
o
mismo, que r0 es mayor que cero.
Resolviendo la ecuación (4> w)’ + ‘y w = O se obtiene
M ex”
1 + 1
(4.14) w(z) = z% fl(z-a~)«le exp(-z s.fi+!~) A
0 A
le=i (z-a )rXcJ
le
exp( (z)
RTW
donde Q(z) y R(z) son polinomios tales que el grado de Q(z) es menor que el grado de
R(z) y de forma que, en la descomposición de Q(z)/R(z) en fracciones simples, las
potencias de los términos correspondientes a cada raiz a son menores que r~.
le
Sin pérdida de generalidad se supone que 4>(x) y ‘y(x) no tienen ninguna raíz en
común; en otro caso la Proposición 3.3 nos daría la solución. También se supone que si
algún a es una raíz simple, la correspondiente potencia «Xc tiene la parte real mayor que
le
-1. Finalmente, se supone que los coeficientes A son todos iguales a -1; bastaría
le
efectuar un giro adecuado alrededor de la raiz a del camino F que se defmirá más
le ti
Fig. 6
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tarde para resolver el caso general.
Para cada raíz a~ que sea múltiple y para cada j= 1 ~ se defmen los siguientes
caminos:
Ziti1.- 13 las raices de la unidad de orden r~ y ¡3 = ele.j le,r tule
2.- l~ es un número real y positivo cuya longitud se definirá
más tarde.
3.. Yki es el segmento desde a en la dirección ¡3 y de
le ti
longitud l~.
4.- C es el arco de circunferencia de radio l~ y centro en a
ti le
desde el argumento de (1 hasta el argumento de
ti
Para cada k se considera 1 suficientemente pequeño de manera que los arcos C
le ti
correspondientes a raices distintas no tengan ningún punto en común.
Ahora se definen los caminos desde a = O hasta cada rau aO le
5.- Para k = 1 Nf, E es cualquier curva simple saliendo del origen por cualquier
le
dirección d~tal que, cuando z e d~ se cumple que 1j~1 exp(- 1/lo) = O, llega al punto
a por la dirección (3 cuando a es una raíz múltiple o a través de cualquier dirección
le Xc,! le
cuando a es simple, de forma que, evitando los puntos a~ si j !=k, dos E diferentes no
le j le
tengan más punto en común que el origen.
Finalmente, para m = l,...,s-N+1, se definen los camnmos que unen el O y el punto
del infinito:
6.- ¡3 son las raices de la unidad de orden s-N+ 1.
R 7.- 0 es un número real y positivo tal que cada camino anteriorm O *
esta dentro del círculo centrado en el origen de radio 1<>.
8.- R0 es un arco uniendo O y O a través de la recta real y
o
m evitando los puntos a~ si alguno de ellos está en la recta.
9.- C es el arco de la circunferencia centrada en el origen de
fi,radio 1<, desde argumento O hasta el argumento de
fig2
Fig. 7
a
le
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10.- R es la recta en la dirección de 13 correspondiente a S Izí < oo~
fi~ rl,
Sean ahora
i) F =1% uC uR, m=1,...,s-N+1.
m m m
k,j XcJ lej-s-! le
Se definen los funcionales:
(4.15) < Lm~ p(x) > = 5 p(z) w(z) dz,
r
m = 1,...,s-N+1.
m
p(z) w(z) dz, j = ~ y para cada k tal que rle 0.
y le,j
(4.17) < L;. p(x) > = 5 p(z) w(z) dz, k = l,...M.
E
le
Se tienen así s-N+1 + r0-¡-...+ r~+ Nf = s+1 soluciones de la ecuación (fi3).
Lema 4.2
Sea n(x) = -x~ + términos de menor grado. Sea f(x) una función localmente integrable
y acotada en [0,00]. Se considera la función
00
H(aO,...,ciM)- 5 « M a lr(x) dxx o fl(x-a) leeO Xc=!
donde Re a,~ > -1 para k=0 Nf. Para cada elección de cio~~••~ciM se define
00
F(t) =
O
x«oeit(tx) ~ (tx.ale)%c f(x) dx.
le= 1
Si hm f(x) = A entonces lim t«o~ F(t) = A HQX0 a )x-*oc !40+ MU
La demostración es la misma que en el Lema 4.1.
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Proposición 4.2
L 5...~LNí,L L ,..,L ,...,L ,L*,...,L* > esun S.F.S. de la
o,u O. r M,I M,r u M
O M
ecuación (fi3).
Demostración
Se probará que los funcionales son linealmente independientes. Puesto que no hay
cambios esenciales con respecto a la demostración de la Proposición 4.1, solamente se
incluye aquí el procedimiento general.
Supongamos que
(418) 87! AL+~ Llej+Z A;L;=o.
lezO j! Xc=u
En la primera etapa se probará que los coeficientes A! ANI
la función w(z) en la forma
son nulos. Escribiendo
le=!
descomponiendo [‘ en su parte acotada R uC y en su parte no acotada R , y aplicando
m O m m
(4.18) al polinomio cuya forma es p(x) ¿o (x-a,#’í ....(x~aM)IbM, donde ~ son
enteros positivos tales que Re (ciXc+Ible) > -1, de la misma forma que en la Proposición 4.1
se tiene que las funciones
z
M CI
j~ (tz-a) leIble ¿«u) f(z) dz,
~= u
Sn
donde Re(t) > O y p=O,1,...,s-N, han de tener una prolongación analítica en t = O. Por
tanto
hm tPt-«o+Ibot-! F(t) = O, p0,l s-N,
14 0
y teniendo en cuenta el Lema 4.2, los coeficientes A8 ~
el sistema
tienen que verificar
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H%+a0+p. ~ u IbM+UM)o =8 ~
1 Am
xn= 1
donde para cada m = l,...,s-N+l, H es la funciónSn
H(p.+a+p, Ib
1+tLu~. ..~ IbM+~X ) = 5 xIbo~«&P ¿t(Q,x) dx.
o
De la misma forma que se ha visto en la Proposición 4.1, el determinante de este sistema
es distinto de cero y como consecuencia, Au A Ni-! son nulos.
En la segunda etapa se prueba que A es nulo para j = 1 r~ y para cada kle,j tal
que a es una raiz múltiple.Xc
La expresión (4.18) ahora es
k
Ale L~,+ ~ A;L;=0
le=u
y así
5 O le
(4.19) c ~ %1L0~. xSro+P > + <~ ~ > + <~ A
le=!
0’VP> = O
para p = 0,1 r0-1 y n =0,1,... Escribiendo w(z) = zao exp(-l/z5o) g(z) y teniendo
en cuenta que ¡3 ¡3 son las raices de la unidad de orden r
0, se tiene que
0.1 0:o
5
o
fl Ir
<~ A0~ L01 xo >=
J
zJIro+~i-«o exp(-l/ z5o) g(z) dz =
O,j
zl~rofrcxo exp(-l/ z”o ) IB0~ g(z13 )O.j dz
r
O
-~ A0.
j
5
O
-A0
j
0.!
y haciendo ¿o = t, esto es lo mismo que
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g(t’~o 13 ) dt
0.j
eí¡t
donde r es la curva de la figura 9. Por
otra parte, después del cambio de
variable ¿o = t, también se tiene que
5
Xc
k~O jL ~ Lkj. 0”&i’> =
r
— k 5
donde Fle,j es una curva extenor
~ol
o )
t~e t 00 0 g(t o)dt
Xc,j
5
o
al disco centrado en el origen de radio l~ . Además,
M~ L, x”’oi-~> —
5—
~ A; E
le
~. -l/t (p+« -r +1)/5 (t11~o) dtte t 00 ng
donde E es una curva tal que su parte próxima a O está en la región Re(t) > O por lo
le
que la correspondiente integral es convergente. De las nuevas expresiones de (4.19), y
defuniendo aquí Hj~), H
2(~), H3(~), se tiene
+ H2(~) + H3(~) =
/t (p+« .~ +u)Ir O EL0+p+! ~,
t 00 OIl A
130j g(to¡3 )dt+
0.j O.j
le .j
A5
— 1/e ~ ~~-s-«
0~r0+I )/r0
le
ci +p*
1O
fig.9
—s e.1
r
5
le
~
M
~1l
le=1
g(t!Ño) dt
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para cada con módulo suficientemente grande.
Para cada E > 0, utilizando el término H () para referirnos a la integral que
.6
define H~(~) pero ahora sobre la curva r6 de la figura 10, se tiene que
5.
cuando ¡~¡>l. Porconsiguiente,
pertenece a las curvas r y E
le.j le
H () +
.6
H2(~)+ H3(~) =0 cuando
H~ = H
> E y ~ no
‘O
o
Sea C la curva de la figura 11 Y sea un punto del intervalo
Teorema de Cauchy,
5.
i=u
a +p+i
13
0
O .j
= H,(~) + H/~) +
Como H~(~). H/)~ H3(~) son funciones acotadas cuando E
igualdad es sólo posible si
r
£ X0~ r+ao = 0, p = 0,1,...,r -1O
de lo que se deduce que es nulo para cada j = 1 r0.
Análogamente se probaría que A = O cuando j = 1 r~ para
ti
múltiple a
le
Finalmente, se demuestra que los coeficientes A son tambiénle
cualquier otra raíz
nulos. La expresión
M
(4.19) ahora se reduce a ~A L~ = O y los caminos E~ son arcos simples que no tienen
Fig. JO Fig. Ji
0). Por el
g(~
1/T~ ~ = H!(~) - H
‘.6
la última
122
e
e
más punto en común que el origen. Podemos aplicar el Lema 3.1 para obtener que =
para cada k = 1 M
u
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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