We developed an integrated R library called BWGS to enable easy computation of Genomic Estimates 16 of Breeding values (GEBV) for genomic selection. BWGS relies on existing R-libraries, all freely 17 available from CRAN servers. The two main functions enable to run 1) replicated random cross 18 validations within a training set of genotyped and phenotyped lines and 2) GEBV prediction, for a set of 19 genotyped-only lines. Options are available for 1) missing data imputation, 2) markers and training set 20 selection and 3) genomic prediction with 15 different methods, either parametric or semi-parametric. 21 The usefulness and efficiency of BWGS are illustrated using a population of wheat lines from a real 22 breeding programme. Adjusted yield data from historical trials (highly unbalanced design) were used for 23 testing the options of BWGS. On the whole, 760 candidate lines with adjusted phenotypes and genotypes 24 for 47 839 robust SNP were used. With a simple desktop computer, we obtained results which compared 25 with previously published results on wheat genomic selection. As predicted by the theory, factors that 26 are most influencing predictive ability, for a given trait of moderate heritability, are the size of the training 27 population and a minimum number of markers for capturing every QTL information. Missing data up to 28 40%, if randomly distributed, do not degrade predictive ability once imputed, and up to 80% randomly 29 distributed missing data are still acceptable once imputed with Expectation-Maximization method of 30 package rrBLUP. It is worth noticing that selecting markers that are most associated to the trait do 31 improve predictive ability, compared with the whole set of markers, but only when marker selection is 32 made on the whole population. When marker selection is made only on the sampled training set, this 33 advantage nearly disappeared, since it was clearly due to overfitting. Few differences are observed 34 between the 15 prediction models with this dataset. Although non-parametric methods that are supposed 35 to capture non-additive effects have slightly better predictive accuracy, differences remain small. Finally, 36 the GEBV from the 15 prediction models are all highly correlated to each other. These results are 3 37 encouraging for an efficient use of genomic selection in applied breeding programmes and BWGS is a 38 simple and powerful toolbox to apply in breeding programmes or training activities. 39 4 40 42
Introduction 41
The use of molecular markers to provide selection criteria for quantitative traits was first proposed by 9 150  ANO+LD (with pval and r2, MAP is facultative): combines a first step of marker selection with 151 ANO, then a second step of pruning using LD option. 152 For research or teaching purposes, an option for randomly sampling individuals has been added, although 153 it is little useful in practical breeding applications. Options for selecting a subset of the training 154 population are: 155  RANDOM: a subset of sample.pop.size is randomly selected for training the model, and the 156 unselected part of the population is used for validation. The process is repeated nFolds * nTimes to 157 have the same number of replicates than with cross-validation.
158
 OPTI: the optimization algorithm based on CDmean [23] to select a subset which maximizes average 159 CD (coefficient of determination) in the validation set. Since the process is long and has some 160 stochastic components, it is repeated only nTimes. In the general case of genomic selection, the number of explanatory variables, i.e. markers, (largely) 164 exceeds the number of observations, making the classical linear model equation unsolvable. In a review, 165 [24] classified most of the methods that have been proposed to overcome this "big data" problem, into 166 penalized regression (to make them solvable) or semi-parametric methods. Moreover, regression can be 167 solved either analytically as in ridge regression (equivalent to G-BLUP) or iteratively though Bayesian 168 computations. Bayesian methods can differ by the prior density distribution of marker effects, which can 169 be modified boundlessly. In their review [24] describe the main features (e.g. prior…) for 13 methods. 170 The options available for genomic breeding value prediction are: 10 171  GBLUP: performs G-BLUP using a marker-based relationship matrix, implemented through 172 rrBLUP R-library. Equivalent to ridge regression (RR-BLUP) of marker effects. 173  EGBLUP: performs EG-BLUP, i.e. BLUP using a "squared" relationship matrix to model 174 epistatic 2x2 interactions, as described by [25] using the BGLR library 175  RR: ridge regression, using package glmnet [26] . In theory, strictly equivalent to GBLUP. 176  LASSO: Least Absolute Shrinkage and Selection Operator is another penalized regression 177 methods which yield more shrinked estimates than RR. Run by glmnet library. 
Results

258
Summary statistics of the breeding population. 259 Genotypic data have been used to estimate the additive relationships matrix according to [37] with the x fold replicate. Predictive abilities achieved with the selected marker subsets are also shown in Table   296 1. As expected, predictive ability increases with the number of randomly sampled markers, with a steady Two strategies were compared as illustrated in Fig 6: 1) the random sampling among the 760 lines as 337 in Fig 5 and 2) selecting an optimized subset with the CD-mean criteria as described by [23] . Although 338 this algorithm should be deterministic and give always the same subset, some stochasticity remains in 339 the drop-replacement procedures, which explains that predictive ability still have some residual Bayesian ridge regression, while many pairwise correlation are close to 1. When omitting RF, which is 378 the method whose prediction are least related to the others, all correlations are above 0.92, thus all 379 methods can be considered as giving highly consistent prediction of GEBV. [42]. The use of random cross validation seems to be justified, since no clear-cut structure appears in the 424 set of lines. In particular, lines put into trial in a given year are not more related with each other than with 425 lines put into trails another year. Then the predictive ability obtained in random cross-validation should 426 be valid for any other set of lines showing a similar degree of relatedness than within the training set.
428
Effect of marker density and training population size 429 Although GS theory has been elaborated to cope with the over parameterization problem (number of 430 markers >> number of observations), it empirically appears that adding more markers than needed does 431 not improve predictive ability. This was already observed in many reports. Among other, a figure similar 432 to our Figure 3 can be found in [43] . In this empirical study in maize, GS accuracy reach a plateau with 433 7000 randomly selected markers in a "natural" population, and with only 2000 markers in biparental 434 populations. In a recent simulation study with high density coverage, the same authors even stated that 435 the accuracy obtained using all SNPs can be easily achieved using only 0.5 to 1.0% of all markers [44] . 436 This clearly illustrates that, once every QTL information is captured by one marker in LD, adding more 437 markers is useless. This of course relates to the average linkage disequilibrium between adjacent markers.
438
In our study, the material is made of hundreds of related families, each of small size, and the plateau is reported in a soybean study, in which the authors found a 4% increase of prediction accuracy when 447 selecting markers from haplotype blocks rather than random or equidistant.
448
Selecting markers that are significantly associated with QTLs can achieve higher predictive ability than 449 randomly selected markers, and surprisingly even higher predictive ability than using all markers. Effect of prediction method 466 Prediction methods have been classified into parametric and non-parametric (or semi-parametic) 467 methods, and parametric methods sometimes split into penalized approach and Bayesian approach (for 24 468 reviews see [17] and [55] [56] [57] The R pipeline we have developed is based on publically available libraries and therefore offers a full 500 freedom to operate. It is easy to handle and allows a wide range of options for missing data imputation, 501 marker or training set selection and prediction methods. Its parameterization was fixed for medium sized 502 datasets to make it easy to use for beginners or teaching. Applying this tool with defaults parameters to 
