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Sommario
Molte applicazioni robotiche richiedono che siano realizzate missioni complesse le quali de-
vono soddisfare proprietà logiche e temporali. Dopo un’analisi dei linguaggi formali presenti
in letteratura è stato fatto uso del linguaggio espressivo LTL (Linear Temporal Logic) e della
teoria del Model Checking per pianificare il movimento dei robot, associando un simbolo ad
ogni regione di interesse dell’ambiente. I simboli sono interconnessi da operatori logici, con
l’obiettivo di formulare le missioni con un linguaggio di alto livello per poi individuare gli
ingressi di controllo in modo da muovere il robot rispettando la specifica imposta. È stato
risolto il problema di distribuire una missione ad un insieme di agenti utilizzando sia una
strategia di vehicle routing centralizzata sia decentralizzata. La teoria degli automi permette
di programmare i robot per reagire in maniera autonoma anche al verificarsi di eventi esterni,
i quali possono essere catturati da sensori montati a bordo. Si mostrano i risultati ottenuti
per robot completamente attuati e unicicli in ambiente 2D.
Abstract
Many robotic applications must satisfy complex missions which have to ensure temporal
and logical properties. After an analysis of formal languages in the literature has been
used of expressive language LTL (Linear Temporal Logic) and the theory of Model Checking
to plan the movement of the robot, by associating a symbol to all regions of interest of
the environment. The symbols are interconnected by logical operators, with the aim of
formulating mission with a high-level language and then locate the control inputs in order to
move the robot while respecting the specific task. It was solved the problem of distributing a
mission to a set of agents using both a centralized vehicle routing and decentralized strategy.
Automata theory is used to program the robot to react autonomously also in case of external
events, which can be captured by sensors placed on board. So let’s show the results obtained
for fully actuated robot and unicycles in 2D environment.

Introduzione
Il problema del Robot Motion Planning [1], detto anche Piano Mover’s Problem (PM), è
stato molto approfondito negli ultimi decenni nel settore della Robotica e dell’Automazione
trovando applicazione in campo industriale, biologico e nell’intelligenza artificiale. Il PM
consiste nel far partire un robot da una regione di interesse A dello spazio con l’obiettivo
di raggiungerne una B, evitando gli ostacoli presenti nel percorso. Molte applicazioni di
robotica moble richiedono che siano realizzati compiti più complessi rispetto alla semplice
raggiungibilità di una regione, basta pensare a situazioni di catastrofe ambientale o militare.
Ipotizziamo di essere all’interno di una centrale nucleare all’interno della quale sia avvenuta
una fuga radioattiva. Risulta evidente limitare l’accesso all’uomo, e far compiere ad un robot
una missione del tipo:
“ ... raccogli periodicamente informazioni sul valore di radioattività visitando in sequenza i
comparti interessati per poi comunicarli alla stazione base ... “
Oltre a scenari di catastrofi ambientali la specifica di missioni complesse è utilizzata nel
settore militare dove un requisito può essere:
“ ... raggiungi i target T1,T2 e T3, scarica le provviste e torna alla regione base per fare
rifornimento.”.
Per questa tipologia di problemi l’obiettivo principale è definire in maniera precisa la missione
che si vuole far realizzare. Questo avviene utilizzando un linguaggio di alto livello.
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Figura 0.1: Rappresentazione del Piano Mover’s Problem.
Diventa opportuno far muovere il robot in modo che la missione sia garantita. Non sempre
è possibile pianificare il movimento in modo da soddisfare la specifica iniziale. Si pensi al
caso di inconsistenza logica:
“... visita in sequenza le regioni R1 ed R2 evitando di attraversare la regione R1”
è evidente che entrambi i requisiti sulla regione R1 non possono essere rispettati e l’utente
programmatore del robot è tenuto a riformulare la specifica. La comunicazione tra uomo e
robot è per questo un’aspetto cruciale. Prima di assegnare una specifica è opportuno saper
rispondere a certe domande: quali sono i comportamenti desiderati? Quale linguaggio uti-
lizzare per far comprendere la missione al robot? È possibile inviare un compito complesso o
programmare il robot in modo che possa autonomamente elaborare la strategia per raggiun-
gere l’obiettivo? Se si verificano eventi esterni, c’è la possibilità di reagire a questi e prendere
decisioni in maniera indipendente? Per rispondere a queste domande è stato necessario in-
dividuare un linguaggio di comunicazione che abbia la proprietà di essere espressivo come il
linguaggio umano e allo stesso tempo possa essere compreso dal robot ed elaborato al fine di
pianificare una traiettoria che rispetti i requisiti della specifica assegnata. In letteratura esi-
stono linguaggi formali utilizzati per descrivere rigorosamente missioni robotiche. Fra questi
si trovano il linguaggio LTL (Linear Temporal Logic)[2], con il quale è possibile richiedere
la raggiungibilità di certe regioni di interesse definite nell’ambiente, la logica MITL (Metric
Interval Temporal Logic)[3], per descrivere requisiti che devono essere verificati in tempo
reale e la logica PCTL (Probabilistic Computational Tree Logic)[4], che può essere utilizzata
per descrivere missioni in situazioni di incertezza descritta in termini probabilistici.
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Figura 0.2: Comunicazione Uomo-Robot: l’utilizzo di linguaggi espressivi permette di
formulare missioni complesse (“The Vernaculars of Man and Machine in Marketing”).
In questo lavoro è stato fatto uso del linguaggio LTL applicato a scenari di monitoraggio e
raccolta informazioni, con l’obiettivo di formulare missioni con livello di complessità maggio-
re rispetto al PM. Sono state realizzate delle simulazioni applicate ad un robot con dinamica
a singolo integratore e successivamente ad uniciclo. Dopo aver analizzato il caso singolo
agente è stata posta attenzione a scenari in cui sia una squadra di robot a dover pianificare i
movimenti. Gli obiettivi possono consistere nell’individuare superstiti all’interno di un edi-
ficio dopo un attacco terroristico oppure disinnescare mine in un contesto militare. Durante
tali missioni è possibile pensare ad una comunicazione broadcast in cui i robot possono scam-
biarsi varie tipologie di informazioni come le coordinate spaziali o il valore di certi indicatori,
oppure ad una comunicazione vincolata dove è necessario essere ad una certa distanza mi-
nima per instaurare un contatto. Per ricercare una legge di controllo che sia in grado di far
realizzare una missione ad uno o più agenti è necessario essere a conoscenza della tipologia
di ambiente, il quale può essere conosciuto o sconosciuto, statico o dinamico. Nel caso sta-
tico si ipotizza che gli ostacoli non cambiano mai le loro coordinate nello spazio mentre nel
dinamico possono spostarsi. La pianificazione del movimento è unica per ogni missione che
si vuole applicare: la specifica può rimanere invariata ma una variazione ambientale com-
porta una nuova procedura di pianificazione. Inoltre si è posto il problema di rispondere alla
seguente domanda: a partire da una missione complessa è possibile assegnare ad ogni robot
della squadra una sotto specifica elementare, in modo tale che quella globale sia realizzata?
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Questo è un problema di assegnamento nel quale si vuole distribuire un compito complesso
alla squadra di agenti in modo da ottimizzare un certo indice di costo, come ad esempio
il carburante speso o il tempo totale per risolvere la missione. La scelta di assegnare una
formula complessa e lasciare che sia il robot a gestirsi autonomamente può essere applicata
in tutte le situazione in cui si è necessario limitare la comunicazione uomo-robot, che può
essere alterata da eventuali disturbi. Si pensi ad esempio allo scambio di informazioni tra la
stazione base e un velivolo autoguidato o con un AUVs (Autonomous Underwater Vehicles)
utilizzato per missioni subacquee. Una specifica è composta da una sequenza di simboli
interconnessi da particolari operatori ed ha una propria sintassi e semantica.
Figura 0.3: Sulla sinistra una squadra di robot in ambiente indoor, sulla destra un AUV
in missione subacquea.
Questa tesi prende ispirazione dall’ambito di ricerca del controllo simbolico [5] il quale è
strutturato a livelli: a partire dalla definizione di una missione con un linguaggio di alto livello
si procede all’individuare gli ingressi di controllo da applicare al robot. È necessaria una fase
preliminare di discretizzazione dell’ambiente, necessaria per ottenere una rappresentazione
matematica e allo stesso livello un algoritmo per convertire la missione in una struttura che
possa essere elaborata. Tale struttura è una macchina a stati chiamata automa, che descrive
il comportamento logico della specifica. Grazie alla teoria del Model Checking [6] si è in
grado di ottenere sequenze di stati definite nel modello discreto dell’ambiente che rispettano
la missione assegnata. Individuata una sequenza di stati ammissibile si pone il problema di
farla rispettare al robot e per questo motivo si parla di controllo ibrido, nel quale si legano
dinamiche discrete a quelle continue. Nelle applicazione pratiche i robot devono essere in
grado di reagire ad eventuali variazioni dell’ambiente, devono cioè essere reattivi. In generale
i robot sono muniti di sensori e il loro movimento può dipendere anche dal valore assunto
da quest’ultimi [7]. Ad esempio, se si ipotizza che il robot sia dotato di sensori acustici, è
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possibile programmarlo per eseguire la missione “visita l’ambiente, se senti del rumore con
intensità maggiore di X, comunicalo alla stazione base e trova una via d’uscita“. Rispetto
al caso di ambiente statico, i robot in maniera autonoma, compiono certe azioni anche in
funzione di eventi esterni che possono verificarsi.
Il testo è così organizzato:
Nel Capitolo 1 si descrivono i concetti teorici della Robotica Distribuita e del Controllo
Simbolico necessari per poter comprendere la realizzazione del movimento a partire da una
missione descritta con un linguaggio di alto livello. Nel Capitolo 2 viene inizialmente defi-
nita la sintassi e la semantica del linguaggio espressivo utilizzato per formulare le missioni
complesse. È stata descritta la teoria degli automi e del Model Checking, necessarie per
ottenere una sequenza di stati ammissibile per la specifica richiesta, e il basso livello dell’ar-
chitettura nel quale si individua una legge di controllo che porti il robot a muoversi rispetto
della sequenza di stati individuata nel livello precedente. Nel Capitolo 3 sono stati realizzati
scenari in ambiente bi-dimensionale, conosciuto e statico, inizialmente con un singolo agente,
e successivamente multi agente per il quale è stato implementato sia un algoritmo di colli-
sion avoidance centralizzato sia decentralizzato, per risolvere il problema di assegnare sotto
specifiche elementari alla squadra con l’obiettivo di garantire la specifica complessa iniziale.
È stato formulata una procedura per poter implementare su un uniciclo reale l’archiettura
a livelli. La legge di controllo è stata scritta in linguaggio C++ e testata su un simulatore
reale dell’uniciclo. Inoltre è stata utilizzata una estensione del linguaggio LTL, presente in
letteratura, per rendere l’agente reattivo al verificarsi di eventi esterni che sono catturati dal
robot ipotizzando la presenza di sensori montati a bordo. Si riportano poi le Conclusioni
e i possibili Sviluppi Futuri, che si concentrano sulla riprogrammazione del robot in tempo
reale, a causa di variazioni ambientali o della specifica da eseguire.
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1 Background
1.1 Introduzione al Robot Motion Planning
I sistemi robotici sono chiamati a svolgere compiti in uno spazio di lavoro nel quale sono
presenti oggetti fisici che possono impedirne il movimento. Gli ostacoli possono essere fissi,
se pensiamo a robot in uno scenario industriale o in movimento in ambiente urbano. Come
ostacoli si possono considerare anche gli stessi robot i quali non dovranno mai entrare in
collissione. L’obiettivo è quello di fornire al robot o alla squadra di robot una specifica di
alto livello, la quale deve essere recepita ed elaborata al fine di pianificare il movimento.
Nel caso multi agente si parla di pianificazione centralizzata se i robot possono scambiarsi
le informazioni senza alcun vincolo, ad esempio le proprie coordinate spaziali, oppure decen-
tralizzata se riescono a pianificare il proprio movimento in maniera autonoma. Un aspetto
fondamentale per risolvere il problema PM è la rappresentazione dell’ambiente, che può es-
sere conosciuto a priori o costruito incrementalmente grazie a sensori montati a bordo del
robot. Nel primo caso si parla di pianificazione fuori linea (off line), per la quale conosciamo
la disposizione degli ostacoli e la loro geometria, mentre nel secondo di pianificazione in linea
(on line). Gli elementi principali per affrontare la pianificazione di traiettorie sono: l’am-
bienteW , gli ostacoli O ⊂ W , lo spazio delle configurazioni C che il robot potrà assumere e il
posizionamento del robot in funzione della configurazione che viene indicato con A(q) ⊂ W .
Si riporta una rappresentazione formale di un generico ambiente in Fig. 1.2. Si definisce una
regione ostacolo Cobs in C come:
Cobs = {q ∈ C |A(q) ∩ O 6= } (1.1.1)
e lo spazio libero delle configurazioni in cui si vuole far rimanere gli agenti con:
Cfree = C \ Cobs (1.1.2)
In letteratura esistono principalmente due possibili approcci per descrivere lo spazio libero
delle configurazioni Cfree, uno combinatorio, l’altro basato sul campionamento [8]. In questo
lavoro è stato utilizzato il primo approccio, nel quale Cfree viene suddiviso in regioni dette
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celle a partire dalle quali si costruisce il grafo di connettività G(N , E) dove N è l’insieme
dei nodi che vengono interconnessi da archi, cioè le possibili strade che formano l’insieme
E . Esistono vari algoritmi in letteratura per effettuare una decomposizione in celle, tra i
quali troviamo quello chiamato di decomposizione esatta, che partiziona l’ambiente in celle
adiacenti l’una all’altra, la cui unione fornisce l’insieme Cfree. In questo lavoro è stato parti-
zionato l’ambiente in poligoni convessi ponendo particolare attenzione a regioni triangolari.
In questo caso si parla di triangolarizzazione dell’ambiente. Una rappresentazione del ri-
sultato del procedimento di decomposizione è mostrato in Fig. 1.1. Nell’approccio basato
sul campionamento viene ripetutamente scelto un campione dello spazio verificando l’ap-
partenenza o meno a Cfree e in caso negativo la soluzione individuata viene scartata e ne
viene scelta un’altra in funzione di una distribuzione di probabilità definita su C. Per rea-
lizzare questo metodo detto PRM (Probabilistic Roadmap) può essere utilizzato l’algoritmo
RRT (Rapidly-exploring Random Tree) il quale fa uso di una struttura dati ad albero che
iterativamente viene incrementata in modo casuale.
Figura 1.1: a) Decomposizione poligonale b) Decomposizione triangolare.
Il passo successivo consiste nell’individuare un percorso che soddisfi la specifica iniziale defi-
nito sul grafo di connettività, come mostrato nel grafo di visibilità in Fig. 1.3. In letteratura
esistono molti algoritmi che risolvono questo problema di pianificazione fuori linea: nel caso
in cui viene associato un costo ad ogni possibile percorso tra due celle adiacenti è possibile
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poter pensare di trovare il percorso a costo minimo (o massimo). In questi casi è possibile
utilizzare il noto algoritmo di Dijkstra mentre nel caso in cui si abbiano a disposizione solo
delle stime dei costi sui vari percorsi è possibile utilizzare l’algoritmo A-star (A∗). Questi
individuano, se possibile, una sequenza di indici, ciascuno dei quali rappresenta una cella
dell’ambiente partizionato. Tale sequenza di stati viene chiamata traiettoria discreta. La
procedura generale di pianificazione discreta è riassunta in Fig. 1.4. In generale, gli algoritmi
utilizzati per risolvere il problema del path planning1, hanno come proprietà principale la
completezza.
Definizione 1.1.1. (Completezza) Un algoritmo è completo se e solo se:
• termina in tempo finito,
• se esiste la soluzione esiste, si deve ottenere un possibile risultato,
• se non esiste alcun soluzione l’algoritmo lo deve segnalare.
La fase conclusiva consiste nel controllare il robot al fine di seguire la traiettoria discreta
individuata. Nel caso generale, un robot è un sistema dinamico, le cui variabili di stato
che lo descrivono, X ⊂ Rn, sono tipicamente descritte da relazioni non lineari. È possibile
interagire con il robot tramite un insieme U ⊂ Rm, chiamato insieme dei controlli.
Definizione 1.1.2. (Sistema Dinamico) Poniamo X ⊂ Rn lo spazio delle variabili di stato
e U ⊂ Rm l’insieme compatto delle variabili di controllo. L’equazione differenziale
x˙ = f(x(t), u(t)) (1.1.3)
dove:
• x(t) ∈ X e u(t) ∈ U ∀T ∈ [0, T ] ⊂ R,
• f : Rn × Rm → Rn funzione continua e differenziabile nel rispetto di entrambi le
variabili,
• x, u funzioni limitate ∀t ∈ [0, T ],
1Il path planning consiste nell’individuare una sequenza sul grafo di connettività.
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rappresenta un modello di un sistema dinamico tempo-invariante. Spesso il termine spazio di
stato è sostituito con quello di spazio delle configurazioni, ma entrambi rappresentano le in-
formazioni necessarie a descrivere completamente l’evoluzione del sistema. Risulta necessario
dare una definizione del concetto di traiettoria.
Definizione 1.1.3. (traiettoria) Dato un sistema dinamico e una legge di controllo u :
[0, T ]→ U , una funzione x : [0, T ]→ X è chiamata:
• traiettoria, se è conforme alla dinamica del sistema x˙(t) = f(x(t), u(t)),
• traiettoria priva di collisioni, se è una traiettoria e x(t) ∈ Xfree, ∀t ∈ [0, T ].
Figura 1.2: Rappresentazione formale dell’ambiente: qI è lo stato di partenza, qG lo stato
destinazione, Cobs l’insieme degli ostacoli e Cfree lo spazio che il robot può visitare.
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Figura 1.3: Grafo di connettività dell’ambiente partizionato.
Figura 1.4: Partizionamento dell’ambiente: a) l’obiettivo da raggiungere è portare il ro-
bot da qI a qG evitando gli ostacoli b) Cfree viene partizionato in poligoni c) grafo di
connettività d) il risultato è una traiettoria discreta.
La realizzazione della legge di controllo scelta in questa tesi, è basata sull’uso di campi
potenziali artificiali [9, 10] grazie ai quali il robot viene fatto muovere sotto l’azione di un
campo potenziale U, che risulta essere attrattivo verso le regioni destinazione e repulsivo
dalle regioni ostacolo Cobs, come si mostra in Fig. 1.5. In questo lavoro sono stati considerati
sia la dinamica del robot a singolo integratore governata dall’equazione:
13
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x˙ = u con
 u, x ∈ R
n
|u| ≤ umax, umax ∈ R>0
(1.1.4)
con la quale è possibile controllare direttamente la velocità, vincolata ad un valore massimo
umax, sia la dinamica di un veicolo di Dubins, ad esempio un uniciclo, descritta dalle equazioni
differenziali: 
x˙D = vDcos(θD)
y˙D = vDsin(θD)
θ˙ = uD, |uD| ≤
vD
ρmin
(1.1.5)
dove xD e yD sono le coordinate cartesiane del veicolo, θD l’angolo di direzione, vD una
velocità costante e ρmin una costante chiamata raggio minimo di curvatura. Questo sistema
rappresenta un veicolo che si muove a velocità costante, per il quale viene controllata la
direzione nello spazio.
Figura 1.5: Controllo con strategia a campo vettore: si cerca di tenere il robot lontano
dalle regioni ostacolo e di farlo avvicinare alle regioni obiettivo.
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1.2 Introduzione al Controllo Simbolico
Con lo scopo di far realizzare missioni complesse al robot [11] è stata utilizzata una strate-
gia ad intersezione di semispazi per mappare le regioni di interesse nell’ambiente, le quali
prendono il nome di proposizioni quando sono richiamate all’interno di una formula LTL.
Formalmente si definisce l’insieme delle proposizioni atomiche come:
Π = {pii|i = 1 . . . n} (1.2.1)
nella quale ciascuna proposizione pii è rappresentata da un’intersezione di semispazi:
[pii] =
{
x ∈ R2| cTi x+ di < 0
}
(1.2.2)
con ci ∈ Rn×2, di ∈ Rn×1 dove n rappresenta il numero di semispazi necessari per la regione
in questione. L’ambiente PN , descritto da un poligono convesso, viene partizionato in regioni
Pi, i = 1, . . . , NumeroRegioni. Si definisce una mappa hC , che associa ad ogni Pi uno e uno
solo elemento di Π:
hC : P → Π (1.2.3)
tale che hC(x) = pii se e solo se x∈Pi. Questo permette di associare alla proposizione pii
una regione di interesse dell’ambiente PN . Si ottiene un sistema delle transizioni che tiene
conto sia delle proprietà di adiacenza tra le celle dell’ambiente partizionato sia l’eventuale
associazione cella-proposizione2.
Definizione 1.2.1. (Sistema delle Transizioni) Un sistema di transizione è una tupla T =
(Q,Q0, Act,→, AP, L) dove:
• Q è l’insieme di stati,
• Q0 è l’ insieme degli stati iniziali,
• Act è un insieme di azioni,
• →⊆ Q × Act ×Q è una relazione di transizione,
• AP è l’ insieme delle proposizioni atomiche,
2A livello implementativo ogni regione è una struttura in cui è presente un campo che identifica l’indice
della proposizione definita su di essa.
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• L:Q→ QAP è una funzione che assegna ad ogni stato una o più proposizioni.
Per l’esempio proposto in Fig. 1.6, ipotizzando di voler programmare il robot per realizzare
missioni di monitoraggio e raccolta informazioni, l’alfabeto delle proposizioni AP scelto è:
AP = {RD1, RD2, RD3, U1, U2} (1.2.4)
dove RD indicano regioni di raccolta informazione e U le regioni di invio dati ad una ipotetica
stazione base. L’associazione cella-proposizione è riportata in Fig. 1.7.
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Figura 1.6: Ambiente generico e regioni di interesse.
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Figura 1.7: Associazione delle proposizioni alle regioni dello spazio.
Le specifiche LTL sono state convertite in una macchina a stati3 chiamata automa di Buchi
[12, 13].
Definizione 1.2.2. (Automa di Buchi) L’automa di Buchi è una tupla B = (S, S0,∑, δB, F )
dove:
• S è un insieme di stati finito,
• S0⊆S è l’insieme degli stati iniziale,
• ∑ è l’alfabeto in ingresso,
• δB: S ×∑→ 2S è una relazione di transizione non deterministica,
• F ⊆ S è l’insieme degli stati (finali) accettati.
La semantica di un automa di Buchi è definita su parole di ingresso appartententi all’alfabeto∑ di lunghezza infinita. Sia ω = ω1ω2ω3... una parola di ingresso di lunghezza infinita per
l’automa B con ωi∈ ∑, ∀i ∈ N \ {0}. Si denota con RB(ω) l’insieme dei percorsi che
partendo dagli stati iniziali di B possono essere generati dall’ingresso ω:
RB(ω) = {r = s1s2s3...| s1 ∈ S0 , si+1 ∈ δB(si, ωi), ∀i ∈ N\{0}} (1.2.5)
3Il termine macchina a stati può essere sostituito con il termine automa.
17
Capitolo 1 Background
Per capire se un insieme di parole in ingresso soddisfa l’automa occorre richiamare il teorema
( 1.2.3). Un esempio di parole accettate e non accettate dall’automa è mostrato in Fig. 1.8.
Teorema 1.2.3. Una parola di ingresso ω è accettata dall’automa di Buchi B (la parola
soddisfa l’automa) se e solo se ∃r ∈RB(ω) tale per cui:
inf(r) ∩ F 6= 0 (1.2.6)
dove inf(r) denota l’insieme degli stati che compaiono infinitamente nel percorso r e F
rappresenta l’insieme degli stati finali.
Figura 1.8: Sequenze di stringhe accettate e non accettate dall’automa di Buchi.
Per ottenere una procedura automatica, che a partire da un linguaggio di alto livello porta
ad ottenere gli ingressi di controllo, sono stati presi in considerazione sistemi deterministici
per i quali esiste una sola transizione tra uno stato e i suoi possibili adiacenti. La procedura
adottata inizialmente è oﬄine e la ricerca di traiettorie discrete ammissibili viene realizzata
con l’algoritmo descritto nel Capitolo 3, il quale si basa sul concetto di macchina a stati che
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lega il controllo nel dominio discreto e continuo mediante la proprietà di Bisimulazione [2, 14].
Quest’ultima tiene conto degli stati discreti q ottenuti dopo il partizionamento dell’ambiente
e gli stati continui x ∈ R2. Se nel sistema di transizione T si ha un passaggio dallo stato
qi allo stato qj allora gli ingressi di controllo devono fare in modo di far muovere l’agente
attraverso gli stati xi∈qi fino ad arrivare ad uno stato xj∈qj. Se invece si prevede che il
robot deve rimanere all’interno dello stesso stato qi allora solamente gli stati xi ∈qi devono
poter far parte della traiettoria continua. Questa proprietà è rappresentata in Fig. 1.9.
Figura 1.9: Proprietà di Bisimulazione: ogni regione dell’ambiente deve essere associata
con una legge di controllo che renda possibile raggiungere una sola regione adiacente o
rimanervi all’interno.
Nel basso livello dell’architettura si colloca la scelta della legge di controllo del movimento
del robot. Nella modellazione di sistemi di controllo spesso ci si trova ad affrontare una
caratterizzazione ibrida del sistema [15]; alcuni fenomeni possono essere studiati median-
te equazioni differenziali, altri aspetti invece combinando eventi discreti a dinamiche nel
dominio del tempo continuo, come avviene nei sistemi ibridi. È necessario specificare le
interazioni tra queste tipologie, ossia le logiche di commutazione dei controllori. Un sistema
ibrido è rappresentato da un’automa che ne definisce la dinamica globale del sistema, in cui
ogni stato mappa un insieme di stati continui. Ad ogni stato dell’ambiente partizionato è
stata associata una legge continua di controllo. Il robot, spostandosi nell’ambiente, viene
controllato in funzione dello stato corrente, fin quando non si raggiunge lo stato scelto come
finale/obiettivo. È stato scelto un controllo a campo vettore in ambiente poligonale, descrit-
to in [16] e rappresentato in Fig. 1.12. La legge di controllo deve garantire che a partire da
qualsiasi stato dell’ambiente partizionato il robot possa spostarsi in un solo stato adiacente,
oppure se la missione è di sorveglianza di una certa regione deve garantire di rimanere sem-
pre all’interno dell’area interessata. I problemi sono stati inizialmente risolti per un robot
puntiforme completamente attuato in ambiente 2D con dinamica a singolo integratore:
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x˙ = u (1.2.7)
dove x ∈ R2 indica il vettore di stato e u l’ingresso da applicare al robot. La metodologia
proposta in [17] è valida per qualsiasi sistema affine descritto da:
·
x = Ax+Bu+ b
x(0) = x0
(1.2.8)
definito sul poligono generico PN . Si definisce frontiera 4 l’intersezione di PN con uno o più
dei suoi iperpiani di supporto. Si pone Fj una generica frontiera di PN , con vettore normale
nj che ha direzione uscente da PN . Per ogni stato iniziale x0 ∈ PN , si deve trovare un istante
di tempo T0 ≥ 0 e una funzione di ingresso u : [0, T0]→ U tale per cui:
1. ∀t ∈ [0, T0] : x(t) ∈ PN ,
2. x(T0) ∈ Fj e T0 è l’istante di tempo più piccolo nell’intervallo [0,∞) tale per cui si esce
dal poligono Fj,
3. nTj · ·x(T0) > 0 cioè il vettore velocità ·x(T0) in x(T0) ∈ Fj deve avere una componente
positiva nella direzione di nj e ciò implica un vettore di velocità con direzione uscente
dal poligono PN ,
4. T0 ≥ 0 è il più piccolo istante di tempo nell’intervallo [0, T0] per il quale lo stato x
raggiunge la frontiera di uscita F1.
La funzione di controllo cercata è del tipo:
u(t) = f(x(t)) (1.2.9)
con f : PN → U che definisce una funzione continua lineare e indipendente dallo stato iniziale
x0. Il controllo cercato è lineare affine, perciò è possibile scriverlo nella forma:
u = Fx+ g (1.2.10)
con F ∈ RmxN e g ∈ Rm. Anche la dinamica a ciclo chiuso risulta essere lineare affine:
·
x = (A+BF )x+ (b+Bg)
x(0) = x0
. (1.2.11)
4Quando un robot raggiunge la frontiera di una regione la legge di controllo cambia.
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Le condizioni necessarie per risolvere questo tipo di problema sono definite dalla Proposizione
1.2.4. La Fig. 1.10 mostra l’interpretazione geometrica delle disuguaglianze presenti nella
Proposizione 1.2.4 mentre nella Fig. 1.11 si mostra l’azione dell’ingresso di controllo.
Proposizione 1.2.4. Consideriamo il sistema dinamico affine ˙x(t) = Ax(t) + Bu(t) + b
con x ∈ SN e u ∈ U . Assumiamo che esista una funzione continua f :SN → U tale per cui la
legge di controllo u(t) = f(x(t)) risolve il problema posto per il sistema affine a ciclo chiuso
definito nella 1.2.11, cioè la traiettoria soluzione x soddisfa le condizioni (1 − 4). Questo
significa che deve esistere un ingresso di controllo u1, . . . , uN+1 ∈ U tale per cui:
1. nT1 · (A · vj +B · uj + b) > 0 per ogni j = 2, . . . , N + 1,
2. nTi · (Av1 +Bu1 + b) ≤ 0 per ogni i = 2, . . . , N + 1 ed esista un indice i ∈ {2, . . . , N + 1}
tale per cui nTi (Av1 +Bu1 + b) < 0,
3. nTi · (Avj +Buj + b) ≤ 0 per ogni i, j = 2, . . . , N + 1 con i 6= j.
Figura 1.10: Interpretazione geometrica delle condizioni della Proposizione 1.2.4.
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Figura 1.11: Controllo di ·x ai vertici di S2. L’ingresso di controllo deve essere in grado di
portare il robot sulla frontiera del triangolo.
Le condizioni appena elencate sono valide per regioni triangolari5 ma possono essere este-
se anche a regioni poligonali come riportato in [17]. È possibile scomporre un poligono in
triangoli e applicare quindi la legge di controllo, descritta in equazione 1.2.9, anche su que-
st’ultimi. Nel partizionamento dell’ambiente è necessario creare almeno un numero di regioni
pari al numero di proposizioni all’interno della formula. Ipotizzando che siano verificate le
condizioni necessarie ai vertici di un generico triangolo SN è possibile dimostrare la presenza
di una legge di controllo lineare affine che garantisca la proprietà di bisimulazione. La legge
di controllo è del tipo:
f(x) = Ax+ b (1.2.12)
con A ∈ Rm×N , b ∈ Rm. È possibile descrivere un generico triangolo SN (N = 2, 3) come
combinazione convessa dei suoi vertici v:
SN = {x ∈ RN|x =
N+1∑
i=1
λivi,
N+1∑
i=1
λi = 1, λ ≥ 0} (1.2.13)
e questo rende l’equazione (1.2.12) determinata dai valori del controllo assunto in ogni vertice
di SN . Inoltre la restrizione di f a SN è una combinazione convessa dei suoi valori data da:
5Nello spazio 2D si parla di triangolo mentre nello spazio 3D si parla di triangoloide (simplex)
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f(x) = GV −1
[
x
1
]
, x ∈ SN (1.2.14)
dove:
G = [ f(v1) . . . f(vN+1) ] (1.2.15)
e
V =
 v1 . . . vN+1
1 . . . 1
 (1.2.16)
Si può dimostrare che la legge di controllo f(x) = u(x) assume la forma:
u(x) = G · V −1 ·
 x
1
 (1.2.17)
che risolve il problema di far seguire al robot una traiettoria discreta.
Figura 1.12: Controllo con metodologia a campo vettore. Il controllo è ibrido perchè la
legge di controllo commuta ogni volta che si cambia regione.
23

2 Teoria delle logiche e Model Checking
2.1 Model Checking
L’idea di scrivere delle specifiche in un linguaggio formale e vedere se il sistema le garantisce
è una tecnica della teoria del Model Checking (MC) [4] che ha iniziato ad essere utilizzata nel
settore del Robot Motion Planning a partire dagli anni 90’. Quest’ultimo è un settore della
Computer Science che si occupa della verifica, con metodi formali, della corretta esecuzione
di dispositivi hardware e del corretto funzionamento di software articolato, specialmente nel
caso in cui assume dimensione molto elevate, per le quali risulta complicato individuare la
presenza di eventuali criticità. L’utilizzo del MC è diventato sempre più frequente dopo
il verificarsi di eventi catastrofici, come la distruzione del missile Arianne-5 dopo soli 36
secondi, a causa di un bug nel software di controllo provocato dalla conversione tra un dato
di tipo razionale a intero. Sono stati registrati problemi nel settore nel settore medico,
dove un problema sulla regolazione di un farmaco su una macchina terapeutica causò la
morte di sei paziente in due anni. Oltre a questi due esempi catastrofici il Model Checking
è legato anche a questioni economiche, basta pensare che all’inizi degli anni ’90 un errore
nella conversione di numeri gestita dalla FPU dell’Intel ha provocato la perdita di circa 500
milioni di dollari all’azienda produttrice.
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Figura 2.1: Applicazione del Model Checking: la mancata verifica del corretto
funzionamento dei dispositivi ha causato gravi danni in diversi settori.
Figura 2.2: Model Checking: Permette l’analisi formale di un sistema rappresentato come
una macchina a stati.
I classici metodi di simulazione e testing dell’hardware e del software non riescono ad in-
26
2.2 Teoria dei linguaggi espressivi
dividuare con totale certezza l’assenza di errori, chiamati in gergo bug1. Il Model Checking
riesce invece in maniera esaustiva ad analizzare tutti i comportamenti del sistema, dopo
averlo convertito in una macchina a stati, detta anche automa, che ne rappresenta l’intero
comportamento. Un esempio di macchina a stati2 è riportato in Fig. 2.2. Risulta necessario
definire un modello del sistema3 e formalizzare la proprietà da verificare in qualche linguag-
gio. Gli algoritmi di Model Checker forniscono una risposta positiva se la verifica è andata
a buon fine oppure un contro esempio. In “Principles of Model Checking” [6] si riporta una
possibile definizione:
“Model checking is an automated techique that, given a finite-state model of a system and a
formal property, systematically checks wheter this property holds for (a given state in) that
model“.
Per verificare se certe missioni sono garantite da parte di un insieme di robot è stato deciso
di far riferimento al linguaggio LTL (Linear Temporal Logic), anche se ne esistono altri in
letteratura che si differenziano, oltre che per la capacità espressiva, anche nella gestione del
modello.
2.2 Teoria dei linguaggi espressivi
La logica temporale è definita sul concetto di evento φ e permette di verificare se certi com-
portamenti da parte del sistema in esame sono garantiti.4 La natura del tempo nella logica
temporale può essere lineare o ramificata (branching). Nella versione lineare la scelta del
comportamento negli istanti successivi ricade su una sola opzione. L’obiettivo principale è
quello di fornire al sistema dei comandi sotto forma di formule logiche e vedere se sono o
meno verificate ed in caso negativo come sia possibile ottenere controesempio. Una consi-
derazione importante deve essere fatta riguardo al termine temporale. Si potrebbe pensare
ad un utilizzo di questa logica per sistemi tempo reali, in cui vi è un accesso diretto alla
variabile tempo, ma non è così. Il linguaggio LTL non può accedere al tempo e tiene conto
1Un numero elevato di simulazioni del comportamento di un sistema non garantisce la totale assenza di
errori di progettazione.
2La macchina a stati o automa è il classico metodo di rappresentazione dei sistemi ibridi, nei quali si legano
dinamiche discrete con quelle continue.
3Un sistema può essere di tipo meccanico, chimico, elettronico, ecc...
4Il software più conosciuto per i linguaggi real-time è UPPAAL [18]. Per i linguaggi probabilistici il più
conosciuto è PRISM (Probabilistic Model Checker) [19].
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solamente del verificarsi di eventi. Viene utilizzato per fornire compiti che devono essere
eseguiti sequenzialmente o ciclicamente. La modalità di funzionamento della famiglia LTL
(Linear Temporal Logic) è detta time-abstract ed il sistema è osservabile solamente ad istanti
di tempo discreti. L’estensione tempo reale è la Metric Temporal Logic (MTL) che intro-
duce il concetto di automa a stati temporizzato, il quale intuitivamente risolve il problema
generale “ogni volta che si ripete l’evento φ1 questo deve seguito da un evento φ2 entro k
unità di tempo”5. La logica LTL viene convertita in un automa a stati discreti [12] mentre
per la MTL occorre introdurre l’ulteriore vincolo che le transizioni sono temporizzate, per
ottenere la struttura di un automa temporizzato. A differenza della logica lineare quelle ra-
mificate vengono associate ad una struttura realizzata ad alberi interconnessi in cui ciascuno
di questi rappresenta un sotto sistema. Tra queste si colloca la logica PCTL (Probabilistic
Computational Temporal Logic), appropriata per modellare comportamenti incerti definiti
in termini probabilistici6.
2.2.1 Logica LTL (Linear Temporal Logic)
La logica temporale è un formalismo utilizzato per analizzare la correttezza dell’esecuzione
di sistemi dinamici mediante predicati logici, chiamati proposizioni. Prevede una notazione
intuitiva ma allo stesso tempo è necessario definirne la semantica in maniera rigorosa.
Sintassi Gli operatori logici temporali sono always (G), eventually (F), e until (U). Con
questi operatori è possibile verificare se una proposizione logica è garantita. Le missioni com-
plesse possono essere realizzate connettendo le proposizioni con operatori logici. L’insieme
AP delle proposizioni include regioni dell’ambiente di interesse alle quali vogliamo riferirci.
Le proposizioni atomiche pi ∈ AP sono utilizzate per costruire formule LTL in accordo alla
seguente grammatica:
ϕ : := true |pi |ϕ1∨ϕ2| !ϕ|ϕ1U ϕ2 (2.2.1)
dove l’operatore ! denota la negazione, ∨ la disgiunzione e U l’operatore until. A partire
da questi operatori è possibile definirne altri come la congiunzione (∧) e l’implicazione (→).
L’operatore eventually F è definito come Fφ = trueUφ mentre l’operatore always (G) come
Gφ =!(F (!φ). Questi operatori sono definiti in maniera informale di seguito:
5Il linguaggio MTL deriva dalla classe dei linguaggi RTL (Real Time Logic).
6L’incertezza può essere presente nel movimento dei robot, nella mancanza di informazioni sull’ambiente o
nei sensori.
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• Gφ denota che φ è vero in ogni istante di tempo nella sequenza,
• Fφ denota che φ è vera in un istante futuro nella sequenza,
• GFφ denota che φ è sempre vera prima o poi,
• FGφ denota che φ sarà verificata e dal momento in cui si verificherà lo sarà per sempre,
• φ1Uφ2 è garantita se φ2 è verificata in un istante di tempo futuro successivo al verificarsi
della specifica φ1.
Le proprietà sopra menzionate possono essere applicate in contesti del tipo:
• Coverage: la formula Fpi1∧Fpi2∧· · ·∧Fpin specifica che il robot deve visitare le regioni
richieste pi1.pi2, . . . , pin in un ordine qualsiasi,
• Sequencing: la formula F (pi1∧F (pi2∧Fpi3)) specifica che il robot deve visitare le regioni
pi1, pi2 e pi3 in questo preciso ordine,
• Raggiungibilità evitando gli ostacoli: la formula !(pi1∨pi2∨ · · · ∨pin)Upin+1 specifica che
il robot deve evitare certe regioni finchè non raggiunge quella richiesta.
• Periodicità: la formula G(F (pi1)) ∧ G(F (pi2)) ∧ . . . ∧ G(F (pin)) specifica che il robot
deve visitare le regioni in modo ciclico.
Specifiche più complesse, che verranno implementate e descritte nel Capitolo 3, sono state
realizzate componendo le specifiche di base appena descritte.
Semantica Le formule LTL descrivono le proprietà che devono essere garantire su una
sequenza di stati. In questo lavoro la sequenza di stati è la traiettoria discreta che deve essere
seguita dal robot. Tali formule possono essere soddisfatte o non soddisfatte. La semantica di
una formula LTL è definita si un linguaggio Words(φ) che contiene tutte le possibili parole
componibili a partire dall’alfabeto 2AP dove AP è l’insieme delle proposizioni atomiche che
definiscono la formula generale. Il significato di tali specifiche è riportato in Fig. 2.3.
29
Capitolo 2 Teoria delle logiche e Model Checking
Figura 2.3: Semantica Formule LTL(immagine tratta da “The Principles of Model
Checker” [6]).
Si consideri φ una formula LTL definita sull’alfabeto delle proposizioni AP . La proprietà
indotta da φ è:
Words(φ) = {σ ∈ (2AP )ω|σ |= φ} (2.2.2)
dove il simbolo |= indica che una formula è garantita. È possibile definire il significato degli
operatori come si mostra nelle seguenti definizioni:
• ♦(φ) la quale viene garantira se ad un istante temporale j ci sarà un istante i ≥ j
nel quale l’evento a verrà verificato,
• ♦(φ) la quale viene garantita se a partire da un certo istante i, un certo evento dovrà
verificarsi per sempre (∀j > i),
• φ1Uφ2 la quale viene garantita se esiste un j ≥ i tale per cui φ2 è garantita e ∀ i ≤ k ≤ j
si verifica φ1.
Un riassunto del significato delle principali specifiche logiche è riportato per completezza
nella Fig. 2.4.
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Figura 2.4: Equivalenza tra le formule LTL(immagine tratta da “The Principles of Model
Checker”[6]) ed elenco delle proprietà per la formulazione di una missione complessa.
2.2.2 Logica MITL (Metric Interval Temporal Logic)
La logica lineare temporale LTL verifica l’esecuzione di un sistema mediante sequenza di stati
o eventi ma non tiene in considerazione gli istanti di tempo in cui avvengono le osservazioni
e quindi è inadeguata per esprimere specifiche di sistemi la cui dinamica dipende da requisiti
temporali. Una variante della logica temporale è sostituire gli operatori con una loro versione
vincolata rispetto al tempo. Quest’ultima è in grado di poter garantire specifiche del tipo:
♦[T1,T2]φ (2.2.3)
cioè la specifica φ dovrà essere garantita per tutto l’intervallo [T1, T2] a partire dal momento
in cui è stata assegnata [3]. Utilizzando dei clock digitali e delle guardie sulle transizioni è
possibile ottenere specifiche del tipo:
φ = (p→ ♦=(4.9,5.1)q) (2.2.4)
Questa tipologia di logica prende il nome di (Metric Interval Temporal Logic). Nell’elenco
dei simboli della logicaMTL è presente “I”, che assume il significato di intervallo temporale.
Tra le specifiche classiche troviamo il requisito di risposta vincolata “ogni stato p è seguito
da uno stato q entro k unità di tempo” che viene tradotta in:
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≥0(p→ ♦(0,k]q)
2.2.3 Logica PCTL (Probabilistic Computation Tree Logic)
La logica PCTL fa parte della famiglia dello logiche ramificate e viene utilizzata quando sono
presenti incertezze nel sistema. Questi fenomeni casuali possono essere modellati da sistemi
di transizione descritti da Processi di Markov (MDPs) [20], nei quali la scelta dello stato
successivo dipende da una certa distribuzione di probabilità; tali sistemi sono non determi-
nistici. Ad esempio, in un protocollo per l’elezione di agenti come leader, la logica PCTL
permette di verificare proprietà del tipo “prima o poi un leader sarà eletto con probabilità di
almeno 0.8” oppure “dopo una richiesta di un servizio vi è una probabilità minima del 60 %
che questo venga eseguito entro 5 secondi”. In ogni istante di tempo il sistema può trovarsi
in un solo stato che viene chiamato stato corrente. In generale le macchine a stati possono
essere di due tipologie, deterministiche o probabilistiche. Il modello che viene analizzato è
probabilistico ed viene descritto da una Catena di Markov in cui le condizioni di transizio-
ne sono di tipo probabilistico. Occorre distinguere tra due tipologie di catene di Markov,
discrete (Discrete-Time Markov Chain) e continue ( Continue-Time Markov Chain).
Definizione 2.2.1. Catena di Markov discreta (DTMC) è una tupla (S, s0, P ) in cui:
• S è un insieme finito di stati,
• s0 è lo stato iniziale,
• P : S × S → [0, 1] è la matrice delle transizioni di probabilità dove ∑s′∈S P (s, s′) = 1
per ogni s ∈ S.
Definizione 2.2.2. Catena di Markov Continua (CTMC) è una tupla (S, s0, R) in cui:
• S è un insieme finito di stati,
• s0 è lo stato iniziale,
• R : R×R→ R≥0 è la matrice delle transizioni.
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La differenza tra una DTMC e una CTMC riguarda il fatto che nel primo caso la probabilità
nel passaggio tra due stati diversi è un numero reale compreso tra [0−1], mentre nel secondo
è una funzione del tempo t del tipo:
1− exp−R(s,s′)?t (2.2.5)
Una macchina a stati probabilistica descritta da una CTMC rimane all’interno di uno stato
per un certo periodo di tempo tempo t in funzione del valore assunto da R(s, s′), il quale
è nullo nel caso in cui non ci sia transizione tra s, s′. In una CTMC tutti gli stati con
R(s, s′) > 0 possono far cambiare stato al sistema ma lo stato successivo dipende dal primo
che assumere valore nullo. Una singola esecuzione di un sistema può venire rappresentata in
entrambi i tipi di catene e prende il nome di percorso(path): nel caso discreto, ipotizzando la
presenza di uno stato finale o di un tempo di esecuzione limite, la lunghezza del percorso è
calcolata dividendo il tempo di durata totale di esecuzione con il numero di timestep, mentre
per le catene continue occorre introdurre una funzione:
E(s, s′) =
∑
s′∈S
R(s, s′) (2.2.6)
che è chiamata exit rate e rappresenta il tempo in cui il sistema rimane all’interno dello stesso
stato. Tutte le possibili esecuzioni di un sistema possono essere viste come un numero finito
di percorsi, nel caso discreto la probabilità di eseguirne uno in particolare è dato dal prodotto
di tutte le transizioni di probabilità mentre nel continuo occorre prima effettuare il rapporto
R(s, s′)/E(s, s′) e successivamente eseguire le moltiplicazioni a catena. È possibile definire
delle proprietà su una DTMC o una CTMC utilizzando il linguaggio PCTL (Probabilistic
Computation Tree Logic). Si introduce l’operatore probabilistico P./r[φ] dove r esprime un
intervallo di probabilità entro il quale deve essere verificata la formula φ soggetta al simbolo
./∈ {≤,≥, <,>,=}. Rispetto alla logica LTL viene introdotto l’operatore logico φU≤kψ
dove k ∈ N e la formula è verificata se ψ è garantita in k passi e φ è verificata fin quando
anche ψ non diventa true.
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2.3 Architettura a livelli
Si descrive come sia possibile applicare la teoria della logica LTL e dei sistemi ibridi per
risolvere il problema della pianificazione delle traiettorie. La logica LTL viene utilizzata
per formulare gli obiettivi che i robot dovranno raggiungere. Questo viene realizzato con-
nettendo in maniera opportuna i simboli logici. Un obiettivo viene associato ad un regione
dell’ambiente da visitare e nel caso più semplice si vuole che un robot visiti una certa regione
A o eviti la regione B. Occorre definire A e B o in generale qualsiasi regione alla quale ci
vogliamo riferire all’interno della formula LTL. Per definire le regioni, che verranno chiama-
te proposizioni atomiche, è stata utilizzata la tecnica di intersezione in semispazi chiusi, la
quale permette di creare regioni poligonali e quindi convesse, dopodichè si definisce il grafo
di adiacenza detto anche sistema delle transizioni. La proprietà di convessità risulta fonda-
mentale per la fase di definizione degli ingressi di controllo necessaria per comandare i robot
nell’ambiente scelto. Dopo aver definito le proposizioni logiche è possibile scrivere la specifica
LTL, la quale dovrà essere inviata o programmata nella memoria del robot per poter essere
realizzata in base alla tipologia di contesto. La fase successiva prevede la conversione della
specifica φ nell’automa di Buchi Bφ, il quale viene utilizzato per ottenere l’Automa Prodotto
Pφ, sul quale si applica un algoritmo di ricerca di percorsi ammissibili che soddisfano la
formula. I passi implementativi, mostrati in Fig. 2.5, sono:
1. Rappresentazione discreta del movimento del robot nell’ambiente,
2. Pianificazione della traiettoria in funzione della formula LTL,
3. Implementazione nel dominio continuo della traiettoria discreta trovata al passo 2.
Nel punto 1 dopo che l’ambiente è stato partizionato viene costruito un sistema di transizioni
deterministico necessario per avere una modello discreto del movimento degli agenti, nel
punto 2 si ottiene come risultato traiettorie che soddisfano alla formula φ e nel punto 3 si ha
la fase in cui una strategia di controllo deve essere implementata a partire dalle traiettorie
discrete individuate al passo 2. Nel caso generale gli agenti si muovono nell’ambiente con una
propria dinamica e le variabili di controllo sono soggette a vincoli di saturazione. È necessario
che ogni stato possieda informazioni riguardo a quali proposizioni presenti all’interno della
formula LTL si attivano nel momento in cui l’agente/i vi si viene a trovare all’interno.
È stato necessario memorizzare le proposizioni attive in ogni stato e marcare quelli che
verranno scelti come iniziali e finali. Per quanto riguarda la scelta degli stati iniziali non c’è
una completa libertà, infatti se all’interno della formula associamo una certa regione ad un
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ostacolo o ad una regione che non vogliamo visitare questa non può essere scelta come stato
iniziale per i robot. L’algoritmo utilizzato per la ricerca di traiettorie ammissibili fornisce
anche l’insieme degli stati iniziali a partire dai quali si può garantire la formula.
Architettura a livelli- Da linguaggi  
espressivo a controllo basso livello
9
x’=f1(x,u) x’=f2(x,u)
Linguaggio di Alto livello
Livello Discreto
s0
s0 sN1s1
…
Ricerca su grafo Controllo Ibrido
Sequenza di stati
Figura 2.5: Architettura a livelli: da missioni espresse con un linguaggio di alto livello a
controllo di basso livello.
Definito lo scenario e le proposizioni che compongono la missione da realizzare si fa riferi-
mento alla teoria del Model Checking per individuare la traiettoria discreta che soddisfi la
specifica φ. Per trovare un percorso, è stato utilizzato l’algoritmo proposto in [21]. Come
mostrato in Fig. 2.6 occorre realizzare il prodotto cartesiano tra il sistema delle transizioni
T e l’automa di Buchi B ottenendo una nuova macchina a stati P chiamata automa prodotto
così definita:
Definizione 2.3.1. L’automa prodotto P = T ×B fra il sistema di transizione T = (Q,∑, δ)
e l’automa di Buchi B = (S, S0, Q, δB, F ) , è una tupla P = (SP,SP0,∑, δP , FP) dove:
• SP = Q× S è l’insieme finito degli stati,
• SP0 = Q× S0 è l’insieme degli stati iniziali,
• ∑ è l’alfabeto delle proposizioni in ingresso,
• δP : SP ×∑→ 2SP è la relazione di transizione definita come δP((q, s), σ) = {(q′, s′) ∈
SP |q′ ∈ δ(q, σ) e s′ = δB(s, q)} dove (q, s) ∈ SP e σ ∈ ∑,
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• FP = Q× F è l’insieme degli stati finali accettati.
Model Checking applicato al 
Robot Motion Planning
10
Sistema Modello sistema
Automa 
Buchi 
Automa
Prodotto
Traiettorie 
Discrete
Specifica
LTL
Sistema 
transizioni 
Figura 2.6: Funzionamento Algoritmo di Model Checking.Da Automa Prodotto a Traiettoria Discreta
11
Sistema Transizioni Automa di Buchi
Automa 
Prodotto Ricerca su grafo
Figura 2.7: Procedimento per la costruzione dell’automa prodotto a partire da una
rappresentazione in automa del sistema delle transizioni e della specifica di alto livello.
L’automa prodotto, costruito come rappresentato in Fig. 2.7, esegue l’operatore di and logico
tra il sistema di transizione T e l’automa di Buchi B. Intuitivamente è possibile pensare
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all’automa prodotto come una macchina a stati che tiene conto di tutte le possibili combi-
nazioni tra gli stati del sistema delle transizioni T e quelli dell’automa di Buchi B. Si può
affermare che un percorso rP definito sull’automa P soddisfa la formula LTL, se si verifica
la condizione:
inf(rP) ∩ FP 6= 0 (2.3.1)
dove rP è un generico percorso e FP l’insieme degli stati finali, deiniti sull’automa prodot-
to. Per ciascun percorso rP = (q0, sj1)(qi1, sj2)... dell’automa P , si definisce la funzione di
proiezione:
ΥT (rP) = qi1qi2... (2.3.2)
la quale mappa rP con il corrispondente percorso su T , cioè sul sistema di transizione
deterministico7. Quest’ultima permette di estrarre da P un percorso definito su T che
garantisce la formula LTL [22]. Le transizioni tra i vari stati dell’automa prodotto possono
essere pesate, in modo tale da ricercare possibili percorsi che minimizzano/massimizzamo
un funzionale di costo, che possa tenere in considerazione la distanza da percorrere tra due
regioni adiacenti o la geometria dell’agente. Nella ricerca di possibili percorsi sono ricercati
quelli che possono essere scritti nella forma di prefisso/suffisso del tipo:
σ = w1, w2, . . . , wn︸ ︷︷ ︸
prefisso
(wn+1, . . . wn+S)∞︸ ︷︷ ︸
suffisso
. (2.3.3)
Il prefisso è una sequenza di stati da visitare sequenzialmente mentre il suffisso è una sequenza
di stati visitata ciclicamente. Si ricercano inizialmente prefissi a costo minimo, utilizzando
l’algoritmo di Dijkstra e successivamente si procede alla ricerca di un suffisso (che può essere
anche di lunghezza unitaria) a costo minimo, cioè a partire da wn+1 si cerca il percorso a costo
minimo per raggiungere (una sola volta) lo stato wn+S. L’ algoritmo individua traiettoria
nella forma prefisso/suffisso per ogni stato di T , e questo rende più veloce la verifica di
esistenza di un percorso, nel caso si voglia vedere se la formula è garantita a partire da
diversi stati iniziali. Si possono ottenere traiettorie caratterizzate da un suffisso nel caso
in cui si decida di progettare dei controllori per realizzare una missione di visita periodica
di certe regioni di interesse. Una volta individuata la traiettoria discreta è stato scelto il
controllo in ambiente poligonale descritto nel Capitolo 1 per pianificare il movimento del
robot.
7I sistemi deterministici si differenziano da quelli non deterministici per il fatto che a partire da un generico
nodo del grafo di connettività la scelta del successivo è unica.
37

3 Simulazione di scenari
3.1 Missione di monitoraggio e raccolta informazioni
Ipotizziamo il seguente scenario1:“all’interno di una reparto di una centrale nucleare è avve-
nuta una fuga di gas radioattivo e si necessita l’intervento di un robot raccolga le informazioni
di radioattività e le comunichi alla stazione di base“. L’ambiente in cui il robot è chiamato
ad operare è mostrato in Fig. 3.1.
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Figura 3.1: Reparto di una centrale nucleare all’interno della quale è avvenuta una fuga
radioattiva.
1[23][24][21].
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L’ambiente PN , con N pari alla dimensione dello spazio (N = 2), è suddiviso in regioni
definite da poligoni in R2. PN è rappresentabile sia come intersezione di un numero finito
K ≥ N + 1 di semispazi:
PN =
{
x ∈ RN|aTi x+ bi ≤ 0, i = 1, . . . , K
}
(3.1.1)
sia come involucro convesso dei suoi vertici v1, v2, . . . , vM∈ RN con M ≥ N + 1:
PN = conv(v1, . . . , vM). (3.1.2)
Seguendo l’architettura a livelli descritta nel Capitolo 2 occorre definire quali sono le regioni
di interesse che sono utilizzate nel momento in cui si formula la specifica con linguaggio LTL.
È stata ipotizzata l’associazione area-proposizione mostrata in Fig. 3.2 dove le regioni sono
associate, con il significato e il simbolo utilizzato all’interno della specifica 2, come riportato
di seguito:
• Regione Celeste →”Regione in cui è possibile inviare le informazioni raccolte alla
stazione di base” →p1,
• Regione Rossa →”Regione in cui è avvenuta la fuga di gas” → p2,
• Regione Blu →”Regione di riparazione strumentazione” →p3,
• Regione Verde →”Regione in cui è avvenuta la fuga di gas”→ p4,
• Ostacoli →”Regioni ostacolo 3” →∨NOi=5 pi dove NO = NumeroOstacoli.
2Il simbolo p indica una generica proposizione.
3Per regioni ostacolo di intendono pareti che delimitano i corridoi, banchi di lavoro, ecc...
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Figura 3.2: Associazione area di interesse-proposizione: queste regione sono le uniche che
possono essere riferite all’interno di una specifica.
Figura 3.3: Partizionamento dell’ambiente con decomposizione in celle poligonali: le regioni
colore nero sono gli ostacoli.
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Occorre effettuare una procedura di partizionamento dell’ambiente per avere una rappresen-
tazione che è possibile far elaborare al calcolatore. È stato scelto di utilizzare un algoritmo
di decomposizione in celle poligonali convesse perchè tale proprietà facilita il calcolo e il
costo computazionale degli ingressi di controllo che sono stati individuati nel basso livello
dell’architettura. Il partizionamento dell’ambiente è riportato in Fig. 3.3. Ogni cella è in-
dicata con un indice intero. Le linee colore blu sono i possibili percorsi per spostarsi tra
stati adiacenti. Si costruisce il sistema delle transizioni T che tiene conto delle proprietà di
adiacenza tra stati e l’associazione area-proposizione. Il sistema delle transizioni T ha 72
stati ed è stato calcolato in 2.2 secondi. Si procede adesso alla formulazione delle specifiche
con il linguaggio LTL le quali sono convertite nell’automa di Buchi. Si riporta di seguito la
sintassi di ogni formula e la rappresentazione equivalente in automa di Buchi. Per semplicità
di lettura, si assume che p0 = ∨NOi=1pi cioè il simbolo p0 è associato a tutte le regioni ostacolo.
Successivamente, come prevede la teoria del Model Checking e come descritto nel Capitolo
2, viene costruito l’automa prodotto dal quale si estrae la traiettoria discreta che garantisce
la specifica. Il robot preso in considerazione ha una dinamica a singolo integratore ed è com-
pletamente attuato. Si è ipotizzato che possa avere velocità minima e massima all’interno
dell’intervallo [−1; +1]m/s. Il robot parte dallo stato iniziale x =
 100
50
, che è risultato
appartenere, per ogni scenario proposto, ad una regione iniziale ammissibile.
Missione di raggiungibilità semplice La missione di raggiungibilità semplice consiste in:
“evita tutti gli ostacoli prima di raggiungere la regione in cui riparare la strumentazione
(regione blu)“ la quale viene tradotta in linguaggio LTL in:
φ = G ! (p0)U( p3) (3.1.3)
e convertita nell’automa di Buchi B mostrato in Fig. 3.4. Tale automa ha 4 stati: lo stato
iniziale, 2 stati intermedi, e lo stato finale, che si attiva quando il robot si trova nella
regione p4. Lo stato iniziale non può essere una regione ostacolo, in tal caso l’automa
non può essere costruito per inconsistenza logica e nessuna traiettoria discrete può essere
individuata. A partire dallo stato iniziale init, si passa allo stato finale 3 se il robot si trova in
uno stato adiacente alla regione in cui è avvenuta la fuga di gas oppure nel caso più generale
si rimane nello stato 1 fino a quando non si raggiunge lo stato finale 2 con il conseguente
arresto del robot. Il ragionamento appena descritto simula la ricerca sull’automa prodotto
P ed individua un percorso ammissibile. L’ultima fase dell’architettura a livelli consiste
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nell’individuare gli ingressi di controllo da assegnare al robot per farlo muovere seguendo la
traiettorie discreta. Gli ingressi di controllo in ambiente poligonale sono mostrati in Fig. 3.5.
La traiettoria è riportata in Fig. 3.6.
Figura 3.4: Automa di Buchi per la specifica di raggiungibilità semplice.
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Figura 3.5: Ingressi di controllo per risolvere la specifica di raggiungibilità semplice.
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Figura 3.6: Traiettoria seguita dal robot che garantisce la specifica di raggiungibilità
semplice.
Missione di raggiungibilità con priorità La missione di raggiungibilità con priorità di
visita consiste in: “ Visita in sequenza le regioni in cui è avvenuta la fuga di gas, poi vai a
fornire le informazioni nella zona di comunicazione con la stazione base e infine vai nella
zona di riparazione della strumentazione, evitando tutti gli ostacoli“ la quale viene tradotta
in linguaggio LTL in:
φ = G ! (p0)F (p4&F (p2&F (p1&F (p3)))) (3.1.4)
e convertita nell’automa di Buchi B mostrato in Fig. 3.7. Tale automa ha 5 stati. È possibile
individuare una traiettoria discreta se e solo se lo stato iniziale non è un ostacolo. Come si può
vedere la rappresentazione grafica assume dimensioni maggiori rispetto al caso precedente.
Gli ingressi di controllo sono mostrati in Fig. 3.8. La traiettoria è riportata in Fig. 3.9.
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Figura 3.7: Automa di Buchi per la specifica di raggiungibilità con priorità.
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Figura 3.8: Velocità assunta da robot per risolvere la specifica di raggiungibilità con
priorità.
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Figura 3.9: Traiettoria seguita dal robot che garantisce la specifica di raggiungibilità con
priorità.
Missione di sorveglianza periodica La missione di raggiungibilità con periodicità consiste
in: “visita periodicamente le regioni nelle quali è avvenuta la fuga di gas e la regione adibita
alla comunicazione delle informazioni raccolte. Tutti gli ostacoli devono essere evitati“ la
quale viene tradotta in linguaggio LTL in:
φ = G ! (p0) &G(F (p4)) &G(F (p2)) &G(F (p1)) (3.1.5)
e convertita nell’automa di Buchi B mostrato in Fig. 3.10. Come si può notare dalla for-
mulazione della specifica la proposizione p3 che identifica la regione di riparazione della
strumentazione non è stata presa in considerazione. La legge di controllo in ambiente po-
ligonale porta ai risultati mostrati in Fig. 3.11. La traiettoria è riportata in Fig. 3.12 e si
può notare come sia caratterizzata da una parte di prefisso rappresentato in colore blu e
una parte di suffisso rappresentato in colore rosso. Quest’ultima parte di traiettoria viene
ripetuta periodicamente. In questa simulazione è stata fatta ripetere due volte e per questo
si dice che il suffisso ha lunghezza pari a 2.
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Figura 3.10: Automa di Buchi per la specifica di raggiungibilità con periodicità.
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Figura 3.11: Ingressi di controllo per risolvere la specifica di raggiungibilità periodica.
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Figura 3.12: Traiettoria seguita dal robot che garantisce la specifica di raggiungibilità con
periodicità: in blu è rappresentato il prefisso mentre in rosso il suffisso.
Missione complessa La missione complessa consiste nella connessione di una specifica di
raggiungibilità con priorità e di successiva missione di raggiungibilità. La missione è: “
Visita le regioni in cui è presente la fuga di gas e la zona di riparazione in questo ordine
poi rileva periodicamente la radioattività e comunicala alla stazione di base ed evita tutti gli
ostacoli“ la quale viene tradotta in:
φ = G ! (p0) (F (p4&F (p2&(F (p3&F (G(F p4)&G(F (p2)&G(F (p1)))))) (3.1.6)
e convertita nell’automa di Buchi B mostrato in Fig. 3.13 il quale ha 12 stati vista la com-
plessità della specifica. Gli ingressi di controllo sono mostrati in Fig. 3.14. La traiettoria è
riportata in Fig. 3.15.
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Figura 3.13: Automa di Buchi per la missione complessa.
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Figura 3.14: Ingressi di controllo per risolvere la specifica complessa.
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Figura 3.15: Traiettoria seguita dal robot che garantisce la missione complessa: in blu è
rappresentato il prefisso mentre in rosso la specifica di sorveglianza.
3.2 Complessità computazionale degli scenari proposti
Se consideriamo n proposizioni in una generica formula φ, allora l’automa di Buchi B ha
un numero massimo di stati pari a n × 2n mentre l’automa prodotto ha un massimo di
n × 2n × |Q| stati. Si riportano nella tabella Tab. 3.1 il numero degli stati dell’automa di
Buchi B e prodotto P insieme al tempo per costruire tali strutture. Per P si considera nel
tempo di elaborazione sia la costruzione sia la ricerca di una possibile traiettoria discreta. Le
simulazioni sono state realizzate da un calcolatore con processore Intel Core i7 Quad Core
2,2 GHz, 8 GB RAM.
Scenario #B #P tempo costruzione B [sec] elaborazioni su P [sec]
1 2 146 0.4 5.6
2 5 741 2.4 94
3 4 596 2.2 82
4 12 1788 4 10 (min)
Tabella 3.1: Numero di stati e tempi di calcolo delle macchine a stati realizzate
nell’architettura a livelli.
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Dopo aver analizzato e realizzato scenari per il caso singolo agente, è stato trattato il caso
multi agente. Si è pensato ad un insieme di agenti all’interno di un’industria automatizzata
che devono compiere, in maniera efficiente, delle missioni di trasporto materiale. È necessario
che tali AGVs (Automated Guided Vehicle)4 siano programmati per effettuare percorsi privi
di collisioni con lo scopo di minimizzare un certo funzionale di costo. In questo contesto è
stato considerato il tempo totale impiegato per il trasporto. Questo problema, noto con il
nome di vehicle routing, può essere affrontato con un approccio centralizzato o decentralizzato.
Sono state analizzate entrambe le tipologie: nella prima si ipotizza la presenza di un decision
maker5 che assegna specifiche di raggiungibilità semplice agli agenti in modo da evitare le
collisioni e garantire la missione nella sua globalità, mentre nel secondo approccio si ipotizza
che i robot sono programmati in maniera indipendente l’uno dall’altro e si garantisce l’assenza
di collisioni6 grazie alla presenza di sensori montati a bordo, che permettono di individuare,
entro una certa distanza, la presenza di ostacoli.
3.3.1 Pianificazione centralizzata
Nel campo del vehicle routing (VR) esistono molti metodi per risolvere questo problema, ad
esempio si possono utilizzare algoritmi basati su campi potenziali o su percorsi probabilistici.
In questo lavoro è stato deciso invece di formulare la ricerca di traiettorie discrete come un
problema di programmazione MILP (Mixed Integer Linear Programming)[25]7. Sono state
fatte le seguenti ipotesi:
• una richiesta di trasporto per ogni AGV è definita a priori e ad ogni agente è assegnata
una missione. È stata fatta l’ipotesi che non ci siano robot inattivi,
• ogni AGV conosce la mappa dell’ambiente statico,
• ad ogni istante di tempo un solo AGV può far parte di una generica regione dell’am-
biente partizionato,
• un AGV completa la sua missione fermandosi nella regione finale.
4Gli AGV sono veicoli a guida automatica utilizzati principalmente all’interno di stabilimenti industriali.
5Un decision maker è in generale un calcolatore.
6Collision Avoidance.
7Il termine mixed significa che all’interno del sistema da risolvere possono esserci variabili di tipo diverso,
ad esempio intere, booleane e continue.
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L’ambiente industriale viene suddiviso in regioni rappresentate da punti nello spazio chiamati
nodi, i quali sono interconnessi da archi, se è presente un percorso che li connette. Esiste
un possibile percorso tra due celle se le regioni sono adiacenti. Come funzione obiettivo da
minimizzare è stato fatto riferimento al consumo di energia dei robot, che è direttamente
proporzionale al tempo globale di trasporto. Un percorso di un AGV k ∈ V può essere
descritto da un insieme di variabili {xki,j,t : ∀i ∈ Q, ∀j ∈ Q, ∀k ∈ V, t = 1, . . . , H}, dove
Q è l’insieme dei nodi e V è l’insieme degli agenti. Il termine H rappresenta l’orizzonte
temporale, che coincide con il massimo numero di stati entro il quale si vuole raggiungere
la regione destinazione. In un problema MILP, la generica variabile xki,j,t è di tipo binario,
cioè assume valore 1 se esiste un percorso che connette la regione i a quella j nel periodo
di tempo t, altrimenti assume valore 0. Ni rappresenta l’insieme dei nodi connessi con il
generico nodo i, mentre δk,t è una variabile binaria che assume valore 0 quando l’agente k
raggiunge il nodo destinazione, altrimenti vale 1. La somma degli istanti di tempo in cui
δk,t = 1, considerando ciascun agente, coincide con il tempo totale di trasporto. Un modello
possibile per risolvere il problema VR è formulato con la funzione obiettivo:
min
xki,j,t
∑
k
∑
t
δk,t
soggetta ai vincoli:
∑
j /∈Ni
xki,j,t = 0 (∀ i ∈ V ; t = 1, . . . , H) [1]∑
i
∑
j
xki,j,t ≤ 1 (∀ k ∈ K ; t ∈ H) [2]∑
j∈Ni
xki,j,t =
∑
n∈Ni
xki,n,t+1 (∀ k ∈ K ; ∀ i ∈ V : i 6= END [k] ; t = 1, . . . , H − 1) [3]∑
j∈NSk
xkSk,j,1 = 1 (∀ k ∈ K) [4]∑
k∈K
∑
i∈Nj
xki,j,t ≤ 1 (∀ j ∈ V ; t = 1, . . . , H) [5]∑
k∈K
(
xki,j,t + xkj,i,t
)
≤ 1 (∀ i, ∀ j ∈ V ; t = 1, . . . , H) [6]
−δk,t + δk,t+1 ≤ 0 (∀ k ∈ K ; t = 1, . . . , H) [7]
δk,t − δk,t+1 = ∑
i∈Ek
xki,Ek,t (∀ k ∈ K ; t ∈ H − 1) [8]
.
(3.3.1)
Nel modello si fa riferimento agli insiemi Sk e Ek i quali contengono i nodi sorgente e
destinazione, rispettivamente per ogni agente k ∈ K. I vincoli 1-4 permettono di limitare la
ricerca ad una sequenza di variabili xki,j,t ammissibile, i vincoli 5-6 permettono di ricercare
percorsi in cui non si hanno collisioni. Un solo robot può trovarsi in una regione ad ogni
istante di tempo [5], lo stesso vale per un generico arco [6]. I vincoli [7-8] fanno in modo
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che quando un agente raggiunge una regione destinazione la variabile δk,t assume il valore 0
per tutti gli istanti di tempo fino all’orizzonte temporale H. Per risolvere questa tipologia di
problemi è stato utilizzato il software AMPL8 disponibile online, insieme al solver CPLEX 9
per la ricerca delle traiettorie discrete ammissibili e successivamente è stato impiegata la legge
di controllo in ambiente poligonale descritta nel Capitolo 1 per implementare il movimento
dei robot. Un’altra possibile soluzione adottata, è stata quella di calcolare la traiettorie
e distribuirle ai robot in funzione del peso introdotto nell’sistema delle transizioni che si
ripercuote poi nella struttura dell’automa prodotto. Si assegna ad ogni robot la traiettoria
a costo minimo in funzione dello stato iniziale di partenza.
Scenario di vehicle routing applicato in ambiente industriale Lo scenario formulato è
caratterizzato da:
• 3 AGV, con dinamica a singolo integratore,
• numero massimo di stati che è possibile visitare H, pari a 15.
La missione complessa si esprime in linguaggio LTL:
φG = F p1&(F p3) &G ! (p1| p4) &F p5 (3.3.2)
nella quale si individuano specifiche di raggiungibilità semplice, F (p1 − p3) e di safety,
G ! (p1|p4). Il risultato ottenuto con l’approccio MILP è mostrato in Fig. 3.16.
8Modeling Language for Mathematical Programming.
9Software di ottimizzazione di proprietà IBM.
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Figura 3.16: Traiettorie dei robot con la strategia centralizzata: i robot partono dagli stati
iniziali rappresentati con © e raggiungono le destinazioni marcate con X.
3.3.2 Pianificazione decentralizzata
Si vuole estendere la pianificazione centralizzata del vehicle routing con la metodologia de-
scritta nel Capitolo 2, utilizzando missioni complesse, per semplicità caratterizzate da sotto-
specifiche collegate in and logico, così da rendere immediato selezionare le sotto-missioni.
Ipotizzando i robot muniti di sensori, la procedura risulta decentralizzata. Una missione
generica assume la forma generale:
φG = φ1 &φ2 & . . . &φn (3.3.3)
dove φG è la formula globale e φi è una missione generica della tipologia descritta nel Capitolo
2. Per risolvere il problema della collision avoidance è stato fatto riferimento alla strategia
descritta nell’articolo [26], nel quale viene applicata per risolvere il problema del traffico
aereo. Le variabili da conoscere sono la posizione e l’assetto del robot. Lo scopo è individuare
un valore di variazione di velocità ammissibile qi, da sommare algebricamente alla velocità
corrente del robot, in maniera da evitare possibili collisioni, nel rispetto dei limiti di velocità
massima e minima (Velocity Change Problem). Ciascun robot è descritto da un vettore di
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configurazione X = (xi, yi, θi) con i = 1, . . . , N e si muove con una velocità lineare vi. Tali
variabili sono implicitamente funzione del tempo t. È stata ipotizzata la presenza di sensori
in grado di percepire la presenza di altri agenti all’interno di una regione circolare di raggio
limitato. Per semplicità si assume che una qualsiasi coppia di robot non si trova in situazione
di collisione all’istante iniziale t = 0. Si considera il vettore velocità v˜ =
 x˙
y˙
di un veicolo
di Dubins, dove per una generica coppia di robot le componenti assumono la forma:
v˜1 =
 (v1 + q1)cosθ1
(v1 + q1)sinθ1

v˜2 =
 (v2 + q2)cosθ2
(v2 + q2)sinθ2
 . (3.3.4)
Si consideri il vettore differenza:
v˜1 − v˜2 =
 (v1 + q1)cos(θ1)− (v2 + q2)cos(θ2)
(v1 + q1)sin(θ1)− (v2 + q2)sin(θ2)
 . (3.3.5)
Le due linee parallele a v˜1− v˜2 tangenti al robot 2, localizzano un segmento nella direzione di
moto del robot 1, chiamato segmento ombra del robot 2 lungo la direzione del robot 1, come
si mostra in Fig. 3.17. Si verifica una collisione se il disco di sicurezza d del robot 1 interseca
il segmento d’ombra generato dal robot 2 o viceversa. Si definisce con η12, l’angolo tra le
linee parallele a v˜1 − v˜2 definito da:
η12 = arctan
(v1 + q1)sinθ1 − (v2 + q2)sinθ2
(v1 + q1)cosθ1 − (v2 + q2)cosθ2
 . (3.3.6)
Gli angoli tra le linee non parallele ai raggi di sicurezza sono chiamati, l12 e r12 e definiti
come:
l12 = ω12 + α12 (3.3.7)
e
r12 = ω12 − α12 (3.3.8)
nelle quali si definisce
α12 = arcsin(
d
A12
) (3.3.9)
dove A12 è la distanza tra due robot e ω12 è l’angolo tra la linea di vista (line of sight) e il
piano orizzontale. La rappresentazione geometrica delle formule è mostrata in Fig. 3.18. Le
condizioni per non avere conflitto risultano:
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tan(η12) ≥ tan(l12)
o
tan(η12) ≤ tan(r12)
. (3.3.10)
Figura 3.17: Ogni robot è rappresentato da un disco di robustezza e per evitare le collisioni
non si deve intersecare il segmento ombra di qualsiasi altro agente.
Figura 3.18: Costruzione delle linee tangenti ai dischi di sicurezza dei robot.
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Per estendere il problema al caso di N robot si devono considerare le condizioni riportate in
3.3.10 per ogni coppia di robot (i, j). Si possono verificare due possibili situazioni:
1. (vi + qi)cos(θi)− (vj + qj)cos(θj) < 0
2. (vi + qi)cos(θi)− (vj + qj)cos(θj) > 0
Si definiscono le variabili:
hi = tan(lij)cos(θi)− sin(θi)
hj = tan(lij)cos(θj)− sin(θj)
ki = tan(rij)cos(θi)− sin(θi)
kj = tan(rij)cos(θj)− sin(θj)
(3.3.11)
Per il caso 1 devono essere garantiti i seguenti sistemi in or logico: −cos(θi)qi + cos(θj)qj ≤ vicos(θi)− vjcos(θj)hiqi − hjqj ≤ −vihi + vjhj cos(θi)qi − cos(θj)qj ≤ −vicos(θi) + vjcos(θj)−hiqi + hjqj ≤ vihi − vjhj
(3.3.12)
mentre per il caso 2 devono essere garantiti in or logico i sistemi: −cos(θi)qi + cos(θj)qj ≤ vicos(θi)− vjcos(θj)−qiki + qjkj ≤ viki − vjkj cos(θi)qi − cos(θj)qj ≤ −vicos(θi) + vjcos(θj)qiki − qjkj ≤ −viki + vjkj
. (3.3.13)
Per evitare le collisioni fra tutti i robot presenti nell’ambiente si devono verificare i sistemi
precedenti, almeno uno per ogni caso e per ogni coppia di robot. I conflitti sono stati risolti
impostando un problema di ottimizzazione, per il quale si ha la possibilità di massimizzare o
minimizzare la variazione di velocità. È stato deciso di massimizzare la variazione di velocità
in modo da poter risolvere la pianificazione senza collisioni nel minor tempo possibile. La
formulazione del problema si trova in situazione di singolarità se l’angolo della line of sight
10 tra due generici robot è nullo11. Si è risolto questo problema ruotando su sè stesso uno
dei due robot in modo che la condizione di singolarità:
10Il termine line of sight è utilizzato principalmente in campo militare e si riferisce alla linea che congiunge
il missile con il target.
11 In questa situazione di singolarità i robot si scontrano frontalmente.
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(vi + qi)cos(θi)− (vj + qj)cos(θj) = 0 (3.3.14)
non sia verificata12. Sono stati scritti i vincoli all’interno di un problema di programmazione
MILP nel quale si hanno da rispettare k blocchi di condizioni del tipo:
ci1(x) ≤ 0
ci2(x) ≤ 0
...
cik(x) ≤ 0
. (3.3.15)
Un blocco è rispettato se e solo se tutti i vincoli che contiene sono garantiti. Per realizzare
la condizione di or logico per ogni blocco, si utilizza una variabile booleana fi, i = 1 . . . k
con il significato:
fi =
 0, i− esimo blocco e` verificato1, i− esimo blocco non e` verificato (3.3.16)
I blocchi sono riscritti come:
ci1(x)−Gifi ≤ 0,
ci2(x)−Gifi ≤ 0,
...
cik(x)−Gifi ≤ 0
(3.3.17)
doveGi è una costante scelta grande (G = 100) tale da garantire che cij(x) ≤ Gi, j = 1, . . . , k
per ogni valore ammissibile del vettore di variabili x. Per imporre che al minimo h dei
k blocchi siano soddisfatti è necessario aggiungere al sistema globale un ulteriore vincolo
booleano del tipo: ∑k
i=1 fi ≤ k − h
fi ∈ {0, 1}, i = 1, . . . , k
(3.3.18)
Il problema del conflitto tra N robot è risolto impostando un problema MILP con 9 vincoli
lineari e 4 variabili booleane 13.
12 Un’altra soluzione può essere quella di risolvere un problema di ottimizzazione sulla variabile di
configurazione θ (HAC Heading Angle Change).
13La strategia a variazione di velocità è computazionalmente più veloce rispetto alla strategia a variazione
di direzione angolare.
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Algoritmo decentralizzato applicato ad uno scenario reale Si è ipotizzato la presenza
di 5 robot all’interno dello scenario mostrato in Fig. 3.19 nel quale si mostrano le regioni di
interesse. Ad ogni robot, a partire da una missione complessa, viene assegnata una missione
di raggiungibilità con priorità del tipo:
1. F (p1&F (p4&F (p5&F (p3))))
2. F (p1&F (p5&F (p4&F (p3))))
3. F (p4&F (p5&F (p1&F (p2))))
4. F (p3&F (p4&F (p2)))
5. F (p1&F (p3&F (p5)))
Gli stati iniziali x0i, scelti per ogni robot con identificativo i sono: x01 =
 4.5
2
, x02 = 1
9
, x03 =
 9
1
, x04 =
 2
1
,x05 =
 4
4
. Per individuare l’insieme delle traiettorie
discrete ammissibili, è stata seguita l’architettura a livelli descritta nel Capitolo 2. La legge
di controllo in ambiente poligonale è eseguita in parallelo all’algoritmo decentralizzato di
collision avoidance a variazione di velocità. Il movimento dei robot è riportato in Fig. 3.20.
Figura 3.19: Sulla sinistra la mappa di uno scenario reale. Sulla destra le regioni di
interesse.
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Figura 3.20: Movimento dei robot con l’utilizzo dell’algoritmo decentralizzato di collision
avoidance a variazione di velocità.
3.4 Logica LTL per missioni reattive
Nella Sezione 1.3 sono stati simulati scenari per i quali l’ambiente è statico e conosciuto.
Adesso si vuole risolvere il problema di assegnare un insieme di missioni ai robot che dipendo-
no, non solo dalle regioni di interesse, ma anche da possibili eventi esterni, che sono catturati
grazie all’ipotesi di sensori montati a bordo degli agenti. Gli eventi esterni, e di conseguenza
i sensori, possono essere di vario tipo: di visione, sonori o di intensità di una certa grandezza
fisica. Con l’introduzione di quest’ultimi, è possibile pianificare il movimento del robot a
priori, in funzione del valore assunto dai sensori. Ad esempio, in una situazione di catastrofe
ambientale, si può richiedere al robot di compiere una missione di perlustrazione fin quando
non viene individuato, grazie ad un sensore di visione, un supersiste e programmarlo per fare
in modo di compiere un’azione di trasporto in un’area adibita alle cure mediche. Oppure, in
uno scenario multi agente, si può risolvere il problema dei conflitti, programmando il robot
con la specifica: “se durante la tua missione di sorveglianza vedi un altro robot, comunicagli
certe informazioni e spostati in un altra regione”. In pratica, il robot viene programmato a
priori con una sequenza di possibili comportamenti, che verranno eseguiti autonomamente,
sia quando si troverà in certe regioni di interesse dell’ambiente partizionato, 14 sia quando
14L’architettura risolutiva per questo problema è descritta nel Capitolo2.
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si verificheranno eventi esterni ai quali il robot sarà in grado di reagire 15con un’azione op-
portuna. Le azioni possono consistere ad esempio nel trasmettere messaggi, emettere suoni
o trasportare oggetti. Per risolvere questo tipo di problema si fa riferimento all’architettura
mostrata in Fig. 3.21, che viene descritta nell’articolo [7].
Figura 3.21: Architettura per l’esecuzione di missioni reattive.
La prima fase consiste nel partizionamento dell’ambiente, ad esempio in regioni poligonali,
come implementato nel Capitolo 3. Le celle dell’ambiente partizionato sono associate a
proposizioni booleane dell’insieme P = {p1, p2, . . . , pn}, le quali assumono il seguente valore:
pi =
 True se p ∈ PiFalse se p /∈ Pi (3.4.1)
Anche le azioni intraprese dal robot , che fanno parte dell’insieme A ={a1, a2, . . . , ak}, sono
associate a variabili binarie del tipo:
ai =
 True se l
′azione i e` eseguita
False se l′azione i non e` eseguita
. (3.4.2)
15Reagire, rispondere ad un evento. Questo è il significato del termine reattivo.
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Si definisce act(t) ⊆ A l’insieme delle azioni attive al tempo t. Le variabili sensoriali sono
raggruppate nell’insieme X = {x1, x2, . . . , xn}. Le missioni sono tradotte in un’automa non
deterministico 16, nel quale ogni stato è funzione delle regioni di interesse, del valore assunto
dai sensori e dalle possibili azioni che il robot può eseguire al verificarsi di quest’ultimi.
Rispetto al caso statico, le missioni reattive sono formulate con un’estensione del linguaggio
LTL17, e sono chiamate Generalized Reactivity Formule (GR(1)). Questa classe di formule
sono della forma:
φ = φe =⇒ φs (3.4.3)
dove φe è funzione del valore assunto dai sensori e φs rappresenta il comportamento desiderato
del robot. Le specifiche φe e φs devono avere la seguente struttura:
φe = φei ∧ φet ∧ φeg;φs = φsi ∧ φst ∧ φsg (3.4.4)
dove:
• φei , φsi descrivono il comportamento iniziale dei sensori e del robot,
• φei descrive come evolve lo stato dell’ambiente in funzione di ciò che accade,
• φss descrive come evolve lo stato del robot,
• φeg, φsg descrivono per quale condizione si giunge in uno stato ritenuto finale.
L’algoritmo di costruzione dell’automa [27] è un processo che può essere visto come una
partita tra due giocatori 18: l’ambiente e il robot. A partire da una condizione iniziale,
sia il robot sia l’ambiente prendono delle decisioni che determinano il valore del prossimo
stato dell’automa. Ad ogni iterazione è l’ambiente a compiere la prima mossa, determinando
il suo stato futuro. Successivamente è il turno del robot il quale, se può soddisfare φ si
dice che è vincente e ciò implica la possibilità di estrarre un’automa che descrive quanto
accaduto. Se l’ambiente può falsificare φ allora non è possibile estrarre un automa, in questi
caso è l’ambiente a vincere e il comportamento del robot non può essere garantito. La fase
finale individua gli ingressi di controllo per ogni stato dell’automa, ed è possibile utilizzare
la tecnica del controllo in ambiente poligonale implementata nel Capitolo 3.
16Come nell’architettura a livelli descritta nel Capitolo 2, a partire da una specifica di alto livello e dalla
decomposizione dell’ambiente, viene utilizzata la teoria degli automi per individuare i possibili ingressi
di controllo.
17La sintassi e la semantica della logica LTL sono descritte nel Capitolo 2.
18Questo approccio è classico nella Teoria dei Giochi.
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Applicazione della strategia con linguaggio LTL reattivo Si ipotizza di essere all’in-
terno di una centrale nucleare, nella quale è avvenuta una fuga radioattiva e si richie-
de l’intervento di un certo numero di operatori per la manutenzione di una certa regio-
ne dell’impianto. Il livello di radioattività non può superare un certo valore perchè ciò
comporterebbe mettere a repentaglio la salute dei tecnici. Si decide di affidare ad un
veicolo robotico la missione: “spostati nelle regioni A,B,C per monitorare il livello di ra-
dioattività e trasmettere le informazioni alla stazione di base. Se, grazie ai sensori so-
nori montati a bordo, senti suonare l’allarme proveniente dalla reparto tecnico, dirigiti
lì alla ricerca delle persone. Appena le individui, grazie ai sensori di visione, traspor-
tale all’uscita e continua le operazioni di monitoraggio. Nel caso in cui solamente una
persona alla volta può salire sul robot, allora, dopo averla trasportata all’uscita, riattiva
il sensore di allarme. Sono state decise le regioni di interesse, appartenenti all’insieme
P ={RegioneA,RegioneB,RegioneC,Rep.Tecnico, RegioneNonAccessibile, StazioneBase},
come riportato in Fig. 3.22.
Figura 3.22: Ambiente della missione reattiva.
Il robot è munito di un sensore sonoro per recepire l’allarme e di un sensore di visione per
individuare i tecnici all’interno del reparto. A questi eventi sono associati la proposizione
reattiva “Allarme” e “Persona” rispettivamente. Formalmente si indica questa associazione
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con X = {Allarme, Persona}. Appena il robot “sente” l’allarme, deve attivare la moda-
lità di ricerca persona, la quale è associata all’azione “Ricerca”, che fa parte dell’insieme
A ={Ricerca}. Il prossimo passo consiste nel costruire l’automa che deve memorizzato nel
robot19, in modo tale da renderlo autonomo nell’esecuzione dei percorsi. A tale scopo è
stato utilizzato il software presente online, LTLMoP 20. Occorre programmare il robot nello
stato iniziale e nello stato finale: nel primo caso si associa un valore booleano di partenza
ai sensori e alle azioni del robot. Nel secondo caso, si vuole esprimere in quali condizioni il
robot conclude la sua missione. I possibili comportamenti sono formulati con il costrutto lo-
gico “Se -Allora- Altrimenti”. Ciascuna specifica viene convertita nell’equivalente linguaggio
LTL reattivo. Per realizzare lo scenario proposto sono state definite le seguenti espressioni
logiche:
• Inizialmente il valore booleano delle proposizioni associate ai sensori viene impostato
a False, di conseguenza nello stato iniziale il robot non sente il suono dell’allarme e
non vede alcuna persona,
• il robot si trova inizialmente nella stazione di base e non compie l’azione di Ricerca
Persone,
• se il robot sente l’allarme allora attiva l’azione Ricerca Persone,
• se il robot non sta sentendo l’allarme allora visita le regioni di monitoraggio, indicate
con il nome A,B,C,
• se viene attivata l’azione Trasporto allora si deve dirigere nella stanza dei tecnici,
• se si trova all’interno del reparto tecnico ed ha attivato l’azione di Ricerca Persona
allora individua le persone e le trasporta alla stazione base.
Nell’ultimo livello dell’architettura vengono individuati gli ingressi di controllo, considerando
per i robot una dinamica a singolo integratore. Gli ingressi di controllo dipendono dallo stato
corrente del robot nell’automa. La sequenza dei movimenti, in funzione degli eventi esterni,
è riportata in Fig. 3.23.
19Occorre tradurre l’automa in codice di basso livello, ad esempio il linguaggio C++.
20Disponibile all’indirizzo Internet http://ltlmop.github.io/
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Figura 3.23: Figura a sinistra: Il robot parte dalla stazione di base e inizia la missione
di monitoraggio. Figura di destra: Il robot non appena sente l’allarme si dirige verso il
reparto tecnico alla ricerca di persone.
Figura 3.24: Figura di sinistra: quando il robot raggiunge il reparto tecnico si mette alla
ricerca di persone. Figura di destra: appena il robot individua una persona, la trasporta
alla stazione di base.
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3.5 Applicazione all’uniciclo
È stata applicata la metodologia del controllo ibrido descritta nel Capitolo 2 al modello
dell’uniciclo mostrato in Fig. 3.25.
2.1 Il modello dei veicoli di tipo uniciclo
(x, y) individua la coordinata cartesiana del punto di mezzo dell’interasse,
per il quale istante per istante passa l’asse z, solidale al veicolo e perpendico-
lare al piano del moto. Con θ si e` indicata l’orientazione del veicolo rispetto
all’asse orizzontale x.
Figura 2.1: Veicolo Uniciclo, scelta coordinate q = [x, y, θ]
L’impossibilita` di moto in direzione perpendicolare all’asse longitudinale
delle ruote si traduce in un vincolo sulle velocita` q˙. In particolare, facendo
riferimento all’insieme di coordinate scelte, tale vincolo puo` essere espresso
nel modo seguente:
x˙ sin θ − y˙ cos θ = 0 (2.1)
La relazione appena scritta, infatti, sta a indicare che la velocita` istanta-
nea del veicolo deve avere componente nulla nella direzione parallela all’in-
terasse.
Un vincolo di questo tipo rende dipendenti tra loro le velocita` del sistema q˙,
ed e` pertanto un vincolo cinematico.
In particolare, poiche´ a tale vincolo non corrisponde alcun vincolo olonomo
(il robot puo`, infatti, assumere qualsiasi posizione nel piano con orientazione
arbitraria - il sistema non lineare e` completamente raggiungibile), esso rien-
tra nella classe di vincoli che vanno sotto il nome di vincoli non-olonomi o
4
Figura 3.25: Modello cinematico dell’uniciclo.
Si considera come vettore di variabili di configurazione q = [x, y, θ]T . Il modello cinematico
dell’uniciclo è: 
x˙ = v · cosθ
y˙ = v · sinθ
θ˙ = ω
(3.5.1)
dove v(t) è la velocità di avanzamento e ω(t) è la velocità di rotazione, entrambe in funzione
del tempo t. Lo schema di riferimento per il controllo di basso livello è riportato in Fig. 3.26.
Inizialmente sono state svolte le seguenti operazioni:
• Impongo una missione (Task) ad un robot completamente attuato
• Simulazione MATLAB come visto nella Sezione 1 del Cap.3
• Si ottiene come risultato la traiettoria nello spazio e la velocità di iferimento vd =[
vxd
vyd
]
in ogni regione dello spazio partizionato.
Il passo successivo è stata la scelta della legge di controllo per far inseguire all’uniciclo
la traiet oria del robot con di a ica a singolo integratore. Si è deciso di controllare la
variabile angolare θ. A partire dalla conoscenza della condizione iniziale dell’uniciclo e delle
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velocità desiderate vxd e vyd lungo gli assi del sistema di riferimento inerziale dell’ambiente,
è stata applicata un’integrazione discreta alle equazioni cinematiche, scegliendo un tempo
di campionamento T = 0.1 s, e ottendendo le posizioni desiderate nello spazio xd e yd come
mostato in seguito:
xd = x+ T · vx
yd = y + T · vy
. (3.5.2)
La direzione angolare desiderata è calcolata come:
θd = arctan(
xd − x
yd − y). (3.5.3)
I valori per controllare la velocità lineare v e di rotazione w, sono inviati ai motori tramite
la funzione send_control_command( ):
• v =
√
v2xd + v2yd,
• w = Kθ · (θd − θ), Kθ > 0, costante proporzionale scelta in maniera euristica.
Figura 3.26: Schema di controllo per un generico sistema dinamico.
Sono state realizzate delle funzioni scritte in linguaggio C++ da inserire all’interno del pro-
getto ASCARI realizzato al Centro Piaggio dell’Università di Ingegneria di Pisa. Il livello
hardware è completamente oscuro all’utilizzatore e implementato con le librerie software
messe a disposizione dal microprocessore Arduino ( ). L’unità centrale di controllo del robot
è una Raspberry Pi 21. Il robot è localizzato ipotizzando la presenza di di telecamere che
21http://it.wikipedia.org/wiki/Raspberry_Pi.
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ne individuano la posizione nello spazio, grazie all’utilizzo di un marker triangolare posto
sopra al robot, come mostrato in Fig. 3.28. Le coordinate spaziali sono inviate al robot, via
wireless, il quale tramite la funzione FindState( ) individua la regione corrente dell’ambiente
partizionato alla quale sono associati i riferimenti di velocità. Poi applica la legge di controllo
in ambiente poligonale descritta precedentemente. In Fig. 3.27, si riportano le traiettorie di
una possibile simulazione realizzata in una MATLAB e dell’uniciclo, con l’obiettivo di evitare
l’ostacolo mostrato in grigio e percorrendo il corridorio nella parte in alto della mappa. Si
riporta successivamente il codice scritto in linguaggio C++ della funzione FindState( ) e del
corpo principale Main( ), che sono stati scritti nella memoria del robot. Nella simulazione
la localizzazione e la dinamica dell’uniciclo è assunta perfetta.
Figura 3.27: Traiettorie seguite dal robot completamente attuato in blu e dall’uniciclo in
rosso.
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Figura 3.28: Sulla sinistra il robot presente al Centro Piaggio dell’Università di Ingegneria
di Pisa. Sulla destra il dettaglio del marker posto sopra al robot per essere localizzato
dalle telecamere.
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Listing 3.1: FindState()– Individua lo stato corrente del robot nell’ambiente
int agent::find_state_index(float x,float y)
{
int flag=0;
int stato=0;
int aux=0;
for (int i=0;i<num_pol;i++)
{
aux = 0;
for(int j=0;j<righe[i];j++)
{
if((A[i][j][0]*x+A[i][j][1]*y)+b[i][j] >0 )
{
aux=0;
break;
}
else
aux++;
}
if(aux==righe[i])
{
flag=1;
break;
}
}
if(flag==0)
{
cout<<"ERRORE␣NELLA␣LOCALIZZAZIONE␣ROBOT␣IN␣SEMISPAZI"<<endl;
}
return stato;
}
70
3.5 Applicazione all’uniciclo
Listing 3.2: MainLoop()– Corpo della funzione principale (1)
void agent::main_loop()
{
const world_sim_packet& temp = world_comm->receive_agents_status();
time=temp.time;
for(auto it=temp.state_agents.internal_map.at(identifier).state.begin();
it!=temp.state_agents.internal_map.at ( identifier ).state.end(); ++it)
{
state.at ( it->first ) =it->second;
cout<<it->first<<":"<<it->second<<endl;
}
sleep(0);
float x,y,th,th_d;
x=state.at(0);// x
y=state.at(1);// y
th=state.at(2); //theta
int indice_stato;
indice_stato=find_state_index(x,y);
cout<<"sono␣uscito␣dalla␣find_state␣"<<endl;
if(indice_stato == ultimo_stato)
{
float T=0.1;
x_d = 2.5; //modificare ad ogni scenario
y_d = 4.2; //modificare ad ogni scenario
v_x= (Kx[indice_stato-1] * x + Kcostx[indice_stato-1]);
cout<<"␣v_x␣"<<v_x<<endl;
v_y = (Ky[indice_stato-1] * y + Kcosty[indice_stato-1]);
th_d=atan2(y_d-y,x_d-x);
if((abs(x-x_d)<eps) && (abs(y-y_d))<eps)
{
cout<<"fine␣scrittura␣su␣file"<<endl;
s_interrupted=1;
return;
}
}
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Listing 3.3: MainLoop()– Corpo della funzione principale (2)
else
{
float T=0.1;
x_d = x + T*(Kx[indice_stato-1] * x + Kcostx[indice_stato-1]);
y_d = y + T*(Ky[indice_stato-1] * y + Kcosty[indice_stato-1]);
v_x= (Kx[indice_stato-1] * x + Kcostx[indice_stato-1]);
cout<<"␣v_x␣"<<v_x<<endl;
v_y = (Ky[indice_stato-1] * y + Kcosty[indice_stato-1]);
cout<<"␣v_y␣"<<v_y<<endl;
th_d=atan2(y_d-y,x_d-x); //th desiderato
cout<<"th_d␣"<<th_d<<endl;
}
vel_robot[count]= sqrt(v_x*v_x + v_y*v_y);
posx[count]= x;
posy[count]= y;
inputs.default_command.at(0)=vel_robot[count];
errore[count] = th_d - th;
inputs.default_command.at(1) = K_theta*(th_d-th);
count ++;
std::cout<<"invio␣dei␣comandi␣ai␣motori:␣"<<inputs.default_command.at(0)
<<"␣"<<inputs.default_command.at(1)<<std::endl;//v w
world_comm->send_control_command (inputs,identifier);
}
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Il classico problema del robot motion planning consiste nel far muovere un robot da una re-
gione di interesse A ad una B, evitando gli ostacoli e le collisioni con altri agenti. Negli ultimi
decenni è stato studiato in maniera molto approfondita e applicato in svariati contesti, come
l’automazione industriale, la biologia o l’intelligenza artificiale. In generale le applicazioni
robotiche richiedono che siano effettuate missioni più complesse rispetto alla raggiungibilità
di due regioni, e si devono garantire proprietà logiche e temporali di interesse. In letteratura
esistono molti linguaggi che possono essere utilizzati per descrivere in maniera rigorosa tali
missioni. In questa tesi è stato fatto uso del linguaggio espressivo LTL (Linear Temporal
Logic) perchè rende possibile pianificare il movimento dei robot ad alto livello, nel quale si
associa ad ogni regione di interesse dell’ambiente un simbolo. I simboli sono interconnessi
con operatori logici e temporali. A partire da una missione espressa con il linguaggio LTL
si individuano, se è possibile, gli ingressi di controllo per muovere il robot in maniera da
rispettare la specifica imposta. La teoria degli automi permette di programmare i robot
per reagire in maniera autonoma anche quando si verificano eventi esterni, i quali possono
essere catturati da sensori sonori o di visione montati a bordo. Si è raggiunto l’obiettivo di
distribuire una formula complessa ad un insieme di agenti dopo averla scomposta in speci-
fiche elementari e sono state evitate le collisioni, utilizzando sia una strategia centralizzata
sia decentralizzata, impostando un problema di ottimizzazione di tipo MILP (Mixed Integer
Linear Programming) sulle variabili di configurazione dei robot. È stato fatto riferimento
ad un algoritmo di costruzione dell’automa per poter programmare il robot a priori in modo
da poter reagire e prendere azione in funzione degli eventi esterni. Per lo scenario simulato,
sono stati ipotizzati sensori sonori e di visione montati a bordo. La pianificazione di mis-
sioni complesse è stata supportata sia da simulazioni in ambiente MATLAB sia dai risultati
ottenuti dopo aver applicato ad un uniciclo reale, un algoritmo di controllo in ambiente
partizionato in poligoni. Gli Sviluppi Futuri sono concentrati principalmente sulla fase di
riprogrammazione del robot. I linguaggi espressivi che sono stati utilizzati per formulare le
missioni possono essere applicati al robot sia in ambienti statici sia dinamici. La procedura
off-line implementata nel Capitolo 3 può essere ri-utilizzata all’interno dello stesso scenario
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per compiere missioni diverse. Nel caso ci sia una variazione ambientale, risulta necessario
creare un nuovo sistema delle transizioni T , mentre nel caso in cui si vuole programmare
una nuova missione deve essere generato un nuovo automa di Buchi B. Successivamente,
deve essere creato un nuovo automa prodotto P . Questa procedura diventa dispendiosa da
un punto di vista computazionale, perchè il tempo necessario prima di poter programmare
il robot è direttamente proporzionale al numero di regioni che partizionano l’ambiente e al
numero di regioni di interesse presenti all’interno della specifica. Nella Tab. 3.2 si riporta
un possibile esempio di riprogrammazione per assegnamento di nuove specifiche, insieme al
tempo necessario per la creazione dell’automa prodotto P . Questo approccio limita l’appli-
cazione a problemi che devono essere risolti in tempo reale, per i quali le missioni devono
essere risolte in intervalli di tempo di breve durata. Una possibile soluzione per poter risol-
vere questo problema può essere quella di non generare un automa prodotto ex-novo, ma di
tenere memorizzata la struttura dell’automa di Prodotto e aggiornarla in funzione della nuo-
va specifica o variazione. Inoltre la tipologia delle missioni non tiene conto del tempo entro il
quale devono essere risolte, ma si può pensare di associare un peso alle transizioni nel grafo
di connessione e andare alla ricerca di percorsi a costo minimo. Un’ulteriore sviluppo futuro
è risolvere la difficoltà nella formulazione di missioni complesse con il linguaggio logico LTL:
una possibile soluzione è quella di associare ad ogni composizione di operatori una frase co-
munemente usata nel linguaggio umano utilizzato nel quotidiano in modo da semplificare la
programmazione del robot all’utente, il quale potrebbe non essere a conoscenza della teoria
di tali linguaggi.
ID Robot Nuove Specifiche LTL Tempo Riprogrammazione [sec]
1 φ = F (p1 &F (p2 &F (p3))) 4
2 φ = F (p1) &F (p2) &F (p5) 3.5
3 φ =! (p2 | p1 | p4 | p5)U p3 1.2
Tabella 3.2: Riprogrammazione dei robot con nuove missioni.
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Lista delle Notazioni
GR(1) Formule Generalizzate Reattive
HAC Heading Angle Change
LTL Logical Temporal Specification
MITL Metric Interval Temporal Logic
MTL Metric Temporal Logic
PCTL Probabilistic Computational Temporal Specification
VCP Velocity Change Problem
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