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Abstract. Solving optimal control problems for many different scenarios obtained by varying
a set of parameters in the state system is a computationally extensive task. In this paper we
present a new reduced framework for the formulation, the analysis and the numerical solution
of parametrized PDE-constrained optimization problems. This framework is based on a suitable
saddle-point formulation of the optimal control problem and exploits the reduced basis method
for the rapid and reliable solution of parametrized PDEs, leading to a relevant computational
reduction with respect to traditional discretization techniques such as the finite element method.
This allows a very efficient evaluation of state solutions and cost functionals, leading to an
effective solution of repeated optimal control problems, even on domains of variable shape, for
which a further (geometrical) reduction is pursued, relying on flexible shape parametrization
techniques. This setting is applied to the solution of two problems arising from haemodynamics,
dealing with both data reconstruction and data assimilation over domains of variable shape,
which can be recast in a common PDE-constrained optimization formulation.
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1 INTRODUCTION
The numerical solution of PDE-constrained optimization problems such as optimal control
problems usually features several computational complexities, since they require the solution of
a system of partial differential equations arising from the optimality conditions – the state prob-
lem, the adjoint problem and a further set of equations ensuring the optimality of the solution.
This task becomes even more challenging whenever the state system depends on a set of param-
eters – which can specify physical or geometrical properties of interest – and we are interested
to solve a PDE-constrained optimization problem for many different scenarios, correspond-
ing to different set of parameter values. In this case, standard techniques built over full-order
discretization techniques such as the finite element method are unaffordable, featuring an over-
whelming computational complexity.
Substantial computational saving becomes possible thanks to a reduced order model (ROM)
which relies on the reduced basis (RB) method [24, 20], which allows to solve a parametrized
PDE problem for any new value of the parameter set (inexpensive Online evaluation) once a
set of (full-order) solutions have been computed for selected values of the parameter set and
stored (expensive Offline database construction). This framework, extensively developed in
the last decade and exploited in many different problems of interest, is applied for the first
time in this work to the approximation of the whole PDEs system arising from the optimality
conditions – thus following a optimize-then-discretize-then-reduce approach – rather than to
the sole state problem – this latter case corresponding to a discretize-then-reduce-then-optimize
approach [14]. In this way, the reduced basis computed during the Offline stage is given by a
set of solutions of the optimal control problem, for selected values of the parameter set.
Computational reduction strategies such as RB methods or proper orthogonal decomposition
(POD) have already been employed to speedup the solution of optimal control, as well as other
PDE-constrained optimization problems, such as shape optimization and other inverse prob-
lems dealing with parametrized PDEs. First examples of optimal control problems solved by
exploiting computational reduction techniques have been addressed by Ito and Ravindran, in the
context either of (a preliminary version of) the reduced basis method [12] or of the proper or-
thogonal decomposition method. More recent contributions dealing with RB methods have been
presented in both the elliptic case by Quarteroni, Rozza and Quaini [21], by Tonn, Urban and
Volkwein [25], Grepl and Ka¨rcher [6], and the parabolic case by Dede` [4]. Very recent achieve-
ments in this field have been obtained by Manzoni, Lassila, Rozza and Quarteroni [15, 14], by
considering some applications of interest in haemodynamics.
The aim of this work is to apply the RB method to the class of parametrized optimal control
problems featuring quadratic cost functionals and linear constraints with infinite dimensional
control variable, and to develop rigorous and efficiently evaluable a posteriori error bounds for
the errors in the optimal control, the state variable and the cost functional. Due to the high
dimensionality of the control variable, we can not treat the control variable as a parameter itself
and therefore we have to design a reduction strategy able to reduce the complexity of the whole
optimal control problem simultaneously, rather than the solution of the sole state equation, in
order to speed up the optimization process, as it is done for example when dealing with shape
optimization problems on parametrized geometries [15, 14]. For this reason, we point out that:
(i) in our approach the reduced scheme is built directly over the optimality conditions system
rather then on the original optimization problem, following a optimize-then-discretize-
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then-reduce approach. Indeed, we first derive the optimality system (optimize step), then
we introduce its truth finite element (FE) approximation (discretize step) and finally we
provide the RB approximation for the optimality system (reduce step).
(ii) the reduced basis is made of optimal solutions of the original problem, hence the compu-
tation of each basis function requires the resolution of the FE truth model; moreover the
reduced spaces are built for both the state, control and adjoint variables.
(iii) to ensure the well-posedness of the RB approximation and in order to provide an a pos-
teriori error estimation for the optimal control problem, we take advantage of the RB
theory developed for Stokes-type problems [23], by recasting the optimality system in
the framework of saddle-point problems;
(iv) we rely on the the affine parameter dependence assumption, which provides the possibil-
ity to extract the parameter dependent components from our operators and thus exploit an
Offline/Online computational procedure.
The proposed reduction strategy is then applied to a data reconstruction problem and a data
assimilation problem arising in the haemodynamic contexts, the former involving a distributed
optimal control problem for a Laplace problem, the latter involving a boundary control problem
for a Stokes flow. In particular, the first problem we consider deals with the reconstruction,
from areal data provided by eco-doppler measurements, of the blood velocity field across a
two dimensional section of a carotid artery. The problem can be seen as a problem of sur-
face reconstruction starting from scattered data, and it turns out [2] that it can be modeled as
a minimization problem for a suitable PDE-penalized least-square cost functional, thus falling
in our abstract formulation. The applicative nature of the problem itself suggests to consider
two sets of parameters: a set of geometrical parameters, related to a suitable parametrized ge-
ometrical map describing a wide variety of shape configurations of the vessel section, and a
set of parameters related to the measured data. Here we are interested in providing a reduced
computational (and geometrical) framework for the real-time resolution of the reconstruction
problem for different configurations of the vessel geometry and related measurements (ideally
patient-specific). The second problem we deal with, inspired by the one proposed in [19], is
an inverse boundary problem for the blood flow in a carotid bifurcation. Here we consider a
simplified two dimensional geometry of the bifurcation and we suppose to know the inlet ve-
locity profile and a measured velocity profile on a (one dimensional) section of the domain but
not the Neumann flux on the outflow boundaries: the goal is to find the Neumann data, which
will be our control variable, in order to retrieve the velocity and pressure fields on the whole
domain. As in previous case, we consider both geometrical parameters, thus allowing to deal
with different shape configurations, and parameters related to the measured velocity profile.
The paper is structured as follows. In Section 2 we introduce the formulation of parametrized
linear-quadratic optimal control problems highlighting its saddle-point structure and introduc-
ing the related finite element approximation. In Section 3 we discuss the RB approximation and
its main features. Then in Section 4 we briefly describe how to get the parametrized formulation
when dealing with shape and geometrical parametrizations. Finally we apply the methodology
to two data assimilation problems in haemodynamics, providing preliminary numerical results:
in Section 5 we consider a surface reconstruction problem while in Section 6 we deal with an
inverse boundary problem.
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2 PARAMETRIZED OPTIMAL CONTROL PROBLEMS
In this section we introduce the abstract formulation of parametrized linear-quadratic optimal
control problems. Let Ω ⊂ Rd (d = 1, 2, 3) be an open and bounded domain with Lipschitz
boundary Γ = ∂Ω, and D ⊂ Rp be a prescribed set of input parameters µ = (µ1, . . . , µp). Let
Y , U be two Hilbert spaces for the state and control variables y and u respectively, whileZ ⊃ Y
shall denote the observation space. Let us consider the case of a quadratic cost functional to be
minimized, under the form
J (y, u;µ) = 1
2
m(y − yd(µ), y − yd(µ);µ) + α
2
n(u, u;µ), (1)
where α > 0 is a given constant, yd(µ) ∈ Z is a given parameter-dependent observation
function, the bilinear form m(·, ·;µ) defines the objective of the optimization while the bilinear
form n(·, ·;µ) acts as a penalization term for the control variable. Given another Hilbert space
Q – the adjoint space1 – we define the linear state equation
B(y, u, q;µ) = 〈G(µ), q〉 ∀q ∈ Q, (2)
where G(µ) ∈ Q′ is a linear continuous functional acting as a forcing term and the bilinear
form B(·, ·;µ) : Y × U ×Q → R is given by the sum of two contributes
B(y, u; q;µ) = a(y, q;µ)− c(u, q;µ);
the bilinear form a(·, ·;µ) represents a linear elliptic operator while the bilinear form c(·, ·;µ)
expresses the action of the control. The parametrized optimal control problem thus reads as
follows: for any given µ ∈ D,
min
y,u
J (y(µ), u(µ);µ) s.t. B(y(µ), u(µ), q;µ) = 〈G(µ), q〉, ∀q ∈ Q. (3)
where (y(µ), u(µ)) ∈ Y ×U . In order to ensure the well-posedness of the problem we assume
the bilinear form a(·, ·;µ) to be bounded and weakly coercive over Y × Q, and the bilinear
form c(·, ·;µ) to be symmetric and bounded over U × Q. Moreover we assume the bilinear
form n(·, ·;µ) to be symmetric, bounded and coercive over U and the bilinear form m(·, ·;µ)
to be symmetric, bounded and positive in the norm induced by the space Z .
Rather than analyzing the problem in the more usual framework of Lagrangian formalism
[10] or by using Lions theory [13], it turns out to be useful in view of the application of the
RB method to recast it in the framework of mixed variational problems. Let us first define the
product space between the state and control space X = Y × U and denote with x = (y, u),
w = (z, v) its variables. We can equivalently reformulate problem (3) as: given µ ∈ D,
min
x(µ)∈X
J (x(µ);µ) s.t. B(x(µ), q;µ) = 〈G(µ), q〉, ∀q ∈ Q, (4)
where the cost functional is now given by
J (x;µ) = 1
2
A(x, x;µ)− 〈F (µ), x〉, (5)
being 〈F (µ), w〉 = m(yd(µ), z) ∈ X ′ and the bilinear form A(·, ·;µ) defined as the sum of the
bilinear forms m(·, ·;µ) and n(·, ·;µ).
1We shall suppose (yet without loss of generality) that state and adjoint spaces coincide, i.e. Y ≡ Q.
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The constrained optimization problem (4) falls into the framework of saddle-point problems.
Thanks to the hypotheses previuolsy introduced, the assumptions of Brezzi theorem [3] can
be easily verified [9] and therefore, for any µ ∈ D, the optimal control problem has a unique
solution x(µ) ∈ X that can be determined by solving the following saddle-point problem (i.e.
the optimality system): given µ ∈ D, find (x(µ), p(µ)) ∈ X ×Q such that{
A(x(µ), w;µ) + B(w, p(µ);µ) = 〈F (µ), w〉 ∀w ∈ X ,
B(x(µ), q;µ) = 〈G(µ), q〉 ∀q ∈ Q, (6)
where p(µ) is the Lagrange multiplier (i.e. the adjoint variable) associated to the constraint.
2.1 Galerkin - Finite Element approximation
Let us introduce a numerical approximation of the optimality system2. The standard Galerkin-
FE approximation of (6) reads: given µ ∈ D, find (xh(µ), ph(µ)) ∈ Xh ×Qh such that{
A(xh(µ), w;µ) + B(w, ph(µ);µ) = 〈F (µ), w〉 ∀w ∈ Xh,
B(xh(µ), q;µ) = 〈G(µ), q〉 ∀q ∈ Qh,
(7)
where Yh ⊂ Y , Uh ⊂ U andQh ⊂ Q are the FE approximating spaces for the state, control and
adjoint variables respectively, being N = N (h) the dimension of the FE spaces, depending on
the mesh size h. As long as the discrete spaces fulfill the discrete counterpart of the assumptions
of Brezzi theorem [3], it is possible to prove the well-posedness of the FE approximation (7),
see e.g. [8, 9]. At the algebraic level, we obtain the following linear system:(
A(µ) BT (µ)
B(µ) 0
)
︸ ︷︷ ︸
K(µ)
(
xh(µ)
ph(µ)
)
=
(
F(µ)
G(µ)
)
︸ ︷︷ ︸
b(µ)
, (8)
where xh(µ) and ph(µ) denotes the vectors of the coefficients in the expansion of xh(µ) and
ph(µ) with respect to FE basis functions. The matrix K(µ) in (8) is symmetric, indefinite, in-
vertible for any µ ∈ D and features a saddle-point structure where the block B(µ) contains the
PDE operator acting as constraint, while the block A(µ) comes from the discretization of the
functional J (·;µ). For the resolution of this linear system several strategies can be employed
(see for instance [11, 1]): a popular alternative are the so called reduced Hessian methods,
in which block elimination of the state and adjoint variables yield to solve a reduced system
whose matrix is the Schur complement of the optimality system; an alternative strategy is given
by full space (also called all-at-once) methods, where the optimality system is solved simulta-
neously for the state, adjoint and control variables. Both the approaches presents advantages
and disadvantages and requires problem-tailored design of suitable preconditioners and itera-
tive linear solvers; yet, beside the choice of the favorite solution algorithm, it is well known that
the numerical solution of an optimal control problem entails large computational costs and may
be very time-consuming already in the non-parametric case. Therefore, when performing the
optimization process for many different parameter values (many-query context) or when, for a
given new configuration, we want to compute the solution in a rapid way (real-time context),
the computational effort may be unacceptably high and, often, unaffordable. For this reason we
aim at reducing the complexity of the parametrized problem by means of suitable model order
reduction techniques, yet preserving its main features and the same input-output behavior.
2We are implicilty following the optimize-then-discretize approach rather than the discretize-then-optimize ap-
proach, see e.g. [7].
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3 COMPUTATIONAL REDUCTION: REDUCED BASIS METHOD
Our reduced approach to parametrized optimal control problems takes advantage of – and
suitably extend – reduced basis (RB) methods, originally developed for rapid and reliable solu-
tions of parametrized PDEs [24, 20]. The method is built upon (and does not replace com-
pletely) the classical FE truth approximating spaces of (typically very large) dimension N
already introduced and is based on the use of snapshot FE solutions of the optimal control
problem, corresponding to certain parameter values, as global approximation basis functions
previously computed and stored.
The reduced basis method provides an efficient way to compute an approximation xN(µ) of
xh(µ) (and related value of the cost functional) by using a Galerkin projection on a reduced
subspace made up of well-chosen FE solutions, corresponding to a specific choice SN =
{µ1, . . . ,µN} of parameter values. In order to guarantee the well-posedness of the RB approx-
imation (see [17, 18] for further details about this aggregated approach) we define the state,
adjoint and control RB spaces as follows:
YN ≡ QN = span{yh(µn), ph(µn), n = 1, . . . , N},
UN = span{uh(µn), n = 1, . . . , N}.
Moreover, let us denote XN = YN × UN . The RB approximation of (6) reads as follows: given
µ ∈ D, find (xN(µ), pN(µ)) ∈ XN ×QN such that{
A(xN(µ), w;µ) + B(w, pN(µ);µ) = 〈F (µ), w〉 ∀w ∈ XN ,
B(xN(µ), q;µ) = 〈G(µ), q〉 ∀q ∈ QN .
(9)
The algebraic counterpart of the variational problem (9) is given by the following reduced linear
system: (
AN(µ) B
T
N(µ)
BN(µ) 0
)
︸ ︷︷ ︸
KN (µ)
(
xN(µ)
pN(µ)
)
=
(
FN(µ)
GN(µ)
)
︸ ︷︷ ︸
bN (µ)
. (10)
The matrix KN is still symmetric, with saddle-point structure and, although being dense rather
than sparse as in the finite element case, has dimension 5N × 5N, independent of the FE space
dimensionN . Thanks to the (considerably) reduced dimension O(N) O(N ) of the optimal-
ity system obtained from the RB approximation, we can provide both reliable results and rapid
response in the real-time and many-query contexts.
3.1 Offline-Online strategy
While for the construction of the RB approximation spaces – and thus the optimal choice
of the sample points µn, 1 ≤ n ≤ N – we rely on the sampling strategy based on the stan-
dard greedy algorithm [24, 23], to provide the standard Offline-Online computational strategy
we rely on the assumption of affine parametric dependence of the bilinear and linear forms
previously introduced3. In particular, assuming that the bilinear forms a(·, ·;µ), c(·, ·;µ),
m(·, ·;µ), n(·, ·;µ) admit an affine decomposition implies that also the bilinear formsA(·, ·;µ)
and B(·, ·;µ) can be expressed as the sum of products between givenµ-dependent functions and
3If this assumption does not hold, it could be recovered through the so-called Empirical Interpolation Method
(EIM).
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µ-independent bilinear forms. Moreover, since the affine decomposition holds also at the alge-
braic level, we can express the matrix KN(µ) and the vector bN(µ) in the reduced optimality
system as:
KN(µ) =
Qk∑
q=1
Θqk(µ)K
q
N , bN(µ) =
Qb∑
q=1
Θqb(µ)b
q
N ; (11)
where the µ-independent matricesKqN and vectors b
q
N represent the discrete counterparts of the
corresponding bilinear and linear forms, while the µ-dependent coefficients Θq∗(µ) are given
functions. Therefore, thanks to the assumption of affine parametric dependence, we can decou-
ple the formation of the matrix KN(µ) in two stages, the Offline and Online stages, that enable
the efficient resolution of the system (10) for each new parameter µ.
In particular, in the Offline stage, performed only once, we first compute and store the ba-
sis function and form the µ-independent matrices KqN , 1 ≤ q ≤ Qk and the vectors bqN ,
1 ≤ q ≤ Qb. The operation count depends on N , Q∗ andN . In the Online stage, performed for
each new value µ, we use the precomputed matrices KqN and vectors b
q
N to assemble the (full)
matrix KN and the vector bN , and we then solve the resulting system to obtain (xN ,pN). The
Online operation count depends on N and Q∗ but is independent of N .
3.2 Reliability
In the RB framework a posteriori error estimation plays a crucial role in order to guarantee
the efficiency and reliability of the method. As regards efficiency the error bound is essential in
the sampling procedure: the application of the estimator permits an exhaustive exploration of
the parameters domain in order to select properly the basis functions. As regards reliability, at
the Online stage for each new value of parameter µ ∈ D, the a posteriori estimator permits to
bound the error of the RB approximation with respect to the underlying truth approximation.
Since saddle point problems are a particular case of weakly coercive (usually called noncoercive
in the RB context) problems, the construction of an error estimator for the optimal control
problems here considered can be carried out by using the Babusˇka stability theory. In this way
we can also exploit the analogies with the RB scheme proposed to treat parametrized Stokes
equations in [23]. In particular, we can provide [17, 18] a rigorous and inexpensive (i.e. N -
independent) a posteriori error bound ∆N(µ) such that(‖xh(µ)− xN(µ)‖2X + ‖ph(µ)− pN(µ)‖2Q)1/2 ≤ ∆N(µ), (12)
where
∆N(µ) =
‖r(·;µ)‖
βLB(µ)
. (13)
The estimator (13) is based on two ingredients: a lower bound βLB(µ) for the Babusˇka inf-sup
constant βh(µ) of the left-hand side operator in the optimality system (7) and the dual norm of
the residual of the optimality system, defined as
r({w, q};µ) = 〈F (µ), w〉 − A(xN(µ), w;µ)− B(w, pN(µ);µ)
+ 〈G(µ), q〉 − B(xN(µ), q;µ), ∀{w, q} ∈ Xh ×Qh. (14)
Both the quantities can be computed exploiting an efficient Offline-Online strategy, thus en-
abling their inexpensive evaluation in the Online stage; in particular the calculation of the lower
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bound βLB(µ) can be carried out using the natural norm successive constraint method [23]. Us-
ing the same ingredients, we can also construct a rigorous and inexpensive a posteriori error
bound ∆JN(µ) for the error on the cost functional, i.e.
|J (xh(µ);µ)− J (xN(µ);µ)| ≤ ∆JN(µ), (15)
where in this case
∆JN(µ) =
1
2
‖r(·;µ)‖2
βLB(µ)
. (16)
4 PARAMETRIZED FORMULATION AND GEOMETRICAL TREATMENT
We briefly recall how the parametrized formulation (3) can be obtained, in the (less obvious)
case of a geometrical parametrization; other parametrizations, involving e.g. boundary condi-
tions or physical parameters, are in fact more direct to obtain.
Let us assume that the original domain Ωo = Ωo(µ) depends on a set of parameters: since
the RB framework requires a reference (µ-independent) domain Ω in order to compare, and
combine, FE solutions that would be otherwise computed on different domains and grids, the
original Ωo(µ) has to be mapped to a reference domain, in order to get the parametrized “trans-
formed” state problem (3) – and thus the parametrized optimal control problem (2), which is the
point of departure of RB approach. For the sake of the applications addressed, the construction
of a parametric mapping related to geometrical properties can be managed following two dif-
ferent strategies [14], based on (i) patches of local affine mappings combined within a domain
decomposition approach (see Section 6) or (ii) global nonaffine mappings (see Section 5).
Let us consider, for the sake of simplicity, a distributed control over the whole domain, and a
linear elliptic state operator of order two, giving an advection-diffusion-reaction equation4. The
“original” problem (subscript o) is as follows:
min
yo,uo
Jo(yo(µ), uo(µ)) s.t. Bo(yo(µ), uo(µ), q) = 〈Go(µ), q〉, ∀q ∈ Q(Ωo(µ)), (17)
with
Bo(yo, uo; qo) = a(yo, qo)− c(uo, qo),
where ao(·, ·) is a linear elliptic operator and co(·, ·) expresses the action of the control:
ao(y, q) =
Kdom∑
k=1
∫
Ωko(µ)
(
∂y
∂xo,i
νo,kij (µ)
∂q
∂xo,j
+ qχo,ki (µ)
∂y
∂xo,i
+ yηo,ki (µ)
∂q
∂xo,i
+ yq
)
dΩo,
co(u, q) =
∫
Ωo(µ)
uqdΩo.
Here we consider a domain decomposition Ωo(µ) = ∪Kdomk=1 Ωko(µ) consisting of mutually nonover-
lapping open subdomains, such that
Ωko(µ) = T
k(Ωk;µ), 1 ≤ k ≤ Kdom;
moreover, νo,k : R2 × D → R2×2, 1 ≤ k ≤ Kdom, are parametrized (symmetric positive
definite) conductivity/diffusivity tensors, while χo,k : R2 × D → R2, ηo,k : R2 × D → R2,
4Definition of functional spaces and differential operators follows the same notation of Section 2, but refers to
the original domain Ωo(µ). We focus here on the differential operators appearing in the state problem, since the
same procedure can be easily applied to get the transformed version of the cost functional as well.
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1 ≤ k ≤ Kdom, are two parametrized vectors, representing transport/convective terms.
By identifying y(µ) = yo(µ) ◦ T (·;µ) and tracing ao(y, q) back on the reference domain Ω, it
follows that the transformed bilinear form a(·, ·;µ) : X ×X → R can be expressed as
a(y, q;µ) =
Kdom∑
k=1
∫
Ωk
(
∂y
∂xi
νkij(µ)
∂q
∂xj
+ yχki (µ)
∂q
∂xi
+ yηki (µ)
∂q
∂xi
+ yq|JkT (µ)|
)
dΩ, (18)
where νk(x; ·) : D → R2×2, 1 ≤ k ≤ Kdom, are parametrized tensors given by
νk(x;µ) = (JkT (x;µ))
−Tνo,k(µ)(JkT (x;µ))
−1|JkT (x;µ)| (19)
where JkT (x;µ) : R2 ×D → R2×2 is the Jacobian matrix of the map T k(·;µ), defined as
(JkT (x;µ))ij =
∂(T k)i
∂xj
(x;µ) (20)
and |JkT (x;µ)| : R2 × D → R its determinant. In the same way, χk(x;µ) : D → R2,
ηk(x;µ) : D → R2, 1 ≤ k ≤ Kdom, are parametrized vectors, given by
χk(x;µ) = (JkT (x;µ))
−Tχo,k(µ)|JkT (x;µ)|, ηk(x;µ) = (JkT (x;µ))−Tηo,k(µ)|JkT (x;µ)|,
whereas
c(u, q;µ) =
Kdom∑
k=1
∫
Ωk
uq|JkT (µ)|dΩ.
Hence, the original problem has been reformulated on a reference configuration, resulting in
a parametrized optimal control problem where the effect of geometry variations is traced back
onto its parametrized transformation tensors. A priori, parametrized tensors depend both on the
parameter µ and the spatial variables x ∈ Ω; however, in the affine case they depend just on
the parameter components, allowing to write the affine formulation (11) by simply expanding
the expression (18) in terms of the subdomains Ωk and the different entries of the tensors. The
same transformation can be operated on the quadratic cost functional or if the problem accounts
for nonlinear terms.
On the other hand, if the problem is not affinely parametrized (e.g. when the geometrical
transformation is not affine), the parametrized tensors in (18) depend both on the parameter µ
and the spatial coordinate x. In this case, the operators can not be expressed as in (11) and
we thus need an additional pre-processing, before the FE assembling stage, in order to recover
the affinity assumption. According to EIM – considering for instance the tensor νk – each
component νkij(x,µ) is approximated by an affine expression given by
νkij(x,µ) =
Kkijl∑
l=1
βijkl (µ)η
ijk
l (x) + ε
k
ij(x,µ); (21)
all the functions βijkl ’s and η
ijk
l ’s are efficiently computable scalar functions and the error terms
are guaranteed to be under some tolerance, i.e. ‖εkij(·;µ)‖∞ ≤ εEIMtol , for all µ ∈ D. In this
way, we can identify the µ-dependent functions βijkl (µ) in (21) as the functions Θ
q
k(µ) in (11),
where q is a condensed index for (i, j, k, l), while the µ-independent functions will be treated
as pre-factors in the integrals which give the µ-independent matrices Kq.
The nonaffine treatment is really important since many problems involving more complex geo-
metrical parametrizations and/or more complex physical properties are hold by nonaffine para-
metric dependence.
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5 APPLICATION TO A SURFACE RECONSTRUCTION PROBLEM
The first problem we consider, originally proposed in [2], deals with the reconstruction, from
areal data provided by eco-dopplers measurements, of the blood velocity field in a section of a
carotid artery: given a set of velocity measurements (in the horizontal direction for example) in
some portions of the domains we aim at reconstructing a global velocity profile on the whole
section. The problem can be seen as a problem of surface estimation starting from scattered
data, with the peculiarity that the estimated surface should preserve a physiological meaning;
therefore the technique employed for the reconstruction should take into account the shape of
the domain and preserve the no-slip condition of the velocity field on the boundary of the do-
main. For this reason, the authors in [2] point out that classical surface estimation methods like
thin-plate splines, tensor product splines, etc, are not well suited to tackle the problem at hand
and therefore they propose to apply a smoothing technique based on the minimization of a suit-
able PDE-penalized least-square cost functional. Here we want to provide a flexible geometrical
and computational framework enabling the rapid resolution of the problem for different shapes
of the carotid sections and for different values of the observations.
Let us describe the problem at hand. We consider a domain Ωo ⊂ R2 (the carotid section) and
we denote with y : Ωo → R the unknown surface that we want to reconstruct starting from a
given set of areal observations {zi}mi=1 ⊂ Rm:
zi =
1
|Ωoobs,i|
∫
Ωoobs,i
y(x) dΩo,
being {Ωobs,i}ni=1 nonoverlapping subdomains of observation given by
Ωoobs,i = {(x1, x2) | (x1 − xi,1)2 + (x2 − xi,2)2 ≤ r2},
i.e. small circles surrounding the observation points xi, see Figure 1. Since the surface we
want to estimate represent the horizontal component of the blood flow in the carotid artery, thus
satisfying a no-slip condition on ∂Ωo, we shall impose the variable y to vanish on the boundary,
i.e. y|∂Ωo = 0. In [2, 22] the authors propose to minimize the following PDE-penalized least-
square cost functional in order to recover the surface y ∈ H20 (Ωo):
min
y∈H20 (Ωo)
J(y) =
1
2
m∑
i=1
∫
Ωoobs,i
|y − zi|2dΩo + α
2
∫
Ωo
(∆y)2 dΩo. (22)
Problem (22) can be easily recast in the framework of linear-quadratic optimal control prob-
lems here considered by defining the control variable u = −∆y and expressing explicitly the
boundary condition satisfied by the state variable y. We end up with the following equivalent
problem: given the domain Ωo and a set of observation values {zi}mi=1,
min
y,u
J (y, u) = 1
2
m∑
i=1
∫
Ωoobs,i
|y − zi|2dΩo + α
2
∫
Ωo
u2 dΩo, (23)
where y = y(u) ∈ Yo is the solution of the following Laplace problem{ −∆y = u in Ωo,
y = 0 on ∂Ωo,
(24)
being Uo = L2(Ωo) the control space and Yo = H10 (Ωo) the space for the state variable. As
already mentioned, our goal here is twofold:
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Figure 1: Reference domain Ω = {(x1, x2) |x21 + x22 ≤ 1} in black, examples of small defor-
mations of the reference domain in red and violet; fixed observation subdomains in blue.
• describe different configurations of the section of the carotid artery through a low dimen-
sional shape parametrization, thus yielding a geometrical reduction;
• apply the reduced basis framework introduced above in order to provide a real-time reso-
lution of the surface estimation problem.
5.1 Geometrical reduction
In order to achieve a strong geometrical reduction and to describe different configurations
of the section of the carotid artery by using only a small number of parameters, we introduce
a suitable shape parametrization based on the free-form deformation (FFD) technique [15].
In particular, the set of admissible shapes is defined as the set of diffeomorphic images of a
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
µ2
µ1
µ3
µ4
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Figure 2: Schematic diagram of the FFD. On the left: reference domain Ω and FFD setting;
control points depicted in red/blue can be moved in vertical/horizontal direction. On the right:
in gray the reference domain Ω, in red a deformed domain Ωo(µg); black control points corre-
spond to the reference shape (i.e. µg = 0), while red control points correspond to the choice
µg = [0.15, 0.1,−0.15, 0.2]. The gray and red dashed circles correspond to the five observation
subdomains in the reference and deformed configurations respectively.
reference domain Ω through a parametrized map T (x;µg) depending on a set of control points
acting as shape design parameters. In our case, the FFD map is built on a 3×3 lattice of control
points on the rectangle [−1, 1]× [1, 1]; the active control points and their allowed displacements
(see Figure 2) are selected in order to describe reasonable and plausible deformations of the
reference circular shape. In the end we use a parametrization with 4 design parameters µg
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representing the vertical/horizontal displacements of selected control points; these parameters
are allowed to vary in the range [−0.15, 0.15], we thus define the geometrical parameters set as
Dg = [−0.15, 0.15]4.
We remark that, since the parametrized map T (·;µg) : Ω → Ωo(µg) is a global geometrical
map, the observation subdomains Ωobs,i are translated and deformed by action of the map itself,
see Figure 2. This kind of behavior is clearly a drawback of the use of the FFD technique and
it should be avoided in view of a realistic application. In fact, considering the functionality
of the clinical device employed to get the measurements, i.e. the eco-doppler, it seems more
reasonable to consider fixed observation subdomains. However, the employment of different
shape parametrization techniques, such as those based on Radial Basis Functions (see e.g. [16]),
should easily permits to overcome the problem.
We denote as a vector of input parameters also the set of observation {zi}mi=1, i.e. we define
the parameters µiobs = zi for 1 ≤ i ≤ m and the observation parameters space
Dobs = [−0.25, 0.25]m.
We finally obtain the following parametrized optimal control problem posed over the original
domain Ωo(µg): given µ = (µg,µobs) ∈ D = Dg ×Dobs,
min
y,u
Jo(y(µ), u(µ);µobs) = 1
2
m∑
i=1
∫
Ωoobs,i(µ)
|y(µ)− µiobs|2dΩo +
α
2
∫
Ωo(µ)
u(µ)2 dΩo,
where y(µ) ∈ Yo is the solution of the following state equation:{ −∆y(µ) = u(µ) in Ωo(µg),
y(µ) = 0 on ∂Ωo(µg).
Defining the adjoint spaceQo = H10 (Ωo) and the product space Xo = Yo×Qo, and introducing
the weak formulation of the state equation (see Section 4), the problem can be expressed in the
formulation (17): given µ ∈ D
min
x(µ)∈Xo
Jo(x(µ);µobs) s.t. Bo(x(µ), q) = 0, ∀q ∈ Qo. (25)
Finally, by tracing back the problem to the reference domain Ω, which is related to the original
domain Ωo(µ) through the parametric mapping T (x;µ), we obtain the parametrized formula-
tion (3).
5.2 Numerical results
We now discuss some computational aspects and the numerical results, illustrating the feasi-
bility of the real-time resolution of the surface reconstruction problem. Computations are based
upon a finite element approximation on P1 spaces for the state, control and adjoint variables;
the total number of degrees of freedom, i.e. the dimension of the space Yh × Uh × Qh, is
N = 34 818, obtained using a mesh of 22 498 triangular elements. The affine approximation
of the parametrized tensors (computed through the empirical interpolation method) entails a
parametrized expression of the matrix and vector in (11) made by Qk = 53 and Qb = 45 terms
respectively. We have first performed a preliminary test fixing the regularization parameter
12
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Figure 3: True error and error estimation between the truth FE approximation and the RB
approximation, for N = 1, . . . , 39. On the left true and estimated error on the solution (13), on
the right error on the cost functional (16). Regularization parameter α = 10−2.
α = 10−2: with a fixed tolerance εRBtol = 10
−2 on the a posteriori error bound, N = 39 ba-
sis functions have been selected by the greedy procedure, thus resulting in a RB linear system
of dimension 195 × 195. In Figure 3 we compare the a posteriori error bound ∆N(µ) with
the true error between the FE solution and the RB solution, and the a posteriori error bound
∆JN(µ) with the true error on the cost functional. The error estimate decreases at the same
5 10 15 20 25 30 35 40
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10−2
10−1
100
101
N
 
 
average error
∆N average
max error
Figure 4: Average computed error and error estimation between the truth FE solution and the
RB approximation, for N = 1, . . . , 42. Regularization parameter α = 10−4.
rate of convergence of the true error and it is sharp enough to enable the construction (via the
greedy procedure) of a reduced space made by a small number of basis functions. However,
independently from the RB approximation, the (relatively high) value used for the regulariza-
tion parameter results in a poor reconstruction of the unknown surface. For this reason, we
have then chosen to use a smaller regularization parameter α = 10−4, enabling a more accu-
rate reconstruction of the surface. In this case, while the true error decreases at the same rate
as in the previous test, the error estimate shows a lower rate of convergence and becomes less
sharp than before, see Figure 4. Therefore, in order to keep a reasonably small number of basis
functions, we have decided to stop the greedy procedure after the selection of N = 42 ba-
sis functions, despite not having reached the desired tolerance; the resulting RB linear system
(10) has dimension 210 × 210. For this case we report the computational details in Table 1.
In Figure 5 some representative examples of reconstructed surfaces obtained through the RB
approximation are given; the average time for a single resolution of the optimal control prob-
lem is around 0.013 s, while the certification of the solution, i.e. the online evaluation of the a
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posteriori error bound5, requires around 1 s. As a comparison we report also the time required
by the FE solver: the resolution of the optimal control problem without any kind of reduction,
nor the shape parametrization neither the affinity approximation, takes more than 30 s, since it
requires every time to build the mesh and assemble the FE matrices; exploiting the geometrical
reduction and the affinity assumption also for the finite element solver permits to solve the FE
approximation in around 1.35 s. Therefore a speed-up of two orders of magnitude is given by
the geometrical reduction plus the affinity approximation, while a further speed-up of around
two orders of magnitude is given by the computational reduction, i.e. the RB method.
Number of FE dof N 3.5 · 104
Number of parameters P 9
Number of RB functions N 42
Affine operator components Qk 53
Affine rhs components Qb 45
Linear system size reduction 160:1
FE full solution tonlineFE (s) ≥ 30
FE affine solution tonlineFE (s) 1.35
RB solution tonlineRB (s) 0.013
RB certification tonline∆ (s) 0.98
Table 1: Numerical details for the surface reconstruction problem in the case α = 10−4. The
RB spaces have been built by means of the greedy procedure and N = 42 basis functions have
been selected. A comparison of the computational times between the online RB evaluations and
the corresponding FE simulations is reported.
Figure 5: Reconstructed surface y for different geometries and observation values, i.e. dif-
ferent values of the parameters µ. In each box we report the observation values on the
right and the reconstructed surface on the left. For instance in the upper boxes the pa-
rameters are equal to µ = (0.1, 0.1, 0.1, 0.1, 0.15, 0.2, 0.15, 0.1, 0.12) on the left and µ =
(0.15,−0.15,−0.08, 0.03,−0.03, 0.1, 0.15, 0.1, 0.12) on the right.
6 APPLICATION TO A BOUNDARY INVERSE PROBLEM
We now consider an inverse boundary problem in hemodynamics, inspired by the recent
works [5, 19]. We consider a simplified model of an arterial bifurcation, the parametrized
5Note however that the online certification is not strictly necessary as long as the greedy algorithm guarantees
that the maximum error over the parameters space is below a desired tolerance.
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computational domain (see Figure 6 on the left) features an inflow boundary Γin, two outflow
boundaries ΓC and the physical wall of the vessel ΓD. The variables of interest are the velocity
v and the pressure p, supposed to obey the steady Stokes equations (as an approximation of the
incompressible Navier-Stokes equations). We suppose to have a measured velocity profile on
the red section in Figure 6, but not the Neumann flux on ΓC that will be our control variable.
Starting from the velocity measures we want to find the control variable in order to retrieve
the velocity and pressure fields in the whole domain. We consider several possible parameters:
geometrical parameters µg (e.g. the length of the branches, the angle of the bifurcation etc.), a
parametrized (µobs) measured velocity profile and a parametrized inflow velocity profile g(µin).
Figure 6 shows the (idealized) real-time data assimilation procedure obtainable via the RB
method.
−4 −3 −2 −1 0 1 2 3
−2
−1
0
1
2
3
Γin
ΓD
ΓD
ΓC
ΓD
ΓC
ΓD
ΓD
ΓD
given new geometrical configuration (µg)
and parametrized measurements µobs
on the red section
Online
vd(µobs)
g(µin)
find the unknown Neumann boundary
condition on ΓC and retrieve the
whole velocity and pressure fields
Figure 1: An (idealized) example of inverse boundary problem in haemodynamics. Given a
geometrical configuration and some velocity measurements on some sections of the domain
(both obtainable via medical image and data assimilation devices, e.g. MRI), we want to
retrieve the whole pressure and velocity fields in order to detect possible pathologies, e.g.
occlusions or flow disturbance in arterial bifurcations.
Figure 6: An (idealized) example of inverse boundary problem in haemodynamics. Given a
geometrical configuration and some velocity measurements on some sections of the domain, we
want to retrieve the whole pressure and velocity fields in order to detect possible pathologies,
e.g. occlusions or flow disturbance in arterial bifurcations. Both the geometry and the velocity
measurements a e bta nable via medical image and data assimilation devices, e.g. MRI; in
particular, the velocity profile can be obtained as the output of a smoothing procedure like the
one described in the previous section.
The parametrized original domain Ωo(µ) is shown in Figure 7: after having fixed the length
and the diameter of the large vessel, we have considered six geometrical parameters µg repre-
senting the height of the upper branch, the angles of the branches with respect to the horizontal
line, the length of the two branches and the distance of the observation line Γoobs from the bifur-
cation. The state velocity and pressure variables {v, pi} satisfy the following Stokes problem in
the original domain Ωo(µ):
−ν∆v +∇pi = 0 in Ωo(µ),
divv = 0 in Ωo(µ),
v = 0 on ΓoD(µ),
v = g(µin) on Γoin(µ),
−pin+ ν ∂v
∂no
= u on ΓoC(µ),
(26)
where u is the control variable; the inlet velocity profile g(µin) is given by a parametrized
Poiseuille parabolic profile while the kinematic viscosity is ν = 0.04 cm2s−1. Then we consider
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(a) Boundary conditions: no-slip conditions on
ΓD(µ), Poiseuille velocity profile g(µin) on Γin,
unknown Neumann flux on the outflow sections.
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(b) Parametrization of the original do-
main.
Figure 7: Original domain Ωo(µ) of the arterial bifurcation.
the following (parametrized) cost functional to be minimized:
Jo(v(µ), pi(µ);u(µ);µ) = 1
2
∫
Γoobs
|v(µ)− vd(µ)|2 dΓo
+
α1
2
∫
ΓoC
|∇u(µ)to|2dΓo + α2
2
∫
ΓoC
|u(µ)|2dΓo, (27)
being to the tangential unit vector to the boundary ΓoC . The first term represents the misfit
between the observed velocity profile and that predicted by the Stokes model, while the other
contributes are regularization terms: the first one penalizing rapid variations of the control vari-
able along the control boundary, the second one penalizing high values of the control variable;
in the following we prefer to penalize rapid variations rather than high values. The observed
velocity profile vd on Γoobs is assumed to be zero in the vertical component, while the horizontal
component is assumed to be given by a linear combination of two cubic polynomial functions
whose weights are considered as parameters (µ7 and µ8). Finally, the parameter domain is given
by
D = {µ = (µ1, . . . , µ8) ∈ R8 : µi ∈ [µm,i, µM,i] ∀i = 1, . . . , 8, }
where
µm = (0.7, pi/7, pi/7, 0.7, 1.5, 1.5, 0, 0.5), µM = (1.3, pi/3, pi/3, 1.2, 2.5, 2.5, 1, 1.5).
In order to formulate the problem as in (17), let us define the appropriate functional spaces
for the pressure and velocity variables, Mo = L2(Ωo) and Vo = [H1ΓD(Ωo)]
2 respectively, where
H1ΓD(Ωo) = {v ∈ H1(Ωo) : v|ΓoD = 0, v|Γoin = 0}.
Then we define the state space Yo = Vo ×Mo, the adjoint space Qo ≡ Yo and the control space
Uo = [H1(ΓoC)]2. In order to recover the formulation (17) we adopt the following correspon-
dences for the trial functions:
y = {v, pi} ∈ Yo, u = u ∈ Uo, p = {λ, η} ∈ Qo,
while we denote the test functions of the adjoint space as q = {ξ, τ} ∈ Qo. Now let Xo =
Yo × Uo and x = (y, u), the problem can formulated as in (17),
min
x∈Xo
Jo(x(µ);µ) s.t. Bo(x(µ), q) = 〈Go(µ), q〉, ∀q ∈ Qo. (28)
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The bilinear form associated to the state equation is given by
Bo(x, q) = ao(v, ξ) + bo(ξ, pi) + bo(v, τ)− co(u, ξ)− 〈fo(µ), ξ〉 − 〈go(µ), τ〉.
where the bilinear forms ao : Vo × Vo → R and bo : Vo × Mo → R are those related to the
laplacian and divergence operators in the Stokes system, the bilinear form co : Uo × Vo → R is
given by
co(u, ξ) =
∫
ΓoC
u · ξ dΓo,
while the linear functional Go = {fo(µ), go(µ)} is due to the non-homogeneous Dirichlet
boundary condition on Γoin. Analogously, as already done in the previous section, the cost
functional (27) can be expressed in the form (5). Then, we build the affine geometrical mappings
as described in Section 4, denoting with Ω = Ωo(µref) the reference domain, by choosing (recall
that µ7 and µ8 are not geometrical parameters)
µref = (1, pi/5, pi/5, 1, 2, 2, ·, ·).
By tracing problem (28) back to the reference domain we obtain the parametrized formulation
(4) and the equivalent saddle-point problem (6), where the affine decompositions (11) holds
with Qk = 71 and Qb = 20. The RB approximation described in Section 3 applies with only
slightly modifications, mainly due to the enhanced strategy that has to be employed in order to
guarantee the stability of the approximation6.
6.1 Numerical results
Computations are based upon a finite element approximation on P2−P1 Taylor-Hood spaces
for the velocity and pressure variables, both for the state and adjoint spaces; the total number
of degrees of freedom, i.e. the dimension of the space Yh × Uh ×Qh, is N = 46 412, obtained
using a mesh of 5 212 triangular elements.
Due to some implementation and computational issues, in this case we avoided to provide
the a posteriori error estimation when performing the greedy algorithm: the basis functions
have been computed in correspondence of a random set of 65 parameter samples. To check the
convergence of the RB approximation we have computed the average error between the truth FE
solution and the RB approximation, as shown in Figure 8. In Figure 9, 10, 11 we report some
representative solutions. For each case we show the geometrical configuration identified by the
chosen geometrical parameters as well as the inflow velocity profile and the desired velocity
profile on Γobs depending on the values of µ7 and µ8; then we show the retrieved velocity and
pressure fields. The Online RB evaluation requires less than 0.1s, since we have only to solve
the low-dimensional RB linear system (however providing also the a posteriori bound should
not require more than a couple of seconds).
7 CONCLUSION
In this work we have presented a reduced framework for the real-time resolution of para-
metrized PDE-constrained optimization problems, which has been applied to some data recon-
struction and data assimilation problems arising in haemodynamics. The RB scheme we have
6Since the state problem is weakly coercive itself (rather then strongly coercive as in the previous example) we
have to fulfill two nested stability condition: the inner one for the Stokes operator and the outer one for the optimal
control problem. The former can be fulfilled by introducing suitable supremizer operators [23], while for the latter
it suffices to use the aggregated spaces defined in Section 3.
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Figure 8: Average computed error between the truth FE solution and the RB approximation.
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Figure 9: Representative solution for µ = (0.7, pi/6, pi/5, 0.73, 2.1, 2.4, 0.25, 1.2). On the left
the input geometrical configuration with plots of the inflow velocity profile and desired velocity
profile on Γobs; on the right velocity [ms−1] and pressure [Pa] fields.
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Figure 10: Representative solution forµ = (1, pi/5, pi/6, 1, 1.7, 2.2, 0.8, 1). On the left the input
geometrical configuration with plots of the inflow velocity profile and desired velocity profile
on Γobs; on the right velocity [ms−1] and pressure [Pa] fields.
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Figure 11: Representative solution for µ = (1.2, pi/6, pi/6, 0.8, 2.5, 2.1, 0.3, 1). On the left the
input geometrical configuration with plots of the inflow velocity profile and desired velocity
profile on Γobs; on the right velocity [ms−1] and pressure [Pa] fields.
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proposed is well suited for the general class of parametrized optimal control problems with lin-
ear constraint and quadratic functional and it provides the usual features of reduced basis meth-
ods; in particular, thanks to the computational strategy employed, the reduced scheme enables
the rapid resolution of the optimization problem, as showed in the applications considered.
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