Classification of breast density is significantly important during the process of breast diagnosis. The purpose of this study was to develop a useful computerized tool to help radiologists determine the patient's breast density category on the mammogram. In this article, we presented a model for automatically classifying breast densities by employing a wavelet transform-based and fine-tuned convolutional neural network (CNN). We modified a pre-trained AlexNet model by removing the last two fully connected (FC) layers and appending two newly created layers to the remaining structure. Unlike the common CNN-based methods that use original or pre-processed images as inputs, we adopted the use of redundant wavelet coefficients at level 1 as inputs to the CNN model. Our study mainly focused on discriminating between scattered density and heterogeneously dense which are the two most difficult density categories to differentiate for radiologists. The proposed system achieved 88.3% overall accuracy. In order to demonstrate the effectiveness and usefulness of the proposed method, the results obtained from a conventional fine-tuning CNN model was compared with that from the proposed method. The results demonstrate that the proposed technique is very promising to help radiologists and serve as a second eye for them to classify breast density categories in breast cancer screening.
Introduction
Breast cancer is the most commonly occurring cancer in women and the second most common cancer overall. There were over 2 million new cases in 2018 [1] .
American Cancer Society screening guidelines for the early detection of breast cancer vary depending on a woman's age and risk [2] . Screening mammography is the primary imaging modality for the early detection of breast cancer. It has been shown to reduce breast cancer mortality by 38% -48% among participants who were actually screened [3] . Masses and microcalcification clusters that appear in mammographic images are an important early sign of breast cancer.
Mammographic images are evaluated by human readers and the reading process is monotonous, tiring, lengthy, and costly [4] . Moreover, due to the high variability of tumor shape, size, and the low contrast between tumor and surrounding breast tissues, manual classification yields significant classification error, in particular, false positives, thereby resulting in an unnecessarily large number of biopsies. To cope with this issue, many researchers have been working on development of computer-aided detection and diagnosis (CAD) systems for mammography [5] - [9] .
CAD systems utilize image processing technique and pattern recognition theory to detect and classify abnormalities in mammographic images, which can provide an objective view to the radiologists [8] [9] . The abnormalities in mammographic images include microcalcification, masses, architecture distortion, and asymmetry. Traditional CAD systems use handcrafted features based on prior knowledge and expert guidance. Although the traditional CAD systems demonstrate superior detection for breast cancers when used in combination with radiologists, they also significantly increase recall rate and have significant differences in false positives [10] . Therefore, accurate detection of breast cancer has remained challenging.
Recent advances in machine learning have opened up an opportunity to address the challenging issue of early detection of breast cancer using deep learning (DL) methods. DL has attracted much attention in many fields, such as image recognition and biomedical image analysis. Convolutional neural network (CNN) is one of the most popular algorithms for DL and has been successfully applied to various fields and has achieved state-of-the-art performance in image recognition and classification [11] [12] . After its success, CNN is also exploited in medical fields, such as image processing and CAD [13] [14] [15] [16] , and it has reached or even surpassed human performance in image detection and classification. Many studies in medical fields have attempted to apply CNN to analyze mammographic images [17] - [26] . These studies mainly deal with the detection of microcalcifications [21] [23] and the classification of malignancy/benignancy for masses/lesions [19] [20] [26] . In particular, classification of breast density, which is an established risk marker for breast cancer, is a more difficult task than detection of microcalcifications.
According to the fifth edition of the American College of Radiology's Breast Open Journal of Medical Imaging Imaging Reporting and Data System (BI-RADS) lexicon [27] , there are four categories for breast density: 1) almost entirely fatty, 2) scattered areas of fibroglandular density (or scattered density), 3) heterogeneously dense, 4) extremely dense. Of these 4 categories, assessment of almost entirely fatty and extremely dense breasts is highly consistent. However, there is greater variability distinguishing scattered density from heterogeneously dense parenchyma [26] [28] [29] .
In general, CNN performs image classification task directly on raw image pixels expressed in the spatial domain. However, in this case, the spectral information content of the image is not utilized in the classification. We consider that further improving image classification performance can be achieved by incorporating spectral feature information enhancing invariance of image features [30] . In this work, we aim to construct an automatic classification system for breast density using a CNN model with wavelet transform (WT) for input data.
As inputs to the CNN, we adopted the use of redundant wavelet coefficients of the segmented images instead of using original images. Our work focused on distinguishing between the two most difficult to distinguish BI-RADS density categories, namely, scattered density vs. heterogeneously dense. In order to demonstrate the effectiveness and usefulness of the proposed method, the results obtained from a conventional fine-tuning CNN model was compared with that from the proposed method.
The remaining of this paper is organized as follows. Section 2 describes the image data set used in the experiment and the algorithm of the proposed method. Section 3 presents the experimental results and comparison with a commonly used CNN model. Section 4 brings the discussion of the results. Section 5 draws the conclusion of this work.
Material and Methods
We utilized AlexNet [31] which is a well-known CNN model for classification of breast density. The AlexNet, which has been pre-trained with ImageNet [32] , consists of five convolutional layers and three fully connected (FC) layers. In this work, we constructed a new CNN network by utilizing the earlier layers of the pre-trained AlexNet. The dataset used, extraction of image spectral information using wavelet transforms, and the architecture of the proposed fine-tuned CNN model are described below.
Dataset
The image dataset used was mammogram X-ray DICOM images acquired from
The Cancer Imaging Archive (TCIA) [33] . TCIA is a large archive of medical images of cancer, accessible for public download. Thus, ethics issues do not arise in this work and the requirement to obtain informed consent was waived.
The dataset used include images with or without microcalcification/mass. It contains benign and malignant cases with verified pathology information. In this Open Journal of Medical Imaging study, 650 images each of scattered density and heterogeneously dense (a total of 1300 images, up to 2 images from the same patient) were collected. Out of the collected images, 585 images each were used for re-training (a total of 1170 images) and 65 images each (a total of 130 images) were used for validation/testing.
The collected images were manually segmented by a certified breast specialist to remove non-breast tissue areas. Because the collected images vary in dimensions, the segmented images are not the same size. Figure 1 shows an example of the segmented images.
Extraction of Image Spectral Information Using Wavelet Transforms
In this study, two-dimensional (2D) WT technique was used for extracting spectral information of original images. In the medical fields, 2D WT has been applied to data compression, image enhancement, noise removal, etc. [34] . In the wavelet analysis, an image is initialized at level 0. [35] . In general, when WT is performed on a given image of size N × N, the sizes of the four decomposed components are reduced to N/4 × N/4. One of the shortcomings of the decimated WT is that it is not shift-invariant. As a result, disappearance [35] . There are different wavelet basis functions like haar wavelet, daubechies wavelet, biorthagonal spline wavelet, coiflet wavelet, meyer wavelet, etc. In this study, daubechies order 2 (db2) was used. There is a reason for using db2. Since db2 is a compactly supported orthogonal wavelet, we consider that the coefficient values which might be able to distinguish features of interest can be obtained. 
Architecture of the Proposed Fine-Tuning Convolutional
Neural Network AlexNet input starts with 227 by 227 by 3 images (3 channels). Thus, the collected images varying in size (see Figure 1 ) were resized to a smaller resolution of 227 × 227 using bicubic interpolation. Wavelet coefficients used as 3-channel input data in the proposed method were a combination of LL, LH, and HL components at level 1. To compare with the proposed method, the pixel values of 3 identical, original mammographic images were also used as inputs to the same network.
The re-training plus fine-tuning steps employed in our proposed method are described as follows.
Step 1: Remove the last two FC layers from the pre-trained AlexNet model.
Step 2: Build two new FC layers. Apply dropout with a probability of 50% immediately prior to each of the two FC layers to randomly deactivate the units.
This gives different weights in each re-training process and results in increasing generalization performance. Apply L2 norm regularization to each layer to prevent over-learning and to improve generalization performance.
Step 3: The two newly built FC layers are appended to the remaining structure of AlexNet model which has been pre-learned on ImageNet database [32] .
Step 4: The wavelet coefficients of LL, LH, and HL components at level 1 are considered as inputs to the modified model for re-training and validation/testing. As a result, a modified CNN model, our proposed model, is constructed.
We applied 10-fold cross-validation for the network re-training: dividing all the 1300 collected images randomly into 10 sets with an equal number of images in each set, each time using nine sets (1170 images) for re-training a leaving one set (130 images) for validation/testing. The validation set was used to check the accuracy of the re-training process and to determine if there is an overfitting. In the re-training process, optimization of the hyper-parameters was performed using a stochastic gradient descent method. Here, Cross entropy cost function was used. Mini-batch size was 30. We adjusted the weight learn rate factor and bias learn rate factor to speed up the learning in the new final layers. For choosing the optimal number of epochs, accuracy was validated after each iteration round. Re-training will be stopped after ten consecutive iterations when the accuracy is no longer improving. Figure 3 shows the flow chart of the proposed method. Figure 3(a) is the pre-trained AlexNet model which was designed for a 1000-class classification task. Figure 3(b) is the basic architecture of the proposed method. The input of the proposed network used for classify two categories is wavelet coefficients of mammographic images.
Results
Two confusion matrices for classifying two categories of breast density, i.e., scattered density (DB2) and heterogeneously dense (DB3) are given in Figure 4 . Open Journal of Medical Imaging shown in the figures, The AUC of DB2 and BD3 obtained by the proposed method was 0.964, respectively, and that by the compared method was 0.948, respectively. Figure 6 shows an example for verifying the effectiveness of the proposed method. Figure 6(a) is an original image. 
Discussion
As shown in Figure 4 , the proposed method achieved an overall accuracy of is 88.3% as compared to the compared method of 85.4%. The proposed method showed a statistically significant difference (P < 0.01), and suggesting its effectiveness. The recall of BD2 of the proposed method and that of the compared method were 88.5% and 86.6%, respectively. Similarly, the recall of BD3 of the proposed method and that of the compared method were 88.2% and 84.3%. As for the precision of BD2 and BD3, the proposed method achieved 88.2% and 88.4%, the compared method reached 84.7% and 86.3%, respectively. As a whole, the proposed method outperforms the compared method in terms of recall and precision.
Oshima et al. [36] used AlexNet model to classifying four categories of mammary gland density in mammograms and the accuracy achieved 82.3%. Koshidaka et al. [37] reported a method for automatic classification of mammary gland density in mammograms using CNN model. In this report, three categories It is obvious from Figure 5 that the ROC curves for BD2 and BD3 using the proposed method show higher true positive rates when false positive rates are low as compared to the compared method. The corresponding average AUCs are 0.964 and 0.948, respectively. The results indicate that the proposed method outperforms the compared method. Mohamed et al. [26] investigated a deep learning-based approach using CNN to classify DB2 and DB3 categories. In their report, a total of 22,000 images were used. The AUC was 0.9421 when trained on 7000 images. Since the datasets used in this investigation and in our study are different, it may not simply compare the results obtained by the two methods. In spite of this situation, the effectiveness of the proposed method is demonstrated. Figure 6 gives an overview of visualized features that the proposed network learned. It can be seen from Figure 6 that the proposed network detects more detailed features at deeper layers. It is obvious from Figure 6 (b) and Figure   6 (c), with the use of the proposed method, the wavelet coefficients show good Open Journal of Medical Imaging response to some specific kernels. In contrast, when using the compared method, the original image responds to almost all kernels, however, the degree of activation is considerably low. Figure 6 (d) and Figure 6 (e) show that more image features were detected when the proposed method was used. Same tendency was visually verified at the second to fourth convolutional layers. Thus, it is reasonable to say that whether effective features can be finally extracted or not depends on the selected information inputting to the initial layer of the CNN model employed. The comparison of our results to that obtained from the methods reported in the literature [26] [36] [37] suggest the superiority of the proposed method and its potential for improving the accuracy of classification of breast density categories.
Our study has some limitations. First, the wavelet basis function used was db2.
It is undeniable that the use of other basis functions may lead to better results.
We plan to investigate the effect on classification performance by selecting other wavelet basis functions and pursue to design a new architecture to further improve classification performance. Second, in this work, we used the pre-trained AlexNet model to classify breast density. In our future, we plan to utilize other CNN architectures, such as GoogLeNet, ResNet and SENet for classification performance comparison. Third, the number of images used for re-training was limited to 1170 images. Increase in the number of training images is necessary for further studies.
Conclusion
In this work, we proposed a fine-tuning method that utilized the pre-trained network based on AlexNet model. We modified the pre-trained AlexNet model by removing the last two fully connected layers and appending two newly created layers to the remaining structure. Unlike the common CNN-based methods, we adopted the use of level 1 redundant wavelet coefficients as inputs to the network. Experimental results demonstrate that the proposed method achieves encouraging classification performance in differentiating scattered density and heterogeneously dense. We believe that our proposed method will provide a promising computerized toolkit to help radiologists and serve as a second eye for them to classify breast density categories in breast cancer screening.
