This paper describes a complete laser-based approach for tracking the pose of a robot in a dynamic environment. The main novelty of this approach is that the matching between consecutively acquired scans is achieved using their associated curvature-based representations. The proposed scan matching algorithm consists of three stages. Firstly, the whole raw laser data is segmented into groups of consecutive range readings using a distance-based criterion and the curvature function for each group is computed. Then, this set of curvature functions is matched to the set of curvature functions associated to the previously acquired laser scan. Finally, characteristic points of pairwise curvature functions are matched and used to correctly obtain the best local alignment between consecutive scans. A closed form solution is employed for computing the optimal transformation and minimizing the robot pose shift error without iterations. Thus, the system is outstanding in terms of accuracy and computation time. The implemented algorithm is evaluated and compared to three state of the art scan matching approaches.
Introduction
One of the key functions in an autonomous mobile robot is to keep track of its pose-position and orientationwhile moving. To achieve this relative localization and to reduce the increasing error from the use of dead reckoning, it is common that the robot carries external sensors, like a 2-D laser range finders, to perceive the environment. Environment perceptions taken from different locations and instants of time could be matched and then it would be possible to update the position estimate according to the matching results. It can be noted that the goal of this matching process would not be directly to build an accurate map, but rather to ensure a stable and fast localization, regardless of the robot speed and without any restrictions of the covered distance. 9 To achieve that, the scan matching techniques estimate the robot displacement between two instants of time * Corresponding author. E-mail: pmnt@uma.es by directly comparing the perceived scans. Thus, they can be used, for instance, to improve the performance of navigation approaches which try to solve the simultaneous localization and mapping (SLAM) problem. The SLAM problem has received considerable attention over the last decade and different solutions have been proposed. 3, 6, 11 The difficulty of the SLAM approach lies in the fact that an accurate estimation of the robot trajectory is required to obtain a good map. As has been pointed out by several authors, it is possible to reduce the localization error due to slippage using scan matching algorithms as an improved odometry. 8, 12, 15 One of the main differences between the existing scan matching algorithms is their usage and not their features extracted from the raw data, as line segments or corners. 9 Thus, in structured environment it can be assumed that the existence of polygonal elements can be extracted from the data and can be used to align the scans. 5, 7 These methods are efficient and reliable and, therefore, they have been widely used to provide robot self-localization in these environments. However, these geometric items are not present in unstructured environments. To deal with these situations, a second category of raw data matching techniques which work without explicit geometric interpretation has been developed. 14, 16 However, most of these point-to-point methods have been designed for situations in which the environment is static during the measurement process. Therefore, dynamic items (e.g. people or objects moving around the robot) can lead to serious errors in the pose estimation. 2 Independently of the chosen strategy, it would be desirable that a scan matching algorithm handle the following three demands 2 :
1. Eliminate scan points associated to dynamic objects in the environment or otherwise the result will be incorrect. 2. Match in structured and unstructured environments. 3 . Provide information about the uncertainty of the estimated robot pose.
This paper proposes a novel scan matching approach based on the curvature information associated to the scan (named CF-SMA, from Curvature Function-Scan Matching Algorithm). This algorithm can deal with dynamic, structured or unstructured environments. Besides, it obtains an uncertainty matrix for the robot pose. In this approach, the fast and robust correspondence between two consecutive scans is achieved from the matching of characteristic points extracted from pairwise curvature functions. The representation of the laser scan data using a set of adaptively estimated curvature functions was originally proposed by the authors in a previous work. 13 In this paper, this concept is applied to the efficient matching of laser scans. Experimental results show that the performance of the proposed approach is high in terms of precision and computational cost. Thus, the method has been successfully compared to other similar approaches. T , can be used to update the robot pose and, therefore to provide an alternative source of information to the robot odometry (in fact, this relative displacement will be usually more reliable than the odometric information provided by proprioceptive sensors, which could be affected by sliding errors). Given a pose and the estimated relative shift p r , the updated pose p The main limitation of scan matching approaches is that the quality of the matching process is crucial for an accurate estimation. In fact, a bad association between two consecutive scans provokes a significant robot pose error which is non-recoverable in most of the situations. 2 Thus, a significant advance in these scan matching algorithms is the possibility of removing those outliers points or features which increases the pose error. The approach described in this paper proposes a curvaturebased scan matching algorithm which removes those features which can increase the robot pose error. As can be noted in Fig. 1 , the proposed approach consists of three independent stages. Next, a brief description of the modules depicted in Fig. 1 is provided:
Proposed Method
• CF-SMA1. At the first stage, the current scan, C, is segmented into groups using a distance-based criterion. Then, the curvature function for each group is computed (see Fig. 1 ). This curvature function is calculated using an estimator which adapts itself to the local surrounding of the studied range reading. This segmentation process is described with details in a previous work.
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• CF-SMA2. A correlation matrix which measures the similarity between the sets of curvature functions associated to the current scan and to the previously acquired scan (denoted as reference scan, R) is built. This matrix allows to select pairwise curvature functions and removes isolated groups which will not be included in the robot pose estimate process. In order to perform this calculation in a fast and robust way, the approach implements a FFT algorithm which allows to compare curvature functions only using products. The output of this stage are two subsets of corresponding points, C ⊆ C and R ⊆ R, which permit to compute the pose shift as the optimal transformation mapping C onto R .
• CF-SMA3. Finally, the best local alignment between consecutive scans is obtained using C and R . Here, a closed form solution is employed for computing the optimal transformation, improving computational time of the scan matching algorithm. Robot's pose is updated according to Eq. (1) and current scan is saved as the new reference scan (R ←− C).
Next subsections present a detailed description of each stage. In order to improve the understanding of the proposed algorithm, Table I summarizes the main symbols used in this paper. Fig. 1 . Overview of the scan matching algorithm proposed in this paper. The method uses three consecutive stages in order to obtain the best alignment between consecutive scans. ϕ , respectively. The proposed scan matching approach is based on the matching of physical entities of the scene which are present in both scans. From this matching, the search of pairwise points can be derived. Therefore, it will be necessary to obtain a complete description of the environment which allows to identify a set of distinguished entities. To obtain this description, the scan is firstly segmented using the adaptive breakpoint detector. 4 This detector proposes that two consecutive range readings belong to the same segment if the distance between them is less than a variable threshold, instead of a constant one. Since the sensor angular increment is constant, this threshold will only depend on the range scan distance. The threshold value can be determined from the geometrical scheme shown in Fig. 2 . In this figure, it is defined as a virtual line which passes through the scan point ρ l−1 making an angle λ with respect to the scanning direction ϕ l−1 . This angle will represent the worst case of incidence angle of the laser scan ray with respect to a line for which range readings are still reliable. Its value will be determined with user experience. Under this constraint, with some assumptions and further mathematical development, the adaptive breakpoint detector specifies that two consecutive range readings belong to different segments if
where ϕ is the laser angular resolution, λ is a user-specified constant parameter and σ ρ the range standard deviation of the sensor measures. The presence of this value in the equation allows to encompass the stochastic behaviour of ρ l . 4 Points which belong to the same segment i in the current scan are associated to one element of the environment. If each group of points is characterized by a curvature function, c i = {η
}, where η i l value is the curvature index associated to the range reading l of the segment i, then the whole scan will be described by a set of N c curvature functions, C cf = {c i | i = 1, . . . , N c }. Curvature functions basically describe how much a curve bends at each point. Peaks of the curvature function correspond to the corners of the represented curve and their height depends on the angle at these corners. Flat segments whose average value is larger than zero are related to curve segments and those whose average value is equal to zero are related to straight line segments. Thus, the curvature function can be used as a descriptor of the current scan segment. In this case, the curvature estimator is a modified version of the adaptive method described in ref. [13] . With respect to the previous version, this new algorithm reduces the computational load characterizing each range reading by a unique value (k i ). In the previous work, the algorithm calculated the maximum lengths of the laser scan presenting no discontinuities on the right and left sides of the range reading (named k f and k b , respectively), and used them to obtain two vectors which allowed to calculate the curvature value. Let {(x, y) l|l=1,...,N R } be the Cartesian representation of the range images, where x l = ρ l cos ϕ l and y l = ρ l sin ϕ l ; the method used to calculate the adaptive curvature function for each extracted segment consists of the following steps:
1. Calculation of the maximum length of laser scan presenting no discontinuities on the right side of the working range reading l, k l . This is obtained as the largest value that satisfies:
where d(l, j ) is the Euclidean distance from range reading l to range reading j , and U k is a threshold value which allows the smoothing of the noise associated to the laser data acquisition. As can be noted in Eq. (3), the k l value is then adaptively selected according to the surrounding of each range reading l. 2. Estimation of the curvature angle associated to each range reading l, denoted as ϑ l . According to the previous k l value, this angle ϑ l can be obtained as (see Fig. 3 ): 3. Calculation of the curvature index associated to each range reading l. This value can be estimated using the equation:
Figure 4a illustrates this segmentation stage for a real scan of a structured environment. As is shown, eight distinct segments are defined in the figure. Isolated group of points are removed using a constraint related to the size of each segment. 13 In Fig. 4b , the absolute value of the curvature functions associated to each scan segment in Fig. 4a is shown. 
CF-SMA2. Points matching from two consecutive scans
As aforementioned, the proposed approach is based on the idea that the tracking of physical entities of the scene can be carried out by matching the sets of curvature functions associated to two successively acquired scans. Thus, C cf is compared to the set of curvature functions from reference scan, R cf . If the number of groups in this reference scan is N r , and being N r R i the number of range readings for each one of these segments, R cf is defined as
}. For the sake of efficiency and robustness, instead of considering all the points of the set of pairwise curvature functions, P cf , a second matching step is used to search for corresponding points in P cf . Then, in order to ensure the quality of the scan matching algorithm, the proposed approach divides the matching stage in two steps. Firstly, the matching of curvature functions is obtained in a fast way using the Fourier domain. Next, the second matching step consists of matching points from the set of corresponding curvature functions. Only these pairwise points are used to obtain the estimated displacement p r . (1) Matching of the curvature functions associated to the current and reference laser scans. Once the curvature functions associated to each group of the reference scan R and current scan C have been obtained (Section 2.1), a matching is performed between both the sets to obtain a first estimation of the transformation that maps C onto R. This transformation will roughly correspond to the movement of the robot between the acquisition of these scans. To match these two sets of curvature functions, a matrix of possible matching pairs is built. The element υ ij of this matrix is defined by the similarity measure between two curvature functions. A fast way to measure the similarity of two curvature functions is to work on the Fourier domain, where correlations are transformed into products. 1 In order to achieve this transformation with a low computational time, FFT is used. It implies that the length of each curvature function must be previously normalized to a value of 2 n (e.g. 64, 128 or 256). Then, the correlation index or distance function, υ ij , is defined as (6) where IFFT is the Inverse Fast Fourier Transform, and c i ∈ C cf and r j ∈ R cf . When all correlation indexes have been calculated, the maximum value of this correlation matrix is found for each row (υ max ij ) and the corresponding curvature functions of C and R are matched if this value is higher than a previously defined threshold U c . This value U c is imposed to eliminate matched curvature functions with a low value of correlation index. The described process is iteratively applied to obtain a set of pairwise curvature functions, 
(7) Figure 5 shows a fragment of the scan presented in Fig. 4 and the associated curvature function. For this scan, in Fig. 5b , the algorithm detects two characteristic points (values of curvature function upon U p ). Range readings A = (x a , y a ) and B = (x b , y b ) marked in Fig. 5a are associated to The robustness and accuracy of the proposed method is based on these two described matching steps. Figure 6 shows two fragment of consecutive scans and their associated curvature functions. Matched points of these curvature functions are presented in Fig. 6b . Corresponding Cartesian co-ordinates points are marked in Fig. 6a . In this case, N t = 65 and N l = 2 (being n value equal to 30. Obviously, the N t value depends on the number of data points on the left and right sides of the characteristic points).
CF-SMA3. Calculation of the relative translation and rotation
The purpose of the matching process described in Section 2.2 is to provide a set of good quality matches which allows to calculate the estimated pose of the robot. Two constraints are imposed to an optimal scan matching algorithm: (i) to be fast and (ii) to be accurate in the matching process in order to avoid mistakes in the calculation of the relative displacement. These two constraints are solved using the two matching steps defined in Section 2.2. Besides, the proposed method obtains an optimal transformation for mapping the current scan onto the reference scan using a closed form solution. In this way, the algorithm minimizes the displacement error without iterations, improving the computational cost. 9 The solution of this problem consists of solving the minimization of the error function: 
where p r = ( x r , y r , θ r ) T describes the estimated relative shift which allows to estimate p r t+1 from p r t . An extended development of the optimization problem described in Eq. (10) is detailed in ref. [9] . In that work, authors obtain a closed-form expression which allows to compute the rotation and translation matrices according to the set of matched points, instead of employing an iterative minimization algorithm. Thus, after computing the pose shift p r as the optimal transformation, the robot pose is updated using the Eq. (1) and the current scan is saved as a new reference scan (C ←− R). Convergence of the solution is ensured due to the non-iterative method used by the scan matching algorithm to estimate the robot displacement. 9 Finally, to correctly integrate the scan matching process into other navigation tasks, such as a SLAM algorithm, it is necessary to know the statistical properties of the estimate robot displacement, p r . Thus, in SLAM, the probability error distribution associated to the proposed approach is needed to use the pose provided by the scan matching algorithm in the SLAM stochastic process. This error distribution is considered as Gaussian noise, and it is represented by a covariance matrix, which indicates the quality of the pose estimation. In fact, high values on the main diagonal of the covariance reflects an increase in the uncertainty. In order to obtain the error covariance matrix of the pose estimation, the technique described by Lu and Milios 10 is used. In this work, the theory of linear regression is applied on a scan matching algorithm to derive the covariance matrix of the robot displacement analytically. Equation (10) 
The above equation is linear, and thus, it is possible to use the linear regression analysis to calculate an optimal estimate of the covariance matrix associated to the robot displacement 10 :
being σ 2 the variance of the measurement laser error, supposing Gaussian with zero mean. In ref. [10] , the authors † Typical values for θ r are small due to the frequency of acquisition of consecutive laser scans.
propose an estimate of the σ 2 value:
where E min (b) is the minimum error according to the estimate robot displacementb. Thus, the covariance matrix of the estimatorb is a 3 × 3 symmetric matrix whose diagonal elements are the variances of the three-parameter estimator and whose off-diagonal elements are their correlations: 
Results
The described scan matching algorithm has been tested in various real environments. Our Pioneer 2-AT robot is equipped with a SICK Laser Measure System LMS200 and an embedded Pentium III-1000 MHz. The field of view is 180
• in front of the robot and up to 8 m distance. The range samples are spaced 0.5
• , all within the same plane. Figure 7a shows the robot used in the experiments.
The experiments are focused on the evaluation of the proposed method in terms of robustness, accuracy and processing time in dynamic environments. Besides, a comparative study with the main scan matching algorithms has been provided. Previously, this section explains how the parameters of the proposed algorithm have been adjusted.
Estimation of parameters
The proposed method requires choosing values for a set of parameters. The main parameters described in this paper are:
1. The parameters σ ρ and λ used by the breakpoints detector. 2. The threshold value which determines the noise level tolerated by the adaptive curvature detector, U k . 3. The minimum correlation index value to be considered as pairwise curvature functions, U c . 4. The parameter U p , defined as the minimum value of a curvature function to be considered as a characteristic point of the scan laser.
5. The number of points at right and left sides of the characteristic point used by the closed form to determine the relative displacement, n. 6. The threshold S min which rejects pairwise characteristic points with low strength.
As was described in Section 2.1, the process to obtain the values for σ ρ and λ is based on the previous work of Borges and Aldon. 4 These values have been fixed to 0.005 m and 10
• , respectively. The threshold value U k is used to eliminate spurious noise of the laser scan. In order to set it correctly, a set of real plane surfaces has been scanned at different distances from the robot. In these planar surfaces, the values must be fixed to do not detect any local peak. This simple experiment has provided a U k value equal to 1.0. This value has been used in the experiments described in this paper.
A similar experimental process has been used to obtain the values for U c and U p . The first one is employed to improve the correlation process, thus pairwise curvature functions whose associated correlation index is lower than U c are discarded (residual noise in the FFTs). On the other hand, U p is used to detect characteristic points of the laser scan. In this case, a set of real surfaces has been scanned at different distances. In these situations, the values must be fixed to match both, the curvature functions and to detect most of the characteristic points of the scans. From this test, U c and U p values have been fixed to 0.4 and 0.2 rad, respectively.
Next, the value of n is calculated. It must be noted that a low value of n implies few points to be used in Eq. (8) and thus, estimated pose results can be inaccurate. On the contrary, a high value of n includes too much points in the estimation process, increasing the computational load of the algorithm. In short, the value of n must be selected taking into account these situations. After several tests where the ground truth was known, it has been found that an n value equal to 30 reduces the displacement errors at an acceptable computation time.
Finally, the threshold S min value was selected to 0.2. To do that, a set of consecutive scans has been considered at different robot position (distance and orientation). The matching process between characteristic points was analysed with details, S min being selected in order to reject pairwise points with small correlation value which would be wrong solution.
Experiments with ground truth
The experiments reported in this section focus on two aspects of the estimation performance: the accuracy of the displacement estimates and the robustness with respect to errors due to dynamic objects in the scene. To test the proposed algorithm, two experiments are achieved. The first experiment consists of matching two consecutive scans acquired in the same robot location, (x r , y r , θ r ) T = (0, 0, 0) T , the difference being between one scan to another due to the sensor's noise and the presence of people moving in the robot surrounding. Next, to the second scan is applied a random rotation and translation (the average values of the random translation and rotation are 100 cm and 15 • (see Fig. 7b ). After applying the experiment 1000 times in this scenario, the final average displacement error was limited to x r = 12 mm, y r = 22 mm and θ r = 0.12
• . In this particular case, the average number of matched points N t associated to the set of pairwise curvature functions was 245.
The second experiment compares the overall accuracy of the algorithm. The experiment consists of a set of consecutive scan (1100 scans) acquired in a static environment. The robot was tele-operated with small displacements (rotations and translations) around its initial position p • . Results of the estimate robot pose were x r = 29 mm, y r = 26 mm and θ r = 3.9
• . Figure 7c illustrates the resulting map after applying the proposed scan matching algorithm (dark grey color) and the resulting map only using the odometric information (light grey color).
A comparative study
Given the settings and specifications described in Section 3.1, the Pioneer 2-AT robot has been tele-operated into two different indoor scenarios: the research area at the Telecommunication Engineering School (University of Málaga) and the ISIS Group Laboratories at the Andalusian Technology Park (Málaga). The first test area is used to test the described approach in a static environment, meanwhile in the second experiment some people were walking around the robot, simulating a dynamic environment. The comparative study is based on the accuracy, robustness, processing time and easiness of the implementation. The methods used in this comparative study have been provided by Gutmann's implementation (see ref. [7] for more details): Iterative Dual Correspondence (IDC), Cox Algorithm 5 and Histogram scan matching. 16 IDC consists of matching raw data of both scans without features detection, e.g. all points of the scans are used on the matching process. The matching problem is solved by two rules: the closest point rule and the matching range rule. On the contrary, Cox Algorithm extracts lines from reference scan and subsequently matches data points of current scan to these lines. Finally, the Histogram scan matching defines an angle and x-y histograms from both scans and compare them using a cross correlation function. The covariance matrix of the robot displacement estimate is directly provided by Gutmann's implementation, which uses the same method described in ref. [10] . This was one of the reasons to use this method in the proposed scan matching algorithm (Section 2.3). Thus, the displacement estimate error of the proposed approach is easily compared with the other scan matching algorithms of this comparative study. Figure 8 shows the results of the proposed method for the first test area. The experiment was made up of 325 consecutive scans where the robot moves along approximately 60 meters. The collected data was analysed by the different scan matching algorithms. As is illustrated in Fig. 8a-d Table II . Accuracy and average time comparison of scan matching algorithms in the first test area (Fig. 8) . Tables II and III It must be noted that dynamic objects are also represented in the figure (grey points), but this information has been correctly discarded by the proposed algorithm. Figure 9b illustrates the trajectories calculated by different algorithms, including the proposed approach. Table IV compares the average time needed to calculate the trajectories from the dynamic environment described in this section. Besides, Table III . Maximum errors in the first test area (Fig. 8) . Tables IV and V summarize the numerical results of the accuracy of each scan matching algorithm similar to Tables II  and III . It can be appreciated that the proposed algorithm is computationally faster and accurate than the other methods. This is due to the non-iterative nature of the algorithm and due to the fact that it uses a few but accurate matched points for the calculation of the relative displacement. Robustness to dynamic objects in the scene and possible correspondence errors is improving in the described scan matching algorithm, as can be appreciated in Fig. 9b . Finally, Table VI compares the easiness of each implementation (defined as the number of parameters in the algorithm needed to be tuned, τ ). Classic IDC approach and Cox's algorithm employ as input parameters the maximum number of iterations and the minimum error which describes the convergence of the method (translation and rotation minimum errors). Besides, both the methods include a set of filters to improve the results (a projection filter and a median filter, basically). Finally, Cox's method uses a line extraction method for making the Cox algorithm suitable for the scan matching. On the other hand, Histogram scan matching algorithm also includes a line extraction method for reducing errors due to isolated peaks in the histogram associated to measurement errors. Then, it only needs to apply histograms to the consecutive scans in order to estimate the displacement. In this comparative study, only those parameters which describe a correct operation of the algorithms have been taken into account. As was commented in Section 3.1, the designer has to select values for the distinct scan matching steps in order to obtain a reliable set of matched points. For this reason, the proposed approach needs to set more parameters (τ = 7) than the other approaches. These parameters are easy to design and their values are selected according to the explanation described in Section 3.1. However, there are some considerations to be taken into account, since the success of the proposed approach depends on the number of points which takes part in the matching process and this value is dependent on some parameters (e.g. U p , n or S min ). The experiments described in this section demonstrate that the correct selection of these values leads to acceptable operation in different environments.
Maximum errors

Conclusions
This paper proposes a new scan matching approach which computes the transformation between the current and the reference scans in three stages. Firstly, a segmentation stage is conducted to divide the whole scan in a set of segments associated to physical entities of the robot surrounding. Then, the curvature function associated to each segment is computed according to a modified algorithm of the previous work presented in ref. [13] . Curvature functions are invariant with respect to rotation and translation and they can be quickly computed. Therefore, the second stage of the approach matches curvature functions of both scans providing a global estimation of the scan matching. Next, the algorithm chooses characteristic points in corresponding curvature functions as features to estimate the final robot pose shift. Finally, the use of a closed-form solution to calculate the updating of the pose and the definition of pairwise points using curvature functions improve the computational load of the complete algorithm. Besides, the uncertainty of the estimate robot displacement is provided in order to test the accuracy of the approach.
We have implemented and tested the technique in several experiments, in order to measure the robustness, accuracy and computational time of the whole scan matching algorithm. The approach has been compared with other classic scan matching algorithms into real dynamic and static environments (IDC, Cox and Histogram methods provided by Gutmann's implementation 7 ). According to the comparative study results, the described approach improves these classic scan matching algorithms working in static and dynamic environments in accuracy, robustness and time processing. Future works are focused on the implementation of a SLAM algorithm using the pose information estimate and on testing it in a dynamic and unstructured environment.
