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Abstract—This paper presents the software responsible for the
design and execution of the experiments in the Bose-Einstein
Condensate and Cold Atom Laboratory (BECCAL) mission, an
experiment with ultra-cold and condensed atoms on the Inter-
national Space Station. The software consists of two parts: the
experiment control software and the experiment design tools.
The first corresponds to the software running on the payload
and is in charge of controlling and executing the experiments,
while the latter are the tools used by the scientists to create the
experiment definition that will be later uploaded to the instru-
ment to be executed. To overcome the challenge of developing
software with such complexity, it was decided to follow a model-
driven development approach. Several domain-specific lan-
guages (DSLs) have been created to allow scientists to describe
their experiments in a domain-specific way. These descriptions
are then uploaded and executed by different interpreters on-
board. The paper details the architecture of the experiment
control software and the different modules that compose it,
as well as the developed languages and tools used to describe
new experiments. The paper also discusses and evaluates some
important aspects of the software, such as how resilient it is
to failures, as well as the advantages and disadvantages of the
selected approach compared to other approaches used in similar
missions. The developed software will also be used for the
MAIUS-2/3 missions.
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1. INTRODUCTION
The NASA-DLR Bose-Einstein Condensate and Cold Atomic
Laboratory (BECCAL) [1] aims at conducting experiments
with ultra-cold and condensed atoms on board the Interna-
tional Space Station (ISS). Its goal is to enable fundamental
research as well as advance technological development by
satisfying a wide range of experimental needs. The unique
microgravity environment on board the ISS will contribute
to these goals by providing prolonged times of free fall and
observation.
The payload operation will be done in collaboration with
scientist from many different institutions, and the aim is to
enable all participants to design and execute their experiments
on the instrument. Finding a common framework to be
used by all scientists to develop new experiments for the
apparatus can be a difficult task. The developed tools should
be powerful enough to create any possible experiment as well
as simple enough to be used by any user without in-depth
knowledge of the hardware. Additionally, the tools must
prevent the user from designing experiments which could
harm the apparatus.
This paper presents the software tools responsible for the
design and execution of the experiments in BECCAL: The
experiment control software and the experiment design tools.
The first one is the software running on the payload and
is in charge of controlling and executing the experiments,
while the latter are the tools used by the scientist to create
the experiment definitions that will be later uploaded to the
instrument to be executed.
Both inherit from the software [2] used in the MAIUS-
1 sounding rocket [3] mission, the first to create a Bose-
Einstein Condensate in space. While in the case of MAIUS-
1, the microgravity phase, in which the experiments were
executed, was only a few minutes long, in BECCAL this time
will be much longer. This will allow for longer and more
complex experiments, which the experiment control software
will need to support.
The main difference of the software with respect to its
predecessor is the possibility to add or modify experiment
descriptions without the need of recompiling the software.
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This is achieved by using interpreter engines which inter-
pret textual experiment descriptions and execute them after
successful sanity checks. This is a feature that was not
needed for MAIUS-1 due to the limited scope of the mission,
but for a multi-user facility such as BECCAL, this becomes
mandatory.
The software implements several other features to meet the
new mission requirements, such as support for new hardware
compared to the MAIUS-1 mission as well as updating third
party frameworks and libraries to their latest version. Also,
since the experiment will be a payload on board the ISS, the
overall system has to fulfill the necessary safety requirements.
To this end, the design and code quality of the overall
software have to meet the required standards.
The remainder of this paper is organized as follows. Section
2 gives a brief overview of related work. Section 3 describes
the experiment control software. Section 4 gives a summary
of the languages used to design the experiment. Section 5
introduces the experiment design tools. Section 6 presents
some results on some important aspects of the software.
Finally, Section 7 states the conclusions and future work.
2. RELATED WORK
On-board software for spaceborne experiments is usually
written using languages such as C or C++. One of the reasons
for this is the flexibility and performance provided by these
languages [4]. However, if non-computer experts, such as
in this case, need to contribute to the software, by creating
new experiments, the use of these languages can become a
problem due to their complexity. One solution for this are
Domain Specific Languages (DSLs) [5]. Such languages are
usually designed for a specific project and have the advantage
of introducing only a reduced set of elements. This makes
them easy to learn and use. Descriptions written using these
languages can then be used to generate code to be compiled
with the rest of the software or alternatively they can be
executed by an interpreter.
These languages often make use of a Model-Based Software
Development (MBSD) approach to specify its syntax through
a precise and concrete language model. Apart from provid-
ing a high level of abstraction and making them platform
independent, this approach has other advantages such as
reduced manual implementation of interfaces and increase
maintainability [6]. The reason for this is because the model
becomes the single point of truth and redundancies can be
substantially reduced.
Modeling languages such as the Unified Modelling Lan-
guage (UML) and System Modelling Language (SysML)
have proven to be invaluable tools for designing complex
systems [7] [8]. Modeling languages can have a textual or
graphical representation. For the second one, a good example
is MATLAB/Simulink, which allows to graphically specify
software components to later generate source code from it.
Overall, the use of such languages is a good fit for BECCAL,
where non computer experts need to collaborate and the tools
have to be as accessible as possible. As we will see, BECCAL
implements different Domain Specific Languages (DSLs),
both graphical and textual to easily create new experiment
definitions. These languages are designed specifically for the
project at hand, which makes them easier to use due to their
reduced set of elements.
The presented approach differs from the one used in similar
missions such as NASAs Cold Atom Laboratory (CAL) [9]
[10]. In CAL, experiments are designed and controlled
using LabVIEW taking advantage of its wide availability in
industry as well as its easy to use interface. However, such
approach usually requires access to a graphical session on the
computer running the experiments, either via direct access
or using a remote desktop sharing environment. This costs
bandwidth and may be subject to delays, possibly making it
difficult to operate remotely. On the other side, our approach
offers similar advantages without such burden.
The described approach also differs from the one used in
MAIUS-1 as mentioned in the introduction. Since experi-
ments are not converted to C++ to be compiled together with
the flight software but instead are saved as a textual file to
be interpreted on-board. For MAIUS-1, compilation was
feasible due to its short flight duration on a sounding rocket.
However, a multi-user facility such as BECCAL requires easy
uploading and change of experiments. The main advantage
of this approach is that it allows adding new experiments
descriptions without having to restart the software. On the
other side, before interpreting them, extensive sanity checks
need to be performed in case there could be errors with the
experiment descriptions or input parameters. The resilience
of the software due to possible errors in the experiment
descriptions is evaluated in Section 6.
Another alternative used by other complex experiment con-
trol software for physical experiments is to use high-level
languages such as Python, which may be seen as more
accessible and simpler than C or C++. An example of this can
be found in the JOKARUS [11] mission, a compact optical
iodine frequency reference for a sounding rocket, in which
Python was used to program the control software. However,
the use of these languages usually implies a higher memory
consumption and a decrease in performance compared to low-
level languages, which sometimes cannot be afforded.
Another interesting example is Orocos [12], an execution
environment for building real-time robotics, which allows
to control robots by using a different DSL, which are later
interpreted using a Lua scripting engine. This approach is
very similar to ours, however the use of custom scripting
languages instead of a general purpose one such as Lua al-
lowed us to tailor the interpreters and syntax of the languages
themselves to our needs and optimize it.
3. EXPERIMENT CONTROL SOFTWARE
The experiment control software is the software running on
the on-board computer of the experiment. It has direct com-
munication with the experiment electronics and its task is to
execute the experiment descriptions as well as to record data
from the different subsystems. The software is controlled and
monitored through the ground control software. Due to the
large amount of experiment hardware and domains involved,
a model-driven approach was chosen for its development.
This model-driven approach is used for the hardware drivers
and the experiment description part of the software. For this,
a minimal core system of the on-board software provides the
necessary interfaces to implement drivers and experiments.
These descriptions are generated by the engineers and sci-
entists using different DSLs. For the drivers, the generated
code is compiled with the rest of the flight software since the
hardware will not change during the experiment lifetime. The
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experiment descriptions are saved in a textual form to be later
interpreted by different interpreters, which are part of the core
software.
Figure 1: Experiment Control Software Architecture
Figure 1 shows the main building blocks of the software
and their inter-dependencies. Starting from the bottom, we
have the controllers for the experiment hardware. We can
distinguish between two types: The Stack Manager han-
dles custom-built hardware using drivers auto-generated from
hardware descriptions provided by the engineers. The Driver
Manager handles off-the-shelf hardware such as cameras via
drivers manually coded. On top we have the different Inter-
preter Engines, which interpret and execute the experiments
descriptions written by the scientists as well as the module
in charge of scheduling the execution of the experiments.
Finally, both above and to the right we have the core modules
of the software, which performs tasks such as logging as well
as command and data handling.
Communication between the different modules is realized by
the “Tasking Framework” developed by DLR [13] which has
been successfully used in the MAIUS-1 mission and other
DLR projects [14]. In this framework, modules are connected
through so-called channels (represented as arrows in Figure
1). These are unidirectional and handle a certain datatype
that has to fit the input and output slots of the connected
modules. In BECCAL these datatypes are called packets.
Tasking Framework follows an event-driven approach, which
means that when a module receives a new packet a response
procedure will be triggered.
These modules can be gathered into different groups de-
pending on their functionality. Namely four groups have
been identified: Telecommunication, Experiment Execution,
Hardware Management, and Data Management. Next, each
of these groups is described.
The Telecommunication group handles all communication
that is exchanged live with the Ground Control Software. It is
in charge of accepting telecommands from ground and send-
ing back telemetry packets. The received telecommands are
checked for validity and forwarded to the responsible module
for further processing. Telemetry data from other software
modules is packaged into telemetry packets according to the
communication protocol and sent to ground. It is also the
responsibility of the Telecommunication group to monitor the
state of the ground connection and reestablish it in case the
connection is lost.
The Experiment Execution group is separated into two levels:
sequences and graphs. Sequences are essentially building
blocks of the experiment and are used to carry out actions
on the experiment hardware. The graph chains multiple
sequences into a full experiment cycle and even allow for
a certain amount of flow control depending on measured
conditions. Both the sequences as well as the graphs are
saved as files and are loaded by the Experiment Execution
group. The Experiment Execution group contains all software
parts necessary to ensure the correct execution order of the
experiment. This includes the interpreter for the experiment
sequences and graphs as well as the control flow defined
therein. The group then passes the actions to the Hardware
Management group for execution.
The Hardware Management group is the only software that
directly access the experiment hardware. It is responsible for
controlling the stack electronics as well as the cameras and
other hardware operations. Additionally, to the control of the
experiment hardware, this module also collects raw data from
the electronics and the rest of the hardware and send it to the
Data Management group.
The Data Management group processes all raw data that
is collected from the hardware. This group does not have
direct access to the hardware and it receives the raw data
from the Hardware Management group. The group converts
the incoming raw data into the respective physical units.
Additionally, to the conversion of raw numeric data, the Data
Management module is also responsible for downscaling
images for the live telemetry downlink.
The processed data is then distributed threefold: It is partly
fed back to the Experiment Execution group to determine the
experiment flow. Parts are sent to the Telecommunication
group and then processed as live telemetry data for the ground
station. This also includes low resolution versions of the
acquired images. Finally, the full set of data, including full
resolution images, is saved to the file system and can be
downloaded during idle periods of the experiment.
A special group, which does not appear in Figure 1. It is
the Watchdog group, which is not part of the experiment
control system but of the Failure Recovery System. The main
purpose of the module is to monitor the remaining groups
and report and restart them if one of it is failing. To this end,
this uses a Failure Detection Isolation and Recovery (FDIR)
strategy.
The on-board computer running the experiment control soft-
ware uses a standard Linux operating system. Uploading the
experiment files and download of scientific data can be done
using standard file transfer protocols like Secure File Transfer
Protocol (SFTP). The system also allows carrying out main-
tenance such as software update through direct access to the
computer using protocols such as SSH.
4. EXPERIMENT LANGUAGES
This section goes into more details regarding the different
languages used to describe experiments. In total five different
languages have been developed, which can be split into two
domains: electronic domain and experiment domain. The
languages corresponding to the electronics domain are used
to provide hardware definitions that will be used to generate
source code. Whereas the languages corresponding to the
experiment domain are used to describe the experiments to
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be executed on the hardware and are the languages that this
paper will focus on. This domain is formed by three DSLs.
First, is the Sequence DSL, which is an abstract description of
the behavior of a single step of the experiment. Additionally,
to prevent repeating code, Sequences are subdivided into
Subsequences as many parts of sequences will be repeated
and only differ by parameters or timing. This corresponds
to the Subsequence DSL. The last layer of the model is a
graphical representation of the experiment flow called Ex-
periment Execution Graph, which is designed as a binary
decision graph. This can be seen in Figure 2.
Figure 2: Developed Domain Specific Languages
The syntax of the Sequences, Subsequences and generated
experiment execution graphs is based on YAML (YAML
Ain’t Markup Language). The main reasons why it was
chosen was because it was found to have a good trade-off be-
tween human and machine readability. Although it is possible
to edit these files manually, it is intended that the creation of
new experiments is done through the experiment design tools
presented in Section 5. These tools provide verification and
validation, warning the user of possible errors, and simplify
the overall process of creating new experiments.
Communication of the sequences with the electronics is done
through the so-called channels and they are the basic elements
to interact with the experiment hardware. There are two types
of channels: output channels, which change some physical
parameter (actuators) and input channels, which measure
a certain parameter (sensors). In a sense, sequences and
subsequences can be seen as a precise timing description of
the state of the apparatus, where each step describes which
and how a channel is modified. On the other side, graphs can
use input channels to read the current state of the apparatus
and decide what next step to take.
In Figure 3 we can see an example of a subsequence file. The
structure of sequences and subsequences is fairly similar and
a brief description of the structure for both is given below.
A sequence can contain parameters, constant channels and
subsequence elements. Each of them is described below.
Also, a sequence should have a unique name and identifier.
Optionally, it is possible to specify a description for the
sequence and the date when it was created or modified. After
these, one can specify the parameters that the sequence takes.
The value that each parameter takes can then be specified
when running the sequence. If no value is specified or the
value is not within defined bounds, the default value is used.
After the parameters, one can specify constant channels.
These are channels that remain constant during the execution
of the sequence. Its value can be of three types: boolean,
float or ramp. Finally, one can specify subsequences. In
order to define which subsequences should be executed, first
name: TestSubseq




Analog0: {default: 0.0, max: 10.0, min: -10.0}
Analog1: {default: 0.0, max: 10.0, min: -10.0}





- {name: AnalogOut00, value: 0.0}
- {name: AnalogOut01, value: 0.0}
- {name: AnalogOut02, value: 0.0}
- time: 0.1 + Time
slotname: SetValuesAnalog12
channels:
- {name: AnalogOut00, value: Analog1}
- {name: AnalogOut01, value: Analog2}
Figure 3: Example Subsequence File
it needs to be specified the time when they should be executed
followed by the subsequence name. Note that the time should
be greater than the previous subsequence time plus the time it
takes for such subsequence to execute.
Similar to a sequence, a subsequence may contain zero or
more parameters, and slots elements. Each of them is de-
scribed below. Also, each subsequence should have a unique
name. In the same way as the sequence, a subsequence starts
with its metadata fields, i.e., its unique name and optionally
description and date. The init option is used to specify if the
channels will be called in init mode. While sequences are
comprised of subsequences, subsequences are comprised of
slots. Each slot allows one to specify a set of channels that
needs to be called at a certain period of time. The value for
these channels can be a parameter, float or bool.
As seen in Section 2, the use of DSLs has several advantages.
However, it also limits what is possible to do with them.
Thus, there are certain sequences that are not realizable using
this syntax and had to be coded directly using C++. These
sequences are called Untimed Sequences and are compiled
together with the flight software. The normal sequences
are known as Timed Sequences. An example of Untimed
Sequences is the sequence in charge of locking the lasers to
the right frequency.
It is foreseen that a pool of commonly used sequences and
subsequences (both timed and untimed) will be shared with
the experiment developers containing basic functionalities
such as taking a picture. Then this pool can be used as
basic blocks to create more complex experiments using them
as basic elements for the graphs. While additional timed
sequences will be able to be created using the experiment
editors, new untimed sequences will need to be coded by the
payload developers.
The graphs on the other side are graphical representations
designed as a binary decision graph. Similar to UML ac-
tivity diagrams, graphs are represented by boxes and deci-
sion points. Each decision point is shaped like a rhombus
and has a binary output (true or false). The output will
depend on the evaluation of the expression inside the decision
point. Graphs can have different types of boxes, these are:
assignment boxes, where an assignment to a parameter can
be done; sequence boxes, which can call a given sequence;
subgraph boxes, which can call another graph and scan-fit














Figure 4: An Example Experiment Execution Graph
of different parameters that the sequence takes. Depending
on the type of box it will have a different color or shape.
Elements are connected together through arrows and each
element can only be connected to another element. Figure 4
visualizes an example sequence-graph with two entry-points.
A graph can be started from either of these entry-points, and
a graph execution terminates at an end-point.
Apart from sequences and control blocks, the graphs can
also include other special components. One of the most
important are the so-called scan-fit blocks. These allow to
scan a sequence with different values for certain parameters
and optimize them by analyzing the output of the sequence
being run. These have been substantially improved with
respect to the previous version flown in MAIUS-1 allowing




description: 'An example test graph'
date: '02/09/2020 10:36:30'
globals:
glob1: {default: 1.0, max: 2.0, min: -1.0}
glob2: {default: -1.0, max: 2.0, min: -1.0}
points:
- {id: 0x00000000, next: 0x00000101}
- {id: 0xFFFFFFFF, next: 0xFFFFFFFF}
- {id: 0x00000001, next: 0x00000102}
controls:
- {id: 0x00000104,

















Figure 5: A Generated Flow File Example
In order to be interpreted, graphs are translated into so called
flow files. Similar to sequences, flow files are also based on
YAML and they are an element representation of graphs. Fig-
ure 5 shows an example of one of these files. All the elements
are grouped based on these basic types. In this case, entry
points, sequences, subgraphs and control blocks. Assignment
blocks are translated into control blocks, and scan-fits are
generated into subgraphs in which basic elements emulates
the behavior.
5. EXPERIMENT DESIGN TOOLS
The experiment design tools are used by the scientist to
design new experiments. They support the scientist with
designing a formally correct experiment which later can be
uploaded and executed on the payload. There are two main
tools: the Sequence GUI and the Experiment Editor. Both
software packages provide graphical user interfaces to assists
physicists to design complex experiments. The Sequence
GUI has been used to design the Sequences and the Subse-
quences, whereas the Experiment Editor is used to design the
experiment execution graphs. In addition, the Sequence GUI
can also be used to locally control the experiments by directly
uploading sequences to the apparatus. Both tools are foreseen
to be delivered to the scientists as a single package. A more
detailed description of both tools is given below.
Figure 6 shows a screenshot of the Sequence GUI, where
values for different channels of a subsequence are displayed
with GUI controls inside slots, allowing for easy editing of
subsequences. Triggers and digital channels are displayed as
buttons, while inputs for analog channels allow floating point
numbers with optional parameters. On the top, subsequence
parameters can be added, removed or changed.
Figure 6: Screenshot Sequence GUI
An additional GUI element shown in Figure 7 allows arrang-
ing and parameterizing subsequences into sequences.
The Sequence GUI is intended for the design of sequences
and subsequences, while experiment execution graphs are
designed using the Experiment Editor explained below. Since
sequences can only write to analog and digital items but
not read from them, they cannot react to the current state
of the experiment. This behavior is achieved through the
experiment execution graphs by passing different parameters
to the sequences they call depending on the current execution
state.
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Figure 7: Sequence GUI Timeline
Input errors such as invalid values for physical channels
or overlapping subsequences are checked at runtime and
immediate feedback is given to the user with details about
the errors. These checks are powered by the same hardware
definitions that are used by the experiment control software.
Therefore the hardware definitions are used as the single point
of truth throughout all software tools.
The Sequence GUI is written in Python with Qt bindings for
the GUI elements, which allows for high-level graphics sup-
port as well as easy debugging and extensibility by scientists.
The experiment editor is based on Java/Eclipse and provides
installable features with plugins. This modular approach
allows to have an incremental development workflow, so
that features could be added or updated conveniently as per
the new requirements from the scientists. The experiment
editor follows a model-driven development methodology and
is built on top of Virtual Satellite 4 (VirSat4) [15], an
open source software for model-based systems engineering
(MBSE). The MBSE approach in the development increases
productivity by allowing source code, test files, as well as
documentations to be generated automatically from the data
model of the system. To that end, the experiment editor
provides textual as well as graphical DSLs to describe and
configure the model i.e. the experiment execution graph.
Moreover, through the import mechanism sequences and
hardware DSLs can be linked to the model. New textual
DSLs have been developed to define condition expressions,
assignment expressions, and the scan-fit operation.
Figure 8: Screenshot Experiment Editor GUI
Figure 8 shows a screenshot of the experiment editor GUI,
where an example experiment execution graph can be seen.
An example scan-fit operation using the respective DSL can
be seen in the bottom panel. The panel on the left shows the
project tree and the one on the right shows the palette. The
user can choose elements from the palette and click anywhere
on the graph to create it and connect them using the connec-
tors. All graphs start at an entry point and end at the end-
point. Each of these blocks can be customized individually by
opening them in an editor. A double-click on the DSL blocks
(assignment, control, and scan-fit) opens the respective DSL
textual editor, whereas, for other blocks the respective editor
GUI is open. A graph instance can be configured by creating
a graph configuration for it. A graph configuration holds an
instance of all global parameters associated with the graph.
Initial values of the global parameters can be assigned in
the graph configuration. The flow files are generated from
the graph configuration triggering a generator. A flow file
is generated for the graph and all other graphs which are
subgraphed by the configured experiment execution graph.
Furthermore, all scan-fit operations are treated as a subgraph
and they are also serialized into individual flow files.
6. RESULTS
The BECCAL instrument is scheduled to be launched and
integrated on the ISS in 2024 and planned to be operated for
several years. In order to support such long lead times, the
experiment control software as well as the experiment design
tools need to be developed with long time maintainability
in mind. For the experiment control software, this was
comparably easy to achieve. It mostly depends on a standard
C++ compiler and libraries provided by the operating system,
which will be available given common support schedules of
commercial Linux operating systems.
For the experiment design tools, this was more difficult to
achieve since GUI components are often subject to constant
progress and changes. We therefore use Virtual Satellite as
a base-platform for our new tools, which is developed by
DLR. It is a strategic software product for DLR’s model-
based systems engineering effort which ensures long-term
maintenance. The GUI elements for the Experiment Editor to
create and manipulate graphs had to be re-implemented based
on Graphiti, a more modern and future-proof framework than
the Eclipse Modeling Framework (EMF) used in MAIUS-1.
Similarly, the Sequence GUI is updated to the most recent
version of Python and corresponding Qt bindings. In both
cases, care was taken to keep continuity in the user interface.
A first version of the new BECCAL software, both experi-
ment control software and experiment design tools, have been
disseminated to scientists working with a laboratory setup.
The received feedback from the experts who use the tools
through different interviews is very positive.
Although the user interface of the new experiment de-
sign tools were re-implemented in large parts compared to
MAIUS-1, only little time was necessary to train the users
to work with the new user interface. It is now already
part of the daily work in the laboratory. The round-trip
time for experiment changes has been decreased significantly.
Previously, when changes were introduced to sequences or
experiment execution graphs, the experiment control software
needed to be recompiled, which could take up to 20 min in
worst-case scenarios. Recompilation is now only necessary
if changes were made to the control electronics of the ex-
periment which occurs very rarely in the laboratory and will
not occur at all for the final BECCAL instrument. Given
the significant increase in complexity of BECCAL compared
to earlier instruments like MAIUS-1, also longer and more
complex test campaigns in the laboratories are to be expected.
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The achieved time savings in the daily work for the scientists
will facilitate this work greatly.
BECCAL is developed with an international collaboration of
scientists for the experiment design in mind. Being able to
exchange knowledge and experience as well as trace changes
and contributions is therefore necessary. With the new BEC-
CAL software, all experiment input data, i.e., sequences,
subsequences, and experiment execution graphs are now
available as simple text files in YAML format. That means,
common tools for distribution, version control, and data
comparison known from the software development domain
can be used to establish the framework for the collaboration.
The YAML format also ensures a certain level of human
readability of all input data, giving the chance for manual
check, if necessary.
A big change with respect to the MAIUS-1 software is the
fact of using custom interpreters for the DSLs. An interesting
metric is to see how resilient is our software to corrupted
or invalid experiments descriptions as well as invalid input
values to the experiment. In MAIUS-1, if there was a problem
with an experiment definition, this could be notified by the
compiler. However, in BECCAL sanity checks and validation
have to be performed on the fly.
In the case of BECCAL, we can analyze three scenarios. A
first one in which an experiment definition files (sequence,
subsequence or graph) is corrupted and cannot be processed;
a second one, in which an out-of-bounds value for a pa-
rameter is passed to an experiment; and finally, the case in
which a graph goes into an error state due to the dynamics
of the experiment outputting wrong values or entering into an
infinite loop.
The first scenario is easily solved by using a checksum in
the experiment definitions. The experiment control software
computes the hash for the file and checks whether it matches
the provided one. In case the hashes do not match, the defini-
tion is deemed corrupted, the experiment is not executed and
a warning is sent to the experiment operator.
The second scenario is handled on the fly through validators
implemented in the interpreters. When assigning a value
to a parameter, the experiment control software first checks
whether the value is between the defined maximum and min-
imum bounds. If yes, the value is assigned to the parameter.
And if not, the default value is assigned and a warning
message is sent to the operator.
The third case can only be checked through simulation, either
by running it in a simulator or in one of the planned ground
test beds. Future improvement could include to perform a
model checking analysis on the graph. Every experiment
needs to be tested before being uploaded to the ISS, since
there are rare combinations of sequences which could have
the potential to create strong heating and potentially degrad-
ing the experiment performance.
For this reason, experiments will only be allowed to run on
the ISS if they have been tested and qualified by one of the
ground test-beds. For qualification, an operational procedure
is in place which ensures that potentially damaging experi-
ment configurations will not be allowed to be transmitted to
the BECCAL instrument on-board the ISS.
7. CONCLUSION
In this paper, we presented the software responsible for the
design and execution of the experiments in the BECCAL
mission. This is composed of two parts: the experiment
control software, which is the software running on the on-
board computer of the apparatus and is in charge of executing
the experiments, and the experiment design tools, which are
the tools used by the scientist to design new experiments.
Both inherit from the MAIUS-1 software and the main nov-
elty is the possibility to add and execute new experiments
on the fly, this is done by using an interpreter engine which
interprets and executes the experiment definitions without
the need of recompile and restarting the software. At the
moment BECCAL, is expected to fly in 2024. And several
improvements will still be made to the software. However,
part of the software will already be tested for the MAIUS-
2/3 missions, which are expected to fly in 2022 and 2023
respectively.
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