Abstract-We propose a system that employs low-level image segmentation followed by color and two-dimensional (2-D) shape matching to automatically group those low-level segments into objects based on their similarity to a set of example object templates presented by the user. A hierarchical content tree data structure is used for each database image to store matching combinations of low-level regions as objects. The system automatically initializes the content tree with only "elementary nodes" representing homogeneous low-level regions. The "learning" phase refers to labeling of combinations of low-level regions that have resulted in successful color and/or 2-D shape matches with the example template(s). These combinations are labeled as "object nodes" in the hierarchical content tree. Once learning is performed, the speed of second-time retrieval of learned objects in the database increases significantly. The learning step can be performed off-line provided that example objects are given in the form of user interest profiles. Experimental results are presented to demonstrate the effectiveness of the proposed system with hierarchical content tree representation and learning by color and 2-D shape matching on collections of car and face images.
databases (see [1] [2] [3] for recent surveys on image and video indexing and retrieval technologies). These systems may be classified as special and general purpose systems. Special purpose systems include: Xenomania [4] for face image retrieval based on query by example; Trademark image database system [5] for trademark retrieval using shape information; and the Center of Excellence for Document Analysis and Recognition (CEDAR) system [6] for indexing and retrieving documents by understanding captions. General purpose systems include: QBIC [7] ; Photobook [8] ; VisualSEEK [9] , WebSEEK [10] ; Chabot [11] ; Illustra/Virage [12] ; FourEyes [13] ; MARS [14] ; RetrievalWare (Excalibur Technologies Corp.) [15] ; Netra [16] and PicHunter [17] . Some of the recent systems feature "learning behavior" for improved performance. For example, FourEyes selects the most suitable models and similarity measures for retrieval from a "society of models," based on some user-provided positive and negative examples. MARS and PicHunter exploit relevance feedback from user interactions, exhibiting learning behavior. However, they require users to input their preferences manually through graphical user interfaces.
The main difficulty with these systems is that they can automatically describe content using only low-level descriptors (color, texture, shape, etc.), and not semantic descriptors (objects, people, places, etc.) which humans prefer. The goal of this paper is to provide an effective method that can automatically analyze and label images at the semantic-object level by introducing the concept of "learning from examples." A potential application scenario is that a user manually segments and labels main objects of interests in just a few sample images in a large database. Then, the rest are segmented and labeled automatically by learning from the example objects in the manually segmented and labeled images. The extracted information is stored in a hierarchical content tree data structure. To this effect, this paper proposes methods for:
• Hierarchical content description and matching: We propose a hierarchical content representation and a procedure to determine similarity of content by searching this representation in a top-down fashion, i.e., by first matching composite nodes (objects), if they are already formed, to reduce search time, and thereafter, matching combinations of elementary nodes if no match has been established at higher levels.
• Object extraction and labeling by learning from examples: We propose a procedure to automatically construct composite nodes by combining a set of elementary nodes according to given examples or user profiles. This learning behavior is loosely analogous to Lempel-Ziv coding, where combination of symbols are declared as new symbols as they occur. Section II describes the proposed hierarchical representation of visual content and formation of lowest level (leaf) nodes by means of automatic low-level image analysis. The proposed hierarchical matching procedure using color and two-dimensional (2-D) shape cues is discussed in Section III. Section IV addresses high-level node (object) formation by learning from past user behavior. Section V demonstrates the proposed concepts by experimental results. Conclusions are drawn in Section VI.
II. HIERARCHICAL VISUAL CONTENT REPRESENTATION
Most visual objects are composed of sub-objects (or regions), e.g., a car is made of a body, glass windows, doors, tires, etc., which are rigidly connected; and a human body consists of parts which are flexibly connected. Section II-A defines such a content hierarchy, where the lowest level nodes are homogeneous (in some sense, e.g., color or texture) regions. Section II-B presents a low-level image analysis procedure that enables automatic generation of the lowest level (leaf) nodes.
A. Content Hierarchy
We propose to represent an image by a "content tree" [18] , [19] indicating the parent-child relationships between various image regions (nodes), and an adjacency matrix [18] , [19] capturing the spatial relationships between these regions. Let denote the number of regions in the segmentation map of the image, and be the number of levels within the tree. The root node of the tree, at level , corresponds to the whole image. Each leaf node (also called elementary node) represents a homogeneous image region with uniform color or texture as indicated by the image segmentation map, where , , and denote the index of the parent node, level within the tree { } and index of the leaf node { } within level , respectively. Furthermore, an intermediate node (also called composite node), denoted by represents a semantic object in the image, where denotes the object index within level and is the number of nodes within level . Note that denotes the index of the parent node, e.g., the root node can also be denoted by indicating that it is at level one ( ), has no parent ( ), and it is the first node within that level ( ). Composite nodes consist of groupings of elementary nodes or other composite nodes, hence the content hierarchy. The content tree is adequate to represent containment relationship between objects and corresponding elementary regions. On the other hand, the adjacency matrix is such that if is a neighbor of otherwise This representation is illustrated in Fig. 1 . Fig. 1(a) shows a synthetic image with three objects on a uniform background. Fig. 1(b) shows the segmentation map of the image in Fig. 1(a) with low-level regions. Fig. 1(c) shows the adjacency matrix given the segmentation map in Fig. 1(b) . Fig. 1(d) illus- trates the content tree prior to formation of composite nodes, where each low-level region is depicted as an elementary node. The root node , denoted by , is the parent for all elementary nodes { } that are at level . Fig. 1 (e) depicts the content tree including the "house" and "flag" composite nodes and . The composite nodes has the root as parent, and elementary nodes 1, 2, 3, and 4, 5, 6 as children, respectively.
Initially, the content tree consists of only root and elementary nodes. Elementary nodes are automatically constructed based on the segmentation map, with each node denoting a uniform region in the map. Each elementary node may be associated with a number of features and descriptors that characterize its content; e.g., color, texture and shape of the underlying region. For example, the color attribute for an elementary node may consist of the color space, and mean and variance of each color channel, while the shape attribute may be given by a B-spline contour representation as in [20] .
Construction of higher level nodes usually requires either user interaction or learning from examples. We describe a method for generation of composite nodes by learning in Section IV. Composite nodes may also be associated with features and descriptors. For example, the color attribute of a composite node can be more accurately described by a color histogram. This hierarchical description (together with the adjacency matrix) allows access to individual parts of objects (e.g., tires or doors of the car), as well as partial object matching.
B. Formation of Low Level Nodes
We now address the computation of the proposed contentbased hierarchical description starting at the lowest level. We first perform a series of low level image analysis operations to extract: i) a color edge map [21] and ii) a color segmentation map [22] . Traditional color segmentation methods typically create either too many or too few regions, i.e., over-segmentation or under-segmentation. Standard edge detection methods yield unconnected edge maps. To deal with these difficulties, we employ a split and merge procedure to enhance the segmentation map [23] . Finally, regions in the enhanced segmentation map are taken as the elementary nodes of the content tree, whose color, texture, and shape could be analyzed and recorded as specific attributes. A block-diagram of the proposed procedure to initialize the content tree is shown in Fig. 2 . In the following, we elaborate further on each step of the low-level image analysis.
Color Edge Detection: The color edge detection step computes the gradient of multichannel images, as described in [21] . The square root of the largest eigenvalue of the spatial gradient matrix of a multichannel image [21] and its corresponding eigenvector represent the equivalents of the magnitude and direction of the gradient of a single-channel image. An edge map is then estimated by appropriately thresholding the magnitude of the multichannel gradient vector at each pixel.
Color Segmentation: Many color segmentation methods have been proposed [24] , including those based on histograms, minimum volume ellipsoids, fuzzy clustering, competitive learning, and Bayesian estimation using Gibbs random fields (GRF). Here, we adopt the Bayesian approach since GRF modeling of the segmentation field facilitates formation of spatially smooth regions. In particular, we maximize the a posteriori probability of the segmentation field subject to a multidimensional (three-channel) Gaussian image model with space-varying mean and variance. An adaptive "small" class elimination step, designed to obtain a smooth segmentation map, has also been implemented. The reader is referred to [23] for details.
Region Formation by Splitting and Merging: Both region splitting and the edge field generation modules use the magnitude of the gradient map of the 3-channel color image field. Uniform color regions that have at least one edge segment within their boundary are split into multiple regions to provide consistency between the edge map and color segmentation map [23] . We first threshold the color gradient, and label all contiguous regions therein as seeds. The seeds are then allowed to grow in the direction of increasing gradient until all pixels are assigned to one of the seeds. Next, this edge-based region map is overlaid on the color segmentation map, and color regions containing more than one edge-based region are split accordingly. The color-edge integration module performs merging of neighboring regions using a highest confidence decision method. A stability measure provides an indication of whether a region should be merged with one of its neighbors. It is computed based on the edge strength found between two neighboring regions. The proposed procedure [23] merges two neighboring regions when their local means are "similar" and there are no edge elements between them, resulting in a final segmentation map for the image.
Initialization of the Content Hierarchy: Each region in the final segmentation map constitutes an elementary node of the content tree (see Fig. 1 ). The node attributes (e.g., color, shape, etc.) are computed accordingly. The spatial relationship between the nodes is recorded in an adjacency matrix. This content tree containing lowest level nodes may be achieved automatically (in an unsupervised manner), without the need for specific domain knowledge.
III. HIERARCHICAL VISUAL CONTENT MATCHING AND SIMILARITY MEASURES
This section discusses color and 2-D shape matching based on the hierarchical content representation given in Section II. After an introduction to modes of query in Section III-A and the hierarchical matching procedure in Section III-B, we elaborate on particular color and 2-D shape matching measures in Sections III-C and III-D, respectively. The proposed color and 2-D shape-based matching processes form an integral part of the learning process introduced in Section IV.
A. Query Modes
The proposed system enables two types of visual queries: low-level queries at the region level and high-level queries at the semantic object level. High level queries are possible only if image representations already contain composite (intermediate) nodes. Otherwise, the system will allow only low-level queries that attempt to match the query template to all neighboring combinations of elementary nodes in a given database image. The composite nodes are proposed to store the results of such low-level searches for selected objects to enable fast searching of the same (similar) object subsequently (see Section IV).
B. Hierarchical Content Matching
One of the advantages of the proposed hierarchical image description is that it enables matching images/objects at various levels of the hierarchy. Let us consider performing query-by-example in an image database that supports the proposed hierarchical description with composite nodes. The matching of the query template with any database image proceeds in a top-down fashion, where the template is matched against all highest-level (composite) nodes (i.e., objects) in the description of the database image first. If no match has been established at the highestlevel, then combinations of all next lower level nodes (which may still be composite nodes corresponding to parts of an object that consist of multiple homogeneous regions) are considered. The search terminates when all combinations of elementary (lowest-level) nodes (i.e., homogeneous regions) are considered. The matching at each level of the content hierarchy is accomplished by utilizing the appropriate descriptors and similarity measures at that level. Clearly, if database images do not contain composite nodes, as they initially do not, then only low-level searching can be performed. We now discuss computation of color and shape similarity measures for low-level matching.
C. Color Similarity Matching
Since elementary nodes generally correspond to regions with uniform color, we quantify color similarity between two elementary nodes by the distance between the mean colors of corresponding regions. In order to measure color similarity between two composite nodes or between a template and a combination of elementary nodes, we employ the histogram intersection method initially proposed by Ballard et al. [25] . If and denote the color histograms of the template and selected composite node or grouping of elementary nodes respectively, their histogram intersection is defined as [25] where we assume both histograms contain bins. While this similarity measure is fairly simple, it is remarkably effective in determining color similarity between images of multicolored objects.
D. Two-Dimensional Shape Similarity Matching
A variety of 2-D shape representation and matching techniques based on local features, template matching, Fourier descriptors, generalized Hough transform, moment invariants, modal matching, finite element analysis, local and differential invariants are available, which are invariant to size, position, and/or orientation (see [20] , [26] , and [27] for comprehensive surveys). Here we employ modal matching [20] to locate all translated, rotated and scaled instances of a template within a given image, where each region or combinations of neighboring regions (corresponding to elementary or composite nodes) constitute "potential" objects. To this effect, the boundary of the query template, as well as each potential region or group of regions is approximated by B-splines. A modal shape description [20] , [28] is then employed to establish correspondences between the template boundary points and those of the potential object. These correspondences are used to compute affine parameters, which, in turn, are employed to map the image onto the template domain. Finally, the Hausdorff distance between the template contour and that of the mapped region or group of regions under investigation is computed to determine their similarity. The outcome is a table where each region or group of regions is given a similarity measure to the template under consideration. This table is arranged in increasing order from the most similar region or group of regions, as indicated by the smallest Hausdorff distance, to the least similar. Those regions or grouping of regions with a Hausdorff distance below a certain threshold are pronounced as "similar" matches.
IV. OBJECT EXTRACTION AND LABELING BY LEARNING FROM EXAMPLES
In this section, we discuss the formation of composite nodes from elementary ones by learning, and elaborate on the advantages of composite nodes for automatic segmentation and fast searching of the learned semantic objects.
A. Formation of Composite Nodes
In the context of this work, "learning" refers to storing frequently occurring (user-specified) combinations of regions, which correspond to meaningful objects, in the form of composite nodes with specific indexing information attached. We demonstrate the concept of learning by means of a specific example, where a user is interested in retrieving all images that contain "red cars." Suppose that the user provides an example image of a "red car," and states that the attributes to be used in similarity matching are "color" and "2-D shape." We assume that low-level segmentation maps of all database images have been computed. If the database has not been processed for a "red car" before, then the search begins by matching the color and 2-D shape of the example car template with those of the elementary regions of each image, and proceeds to match with those of the combinations of neighboring elementary nodes, until the most similar combination of regions matching in both color and shape has been identified.
An important outcome of this procedure is the grouping of regions in database images whose color and 2-D shape match that of the "red car" template. A composite node will capture each instance of such a match. This composite node would then contain the appropriate color and shape attributes of the "red car" as well as references to the constituent elementary nodes. The color histogram is selected as a color descriptor for the composite nodes. The shape descriptor is recomputed for the region obtained by grouping the regions that form the composite node. In addition, the spatial relationship of the elementary nodes that are beneath a composite node is stored in an adjacency matrix. This process constitutes a learning step that would not have taken place had we not performed the match. As a result, subsequent "red car" searches in this database would immediately identify the composite node as a match using its shape and/or color attributes without the need to process the shape and color attributes of the lower level nodes. Ultimately, the second "red car" search in this database will be orders of magnitude faster than the previous search due to the previously "learned" information.
We can extend the concept of learning from "an example" to "multiple example templates." Suppose a user keeps an interest profile file, say for cars, that consists of a representative set of car image templates that characterizes the content that s/he is interested in searching or has searched in the past. Then, each labeled template in this profile file can be used as an example template as in the above scenario to generate hierarchical descriptors tailored to fit this interest profile.
B. Advantages of Forming Composite Nodes
The first benefit is semantic object formation without user intervention. For instance, consider the image shown in Fig. 1(a) and its low-level segmentation map portrayed in Fig. 1(b) . This initial segmentation entails a "low level" grouping of pixels with similar colors into various regions, but falls short of identifying any objects within the scene. However, the composite node in Fig. 1(e) , formed as a result of the search, captures the notion of the "house" object and the "Flag" object within the scene. This composite node provides a level of semantic knowledge that would not have taken place had we not performed the initial search. Clearly, this description provides a semantic level of segmentation over and above the original low level one.
Another advantage of the composite node representation is a significant reduction in the number of combinations to be tested during subsequent retrieval operations for the same object. For instance, during the initial search for the house template in Fig. 1 , each region or group of neighboring regions has been tested in order to identify the most similar combination. However, once the "house" composite node has been formed, any subsequent searches for the house within this image would proceed in a top-down fashion where the composite nodes are searched first, followed by elementary nodes and their respective combinations. Since the "house" object has been captured in a composite node, the combinations of the elementary nodes "beneath" this composite node are eliminated from the search thereby significantly reducing the number of combinations to be tested.
Here, we provide a worst case analysis for the reduction in computational complexity. Given a complete graph [18] with elementary nodes, corresponding to the regions in the segmentation map, and links, the maximum number of possible links is:
. In the initial representation of the image prior to the learning step, the graph consists entirely of elementary nodes. Therefore, the initial search for "car" objects within this scene would examine all valid combinations of neighboring regions seeking similarity to a user specified template. For a complete graph (worst case scenario), where all elementary nodes are interconnected, the maximum number of combinations that can be examined is given by However, once a composite node has been formed, the number of combinations to be tested is greatly reduced for subsequent searches. To this effect, assume that the initial search has yielded a composite node made up of of the regions within the segmentation map. In the worst case, the combinations of the composite node and remaining elementary nodes still need to be tested, since the user could be utilizing a "tighter" similarity threshold than the one originally utilized to perform the initial search. Then, the number of possible combinations for a complete graph with one composite node made up of elementary nodes is given by This accounts for the composite node combination in addition to all the valid combinations among the remaining nodes within the graph. As can be easily seen from this equation and the previous one, the formation of the composite node has provided a The above analysis has been done for the absolute worst case where the scene is represented by a complete graph with nodes and links. However, in general, the actual neighboring relations in images are local and assuming that one-point connections are not allowed, the "scene graph" may be more practically modeled by a planar [18] instead of a complete graph. As a result, the maximum number of links , instead of , resulting in a much smaller set of valid combinations when compared to the above worst case analysis. Tables I and II in Section V provide the actual number of combinations searched for real life examples.
C. Applications
Two possible application scenarios for this proposed hierarchical representation are: 1) Suppose a user shoots a number of digital still pictures. S/he may want to index this content automatically according to his/her interest profile (with examples of his/her favorite objects) as s/he enters them into his/her personal database. Each image is then individually analyzed into its elementary regions and particular groupings of regions would then be defined as composite nodes with appropriate attributes as dictated by the example templates in the profile file. Consequently, the results "learned" by this procedure and entered into the database may be later utilized for more expedient searches of desired content. 2) Suppose a user wishes to search remote databases faster using his/her interest profile file. Then, a search engine may process these databases off-line in order to generate a local copy of the proposed hierarchical descriptions tailored according to the examples in the profile file. Then, actual searches may be later conducted based on this customized hierarchical descriptor files.
V. EXPERIMENTAL RESULTS
We provide experimental results on collections of car and face images (see Figs. 3-5 ) to demonstrate the system on real life examples. Each color image is RGB format, where each color component is quantized to 8 bits/pixel. Fig. 5 demonstrates the performance of the method with multiple search templates.
A. Experiments With Single Example Template
The main objective of these experiments is to demonstrate the concept of learning by example. Figs. 3 and 4 outline the use of our proposed approach using 2-D shape and color similarity, respectively, on two sets of images. The first set is made up of five car images suitable for 2-D shape matching, while the second set includes four portrait images for color matching. At the top of each set, we indicate the "example template" used in the search process. Note that the example templates are derived from the first car and portrait images, respectively. In each set, we show (a) the original image, (b) the low-level segmentation map, (c) the initial content tree before any learning takes place, (d) the matching combination of regions, and (e) the modified content tree depicting the composite node structure obtained by the learning process.
Figs. 3(b) and 4(b) provide low-level segmentation results designed to form the basic building block for the semantic search and retrieval operations. Note that the original elementary nodes are moved beneath the composite nodes as they are formed as shown in Figs. 3(e) and 4(e). Any subsequent queries for "cars" and "faces" performed on the images shown in Figs. 3(a) and 4(a) will ultimately utilize the composite node structure shown in Figs. 3(e) and 4(e) yielding a significant reduction in the number of combinations to be tested.
B. Evaluation Criteria
Tables I and II provide a summary of the performance of our proposed algorithms on the "car" and "face" images respectively. In each table, we furnish the image name followed by the number of initial elementary nodes found within the scene. We, then, provide a comparison between the initial and subsequent search results. Initial search and subsequent search imply search prior to and search posterior to the formation of the composite nodes, respectively. In the initial and subsequent search portions of the tables, we show both the theoretical number of combinations computed using the formulas shown in Section IV-B as well as the practical ones obtained directly from the adjacency matrix. From the tables, it can be easily seen that the number of combinations examined after the learning step represents a significant reduction over the initial search results. This can be observed from both a theoretical and practical perspective. Note that the theoretical perspective is computed using complete graphs as described in Section IV-B, while the practical results are obtained from Figs. 3 and 4 , respectively. Table III provides an evaluation of the semantic segmentation results documented by the formation of the composite node within each of the figures. In the table, we present the normalized object size given by the ratio of pixels in the ground truth object to the total number pixels in the image, true positives (TP) normalized by the object size, and precision defined by TP/(TP+FP) where FP stands for false positives. Note that the normalized TP and precision values are always between 0 and 1. TP and FP are computed by comparing the automatic segmentation of the "car" and "face" regions as captured by the composite nodes with the ground truth segmentations which are obtained manually. The manual segmentation results are depicted by the "red line" overlaid on the original images. Fig. 5 shows the results of utilizing multiple templates on a collection of "car" images. These experiments demonstrate the robustness of our proposed labeling technique with different object templates. Fig. 5 (a) provides a collection of "Sedan" and "Sport Utility Vehicles (SUV)." Note the last image in the collection contains multiple cars. Fig. 5(b) and (c) display the results of searching these images with the "Sedan" and "SUV" template respectively, where the resulting segmentations are arranged in decreasing similarity as we travel from left to right and top to bottom. The resulting images, also arranged in decreasing similarity, are displayed in Fig. 5(d) ; and their similarity measurements are tabulated in Table IV. Both the "Sedan" and "SUV" templates are abstractions for "Car" objects. Hence, they can both be utilized to label "Car" images. However, as seen from Table IV, the similarity measurement generally improves as the object shape approaches that of the template. This can be validated on a first order if we examine the average similarity measure for the "Sedan" and "SUV" images respectively using Template 1 and 2. Images 1-10 and 16 represent "Sedans," while images 11-15 are "SUVs." The average similarity measure using Template 1 is: 
C. Experiments With Multiple Example Templates

Sedans
, , and Template 2: Sedans , . As a result, images 1-10 and 16 are more similar to Template 1, while 11-15 are best represented by Template 2. Hence, either template can be utilized to represent all "Cars" in an initial search with a high threshold. This will result in a large set of true positives at the expense of potential false positives. On the other hand, if a higher degree of accuracy is required, then the "Sedan" or "SUV" template can be utilized to search for "Sedans" and "SUVs" respectively with a lower threshold, resulting in a potentially reduced but more accurate true positive set, while minimizing false positives. 
VI. CONCLUSIONS
The primary benefits of the proposed learning by example method are: 1) ability to produce a semantic level of segmentation without user intervention and 2) capability to significantly improve the speed of subsequent searches as a consequence of capturing semantic object information in composite nodes. These are demonstrated in the tables and figures presented in the results section.
Some concluding observations are in order: 1) The quality of resulting semantic object segmentation depends on the granularity of the initial low-level segmentation. An initial segmentation with perfectly uniform low-level regions will yield a more accurate potential semantic object boundary; hence, improved matching performance. However, there is a tradeoff between the number of regions in the initial segmentation and the time required to perform the initial search.
2) The proposed learning by example concept can employ any object matching method. The 2-D shape matching technique employed in this work has been shown to handle translation, rotations in the image plane, and isometric scaling, but not general affine or perspective transformations. Inaccuracies in low-level matching affect the performance of learning (labeling) as quantified by TP and Precision measures. Also limited by the object matching methods, the current system does not handle partially occluded objects.
3) The initial search is generally expensive for real life images as can be seen from Tables I and II . However, given a user search profile, e.g., a collection of example objects similar to those in Figs. 3 and 4, this initial search can be done offline. We are working on improving the speed of initial search through hierarchical low-level segmentation and partial match guided search procedures. IMAGE PROCESSING (1994 , and the Journal of Multidimensional Systems and Signal Processing (1994 Processing ( -1999 . He was an Area Editor for Graphical Models and Image Processing (1995) (1996) (1997) (1998) 
