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ON SUMS OF COEFFICIENTS OF POLYNOMIALS RELATED TO THE BORWEIN
CONJECTURES
ANKUSH GOSWAMI AND VENKATA RAGHU TEJ PANTANGI
Abstract. Recently, Li [4] obtained an asymptotic formula for a certain partial sum involving coefficients for
the polynomial in the First Borwein conjecture. As a consequence, he showed the positivity of this sum. His
result was based on a sieving principle discovered by himself and Wan [3]. In fact, Li points out in his paper that
his method can be generalized to prove an asymptotic formula for a general partial sum involving coefficients
for any prime p > 3. In this work, we extend Li’s method to obtain asymptotic formula for several partial sums
of coefficients of a very general polynomial. We find that in the special cases p = 3, 5, the signs of these sums
are consistent with the three famous Borwein conjectures. Similar sums have been studied earlier by Zaharescu
[7] using a completely different method. We also improve on the error terms in the asymptotic formula for Li
and Zaharescu. Using a recent result of Borwein [2], we also obtain an asymptotic estimate for the maximum of
the absolute value of these coefficients for primes p = 2, 3, 5, 7, 11, 13 and for p > 15, we obtain a lower bound
on the maximum absolute value of these coefficients for sufficiently large n.
1. Introduction
In 1990, Peter Borwein (see [1]) empirically discovered quite a number of mysteries involving sign patterns
of coefficients of certain polynomials. The most easily stated are the following:
Conjecture 1.1 (First Borwein conjecture). For the polynomials An(q), Bn(q) and Cn(q) defined by
n∏
j=1
(1 − q3j−2)(1− q3j−1) = An(q
3)− qBn(q
3)− q2Cn(q
3)
each has non-negative coefficients.
Conjecture 1.2 (Second Borwein conjecture). For the polynomials αn(q), βn(q) and γn(q) defined by
n∏
j=1
(1− q3j−2)2(1− q3j−1)2 = αn(q
3)− qβn(q
3)− q2γn(q
3)
each has non-negative coefficients.
Conjecture 1.3 (Third Borwein conjecture). For the polynomials νn(q), φn(q), χn(q), ψn(q) and ωn(q) defined
by
n∏
j=1
(1 − q5j−4)(1− q5j−3)(1 − q5j−2)(1− q5j−1) = νn(q
5)− qφn(q
5)− q2χn(q
5)− q3ψ(q5)− q4ωn(q
5)
each has non-negative coefficients.
Recently, Wang [6] gave an analytic proof of the First Borwein conjecture using saddle point method. His
proof, besides other things, relied on a formula of Andrews [1, Theorem 4.1] for the polynomials An(q), Bn(q)
and Cn(q).
Let p ≥ 3 be a prime and s, n ∈ N. Consider the polynomial
Tp,s,n(q) :=
n∏
j=0
p−1∏
k=1
(1− qpj+k)s.(1.1)
For s = 1, Borwein [2] obtained an asymptotic estimate for ‖Tp,1,n(q)‖|q|=1 = sup|q|=1 |Tp,1,n(q)| when p =
2, 3, 5, 7, 11 and 13. However for p > 15, he obtained an asymptotic lower bound for this quantity.
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It is clear that dp,s,n := deg Tp,s,n = p(p− 1)s(n+ 1)
2/2. Define the coefficients ti,p,s by
Tp,s,n(q) :=
dp,s,n∑
i=0
ti,p,sq
i
= T0,p,s,n(q
p) + qT1,p,s,n(q
p) + · · ·+ qp−1Tp−1,p,s,n(q
p),(1.2)
where Ti,p,s,n(q) ∈ Z[q]. Given a polynomial f(x), by [x
j ]f(x), we denote the coefficient of xj in f(x). Let
a, d ∈ Z. In what follows, assume p | a and let Sa,d,j,p denote the arithmetic progression
Sa,d,j,p := {am+ d : m ∈ Z} , with d ≡ j (mod p).(1.3)
Put a = pℓ and consider the following finite sum of coefficients over Sa,d,j,p:∑
i≥0
i∈Spℓ,d,j,p
ti,p,s =
∑
i≥0
i∈Spℓ,d,j,p
[qi−j ]Tj,p,s,n(q
p).(1.4)
In [7, pp. 98, Theorem 1], Zaharescu obtained an asymptotic formula for the sum in (1.4) when ℓ is an odd
prime ≤ n+1 and ℓ 6= p. As a result, when ℓ ≤ c(n+1) with 0 < c < 1, he showed positivity (resp. negativity)
of the sum in (1.4) when j = 0 (resp. j 6= 0) for large n.
As Zaharescu points out in his paper, it is interesting to obtain positivity (or negativity) of the above sum
for larger values of ℓ. When ℓ≫ (n+1)2 (with implied constant larger than 1), one can isolate each individual
terms in the sum (1.4). We note here that the main disadvantage of his asymptotic formula is the error term
which is large. This forces him to choose a ℓ≪ n+1 which ensures that the main term is bigger than the error
term, thereby showing postivity or negativity of the sums.
For (p, s, ℓ, j) = (3, 1, n+ 1, 0), Li [4] obtained an asymptotic formula for the sum in (1.4) using a new sieve
technique discovered by himself and Wan [3]. If we denote by ti,3,1 = ai, then Li proved that
Theorem 1.1 (Li). For 0 ≤ j ≤ (n+ 1) we have
n∑
ℓ′=0
a3j+3ℓ′(n+1) =
2 · 3n
n+ 1
(1 + o(1)).
In particular, we have
n∑
ℓ′=0
a3j+3ℓ(n+1) > 0.
Indeed, the error term in Li’s asymptotic formula [4, pp. 4, Theorem 1.5] is much better than Zaharescu’s
which enabled him to prove the positivity of the sum in Theorem 1.1.
We note here that if one is only interested in positivity result in Theorem 1.1, then more strongly, one can
establish the positivity of the polynomial An(q) by using induction and the first among the following three
recurrences established by Andrews [1]:
An(q) = (1 + q
2n−1)An−1(q) + q
nBn−1(q) + q
nCn−1(q),
Bn(q) = q
n−1An−1(q) + (1 + q
2n−1)Bn−1(q)− q
nCn−1(q),
Cn(q) = q
n−1An−1(q) + q
n−1Bn−1(q)− (1 + q
2n−1)Cn−1(q).
The purpose of this paper is to extend Li’s results by obtaining asymptotic formula for the sums in (1.4) in the
case ℓ = n+1 for all p, s, j. As a consequence, we obtain positivity (or negativity) of the sums in (1.4) for large
n. Thus, for p = 3, 5, we obtain asymptotic formula for the partial sums of coefficients involving polynomials in
Conjectures 1.1-1.3. This in turn shows that the sums are positive (or negative) for all n > 0. (see Corollaries
4.5.2–4.5.4). We also improve on the error terms in Li’s and Zaharescu’s asymptotic formula. Using a recent
result of Borwein [2], we also obtain an asymptotic estimate for the maximum absolute coefficients of Tp,s,n(q)
only in the case p = 2, 3, 5, 7, 11, 13; however for p > 15 we obtain an asymptotic lower bound for the maximum
absolute coefficients.
Unlike in the case of An(q), positivity of partial sums involving the coefficients of polynomials Bn(q) or Cn(q)
(one implies the other) does not follow in a similar fashion from any of Andrews’ recurrences above. Of course,
as mentioned above, Wang proved the positivity of Bn(q) and Cn(q) by saddle point method.
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This paper is organized as follows. In Section 3 we introduce a few notations, conventions and do some basic
counting. In Section 4 we state our main results. In Section 5 we recall Li and Wan’s [3] sieving principle and
also establish a few basic results. Finally in Section 6 we obtain the proofs of our main results.
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3. Notation, Conventions and Basic Counting
Let n ∈ N and p ≥ 3 be a prime. Set Np = (n + 1)p and Dp = {1, 2, . . . p − 1, p + 1, . . . , 2p − 1, . . . , pn +
1, . . . , pn+ p− 1}. We define the following:
Ce,p,s(j, n) := #


s
i=1
Vi ⊂ D
s
p :
s∑
i=1
|Vi| ≡ 0 (mod 2),
s∑
i=1
∑
xvi∈Vi
xvi = j

 ,
Co,p,s(j, n) := #


s
i=1
Vi ⊂ D
s
p :
s∑
i=1
|Vi| ≡ 1 (mod 2),
s∑
i=1
∑
xvi∈Vi
xvi = j

 .
It is now apparent that
(3.1) tj,p,s = Ce,p,s(j, n)− Co,p,s(j, n).
Combinatorially, Ce,p(j, n) (resp. Co,p(j, n)) counts the number of partitions of j into an even (resp. odd)
number of non-multiples of p where every part can repeat at most s times.
As in [4], we shift the problem to that of counting the size of certain subsets of the group G = ZNp . We note
that G \Dp is a subgroup of index p. Given 0 ≤ k1, k2, · · · , ks ≤ |Dp| and 0 ≤ b < Np, define
Mp,s,n(k1, k2, · · · , ks; b) := #


s
i=1
Vi ⊂ D
s
p : |V1| = k1, · · · , |Vs| = ks,
s∑
i=1
∑
xvi∈Vi
xvi ≡ b (mod Np)

 ,
and set
Mp,s,n(b) =
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksMp,s,n(k1, k2, · · · , ks; b).
From (1.4) and (3.1), we see that if b ≡ j (mod p) then the following are equivalent:
(3.2) Mp,s,n(b) =
∑
0≤i≤dp,s,n
i∈SNp,b,j,p
ti,p,s =
∑
0≤ℓ≤Bp,s(b)
tNpℓ+b,p,s =
∑
0≤ℓ≤Bp,s(b)
[qb−j+ℓNp ]Tj,p,s,n(q
p),
where Bp,s(b) := ⌊(dp,s,n−b)/Np⌋. For ease of notation, we will mostly use the second sum in (3.2) forMp,s,n(b).
We next introduce a few more notations. Let (x)k := (x− 1)(x− 2) · · · (x−k+1) denote the falling factorial.
Let Gˆ be the set of complex-valued linear characters of G. By ψ0, we denote the trivial character in Gˆ. Let
Xp,k = D
k
p and Xp,k denote the subset of all tuples in D
k
p with distinct coordinates.
4. Main results
Our main results are below.
Theorem 4.1. With Mp,s,n(b) defined as in (3.2) and b ∈ ZNp we have∣∣∣∣Mp,s,n(b)− Σp,s,n,bn+ 1
∣∣∣∣ ≤ ps(n+1)/2,
where
Σp,s,n,b =
{
(p− 1) · ps(n+1)−1, if p | b,
−ps(n+1)−1, otherwise.
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Theorem 4.2. For a fixed prime p ≥ 3 and b ∈ ZNp, define
np,s,b :=
{
inf
{
n ∈ N : (p− 1)ps(n+1)/2−1 > n+ 1
}
, if p | b,
inf
{
n ∈ N : ps(n+1)/2−1 > n+ 1
}
, otherwise.
Then for all n ≥ np,s,b we have
Mp,s,n(b)
{
> 0, if p | b,
< 0, otherwise.
For p = 3, Li’s theorem [4, pp. 4, Prop. 1.6] shows that M3,1,n(b)(= M3,n(b)) > 0 when b ≡ 0 (mod 3) for all
n > 0. For p = 3, when b 6≡ 0 (mod 3), we have
Theorem 4.3. Let b ≡ 1, 2 (mod 3) with b ∈ ZN3 . Then
M3,1,n(b) = −
3n
n+ 1
(1 + o(1)).
In particular, M3,1,n(b) < 0 for all n > 0.
Theorem 4.4. For p = 3, s = 2 and b ∈ ZN3 we have
M3,2,n(b) =


2 · 32n+1
n+ 1
(1 + o(1)), if 3 | b,
−
32n+1
n+ 1
(1 + o(1)), otherwise.
In particular, M3,2,n(b) > 0 (resp. M3,2,n(b) < 0) when b ≡ 0 (mod 3) (resp. b 6≡ 0 (mod 3)) for all n > 0.
Theorem 4.5. For p = 5, s = 1 and b ∈ ZN5 we have
M5,1,n(b) =


4 · 5n
n+ 1
(1 + o(1)), if 5 | b,
−
5n
n+ 1
(1 + o(1)), otherwise.
In particular, M5,1,n(b) > 0 (resp. M5,1,n(b) < 0) when b ≡ 0 (mod 5) (resp. b 6≡ 0 (mod 5)) for all n > 0.
In view of (1.2), we immediately deduce the following from Theorem 4.1:
Corollary 4.5.1. For p ≥ 3 and b ∈ ZNp , let b ≡ j (mod p). Then we have∑
0≤ℓ≤Bp,s(b)
tb+ℓNp,p,s =
∑
0≤ℓ≤Bp,s(b)
[qb−j+ℓNp ]Tj,p,s,n(q
p) =
Σp,s,n,b
n+ 1
(1 + o(1)),
where Σp,s,n,b is as in Theorem 4.1 and Bp,s(b) = ⌊(dp,s,n − b)/Np⌋.
In particular, noting the fact that the polynomials Tj,p,s,n(q) are the polynomials in the first three Borwein
conjectures for suitable choices of j, p and s we have, in view of Theorems 4.3-4.5 the following:
Corollary 4.5.2. For p = 3, s = 1 and a fixed b ∈ ZN3 , let b = 3u+ j be such that j ≡ 1, 2 (mod 3). Then we
have
0 >
∑
0≤ℓ≤B3,1(b)
t3u+1+ℓN3,3,1 =
∑
0≤ℓ≤B3,1(b)
[q3u+ℓN3 ]Bn(q
3) = −
3n
n+ 1
(1 + o(1)),
0 >
∑
0≤ℓ≤B3,1(b)
t3u+2+ℓN3,3,1 =
∑
0≤ℓ≤B3,1(b)
[q3u+ℓN3 ]Cn(q
3) = −
3n
n+ 1
(1 + o(1)).
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Corollary 4.5.3. For p = 3, s = 2 and a fixed b ∈ ZN3 , let b = 3u + j be such that j ≡ 0, 1, 2 (mod 3). Then
we have
0 <
∑
0≤ℓ≤B3,2(b)
t3u+ℓN3,3,2 =
∑
0≤ℓ≤B3,2(b)
[q3u+ℓN3 ]αn(q
3) =
2 · 32n+1
n+ 1
(1 + o(1)),
0 >
∑
0≤ℓ≤B3,2(b)
t3u+1+ℓN3,3,2 =
∑
0≤ℓ≤B3,2(b)
[q3u+ℓN3 ]βn(q
3) = −
32n+1
n+ 1
(1 + o(1)),
0 >
∑
0≤ℓ≤B3,2(b)
t3u+2+ℓN3,3,2 =
∑
0≤ℓ≤B3,2(b)
[q3u+ℓN3 ]γn(q
3) = −
32n+1
n+ 1
(1 + o(1)).
Corollary 4.5.4. For p = 5, s = 1 and b ∈ ZN5 , let b ≡ j (mod 5). Then we have
∑
0≤ℓ≤B5,1(b)
tb+ℓN,5,1 =
∑
0≤ℓ≤B5,1(b)
[qb−j+ℓN ]Tj,5,1,n(q
5) =


4 · 5n
n+ 1
(1 + o(1)) > 0, if 5|b,
−
5n
n+ 1
(1 + o(1)) < 0, otherwise.
where T0,5,1,n(q) = νn(q), T1,5,1,n(q) = φn(q), T2,5,1,n(q) = χn(q), T3,5,1,n(q) = ψn(q), T4,5,1,n(q) = ωn(q) are
the polynomials in Conjecture 1.3.
Theorem 4.6. Let p = 2, 3, 5, 7, 11, 13 and n be sufficiently large. Then we have
max
i
|ti,p,s| = p
s(n+1)+O(logn).
Theorem 4.7. Let p > 15 and n be sufficiently large. Then we have
max
i
|ti,p,s| &
(1.219 · · · )s(p−1)(n+1)
sp2n2
>
ps(n+1)−2
sn2
.
5. Li-Wan Sieve
The quantity Mp,s,n(k1, k2, · · · , ks; b) is the number of certain type of subsets of D
s
p. As in [4] we apply some
elementary character theory to estimate it.
We note that
ρ :=
∑
ψ∈Gˆ
ψ
is the regular character of G. It is well-known that ρ(g) = 0 for all g ∈ G \ {0}, and that ρ(0) = |G| = Np.
Given 0 < r ≤ |Dp|, a character ψ ∈ Gˆ, and x¯ = (x1, . . . , xr), we set
r∏
i=1
ψ(xi) := fψ(x¯), and S(x¯) :=
r∑
i=1
xi.
Let Y k1,k2,··· ,ksp,s denote the cartesian product
s∏
i=1
Xp,ki . Then we have
k1!k2! · · · ks!Mp,s,n(k1, k2, · · · , ks; b) =
1
Np
∑
(x¯1,x¯2,··· ,x¯s)∈Y
k1,k2,··· ,ks
p,s
∑
ψ∈Gˆ
ψ(S(x¯1) + S(x¯2) + · · ·+ S(x¯s)− b)
= N−1p
s∏
i=1
(
(p− 1)Np
p
)
ki
+N−1p
∑
(x¯1,x¯2,··· ,x¯s)∈Y
k1,k2,··· ,ks
p,s
∑
ψ0 6=ψ∈Gˆ
ψ−1(b)
s∏
i=1
ψ(S(x¯i)).
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In the right-hand side above we interchange the sums to get,
k1!k2! · · · ks!Mp,s,n(k1, k2, · · · , ks; b) = N
−1
p
s∏
i=1
(
(p− 1)Np
p
)
ki
+N−1p
∑
ψ0 6=ψ∈Gˆ
ψ−1(b)
∑
(x¯1,x¯2,··· ,x¯s)∈Y
k1,k2,··· ,ks
p,s
s∏
i=1
fψ(x¯i)
= N−1p
s∏
i=1
(
(p− 1)Np
p
)
ki
+N−1p
∑
ψ0 6=ψ∈Gˆ
ψ−1(b)
s∏
i=1

 ∑
x¯i∈Xp,ki
fψ(x¯i)

(5.1)
For a Y ⊂ Xp,k and a character ψ ∈ Gˆ, set Fψ(Y ) :=
∑
y¯∈Y
fψ(y¯). We now have
k1!k2! · · · ks!Mp,s,n(k1, k2, · · · , ks; b) = N
−1
p
s∏
i=1
(
(p− 1)Np
p
)
ki
+N−1p
∑
ψ0 6=ψ∈Gˆ
ψ−1(b)
s∏
i=1
Fψ(Xp,ki)(5.2)
We now estimate sums of the form Fψ(Xp,k). The symmetric group Sk acts naturally on Xp,k = D
k
p . Let τ ∈ Sk
be a permutation whose cycle decomposition is
τ = (i1i2 · · · ia1)(j1j2 · · · ja2) · · · (ℓ1ℓ2 · · · ℓas)
where ai ≥ 1, 1 ≤ i ≤ s. We define
Xτp,k :=
{
(x1, x2, · · · , xk) ∈ Xp,k : xi1 = · · · = xia1 , · · · , xℓ1 = · · · = xℓas
}
.
In other words, Xτp,k is the set of elements in Xp,k fixed under the action of τ . Let Ck be a set of conjugacy
class representatives of Sk. Let us denote by C(τ) the number of elements conjugate to τ . Now for any τ ∈ Sk,
we have τ(Xp,k) = Xp,k. We note that for any pair τ , τ
′ of conjugate permutations, and for any ψ ∈ Gˆ, we
have Fψ(X
τ
n,k) = Fψ(X
τ ′
n,ki). That is, according to the definitions in [3], Xp,k is symmetric and fψ is normal on
X . Thus we have the following result which is essentially [3, Proposition 2.8].
Proposition 5.1. We have
Fψ(Xp,k) =
∑
τ∈Ck
sgn(τ)C(τ)Fψ(X
τ
p,k).
5.1. Some useful lemmas. The following lemma exhibits the relationship between Fψ(X
τ
p,k) and the cycle
structure of τ .
Lemma 5.2. Let τ ∈ Ck be the representative whose cyclic structure is associated with the partition (1
c1 , 2c2 , . . . kck)
of k. Then we have Fψ(X
τ
p,k) =
∏k
i=1(
∑
a∈Dp
ψi(a))ci .
Proof. Recall that
Fψ(X
τ
p,k) =
∑
x¯∈Xτ
p,k
k∏
i=1
ψ(xi)
=
∑
x¯∈Xτ
p,k
c1∏
i=1
ψ(xi)
c2∏
i=1
ψ2(xc1+2i) . . .
ck∏
i=1
ψk(xc1+c2...+ki)
=
k∏
i=1
(
∑
a∈Dp
ψi(a))ci .

Given χ ∈ Gˆ define
sDp(χ) :=
∑
a∈Dp
χ(a).(5.3)
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Let N(c1, c2, . . . ck) denote the number of elements of Sk of cycle type (c1, c2, . . . ck). It is well-known (see, for
example, [5]) that
N(c1, c2, . . . ck) =
k!
1c1c1!2c2c2! · · · kckck!
.(5.4)
Then
Lemma 5.3. We have
Fψ(Xp,k) = (−1)
k
∑
∑
i
ici=k
N(c1, c2, · · · , ck)
k∏
i=1
(−sDp(ψ
i))ci .
Proof. To prove this lemma, we first note that sgn(τ) = (−1)k−
∑
i ci . Also the cyclic structure for every τ ∈ Ck
can be associated to a partition of k of the form (1c1 , 2c2 , · · · , kck). Hence the right-hand sum in Proposition 5.1
runs over all such partitions of k. Noting that the conjugate permutations have same cycle type, and there are
exactly N(c1, c2, · · · , ck) permutations with cycle type (c1, c2, · · · ck) we conclude, in view of Lemma 5.2 that
Fψ(Xp,k) = (−1)
k
∑
∑
i ici=k
N(c1, c2, · · · , ck)
k∏
i=1
(−
∑
a∈Dp
ψi(a))ci .

Next, we define the following polynomial in k variables:
Zk(t1, . . . , tk) :=
∑
∑
ici=k
N(c1, . . . , ck)t
c1
1 . . . t
ck
k .(5.5)
From Lemma 5.3 and (5.5) we immediately see that
Corollary 5.3.1. We have
Fψ(Xp,k) = (−1)
kZk(−sDp(ψ),−sDp(ψ
2), · · · ,−sDp(ψ
k))
where for χ ∈ Gˆ, sDp(χ) is as in (5.3).
Thus, it only remains to evaluate the sums sDp(χ) for χ = ψ
i, i = 1, 2, · · · , k, and we do this next. Let o(χ)
denotes the order of the character χ. Then
Lemma 5.4. Let
δψ1 (i) :=
{
0, if o(ψ) ∤ i,
−(p− 1)Np/p, otherwise
and
δψ2 (i) :=


0, if o(ψ) 6= 1, p,
Np/p, if o(ψ)/p | i and o(ψ) ∤ i,
−(p− 1)Np/p, if o(ψ) | i.
Then
(1) if p ∤ o(ψ), Fψ(Xp,k) = (−1)
kZk(δ
ψ
1 (1), . . . , δ
ψ
1 (k)), and
(2) if p | o(ψ), Fψ(Xp,k) = (−1)
kZk(δ
ψ
2 (1), . . . , δ
ψ
2 (k)).
Proof. First, observe that G \ Dp is a subgroup of index p. Hence from elementary character theory, we can
deduce that
A. if o(ψ) 6= 1, p, we have sDp(ψ) = sG(ψ)− sG\Dp(ψ) = 0,
B. if o(ψ) = 1, we have sDp(ψ) = |Dp| = (p− 1)Np/p, and
C. if o(ψ) = p, we have sDp(ψ) = −sG\Dp(ψ) = −|G \Dp| = −Np/p.
In order to estimate Fψ(Xp,k), we need to consider the following two cases:
Case I: p ∤ o(ψ). In this case, for all i we have p ∤ o(ψi) since o(ψi) = o(ψ)/(o(ψ), i). Thus from (A)
and (B) we see that
sDp(ψ
i) =
{
(p− 1)Np/p, if o(ψ
i) = 1,
0, otherwise
(5.6)
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which implies (1) in view of Corollary 5.3.1 and the definition of δψ1 (i).
Case II: p | o(ψ). Here we have the following from (A), (B) and (C):
sDp(ψ
i) =


(p− 1)Np/p, if o(ψ
i) = 1,
−Np/p, if o(ψ
i) = p,
0, otherwise
(5.7)
which implies (2) in view of Corollary 5.3.1 and the definition of δψ2 (i). 
5.2. Some combinatorial functions and estimates. We now evaluate Zk
(
δψ1 (1), · · · , δ
ψ
1 (k)
)
and
Zk(δ
ψ
1 (1), . . . , δ
ψ
1 (k)). From (5.4) and (5.5) we immediately deduce the following:
Lemma 5.5 (Exponential generating function). We have
∑
k≥0
Zk(t1, t2, . . . tk)
uk
k!
= eut1+u
2 t2
2 +···
The next result follows by substituting special values for the variables t1, t2, · · · in Lemma 5.5.
Corollary 5.5.1. We have
(1) if ti = a iff d | i and ti = 0 iff d ∤ i, then
Zk(0, · · · , 0︸ ︷︷ ︸
d−1
, a, 0, · · · , 0︸ ︷︷ ︸
d−1
, a, · · · ) =
[
uk
k!
]
1
(1− ud)a/d
.
(2) if ti = a iff d | i and p · d ∤ i; if ti = b iff p · d | i; and if ti = 0 iff d ∤ i, then
Zk(
p·d−1︷ ︸︸ ︷
0, · · · , 0︸ ︷︷ ︸
d−1
, a, 0, · · · , 0︸ ︷︷ ︸
d−1
, a, 0, · · · , 0︸ ︷︷ ︸
d−1
, b, · · · ) =
[
uk
k!
]
1
(1 − ud)a/d(1− upd)
b−a
pd
.
Proof. The proof of this corollary is similar to the case for p = 3 in [4, pp. 7, Lemma 2.3]. 
From Lemma 5.4 and Corollary 5.5.1 we obtain:
Lemma 5.6. We have
(1) if p ∤ o(ψ),
Fψ(Xp,k) = (−1)
k
[
uk
k!
]
(1− uo(ψ))
(p−1)Np
po(ψ)
(2) if p|o(ψ),
Fψ(Xp,k) = (−1)
k
[
uk
k!
]
(1 − uo(ψ))
Np
o(ψ)
(1− uo(ψ)/p)
Np
o(ψ)
.
6. Proofs of the main results
Proof of Theorem 4.1. From (5.2) we have
Mp,s,n(k1, k2, · · · , ks; b) = N
−1
p
{
s∏
i=1
(
(p− 1)Np/p
ki
)
+ Pk1,k2,··· ,ks +Qk1,k2,··· ,ks +Rk1,k2,··· ,ks
}
,(6.1)
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where
Pk1,k2,··· ,ks =
1
k1!k2! · · · ks!
∑
ψ,p∤o(ψ)
ψ−1(b)
s∏
i=1
Fψ(Xp,ki)
Qk1,k2,··· ,ks =
1
k1!k2! · · · ks!
∑
ψ,o(ψ)=p
ψ−1(b)
s∏
i=1
Fψ(Xp,ki)
Rk1,k2,··· ,ks =
1
k1!k2! · · · ks!
∑
ψ,p|o(ψ)
o(ψ) 6=p
ψ−1(b)
s∏
i=1
Fψ(Xp,ki).(6.2)
Using Lemma 5.6, we see that
Pk1,k2,··· ,ks =
(−1)k1+k2+···+ks
k1!k2! · · · ks!
∑
ψ,p∤o(ψ)
ψ−1(b)
s∏
i=1
[
uki
ki!
]
(1− uo(ψ))
(p−1)Np
po(ψ) ,
Qk1,k2,··· ,ks =
(−1)k1+k2+···+ks
k1!k2! · · · ks!
∑
ψ,o(ψ)=p
ψ−1(b)
s∏
i=1
[
uki
ki!
](p−1∑
i=0
ui
)Np
p
,
Rk1,k2,··· ,ks =
(−1)k1,k2,··· ,ks
k1!k2! · · · ks!
∑
ψ,p|o(ψ)
o(ψ) 6=p
ψ−1(b)
s∏
i=1
[
uki
ki!
](p−1∑
i=0
uo(ψ)i/p
) Np
o(ψ)
.
(6.3)
Recall that
Mp,s,n(b) =
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksMp,s,n(k1, k2, · · · , ks; b).(6.4)
Using the well-known fact
|Dp|∑
k=0
(−1)k
(
|Dp|
k
)
= 0,
we see that
(6.5)
∑
0≤k1,··· ,ks≤|Dp|
(−1)k1+k2+···+ks
s∏
i=1
(
(p− 1)Np/p
ki
)
=

|Dp|∑
k=0
(−1)k
(
|Dp|
k
)s = 0.
Thus (6.1), (6.4) and (6.5) yield,
Mp,s,n(b) =
1
Np

 ∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksPk1,k2,··· ,ks
+
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksQk1,k2,··· ,ks
+
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksRk1,k2,··· ,ks

 .(6.6)
Given a character ψ of order p, there is a unique x ∈ {1, · · · , p − 1} such that for all y ∈ ZNp , we have
ψ(y) = e2πixy/p. Now
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Case I: If p | b. Then
∑
ψ,o(ψ)=p
ψ−1(b) =
p−1∑
x=1
e2πibx/p = p− 1(6.7)
Case II: If p ∤ b. Then, as x runs over elements in Z×p , so does bx and we get
∑
ψ,o(ψ)=p
ψ−1(b) =
p−1∑
x=1
e2πibx/p =
p−1∑
x=1
e2πix/p = −1.(6.8)
So from (6.3) we have ∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksQk1,k2,··· ,ks
=

 ∑
ψ,o(ψ)=p
ψ−1(b)



 ∑
0≤k1,··· ,ks≤|Dp|
1
k1! · · · ks!
s∏
i=1
[
uki
ki!
]p−1∑
j=0
uj


Np
p


=

 ∑
ψ,o(ψ)=p
ψ−1(b)



 ∑
0≤k1,k2,··· ,ks≤|Dp|
s∏
i=1
[
uki
]p−1∑
j=0
uj


Np
p

 .
=

 ∑
ψ,o(ψ)=p
ψ−1(b)



|Dp|∑
k=0
[
uk
]p−1∑
j=0
uj


Np
p


s
.(6.9)
Noting that the sum
|Dp|∑
k=0
[
uk
]p−1∑
j=0
uj


Np
p
= pNp/p(6.10)
since it is the sum of all coefficients of the multinomial expansion of (1 + u + u2 + · · · + up−1)Np/p, we obtain
the following from (6.7), (6.8) and (6.9):
Σp,s,n,b :=
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksQk1,k2,··· ,ks
=
{
(p− 1) · psNp/p, if p | b,
−psNp/p, otherwise.
(6.11)
Next, we estimate Pk1,k2,··· ,ks and Rk1,k2,··· ,ks . Consider∣∣∣∣∣∣
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksRk1,k2,··· ,ks
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
ψ,p|o(ψ)
o(ψ) 6=p
ψ−1(b)
∑
0≤k1,k2,··· ,ks≤|Dp|
s∏
i=1
1
ki!
[
uki
ki!
]p−1∑
j=0
uo(ψ)j/p


Np
o(ψ)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
ψ,p|o(ψ)
o(ψ)>p
ψ−1(b)
∑
0≤k1,k2,··· ,ks≤|Dp|
s∏
i=1
[
uki
]p−1∑
j=0
uo(ψ)j/p


Np
o(ψ)
∣∣∣∣∣∣∣∣
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≤
∣∣∣∣∣∣∣∣
∑
p|o(ψ)
o(ψ)>p

|Dp|∑
k=0
[uk]

p−1∑
j=0
uo(ψ)j/p

Np/o(ψ)


s
∣∣∣∣∣∣∣∣
≤
∑
p|o(ψ)
o(ψ)>p
psNp/o(ψ) = φ(Np) · p
sNp/2p.(6.12)
Finally, we consider ∣∣∣∣∣∣
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksPk1,k2,··· ,ks
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
ψ,p∤o(ψ)
ψ−1(b)
∑
0≤k1,k2,··· ,ks≤|Dp|
s∏
i=1
1
ki!
[
uki
ki!
]
(1− uo(ψ))
(p−1)Np
po(ψ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
ψ,p∤o(ψ)
o(ψ)>1
ψ−1(b)
∑
0≤k1,k2,··· ,ks≤|Dp|
s∏
i=1
[
uki
]
(1− uo(ψ))
(p−1)Np
po(ψ)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
ψ,p∤o(ψ)
o(ψ)>1
ψ−1(b)

|Dp|∑
k=0
[
uk
]
(1− uo(ψ))
(p−1)Np
po(ψ)

s
∣∣∣∣∣∣∣∣
= 0,(6.13)
where the last step is obtained by noting that
|Dp|∑
k=0
[uk](1−uj)
(p−1)Np
pj is the sum of all coefficients of (1−uj)
(p−1)Np
pj
which is zero.
Hence (6.6), (6.11), (6.12) and (6.13) yield∣∣∣∣Mp,s,n(b)− Σp,s,n,bNp
∣∣∣∣ ≤ N−1p
∣∣∣∣∣∣
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksPk1,k2,··· ,ks
∣∣∣∣∣∣
+N−1p
∣∣∣∣∣∣
∑
0≤k1,k2,··· ,ks≤|Dp|
(−1)k1+k2+···+ksRk1,k2,··· ,ks
∣∣∣∣∣∣
≤ psNp/2p,
which yields the theorem. 
Proof of Theorem 4.2. To prove this theorem, we need to consider two cases.
Case I: p | b. In this case, from Theorem 4.1 we have
Σp,s,n,b = (p− 1) · p
s(n+1).
Thus the main term in Theorem 4.1 dominates the error provided
(p− 1) · ps(n+1)−1
n+ 1
> ps(n+1)/2
It is now clear that for all n ≥ inf{n ∈ N : (p− 1)ps(n+1)/2−1 > n+ 1}, Mp,s,b(b) > 0 when p | b.
Case II: p ∤ b. In this case, from Theorem 4.1 we have
Σp,s,n,b = −p
s(n+1).
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Thus the absolute value of the main term in Theorem 4.1 dominates the error provided
ps(n+1)−1
n+ 1
> ps(n+1)/2.
It is now clear that for all n ≥ inf{n ∈ N : ps(n+1)/2−1 > n + 1}, Mp,s,n(b) < 0 when p ∤ b. This proves the
theorem. 
Proof of Theorem 4.3. The first part of the theorem follows from Theorem 4.1 by choosing p = 3 and s = 1.
For the other part, we use Theorem 4.2. Thus the smallest n3,1,b ∈ N for which
3(n+1)/2−1 > n+ 1
holds true is n3,1,b = 4. Thus for all n ≥ 4 we have M3,1,n(b) < 0. Also by direct computation, one shows
that M3,1,n(b) < 0 for all n < 4. Indeed, using Wang’s result [6], one immediately concludes that M3,1,n(b) < 0
without any of the above analysis. 
Proof of Theorem 4.4. The first part of this theorem follows directly from Theorem 4.1 by choosing p = 3 and
s = 2.
For the other part, we use Theorem 4.2. Thus in the case b ≡ 0 (mod 3) we have
2 · 3n > n+ 1
for all n ∈ N. Hence M3,2,n > 0 for all n ∈ N. In the case b 6≡ 0 (mod 3) we have
3n > n+ 1(6.14)
holds true for all n ∈ N. Hence M3,2,n < 0 for all n ∈ N. 
Proof of Theorem 4.5. The first part of this theorem follows directly from Theorem 4.1 by choosing p = 5 and
s = 1.
For the other part, we use Theorem 4.2. Thus in the case b ≡ 0 (mod 5) we have
4 · 5(n+1)/2−1 > n+ 1
for all n ∈ N. Hence M5,1,n > 0 for all n ∈ N. In the case b 6≡ 0 (mod 5) we have
5(n+1)/2−1 > n+ 1(6.15)
holds true for all n ≥ 3. By direct computation one checks that M5,1,n < 0 for all n < 3. Hence M5,1,n < 0 for
all n ∈ N. 
Proof of Theorem 4.6. Using Cauchy’s formula we see that
|tj,p,s| =
∣∣∣∣∣ 12iπ
∫
|q|=1
Tp,s,n(q)
qj+1
dq
∣∣∣∣∣ ≤ 12π max|q|=1 |Tp,s,n(q)|
∫
|q|=1
|dq|
|q|j+1
= max
|q|=1
|Tp,s,n(q)|.(6.16)
On the other hand we have
max
|q|=1
|Tp,s,n(q)| ≤
∑
0≤j≤Ns,n
|tj,p,s| ≤ (dp,s,n + 1)max
j
|tj,p,s|.(6.17)
Since dp,s,n ≤ sp
2n2, (6.16) and (6.17) imply
logpmax
j
|tj,s,n| = logpmax
|q|=1
|Tp,s,n(q)|+O(log n).(6.18)
Thus the theorem follows if we show that
logpmax
|q|=1
|Tp,s,n(q)| = s(n+ 1) +O(log n).(6.19)
We note that
max
|q|=1
|Tp,s,n(q)| = max
|q|=1
∣∣∣∣∣∣
n∏
j=1
(1− qj)
∣∣∣∣∣∣
s
=

max
|q|=1
∣∣∣∣∣∣
n∏
j=0
p−1∏
k=1
(1− qpj+k)
∣∣∣∣∣∣

s .(6.20)
From [2, Theorem 1, pp. 229], we have
logpmax
|q|=1
∣∣∣∣∣∣
n∏
j=0
p−1∏
k=1
(1 − qpj+k)
∣∣∣∣∣∣ = n+ 1 +O
(
1
n
)
.(6.21)
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Now the estimate (6.19) and thus the theorem follow from (6.18), (6.20) and (6.21). 
Proof of Theorem 4.7. We have
max
|q|=1
|Tp,s,n(q)| ≤
∑
0≤j≤Ns,n
|tj,p,s| ≤ (dp,s,n + 1)max
j
|tj,p,s|,(6.22)
which implies since dp,s,n ≤ sp
2n2 that
max
j
|tj,p,s| ≥
1
dp,s,n + 1
max
|q|=1
|Tp,s,n(q)| >
1
sp2n2
max
|q|=1
|Tp,s,n(q)|.(6.23)
From [2, Theorem 2, pp. 229] we have
max
|q|=1
∣∣∣∣∣∣
n∏
j=0
p−1∏
k=1
(1 − qpj+k)
∣∣∣∣∣∣ & (1.219 · · · )(p−1)(n+1) > pn+1.(6.24)
Since
max
|q|=1
|Tp,s,n(q)| =

max
|q|=1
∣∣∣∣∣∣
n∏
j=0
p−1∏
k=1
(1− qpj+k)
∣∣∣∣∣∣

s ,(6.25)
using (6.24) in (6.23) yields
max
j
|tj,p,s| &
(1.219 · · · )s(p−1)(n+1)
sp2n2
>
ps(n+1)−2
sn2
.(6.26)

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