Abstract. Acoustic scattering by random collections of identical circular cylinders is considered. Two classes of methods are used. The first is usually associated with the names of Foldy and Lax. Such methods require a "closure assumption", in addition to the governing equations. The second class is based on iterative approximations to integral equations of Lippmann-Schwinger type. Such methods do not use a closure approximation. Both methods are reviewed. In particular, when each cylinder is penetrable, with a sound-speed that is close to that in the exterior (the scattering is said to be "weak"), we show that both approaches lead to exactly the same formulas for the effective wavenumber, correct to second order in scattering strength and second order in filling fraction.
Introduction
Multiple scattering by multiple scatterers, arranged randomly, is a topic with an extensive literature and a wide range of applications. For references, see, for example, [11, 16, 21] .
In this paper, we review some recent work on two-dimensional problems. A typical problem is the following. The region x < 0 is filled with a homogeneous compressible fluid of density ρ and sound-speed c. The region x > 0 contains the same fluid and many scatterers. We suppose that the scatterers are identical circles. Then, a time-harmonic plane wave with wavenumber k = ω/c (ω is the angular frequency) is incident on the scatterers: what is the reflected wave field? This field may be computed exactly for any given configuration of N circles, but the cost increases with N . If the computation can be done, it may be repeated for other configurations, and then the average reflected field could be computed: this is the Monte Carlo approach.
Instead of adopting a purely computational approach, we shall use analytical methods. Two approaches will be discussed. The first leads to "Foldy-Lax" methods, and the second to iterative methods.
Foldy-Lax methods begin with a deterministic model for scattering by N obstacles. Write such a model as
where u is the unknown wavefield, u in is the given incident field and K n is an operator. The quantity u n can be viewed as the (unknown) contribution to u coming from the scatterer centred at r n . Then, the ensemble average, u , is calculated over all possible configurations of the scatterers. It follows from the right-hand side of (1) that we have to calculate K n u n , but this only exists if there is a scatterer at r n : we are forced to introduce a conditional average of u. Thus, we cannot derive an equation for u , merely a hierarchy of equations relating various different conditional averages of u. Breaking this hierarchy requires an additional "closure assumption". Such assumptions are difficult to justify, in general; for an example, see [25] .
For an alternative approach, suppose that we had an explicit formula for u, for any given configuration of the scatterers. Then, we could calculate u directly, in principle, without the use of closure assumptions. Of course, we do not have such an explicit formula for u, but we do have explicit approximations for u, and these could be used. This idea also has a long history; see, for example, [8] and [19, §7.4.2] .
Both approaches will be discussed below. Both lead to formulas for the effective wavenumber K. This can then be used to replace the "random medium" occupying x > 0 by a homogeneous "effective medium": the averaged field u is found to solve the Helmholtz equation, (∇ 2 + K 2 ) u = 0, in the fictitious effective medium.
Foldy-Lax theories
Foldy [6] began his analysis by considering isotropic point scatterers; this is an appropriate model for small sound-soft scatterers. He obtained the formula
where n 0 is the number of circles per unit area and g is the scattering coefficient for an individual scatterer.
(In fact, Foldy considered scattering in three dimensions; the two-dimensional formula, (2) , can be found as [22, eqn (3.20) ] and [1, eqn (26) ], for example.) The formula (2) assumes that the scatterers are independent, that n 0 is small, and that Foldy's closure assumption is valid. We are interested in calculating the correction to (2) (a term proportional to n 2 0 ), and this will require saying more about the distribution of the scatterers: we shall use pair correlations. Thus, our goal is a formula of the form
with computable expressions for δ 1 and δ 2 . Also, we do not want to be limited to sound-soft scatterers. In order to state formulas for δ 1 and δ 2 , we introduce the far-field pattern f for scattering by one circular cylinder. Thus, we have u in = exp [ikr cos(θ − θ in )] for the incident plane wave, where (r, θ) are plane polar coordinates (x = r cos θ, y = r sin θ) and θ in is the angle of incidence. The scattered waves satisfy u sc ∼ 2/(πkr)f (θ − θ in ) exp (ikr − iπ/4) as r → ∞.
Foldy-type theories use his closure assumption, they are essentially linear in n 0 , they assume that the scatterers are independent, and they predict that
(identifying g in (2)). Also, when u in = e ikx ,
where Foldy theory predicts that the "amplitude", A, is given by
Observe that if we write A = |A|e iα and K = K r + iK i , then Re { u e −iωt } = |A| e −Kix cos (K r x − ωt + α), showing that the quantities |A| and K i = Im K are of interest.
Returning to (3), we note that there is some controversy over the proper value for δ 2 . Twersky [22] has given the following formula:
This formula involves θ in , so that it gives a different effective wavenumber for different incident fields.
The three-dimensional version of (8) is older. For a random collection of identical spheres, it is
where f is now defined by u sc ∼ (ikr) −1 e ikr f (ϑ), r and ϑ are spherical polar coordinates, andn 0 is the number of spheres per unit volume. The same formula but with θ in = 0 (normal incidence) was given by Waterman and Truell [24] . However, it was shown by Lloyd and Berry in 1967 [14] that (9) is incorrect; they obtained
(with no dependence on θ in ). Lloyd and Berry [14] used methods (and language) coming from nuclear physics. Thus, in their approach, which they "call the 'resummation method', a point source of waves is considered to be situated in an infinite medium. The scattering series is then written out completely, giving what Lax has called the 'expanded' representation. In this expanded representation the ensemble average may be taken exactly [but then] the coherent wave does not exist; the series must be resummed in order to obtain any result at all". Linton and Martin [11] have shown that a proper analysis of the semi-infinite two-dimensional model problem (with arbitrary angle of incidence) leads to a formula that is reminiscent of the (three-dimensional) Lloyd-Berry formula; specifically, instead of (8), they obtained
Their analysis does not involve "resumming" series or divergent integrals. It uses a classical approach, in the spirit of the papers by Fikioris and Waterman [5] and by Bose and Mal [2] , and it uses the Lax quasicrystalline approximation (QCA) as closure assumption. Linton and Martin [12] have also given a similar analysis in three dimensions: it leads to a new proof of the Lloyd-Berry formula, (10) . Calculations at second order in n 0 are more difficult because one has to introduce conditional probabilities, intended to prevent scatterers overlapping during the averaging process. We use a simple pair-correlation function, giving what is known as a "hole correction". This involves a new parameter, b, with b ≥ 2a. If conditional probabilities are not used, then the scatterers are essentially independent and so one should not expect to do better than Foldy's theory, which is linear in n 0 . Note that the formula (11) does not involve b; its fairly complicated form comes by taking the limit b → 0 in another formula for δ 2 , one that holds for finite b; see (65).
The analysis of Linton and Martin [11] will be summarised in Section 3. For simplicity, we assume normal incidence in the calculations; see the original paper for non-normal incidence.
Iterative theories
The theories of Foldy-Lax type, described above, are relatively insensitive to the composition of the cylinders: they can be penetrable or impenetrable. If penetrable, the wavenumber (k 0 ) and density (ρ 0 ) inside can differ from the wavenumber (k) and density (ρ) outside. In order to obtain a plausible iterative theory, we assume that the scattering is weak , which we define as ρ = ρ 0 and k k 0 . Specifically, we assume that the strength
2 is small. This assumption is convenient for the derivation of good approximations to the deterministic problem. We shall work to second order in both m 0 and n 0 .
As ρ = ρ 0 (the fluid density is constant everywhere), the deterministic scattering problem can be solved using the Lippmann-Schwinger integral equation; see Section 5. (This equation can also be used when k 0 is a function of position; if ρ = ρ 0 , a different integral equation must be used [15] .) Under certain circumstances, the Lippmann-Schwinger equation can be solved by iteration; we examine the first-order (Born) approximation (linear in the strength m 0 ) and the second-order approximation (quadratic in m 0 ). For one circular scatterer, this is done in Section 6. We confirm that the second-order iterative approximation for the wavefield (both inside and outside the scatterer) agrees with the second-order approximation of the exact solution.
Scattering by random arrangements of scatterers is considered in Section 7. We write down the iterative approximation for scattering by N circles. Then, we calculate the ensemble average; we begin with first order in both n 0 and m 0 , and end with second order in both. No closure assumptions are used. At first order in n 0 , we find precise agreement with the Foldy estimate for K, (5), correct to second order in m 0 . For the amplitude, A, we find agreement at first order in m 0 with the Foldy estimate (given by (7)), but we find a discrepancy at second order; see (146).
At second order in n 0 , we use the "hole correction". We have the finite-b formula for δ 2 in (3) found by Linton and Martin [11] , making use of the Lax QCA for their closure assumption; see Section 4.3. We compare this formula (approximated to second order in m 0 ) with the iterative approach: the agreement turns out to be perfect. One could view this agreement as supporting either of the two approaches described above, depending on one's point of view. We also obtain a new estimate for A, and we verify agreement with known results for "point scatterers" [18] in the appropriate limit; see Section 7.3.
Outline
In outline, the paper is as follows. Some elementary probability theory is recalled in Section 1. The paircorrelation function is introduced; this leads to the "hole correction"-individual cylinders must not be allowed to overlap during the averaging process. In Section 2, we derive the integral equations of Foldy (isotropic scatterers, no hole correction) and of Lax (isotropic scatterers, hole correction included). Foldy's integral equation can be solved exactly whereas we have been unable to solve Lax's integral equation. Nevertheless, we have developed a rigorous method for extracting an expression for K (but not A) from these integral equations without actually solving the integral equations themselves. Then, we use the same method in Section 3 but without the restriction to isotropic scatterers. We start by following Bose and Mal [2] , and use an exact (deterministic) theory for scattering by N circles followed by ensemble averaging. We give a clear derivation of a certain homogeneous infinite linear system of algebraic equations, obtained previously by Bose and Mal [2] ; the existence of a non-trivial solution determines K. We solve the system for small n 0 , and obtain two formulas for K, including (11) . We have also shown that (8) is obtained if the hole correction is not made correctly.
Section 4 is a transitional section. We take the exact solution for scattering by one circular penetrable cylinder, and then approximate assuming that the scattering is weak. This leads to weak-scattering versions of the Foldy-Lax theories (including the Linton-Martin theory) described above.
The Lippmann-Schwinger integral equation and its iterative approximations are given in Section 5. Results for one cylinder are obtained in Section 6. Section 7 is dedicated to random collections of cylinders. Detailed comparisons between the two approaches (Foldy-Lax and iterative) are made. Maurel [18] has made similar comparisons, but with uncorrelated "point scatterers", meaning that each scatterer is represented by a Dirac delta function; we are interested here in scatterers of finite size (and we do not make small-ka approximations). Comparisons with Maurel's results are made in Section 7.3. The paper ends with a summary in Section 8.
Some probability theory
We give a brief summary of the probability theory needed. For more information, see [1, 6, 9] . Suppose we have N scatterers located at the points r 1 , r 2 , . . . , r N inside a region B N ; denote the configuration of points by Λ N = {r 1 , r 2 , . . . , r N }. Then, the ensemble average of any quantity F (r|Λ N ) is defined by
where the the integration is over N copies of B N . Here, p(r 1 , . . . , r N ) dV 1 dV 2 · · · dV N is the probability of finding the scatterers in a configuration in which the first scatterer is in the element dV 1 about r 1 , the second scatterer is in the element dV 2 about r 2 , and so on, up to r N . The joint probability distribution p(r 1 , . . . , r N ) is normalised so that 1 = 1. Similarly, the average of F (r|Λ N ) over all configurations for which the first scatterer is fixed at r 1 is given by
where p(r 1 , r 2 , . . . , r N ) = p(r 1 ) p(r 2 , . . . , r N |r 1 ) defines the conditional probability p(r 2 , . . . , r N |r 1 ). If two scatterers are fixed, say the first and the second, we can define
where p(r 2 , . . . , r N |r 1 ) = p(r 2 |r 1 ) p(r 3 , . . . , r N |r 1 , r 2 ). Now, as each of the N scatterers is equally likely to occupy dV 1 , the density of scatterers at r 1 is N p(r 1 ) = n 0 , the (constant) number of scatterers per unit volume. Thus
where
We specify p(r 2 |r 1 ) consistent with (16) . Also, we want to ensure that scatterers do not overlap. For circular cylinders of radius a, a simple choice is p(r 2 |r 1 ) = p 0 H(R 12 − b) with b ≥ 2a, where H(x) is the Heaviside unit function, R 12 = |r 1 − r 2 | and p 0 is a constant determined by (16) . Thus,
n 0 /N , assuming that b 2 n 0 /N 1. Hence, the simplest sensible choice for the pair-correlation function is
This simple choice will be used for throughout our analysis. More generally, we could use
where the function χ is to be chosen, subject to some constraints.
Foldy-Lax theory: isotropic scatterers
Foldy's theory begins with a simplified deterministic model for scattering by N identical scatterers, each of which is supposed to scatter isotropically. Thus, the total field is assumed to be given by the incident field plus a point source at each scattering centre, r j :
Here, H n (w) ≡ H
n (w) is a Hankel function, g is the (assumed known) scattering coefficient, and the exciting field u ex is given by
The second term in (20) is the field near the cylinder at r n due to scattering by all the other cylinders. The N numbers u ex (r j ; r j |Λ N ) (j = 1, 2, . . . , N ) required in (19) are to be determined by solving the linear system obtained by evaluating (20) at r = r n . Let us try to compute the ensemble average of u, using (19) and (12) . The result is
where we have used (13) and (15), and the indistinguishability of the scatterers. For u ex (r 1 ) 1 (which is given explicitly by (13) in which u ex (r 1 ; r 1 |Λ N ) is substituted for F (r|Λ N )), we obtain
where we have used (14) and (20) . Equations (21) and (22) are the first two in a hierarchy, involving more and more complicated information on the statistics of the scatterer distribution. In practice, the hierarchy is broken using an additional "closure assumption". At the lowest level, we have Foldy's closure assumption,
at least in the neighbourhood of r 1 . When this is used in (21), we obtain
We call this Foldy's integral equation for u . The integral on the right-hand side is an acoustic volume potential. Hence, an application of (∇ 2 + k 2 ) to (24) eliminates the incident field and shows that (∇ 2 + K 2 ) u = 0 in B N , where K 2 is given by Foldy's formula, (2) . At the next level, we have the Lax [10] quasi-crystalline assumption (QCA),
When this is used in (22) evaluated at r = r 1 , we obtain
In what follows, we let N → ∞ so that B N → B ∞ , a semi-infinite region, x > 0.
Foldy's integral equation: exact treatment
Consider a plane wave at normal incidence, so that u in = e ikx . For a semi-infinite domain B ∞ , Foldy's integral equation, (24) , becomes
This equation can be solved exactly. Thus, writing
we obtain
whence (28) simplifies to
Now, put U (x) = U 0 e iKx , so that (27) gives
and (30) gives
where we have assumed that Im K > 0. If we compare the coefficients of e iKx , we see that U 0 cancels, leaving Foldy's formula, (2) . Then, the coefficients of e ikx give U 0 = 2k/(K + k). A similar method can be used to find u when B ∞ is a slab of finite thickness, 0 < x < L, say; see [1] .
Foldy's integral equation: approximate treatment
We have seen that Foldy's integral equation can be solved exactly, and that the solution process has two parts: first find K and then find U 0 . In fact, K can be found without finding the complete solution; the reason for pursuing this is that we cannot usually find exact solutions. Thus, consider (30), and suppose that
where U 0 , K and are unknown. To proceed, we need say nothing about the solution U in the "boundary layer" 0 < x < . Now, evaluate the integral equation for x > ; we find that
Then, setting U 0 = A gives (2) again, without knowing the solution U everywhere. This basic method will be used again below.
Lax's integral equation
Using the approximation p(r 1 |r)
where B b N (r) = {r 1 ∈ B N : R 1 = |r − r 1 | > b}, which is B N with a (possibly incomplete) disc excluded.
Let N → ∞ and take an incident plane wave giving
As in Section 2.1, we write v(x, y) = V (x) for x > 0 and all y, giving
Then, using (29), we see that V solves
where the kernel, L(x − x 1 ), is given by
We have been unable to solve (34) exactly (even though it is an integral equation of Wiener-Hopf type). However, the approximate method described in Section 2.2 can be used. Thus, let us suppose that
where V 0 , K and are unknown. Then, consider (34) for x > + b, so that the interval |x − x 1 | < b is entirely within the range x 1 > . Making use of (35), (34) gives
Equation (36) can be used in the second and third integrals. The second integral is elementary; its value is
The third integral becomes
Using these results in (37), we obtain
For a solution, we must have A = V 0 , and so
which is a nonlinear equation for K. We have N 0 (Kb) → 2i/π as b → 0 so that, in this limit, we recover Foldy's formula, (2) . Let us solve (38) for small n 0 . (Alternatively, we could use the dimensionless area fraction φ ≡ πa 2 n 0 .) Begin by writing
where δ 1 and δ 2 are to be found. It follows from (39) that
. When this approximation for N 0 (Kb) is used in (38), we obtain
Comparison of this formula with (39) gives δ 1 = −4ig (as expected) and δ 2 = 4πi(gb) 2 d 0 (kb), so that we obtain the approximation 
Finite-size effects
The theory described above relies on the assumption of isotropy. Here, we use a more complete theory. We start with an exact theory (due to Záviška) for acoustic scattering by N identical circular cylinders of radius a; for details and references, see [13, p. 173] or [16, §4.5] . The cylinders can be soft, hard or penetrable. Then (in Section 3.2), we form averaged equations, and we invoke the QCA. This leads to an infinite homogeneous system of linear algebraic equations from which the effective wavenumber, K, is to be determined. An approximate solution for K is found in Section 3.3, correct to O(n 2 0 ).
A finite array of identical circular cylinders: exact theory
We use polar coordinates (r, θ) centred at the origin and (r j , θ j ), centred at r j = (x j , y j ), the centre of the jth cylinder. The various parameters relating to the relative positions of the cylinders are shown in Figure 1 .
Exterior to the cylinders the total field is u = u in + u sc , where (∇ 2 + k 2 )u sc = 0 and u sc satisfies the Sommerfeld radiation condition. In the interior of cylinder j, the field is u j , where (∇ 2 + k 2 0 )u j = 0. A plane wave is incident on the cylinders. We can write
where I j = e ikxj and J n is a Bessel function. We seek u sc and u j in the form 
has been introduced for later convenience. Here k 0 = ω/c 0 and q = ρ 0 c 0 /(ρc), where ρ 0 and c 0 are the density and sound speed, respectively, inside the cylinders. Note that we recover the sound-soft results in the limit q → 0, whereas the limit q → ∞ gives the sound-hard results. The boundary conditions on the cylinders are
Using Graf's addition theorem for Bessel functions [16, Theorem 2.12] , it can be shown that provided r s < R js for all j, we can write the field exterior to cylinder s as
The geometrical restriction implies that this expression is only valid if the point (r s , θ s ) is closer to the centre of cylinder s than the centres of any of the other cylinders. This is certainly true on the surface of cylinder s and so (46) can be used to apply the body boundary conditions which leads, after using the orthogonality of the functions exp(imθ s ), m ∈ Z, and eliminating the coefficients B j n , to the system of equations
Note that the quantities q, k 0 and a only enter the equations through the terms Z n . For a single cylinder at the origin, the scattered field is given by
and then the far-field pattern, defined by (4), is given by
Arrays of circular cylinders: averaged equations
The above analysis applies to a specific configuration of scatterers. Now we follow Bose and Mal [2] and take ensemble averages. Thus, put s = 1 in (47) and then take the conditional average, using (17) , giving
Next, let N → ∞ so that B N becomes the half-space x > 0, and invoke Lax's QCA, (25) . This implies that A 
where we have written x 21 = x 2 −x 1 and y 21 = y 2 −y 1 , used α 21 = α 12 −π, and defined ψ n (X, Y ) = H n (kR) e inΘ with X = R cos Θ and Y = R sin Θ. Proceeding as before, suppose that for sufficiently large x (say x > ) we can write Φ m (x) = F m e iKx . We assume that Im K > 0 so that Φ m → 0 as x → ∞. Then if x 1 > + b, (51) becomes
The integrals L n and M n can be evaluated exactly [11] ; the system (52) becomes
, and
In particular, note that N 0 appeared in Section 2.3 during our analysis of Lax's integral equation. From (55), we immediately obtain B = −1 and A m = 0 for all m; the second of these, namely
is of most interest to us. It is an infinite homogeneous system of linear algebraic equations for F m , m ∈ Z. The existence of a non-trivial solution to (57) determines K. Equation (57) is the same as [2, eqn (33)] (with the choice (17)). However, the derivation of (57) given here has some advantages over that given by Bose and Mal [2] . First, we do not invoke "the so-called 'extinction theorem'" of Lax; this is described in [10, Sec. VI]. Roughly speaking, this "theorem" asserts that one may simply delete the incident field when calculating the effective wavenumber, in the limit N → ∞. Along with this come some divergent integrals; for example, the integrals in the unnumbered equation between equations (32) and (33) in [2] are divergent, because e iKx is exponentially large as x → −∞. In fact, we can say that our analysis proves Lax's theorem in our particular case.
Second, when dealing with a half-space containing scatterers, we know from the work of Lloyd and Berry [14] that the boundary of the half-space can cause difficulties. Here, we give a proper treatment of this boundary. In particular, we do not assume that all fields are proportional to e iKx everywhere inside the half-space, x > 0, but only in x > , away from the boundary: the width of the boundary layer, , is not specified, and need not be specified if one only wants to calculate K.
A more recent analysis in [20] permits non-circular and non-identical cylinders but assumes that the effective field is proportional to e iKx for all x > 0.
Approximate determination of K for small n 0
The only approximation made in the derivation of (57) is the QCA as closure assumption. This is expected to be valid for small values of the scatterer concentration (φ 1). We now assume (as in Section 2.3) that n 0 /k 2 is also small and write
and so
If (60) is substituted in (57) and O(n 2 0 ) terms neglected we get
At leading order this gives
which implies that all the F m are equal. If we write F m = F , (62) becomes
where f is the far-field pattern, given by (49).
Returning to (61), we now put F m = F + n 0 q m , and then the O(n 0 ) terms give
It follows that q m − πb 2 F ∞ n=−∞ Z n d n−m must be independent of m, call it Q:
and so we obtain the approximation
For isotropic point scatterers, we have |Z 0 | |Z n | for all n = 0 and g = −Z 0 , so that (66) reduces to (40) in this limit.
So far we have not made any assumptions about the size of ka or kb (though clearly kb ≥ 2ka). Now we will assume that kb is small. In the limit x → 0, we have x 2 d n (x) ∼ 2i|n|/π. Hence as kb → 0,
see [7, eqn 3 .612 (7)]. Thus, setting kb = 0 gives the formula (11) . The effect of using (18) for the pair-correlation function has been analysed in [11, §IV.D]; it does not change (11) . Also, following [14] , it can be shown that a poor choice for the pair-correlation function will lead to Twersky's (erroneous) formula, (8) ; see [11, §IV.E].
Weak scattering
The analysis in Section 3 gives results for identical circular cylinders of any composition, hard or soft, penetrable or not. We are going to specialise these results to weak scattering, which means penetrable cylinders with ρ = ρ 0 and k k 0 . We will then be able to make comparisons with results obtained by solving the Lippmann-Schwinger integral equation by iteration.
Consider one circle of radius a, centred at the origin. We have (see Section 3.1) (∇ 2 + k 2 )u sc = 0 for r > a and (∇ 2 + k 2 0 )u 0 = 0 for r < a. Assume for simplicity that k and k 0 are both real. The interface conditions are u = u 0 and ∂u/∂r = ∂u 0 /∂r on r = a where u = u in + u sc . Then, u sc is given by (48) with Z n defined by (44); as ρ = ρ 0 and k and k 0 are real, we have
The interior field is given by
The far-field pattern, f (θ), is defined by (4); it is given by (49) in terms of Z n .
Approximation for small m 0
For weak scattering, k 0 is close to k. To quantify this, we define the scattering strength, m 0 , by
Then, for weak scattering, we approximate the exact solution, assuming that m 0 is small. From (74), we obtain
and
for any smooth function F . Then, some calculation gives
where d n (x) is defined by (59),
and we have used
Then, from (77), the numerator in (71) is given approximately by
S n = Re U n = 2kaJ n−1 (ka)J n+1 (ka). (81) Hence, we obtain the following approximation for Z n :
Similarly, for the interior field, u 0 , (73) gives
Also, using (76),
and then (73) gives
n }J n (kr) + 2(iµ n − 2)krJ n (kr).
Application to Foldy theory
Foldy's theory predicts that u = Ae iKx , where K is given by (5) and A is given by (7) . Using (49), (5) gives
to first order in m 0 . Here, we have used
Also, from (7), we obtain A 1 + 
Then (5) gives
and (7) gives
Application to Linton-Martin theory
According to Linton and Martin [11] , the second-order correction in (3) is given by (65). As a special case of (65), consider isotropic scattering, meaning that Z n = 0 when n = 0, so that f (θ) = −Z 0 . Then, we obtain the estimate (40) with g = f (0) therein. This estimate is also [4, eqn (5)] when k ef f is replaced by k 0 in its right-hand side. (In fact, [4, eqn (5) ] is equivalent to (38).)
From (82), the first-order approximation to Z n is given by
whence (65) gives
Thus, there are no contributions to K 2 that are proportional to n 2 0 m 0 .
Lippmann-Schwinger equation
In two dimensions, the Lippmann-Schwinger integral equation is [3] 
where u is the total field and G 0 (r, r ) = (i/4)H
0 (k|r − r |). The governing partial differential equation is
with m ≡ 0 outside the scatterers. It is known that (94) is always uniquely solvable. Moreover, the solution can be constructed by iterating the integral equation, under certain circumstances. We do not investigate these circumstances here. We simply accept the second iteration, giving
We assume that the scatterers are D i , centred at r i , i = 1, 2, . . . , N . Each scatterer is a circular disc of radius a with constant strength m 0 ; when (74) is combined with (95), we see that (∇ 2 + k 2 0 )u = 0 holds inside each disc. Thus
where χ i is the characteristic function for D i : χ i (r) = 1 when r ∈ D i and χ i (r) = 0 when r ∈ D i . The approximation (96) becomes
We shall return to the formula (98) in Section 7, but first we consider scattering by one cylinder.
Scattering by one cylinder: iterative solution
Let us specialise the second-order solution (98) to a single cylinder. We have
and D 0 is the circular disc of radius a, centred at the origin. In this section, we will evaluate I 1 and I 2 . These quantities will be needed when we consider scattering by many circles (in Section 7). Also, as a check on our calculations, we verify that we recover the small-m 0 approximations to the exact solution given in Section 4.1.
Evaluation of I 1
With r = (r, θ) and r = (r , θ ), we use (41) in (100) to give
We give separate evaluations of L n (r, θ) for r > a and r < a.
Exterior field
For r > a, we use [16, p. 40]
in (103). This gives
with
where J n is defined by (80). Here, we have used the standard integral
where w n and W n are any two Bessel functions. In particular, we note that
a result that will be useful later. The result (106) agrees with the exact solution, see (92).
Interior field
For r < a, the calculation is more complicated. We obtain
where d n is defined by (59). Combining (99), (102), (109) and (111), we find agreement with the first-order approximation of the exact solution, (83).
Evaluation of I 2
As r < a in (101), we use (109) in (102) to give
Again, the calculations depend on whether r > a or r < a.
Exterior field
For r > a, we use (104). This gives
The result (114) agrees with the exact solution, see (82).
Interior field
For r < a, we obtain
n (kr) e inθ , r < a,
using (111),
and U n is defined by (78). When I 2 is substituted in (99), we find complete agreement with the second-order approximation to the exact solution, (83).
Scattering by N cylinders
Let us return to the second-order solution for scattering by N cylinders, given by (98). Introduce polar coordinates (r, θ) centred at the origin and (r j , θ j ) centred at r j = (x j , y j ), the centre of the jth scatterer.
First order in m 0
As in Section 6, using u in = e ikx = e ikxj e ikrj cos θj , we obtain
with r j ≡ |r − r j |, so that, to first order in m 0 , (98) gives
Next, we calculate the ensemble average of u, u . At this stage, we can assume that the scatterers are independent (uncorrelated); they are also indistinguishable. The result is u(r) e ikx + m 0 n 0
where B N is the region occupied by the N circles. We now let N → ∞. One option would be for B N to become a slab, 0 < x < L, say. We prefer to let B N become the half-plane x > 0, but then we have to take care with the convergence of various integrals as x → ∞: we replace e ikx1 by e iκx1 , with Im κ > 0, and then let κ → k at the end of the calculation. Thus, in the limit N → ∞, the integral in (120) consists of an integral over the circular disc r 1 < a (r
) plus an integral over the remainder of the half-plane x 1 > 0; we denote this region by disc . We can assume here that x > a so that the disc does not meet the line x 1 = 0. Exact calculation gives [17] r1<a
where H is defined by (89).
Digression on the evaluation of (122).
From (102) and (105), we have disc
where Im κ > 0 and
Here, we have evaluated the integral on the right-hand side of (123) as on p. 3419 of [11] ; the result is exact when x > a. Recall that the region disc consists of that part of the half-plane x 1 > 0 that is outside the circle r
The method of evaluation in [11] uses Green's theorem to reduce the double integral to the sum of an integral along x 1 = 0 and an integral around the circle r 1 = a. When 0 < x < a, this circle cuts the y 1 -axis, and then (124) should be regarded as an approximation. More precisely, we have
where E n (x) = 0 for x ≥ a,
and D is the segment of the disc r 1 < a with x 1 < 0. Now, we let κ → k. Put κ = k + iε with ε > 0. We have e
, with d n defined by (59). Hence, in the limit ε → 0+, the right-hand side of (124) becomes e
Finally, use of (85), (89) and (106) gives the result (122).
Return to (121) and (122), and add them together; the terms in H cancel, and then (120) gives
This should be compared with (6), u(r) = A e iKx . Write 
Second order in m 0
At second order in m 0 , we add the last term in (98) to the right-hand side of (119). Using (118), this term becomes
say; recall that r j , θ j are polar coordinates centred at (x j , y j ), the centre of the jth disc, D j . Evidently, the evaluation of the integrals in (129) will be different if i = j or i = j, and so we write
where u
2 and
7.2.1. Calculation of u From (101), we obtain
where I 2 is given by (112) for r j > a and by (115) for r j < a. Then, proceeding as in Section 7.1, we obtain
where Q 0 (ka) = π(ka) 2 H(ka) and When i = j, r j > a (as the scatterers are not allowed to overlap) and so we can use (105) in (102):
Here, r j , θ j are the polar coordinates of the point at r with respect to the centre of D j . So, to integrate over D i , we need Graf's addition theorem to express H n (kr j )e inθ j in terms of J m (kr i )e imθ i :
where x i − x j = R ji cos α ji and y i − y j = R ji sin α ji ; see Fig. 1 for a diagram showing notation. Hence,
where L n is defined by (103) and we have used the shorthand notation
Thus, from (129), (130) and (131), we obtain
To compute the ensemble average of Ω mn , we need a conditional probability. We use p(r i ) = n 0 /N and p(r j |r i ) = (n 0 /N )H(R ij − b), as before; see (17) . Then, as the scatterers are indistinguishable, we obtain
As before, we replace e ikx2 by e iκx2 with Im κ > 0, we let N → ∞ so that B N becomes the half-plane x > 0, we evaluate the integrals and then we let κ → k. To begin, we note that the inner integral is very similar to (123); we take its value as 2 ik
with N n defined by (125). This result is exact when x 1 > b but it is an approximation when 0 < x 1 < b; see the discussion below (124). Using (135) for all x 1 > 0, we obtain
Here, we have used (105) and (109), and made calculations similar to (124). Letting κ → k, we obtain
where we have used N m (kb) = 2i/π and N m (kb) = kb d m (kb). Letting κ → k in (136) gives
m . Differentiating (136) with respect to κ gives 
m (kr 1 ) r 1 dr 1 .
In the limit κ → k, we find (after some calculation)
where q 
Hence, using (87), we obtain 
The third of these follows quickly from the definition of Q 0 , whereas the first follows from the fact that P 0 is smaller than Q 0 as ka → 0. The second and fourth of (148) involve P 1 and Q 1 , and these depend on kb as well as ka. From (144), we find that
the limiting value vanishes when kb → 0, which is the appropriate limit for uncorrelated scatterers. Finally, consider P 1 , defined by (143) as a double-sum term plus a single-sum term. In the double sum, the dominant contributions come from J 0 ∼ 1, p 2 ) as ka → 0. Thus, all of (148) hold in the limit ka → 0, provided kb → 0 too. It follows that we recover the point-scatterer results if we allow the scatterers to shrink (ka → 0) and to become uncorrelated.
Summary
We conclude with a summary of the various theories. We distinguish between theories of Foldy-Lax type and iterative theories.
Foldy-Lax theories
The simplest is "basic" Foldy theory: it predicts that K 2 = k 2 − 4in 0 f (0) and that A is given by (7); it is first order in n 0 ; it assumes that the scatterers are statistically independent (possible overlaps are ignored at first order); it uses the forward-scattered far-field pattern for one scatterer, f (0), calculated (exactly) taking proper account of the interior wavefield and density differences, if present; and it makes essential use of the Foldy closure assumption.
As a special case, we have "weak Foldy". This occurs when the scattering is weak, meaning that each scatterer is penetrable with a sound-speed that is close to that in the exterior; this closeness is measured by the
