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ABSTRACT
Communicating in short messages, such as using microblogs, 
was becoming more popular currently. Twitter https://twitter.
com supports microblogs and retrieval of the blogs by users. To 
retrieve Twitter documents, we need specific strategies due to 
its specific characteristics. One new strategy for improving the 
effectiveness of twitter document retrieval is using the query 
expansion technique. This paper elaborates query expansion in 
twitter document retrieval by using the hashtag. We compared 
the effectiveness of query expansion in four different scenarios: 
the baseline result using no query expansion, highest scored-
term in terms of frequency-inverse document frequency (tfidf), 
maximum hashtag occurance, and combination of the highest 
scored-term and the maximum hashtag. The results show that 
the combination of the maximum term in tfidf and the maximum 
hashtag performs better in retrieving relevant documents than the 
baseline.
Keywords: Query expansion, maximum hashtag, maximum term.
INTRODUCTION
Microblog, like Twitter, has emerged and become a popular social media to 
communicate short messages. Each message is known as a tweet. Twitter has 
some specific characteristics which differs from regular text: time sensitivity, 
short length, unstructured phrases and abundant information, as described in 
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(Hu & Liu, 2012). The short length characteristics on Twitter are represented 
by only allowing a maximum of 140 characters each. This short text often 
yields less relevance of  retrieved documents. 
A number of methods have been developed for improving the performance of 
twitter relevant document retrieval, and researches on query expansion have 
been conducted for many years for this purpose. There are two major methods 
in query expansion techniques: global and local methods (Luo et al., 2015). 
This paper concentrates on using the local methods of query expansion by 
employing hashtag.
Similar to a microblog, Twitter has some specific features such as hashtag, 
retweet, mention, URL, and message.  These features form the building block 
of each tweet (Leavitt et al., 2009). A hashtag is the symbol # followed by a 
keyword that indicates the topic of a tweet. A retweet is a feature to indicate 
the copying and rebroadcasting of the original tweet, and is preceded by the 
RT symbol. A mention is a feature which is preceded by the @ symbol to 
indicate other users as recipients of a tweet. A URL is the url of an address 
or a website which is embedded in a tweet and is linked to another content. 
A tweet which contains a hashtag describes a topic that is being stated in 
the keyword after the hashtag. This definition leads to the intuition that if a 
query is added with a hashtag keyword, it will increase the relevance of the 
retrieved documents. In Information Retrieval, the automatic query expansion 
is utilized to increase the relevant retrieved document. Usually, the method 
learns from the top-k retrieved document to obtain the term or phrase which 
will be added to the query.
In the next section, we  describe  the related works into two sub-sections: 
related works in microblog retrieval and in query expansion. We focus on our 
proposed methods: the maximum term in term frequency inverse-document 
frequency (tfidf), the maximum hashtag, and the combination of both. We then 
elaborate our experiment on the proposed methods and evaluate the result 
using the MAP (Mean Average Precision) metric, and we close the paper with 
our conclusions based on the result.
RELATED WORKS
We divide this section into two parts: retrieval in microblog, mainly Twitter; 
and query expansion.
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Microblog Retrieval
A microblog, such as Twitter, provides abundant information and gives easy 
access to users to obtain the information. A user can communicate with other 
users about certain topics. Usually, a topic is talked over a certain period of 
time. Based on this intuition, a time sensitive model for retrieving Twitter has 
been proposed to boost retrieval performance (Shi et al., 2013). They consider 
that a hot topic can cause an explosion of information in a short time. By using 
the Bayesian rule as a time factor, it is then considered as a prior probability. 
The average number of documents delivered in a certain period of time is the 
key time point to modify the time factor.
To rank  retrieved documents, the learning to rank method is proposed in Duan 
et al. (2010). They assumed that feature selection is an important factor in 
learning to rank. The three features employed are: content relevant, Twitter 
specific, and account authority features. Content relevant features are features 
which describe the relevant content between query and tweets, Twitter specific 
features are features which describe the specific characteristics of Twitter such 
as retweet count and url, and account authority features describe the influence 
of the author of the tweets in Twitter (Leavitt et al., 2009).
Otsuka used one of the specific features of Twitter called hashtag(#) to retrieve 
information from Twitter (Otsuka et al., 2014). A hashtag is a specific feature 
of Twitter which indicates a topic. Otsuka proposed a ranking method called 
Hashtag Frequency – Inverse Hashtag Ubiquity (HF-IHU). Other researches 
that used specific features of Twitter for retrieving relevant documents are 
described in Damak et al. (2013); Efron. (2010); Luo et al. (2012); Nagmoti 
et al. (2010); McCreadie&Macdonald (2013). Damak et al. (2013), used 14 
features and their combinations for improving retrieved relevant tweets. Efron 
(2010)  focused on the use of hashtags to assist in query expansion and hashtag 
association. He reported that the higher the score of hashtag association, 
the higher the association between this hashtag and others. Luo proposed a 
building block model of Twitter based on Twitter’s specific features (Luo et 
al., 2012). This building block is called Twitter Building Block (TBB) and is 
used to rank the retrieved tweets and is successful for increasing the results. 
Nagmoti proposed a rank based on follower rank, length rank and URL rank 
(Nagmoti et al., 2010).  Follower Rank (FR) indicates the comparison between 
the sum of followers and the total of followers and the following. Length rank 
(LR) is a ranking based on the length of a tweet, and URL length is measured 
by the existence of a URL in a tweet. The combination of these three features 
yield the best result in relevance retrieval. McCradie focused on one specific 
feature, the url which is embedded in tweets (McCreadie& Macdonald, 
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2013).  The document relevance with query is increased by linking the tweet 
to the embedded url. Three methods are proposed for linking to url: Virtual 
Document, Field-based Weighting and Learning to Rank.
Query Expansion
Query expansion is a method to improve relevant retrieved document by 
expanding the query input. Basically, a query expansion consists of two 
methods: global and local (Manning et al., 2008). Researches in this field have 
long been conducted. Many methods have been developed based on features. 
Keskustalo  (Keskustalo et al., 2015) developed query expansion based on 
three dimensions: inflectional expansion, historical expansion, and noise 
expansion. Some researches used external knowledge to enrich document 
for conducting query expansion (Aggarwal & Buitelaar, 2012); (Qiang et 
al., 2015); (Weerkamp et al., 2012). External documents such as Wikipedia 
are used in the research for expanding query (Aggarwal & Buitelaar, 2012); 
(Weerkamp et al., 2012). Even Weerkamp et al. (2012) used not only Wikipedia, 
but also web collection, news collection, and blog post collection. Qiang et al. 
(2015) used freebase as external knowledge. They conducted their research on 
query expansion in microblog. Research on Twitter for query expansion also 
has been conducted by many researchers. Some of them focused on Twitter 
structure (Luo et al., 2012), (Luo et al., 2015). Efronet al. (2010) used hashtag 
as a Twitter feature for expanding the query. They used  hashtags for hashtag 
query expansion and hashtag association for assisting query expansion.
Our research on query expansion in Twitter, that is not covered in previous 
researches, is by combining maximum hashtag and best-scored in tfidf (term 
frequency-inverse document frequency). 
PROPOSED METHOD
This section discusses our proposed method for expanding query. We discuss 
the best-n score in tfidf, maximum hashtag, and the combination of both.
Best-n score inTfidf
Term weighting is an approach to measure the power of a term in a certain 
category. In information retrieval, term weighting is also used to measure 
statistically the strength of word appearance in a document (Widodo & 
Wibowo, 2014). The term weighting approach consists of supervised term 
weighting and unsupervised term weighting (Xuan & Quang, 2014). The most 
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popular term weighting method is tfidf (Lan et all., 2006). This method has 
two parts: tf and idf.  Tf is the frequency of a term appearing in a document 
which is described in Formula (1). In the formula, ft indicates the frequency 
of a term and Di represents the i
th document in which term t is computed. 
idf is Inverse Document Frequency which is the number of documents that 
contain the investigated term divided by the total number of documents in the 
collection. Formula (2) explains the idf approach. N indicates the total number 
of documents in the corpus and df indicates the total number of documents 
which contain the term t. Tf.idf is the combination of tf and idf as shown in 
Formula (3).
             (1)
             (2)
             (3)
In information retrieval, the role of tf is to improve recall, but not always 
improving precision. To improve precision idf is used because idf represents 
term specificity (Tokunaga &Iwayama, 1994). Hence, in order to improve 
both, the combination of tf and idf is employed.
Our method in query expansion was to compute each word in the top 10 
documents which were previously retrieved. We added the best-n score in tfidf 
to the query as query expansion. We used n from 1 to 8 for comparing with 
the baseline.
Maximum Hashtag
Twitter is a microblog which has several specific features. One of those features 
is hashtag which is represented by the symbol #. A hashtag is commonly 
followed by words or phrases without spaces for indicating a topic which 
is discussed in the tweet. For example, when a tweet contains #big_data, it 
means that tweet is discussing big data.
Our method for the second query expansion was to compute the maximum 
appearance of a hashtag in the top 10 documents which were retrieved 
previously. We called this hashtag a maximum hashtag. This maximum 
hashtag was added to the query as a second query expansion. We assumed 
that the most frequent appearance of the hashtag has a high relatedness to the 
query.
𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)    (1) 
 
𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖) × log(
𝑁𝑁




    (4) 
 
𝑇𝑇 = {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3, … , 𝑡𝑡𝑛𝑛}     (5) 
 
𝑞𝑞′ = 𝑞𝑞 + 𝑞𝑞𝑎𝑎      (6) 
 
𝑞𝑞𝑎𝑎 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑(𝑇𝑇)}    (7) 
 
𝑞𝑞′′ = 𝑞𝑞 + 𝑞𝑞𝑏𝑏      (8) 
 
𝑞𝑞𝑏𝑏 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐻𝐻(𝑇𝑇)}     (9) 
 
𝑞𝑞′′′ = 𝑞𝑞 + 𝑞𝑞𝑐𝑐      (10) 
 
𝑞𝑞𝑐𝑐 = 𝑞𝑞𝑎𝑎 + 𝑞𝑞𝑏𝑏      (11) 
 
𝑡𝑡𝑡𝑡 𝑡𝑡 𝑡𝑡𝑡𝑡 𝐷𝐷𝑖𝑖
𝑖𝑖𝑖𝑖𝑡𝑡 𝑡𝑡 𝑁𝑁𝑑𝑑𝑑𝑑





𝑇𝑇 𝑡𝑡 , 𝑡𝑡 , 𝑡𝑡 , , 𝑡𝑡𝑛𝑛
𝑞𝑞 𝑞𝑞 𝑞𝑞𝑎𝑎
𝑞𝑞𝑎𝑎  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 𝑇𝑇
𝑞𝑞 𝑞𝑞 𝑞𝑞𝑏𝑏
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𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖) × log(
𝑁𝑁




    (4) 
 
𝑇𝑇 = {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3, … , 𝑡𝑡𝑛𝑛}     (5) 
 
𝑞𝑞′ = 𝑞𝑞 + 𝑞𝑞𝑎𝑎      (6) 
 
𝑞𝑞𝑎𝑎 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑(𝑇𝑇)}    (7) 
 
𝑞𝑞′′ = 𝑞𝑞 + 𝑞𝑞𝑏𝑏      (8) 
 
𝑞𝑞𝑏𝑏 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐻𝐻(𝑇𝑇)}     (9) 
 
𝑞𝑞′′′ = 𝑞𝑞 + 𝑞𝑞𝑐𝑐      (10) 
𝑞𝑞𝑐𝑐 = 𝑞𝑞𝑎𝑎 + 𝑞𝑞𝑏𝑏      (11) 
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Combination of tfidf and Maximum Hashtag
The third query expansion method was to combine the first and second query 
expansions. The best-n in tfidf and the maximum hashtag were added to the 
query. We used again 1 up to 8 best terms in tfidf for this approach.
Contribution
We make the following contributions in this paper:
1. We proposed a new method in query expansion in Twitter by combining 
the maximum hashtag and the highest-scored in tfidf.
2. We investigated our method in Bahasa Indonesia, so we know how our 
method is work in Bahasa Indonesia. 
3. We conducted extensive experiments for evaluating our proposed 
method. The experimental results demonstrate that our proposed 
method performs better than the baseline.
Methodology
In this section we describe our proposed method, the query expansion based 
on maximum hashtag and best-n scored term in tfidf. Briefly, this query 
expansion is as shown in Figure 1.
First, we retrieved the tweet documents T based on query q, while T is 
{t1,t2,t3,…,tn}. We ranked this retrieved documents based on cosine similarity. 
The formula of cosine similarity is shown in Formula (4).
            (4)
Formula sim(T,Q) indicates the similarity between query Q and tweet T, while 
the value of pi is obtained from the tfidf score of a tweet document and qi is 
calculated from the query.
            (5)
As shown in Formula (5), T is the collection of tweet documents, where tn is 
each tweet which is retrieved.
𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)    (1) 
 
𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖) × log(
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Figure 1. Scheme of proposed method.
Hence we chose the top 10 tweets in the first ranking. We computed the 
tfidf term weighting from this top 10 tweets and we expanded the query qa 
by adding the best 1,2, .., until 8 terms to the query.We also computed the 
frequency of hashtag occurance in the first top 10 tweets of first retrieved. 
We took this maximum hashtag occurance as query expansion, qb. Then we 
combined qa and qb as query expansion qc.
             (6)
    
             (7)
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Formulas (6) and (7) show the query expansion as explained previously. q’ 
indicates the query after being added qa, while qa is computed based on the 
best of 3 terms scored by tfidf. We assumed that the highest tfidf score indicates 
the terms which have the highest relatedness to the query.
            (8)
     
            (9)
Formula (8) indicates the query that is expanded by qb, while qb in formula 
(9) is the most frequent hashtag H in the first top 10 tweets. The intuition of 
this formula is that the hashtag which appears most frequently is the most 
related to the query.
      
           (10)
      
           (11)
We also combined qa and qb as query expansions as shown in Formulas (10) 
and (11). From the three query expansion models, the retrieved documents 
obtained by performing query expansion q’, q’’, and q’’’ were ranked. 
The ranking was evaluated using MAP (Mean Average Precision) and q’, q’’, 
and q’’’ .
EXPERIMENT RESULT
We collected sample data tweet from 25 users and focused on tweets in 
Bahasa Indonesia. We extracted data from 25 users which contained terms 
we investigated. For the evaluation method, we used MAP (Mean Average 
Precision). The higher the value of MAP, the better the performance. We used 
MAP@10, MAP@20, and MAP@30. In MAP@10 we retrieved the top 10 
documents for calculating the value, in MAP@20 we retrieved the top 20 
documents, and in MAP@30 we retrieved the top 30 documents. We did not 
calculate  the higher MAP values because it would lead to more non-relevant 
documents.
The baseline we used was the ranking based on cosine similarity. Then 
we examined query expansion based on q’, q’’, and q’’’. We used 5 (five) 
queries in Bahasa Indonesia because these terms or collection of terms were 
popular terms and key topics in Twitter in Bahasa Indonesia in the period we 
investigated. We used 5 (five) queries in Bahasa Indonesia as shown in Table 1.
𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)    (1) 
 
𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖) × log(
𝑁𝑁




    (4) 
 
𝑇𝑇 = {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3, … , 𝑡𝑡𝑛𝑛}     (5) 
 
𝑞𝑞′ = 𝑞𝑞 + 𝑞𝑞𝑎𝑎      (6) 
 
𝑞𝑞𝑎𝑎 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑(𝑇𝑇)}    (7) 
 
𝑞𝑞′′ = 𝑞𝑞 + 𝑞𝑞𝑏𝑏      (8) 
 
𝑞𝑞𝑏𝑏 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐻𝐻(𝑇𝑇)}     (9) 
 
𝑞𝑞′′′ = 𝑞𝑞 + 𝑞𝑞𝑐𝑐      (10) 
 
𝑞𝑞𝑐𝑐 = 𝑞𝑞𝑎𝑎 + 𝑞𝑞𝑏𝑏      (11) 
 
𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)    (1) 
 
𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖) × log(
𝑁𝑁




    (4) 
 
𝑇𝑇 = {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3, … , 𝑡𝑡𝑛𝑛}     (5) 
 
𝑞𝑞′ = 𝑞𝑞 + 𝑞𝑞𝑎𝑎      (6) 
 
𝑞𝑞𝑎𝑎 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑(𝑇𝑇)}    (7) 
 
𝑞𝑞′′ = 𝑞𝑞 + 𝑞𝑞𝑏𝑏      (8) 
 
𝑞𝑞𝑏𝑏 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐻𝐻(𝑇𝑇)}     (9) 
 
𝑞𝑞′′′ = 𝑞𝑞 + 𝑞𝑞𝑐𝑐      (10) 
 
𝑞𝑞𝑐𝑐 𝑞𝑞𝑎𝑎 + 𝑞𝑞𝑏𝑏      (11) 
 
𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)    (1) 
 
𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) = 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖) × log(
𝑁𝑁




    (4) 
 
𝑇𝑇 = {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3, … , 𝑡𝑡𝑛𝑛}     (5) 
 
𝑞𝑞′ = 𝑞𝑞 + 𝑞𝑞𝑎𝑎     (6)
𝑞𝑞𝑎𝑎 =  max{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑(𝑇𝑇)} 7
′′ 𝑞𝑞 𝑞𝑞𝑏𝑏 8
𝑏𝑏 𝐻𝐻(𝑇𝑇)}  9
 
𝑞𝑞′′′ = 𝑞𝑞 + 𝑞𝑞𝑐𝑐      10) 
 
𝑞𝑞𝑐𝑐 𝑞𝑞𝑎𝑎 + 𝑞𝑞𝑏𝑏      11) 
𝑡𝑡𝑡𝑡(𝑡𝑡) 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)   (1) 
 
𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) log( 𝑁𝑁𝑑𝑑𝑑𝑑)    (2) 
 
𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡(𝑡𝑡) 𝑡𝑡𝑡𝑡(𝐷𝐷𝑖𝑖)  log(
𝑁𝑁




    (4) 
 
𝑇𝑇 {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3, , 𝑡𝑡𝑛𝑛}     (5) 
 
𝑞𝑞′ 𝑞𝑞 𝑞𝑞𝑎𝑎      (6) 
 
𝑞𝑞𝑎𝑎  ax{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑(𝑇𝑇)}    (7) 
 
𝑞𝑞′′ 𝑞𝑞 𝑞𝑞𝑏𝑏      (8) 
 
𝑞𝑞𝑏𝑏  ax{𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐻𝐻(𝑇𝑇)}     (9) 
 
𝑞𝑞′′′ 𝑞𝑞 𝑞𝑞𝑐𝑐      (10) 
 
𝑞𝑞𝑐𝑐 𝑞𝑞𝑎𝑎 𝑞𝑞𝑏𝑏      (11) 
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q2 Pilkada Indonesia hari guru
q3 Peringatan hari guru
q4 Pembajakan kapal
q5 Hepatitis ipb
The result of the baseline is shown in Table 2.
Table 2
MAP of Baseline Query
query MAP@10 MAP@20 MAP@30
q1 0.91 0.87 0.83
q2 0.85 0.86 0.85
q3 0.79 0.77 0.78
q4 0.64 0.64 0.64
q5 0.95 0.90 0.90
Then we performed our method’s hashtag and maximum term query expansion, 
and the result is as shown in Table 3.
Table 3 




2 terms 3 terms 4 terms 5 terms 6 terms 7 terms 8 terms
q’
MAP@10 0.88 0.91 0.91 0.82 0.91 0.95 0.85 0.73
MAP@20 0.85 0.87 0.86 0.89 0.85 0.87 0.82 0.71
MAP@30 0.82 0.83 0.82 0.88 0.82 0.83 0.79 0.70
q’’
MAP@10 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91
MAP@20 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87
MAP@30 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83
(continued)





2 terms 3 terms 4 terms 5 terms 6 terms 7 terms 8 terms
q’’’
MAP@10 0.88 0.91 0.91 0.82 0.91 0.95 0.85 0.73
MAP@20 0.85 0.87 0.87 0.89 0.85 0.87 0.82 0.71
MAP@30 0.82 0.83 0.83 0.87 0.82 0.83 0.79 0.71
After we had run our method for query 1, the result as shown in Table 3 
describes MAP’s score. While q’’ was run, it always yielded the same result 
in every term added to the query and gave the same MAP’s score with the 
baseline. However, q’ and q’’ gave the same result and outperformed the 
baseline except in 1 term. For MAP@10 and MAP@30, expanded query with 
6 terms gave the best result, and for MAP@20, 4 terms were the best result. 
The next expanded terms tended to decrease. Then, it is obvious that in this 
query, q’ and q’’’ have become better methods than q’’.
Table 4




2 terms 3 terms 4 terms 5 terms 6 terms 7 terms 8 terms
q’
MAP@10 1 1 1 0.88 0.95 0.95 0.95 0.95
MAP@20 0.99 0.99 0.97 0.83 0.87 0.87 0.88 0.89
MAP@30 0.96 0.97 0.95 0.84 0.85 0.85 0.86 0.84
q’’
MAP@10 1 1 1 1 1 1 1 1
MAP@20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
MAP@30 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97
q’’’
MAP@10 1 1 1 1 1 1 1 1
MAP@20 1 1 1 0.96 0.96 0.97 1 1
MAP@30 0.99 0.99 0.99 0.93 0.93 0.94 0.95 0.95
In Table 4, can be obviously seen that q’, q’’, and q’’’ outperform the baseline 
and q’’’ has the best result. The maximum hashtag (q’’), like in query 1, has 
the same results for every expanded term. While q’’’ as the best method in this 
query gives peak performance at 3 terms expanded, after that expansion the 
performance tends to be stable.
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Table 5
Result for Query 3
Query 3 (q3)
1 term 2 terms 3 terms 4 terms 5 terms 6 terms 7 terms 8 terms
q’
MAP@10 1 1 1 1 1 1 1 0.97
MAP@20 0.98 0.93 0.98 0.98 0.99 0.99 0.99 0.92
MAP@30 0.96 0.95 0.99 0.94 0.95 0.94 0.95 0.87
q’’
MAP@10 1 1 1 1 1 1 1 1
MAP@20 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
MAP@30 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97
q’’’
MAP@10 1 1 1 1 1 1 1 1
MAP@20 1 1 1 0.99 0.99 0.99 1 1
MAP@30 0.99 0.99 0.99 0.98 0.98 0.99 0.99 0.97
It is clearly shown in Table 5 that q’’ gives the same result at all level terms 
just like the previous query. All levels of MAP for q’, q’’, and q’’’ always 
outperform the baseline and q’’’ has the best performance. It is also shown that 
that 1 to 3 terms give the best result for q’’’ and 7 terms for q’.
Table 6




2 terms 3 terms 4 terms 5 terms 6 terms 7 terms 8 terms
q’
MAP@10 0.54 0.64 0.64 0.77 0.75 0.75 0.75 0.75
MAP@20 0.56 0.64 0.64 0.76 0.73 0.73 0.73 0.73
MAP@30 0.56 0.64 0.64 0.76 0.73 0.73 0.73 0.73
q’’
MAP@10 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79
MAP@20 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79
MAP@30 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79
q’’’
MAP@10 0.69 0.68 0.64 0.85 0.85 0.80 0.79 0.70
MAP@20 0.69 0.68 0.64 0.80 0.80 0.76 0.73 0.66
MAP@30 0.69 0.68 0.64 0.80 0.80 0.76 0.73 0.66
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The result of query 4 run by our method shown in Table 6 above. The result 
shows that q’’’ gave the best result and expanded by 4 and 5 terms yielding 
peak performance while the following expanded terms tended to decrease.
Table 7
Result for Query 5
Query 5 (q5)
1 term 2 terms 3 terms 4 terms 5 terms 6 terms 7 terms 8 terms
q’
MAP@10 0.91 0.95 0.95 1 1 1 1 1
MAP@20 0.87 0.92 0.90 0.96 0.95 0.95 0.96 0.96
MAP@30 0.87 0.92 0.90 0.96 0.95 0.95 0.96 0.96
q’’
MAP@10 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91
MAP@20 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86
MAP@30 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86
q’’’
MAP@10 0.91 0.91 0.95 1 1 1 1 1
MAP@20 0.87 0.86 0.90 0.96 0.955 0.95 0.96 0.96
MAP@30 0.87 0.86 0.90 0.96 0.955 0.95 0.96 0.96
As shown in Table 7, q’ and q’’’ give best performance and starting from 3 
terms expanded always outperforms the baseline, and 4 terms become the best 
terms expanded to the query. While more terms expanded to the query, the 
result of MAP’s value tends to be stable. 
In our experiments, the combination of the maximum term in tfidf and the 
maximum hashtag (q’’’) performs better in retrieving relevant documents than 
the baseline. The number of terms added for expansion to the query to obtain 
better retrieved relevant documents was four or five.
DISCUSSION
Our experiment results show that performing q’’’ (combination of maximum 
hashtag and best-scored in tfidf) yields the best result in retrieving relevant 
documents in Twitter. The reason is that maximum hashtag and best-scored in 
tfidf will lead to the nearest relevant documents. The experiment results also 
show that our method performs best by expanding four or five terms in almost 
all our experiments. We assumed that expanding more than five terms will 
decrease the number of relevant documents because the more expanded words 
given, the more non relevant documents would be extracted. We conducted our 
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methods by processing Twitter in Bahasa Indonesia, so we need to improve 
our method by comparing it to other languages such as English in the future.
CONCLUSION
Query expansion is a popular method to enhance relevant retrieved documents. 
Our proposed method in query expansion is to enhance retrieving relevant 
documents in Twitter. Since the aim was to improve Twitter retrieval, we tried 
to utilize a feature in Twitter called hashtag. We put the most frequent hashtag 
in the top 10 previously retrieved documents. The method consisted of query 
expansion by using the maximum term in tfidf, the maximum hashtag, and 
a combination of the maximum hashtag and the highest value of tfidf. The 
result of the experiment using five queries in Bahasa Indonesia shows that 
the combination of the maximum term in tfidf and the maximum hashtag 
(q’’’) performs better in retrieving relevant documents than the baseline. The 
number of terms added for expanding the query to obtain better retrieved 
relevant documents is four or five.
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