More than 25 years ago, Avinash Dixit and Joe Stiglitz developed a simple model for addressing imperfect competition and increasing returns (ICIR) in a general equilibrium setting.
1.

The Standard Core-Periphery Model
The basic structure of the core-periphery (CP) model assumes two initially symmetric regions (north and south), fixed endowments of two sector-specific factors (industrial workers H and agricultural labourers L), and two sectors (manufactures M and agriculture A). Agricultural labourers are not geographically mobile, but industrial workers do migrate in response to the North-South real wage differences. Trade in industrial goods is costless, so both firms and consumers care about location.
The technology is simple. The M-sector is a standard Dixit-Stiglitz monopolistic competition sector, where manufacturing firms (M-firms for short) employ H to produce output subject to increasing returns. Production of each M-variety requires a fixed cost of F units of H in addition to a m units of H per unit of output, so the cost function is w(F+a m x), where x is a firm's output and w is the reward to H. The A-sector produces a homogeneous good under perfect competition and constant returns using only L.
Both M and A are traded, with M trade is inhibited by iceberg trade costs. Specifically, it is costless to ship M-goods to local consumers but to sell one unit in the other region, an M-firm must ship τ≥1 units. The idea is that τ-1 units of the good "melt" in transit. As usual, τ captures all the costs of selling to distant markets, not just transport costs, and τ-1 is the tariff-equivalent of these costs. Importantly, trade in A is costless. where s H is the share of world H in the north, H is the northern labour supply, H w is the world labour supply, ω and ω* are the northern and southern real wages, w is the northern nominal wage for H, and P is the north's region-specific perfect price index implied by (1); p A is the price of A and p i is the price of M-variety i (the variety subscript is dropped were clarity permits).
Analogous definitions hold for southern variables, which are denoted with an asterisk.
Equilibrium Expressions
As is well known 3 , utility optimisation yields a constant division of expenditure between M and A, and CES demand functions for M varieties, namely: where E is region-specific expenditure, and w L is the wage rate of L. As usual in the DixitStiglitz monopolistic competition setting, free and instantaneous entry drives pure profits to zero, so E involves only factor payments. Demand for A is C A =(1-µ)E/p A On the supply side, perfect competition in the A-sector forces marginal cost pricing, i.e. p A =a A w L and p A *=a A w L *, where a A is the unit input coefficient. Costless trade in A equalises northern and southern prices and thus indirectly equalises L wage rates internationally, viz. w L =w L *. In the M-sector, 'milling pricing' is optimal, so the ratio of the price of a northern variety in its local and export markets is just τ. Summarising these equilibrium-pricing results:
where p and p* are the local and export prices of a home-based M-firm. Analogous pricing rules hold for southern M-firms.
A well known result for the Dixit-Stiglitz monopolistic competition model is that operating profit (call this π) is the value of sales divided by σ, where the value of sales is either shipments at producer prices, or retail sales at consumer prices. 4 Using milling pricing from (4) and the shipments-based expression for operating profit in the free entry condition, namely px/σ=wF, yields the equilibrium firm size. This and the full employment of H -i.e. n(F+a m x)=H -yields the equilibrium number of firms, n. Specifically:
where x is the equilibrium size of a typical X-firm. Similar expressions define the analogous southern variables. Two features of (5) are worth highlighting. First, the number of varieties produced in a region is proportional to the regional labour force. H migration is therefore tantamount to industrial delocation and vice versa. Second, the scale of firms is invariant to everything except the elasticity of substitution and the size of fixed costs. Note also that one measure of scale, namely the ratio of average cost to marginal cost, depends only on σ.
The market for northern X-varieties must clear at all moments and from (5) firm output is fixed, so using (3), the market clearing condition for a typical Northern variety is 5 : where R is a mnemonic for 'retail sales'. Due to markup price and iceberg trade costs, the value of a typical firm's retail sales at consumer prices always equals its revenue at producer prices; R is thus also a mnemonic for revenue. Also, φ=τ 1-σ measures the 'free-ness' (phi-ness) of trade and note that the free-ness of trade rises from φ=0 (with infinite trade costs) to φ=1 with zero trade costs. Equilibrium additionally requires that the equivalent of (6) for a typical southern variety, and the market clearing condition for A hold. The latter requires:
Eq. (6) and its southern equivalent are often called the wage equations since they can be written in terms of w, w*, H and H*. One can make some progress by plugging (7) instead of the southern wage equation into (6), but unfortunately there is no way to solve for the equilibrium w's analytically since 1-σ is a non-integer power. Numerical solutions for particular values of µ, σ and φ are easily obtained. Choice of Numeraire and Units
Both intuition and tidiness are served by appropriate normalisation and choice of numeraire. In particular, we take A as numeraire and choose units of A such a A =1. This simplifies both the expressions for the price index and expenditure since it implies p A =w L =w L *=1. In the M-sector, we measure M in units such that a m =(1-1/σ), so that the equilibrium prices become p=w and p*=τw, and the equilibrium firm size becomes
The next normalisation, which concerns F, has engendered some confusion. Since we are working with the continuum-of-varieties version of the Dixit-Stiglitz model, we can normalise F to 1/σ. 7 With this, 1 = x , n=H and n*=H*. These results simplify the M-sector market-clearing 6 A MAPLE spreadsheet that shows how to solve this model numerically can be found on http://heiwww.unige.ch/~baldwin/ 7 Since units of the sector-specific factor are also normalised elsewhere, it may seem that there is one too many normalisations. As it turns out, the normalisation is OK in the continuum of varieties version of Dixit-Stiglitz, but not OK in the discrete-varieties version. With a continuum of varieties, n is not, the number of varieties produced in the north (if n is not zero, an uncountable infinity of varieties are produced in the north), it is the measure and we are condition, (6). The results that n=H and n*=H* also boost intuition by making the connection between migration and industrial delocation crystal clear. In summary, the equilibrium values with these normalisation are:
where s H and s n are the north's shares of H w and n w respectively, and, by construction, w=w*=1 in the symmetric outcome.
Note that with these normalisations the nominal wage in the core equals unity in the coreperiphery outcomes. The nominal wage in the periphery in such outcomes varies with trade costs. Specifically, the periphery's wage is (φµ(1+L)+µL/φ) 1/σ . Of course, this is a sort of 'virtual' nominal wage, viz. the wage that a small group of workers would earn if they did work in the periphery.
The Long Run Equilibria and Local Stability
In solving for long-run equilibria, the key variable -the state variable -is the division of the mobile factor H between north and south. 9 Inspection of the migration equation (2) reveals free to choose the unit of this measure. In the discrete-version, n and n* are pure numbers, so this degree of freedom is absent.
two types of long run equilibria. The first type -core-periphery outcomes -is where s H =1 or 0.
The second type -interior outcomes -is where ω=ω* but 0<s H <1. Given symmetry, it is plain that ω does equal ω* when s H =1/2, so s H =1/2 is also always a long run equilibrium. 10 It is equally clear from the migration equation that when s H =1 or 0, the economy is also in equilibrium since no migration occurs.
A Caveat on Full Agglomeration
Only one dispersion force operates in the CP model and this (local competition) becomes very weak as trade gets very free. As a result, the model predicts that sufficiently high levels of trade free-ness are inevitably associated with full agglomeration. The world, however, is full of dispersion forces -comparative advantage, congestion externalities, natural resources, "real" geography such as rivers, natural ports, etc -and these can change everything.
The point is that the model's agglomeration forces also decrease with trade costs. This implies that for low enough trade costs other dispersion forces that are not eroded by trade freeness, such as comparative advantages, will dominate the location decisions of firms with trade becomes sufficiently free. In the literature this is called the U-shaped result. Dispersion is the likely outcome both with trade costs are very high and when they are very low. This appealing feature is not, unfortunately, present in the simple CP model.
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What all this means is that the core-periphery model should not be construed as predicting that the world must end up in an agglomerated equilibrium as trade costs are lowered.
Rather the model predicts that dramatic changes in location may happen for some levels trade costs.
Identification of these long-run equilibria, however, is only part of the analysis. Complete analysis requires us to evaluate the local stability of these three equilibria.
Local Stability Analysis
The literature relies on informal tests to find the level of trade costs where the symmetric equilibrium becomes unstable and where the full agglomeration outcome becomes stable. In particular, for the symmetric equilibrium, one sees how a small northward migration changes in the real wage gap ω-ω*; if it is negative, the equilibrium is stable, otherwise it is unstable. For the core-periphery outcomes, (CP outcome for short), the test is whether the level of the periphery real wage exceeds that of the core; if so, the CP equilibrium is unstable, otherwise, it is stable. Symbolically the stability tests are: Using (9), FKV establish that the symmetric equilibrium is stable only for sufficiently low levels of trade free-ness, specifically for φ<φ B , and that CP outcomes are stable only for sufficiently high levels of trade free-ness, specifically for φ>φ S . Using numerical simulation, FKV also establish that there is a range of φ for which both the symmetric and core-periphery outcomes are stable, i.e. that φ S <φ B . 
Catastrophic Agglomeration and Locational Hysteresis
Catastrophe is the most celebrated hallmark of the CP model -probably because it is so unexpected. Specifically, starting from a symmetric outcome and very high trade costs, marginal increases in the level of trade free-ness φ has no impact on the location of industry until a critical level of φ is reached. Even a tiny increase in φ beyond this point causes a catastrophic agglomeration of industry in the sense that the only stable outcome is that of full agglomeration.
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The key requirement for catastrophe is that the stable interior outcome becomes locally unstable beyond a critical φ -the so-called break point -and that at the same level of trade costs, the full agglomeration outcomes are the only stable equilibrium.
The literature traditionally uses the tomahawk diagram to illustrate the catastrophe feature. The idea is that trade costs have, roughly speaking, fallen over time. Thus starting in the distant past -say the pre-industrial era -trade costs were very high and economic activity was very dispersed. As time passed, φ rose, eventually to a level beyond φ B , at which point industry rapidly became agglomerated in cities and in certain nations. Perhaps the most striking feature of the CP model is the result that a symmetric reductions in trade costs between initially symmetric nations eventually produces catastrophic agglomeration. That is, rising φ has no impact on the location of industry until a critical level of openness is reached. However, even a tiny increase in φ beyond this point results in very large location effect as the even division of industrial becomes unstable. That non-marginal effects come from marginal changes is certainly one of the hallmarks of the economic geography models.
The second famous feature of the CP model is hysteresis. That is, suppose we start out with an even division of industry between the two regions and a φ between the break and sustain points (i.e. in the so-called 'overlap'). Given that the symmetric outcome and both full agglomeration outcomes(core-in-the-north and core-in-the-south) are all locally stable, some location shock, or maybe even an expectations shock, could shift industry from the symmetry outcome to one of the core outcomes. Importantly, the locational impact would not be reversed when the cause of the shock were removed. In other words, this model features sunk-cost hysteresis of the type modelled by Baldwin (1988) , Krugman (1989) and Dixit (1989) . 14 The key requirement for locational hysteresis is the existence of a range of φs where there are multiple, locally stable equilibria. 13 In the jargon, the catastrophe property is called super-critical bifurcation.
14 The feature is also sometimes called 'path dependency', or 'history matters'.
The 3 Forces: Intuition for the Break and Sustain Points
The complex equilibrium structure and extremely non-neoclassical behaviour of this model is curious, to say the least, given the fairly standard assumptions behind the model. This section provides intuition for the complexity.
The Three Forces and the Impact of Trade Costs
There are three distinct forces governing stability in this model. Two of them-demandlinked and cost-linked circular causality (also called backward and forward linkages) -favour agglomeration, i.e. they are de-stabilising. The third -the local competition effect (also known as the market crowding effect) -favours dispersion, i.e. it is stabilising.
The expressions E=wL+w A A and E*=w*(L w -L)+w A A help illustrate the first agglomeration force, namely demand-linked circular causality. Starting from symmetry, a small migration from south to north would increase E and decrease E*, thus making the northern market larger and the southern market smaller since mobile workers spend their income locally.
In the presence of trade costs, and all else being equal, firms will prefer the big market, so this migration induced "expenditure shifting" encourages "production shifting". Of course, firms and industrial workers are the same thing in this model, so we see that a small migration perturbation tends to encourage more migration via a demand-linked circular causality.
The definition of the perfect price index in (2) helps illustrate the second agglomeration force in this model, namely cost-linked circular causality, or forward linkages. Starting from symmetry, a small migration from south to north would increase H and thus n while decreasing in H* and n*. Since locally produced varieties attract no trade cost, the shift in n's would, other things equal, lower the cost of living in the north and raise living costs in the south, thus raising the north's relative real wage. This in turn tends to attract more migrants.
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The lone stabilising force in the model, the so-called local competition, or market crowding, effect, can be seen from the definition of retail sales, R, in (6). Perturbing the symmetric equilibrium by moving a small mass of H northward, raises n and lowers n*. From (6), we see that this tends to increase the degree of local competition in the north and thus lower 15 FKV call it the price index effect.
R (as long as φ<1).
16 To break even, northern firms would have to pay lower nominal wages. All else equal, this drop in w and corresponding rise in w* makes north less attractive and thus tends to undo the initial perturbation. In other words, this is a force for dispersion of industry activity.
The catastrophic behaviour of the model stems from two facts, which we explore more below. The first is that the dispersion force is stronger than the agglomeration forces at high trade costs. The second is that raising the level of trade free-ness reduces the magnitude of each of the three forces, but it erodes the strength of the dispersion force faster. As a result, at some level of trade costs -the break point -the agglomeration forces become stronger than the dispersion force and industry collapses into just one region. For readers who wish to understand these forces in more depth, we turn now to a series of thought experiments that more precisely illustrate the forces and their dependence on trade costs.
A Series of Thought Experiments
Focusing on each of the three forces separately boosts intuition and we accomplish this via a series of thought experiments. These focus on the symmetric equilibrium for a very pragmatic reason. In general, the CP model is astoundingly difficult to manipulate since the nominal wages are determined by equations that cannot be solved analytically. At the symmetric equilibrium, however, this difficulty is much attenuated. Due to the symmetry, all effects are equal and opposite. For instance, if a migration shock raises the northern wage, then it lowers the southern wage by the same amount. Moreover, at the symmetric outcome, w=w*=1, so much of the intractability -which stems largely from terms involving a nominal wage raised to a noninteger power -disappears.
The Local Competition Effect
To separate the production shifting and expenditure shifting aspects of migration, the first thought experiment supposes that H migration is driven by nominal wages differences and that all H earnings are remitted to the country of origin. 17 Thus, migration changes n and n* but not E and E*.
Log differentiating (6) yields (using "^" to indicate proportional change): , and given the definition of ∆:
where s M is the share of northern expenditure that falls on northern M-varieties. With positive trade costs, s M exceeds ½ with the difference shrinking as φ increases; in fact using the demand functions and symmetry we can show that 2(s M -½)=(1-φ)/(1+φ). Using (11) in (10) with ds E =0 yields:
This is the "local competition" effect in isolation. Note that s R and s M lie in the zero-one range.
There are four salient points. First, since the denominator must be positive (since 4(s R -½)(s M -½) is always less than unity and σ>1) and the numerator must be negative, northward migration always lowers the northern nominal wage and, by symmetry, raises the southern wage.
Second, this shows directly that migration is not, per se, destabilising. When the demand or cost linkages are cut, as in this thought experiment, the symmetric equilibrium is always stable despite migration. Third, the magnitude of this "competition for consumers" effect diminishes roughly with the square of trade costs since as trade free-ness rises, (s R -½) and (s M -½) fall.
2 . Note that in FKV terminology (s R -½) and (s M -½) are denoted as "Z" since at the symmetric equilibrium both equal (1-φ)/(1+φ).
The final point is that in this thought experiment the break and sustain points are identical; this can be seen by noting that s n doesn't enter (12). Both points equal φ=1 since the symmetric outcome is stable, and the core-periphery outcome is unstable for any positive level of trade costs. When there are no trade costs, any locational outcome is an equlibirum.
Demand Linkages
In the next thought experiment, suppose that, for some reason, H bases its migration decision on nominal wages but spends all of its income in the region it is employed. While this would not make much sense to a rational H-worker, the assumption serves intuition by allowing us to restore the connection between production shifting (dH=dn) and expenditure shifting dE without at the same time adding in the cost-linkage (i.e. cost-of-living effect). Since E equals L+wH and this equals L+wn with our normalisations, the restored term from (10) is:
The second expression follows since, from (8), w=1, n=½ and E=1/2µ at the symmetric outcome.
Using (13) and (11) in (10), we find:
Note that the denominator is always positive, since 0≤4(s R -½)(s M -½)≤1.
Six aspects of (14) are worth highlighting. First, the de-stabilising aspects of demandlinked circular causality can be seen by the fact that the first term in the numerator is positive.
Second, the size of the de-stabilising demand linkage increases with the M-sector expenditure share, µ. This makes sense since as µ rises, a given amount of expenditure shifting has a bigger impact on the profitability of locating in the north. Third, the size of this destabilising effect falls as trade gets freer since s R approaches ½ as φ approaches unity. Fourth, the magnitude of the stabilising local-competition effect erodes faster than the de-stabilising force since both s R and s M approach ½ as φ approaches unity. Fifth, the symmetric outcome is stable with very high trade costs. To see this observe that 4(s R -½)(s M -½)=2(s R -½)=1 at φ=0 and µ<1.Finally, at some level of trade free-ness, namely φ b '=(1-µ)/(1+µ), dw/dn is zero. This critical value is useful in characterising the strength of agglomeration forces since it defines the range of trade costs where agglomeration forces outweigh the dispersion force. Thus an expansion of this range (i.e. a fall in the critical value) indicates that agglomeration dominates over a wider range of trade costs.
Cost-of-Living Linkages
The above thought experiments isolate the importance of the local competition effect and demand-linked circular causality. The final force operating in the model works through the costof-living effect. Since the price of imported varieties bears the trade costs, consumers gainother things equal -from local production of a variety. This effect, which we dub the "location effect", is a de-stabilising force. A northward migration shock leads to production shifting that lowers the cost-of-living in the north and thus tends to makes northward migration more attractive. To see this more directly, we return to the full model with H basing its migration decisions on real wages and spending their incomes locally. Log differentiating the northern real wage, we have . Using (11):
The second term is the cost-of-living effect, also known as cost-linked circular causality, cost linkages, or backward linkages. Since this is positive, the cost-of-living linkage is de-stabilising in the sense that it tends to make more positive the real wage change stemming from a given migration shock. Moreover, consumers care more about local production as µ/(σ-1) increases, so the magnitude of the cost-of-living effect increases as µ rises and σ falls. Higher trade costs also amplify the size of the effect since s R rises towards 1 as φ approaches zero.
Two observations are in order. Observe first that the cost-linkage can be separated entirely from the demand and local competition effects. The first term in (15) captures the demand-linkage and the local competition effect, while the second term captures the costlinkage. Second, note that the coefficient on is positive -since 2(s ŵ R -½)≤1 -so the net impact of the demand linkage and local competition effects on ω depends only on the sign of (14).
The No-Black-Hole Condition
To explore stability at very high trade costs, we use (14) and set φ=0 to get thatπ at s n =½ equals ) 1 /( ) 1 (
. Stability requires this to be negative and solving we see that this holds only when µ<(1-1/σ). If this, which FKV call the 'no black hole' condition, holds, then the dispersed equilibrium is stable with very high trade costs. Otherwise, the symmetric equilibrium is never stable.
The Break Point
We have seen that the magnitude of both the agglomeration and dispersion forces diminish as trade cost fall, but the dispersion force diminishes faster than the agglomeration forces. We also saw that when the no black hole condition holds, the symmetric equilibrium is stable -i.e. the dispersion force is stronger than the agglomeration forces -for very high trade costs. (14) into (15), setting the result equal to zero and solving for φ.
The solution is: Note that from (16), the break point falls when µ rises and when σ falls. This should make sense since µ magnifies both the demand-linked and the cost-linked agglomeration forces, while a fall in the substitutability of varieties, i.e. a rise in 1/(σ-1), magnifies the cost-of-living linked agglomeration (by strengthening the utility benefit of local production). Of course, with free entry, 1/σ is also a measure of scale (see Appendix 1), so, loosely speaking, we can also say that an increase in equilibrium scale economies magnifies the cost-of-living agglomeration force.
The Sustain Point
The sustain point is much easier to characterise since it involves the comparison of levels rather than the signing of a derivative. Specifically, we evaluate w/P and w*/P* at the CP outcome (we take s n =s H =1, although s n =s H =0 would do just as well) and look for the level of φ where the two real wages are equal. Given our normalisation, w and P equal unity at the CP outcome (to see this plug n=1 and n*=0 into (6) to find w=1 and then use this and n=1 and n*=0
in the definition of P). Using the southern equivalent of (6) . Putting these points together, the sustain point is implicitly defined by:
With some manipulation, this can be shown to be equivalent to the following implicit definition for the sustain point:
Tomahawk bifurcation
The bifurcation diagram has the shape a tomahawk, as Figure 1 shows. This means that the sustain point occurs at a lower level of trade free-ness than the break point and that there are at most three interior steady-states at all levels of trade free-ness short of full integration, namely for all φ in [0,1). We now turn to these issues.
Comparing the Break and Sustain Points
The fact that the sustain point occurs at a lower level of trade free-ness than the break The most satisfying approach to proving that φ S <φ B would be direct algebraic manipulation of expressions for the two critical points. This is not possible since φ S can only be defined implicitly as in (0.17). Instead, we pursue a two-step proof. First we characterise the how
, this is just a transformation of the second expression in (0.17), changes with φ. This function is of interest since φ S is its root. With some work we can show three facts: that f(1)=0 and f'(1) is positive, that f(0) is positive and f'(0) is negative, and that f(.) has a unique minimum. Taken together, this means f has a unique root between zero and unity. In short, it looks like the f drawn in Figure 3 . Next, we show that f(φ B )<0, which is only possible if φ S <φ B , given the shape of f(.). To this end, observe that f(φ B ) is a function of µ and σ. Call this new function g(µ,σ) and note that the partial of g with respect to µ is negative and g(0,σ) is zero regardless of σ. The point of all this is that the upper bound of g, and provided a correct proof, which Peter Neary incorporated (with accreditation) in subsequent drafts of his paper.
See also Robert-Nicoud (2001 To show this result, it is sufficient to invoke the result in section 4.5 above and that Ω[.]=0 admits at most three solutions. See Figure 1 to get convinced. The proof for this result involves essentially two steps. The first step is to rewrite the model in its 'natural' state space, namely the mobile nominal expenditure s H w rather than the mass of mobile workers s H . To this end, it is useful to note that the Cobb-Douglas specification for tastes in (1) implies s H w+(1-s H )w*=1, hence s H w is the share of mobile expenditure spent in North. The second step is to show that the alternative core-periphery model developed by Forslid and Ottaviano (2001) is identical to the original version surveyed here when expressed in the same, natural, state space.
Since this model is known to admit at most three interior steady-states, the same must be true for the original core-periphery model analysed here. This methodology extends to geography models in which agglomeration is driven by input-output linkages (FKV, chapter 14) . See RobertNicoud (2001) for details.
Caveats
When Does Symmetry Break? Pareto Dominance and Migration Shocks
The analysis to this point has focused only on local stability, as is true of the vast majority of the literature. This is not enough. For instance, when does symmetry would break as trade costs fell gradually from prohibitive to negligible? The standard answer is that it breaks at the break point. This is not necessarily true. For levels of trade free-ness between φ S and φ B , there are three locally stable equilibrium: s n =1/2, s n =1 and s n =0. In game theory, where multiple equilibria is viewed as a problem, it is common to apply the 'Pareto refinement'. That is, if a particular equilibrium is Pareto dominated by another, there is some presumption that agents would be able to co-ordinate sufficiently to avoid the inferior outcome. The technical name of the equilibria that survive this refinement are "coalition proof equilibria" (Bernheim, Peleg and Whinston, 1987) . As it turns out, s n =1/2 is not coalition proof when φ S <φ<φ B .
With φ between φ S and φ B , all workers are better off at either CP outcome than they are at the symmetric outcome -due to the cost-of-living effect. One might therefore presume that a sufficiently large coalition of workers would agree to migration once trade costs got low enough to make the CP outcome locally stable. This would be rational since if they all did move their instantaneous real wage would rise. All this goes to challenge the standard analysis that claims that starting with very high trade costs, the economy remains at the symmetric outcome until the break point is reached. If coalitions of workers can migrate, it is possible -and indeed would be very rational -for symmetry to collapse when trade costs fall to the sustain point. More formally this just says that while symmetry is locally stable when φ S <φ<φ B , it is not globally stable.
This brings us to issues of global stability. This, together with other issues, will however not be tackled in detailed here so as to be parsimonious.
Global Stability and Forward-Looking Expectations
Baldwin (2001) provides a rigorous analysis on the dynamic properties of the model. In particular, he shows how to study the global stability properties of the model as well as how to extend it to allow for forward-looking agents. We survey the results of this analysis in turn.
Global Stability and Myopic Expectations
Local stability analysis (as what carried out in section 2.2) is fine for most uses, but it is not sufficient for fully characterising the model's behaviour when s H is away from a long-run equilibrium (e.g. when the process of agglomeration is 'en route'). The economic geography literature typically avoids discussing what happens between long-run equilibria, but where is does it relies on a heuristic approach. Namely, it is asserted that the system approaches the nearest stable equilibrium that does not require crossing an unstable equilibrium. Baldwin (2001) uses Liaponov's direct method to show that this heuristic approach can be justified formally.
Local Stability and Forward-Looking Expectations
Perhaps the least attractive of the CP-model assumptions concerns migrant behaviour.
Migrants are assumed to ignore the future, basing their migration choices on current real wage differences alone. This is awkward since migration is the key to agglomeration, workers are infinitely lived, and migration alters wages in a predictable manner. While the shortcomings of myopia were abundantly clear to the model's progenitors, the assumption was thought necessary for tractability. This turns out not to be true. The first thing to note is that myopic behaviour is tantamount to static expectations. Also, an important and somewhat unexpected result is that the break and sustain points are exactly the same with static and with forward-looking expectations.
In this sense, the law of motion in (2) is merely an assumption of convenience.
Global Stability and Forward-Looking Expectations
When trade costs are such that the CP model has a unique stable equilibrium, local stability analysis is sufficient. After any shock, the asset value of migration (a co-state variable)
jumps to put the system on the saddle path leading to the unique stable equilibrium (if it did not, the system would diverge and thereby violate a necessary condition for intertemporal optimisation Krugman (1991c) showed. If the economy finds itself with a level of s n that lays in the overlap, then a fundamental indeterminacy exists. Both saddle paths provide perfectly rational adjustment tracks. Workers individually choose a migration strategy taking as given their beliefs about the aggregate path. Consistency requires that beliefs are rational on any equilibrium path. That is, the aggregate path that results from each worker's choice is the one that each of them believes to be the equilibrium path. Putting it more colloquially, workers chose the path that they think other workers will take. In other words, expectations, rather than history, can matter.
Because expectations can change suddenly, even with no change in environmental parameters, the system is subject to sudden and seemingly unpredictable takeoffs and/or reversals. Moreover, the government may influence the state of the economy by announcing a policy, say a tax, that deletes an equilibrium even when the current state of the economy is distant to the deleted equilibrium.
The final case is the most spectacular. Here migration costs are very low, so horizontal movement is quite fast. Interestingly, the overlap of saddle paths includes the symmetric equilibrium. This raises the possibility that the economy could jump from the symmetric equilibrium onto a path that leads it to a CP outcome merely because all the workers expected that everyone else was going to migrate. Plainly, this raises the possibility of a big-push drive by a government having some very dramatic effects.
We conclude with two remarks. First, note that the region of overlapping saddle paths will never include a CP outcome. Thus, although one may 'talk the economy' out of a symmetric equilibrium, one can never do the same for an economy that is already agglomerated. Finally, Karp (2000) assumes that agents have 'almost common knowledge' in the sense of Rubinstein (1989) about history (economic fundamentals) rather than common knowledge. In a setting akin to Matsuyama (1991) and Krugman (1991c) , he shows that the equilibrium indeterminacy brought about by the possibility that expectations might prevail above history washes away.
Common knowledge and rational expectations together give rise to the possibility that expectations might prevail over history in the first place, so it is not surprising that altering the information structure alters the equilibrium set considerably. We conjecture that the same holds true in the present Core-Periphery model with forward-looking expectations. As Karp (2000) points out, the restoration of the determinacy implies that 'the unique competitive equilibrium can be influenced by government policy, just as in the standard models.'
Concluding remarks
In ending, we can do no better than to quote an early draft of Peter Neary's Journal of Economic Literature article on the new economic geography literature.
"'New economic geography' has come of age. Launched by Paul Krugman in a 1991
Journal of Political Economy paper; extended in a series of articles by Krugman, Masahisa
Fujita, Tony Venables and a growing band of associates; soon to be institutionalised with the appearance of a new journal; it has now been consolidated and comprehensively synthesised in a recent book from MIT Press.
Such rapid progress would make anyone dizzy, and at times the authors risk getting carried away by their heady prose style. Thus, the structure of equilibria predicted by one model suggests a story which they call (following Krugman and Venables (1995) ) 'History of the World, Part I' (page 253); the pattern of world industrialisation suggested by another is described as "a story of breathtaking scope" (page 277); and on his website Krugman expresses the hope that economic geography will one day become as important a field as international trade. This sort of hype, even if tongue-in-cheek, is not to everyone's taste, especially when the results rely on special functional forms and all too often can only be derived by numerical methods. What next, the unconvinced reader may be tempted to ask? the tee-shirt? the movie?"
This reaction is even more remarkable when one notes that the basic elements of the model have been in circulation since Dixit and Stiglitz (1977) and Krugman (1980) . In this paper, we propose an exhaustive presentation of the core-periphery model, decomposing the effects at work so as to boost intuition. We have described all the main properties of the model (using analytical analysis rather than simulations whenever it was possible), including catastrophe, hysteresis, the number of steady states, and global stability. For lack of space, we were content with merely mentioning some of them, especially the most technical ones. Baldwin et al. (2001) cover these properties in depth and also consider the case of intrinsically asymmetric regions.
