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Avant-propos
Ce document de synthe`se re´sume les travaux que j’ai e↵ectue´s ou initie´s depuis sep-
tembre 2009, qui correspond au de´but de mon se´jour post-doctoral a` l’Universite´ de Berke-
ley. C’est e´galement a` partir de cette date que j’ai commence´ a` travailler sur les approches
pe´nalise´es, qui constituent aujourd’hui une part importante de mes activite´s de recherche.
J’en profite pour remercier Laurent El Ghaoui et Bin Yu de m’avoir accueilli pour une
anne´e au sein du projet StatNews. Je tiens e´galement a` remercier ici Joe¨l Coste de m’avoir
pre´alablement accueilli au sein du service de biostatistique de l’hoˆpital Cochin pendant
trois ans a` l’issue de mon doctorat et d’avoir initie´ le projet autour des mode`les graphiques
binaires, ou` les approches pe´nalise´es ont fait leur premie`re apparition pour moi.
A travers les postes que j’ai pu occuper, j’ai souvent e´te´ au contact direct de clini-
ciens ou d’e´pide´miologistes : pendant ma the`se que j’ai e↵ectue´e en grande partie au sein
de l’e´quipe INSERM E3N dirige´e par Franc¸oise-Clavel-Chapelon, puis lorsque j’e´tais Assis-
tant Hospitalo-Universitaire au service de biostatistique de l’hoˆpital Cochin et de l’universite´
Paris Descartes, et enfin depuis mon arrive´e a` l’UMRESTTE (Unite´ Mixte de Recherche
E´pide´miologique et de Surveillance Transport Travail Environnement). Cette proximite´ m’a
conduit a` re´aliser di↵e´rents travaux purement applicatifs, et m’a ainsi permis de me fami-
liariser avec des proble´matiques plus ou moins spe´cifiques de l’e´pide´miologie. Ces travaux
applicatifs ont aussi e´te´ une source d’inspiration et ont finalement guide´ la plupart de mes
travaux me´thodologiques voire the´oriques de ces dernie`res anne´es.
Le chapitre introductif de ce document pre´sentera succinctement certaines de ces proble´-
matiques, et les questions d’ordre me´thodologique qu’elles ont souleve´es. Nombre d’entre
elles s’interpre`tent comme un proble`me de se´lection de variables. Celui-ci est des plus clas-
siques en statistique, et des approches de´rive´es de crite`res pe´nalise´s sont connues pour
pouvoir le re´soudre sous certaines hypothe`ses. Sous des mode`les parame´triques, ces ap-
proches encouragent des structures particulie`res dans le vecteur des parame`tres telles que
la parcimonie ou l’e´galite´ de certaines composantes, etc. Dans la premie`re partie de ce ma-
nuscrit, je pre´sente des re´sultats ge´ne´raux sur des approches pe´nalise´es par la norme L1
des parame`tres ou des de´rive´es de cette norme. La seconde partie est quant a` elle consacre´e
a` mes travaux sur l’utilisation de ces normes dans un contexte particulier, que je qualifie
de donne´es stratifie´es. Dans ce cadre, une des questions principales est de de´terminer si le
niveau d’association entre deux variables est identique chez tous les individus d’une popu-
lation ou si au contraire il varie a` travers des sous-groupes pre´de´finis de cette population
v
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(ou strates).
Dans la dernie`re partie, je pre´sente des travaux sans doute plus spe´cifiques encore a`
l’e´pide´miologie et a` la recherche clinique. Par souci de concision, j’ai de´cide´ de me concentrer
sur mes travaux re´cents relatifs a` l’infe´rence causale, et de ne pas pre´senter ceux concernant
l’e´valuation des mode`les pronostiques et des tests diagnostiques.
Je vais conclure ce tre`s bref re´sume´ comme je l’ai commence´, par des remerciements. Je
tiens tout d’abord a` remercier Antoine Chambaz, Vincent Rivoirard et Rodolphe Thie´baut
pour avoir accepte´ d’eˆtre les rapporteurs de mon HDR, et aussi Daniel Commenges, Anne-
Laure Fouge`res et Ste´phane Robin pour avoir accepte´ de participer au jury de soutenance.
Je remercie e´galement Bernard Laumon, Jean-Louis Martin et l’ensemble des membres
de l’UMRESTTE ainsi que les membres de l’Institut Camille Jordan (en particulier, et
une nouvelle fois Anne-Laure) pour leur accueil : travailler dans un tel environnement
est clairement pre´cieux. Mon inte´gration dans le paysage lyonnais doit beaucoup aussi
a` Franck Picard, qui est de plus source de nombreux conseils avise´s. J’en profite pour
remercier l’ensemble de l’e´quipe Statistique en Grande Dimension pour la Ge´nomique du
Laboratoire de Biome´trie et Biologie Evolutive, qui m’accueille re´gulie`rement dans son
groupe de travail. Je remercie de meˆme Rene´ Ecochard, Laurent Jacob, Delphine Maucort-
Boulch, Nelly Pustelnik, Muriel Rabilloud, Pascal Roy et Fabien Subtil avec qui j’ai la
chance d’enseigner au sein du Master de Sante´ Publique ou du M2 Maths en Action. Un
grand merci aussi a` Pietro Ferrari, Sophie Lambert-Lacroix, Aure´lien Latouche, Gre´goire
Rey et Adeline Samson pour des collaborations enrichissantes, ainsi qu’a` Philippe Rigollet
qui sait toujours trouver du temps, notamment pour re´pondre a` mes questions techniques
de dernie`re minute. Et bien suˆr merci aux e´tudiants que j’ai encadre´s en the`se ou en stage :
Edouard, Marine, Nada, mais aussi Alexei, Ce´cile, Yacine , etc. J’espe`re avoir re´ussi a` vous
transmettre quelques compe´tences ; dans tous les cas, votre motivation a e´te´ un moteur
pour moi.
Enfin, et e´videmment, mes dernie`res pense´es vont a` Virginie et Lucile graˆce a` qui, si je
suis heureux de partir au bureau le matin, je le suis tout autant d’en revenir le soir.
Chapitre 1
Introduction et contexte applicatif : quelques
proble´matiques rencontre´es en e´pide´miologie
1.1 L’e´pide´miologie a` l’heure des donne´es de grande dimen-
sion
1.1.1 Contexte et fle´au de la dimension
L’e´pide´miologie est l’e´tude des facteurs influant sur l’e´tat de sante´ de populations, c’est-
a`-dire l’e´tude des causes de cet e´tat de sante´. Elle s’appuie sur des analyses statistiques
qui e´tudient en premier lieu les niveaux d’association entre variables, de´finis en termes de
corre´lation ou d’autres mesures telles que l’odds-ratio. Cet e´tat de sante´ est caracte´rise´
par de multiples composantes : survenue d’une maladie ou d’un accident de la circulation,
gravite´ d’une le´sion suite a` un accident, etc.. Ces composantes sont typiquement multi-
factorielles, au sens ou` elles sont associe´es a` de nombreux facteurs. Le plus souvent, les
analyses classiques reposent alors sur des mode`les de re´gression multivarie´e, recherchant les
associations conditionnelles entre la variable d’inte´reˆt, Y , qui de´crit une composante parti-
culie`re de l’e´tat de sante´, et un vecteur de covariables ou facteurs de risque, x 2 Rp, p   1,
de´crivant les causes possibles de Y . Ces mode`les peuvent ensuite eˆtre utilise´s, par exemple
pour pre´dire l’e´tat de sante´ futur des individus. On parle alors de mode`les pronostiques. Ils
constituent la pierre angulaire de la me´decine personnalise´e [Hamburg and Collins, 2010].
Un des premiers mode`les de ce type, l’e´quation de Framingham publie´e en 1976, avait
pour objectif de pre´dire le ⌧ risque individuel   de de´velopper une pathologie cardiaque
[Kannel et al., 1976]. Des modifications de ce mode`le original sont depuis couramment uti-
lise´es en clinique afin d’aider a` la prise de de´cision concernant la pre´vention et les strate´gies
the´rapeutiques. Depuis la fin des anne´es 1980, des mode`les pronostiques ont e´te´ de´veloppe´s
pour pre´dire le risque de cancer du sein [Gail et al., 1989], puis di↵e´rents autres types
de cancer [Colditz et al., 2000], ou encore le risque de rechute apre`s un premier cancer
[Buyse et al., 2006]. Diverses e´quipes autour de moi ont travaille´, travaillent ou envisagent
de travailler a` l’e´laboration de mode`les pronostiques, notamment dans le cas du cancer du
sein : l’e´quipe INSERM dirige´e par Franc¸oise Clavel-Chapelon a` Villejuif, l’e´quipe du centre
Le´on Be´rard de David Cox ou encore Pietro Ferrari au Centre International de Recherche
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sur le Cancer (CIRC) de l’OMS a` Lyon.
L’ave`nement des donne´es ge´nomiques, prote´omiques, me´tabolomiques, mais aussi celles
issues de l’imagerie me´dicale, ou de´crivant l’historique des prescriptions me´dicamenteuses,
ouvre de nouvelles perspectives. Plusieurs mode`les ont ainsi e´te´ de´veloppe´s, tentant de ti-
rer profit de ces nouvelles sources d’information [McCarthy et al., 2015]. Cependant, ces
donne´es posent e´galement de nouvelles questions d’un point de vue me´thodologique. D’une
part, du point de vue de la qualite´ de l’estimation, la plupart des proce´dures statistiques
classiques sou↵rent du fle´au de la dimension (voir a` ce sujet le chapitre introductif du
livre de [Giraud, 2014]). Les mode`les de re´gression parame´triques par exemple ont des per-
formances pre´dictives de´te´riore´es lorsqu’ils sont estime´s a` partir d’un grand nombre de
covariables. Or ces performances pre´dictives sont cruciales dans le cas des mode`les pronos-
tiques notamment. D’autre part, du point de vue de l’interpre´tation, on cherche a` travers ces
mode`les a` de´terminer quelles covariables sont e↵ectivement associe´es a` la variable d’inte´reˆt,
par exemple pour mieux comprendre les me´canismes biologiques en jeu. L’identification des
variables pertinentes est cependant d’autant plus di cile que le nombre de variables ⌧ can-
didates   est grand. Ainsi, les donne´es de grande dimension disponibles aujourd’hui posent
naturellement la question de la se´lection des variables pertinentes, tant pour l’interpre´tation
des mode`les obtenus que pour leur garantir de bonnes performances pre´dictives.
Le proble`me de la se´lection de variables (voire plus ge´ne´ralement de la se´lection de
mode`le) est un des axes de recherche majeurs en statistique. Parmi les proce´dures classiques
de se´lection de variables figurent celles qui reposent sur la minimisation de crite`res pe´nalise´s.
Un exemple bien connu est le BIC [Schwarz et al., 1978], pour lequel la consistance en
se´lection de variable est garantie sous certaines conditions [Kim et al., 2012]. Cependant,
ce crite`re reposant sur la ⌧ norme   L0 des parame`tres, il n’est pas convexe et sa re´solution
nume´rique est dite combinatoire : il n’existe en ge´ne´ral pas d’autres strate´gies que celle
consistant a` calculer le BIC pour l’ensemble des 2p mode`les possibles. De`s que p   30, il
n’est pas raisonnable de construire les 2p mode`les et on le combine le plus souvent a` des
heuristiques qui permettent de ne parcourir qu’un sous-ensemble de ces 2p mode`les. Les
plus utilise´es en e´pide´miologie et recherche clinique sont les approches ⌧ gloutonnes   dites
pas-a`-pas (stepwise en anglais), qui peuvent eˆtre ascendantes, descendantes, voire hybrides
[Hocking, 1976].
Depuis une vingtaine d’anne´es, la recherche en statistique s’e↵orce de proposer des
crite`res pe´nalise´s alternatifs, qui soient simples a` re´soudre nume´riquement tout en ren-
voyant des estimateurs pre´sentant de bonnes proprie´te´s statistiques [Candes and Tao, 2007,
Tibshirani, 1996, Fan and Li, 2001, Bu¨hlmann and van de Geer, 2011, Giraud, 2014]. Un
choix particulier qui a attire´ beaucoup d’attention, tant dans la litte´rature the´orique qu’ap-
plique´e, est le lasso de´crit dans [Tibshirani, 1996]. Il consiste a` remplacer la norme L0 du
BIC par son enveloppe convexe sur l’intervalle [ 1, 1] [Jojic et al., 2011], a` savoir la norme
L1. Une part importante de mes travaux concerne le lasso ou ses de´rive´s. Le paragraphe sui-
vant le pre´sente brie`vement dans le cas du mode`le de re´gression line´aire homosce´dastique
sur design de´terministe, pour simplifier l’expose´. Pour une mise en perspective avec les
crite`res de type BIC un peu plus de´taille´e, le lecteur peut se re´fe´rer a` l’annexe A.
1.1. L’E´PIDE´MIOLOGIE A` L’HEURE DES DONNE´ES DE GRANDE DIMENSION 3
1.1.2 Le lasso
Pour tout entier m   1, notons [m] l’ensemble {1, . . . ,m}. Nous supposerons disposer
d’une matrice de´terministe X 2 Rn⇥p, renfermant les n observations xi du vecteur des
covariables, pour i 2 [n]. On notera Xj 2 Rn la j-e`me colonne de X, correspondant aux
n observations de la j-e`me covariable. On suppose disposer par ailleurs d’un e´chantillon
Y = (Y1, . . . , Yn)T 2 Rn de n observations d’une variable ale´atoire d’inte´reˆt, sous le mode`le
Y = X ⇤ + ". (1.1)
On supposera que les composantes du vecteur " = ("1, . . . , "n)T 2 Rn sont inde´pendantes
et identiquement distribue´es (i.i.d.), par exemple selon une loi normale N (0, 2) avec   > 0
fixe mais inconnu. Le vecteur  ⇤ 2 Rp renferme les parame`tres du mode`le a` estimer, et de´crit
l’association entre Y et x. Un estimateur classique  ˜ de  ⇤ est obtenu par la me´thode dite
des moindres carre´s ordinaires (MCO) et est de´fini par
 ˜ 2 arg min
 2Rp
kY  X k22.
Le fle´au de la dimension e´voque´ plus haut peut eˆtre illustre´ ici. Le cadre asymptotique
classique, ou` p est fixe et n!1, n’e´tant pas bien adapte´ pour le faire, nous supposons que
p = p(n) est une fonction croissante de n. Si la matrice de design X est de rang p (ce qui
implique notamment que p  n), on peut e´tablir l’unicite´ de la solution  ˜ = (XTX) 1XTY
dont l’erreur de pre´diction quadratique moyenne associe´e est de l’ordre de
kX( ˜    ⇤)k22
n
= OP
⇣ p
n
⌘
.
Si p est fixe et n!1 (qui correspond au cadre asymptotique classique, adapte´ pour de´crire
les donne´es ou` n   p), ce re´sultat e´tablit qu’avec probabilite´ tendant vers 1, l’erreur de
pre´diction quadratique moyenne tend vers 0 a` la vitesse n 1. Cependant, si p = n↵, avec
0 < ↵ < 1, la vitesse de convergence vers 0 de l’erreur de pre´diction moyenne est re´duite
a` n (1 ↵). Conside´rons maintenant le cas ou` p = n et X = In est la matrice identite´
d’ordre n. Ce mode`le correspond a` la version tronque´e du mode`le de suites gaussiennes 1 :
Yi =  ⇤i +"i, pour i 2 [n], avec  ⇤i 2 R, "i ⇠ N (0, 2) et  2 > 0. L’estimateur des MCO vaut
alors  ˜ = Y : les espe´rances  ⇤i sont donc chacune estime´es par chacune des observations
Yi et
E
(
kX( ˜    ⇤)k22
n
)
= E
⇢kY    ⇤k22
n
 
= E
⇢k"k22
n
 
=  2.
Avec l’estimateur des MCO, l’espe´rance de l’erreur de pre´diction quadratique moyenne ne
tend tout simplement pas vers 0 sous ce mode`le.
Les approches pe´nalise´es vont permettre d’obtenir des estimateurs a chant de meilleures
performances, sous certaines hypothe`ses, en tirant profit de certaines connaissances a priori.
En particulier, dans la plupart des applications, seul un sous-ensemble des covariables est
1. Ce mode`le sera dit de suite gaussienne tronque´e par la suite.
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re´ellement associe´ a` la variable re´ponse Y . Ainsi, en notant J⇤ = {j 2 [p] :  ⇤j 6= 0} le
support, inconnu, de  ⇤ et p0 = |J⇤| le cardinal de J⇤, on a typiquement p0 ⌧ p et le
vecteur  ⇤ est alors dit creux ou sparse. Dans de telles situations, les approches pe´nalise´es
qui utilisent un terme de pe´nalite´ encourageant la sparsite´ du vecteur solution, comme le
lasso, sont particulie`rement adapte´es. Pour tout     0, les estimateurs lasso sont de´finis
comme solution du proble`me d’optimisation convexe suivant
minimiser
kY  X k22
2
+  k k1 sur   2 Rp, (1.2)
ou` k k1 =
P
j2[p] | j | est la norme L1 du vecteur  . Comme les crite`res de type BIC, le
crite`re (1.2) est la somme de deux quantite´s. La premie`re mesure l’ade´quation aux donne´es.
La seconde pe´nalise plus ou moins fortement les vecteurs   2 Rp : ces vecteurs sont d’autant
plus pe´nalise´s que leur norme L1 est e´leve´e. En vertu des proprie´te´s ge´ome´triques de la
norme L1, les solutions du lasso  ˆ( ) sont typiquement creuses, pour des valeurs assez
e´leve´es de   > 0. En notant Jˆ( ) = {j 2 [p] :  ˆj( ) 6= 0} leur support, il a e´te´ e´tabli
que Jˆ( ) = J⇤ avec grande probabilite´ pour un choix approprie´ du parame`tre de pe´nalite´
 , et ce sous des hypothe`ses portant sur la matrice de design X, le support J⇤ de  ⇤ et
la ⌧ force du signal   (mesure´e par  ⇤min = minj2J⇤ | ⇤j |) [Zhao and Yu, 2006, Zou, 2006,
Wainwright, 2009]. Le lasso est alors dit consistant en se´lection de variables, ou sparsistent.
L’hypothe`se principale portant sur la matrice de design est celle dite d’irrepre´sentabilite´
(irrepresentability condition). Pour tout sous-ensemble J ✓ [p], et toute matrice U de
dimension n ⇥ p, notons UJ la matrice de dimension n ⇥ |J | constitue´e des colonnes de
la matrice U d’index appartenant a` J . Pour toute matrice carre´e syme´trique U a` valeurs
re´elles, on de´signe par ⇤min(U) sa plus petite valeur propre. L’hypothe`se d’irrepresentabilite´
requiert que ⇤min(XTJ⇤XJ⇤) > 0, et
max
j /2J⇤
k(XTJ⇤XJ⇤) 1XTJ⇤Xjk1 < 1. (1.3)
Autrement dit, la condition d’irrepre´sentabilite´ stipule que le mode`le restreint a` J⇤ est
identifiable et que les colonnes de J⇤c ne sont pas trop aligne´es sur celles de J⇤, ou` pour
tout sous-ensemble J ✓ [p], Jc = [p]\J de´signe le comple´mentaire de J . Sous des hypothe`ses
un peu moins restrictives sur la matrice de design X, on peut montrer [Bickel et al., 2009,
Dalalyan et al., 2014] que l’erreur de pre´diction quadratique moyenne est oraculaire, de
l’ordre de OP(p0 log(p)/n). Au terme log(p) (ainsi qu’aux constantes) pre`s, c’est la vitesse
que l’on obtiendrait pour l’estimateur des MCO reposant sur la connaissance a priori du
support J⇤ (voir l’annexe A pour plus de de´tails).
Ainsi, le lasso a che, sous certaines hypothe`ses, de bonnes proprie´te´s statistiques :
consistance en se´lection de variables, erreur de pre´diction oraculaire. Cependant, le proble`me
d’optimisation associe´ n’admet ge´ne´ralement pas de forme explicite, et sa re´solution repose
sur des approches nume´riques. Le proble`me d’optimisation e´tant convexe, la complexite´
algorithmique de ces approches est bien plus faible que dans le cas du BIC par exemple.
Elle reste cependant typiquement polynomiale en p et en n. D’autre part, dans certaines
situations, la matrice de design est tellement grande que des proble`mes de me´moire peuvent
survenir lors de la re´solution nume´rique du lasso (on ne peut parfois tout simplement
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pas charger la matrice X en me´moire, sauf a` utiliser des me´canismes de type me´moire
virtuelle). Des me´thodes de pre´se´lection ont donc e´te´ de´veloppe´es, qui permettent d’e´liminer
des covariables avant meˆme de re´soudre le lasso. Le but est de travailler avec une matrice de
design de taille plus faible, de manie`re a` acce´le´rer la re´solution du lasso, voire de pouvoir tout
simplement charger cette matrice dans la me´moire et re´soudre le lasso. Dans [VV4], nous
avons de´veloppe´ la premie`re me´thode de pre´se´lection a` be´ne´ficier de la proprie´te´ suivante :
il est garanti que les variables e´limine´es par notre approche n’auraient de toute fac¸on pas
figure´ dans le support de la solution du lasso et l’e´tape de pre´se´lection ne modifie donc pas
cette solution du lasso. La pre´sentation de cette approche fait l’objet du chapitre 2.
1.1.3 Pe´nalite´s structure´es : le fused lasso ge´ne´ralise´
Diverses extensions du lasso ont e´te´ propose´es dans la litte´rature pour corriger certains
de ses de´fauts, comme le biais des estimations des composantes non nulles : on peut no-
tamment citer la version OLS-Hybrid du lasso [Efron et al., 2004], le lasso adaptatif de
[Zou, 2006], ou encore le lasso relaxe´ de [Meinshausen, 2007]. Nous renvoyons a` l’annexe A
pour plus de de´tails sur ces approches.
D’autres extensions concernent l’utilisation de pe´nalite´s structure´es [Bach et al., 2012]
pour tirer profit d’une structure attendue dans le vecteur  ⇤, refle´tant une certaine structure
au niveau des variables. C’est le cas notamment du fused lasso [Tibshirani et al., 2005]. Il
a e´te´ initialement propose´ dans le mode`le de suite gaussienne tronque´e (Yi =  ⇤i + "i, avec
 ⇤i 2 R et "i ⇠ N (0, 2) pour i 2 [n]) et est spe´cialement adapte´ lorsque le signal est
constant par morceaux. Un exemple d’application est celui des donne´es CGH en ge´nomique
ou` le signal correspond au logarithme du ratio d’une mesure de la quantite´ d’ADN le
long du ge´nome chez un malade par rapport a` un individu sain. En l’absence d’anomalie,
le ratio vaut 1 et le signal est donc nul. Lorsqu’une partie du chromosome est amplifie´e
chez le malade on observe un saut dans le signal, etc. Dans ce type d’application, peuvent
eˆtre creux non seulement le vecteur  ⇤, mais aussi le vecteur des di↵e´rences successives
  ⇤ = ( ⇤2    ⇤1 , . . . , ⇤p    ⇤p 1)T 2 Rp 1. Dans ce cadre, le fused lasso consiste a` re´soudre
le proble`me d’optimisation suivant,
minimiser
kY    k22
2
+  1k k1 +  2k  k1 sur   2 Rp, (1.4)
ou`  1 et  2 sont deux parame`tres de re´gularisation et k  k1 =
Pp
j 2 | j    j 1|. Par
rapport au lasso, le fused lasso pe´nalise le crite`re des MCO (ici, dans le mode`le de suite
gaussienne tronque´e) non seulement par la norme L1 du vecteur de parame`tre, mais aussi
par la norme L1 du vecteur des di↵e´rences successives. Il encourage ainsi les solutions
 ˆ( 1, 2) creuses et telles que  ˆj( 1, 2) =  ˆj 1( 1, 2), c’est-a`-dire les solutions creuses et
constantes par morceaux. Une illustration est donne´e sur la figure 1.1.
Notons d0 le nombre de composantes non nulles de   
⇤. En se concentrant sur la
version du fused lasso pur omettant le terme  1k ⇤k1 dans le crite`re (1.4), il est e´tabli dans
[Dalalyan et al., 2014] que l’erreur de pre´diction quadratique moyenne est, a` des termes
logarithmiques pre`s, de l’ordre de d0/n avec grande probabilite´, et pour un choix de  2
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Figure 1.1 – Figure reprise de [Tibshirani and Wang, 2008]. Donne´es CGH (a` gauche) et
estimation du signal par fused lasso (en trait continu sur la figure de droite).
approprie´. La` encore, l’utilisation d’une pe´nalite´ adapte´e a` la structure attendue du vecteur
des parame`tres  ⇤ permet d’atteindre la vitesse optimale (a` des termes ne´gligeables pre`s).
L’ide´e du fused lasso a e´te´ reprise et ge´ne´ralise´e dans le contexte du mode`le de re´gression
line´aire (et des mode`les line´aires ge´ne´ralise´s). Un nombre croissant d’applications fait in-
tervenir des covariables qui sont naturellement organise´es en re´seau et ou` il est attendu
que des covariables connecte´es dans le re´seau partagent des e↵ets similaires sur la variable
re´ponse conside´re´e. En biologie mole´culaire par exemple, les re´seaux d’interaction prote´ines-
prote´ines de´crivent les interactions physiques entre prote´ines. Or des prote´ines appartenant
a` une meˆme voie de signalisation, partageant des fonctions proches, peuvent avoir des ef-
fets similaires sur la re´ponse a` un traitement ou le de´veloppement d’une maladie. Dans
les e´tudes e´pide´miologiques de type GWAS (Genome Wide Association Study), on peut
e´galement s’attendre a` ce que des SNPs (Single Nucleotide Polymorphism) en de´se´quilibre
de liaison ou appartenant a` un meˆme ge`ne, etc., partagent des e↵ets similaires sur une
pathologie donne´e. Si j1 et j2 sont deux indices de [p] correspondant a` des prote´ines ou des
SNPs connecte´s dans le re´seau, alors on peut s’attendre a` ce que  ⇤j1 =  
⇤
j2 . Le fused lasso
ge´ne´ralise´ consiste a` re´soudre le proble`me d’optimisation suivant,
minimiser
kY  X k22
2
+  1k k1 +  2
X
j1⇠j2
| j2    j1 | sur   2 Rp, (1.5)
dans lequel on pe´nalise, en plus de la norme L1 du vecteur de parame`tres, les di↵e´rencesP
j1⇠j2 | j2    j1 | ou` j1 ⇠ j2 signifie que les covariables Xj1 et Xj2 sont connecte´es dans le
graphe de´crivant le re´seau. En particulier, les termes | j2  j1 | dans la pe´nalite´ encouragent
les solutions telles que  ˆj1 =  ˆj2 . Le fused lasso ge´ne´ralise´ encourage donc les vecteurs
solution  ˆ( 1, 2) avec une double structure : ces vecteurs auront tendance a` eˆtre a` la fois
creux et avec des composantes non nulles e´gales entre elles pour certaines des covariables
connecte´es dans le graphe.
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Dans [VV11], nous nous plac¸ons dans le cadre asymptotique classique (p fixe et n!1)
et e´tablissons notamment une proprie´te´ oraculaire asymptotique pour une version, dite
adaptative, du fused lasso ge´ne´ralise´. Dans ce cadre, notre re´sultat e´tablit en particulier
l’optimalite´ de la strate´gie reposant sur le choix de la clique en tant que graphe de´crivant
le re´seau (la clique est le graphe complet, qui connecte l’ensemble de ses noeuds entre
eux ; dans le cadre du fused lasso ge´ne´ralise´, toutes les di↵e´rences | j1    j2 |, j1 < j2,
sont alors pe´nalise´es). Nous comple´tons nos re´sultats the´oriques par une e´tude de simu-
lation approfondie ou` nous e´tudions notamment la robustesse du fused lasso ge´ne´ralise´
a` une mauvaise spe´cification du graphe par rapport a` la structure re´elle du vecteur  ⇤.
Ces re´sultats empiriques viennent tempe´rer nos re´sultats asymptotiques, notamment sur la
bonne tenue de l’approche utilisant la clique. Ils vont ainsi dans le sens de ceux obtenus par
[Sharpnack et al., 2012] sous le mode`le de suite gaussienne tronque´e, ou` X = In et donc
p = n n’est pas fixe.
Outre son inte´reˆt pour les applications dans lesquelles les covariables s’organisent na-
turellement en re´seau, le fused lasso ge´ne´ralise´ peut eˆtre utilise´ lorsque les observations
proviennent de di↵e´rentes strates, ou sous-groupes, et que l’on cherche a` construire conjoin-
tement les mode`les correspondant a` chacune des strates. Je me suis dernie`rement beaucoup
inte´resse´ aux donne´es de ce type, qui font l’objet du paragraphe suivant.
1.2 Les donne´es stratifie´es
1.2.1 L’exemple des mode`les pronostiques pour le cancer du sein
Reprenons l’exemple de la construction d’un mode`le pronostique dans le cas du cancer
du sein. Les donne´es mole´culaires, notamment, ont conduit a` la de´finition de plusieurs sous-
types de cancer du sein. Le risque de rechute (ou de de´ce`s) apre`s un diagnostic de cancer du
sein de´pend fondamentalement de ce sous-type de cancer. D’autre part, certains facteurs de
risque e´tablis pour le cancer du sein, tels que l’obe´site´ ou le statut me´nopausique, ont des
e↵ets distincts en fonction du sous-type [Rosner et al., 2013, Tamimi et al., 2012]. On est
donc amene´ a` pre´sent a` construire des mode`les pronostiques pour chacun de ces sous-types.
La manie`re la plus classique de proce´der consiste a` conside´rer chaque sous-type isole´ment
(inde´pendamment) [Munsell et al., 2014, Suzuki et al., 2009, Colditz et al., 2004], ce qui
soule`ve plusieurs proble`mes.
Notons K   1 le nombre de sous-types conside´re´s. Dans un mode`le parame´trique,
ou semi-parame´trique comme le mode`le de Cox qui est souvent utilise´ dans ce contexte
[Cox, 1972], le nombre de parame`tres a` estimer pour construire les K mode`les pronos-
tiques correspondant aux K sous-types de cancer du sein est typiquement Kp. Or, meˆme
si des he´te´roge´ne´ite´s existent entre ces K sous-types, un certain niveau d’homoge´ne´ite´ est
attendu : l’e↵et de certains facteurs peut eˆtre identique sur l’ensemble, ou au moins un
sous-ensemble, des sous-types. En construisant les K mode`les de manie`re inde´pendante, on
ne peut tirer profit de cette homoge´ne´ite´. On estime alors un nombre de parame`tres inutile-
ment grand, les estimations ont une variance typiquement e´leve´e et finalement les mode`les
pronostiques ont un pouvoir pre´dictif modeste (en raison du fle´au de la dimension e´voque´
plus haut). D’autre part, le pouvoir pre´dictif n’est ge´ne´ralement pas le seul enjeu lorsque
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l’on construit un mode`le pronostique. Les e´pide´miologistes s’inte´ressent e´galement aux va-
riables qui le constituent et aux parame`tres qui leur sont associe´s. Dans le cas d’un mode`le
pronostique pour plusieurs sous-types de cancer du sein, on s’inte´resse en particulier aux
di↵e´rences entre les parame`tres correspondant a` un meˆme facteur de risque, pour de´terminer
si son e↵et varie en fonction du sous-type. La` encore, la strate´gie consistant a` construire
chaque mode`le pronostique inde´pendamment ne permet pas d’interpre´ter les di↵e´rences ob-
serve´es puisque les parame`tres estime´s pour un meˆme facteur sur chacun des sous-types sont
di↵e´rents par construction. Des proce´dures de test existent [Lunn and McNeil, 1995], mais
ne fournissent qu’une re´ponse partielle en ne permettant de tester que certaines e´galite´s
parmi les parame`tres (voir le paragraphe suivant).
D’un point de vue ge´ne´ral, l’estimation du risque de rechute (ou de de´ce`s) pour les
K sous-types de cancer du sein peut eˆtre vu comme un cas particulier d’apprentissage
multi-taˆches [Evgeniou and Pontil, 2004, Argyriou et al., 2008], ou` l’on cherche a` estimer
une meˆme probabilite´ conditionnelle dans K strates. L’estimation du risque de survenue de
chaque sous-type est un proble`me di↵e´rent, faisant intervenir la notion de risques compe´titifs
[Kalbfleisch and Prentice, 2011, Andersen et al., 2012, Aalen et al., 2008]. Cependant, l’es-
timation peut eˆtre faite sous un mode`le de Cox dit stratifie´, ou` les strates correspondent
a` chacun des sous-types (voir le paragraphe 4.4.2). Ainsi, ces deux exemples illustrent la
situation ou` un facteur de risque cate´goriel Z, de´finissant les strates, reveˆt un inte´reˆt par-
ticulier et peut modifier les e↵ets des autres facteurs sur une variable re´ponse donne´e. Ils
de´crivent donc la situation classique ou` l’on cherche a` identifier une e´ventuelle interaction,
et a` la de´crire pre´cise´ment, le cas e´che´ant. S’agissant dans ce contexte de l’interaction entre
une variable cate´gorielle et un ensemble de covariables, la variable Z est parfois appele´e
categorical e↵ect modifier [Gertheiss and Tutz, 2012, Oelker et al., 2014].
1.2.2 Formulation dans le cas du mode`le de re´gression line´aire
Pour simplifier, conside´rons a` nouveau le cas du mode`le line´aire homosce´dastique sur de-
sign de´terministe. Les donne´es de l’e´chantillon de taille n   1 dont on dispose correspondent
aux observations des variables (Yi,xi, Zi), i 2 [n], ou` Yi 2 R est la variable d’inte´reˆt, xi 2 Rp
le vecteur des covariables, et Zi 2 [K] la variable cate´gorielle de´crivant la strate d’apparte-
nance de l’observation i. Soit nk =
P
i2[n] I(Zi = k), le nombre d’observations de la strate
k, si bien que n =
P
k2[K] nk. Pour tout k 2 [K], on de´finit Y(k) = (y(k)1 , . . . , y(k)nk )T 2 Rnk
le vecteur de variables re´ponse et X(k) = (x(k)1
T
, . . . ,x(k)nk
T
)T 2 Rnk⇥p la matrice de design
correspondant aux observations de la strate k, c’est-a`-dire aux observations i 2 [n] telles
que Zi = k. On de´finit par ailleurs "(k) = ("
(k)
1 , . . . , "
(k)
nk )
T 2 Rnk le vecteur des re´sidus
dans cette strate, dont on supposera qu’il ve´rifie E"(k) = 0nk et Var("(k)) =  2Ink , avec
 2 > 0 inconnu. Travailler sous l’hypothe`se du mode`le line´aire revient ici a` conside´rer que
les vecteurs Y(k) sont lie´s aux matrices de design X(k) a` travers les K mode`les de re´gression
line´aire suivants :
Y(k) = X(k) ⇤k + "
(k) pour tout k 2 [K], (1.6)
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ou` les vecteurs de parame`tres  ⇤k 2 Rp sont fixes mais inconnus. Ces K mode`les de´crivent
chacun l’association entre Y et x sur une des K strates. Ils reviennent a` supposer que
Y =
h X
k2[K]
I(Z = k)xT ⇤k
i
+ ". (1.7)
L’approche na¨ıve estime les K mode`les (1.6) inde´pendamment et, comme e´voque´ dans le
paragraphe pre´ce´dent, estime donc Kp parame`tres (cette complexite´ peut eˆtre ramene´e a`P
k2[K] k ⇤kk0 estimant chacun des K mode`les par des me´thodes adapte´es si les vecteurs
 ⇤k sont creux). D’autre part, elle renvoie des estimateurs tels que pour tout j 2 [p], pour
tout (k, `) 2 [K]2 avec k 6= `, on a typiquement  ˆk,j 6=  ˆ`,j : les di↵e´rences observe´es ne
peuvent donc pas s’interpre´ter en termes d’e↵et de la variable Z sur le lien entre Y et x.
On pourrait bien suˆr imaginer comparer le mode`le imposant la contrainte  ˆk,j =  ˆ`,j et
le mode`le sans cette contrainte pour tester l’hypothe`se  ⇤k,j 6=  ⇤`,j . Cependant, le nombre
total de mode`les a` conside´rer pour de´terminer, pour tout j 2 [p], les couples (k1, k2) 2 [K]2
tels que  ⇤k1,j 6=  ⇤k2,j vaut (BK)p, ou` BK est le nombre de Bell pour K groupes [Bell, 1934].
Dans le cas de 5 groupes et p variables par exemple, on obtient 52p mode`les possibles, si
bien que cette proce´dure est ge´ne´ralement impossible a` appliquer en pratique.
Une autre strate´gie classique en e´pide´miologie consiste a` se´lectionner une strate de
re´fe´rence `, a priori, puis a` de´composer les parame`tres des mode`les (1.6) selon l’e´quation
 ⇤k =  
⇤
` +  
⇤
k, pour tout k 2 [K], avec  ⇤` = 0p. Cette strate´gie revient a` coder la classe
d’appartenance parK 1 dummy variables, c’est-a`-direK 1 variables indicatrices I(Z = k),
pour k 2 [K] \ `, et a` conside´rer le mode`le suivant :
Y = xT ⇤` +
X
k 6=`
(x · I(Z = k))T ⇤k + ". (1.8)
Il correspond a` une reparame´trisation du mode`le (1.7) et donc des mode`les (1.6). Chaque
vecteur  ⇤k renferme ici les di↵e´rences des e↵ets, pour les p covariables, entre la strate k
et la strate de re´fe´rence `. Une fois ces parame`tres estime´s, on peut proce´der a` des tests
de significativite´, soit pour tester la nullite´ de chaque composante  ⇤k,j , soit pour tester la
nullite´ globale des  ⇤k,j pour tout k 6= ` (et pour un j 2 [p] fixe´).
Cette strate´gie pre´sente deux de´fauts principaux. Premie`rement, le choix de la strate
de re´fe´rence est arbitraire alors que la pre´cision de l’estimation de´pend e´troitement de ce
choix. Le nombre de parame`tres non nuls du mode`le reparame´tre´ suite au choix ` de la
strate de re´fe´rence est k ⇤`k0 +
P
k 6=` k ⇤kk0 : il de´pend donc de `. Conside´rons la situation
ou`  ⇤k,j 6= 0 pour tout (k, j) 2 [K] ⇥ [p],  ⇤2 = . . . =  ⇤K et, pour tout j 2 [p],  ⇤1,j 6=  ⇤2,j .
Alors le choix ` = 1 pour la strate de re´fe´rence est associe´ a` une dimension Kp, alors que
tout autre choix ` 6= 1 est associe´ a` une dimension 2p < Kp. Ainsi, dans ce cas, si l’on fait
le choix ` = 1 pour la strate de re´fe´rence, les estimateurs seront moins pre´cis, la puissance
pour de´tecter les composantes  ⇤k,j 6= 0 sera plus faible, et le pouvoir pre´dictif du mode`le
obtenu sera de´grade´, par rapport a` tout autre choix de la strate de re´fe´rence.
Le deuxie`me de´faut de cette strate´gie est qu’elle ne fournit qu’une re´ponse partielle a` la
question du roˆle de la variable Z sur l’association entre x et Y . Sous le mode`le de re´gression
line´aire (1.6), re´pondre a` cette question revient a` identifier pour tout j 2 [p] les couples
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(k1, k2) 2 [K]2 tels que  ⇤k1,j =  ⇤k2,j . La strate´gie de´crite ici ne permet que de tester l’e´galite´
des composantes  ⇤`,j et  
⇤
k,j , pour tout j 2 [p] et k 6= `, mais pas celle des composantes
 ⇤k1,j et  
⇤
k2,j
pour k1 et k2 di↵e´rents de `.
Je me suis inte´resse´ a` des approches pe´nalise´es permettant d’aborder la proble´matique
des donne´es stratifie´es et, plus ge´ne´ralement, le cadre de l’estimation conjointe deK vecteurs
de parame`tres  ⇤1, . . . , ⇤K , sous l’hypothe`se d’un certain niveau d’homoge´ne´ite´ entre ces
vecteurs. Sous cette hypothe`se, on s’attend a` ce que des composantes d’une meˆme ligne
de la matrice B⇤ = ( ⇤1, . . . , ⇤K) (correspondant aux e↵ets d’une meˆme variable dans
di↵e´rentes strates) soient e´gales. Le principe ge´ne´ral des approches que j’ai conside´re´es,
et qui seront de´crites au chapitre 4, est d’utiliser des pe´nalite´s adapte´es a` cette structure
attendue dans la matrice B⇤ = ( ⇤1, . . . , ⇤K). Nous montrons en particulier que l’approche
propose´e par [Gertheiss and Tutz, 2012] correspond a` une version du fused lasso ge´ne´ralise´,
pour un choix particulier du graphe utilise´ dans la pe´nalite´. Un corollaire du re´sultat obtenu
dans [VV11] permet d’e´tablir l’optimalite´ de la version adaptative de cette approche dans
le cadre asymptotique classique. Dans [VV7], nous e´tendons cette approche au cas des
mode`les non-line´aires a` e↵ets mixtes, qui sont notamment utilise´s en pharmacocine´tique.
Dans [VV8], nous de´veloppons une nouvelle approche, AutoRefLasso, qui corrige le premier
de´faut de la strate´gie reposant sur un choix a priori de la strate de re´fe´rence de´crite ci-
dessus. Nous e´tudions ses proprie´te´s en matie`re de se´lection de variables dans un cadre
non-asymptotique, et montrons sa supe´riorite´ par rapport a` la version pe´nalise´e par la
norme L1 de la strate´gie reposant sur un choix a priori de la strate de re´fe´rence, RefLasso.
Nous montrons e´galement qu’AutoRefLasso peut se re´e´crire comme un simple lasso sur
une transformation des donne´es originales. Ainsi, premie`rement, le couˆt de sa re´solution
nume´rique est peu supe´rieur a` celui de RefLasso (pour de meilleures garanties the´oriques).
Deuxie`mement, AutoRefLasso est directement imple´mentable sous une varie´te´ de mode`les
(line´aire, logistique, logistique conditionnelle, de Poisson, de Cox, etc.) puisqu’il su t de
disposer d’un algorithme re´solvant le lasso sous le mode`le conside´re´.
1.2.3 Extensions
Certains de mes projets concernent diverses extensions des approches pre´sente´es dans
le paragraphe pre´ce´dent dans le cadre des mode`les de re´gression. Ces projets sont motive´s
par des applications concre`tes en e´pide´miologie.
Une des the´matiques principales de l’UMRESTTE, mon laboratoire de rattachement, est
l’e´pide´miologie du risque routier. Dans le contexte des accidents de la circulation, la se´curite´
secondaire s’inte´resse aux le´sions subies par les victimes de ces accidents. Lorsque les secours
arrivent sur les lieux de l’accident, il est important pour eux d’e´valuer le plus pre´cise´ment
possible la gravite´ des le´sions subies par chacune des victimes afin de les orienter vers des
services hospitaliers adapte´s. Or les traumatismes subis par les victimes e´tant le plus souvent
ferme´s (par opposition aux traumatismes subis par les personnes agresse´es a` l’arme blanche
par exemple), le diagnostic de certaines le´sions est de´licat, comme celles touchant les organes
internes. Afin d’aider au diagnostic de ces le´sions, on peut chercher a` pre´dire leur pre´sence
en fonction notamment des autres le´sions subies. Une manie`re d’aborder cette question est
de de´crire les associations entre le´sions chez les victimes d’accident de la circulation. Or ces
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associations peuvent varier en fonction des circonstances de l’accident, et notamment du
type d’usager (automobiliste, pie´ton, cycliste, etc.). Ainsi, pour e´tudier les associations entre
le´sions chez les victimes d’accident de la circulation, il semble assez naturel de conside´rer
la population des victimes comme un ensemble de strates de´finies par les circonstances de
l’accident ; voir le paragraphe 5.3. Je me suis initialement inte´resse´ a` l’e´tude des associations
parmi un ensemble de variables binaires sur les donne´es du CepiDC. Celles-ci recensent
l’ensemble des certificats de de´ce`s survenus en France, sur lesquels sont indique´es les causes
du de´ce`s. L’e´tude des associations entre ces causes, que nous avons initie´e dans [VV9], peut
conforter les connaissances actuelles sur les se´quences causales conduisant au de´ce`s, voire
les comple´ter en en sugge´rant de nouvelles. La` encore, ces associations varient typiquement
en fonction de l’aˆge et du sexe des individus et il paraˆıt naturel de conside´rer des strates
de´finies en croisant le sexe et la classe d’aˆge lorsqu’on e´tudie ces associations. Ainsi, un
de mes projet concerne les extensions des approches e´voque´es au paragraphe pre´ce´dent
pour estimer simultane´ment plusieurs mode`les graphiques, de´crivant chacun les relations
d’inde´pendances conditionnelles parmi un ensemble de variables, sur une strate particulie`re.
Il sera pre´sente´ au chapitre 5.
En reprenant l’e´tude des facteurs de risque des di↵e´rents sous-types de cancer du sein
e´voque´e au paragraphe pre´ce´dent, deux designs d’e´tude sont le plus souvent utilise´s : les
e´tudes de cohorte et les e´tudes cas/te´moins. Dans les e´tude de cohorte, des individus sains a`
l’inclusion dans l’e´tude sont suivis sur une pe´riode de temps donne´e et le temps de survenue
du cancer (ainsi que le sous-type) est releve´ au cours du suivi, le cas e´che´ant. Les di↵e´rents
sous-types de cancer peuvent eˆtre conside´re´s comme des risques compe´titifs, qui peuvent
chacun eˆtre mode´lise´s par un mode`le de Cox [Cox, 1972]. Comme nous l’avons e´voque´ plus
haut, l’estimation de ces di↵e´rents risques, en fonction des covariables, peut eˆtre e↵ectue´e
a` partir d’un mode`le de Cox stratifie´. L’extension d’AutoRefLasso dans ce cadre est un de
mes projets, pre´sente´ au paragraphe 4.4.2.
Dans le cas des e´tudes cas/te´moins prenant en compte le sous-type de cancer du sein,
on dispose de n0 patients sans cancer du sein, de n1 patients ayant un cancer du sein de
type 1, n2 de type 2, ..., nK de type K. C’est notamment le design de l’e´tude pre´vue dans
un projet finance´ par l’INCa et porte´ par Sabina Rinaldi du CIRC (Centre International de
Recherche sur le Cancer, OMS), auquel je participe. Il vise a` e´tudier le lien entre l’obe´site´ et
le risque des di↵e´rents sous-types de cancer du sein, notamment a` travers des variables me-
surant le me´tabolisme. Un mode`le d’analyse classique est le mode`le de re´gression logistique
polytomique, qui a la forme suivante :
log
✓
P(Y = k)
P(Y = 0)
◆
= xT ⇤k, pour tout k 2 [K],
ou` Y de´signe le type de cancer du sein (Y = 0 pour les patients sans cancer du sein), x 2 Rp
est le vecteur de covariables et  ⇤k = ( ⇤k,1, . . . , 
⇤
k,p) 2 Rp avec  ⇤k,j le parame`tre associe´ a` la
covariable j pour le k-e`me sous-type de cancer du sein. Ici, on n’est pas a` proprement parle´
face a` des donne´es stratifie´es, ni meˆme a` un proble`me d’apprentissage multi-taˆches, mais la
question est une nouvelle fois celle de l’estimation de K vecteurs  ⇤1, . . . , ⇤K , parmi lesquels
une certaine homoge´ne´ite´ est attendue. En particulier, on est e´galement inte´resse´ ici par
la de´termination des paires (k1, k2) 2 [K]2 telles que  ⇤k1,j =  ⇤k2,j pour j 2 [p] fixe´. Un de
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mes objectifs dans ce projet sera d’e´tudier l’inte´reˆt des approches que j’ai e´tudie´es dans
le cadre des donne´es stratifie´es, pour la de´tection des he´te´roge´ne´ite´s parmi les K vecteurs
d’un mode`le de re´gression polytomique. Pour eˆtre complet, notons que l’on proce`de le plus
souvent a` des appariements dans les e´tudes cas/te´moins et les e´chantillons de cas et de
te´moins ne sont alors plus inde´pendants : l’extension a` ce type de donne´e pourra e´galement
eˆtre conside´re´e.
1.3 Proble´matiques plus spe´cifiques a` l’e´pide´miologie
Meˆme si j’ai e´te´ sensibilise´ aux proble´matiques de´crites ci-dessus a` travers des appli-
cations en e´pide´miologie, on les retrouve dans de nombreux autres domaines d’application
des statistiques. Je me suis inte´resse´ a` deux autres types de proble`mes, plus spe´cifiques a`
l’e´pide´miologie et la recherche clinique, et qui sont pre´sente´s dans les deux paragraphes
suivants.
1.3.1 Evaluation des mode`les pronostiques en pre´sence de donne´es cen-
sure´es
Le premier concerne une nouvelle fois les mode`les pronostiques, et plus particulie`rement
leur e´valuation. S’agissant de mode`les visant a` pre´dire l’e´tat de sante´ futur, le design pri-
vile´gie´ pour construire puis e´valuer ces mode`les est celui des e´tudes de cohorte prospective.
Dans celles-ci, on inclut un e´chantillon repre´sentatif des individus sains (qui n’ont pas en-
core expe´rimente´ l’e´ve`nement d’inte´reˆt) de la population cible, qui est ensuite suivi sur
une certaine pe´riode de temps au cours de laquelle on rele`ve l’instant T de survenue de
l’e´ve`nement d’inte´reˆt pour chaque patient. Cependant, les patients inclus ne de´velopperont
ge´ne´ralement pas tous la pathologie pendant l’e´tude, certains patients pouvant par ailleurs
eˆtre perdus de vue avant la fin de l’e´tude (et possiblement avant d’avoir de´veloppe´ la patho-
logie). Pour ces individus, on ne dispose que d’une borne infe´rieure sur T . Ce phe´nome`ne
est celui de la censure a` droite, et il est typique de l’analyse de survie dont la construction
et l’e´valuation des mode`les pronostiques sont deux exemples.
Meˆme si d’autres crite`res existent, deux grandes familles de crite`res pre´dominent pour
e´valuer un mode`le pronostique [Gail and Pfei↵er, 2005] : les crite`res e´valuant la calibration,
et ceux e´valuant le pouvoir discriminant. La calibration mesure l’ade´quation du mode`le pro-
nostique, et e´value s’il pre´dit correctement le nombre d’e´ve`nements dans des sous-groupes
de la population. Or la pre´sence de perdus de vue avant le temps t0 fait que le nombre
d’e´ve`nements que l’on aurait observe´ avant t0 si tous les patients avaient e´te´ au moins sui-
vis jusqu’en t0 n’est pas connu. Le pouvoir discriminant d’un mode`le pronostique mesure
quant a` lui la capacite´ du mode`le a` distinguer les patients qui de´velopperont la maladie
avant t0 de ceux qui ne l’auront toujours pas de´veloppe´e en t0. La plupart des crite`res qui
l’e´valuent sont ainsi des mesures de la distance entre deux distributions : celle des valeurs du
mode`le pronostique chez les individus qui de´velopperont la maladie avant t0 et celle des va-
leurs du mode`le pronostique chez les individus qui ne de´velopperont pas la maladie avant t0.
Or on ne sait pas si les individus perdus de vue avant le temps t0 auraient ou non de´veloppe´
la maladie avant t0. Ainsi la pre´sence de perdus de vue avant le temps t0 rend ne´cessaire
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le de´veloppement d’estimateurs adapte´s, auquel j’ai participe´ dans [VV14, VV12], pour
e´valuer sans biais la calibration et le pouvoir discriminant d’un mode`le pronostique donne´.
Nous avons e´galement re´dige´ un chapitre d’ouvrage pre´sentant une revue de la litte´rature
sur l’e´valuation du pouvoir discriminant des mode`les pronostiques [VV2], et j’ai co-organise´
un atelier INSERM sur ce the`me.
Par souci de concision, j’ai cependant de´cide´ de ne pas pre´senter mes travaux sur cette
the´matique dans ce document, pas plus que ceux sur la the´matique connexe de l’e´valuation
des tests diagnostiques [VV10, VV3, VV5].
J’ai pre´fe´re´ me concentrer sur ceux que j’ai re´cemment initie´s autour de la causalite´, et
qui sont introduits dans le paragraphe suivant.
1.3.2 Causalite´ et e↵ets d’une cause e´tablie
Une proble´matique a` laquelle je me suis inte´resse´ dernie`rement est intrinse`que aux ob-
jectifs de l’e´pide´miologie, qui vise a` e´tudier les causes d’un e´tat de sante´, et non pas simple-
ment les facteurs qui lui sont associe´s. Les analyses statistiques classiques qui estiment des
mesures d’associations (odds-ratio ajuste´, etc.) ne sont donc, en principe, qu’une premie`re
e´tape.
Par exemple, en matie`re de se´curite´ routie`re, la pe´riode re´cente a e´te´ marque´e par le
de´ploiement des radars automatise´s (Controˆle Sanction Automatise´, CSA) durant l’anne´e
2003. Cette mesure s’est accompagne´e d’une large diminution des vitesses pratique´es, prin-
cipalement chez les automobilistes, d’une re´duction du nombre d’accidents mortels et en
particulier du nombre de de´ce`s suite a` un traumatisme craˆnien. J’ai e´te´ sollicite´ par Tho-
mas Lieutaud (Me´decin anesthe´stiste, UMRESTTE), Blandine Gadegbeku (IR, IFSTTAR,
UMRESTTE) et Amina N’diaye (IR, IFSTTAR, UMRESTTE), pour e´tudier l’e´volution
de l’e´pide´miologie des traumatismes craˆniens chez les victimes d’accident de la circulation
sur les pe´riodes 1996-2001 (avant le CSA) et 2003-2008 (apre`s le CSA). Dans [VV6], nous
nous appuyons sur les donne´es du Registre du Rhoˆne et montrons en particulier que la
diminution du nombre de de´ce`s suite a` un traumatisme craˆnien (-58%) est plus forte que
la baisse du nombre de victimes d’un traumatisme craˆnien dans un accident de la circula-
tion (-42%), cette dernie`re e´tant elle-meˆme plus forte que la baisse du nombre d’accidents
corporels (-25%). Nous montrons e´galement que ces baisses concernent principalement les
automobilistes (chez qui la baisse des vitesses pratique´es suite au CSA est la plus nette).
Apre`s ajustement sur di↵e´rents facteurs mesurant notamment la gravite´ des le´sions subies,
on observe un e↵et protecteur de la pe´riode 2003-2008 sur le risque de de´ce`s chez les vic-
times d’un traumatisme craˆnien (OR ajuste´ de 0.52, IC a` 95% : [0.41, 0.67]), sugge´rant
une meilleure prise en charge de ces victimes dans la pe´riode re´cente. Ainsi, la diminution
de 58% du nombre de de´ce`s observe´s suite a` un traumatisme craˆnien chez les victimes
d’accident de la circulation entre les deux pe´riodes conside´re´es semble s’expliquer par trois
phe´nome`nes principaux : une meilleure prise en charge des victimes, notamment pour les
le´sions mode´re´es a` se´ve`res, une moindre se´ve´rite´ des accidents corporels et enfin la dimi-
nution du nombre de ces accidents. Intuitivement, ces deux derniers phe´nome`nes peuvent
au moins en partie eˆtre attribue´s a` la baisse des vitesses de circulation observe´e a` la suite
du CSA. Cependant, les seules mesures d’association entre la variable binaire de´crivant la
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pe´riode de l’accident (avant ou apre`s 2003) et, par exemple, la se´ve´rite´ des traumatismes
craˆniens suite a` un accident de la circulation ne su sent pas a` e´tablir le lien causal entre
le CSA et cette diminution. Le fait que les associations observe´es soient plus fortes chez les
automobilistes est un argument en faveur de ce lien causal, mais il ne peut eˆtre conside´re´
comme su sant.
Plus ge´ne´ralement, la simple corre´lation avec l’e´tat de sante´ n’est pas su sante pour
qu’un facteur de risque soit qualifie´ de cause de cet e´tat. En e´pide´miologie, les crite`res
de Bradford Hill [Hill, 1965], quoique critiquables, ont e´te´ propose´s pour e´tablir le lien
causal entre un facteur de risque et un e´tat de sante´ : plausibilite´, relation dose-e↵et,
reproductibilite´, temporalite´, spe´cificite´, etc. Pour certains e´ve`nements, leurs causes, ou en
tout cas certaines d’entre elles, sont ainsi conside´re´es comme e´tablies dans la litte´rature : le
tabac pour le cancer du poumon, plus re´cemment la consommation de viande rouge pour
le cancer, etc. Pour une cause e´tablie, une mesure d’importance en e´pide´miologie est son
risque attribuable, ou fraction attribuable, qui quantifie la proportion des cas de maladie
due, ou attribuable, a` cette cause [Rothman et al., 2008]. Re´gulie`rement, le CIRC met par
exemple a` jour les risques attribuables de cancer pour di↵e´rents facteurs de risque causaux
[IARC, 2001]. Dans le domaine de la se´curite´ routie`re, une cause bien e´tablie des accidents,
et notamment des accidents mortels, est la vitesse. Lors de mon arrive´e a` l’UMRESTTE,
j’ai e´te´ sollicite´ par Bernard Laumon (DR IFSTTAR), alors directeur de l’UMRESTTE,
pour e´tendre les e´quations de Nilsson [Nilsson, 2004], qui forment un mode`le bien connu en
se´curite´ routie`re. Un des re´sultats marquants de ces mode`les peut se re´sumer ainsi. Soit t0
et t1 deux temps distincts, et pour j 2 {0, 1}, soit vj et dj la vitesse moyenne et le nombre
d’accidents mortels observe´s sur un re´seau routier donne´ au temps tj . Alors on a la relation
suivante d1/d0 = (v1/v0)4. Ce mode`le simple a e´te´ valide´ sur un grand nombre d’e´tudes (voir
par exemple la me´ta-analyse de [Elvik et al., 2005] portant sur 98 e´tudes). L’ide´e originale
de notre travail e´tait de relier le nombre d’accidents mortels non pas a` la vitesse moyenne,
mais a` la distribution comple`te des vitesses, en supposant une relation polynomiale entre la
vitesse d’un groupe de ve´hicules et leur risque d’eˆtre implique´ dans un accident mortel. Dans
[VV13], nous avons utilise´ les donne´es de vitesse et d’accidentologie collecte´es au niveau
national par l’Organisme National Inter-ministe´riel de Se´curite´ Routie`re (ONISR) en nous
focalisant sur les donne´es de jour relatives aux routes de´partementales et nationales, qui
concentrent la part principale du trafic et des accidents mortels. Nous avons construit un
mode`le qui, malgre´ sa simplicite´ (on ne conside`re en somme que la vitesse comme facteur
pre´dictif du nombre d’accidents mortels), e´tait en bonne ade´quation avec nos donne´es. Nous
avons ensuite utilise´ ce mode`le pour estimer les fractions des accidents mortels attribuables
a` di↵e´rents types d’exce`s de vitesse. Par exemple, le nombre d’accidents mortels attribuable
aux exce`s de vitesse compris entre 10 et 20 km/h au dessus de la limite autorise´e e´tait estime´
en comparant les nombres d’accidents mortels pre´dits par notre mode`le dans la situation
observe´e sur nos donne´es et dans la situation ⌧ contrefactuelle  ou` les conducteurs circulant
entre 10 et 20 km/h au-dessus des limites auraient circule´ a` la vitesse re´glementaire. Nos
re´sultats sont en grande partie cohe´rents avec ceux obtenus via les e´quations de Nilsson. Ils
sugge`rent que sur les routes de´partementales, la fraction des accidents mortels attribuables
aux ⌧ grands   exce`s de vitesse (>20 km/h au-dessus de la limite autorise´e) est passe´e de
25% a` 6% sur la pe´riode 2001-2010, celle des exce`s mode´re´s (entre 10 et 20 km/h au-dessus
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de la limite) est passe´e de 13% a` 9%, alors que la fraction attribuable aux petits exce`s de
vitesse (<10 km/h au-dessus de la limite) est passe´e de 7% a` 13%. Nous avons par ailleurs
observe´ des tendances analogues sur les routes nationales. A noter que ces re´sultats refle`tent
surtout le fait que la fre´quence des grands exce`s de vitesse a beaucoup diminue´ suite au
de´ploiement des radars automatise´s en 2003, alors que celle des petits exce`s de vitesse est
reste´e relativement stable. En toute rigueur, ils sont aussi a` conside´rer avec pre´caution
puisqu’aucun ajustement n’e´tait possible sur des facteurs tels que l’alcool, l’utilisation du
te´le´phone portable au volant, etc.
Dans les situations caracte´rise´es par la pre´sence d’un facteur de risque interme´diaire
ou me´diateur, on peut par ailleurs chercher a` de´composer l’e↵et d’une cause, en un e↵et
direct et un e↵et indirect, me´die´ par ce me´diateur. Par exemple, dans l’e´tude du roˆle du
re´gime alimentaire, ou plus ge´ne´ralement du mode de vie, sur la survenue d’un cancer, le
me´tabolisme peut eˆtre conside´re´ comme un me´diateur possible. J’ai e´te´ sollicite´ par Pietro
Ferrari (CIRC, OMS) pour participer au co-encadrement de la the`se de Nada Assi, qui a
pour objectif ge´ne´ral l’e´tude des e↵ets du mode de vie sur le risque de cancer. Nous avons
en particulier publie´ un article dans lequel nous mode´lisons l’approche dite ⌧ meeting-in-
the-middle   [Chadeau-Hyam et al., 2011] ou` trois ensembles de variables sont en jeu : des
variables lie´es au mode de vie (re´gime alimentaire, variables anthropome´triques, etc.), des
variables mesurant le me´tabolisme et une variable indiquant la survenue d’un cancer du foie.
L’ide´e fondamentale du meeting-in-the-middle est que l’e↵et du mode de vie sur le risque
de cancer (ici du foie), est en partie me´die´ par le me´tabolisme, ce que semblent confirmer
nos re´sultats [VV1].
Ces trois travaux collaboratifs, [VV6, VV13] et [VV1], mettent en jeu des notions clas-
siques en e´pide´miologie. Elles sont aborde´es dans les formations en biostatistique auxquelles
j’ai pu participer en tant qu’e´tudiant (ISUP) ou enseignant (ISUP, Paris 5, Lyon 1). Dans
ces formations, on insiste sur la distinction entre l’e↵et marginal et l’e↵et ajuste´ d’un
facteur de risque, et donc, sur la ne´cessite´ d’ajuster sur des facteurs de confusion pour
mesurer au mieux l’e↵et d’un facteur de risque sur une variable d’inte´reˆt (comme par
exemple l’ajustement sur la gravite´ des le´sions pour e´tudier la meilleure prise en charge
des patients dans la pe´riode re´cente dans [VV6]). A contrario, on apprend aussi a` ne pas
ajuster sur un facteur interme´diaire (ou me´diateur), au risque de n’estimer que l’e↵et direct
d’un facteur de risque causal, et donc sous-estimer son e↵et total. Ces re`gles sont cepen-
dant ge´ne´ralement dicte´es sans re´elle justification formelle. Or, un pan de la litte´rature
re´cente permet de les justifier sous certaines hypothe`ses, voire de les e´tendre sous d’autres
hypothe`ses. Il s’agit de la litte´rature concernant l’infe´rence causale sur donne´es obser-
vationnelles (par opposition aux donne´es interventionnelles de l’essai the´rapeutique no-
tamment). L’infe´rence causale fournit en particulier des de´finitions de l’e↵et causal pour
une cause e´tablie, a` partir de variables latentes, dites contrefactuelles ou re´sultats poten-
tiels [Chambaz et al., 2014, Greenland et al., 1999, Pearl, 2000, Pearl, 2009, Robins, 1986,
Rubin, 1974, Rothman et al., 2008]. Ces variables repre´sentent la variable d’inte´reˆt que l’on
aurait observe´e si l’on e´tait intervenu pour imposer une certaine valeur a` la cause e´tudie´e,
recre´ant ainsi le cadre des donne´es interventionnelles. Le cadre formel de´veloppe´ notamment
par Pearl [Pearl, 2000, Pearl, 2009] permet e´galement de pre´ciser les situations ou` ces e↵ets
causaux sont identifiables et estimables a` partir des variables observe´es. Par exemple, sous
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des mode`les simples (mode`les line´aires sans interaction, etc.), cet e↵et causal se rame`ne,
au moins approximativement, aux mesures d’associations ajuste´es classiques telles que le
coe cient d’un mode`le de re´gression line´aire multiple ou encore le risque relatif ajuste´, etc.
L’introduction des variables contrefactuelles permet aussi la de´finition pre´cise des e↵ets di-
rects et indirects en pre´sence de me´diateurs (et les conditions sous lesquelles ces quantite´s
sont identifiables a` partir des variables observe´es).
J’ai commence´ a` m’inte´resser a` cette litte´rature au cours des travaux de´crits ci-dessus,
et surtout depuis le de´but de la the`se de Marine Dufournet, que je co-encadre avec Jean-
Louis Martin (CR, IFSTTAR, UMRESTTE) et Alain Bergeret (PU-PH, UCBL, HCL,
UMRESTTE). L’objectif ge´ne´ral de cette the`se est de hie´rarchiser les facteurs causaux
d’accident de la circulation. Une des particularite´s des donne´es disponibles dans ce contexte
est qu’elles ne concernent en ge´ne´ral que des conducteurs implique´s dans des accidents (voire
des accidents corporels). L’e´tat de nos re´flexions quant a` l’identifiabilite´ des e↵ets causaux
sur ces donne´es est pre´sente´ au chapitre 6, qui introduit e´galement les principes ge´ne´raux
de l’infe´rence causale.
Premie`re partie
Re´sultats ge´ne´raux autour des
approches pe´nalise´es
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Chapitre 2
SaFE : Safe Feature Elimination pour le lasso
2.1 Rappels concernant le lasso
On se place dans le cadre du mode`le de re´gression introduit en (1.1), et on conside`re le
proble`me d’optimisation associe´ au lasso, a` savoir
minimiser
kY  X k22
2
+  k k1 sur   2 Rp. (2.1)
De nombreux algorithmes ont e´te´ de´veloppe´s pour re´soudre ce proble`me d’optimisation.
Citons par exemple ceux de [Efron et al., 2004, Kim et al., 2007, Park and Hastie, 2007,
Donoho and Tsaig, 2008, Friedman et al., 2007, Friedman et al., 2010, Becker et al., 2011].
Cependant, la complexite´ des ces algorithmes (lorsqu’elle est connue pre´cise´ment), croˆıt
rapidement avec le nombre de covariables p. Alors que les estimateurs lasso sont parti-
culie`rement inte´ressants en pre´sence de donne´es de grande dimension, les algorithmes dispo-
nibles peuvent eˆtre relativement lents dans de tels contextes. Le proble`me est d’autant plus
important pour les approches ne´cessitant la re´solution de centaines (voire plus) de proble`mes
de type lasso, telles que Bolasso de [Bach, 2008, Varoquaux et al., 2012], la stability selec-
tion de [Meinshausen and Bu¨hlmann, 2010], ou encore les me´thodes de se´lection de la struc-
ture des mode`les graphiques gaussiens propose´es par [Meinshausen and Bu¨hlmann, 2006],
et e´tendues par la suite au cas de mode`les graphiques binaires par [Ravikumar et al., 2010].
D’autre part, dans certaines applications la matrice de design X est tellement grande
qu’on ne peut pas re´soudre le lasso en raison de proble`mes de me´moire (en particu-
lier lorsqu’on ne peut meˆme pas charger cette matrice en me´moire). Ainsi, un champ
de recherche actif concerne le de´veloppement de me´thodes de pre´se´lection, ou screening,
[Fan and Lv, 2008, Xiang et al., 2014]. Elles visent a` e´liminer des covariables, ou ⌧ fea-
tures  , dans une e´tape pre´liminaire, afin de re´duire la dimension et re´soudre le proble`me
d’optimisation sur une matrice de design re´duite.
Ces approches sont ge´ne´ralement rapides du point de vue de leur re´solution nume´rique.
Leur principe est d’assigner a` chaque covariable un score, par exemple la statistique du
test de Student ou du  2 pour la comparaison de deux e´chantillons ([Fan and Lv, 2008,
Fan and Lv, 2010] ; voir aussi [Forman, 2003] et ses re´fe´rences). Elles e´liminent ensuite les
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covariables pre´sentant les scores les plus faibles, sans garantie que ces variables e´limine´es
n’auraient pas sinon appartenu au support de la solution retourne´e par le lasso.
Dans [VV4], nous proposons une approche de pre´se´lection, SaFE (pour Safe Feature
Elimination), qui e´tait la premie`re a` pre´senter la proprie´te´ suivante : toutes les variables
e´limine´es par SaFE n’auraient de toute fac¸on pas e´te´ se´lectionne´es par le lasso ; depuis, les
approches ve´rifiant cette proprie´te´ sont dites safe dans la litte´rature [Xiang et al., 2014,
Fercoq et al., 2015]. Plus pre´cise´ment, supposons que l’on cherche a` re´soudre le lasso avec
la valeur   du parame`tre de pe´nalite´ et que toute solution  ˆ( ) de (2.1), inconnue a` ce
stade, soit creuse, c’est-a`-dire |Jˆ( )| < p, avec Jˆ( ) = {j 2 [p] :  ˆj( ) 6= 0}. Posons
Jˆc( ) = [p] \ Jˆ( ). SaFE identifie, avant meˆme de re´soudre le lasso, un sous-ensemble
S ✓ Jˆc( ), dont les e´le´ments correspondent a` des composantes nulles de toute solution
possible  ˆ( ) du lasso. On peut ensuite e´liminer ⌧ sans risque  les colonnes correspondantes
de la matriceX et re´soudre le lasso sur la matrice de design re´duiteXSc pour obtenir  ˆSc( )
et en de´duire une solution  ˆ( ) que l’on aurait pu obtenir en re´solvant le lasso sur la matrice
de design comple`te X.
2.2 Principe ge´ne´ral de SaFE
Comme pre´ce´demment, notons  ˆ( ) une solution du lasso pour un parame`tre de pe´nalite´
    0 donne´, soit
 ˆ( ) 2 argmin
 2Rp
1
2
kY  X k22 +  k k1. (2.2)
Le proble`me d’optimisation correspondant sera note´ P( ) par la suite et on introduit  ( ),
la valeur optimale de la fonction objectif de P( ) atteinte en toute solution  ˆ( ).
Le proble`me d’optimisation P( ) est appele´ proble`me primal,   2 Rp la variable primale,
et  ˆ( ) un point primal optimal (l’unicite´ de  ˆ( ) n’e´tant pas garantie). En notant  X =
{✓ 2 Rn : |✓TXj |   , 8j 2 [p]}, la formulation duale du lasso (2.2) [Kim et al., 2007]
s’e´crit
✓ˆ( ) = argmax
✓2 X⇢Rn
G(✓) avec G(✓) :=
1
2
kYk22  
1
2
k✓ +Yk22. (2.3)
En notant
Q
C la projection sur un ensemble convexe C, il vient ✓ˆ =
Q
 X
( Y) ce qui
garantit l’unicite´ de la solution ✓ˆ( ). On note D( ) le proble`me d’optimisation dual. Celui-
ci est un proble`me d’optimisation convexe sur la variable duale ✓ 2 Rn. Un point ✓ est
dit dual faisable s’il appartient a` l’ensemble  X, qu’on appelle l’ensemble dual faisable.
Le lasso (2.2) ve´rifie la proprie´te´ de dualite´ forte, si bien que la valeur optimale de D( )
atteint  ( ) au point dual optimal ✓ˆ( ), solution de (2.3). D’autre part, a` l’optimum, on a
✓ˆ( ) = X ˆ( ) Y.
Nous avons recours au proble`me dual D( ) en raison d’une proprie´te´ fondamentale,
sur laquelle repose notre approche (et toutes les approches ⌧ safe   qui ont suivi). Sup-
posons que  ˆ( ) soit creux. Alors la connaissance de ✓ˆ( ) nous permettrait d’identifier
certaines composantes nulles dans  ˆ( ). En e↵et, les conditions d’optimalite´ du premier
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ordre assurent que
8j 2 [p], XTj ✓ˆ( )
⇢
=   sign( ˆj( )) si  ˆj( ) 6= 0
2 [  , ] si  ˆj( ) = 0, (2.4)
ou` sign(x) = 1 si x > 0,  1 si x < 0 et 0 si x = 0. On en de´duit la proprie´te´ suivante
[Boyd and Vandenberghe, 2004] :
|XTj ✓ˆ( )| <  )  ˆj( ) = 0, (2.5)
et ce pour toute solution possible  ˆ( ). Ce re´sultat ne nous permet pas a` lui seul d’e´liminer
des colonnes a priori puisque le point dual optimal ✓ˆ( ) n’est pas connu. On peut cependant
exploiter les implications de (2.5). Plus pre´cise´ment, notre approche consiste a` construire
un sous-ensemble de points duaux faisables ⇥ ⇢  X ⇢ Rn, avant de re´soudre le lasso, qui
ve´rifie les deux proprie´te´s suivantes :
⇥ contient le point dual optimal : ✓ˆ( ) 2 ⇥. (2.6)
max
✓2⇥
|XTj ✓| <   pour certaines colonnes Xj . (2.7)
De`s lors que ces deux conditions sont ve´rifie´es, alors il est garanti que |XTj ✓ˆ( )| <  , et
donc que  ˆj( ) = 0 : la j-e`me colonne Xj peut eˆtre e´limine´e de la matrice X, sans risque.
2.3 Mise en oeuvre
Le plus souvent en pratique, on ne cherche pas a` re´soudre le lasso pour une seule
valeur particulie`re du parame`tre  , mais plutoˆt pour une se´quence de valeurs, du type
 max    1   · · ·    N . Par exemple [Bu¨hlmann and van de Geer, 2011] [2.12.1] sugge`rent
la se´quence  k =  max10  k/(N 1), avec   > 0. La valeur  max correspond a` min{    0 :
8 0    ,  ˆ( 0) = 0p}, c’est-a`-dire la plus petite valeur au-dela` de laquelle l’unique solution
du lasso est le vecteur nul 0p. On montre facilement que  max = kXTYk1. La solution du
lasso e´tant connue pour   =  max, nous pouvons nous placer sans perte de ge´ne´ralite´ dans le
contexte suivant. Etant donne´s deux re´els  0       0, nous supposons que la solution duale
optimale ✓ˆ( 0) de D( 0) et une solution primale optimale  ˆ( 0) de P( 0) sont connues, et
que nous cherchons a` e´liminer des colonnes de X avant de re´soudre le proble`me P( ).
Nous de´crivons dans ce paragraphe une approche de construction d’un ensemble ⇥
qui ve´rifie les hypothe`ses (2.6) et (2.7). Evidemment, plus cet ensemble ⇥ est petit, plus
la quantite´ P (Xj) := max✓2⇥ |XTj ✓| de la condition (2.7) est petite, et donc plus notre
approche est e cace (au sens ou` elle e´limine plus de covariables). Notre objectif est donc
de construire, avant de re´soudre P( ) ou D( ), le plus petit ensemble ⇥ possible ve´rifiant
la condition (2.6), a` savoir ✓ˆ( ) 2 ⇥.
D’une part, ✓ˆ( ) est optimal pour le proble`me D( ). La solution ✓ˆ( ) ve´rifie donc
G(✓ˆ( ))   G(✓) pour tout point dual faisable ✓ de D( ). Supposons disposer d’un tel
point dual faisable, ✓s, et notons ⌥ := G(✓s). Alors G(✓ˆ( ))   ⌥ et donc ✓ˆ( ) 2 ⇥1 avec
⇥1 := {✓ 2 Rn : G(✓)   ⌥}. D’autre part, ✓ˆ( ) e´tant le point dual optimal, il est dual
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faisable et appartient donc a`  X. Or l’ensemble ⇥1 peut contenir des points qui ne sont
pas dans  X. Nous allons donc chercher a` caracte´riser un ensemble ⇥2 ◆  X qui contienne
l’ensemble des points duaux faisables, et l’on de´finira finalement ⇥ = ⇥1 \ ⇥2. Le crite`re
pour e´liminer la j-e`me colonne avant de re´soudre le proble`me P( ) sera alors
  > max
✓2⇥
|XTj ✓|.
La forme particulie`re de l’ensemble ⇥ que nous construisons va en outre nous permettre
d’obtenir la forme analytique de max✓2⇥ |✓TXj | et d’e´valuer ainsi notre crite`re simplement
(en nous passant notamment d’utiliser un algorithme ite´ratif pour re´soudre nume´riquement
max✓2⇥ |XTj ✓|).
2.3.1 Construction de l’ensemble ⇥1
Pour construire ⇥1, il nous faut trouver un point ✓s dual faisable pour D( ), tel que
⌥ = G(✓s) soit la plus e´leve´e possible, de telle sorte que ⇥1 = {✓ 2 Rn : G(✓)   ⌥} soit le
plus petit possible. Nous disposons du point dual optimal ✓ˆ0 de D( 0). Etant dual optimal
pour D( 0), il est dual faisable pour D( 0) si bien que kXT ✓ˆ0k1   0. On peut en fait
montrer que kXT ✓ˆ0k1 =  0 et donc ✓ˆ0 n’est pas dual faisable pour D( ) puisque   <  0.
On peut par contre construire un point dual faisable ✓s pour D( ) en posant ✓s = s✓ˆ0,
pour un scalaire s   0 assurant que kXT✓sk1   , c’est-a`-dire |s|   / 0. Il ne nous reste
plus qu’a` optimiser la valeur de ce scalaire s, maximisant la valeur ⌥ = G(✓s). On de´finit
donc ⌥ a` partir du proble`me d’optimisation suivant :
⌥ = max
s
⇢
G(s✓ˆ0) : |s|   
 0
 
= max
s
⇢
!0s  1
2
s2↵0 : |s|   
 0
 
,
avec ↵0 := ✓ˆ
T
0 ✓ˆ0 > 0 et !0 := |yT ✓ˆ0|. On obtient aise´ment
⌥ =
 
 0
⇣
!0   ↵0
2
 
 0
⌘
. (2.8)
L’ensemble ⇥1 est ensuite simplement de´fini a` partir de cette valeur de ⌥,
⇥1 = {✓ 2 Rn : G(✓)   ⌥}
= {✓ 2 Rn : 1
2
kYk22  
1
2
k✓ +Yk22   ⌥}
= B( Y, R⌥),
avec R⌥ = kYk22   2⌥   0 et B(x, R) la boule de Rn de centre x et de rayon R.
2.3.2 Construction de l’ensemble ⇥2
La construction de l’ensemble ⇥2 repose sur une caracte´risation des points duaux fai-
sables pour D( ). Premie`rement, observons que tout point dual faisable ✓ pour D( ) l’est
e´galement pour D( 0) puisque pour tout     0, on a
kXT✓k1   ) kXT✓k1   0.
2.3. MISE EN OEUVRE 23
D’autre part, on peut caracte´riser l’ensemble des points duaux faisables pour D( 0)
graˆce a` la condition d’optimalite´ du premier ordre pour les proble`mes d’optimisation convexes
sous contrainte. D’apre`s celle-ci, pour tout point dual faisable ✓ pourD( 0),rG(✓ˆ( 0))T (✓ 
✓ˆ( 0))  0. En d’autres termes,
kXT✓k1   0 ) rG(✓ˆ( 0))T (✓   ✓ˆ( 0))  0.
En combinant ces deux re´sultat et en observant que rG(✓) =  (✓ + Y), on obtient la
caracte´risation suivante des points duaux faisables pour D( ) :
kXT✓k1    ) (✓ˆ( 0) +Y)T (✓   ✓ˆ( 0))   0.
Ainsi, le point dual optimal ✓ˆ( ) est dans le demi-espace
⇥2 := {✓ 2 Rn : (✓ˆ( 0) +Y)T (✓   ✓ˆ( 0))   0}. (2.9)
2.3.3 Re´sultat principal
Soit ⇥ = ⇥1 \ ⇥2, avec ⇥1 et ⇥2 de´finis aux paragraphes pre´ce´dents. Notre crite`re
pour de´terminer si l’on peut e´liminer la j-e`me colonne de la matrice de design X (le j-e`me
feature) pour le proble`me P( ) s’e´crit
max
✓2⇥
|XTj ✓|
?
<  . (2.10)
Une formulation e´quivalente de la condition (2.10) est
max(P (⌥, Xj), P (⌥, Xj)) ?<  ,
ou` P (⌥, Xj) est la solution du proble`me d’optimisation sous contrainte suivant :
P (⌥, Xj) := max
✓2⇥
XTj ✓
= max
✓2Rn
XTj ✓ : G(✓)   ⌥, (✓ˆ( 0) +Y)T (✓   ✓ˆ( 0))  0 (2.11)
Ce proble`me d’optimisation convexe est simple a` re´soudre et admet une forme analy-
tique pour la valeur optimale P (⌥, Xj) (donne´e en (2.12) ci-dessous). Finalement, on peut
re´sumer notre approche dans le the´ore`me suivant.
The´ore`me 2.3.1 On conside`re le proble`me lasso P( ) en (2.2). Soit  0     une valeur
du parame`tre de pe´nalite´ pour laquelle une solution  ˆ0 2 Rp est connue. Soit de plus
✓ˆ0 = X ˆ0   Y, g = ✓ˆ0 + Y, ↵0 = k✓ˆ0k22, !0 = |YT ✓ˆ0|, ⌥ = ( / 0)[!0   (↵0 )/(2 0)],
R⌥ = (kYk22 2⌥)1/2, R˜⌥ = [2(G(✓ˆ0) ⌥)]1/2 et, pour tout j 2 [p] 2j := kXjk22 
(XTj g)
2
kgk22   0.
Alors la condition
  > max
⇣
P (⌥, Xj), P (⌥, Xj)
⌘
,
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avec
P (⌥, Xj) =
(
✓ˆ
T
0Xj + jR˜⌥ si
1
R⌥
kgk22 kXjk2   XTj g,
 YTXj + kXjk2R⌥ sinon
(2.12)
assure que  ˆj( ) = 0 pour toute solution  ˆ( ) de P( ) et permet donc d’e´liminer sans
risque la j-e`me colonne de X avant de re´soudre P( ).
Conside´rons une nouvelle fois le cas ou` le lasso doit eˆtre re´solu pour une se´quence  max >
 1 > · · · >  N de parame`tres de pe´nalite´, avec N   1. Soit sk le nombre de composantes
non nulles dans  ˆ( k), la solution obtenue pour le proble`me P( k), et S =
PN
k=1 sk. La
complexite´ globale de notre approche, sur l’ensemble des N valeurs conse´cutives, ( k)k2[N ]
est (2np + 7n + 11p + 12)N + 2nS + 4p(n + 1) + 2n, ce qui est en ge´ne´ral ne´gligeable par
rapport a` la complexite´ des algorithmes de re´solution du lasso. Cette complexite´ est de plus
re´duite si la matrice X est creuse. Enfin, au vu de (2.12), notre crite`re peut eˆtre calcule´
pour chaque variable inde´pendamment, sans avoir a` charger la matrice X dans sa totalite´,
et notre approche est donc e´galement facilement paralle´lisable.
Dans [VV4], nous e´valuons SaFE sur des donne´es re´elles et des donne´es simule´es, no-
tamment pour illustrer les proble`mes de me´moire. Un premier point est que SaFe est par-
ticulie`rement e cace a` l’e´limination de covariables pour les valeurs e´leve´es du parame`tre
de pe´nalite´  . Une des applications pour lesquelles SaFE a e´te´ initialement de´veloppe´e
consiste en l’analyse de grands corpus de documents et utilise des matrices d’occurrence de
mots dans ces documents. Dans ce contexte, on est amene´ a` chercher des solutions du lasso
extreˆmement creuses, meˆme si cela signifie devoir travailler avec des valeurs du parame`tre
  plus e´leve´es que celles dicte´es par des crite`res lie´s au pouvoir pre´dictif par exemple. Nos
re´sultats empiriques sugge`rent que pour de telles valeurs du parame`tre  , SaFE permet
une diminution importante du nombre de covariables, typiquement par un ordre de gran-
deur ou plus. Plus ge´ne´ralement, nos re´sultats empiriques sugge`rent deux inte´reˆts pratiques
principaux de notre approche. Pour des matrices de design de taille mode´re´e a` grande, les
temps ne´cessaires a` la re´solution nume´rique du lasso sont re´duits lorsqu’on le combine a`
SaFE (ce qui est particulie`rement inte´ressant lorsque plusieurs centaines de lasso doivent
eˆtre re´solus comme par exemple pour estimer la structure des mode`les graphiques ; voir
le chapitre 5). D’autre part, et peut-eˆtre surtout, SaFE e´tend la porte´e des algorithmes
classiques de re´solution du lasso en leur permettant de traiter des donne´es de dimension
tellement e´leve´e qu’ils se heurtent sans SaFE a` des proble`mes de me´moire.
Des extensions de SaFE au cas du lasso avec intercept non pe´nalise´ et de l’elastic net
[Zou and Hastie, 2005] sont pre´sente´es dans [VV4], tout comme les extensions aux versions
pe´nalise´es par la norme L1 de la re´gression logistique et des support vector machines. Dans
ces deux derniers cas, l’analogue du proble`me d’optimisation (2.11) n’admet toutefois pas
de forme analytique et doit eˆtre re´solu nume´riquement.
L’approche de´crite dans [VV4] e´tait la premie`re me´thode de pre´se´lection a` be´ne´ficier de
la proprie´te´ ⌧ safe . Plusieurs travaux ont depuis e´tendu notre approche [Xiang et al., 2011,
Xiang and Ramadge, 2012, Dai and Pelckmans, 2012, Wang et al., 2013, Xiang et al., 2014,
Fercoq et al., 2015, Ndiaye et al., 2015]. En particulier, un champ de recherche s’inte´resse
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a` l’incorporation de l’e´tape d’e´limination des covariables au sein meˆme de l’algorithme
ite´ratif de re´solution du lasso. Les crite`res qui en re´sultent sont de type ⌧ dynamic safe
rules   [Bonnefoy et al., 2014]. Une autre approche, similaire en principe a` SaFE mais
ne be´ne´ficiant pas directement de la proprie´te´ safe, a e´te´ propose´e a` la suite de nos tra-
vaux par [Tibshirani et al., 2012]. Elle a e´te´ par la suite incorpore´e au package glmnet
[Friedman et al., 2010], ce qui a tre`s largement re´duit les proble`mes de me´moire de ce pa-
ckage, notamment dans le cas du mode`le logistique.
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Chapitre 3
Fused lasso ge´ne´ralise´ : the´orie asymptotique et robustesse
a` une mauvaise spe´cification du graphe
Dans la publication [VV11], nous e´tudions le fused lasso generalise´ de´fini en (1.5). Pour
rappel, la pe´nalite´ utilise´e dans cette approche est double. La norme L1 du vecteur des
parame`tres intervient afin d’encourager la sparsite´ des solutions. D’autre part, le terme
de pe´nalite´ inclut e´galement toutes les di↵e´rences | j    `| pour j ⇠ `, c’est-a`-dire pour
toute paire de covariables connecte´es dans un graphe donne´ a priori. Un graphe G = (V,E)
consiste en un ensemble de noeuds V = {1, . . . , p}, qui correspond dans notre cas aux indices
des composantes du vecteur  ⇤ (et donc a` l’ensemble des covariables de la matrice X) et
un ensemble d’areˆtes E qui correspond aux paires d’indices (j, `), j > `, des composantes
connecte´es dans le graphe. Ce graphe de´crit la structure attendue dans le vecteur des
parame`tres the´oriques  ⇤. Du point de vue de l’infe´rence, il fournit donc une information a
priori. En tant que tel, le graphe peut eˆtre plus ou moins bien adapte´ aux donne´es a` analyser.
Par exemple, le clustered lasso [She, 2010] correspond au fused lasso ge´ne´ralise´ utilisant
comme graphe la clique a` p noeuds, c’est-a`-dire le graphe dont l’ensemble E est l’ensemble
des p(p   1)/2 areˆtes possibles parmi les p noeuds. Le clustered lasso a e´te´ initialement
propose´ lorsque seule l’existence d’une structure en re´seau est suppose´e, mais qu’aucune
information n’est disponible sur la structure pre´cise de ce re´seau. Son terme de pe´nalite´
reposant sur toutes les di↵e´rences, le clustered lasso pe´nalise ge´ne´ralement des di↵e´rences
correspondant a` des composantes de valeurs distinctes dans  ⇤. D’autre part, dans le cas ou`
une information est disponible a priori sur la structure de  ⇤, a` partir d’une connaissance
d’experts par exemple, cette information est rarement parfaite. Le graphe utilise´ dans la
pe´nalite´, de´crivant cette structure ⌧ pressentie  , contient donc le plus souvent lui aussi des
areˆtes entre composantes de valeurs di↵e´rentes, et en omet d’autres entre composantes de
valeurs identiques. Ainsi, que l’on utilise la clique ou un graphe de´termine´ par un expert, la
question de la robustesse du fused lasso ge´ne´ralise´ se pose quant a` une mauvaise spe´cification
de ce graphe.
Dans [VV11], nous nous plac¸ons dans le cadre asymptotique en n, avec p fixe. Nous y
e´tablissons une proprie´te´ oraculaire asymptotique pour la version adaptative du fused lasso
ge´ne´ralise´. Ce re´sultat e´tablit notamment que deux composantes e´gales dans  ⇤ seront
estime´es par une valeur commune avec probabilite´ qui tend vers 1 lorsque n ! 1, si
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elles appartiennent a` la meˆme composante connexe d’un sous-graphe de G, qui de´pend
de la structure de  ⇤. En particulier, notre re´sultat e´tablit que la version adaptative du
clustered lasso (qui utilise la clique) est optimale asymptotiquement, lorsque p est suppose´
fixe. Nous associons a` nos re´sultats the´oriques une e´tude de simulation portant sur la
robustesse du fused lasso ge´ne´ralise´ face a` une mauvaise spe´cification du graphe sur des
e´chantillons de taille finie qui viennent tempe´rer les re´sultats asymptotiques en faveur de
la strate´gie utilisant la clique notamment. L’ensemble de ces re´sultats est re´sume´ dans les
paragraphes suivants. Ils comple`tent les re´sultats obtenus par [Sharpnack et al., 2012] et
[Qian and Jia, 2016] sous le mode`le de suite gaussienne tronque´e, ou` X = In et donc p = n
n’est pas fixe.
3.1 Re´sultats asymptotiques pour le fused lasso ge´ne´ralise´
adaptatif
Pour simplifier l’expose´, nous nous plac¸ons une nouvelle fois sous le mode`le line´aire
(1.1). Les re´sultats pre´sente´s ici sont des versions simplifie´es de certains des re´sultats de
[VV11], qui sont eux e´tablis dans le cadre des mode`les line´aires ge´ne´ralise´s.
Etant donne´ un graphe G = (V,E) de´crivant un a priori sur la structure du vecteur  ⇤,
nous nous inte´ressons a` la version adaptative du fused lasso ge´ne´ralise´, qui reprend les ide´es
du lasso adaptatif de [Zou, 2006] (voir l’annexe A). Comme nous nous plac¸ons dans le cadre
asymptotique en n avec p fixe, nous utilisons des poids adaptatifs reposant sur l’estimateur
des MCO  ˜ de  ⇤. Pour un re´el   > 0 donne´ (par exemple   = 1), on pose w1,j = |e j |  
et w2,j,` = |e j   e `|   pour tout (j, `) 2 [p]2. Le fused lasso ge´ne´ralise´ adaptatif se de´finit
alors comme une solution du proble`me d’optimisation suivant, pour deux parame`tres de
re´gularisation  1, 2 positifs :
minimiser 2Rp
kY  X k22
2
+  1
X
j2[p]
w1,j | j |+  2
X
(j,`)2E
w2,j,`| j    `|. (3.1)
Ce crite`re est une variante du crite`re (1.5), ou` l’on utilise des versions ponde´re´es des termes
de pe´nalite´. Les poids utilise´s sont d’autant plus grands que les quantite´s  ˜j et  ˜j    ˜`
sont proches de 0. Plus pre´cise´ment, avec probabilite´ tendant vers un, les poids associe´s
aux quantite´s | j | et | j    `| tendent vers l’infini si | ⇤j | et | ⇤j    ⇤` | sont nulles, sous les
hypothe`ses e´nonce´es ci-dessous.
Dans ce chapitre, nous travaillerons sous les hypothe`ses suivantes, qui sont classiques
pour l’e´tude asymptotique des estimateurs sous le mode`le line´aire.
AGF1 Les variables "i, pour i 2 [n], sont i.i.d., d’espe´rance nulle et de variance  2 > 0.
AGF2 (XTX)/n converge vers une matrice C de´finie positive lorsque n!1.
Avant de pre´senter nos re´sultats the´oriques, il nous faut introduire quelques notations.
Comme pre´ce´demment, J⇤ = {j 2 [p] :  ⇤j 6= 0} de´signe le support du vecteur  ⇤ et
p0 = |J⇤| son cardinal. On conside`re par ailleurs l’ensemble suivant de paires d’indices,
B = {(j, `) 2 E,  ⇤j 6= 0 et  ⇤j =  ⇤` } ⇢ J⇤ ⇥ J⇤.
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Figure 3.1 – (A gauche) Un exemple de graphe G = (V,E) ou` la couleur des p = 17 noeuds
indique la valeur du coe cient  ⇤j correspondant. Les noeuds blancs correspondent a` des
composantes nulles, et les noeuds de meˆme couleur a` des composantes partageant la meˆme
valeur. (A droite) Le graphe GB = (J⇤,B) correspondant, ou` quatre composantes connexes
apparaissent, A1,A2,A3,A4. Dans cet exemple, on a donc s0 = 4, alors que p0 = 12 et
d0 = 3. En particulier, d0 < s0 puisque le noeud bleu a` droite n’est pas dans la meˆme
composante connexe que les deux noeuds bleus a` gauche.
Apre`s avoir observe´ que J⇤ ✓ V et B ✓ E, on de´finit GB le sous-graphe de G tel que
GB = (J⇤,B). Un exemple est donne´ en Figure 3.1. Ce graphe n’est bien suˆr pas connu en
pratique puisque J⇤ et B de´pendent de  ⇤, inconnu. Il joue cependant un roˆle central sur
les proprie´te´s the´oriques des estimateurs du fused lasso ge´ne´ralise´. En particulier, soit s0 le
nombre de composantes connexes de GB. La quantite´ s0 peut eˆtre vue comme la complexite´
de  ⇤ ⌧ porte´e   par G. On a clairement d0  s0  p0, ou` d0 est le nombre de valeurs
distinctes non-nulles parmi les composantes de  ⇤. On peut remarquer que s0 = p0 si et
seulement si ( ⇤j =  ⇤` 6= 0) (j, `) /2 E). D’autre part, on a s0 = d0 si et seulement si, pour
tout (j, `) tel que  ⇤j =  ⇤` 6= 0, j et ` appartiennent a` la meˆme composante connexe de GB.
Pour tout s 2 [s0], soit As ⇢ [p] l’ensemble des noeuds de la s-e`me composante connexe
de GB ; en particulier J⇤ =
Ss0
s=1As, et {A1, . . . ,As0} est une partition de J⇤. Notons
par ailleurs js = min{As} pour s 2 [s0], et A = {j1, . . . , js0}. Apre`s avoir rappele´ que
pour tout s 2 [s0] et pour tout j 2 As,  ⇤j =  ⇤js , on de´finit  ⇤A = ( ⇤j1 , . . . , ⇤js0 )
T etb adA = ( ˆadj1 , . . . ,  ˆadjs0 )T .
Soit alors X˜A la matrice de taille n⇥s0, dont la s-e`me colonne est X˜s =
P
j2As Xj : la s-
e`me colonne de la matrice X˜A est donc la somme des colonnes de la matriceX correspondant
aux indices de la s-e`me composante connexe As (qui correspondent donc a` des composantes
de  ⇤ e´gales entre elles, et non nulles). On introduit C˜A la matrice de´finie positive de
taille s0 ⇥ s0 de´finie comme la limite de (X˜TAX˜A)/n lorsque n ! 1. Finalement, soit
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Jˆn = {1  j  p, b adj 6= 0} et, pour tout s 2 [s0], An,s = {` 2 [p] :  ˆad` =  ˆadjs } (si bien
que js 2 An,s). On peut maintenant pre´senter le re´sultat du the´ore`me principal de [VV11],
dans le cas du mode`le line´aire.
The´ore`me 3.1.1 Si  m/
p
n ! 0 et  mn(  1)/2 ! 1, pour m = 1, 2, alors sous les
hypothe`ses AGF1-2, l’estimateur fused lasso ge´ne´ralise´ adaptatif satisfait les proprie´te´s
suivantes :
1. Consistance en se´lection de variables : lorsque n ! +1, on a P⇥Jˆn = J⇤⇤ ! 1 et,
pour tout s 2 [s0], P [An,s = As]! 1.
2. Normalite´ asymptotique :
p
n(b adA    ⇤A)  !d N (0s0 , 2C˜ 1A ).
Ce re´sultat e´tablit une proprie´te´ oraculaire asymptotique du fused lasso ge´ne´ralise´.
D’une part, le support J⇤ et chacune des composantes connexes As du graphe GB sont
identifie´s avec une probabilite´ qui tend vers 1 lorsque n ! 1. D’autre part, l’estimateurb adA a la meˆme loi limite que l’estimateur ⌧ oraculaire , c’est-a`-dire celui des MCO construit
a` partir de la matrice de design X˜A.
3.2 Interpre´tation et impact du graphe sur les performances
Le The´ore`me 3.1.1 nous permet e´galement d’e´tudier l’impact du graphe utilise´ dans la
pe´nalite´ sur les proprie´te´s asymptotiques de l’estimation, dans le cas ou` p est suppose´ fixe.
En particulier, de`s lors que s0 = d0, l’estimateur  ˆ
ad
a la meˆme distribution asymptotique
que l’estimateur oraculaire que l’on obtiendrait si l’on connaissait la vraie structure dans
 ⇤. C’est notamment le cas lorsqu’on utilise la clique. De plus, ajouter des areˆtes entre des
composantes de  ⇤ de valeurs di↵e´rentes ne modifie pas l’ensemble B, et donc pas non plus
la quantite´ s0, alors qu’ajouter des areˆtes entre des composantes de  
⇤ de valeur identique
fait croˆıtre l’ensemble B et peut faire diminuer s0, et donc ame´liorer les performances
asymptotiques du fused lasso ge´ne´ralise´ adaptatif (en matie`re d’erreur de pre´diction par
exemple). A contrario, oˆter des areˆtes d’un graphe donne´ ne peut que faire croˆıtre la quantite´
s0 (ou la laisser inchange´e) : en particulier, e´liminer des areˆtes entre des composantes de
 ⇤ de meˆme valeur fait de´croˆıtre l’ensemble B et peut augmenter la quantite´ s0, et donc
de´grader les performances asymptotiques du fused lasso ge´ne´ralise´ adaptatif. A l’extreˆme,
le cas d’un graphe dont les areˆtes ne connectent que des composantes distinctes de  ⇤
correspond a` s0 = p0 et revient donc au lasso adaptatif (qui correspond au fused lasso
ge´ne´ralise´ avec un graphe vide).
Bien suˆr, ces re´sultats e´tant obtenus dans le cadre asymptotique avec p fixe, ils ne
de´crivent pas la re´alite´ sur un e´chantillon de taille finie, ou face a` des donne´es de grande
dimension. Dans le cas particulier du mode`le de suite gaussienne tronque´e, ou` X = In et
donc n = p, [Sharpnack et al., 2012] e´tudient des conditions portant sur le graphe sous
lesquelles le fused lasso ge´ne´ralise´ permet l’identification de la partition {A1, . . . ,As0} avec
probabilite´ qui tend vers 1. Meˆme si l’extension des re´sultats de [Sharpnack et al., 2012] a`
des mode`les plus ge´ne´raux n’est pas triviale, ils sugge`rent que le graphe utilise´ doit eˆtre en
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θ = 1 θ = 0.8 θ = 0.4 θ = 0
Figure 3.2 – Description de la ge´ne´ration des graphes utilise´s dans la pe´nalite´ fused lasso
ge´ne´ralise´e en fonction du parame`tre ✓.
bonne ade´quation avec la ve´ritable structure du vecteur de parame`tres the´oriques  ⇤ pour
assurer cette identification.
Nous avons e↵ectue´ une e´tude de simulation approfondie pour comparer les perfor-
mances du fused lasso ge´ne´ralise´ et d’autres approches pe´nalise´es. Notre objectif principal
e´tait d’e´tudier l’apport de la prise en compte de la structure attendue de  ⇤ de´crite par
le graphe, en fonction notamment de son ade´quation avec la ve´ritable structure de  ⇤.
Pour ce faire, nous avons calcule´ les estimateurs du fused lasso ge´ne´ralise´ en faisant varier
le graphe dans la pe´nalite´ : nous conside´rons la clique, le graphe vide (auquel cas le fu-
sed lasso ge´ne´ralise´ revient a` un simple lasso), et quatre graphes ge´ne´re´s ale´atoirement et
de´pendant d’un parame`tre mesurant l’ade´quation a` la ve´ritable structure du vecteur  ⇤.
Plus pre´cise´ment, pour un vecteur  ⇤ 2 Rp donne´, dont p/2 composantes sont nulles et les
p/2 restantes e´gales a` un re´el  ⇤ > 0 donne´, nous avons ge´ne´re´ des graphes tels que les
paires d’indices correspondant a` des composantes de  ⇤ de meˆme valeur sont connecte´es
avec probabilite´ ✓, et les paires correspondant a` des composantes de valeurs distinctes avec
probabilite´ 1   ✓. Une illustration est donne´e en Figure 3.2. Lorsque ✓ = 1, le graphe est
en parfaite ade´quation avec la structure de  ⇤ puisque les composantes e´gales a`  ⇤ forment
une clique, les composantes nulles en forment une autre, et ces deux cliques ne sont pas
connecte´es entre elles.
Concernant la calibration des parame`tres de re´gularisation  1 et  2, nous avons opte´
pour des crite`res de type 2stepBIC (voir le paragraphe A.5 de l’annexe A). Ils sont en e↵et
adapte´s lorsque la question d’inte´reˆt porte sur la se´lection des variables, et plus ge´ne´ralement
la structure de  ⇤, et lorsque p est petit devant n (qui est le cas dans nos simulations).
Nous comparons les versions 0-relaxe´es des di↵e´rentes approches (voir le paragraphe A.4
de l’annexe A). Pour le lasso, il s’agit donc de la version OLS-Hybrid, et pour le fused lasso
ge´ne´ralise´ de son extension naturelle.
Dans le cas d’un graphe bien adapte´ a` la ve´ritable structure de  ⇤ (✓   0.8), le fused
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lasso ge´ne´ralise´ 0-relaxe´, dans sa version standard ou adaptative, surpasse nettement le lasso
0-relaxe´ en matie`re de se´lection du support et de pouvoir pre´dictif, ce qui illustre l’e↵et
⌧ coope´ratif   engendre´ par la pe´nalite´ de type fused : en particulier, le fused lasso de´tecte
plus pre´cise´ment le support de  ⇤ pour des signaux faibles graˆce aux areˆtes qui connectent
dans le graphe les composantes de  ⇤ de meˆme valeur. D’autre part, lorsque l’ade´quation
entre le graphe et la structure de  ⇤ diminue, les performances du fused lasso ge´ne´ralise´
diminuent e´galement. Elles peuvent meˆme eˆtre moindres que celles du lasso, notamment
pour l’identification du support, mais nos re´sultats sugge`rent que le fused lasso ge´ne´ralise´
fait toujours au moins aussi bien que le lasso d’un point de vue du pouvoir pre´dictif.
Nos re´sultats sugge`rent e´galement que la version adaptative du fused lasso ge´ne´ralise´ est
plus robuste a` une mauvaise spe´cification du graphe et que la 0-relaxation ame´liore elle
aussi la robustesse de l’approche. D’autre part, concernant la strate´gie utilisant la clique,
nous observons des performances proches de celles obtenues pour des graphes faiblement
adapte´s au vecteur  ⇤, correspondant a` des valeurs de ✓ 2 [0, 0.4] sur les configurations
conside´re´es dans nos simulations. Sur ces configurations, le fused lasso ge´ne´ralise´ utilise´
avec la clique montre des performances similaires a` celles du lasso, quant a` la se´lection
du support ou le pouvoir pre´dictif, avec l’avantage bien suˆr d’identifier certaines paires de
composantes partageant la meˆme valeur. Ces re´sultats comple`tent ainsi ceux du The´ore`me
3.1.1 ci-dessus : meˆme si la clique est optimale dans un cadre asymptotique en n (et ou`
p est suppose´ fixe), elle est ge´ne´ralement sous-optimale sur des e´chantillons de taille finie.
Ils confirment ainsi l’intuition selon laquelle les performances du fused lasso ge´ne´ralise´ sont
accrues si le graphe fourni par les experts est bien adapte´ a` la vraie structure de  ⇤.
Dans [VV11], nous e´valuons de plus les proprie´te´s du fused lasso ge´ne´ralise´ lorsque les
composantes non-nulles de  ⇤ ne sont pas ne´cessairement strictement e´gales, en conside´rant
le cas ou` chacune de ces composantes est ge´ne´re´e ale´atoirement selon  ⇤+⌫ ou` ⌫ ⇠ N (0, 2⌫),
avec  2⌫ 2 {0, 0.2, 0.5}. Le vecteur  ⇤ est alors compose´ d’un groupe de composantes nulles,
et d’un groupe de composantes non-nulles (et de valeurs plus ou moins proches les unes des
autres). Nous avons compare´ les performances du fused lasso ge´ne´ralise´ a` celles du group
lasso [Yuan and Lin, 2006], qui constitue une option naturelle dans cette situation, mais qui
ne´cessite la connaissance a priori des deux groupes. Nos re´sultats indiquent qu’en supposant
la connaissance a priori des groupes (et en utilisant donc un graphe parfaitement adapte´),
le fused lasso ge´ne´ralise´ surpasse le plus souvent le group lasso, en matie`re de de´tection du
support et de pouvoir discriminant. D’autre part, meˆme si les groupes ne sont pas connus
exactement lors de l’application du fused lasso ge´ne´ralise´ (et donc le graphe utilise´ n’est pas
parfaitement adapte´), le fused lasso ge´ne´ralise´ fait souvent aussi bien, voire mieux, que le
group lasso (qui lui repose sur la connaissance exacte des groupes). Ces re´sultats empiriques
sugge`rent que le fused lasso ge´ne´ralise´ est une approche a` conside´rer lorsqu’un graphe est
disponible et de´crit les similarite´s attendues entre les composantes de  ⇤ plutoˆt que des
e´galite´s strictes.
Deuxie`me partie
Approches pe´nalise´es pour donne´es
stratifie´es
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Chapitre 4
Mode`les de re´gression sur donne´es stratifie´es
4.1 Introduction
Comme nous l’avons montre´ dans le chapitre introductif de ce document, il est fre´quent,
en e´pide´miologie notamment, que les observations proviennent de di↵e´rents sous-groupes
d’une population. Ces sous-groupes, ou strates, sont ge´ne´ralement de´finis a` travers les ni-
veaux d’une variable cate´gorielle Z telle que le sexe de l’individu, le dosage ou le type de
traitement, la zone ge´ographique, etc. ou des combinaisons de ces variables.
Dans ce chapitre, nous nous inte´ressons a` l’e´tude de l’association entre une variable
d’inte´reˆt Y et un vecteur de covariables x. L’objectif principal est alors de de´crire comment
la variable Z influe sur l’association entre les covariables x et la variable d’inte´reˆt Y . Pour
simplifier l’expose´, les me´thodes et re´sultats seront une nouvelle fois pre´sente´s dans le cas
de la re´gression line´aire homosce´dastique sur designs de´terministes.
Reprenons pour commencer les notations introduites dans le chapitre introductif. Nous
supposons disposer d’un n-e´chantillon, n   1, tel que l’observation i 2 [n] correspond au
triplet (Yi,xi, Zi) ou` Yi 2 R est la variable d’inte´reˆt, xi 2 Rp le vecteur des covariables, et
Zi 2 [K] la variable cate´gorielle de´crivant la strate d’appartenance de l’observation i. Soit
nk =
P
i2[n] I(Zi = k), le nombre d’observations de la strate k, si bien que n =
P
k2[K] nk.
Pour tout k 2 [K], on de´finit Y(k) = (y(k)1 , . . . , y(k)nk )T 2 Rnk le vecteur de variables re´ponse
et X(k) = (x(k)1
T
, . . . ,x(k)nk
T
)T 2 Rnk⇥p la matrice de design correspondant aux observations
de la strate k, c’est-a`-dire aux observations i 2 [n] telles que Zi = k. On de´finit par ailleurs
"(k) = ("(k)1 , . . . , "
(k)
nk )
T 2 Rnk le vecteur des re´sidus dans cette strate, dont on supposera
qu’il ve´rifie E"(k) = 0nk et Var("(k)) =  2Ink . On conside´rera alors que les vecteurs Y(k)
sont lie´s aux matrices de design X(k) a` travers les mode`les de re´gression line´aire suivants,
de´crivant chacun l’association entre Y et x sur chacune des K strates :
Y(k) = X(k) ⇤k + "
(k) pour tout k 2 [K], (4.1)
ou` les vecteurs de parame`tres  ⇤k sont fixes mais inconnus.
Une strate´gie classique consiste a` estimer les K vecteurs  ⇤k de manie`re inde´pendante.
On peut par exemple re´soudre un lasso sur chaque strate, pour se´lectionner les covariables
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associe´es a` la variable d’inte´reˆt sur chaque strate, et estimer leurs e↵ets. Cette strate´gie sera
de´signe´e par IndepLasso ci-dessous. Elle revient a` de´finir  ˆk, pour tout k, comme solution
minimisant le crite`re suivant
kY(k)  X(k) kk22
2
+  kk kk1,
pour des parame`tres de re´gularisation  k   0 donne´s, k 2 [K]. Notons pour la suite que
les solutions ( ˆ1, . . . ,  ˆK) retourne´es par IndepLasso s’obtiennent de manie`re e´quivalente
comme solution minimisant le crite`reX
k2[K]
(
kY(k)  X(k) kk22
2
+  kk kk1
)
. (4.2)
Une seconde strate´gie consisterait a` ne´gliger l’information relative aux strates, et travailler
implicitement sous l’hypothe`se  ⇤1 = . . . =  ⇤K , et donc sous le mode`le
Y(k) = X(k) ⇤ + "(k) pour tout k 2 [K]. (4.3)
Par exemple, ce que nous de´signerons par PoolLasso consiste a` minimiser en   2 Rp le
crite`re suivant, pour un parame`tre de re´gularisation     0 donne´,X
k2[K]
(
kY(k)  X(k) k22
2
)
+  k k1. (4.4)
Le point commun de ces deux approches est qu’elles ne permettent pas de s’adapter au
niveau re´el, mais inconnu, d’homoge´ne´ite´ entre les vecteurs  ⇤k. IndepLasso ne tire ainsi
aucunement profit de l’homoge´ne´ite´ e´ventuelle entre les vecteurs  ⇤k, k 2 [K], et renvoie
donc typiquement des estimations de variance inutilement grande. A contrario, PoolLasso
masque toute he´te´roge´ne´ite´ e´ventuelle entre les vecteurs  ⇤k, k 2 [K], et renvoie donc
des estimations typiquement biaise´es. Outre leurs de´fauts respectifs quant a` la qualite´ de
l’estimation, ces deux strate´gies ne permettent pas d’e´tudier le roˆle de la variable Z sur
l’association entre Y et x. Avec IndepLasso en particulier, on ne peut pas interpre´ter les
di↵e´rences observe´es entre  ˆk1,j et  ˆk2,j pour deux strates k1 6= k2 et j 2 [p] fixe´, puisque
ces valeurs sont di↵e´rentes par construction.
Une autre strate´gie classique en e´pide´miologie a e´te´ brie`vement pre´sente´e dans le cha-
pitre introductif. Elle consiste a` se´lectionner une strate de re´fe´rence `, a priori, puis a`
de´composer les parame`tres du mode`le (4.1) selon l’e´quation  ⇤k =  
⇤
` +  
⇤
k, pour tout
k 2 [K], avec  ⇤` = 0p [Gertheiss and Tutz, 2012]. On peut une nouvelle fois appliquer
le lasso pour estimer et se´lectionner les parame`tres sous cette nouvelle parame´trisation,
c’est-a`-dire pour de´terminer quelles composantes du vecteur  ⇤` d’une part, et des vecteurs
 ⇤k d’autre part, sont nulles. Plus pre´cise´ment, les estimateurs ( ˆ1, . . . ,  ˆK) sont obtenus
a` partir des solutions qui minimisent le crite`re suivant, pour des valeurs positives donne´es
des parame`tres  1 et  2,k :
1
2
n
kY(`)  X(`) `k22 +
X
k 6=`
kY(k)  X(k)( ` +  k)k22
o
+  1k `k1 +
X
k 6=`
 2,kk kk1. (4.5)
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Par la suite, on de´signe cette approche par RefLasso. Elle tire en partie profit de l’ho-
moge´ne´ite´ e´ventuelle entre les vecteurs  ⇤k. On peut espe´rer qu’elle permette d’e´tudier le
roˆle de la variable Z sur l’association entre Y et x, mais seulement en partie. En e↵et, seules
les di↵e´rences entre les e↵ets des covariables sur la strate de re´fe´rence de ` et les autres
strates sont pe´nalise´es, et les di↵e´rences des e↵ets des covariables entre deux strates k1 6= `
et k2 6= ` ne le sont pas. On ne peut donc pas interpre´ter les di↵e´rences e´ventuelles entre
 ˆk1,j et  ˆk2,j en termes d’e↵et de Z sur l’association entre Y et la j-e`me covariable s’ils sont
tous deux di↵e´rents de  ˆ`,j .
Du point de vue de la qualite´ de l’estimation, un deuxie`me de´faut de RefLasso vient du
fait que le nombre de parame`tres non nuls dans le mode`le reparame´tre´ suite au choix ` de
la strate de re´fe´rence vaut k ⇤`k0+
P
k 6=` k ⇤kk0. Cette dimension est minimale si la strate de
re´fe´rence ` est telle que  ⇤`,j est un des modes de l’ensemble des valeurs (0, 
⇤
1,j , . . . , 
⇤
K,j),
et ce pour tout j 2 [p]. Une strate ` 2 [K] telle que  ⇤`,j 2 mode(0, ⇤1,j , . . . , ⇤K,j) pour tout
j 2 [p] n’existe que rarement en pratique. Par contre, pour tout j 2 [p], il existe toujours
(au moins) une strate `⇤j 2 [K] telle que  ⇤`⇤j 2 mode(0, 
⇤
1,j , . . . , 
⇤
K,j). Si une telle strate de
re´fe´rence ⌧ covariable-de´pendante   `⇤j e´tait connue pour tout j 2 [p], alors une alternative
a` RefLasso consisterait a` utiliser la parame´trisation  ⇤k,j =  
⇤
`⇤j ,j
+  ˜⇤k,j , pour tout k 6= `⇤j
avec  ˜⇤k,j =  
⇤
k,j    ⇤`⇤j ,j . La strate´gie correspondante est oraculaire (au sens ou` elle ne´cessite
l’intervention d’un oracle qui fournirait les strates covariable-de´pendantes) et sera de´signe´e
par ORefLasso dans la suite. Evidemment en pratique, les strates `⇤j ne sont ge´ne´ralement
pas accessibles et il n’est donc pas possible d’appliquer ORefLasso. Nous reviendrons sur
les performances relatives de RefLasso et ORefLasso, en matie`re de se´lection de variables,
dans le paragraphe 4.3.
Une famille de strate´gies moins classiques en e´pide´miologie cherche a` tirer profit de
l’homoge´ne´ite´ e´ventuelle des  ⇤k, et plus pre´cise´ment d’un certain type de structure attendu
dans la matrice B⇤ = ( ⇤1, . . . , ⇤K). Ces strate´gies sont issues de la litte´rature traitant
de l’apprentissage multi-taˆches [Evgeniou and Pontil, 2004, Argyriou et al., 2008], dont le
proble`me de l’estimation simultane´e des K mode`les de re´gression (4.1) est un cas particu-
lier. On peut citer les travaux de [Lounici et al., 2011] et [Negahban and Wainwright, 2011]
qui e´tudient les proprie´te´s d’estimateurs de deux versions du group-lasso (L1/L2 et L1/L1)
dans un cadre non-asymptotique, ou encore les travaux de [Maurer and Pontil, 2013] concer-
nant une proce´dure reposant sur la norme nucle´aire de la matrice des parame`tres. Chacune
de ces me´thodes encourage ainsi un certain type de structure dans la matrice estime´e
Bˆ = ( ˆ1, . . . ,  ˆK) 2 Rp⇥K . La norme nucle´aire encourage cette matrice a` eˆtre de rang
faible alors que les deux approches de type group lasso encouragent une structure de spar-
site´ au niveau des lignes de Bˆ : certaines lignes de Bˆ sont ⌧ uniforme´ment   nulles et
les variables correspondantes ont un e↵et estime´ nul sur l’ensemble des strates. La version
L1/L1 du group lasso encourage de plus les e↵ets non nuls d’une variable a` eˆtre e´gaux en
valeur absolue sur les di↵e´rentes strates : typiquement, les solutions sont telles qu’il existe
(k1, k2) 2 [K]2, avec k1 6= k2, et j 2 [p] avec | ˆk1,j | = | ˆk2,j |. Cette dernie`re proprie´te´ est par-
ticulie`rement inte´ressante en vue de l’e´tude de l’e↵et de Z sur l’association entre Y et x. En
e↵et, puisque l’approche L1/L1 encourage les solutions telles que | ˆk1,j | = | ˆk2,j |, si la solu-
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tion finalement retourne´e est telle que | ˆk1,j | 6= | ˆk2,j |, alors cela sugge`re que | ⇤k1,j | 6= | ⇤k2,j |
et l’on peut donc interpre´ter ce re´sultat en termes d’e↵et de Z sur l’association entre Y et
xj . A contrario, il est impossible d’interpre´ter les di↵e´rences  ˆk1,j 6=  ˆk2,j pour j fixe´ en
termes d’e↵et de Z sur l’association entre Y et xj avec l’approche L1/L2 puisque chaque
variable est se´lectionne´e de manie`re globale, et les e↵ets estime´s sur les di↵e´rentes strates
d’une variable globalement se´lectionne´e sont tous di↵e´rents, par construction.
Puisque de´terminer la fac¸on dont Z modifie les e↵ets des covariables revient a` iden-
tifier, pour tout j 2 [p], les paires (k1, k2) 2 [K] ⇥ [K] telles que  ⇤k1,j =  ⇤k2,j , je me
suis particulie`rement inte´resse´ a` des approches pe´nalise´es encourageant les e´galite´s du type
 ˆk1,j =  ˆk2,j a` j fixe´ (contrairement a` l’approche L1/L1 qui encourage ⌧ seulement   les
e´galite´s en valeur absolue), et permettent ainsi d’interpre´ter les di↵e´rences obtenues en
termes d’e↵et de Z sur l’association entre Y et x. Les paragraphes suivants de´crivent l’utili-
sation du fused lasso ge´ne´ralise´ dans ce contexte, puis une nouvelle approche, AutoRefLasso,
qui peut eˆtre conside´re´e comme une ame´lioration de RefLasso pre´sente´e ci-dessus.
4.2 Le fused lasso ge´ne´ralise´ pour les donne´es stratifie´es
4.2.1 Principe ge´ne´ral
Afin d’encourager les e´galite´s du type  ˆk,j =  ˆ`,j a` j fixe´, il est relativement naturel de
conside´rer la strate´gie qui retourne les estimateurs  ˆ1, . . . ,  ˆK comme solutions minimisant
le crite`re suivant :X
k
kY(k)  X(k) kk22
2
+  1
X
k
k kk1 +  2
X
(k,`)2[K]2
k<`
k k    `k1. (4.6)
Le terme
P
k kY(k)   X(k) kk22/2 mesure l’ade´quation aux donne´es. Le terme
P
k k kk1
encourage les solutions  ˆk a` eˆtre creuses (se´lection des variables au sein de chaque strate).
Le terme
P
k<` k k    `k1 encourage finalement l’homoge´ne´ite´ des vecteurs solutions  ˆk,
c’est-a`-dire les solutions telles que  ˆk,j =  ˆ`,j pour k 6= ` et j fixe´. La di↵e´rence entre (4.6)
et l’e´criture (4.2) du crite`re d’IndepLasso re´side dans le terme  2
P
k<` k k    `k1. Alors
qu’IndepLasso revient a` re´soudre les K proble`mes lasso de manie`re inde´pendante, ce terme
additionnel a pour e↵et de coupler les estimations des vecteurs  ⇤k, en les encourageant a`
eˆtre proches les unes des autres (du point de vue de la norme L1).
Cette approche a e´te´ initialement propose´e par [Gertheiss and Tutz, 2012] (voir aussi
[Oelker et al., 2014]). Dans [VV11], nous montrons que le crite`re (4.6) est un cas particulier
du crite`re minimise´ par le fused lasso ge´ne´ralise´ [Ho¨fling et al., 2010], de´crit au chapitre
pre´ce´dent. Soit Y = (Y(1)
T
, . . . ,Y(K)
T
) 2 Rn le vecteur renfermant les n observations de
la variable re´ponse (sur l’ensemble des strates). Soit de plus X F la matrice diagonale par
blocs de taille (n ⇥ Kp), dont le k-e`me bloc est de dimension nk ⇥ p et vaut X(k) pour
k 2 [K]. Posons b⇤ = ( ⇤T1 , . . . , ⇤TK )T = (b⇤1, . . . , b⇤Kp) 2 RKp. Ici, les similarite´s attendues
sont entre les composantes  ⇤k1,j et  
⇤
k2,j
, pour k1 6= k2 2 [K] et j 2 [p], c’est-a`-dire entre
les composantes j1 6= j2 2 [Kp] du vecteur b⇤ telles que j1%%p = j2%%p, ou` n1%%n2
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de´signe le reste de la division euclidienne de n1 par n2 pour tout couple d’entiers (n1, n2).
Ainsi, en posant EC = {(j1, j2) 2 [Kp]2 : j1 6= j2, j1%%p = j2%%p}, on peut de´finir le
graphe GC = (VC , EC) a` Kp sommets, repre´sente´s par l’ensemble VC qui contient les Kp
composantes du vecteur b, et dont l’ensemble des areˆtes est EC . Ce graphe est compose´ de p
cliques de taille K (voir l’illustration en Figure 4.1-a, page 44) : une clique par covariable, la
j-e`me clique, j 2 [p], reliant entre elles l’ensemble des composantes de b⇤ qui correspondent
aux parame`tres  ⇤1,j , . . . , ⇤K,j . Etant donne´ ce graphe, le crite`re en (4.6) s’e´crit comme celui
d’un fused lasso ge´ne´ralise´ :
kY  X Fbk22
2
+  1kbk1 +  2
X
(j1,j2)2EC
|bj1   bj2 |, (4.7)
que l’on cherche a` minimiser en b 2 RKp. Compte tenu de la forme particulie`re du graphe
sur lequel repose cette strate´gie, nous la de´signerons par CliqueFused dans la suite de ce
document.
4.2.2 Optimalite´ asymptotique de la version adaptative
Dans le cadre asymptotique en n, supposons que Kp est fixe et que les tailles nk de
chacune des strates croissent vers l’infini a` la meˆme vitesse, c’est-a`-dire
8k 2 [K], 9⇢k 2 (0, 1) : nk/n! ⇢k lorsque n!1.
Supposons de plus que pour tout k 2 [K], la matrice (X(k)TX(k))/nk converge vers une
matrice de´finie positive C(k) lorsque nk !1. On suppose enfin que les variables "(k)i , pour
tout i 2 [nk] et k 2 [K] sont i.i.d., d’espe´rance nulle et de variance  2 > 0. Soit alors
( ˜k,j)k2[K],j2[p] les estimations obtenues par la me´thode des moindres carre´s ordinaires,
applique´e inde´pendamment sur chaque strate. La version adaptative de CliqueFused revient
a` de´finir les estimateurs  ˆ
ad
1 , . . . ,  ˆ
ad
K comme solution minimisant le crite`re suivant :
X
k
kY(k)  X(k) kk22
2n
+  1
X
k2[K]
X
j2[p]
| k,j |
| ˜k,j | 
+  2
X
k1<k2
X
j2[p]
| k1,j    k2,j |
| ˜k1,j    ˜k2,j | 
, (4.8)
ou`   > 0 est fixe´ (on prend typiquement   = 1).
En supposant que K et p sont fixes (par rapport a` n), le the´ore`me 3.1.1 pre´sente´ au cha-
pitre 3 permet d’e´tablir une proprie´te´ oraculaire asymptotique pour la version adaptative de
CliqueFused. Ce re´sultat est analogue a` ceux obtenus dans [Gertheiss and Tutz, 2012] sous
le mode`le de re´gression line´aire et [Oelker et al., 2014] sous les mode`les line´aires ge´ne´ralise´s
(notre the´ore`me pre´sente´ dans [VV11] couvre e´galement les mode`les line´aires ge´ne´ralise´s).
Pour tout j 2 [p], soit K⇤j = {k 2 [K] :  ⇤k,j 6= 0} et 0  dj  K le nombre de valeurs
distinctes non nulles parmi l’ensemble des parame`tres ( ⇤1,j , . . . , ⇤K,j). Si dj > 0, ce qui
revient a` dire que K⇤j 6= ;, on note K⇤j = ((1)j , . . . ,(dj)j ) la partition de l’ensemble K⇤j telle
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que pour tout (k1, k2) 2 [K]2, ⇤k1,j =  ⇤k2,j 6= 0, 9d 2 [dj ] : (k1, k2) 2 
(d)
j . Si dj > 0, soit
k(m)j = min{(m)j } pour tout m 2 [dj ] et
b⇤j = ( 
⇤
k
(1)
j ,j
, . . . , ⇤
k
(dj)
j ,j
)
l’ensemble des dj valeurs distinctes non nulles parmi ( ⇤1,j , . . . , ⇤K,j). Observons que la
connaissance des partitions K⇤j et des vecteurs b⇤j pour tout j 2 [p] de´crit comple`tement
l’e↵et de Z sur l’association entre Y et x. On note b⇤A = (b
⇤
j )j:dj>0 la concate´nation des
vecteurs b⇤j pour j 2 [p] tels que dj > 0.
Pour tout j 2 [p], soit Kˆj = {k 2 [p] :  ˆadk,j 6= 0}, et pour tout j tel que dj > 0,
bˆj = ( ˆad
k
(1)
j ,j
, . . . ,  ˆad
k
(dj)
j ,j
). On note bˆadA = (bˆj)j:dj>0 la concate´nation des vecteurs bˆj pour
j 2 [p] tels que dj > 0.
Nous devons maintenant de´finir la matrice X˜A, de taille n ⇥ d0, avec d0 = Pj dj , qui
correspond a` la matrice que l’on utiliserait naturellement dans ce contexte si un oracle nous
donnait les partitions K⇤j (et donc les ensembles K⇤j ). Etant donne´ cette information, on
e´liminerait les colonnes de la matrice X F correspondant aux observations de la variable
j sur les strates appartenant a` K⇤cj , et on sommerait les colonnes de X F correspondant,
pour une variable j donne´e, aux strates appartenant a` (m)j , pour chaque m 2 [dj ]. Plus
formellement, pour tout j 2 [p] tel que dj > 0 et tout m 2 [dj ], soit A(m)j l’ensemble des
indices de colonnes de la matrice X F correspondant aux observations de la j-e`me variable
dans les strates appartenant a` (m)j : A(m)j = {j1 2 [Kp] : 9k 2 (m)j : j1 = (k   1)p + j}.
Soit alors, pour tout j 2 [p] tel que dj > 0, Aj = {A(1)j , . . . ,A(dj)j }. On de´finit maintenant
X˜ (j) la matrice de taille n ⇥ dj , dont la m-e`me colonne est donne´e par Pj12A(m)j XF,j1 :
cette m-e`me colonne est bien la somme des colonnes de la matrice X F qui correspondent
aux observations de la j-e`me variable dans le sous-ensemble de strates (m)j . La matrice
X˜A est obtenue en concate´nant en colonne les matrices X˜ (j) pour tout j tel que dj > 0.
Finalement, soit C˜A la matrice de´finie positive de taille (d0, d0) de´finie comme la limite de
(X˜ TAX˜A)/n lorsque n!1. On peut maintenant e´noncer le re´sultat suivant.
Corollaire 4.2.1 Si  m/
p
n ! 0 et  mn(  1)/2 ! 1, pour m = 1, 2, alors l’estimateur
CliqueFused adaptatif satisfait les proprie´te´s suivantes :
1. Consistance en se´lection de variables : lorsque n! +1, on a
P
  \j2[p] {K⇤j = Kˆj} ! 1.
2. Consistance pour la de´tection des he´te´roge´ne´ite´s : pour tout j 2 [p], on a, avec
probabilite´ qui tend vers 1 lorsque n! +1 :
 ⇤k1,j =  
⇤
k2,j ,  ˆadk1,j =  ˆadk2,j .
3. Normalite´ asymptotique :
p
n(bˆadA   b⇤A)  !d N (0s0 , 2C˜ 1A ).
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Ce corollaire e´tablit notamment que pour chaque covariable j 2 [p], l’ensemble K⇤j =
{k 2 [K] :  ⇤k,j 6= 0} et la partition K⇤j sont identifie´s avec probabilite´ qui tend vers 1 lorsque
n ! 1. Il e´tablit de plus que si dj > 0, alors les estimateurs des e↵ets  (d)⇤j sur chaque
sous-ensemble de strates (d)j ✓ [K], pour d 2 [dj ], ont la meˆme loi limite que l’estimateur
oraculaire qu’on obtiendrait en regroupant les observations issues de ces strates pour cette
covariable, c’est-a`-dire en travaillant avec la matrice X˜A.
Ainsi, la version adaptative de CliqueFused permet, asymptotiquement et en suppo-
sant Kp fixe, de de´crire pre´cise´ment les he´te´roge´ne´ite´s dans les vecteurs  ⇤k et donc l’e↵et
de la variable Z sur l’association entre Y et x. Asymptotiquement, cette version adapta-
tive conduit ainsi a` l’estimation d’un nombre de parame`tres minimal, compte tenu de ces
he´te´roge´ne´ite´s. Elle est optimale pour l’estimation d’un mode`le de re´gression line´aire (voire
line´aire ge´ne´ralise´) sur donne´es stratifie´es dans le cadre asymptotique en n, lorsque Kp est
suppose´ fixe.
4.2.3 Extension aux mode`les non line´aires a` e↵ets mixtes
Dans [VV7], nous e´tendons le fused lasso ge´ne´ralise´ au cas des mode`les non line´aires a`
e↵ets mixtes, qui sont particulie`rement utilise´s en pharmacocine´tique pour mode´liser par
exemple la quantite´ de me´dicament pre´sente dans le sang en fonction du temps. Le fused
lasso ge´ne´ralise´ est notamment utile dans ce contexte pour e´tudier comment les parame`tres
du mode`le (taux d’absorption, taux d’e´limination, etc.) varient d’une strate a` une autre,
les strates correspondant ici a` des groupes de patients de´finis par le dosage du me´dicament,
le type d’adjuvant, etc. La vraisemblance des mode`les non-line´aires a` e↵ets mixtes n’ayant
typiquement pas de forme explicite, on a ge´ne´ralement recours a` des versions stochastiques
de l’algorithme EM pour estimer les parame`tres de ces mode`les, dont SAEM figure parmi
les plus utilise´s [Delyon et al., 1999].
Nous proposons une extension de SAEM qui permet d’estimer les parame`tres des mode`les
correspondant a` plusieurs strates d’observations, en encourageant ces parame`tres a` eˆtre
identiques via une pe´nalite´ de type fused lasso ge´ne´ralise´. A noter que les similarite´s sont
encourage´es tant au niveau des e↵ets fixes que des variances des e↵ets ale´atoires. Le fused
lasso ge´ne´ralise´ est introduit dans l’e´tape de maximisation de SAEM. En d’autres termes,
l’algorithme SAEM pe´nalise´ par une pe´nalite´ de type fused lasso ge´ne´ralise´ correspond a`
un SAEM classique, excepte´ pour l’e´tape de maximisation. Plus pre´cise´ment, notre e´tape
de maximisation consiste en une mise a` jour des parame`tres fixes, des variances des e↵ets
ale´atoires et des parame`tres d’erreur des mode`les. Concernant ces derniers parame`tres, nous
utilisons la mise a` jour classique. Pour la mise a` jour des e↵ets fixes, le proble`me d’optimi-
sation correspond a` une extension du fused lasso ge´ne´ralise´ dans le cas du mode`le line´aire
ou` les moindres carre´s sont remplace´s par des moindres carre´s ponde´re´s. Pour la mise a` jour
des variances des e↵ets ale´atoires, nous travaillons sous l’hypothe`se, forte, d’inde´pendance
entre les e↵ets ale´atoires, si bien que leur matrice de variance-covariance est diagonale. La
pe´nalite´ porte alors sur les di↵e´rences entre les e´le´ments diagonaux des matrices de pre´cision
(l’inverse des matrices de covariance) et le proble`me d’optimisation e´quivaut a` une version
simplifie´e de celui re´solu par [Danaher et al., 2014] pour estimer simultane´ment les struc-
42 CHAPITRE 4. RE´GRESSION SUR DONNE´ES STRATIFIE´ES
tures de plusieurs mode`les graphiques gaussiens. Nous re´solvons chacun de ces proble`mes
d’optimisation via un algorithme de type ADMM (Alternating Direction Method of Multi-
plier ; voir [Boyd et al., 2011]).
Dans [VV7], nous pre´sentons une e´tude de simulation ou` l’on compare notre approche a`
une strate´gie plus classique reposant sur une proce´dure de se´lection de variables pas-a`-pas.
Cette e´tude sugge`re de bonnes performances pour notre approche en matie`re de se´lection
de variables sur les configurations conside´re´es. Nous appliquons e´galement notre algorithme
sur un jeu de donne´es re´el issu de deux essais cliniques en cross-over dans le but d’e´tudier
l’interaction entre le dabigatran etexilate (un anti-coagulant) et trois inhibiteurs de la P-
glycoprote´ine, en se focalisant sur le parame`tre dit de bio-disponibilite´. Nous y obtenons
des re´sultats qui semblent pertinents et plausibles aux yeux des experts pharmacologues.
4.2.4 Limites de l’approche : sensibilite´ au graphe sur des donne´es de
grande dimension
Comme e´tabli dans le corollaire 4.2.1 sous des hypothe`ses assez ge´ne´rales, la version
adaptative de CliqueFused renvoie des estimateurs asymptotiquement optimaux si l’on sup-
pose Kp fixe. Dans ce cadre, elle permet e´galement de de´crire parfaitement l’e↵et de Z sur
l’association entre Y et x. Elle peut donc eˆtre vue comme la me´thode de re´fe´rence dans les
situations ou` la taille de chacune des strates est grande devant le nombre de covariables p.
Cependant, les proprie´te´s de l’approche ne sont pas encore de´crites dans le cadre non-
asymptotique, et les performances de CliqueFused ne sont donc pas bien connues lorsque
certains ratios nk/p sont petits. Les re´sultats de [Sharpnack et al., 2012], meˆme s’ils ne
traitent pas du cas des donne´es stratifie´es et ne concernent que le mode`le de suite gaussienne
tronque´e, sugge`rent que lorsque K n’est pas conside´re´ fixe, la version non-adaptative de Cli-
queFused n’identifie ge´ne´ralement pas correctement les paires (k1, k2) 2 [K]⇥ [K] telles que
 ⇤k1,j =  
⇤
k2,j
pour j 2 [p] fixe´, sauf peut-eˆtre dans des cas particuliers (homoge´ne´ite´ comple`te
des vecteurs  ⇤k par exemple). En e↵et, les cliques utilise´es dans l’approche CliqueFused ne
sont bien adapte´es que lorsqu’il y a peu d’he´te´roge´ne´ite´ dans les vecteurs  ⇤1, . . . , ⇤K . No-
tons de plus que les re´sultats des simulations pre´sente´s au chapitre pre´ce´dent (meˆme s’ils
de´crivaient le cadre ge´ne´ral et non pas la situation spe´cifique des donne´es stratifie´es) allaient
dans le sens des re´sultats the´oriques de [Sharpnack et al., 2012].
Outre ses limites the´oriques, l’application de CliqueFused se heurte a` des proble`mes
d’ordre pratique. En e↵et, l’imple´mentation du fused lasso ge´ne´ralise´ n’a e´te´ a` ce jour ef-
fectue´e que dans un nombre tre`s restreint de mode`les. Dans le logiciel R par exemple, seul le
package GenLasso [Tibshirani and Taylor, 2011] permet son imple´mentation, et seulement
sous le mode`le line´aire (le package FusedLasso [Ho¨fling et al., 2010] est disponible via les
archives de R et permet l’imple´mentation de l’approche sous les mode`les line´aire et logis-
tique). Le package gvcm.cat de [Oelker et al., 2014] permet quant a` lui l’imple´mentation
d’une version approche´e de CliqueFused dans les mode`les line´aire, logistique et de Poisson.
En re´sume´, CliqueFused a che certaines limites the´oriques et pratiques. Je me suis alors
inte´resse´ aux proprie´te´s de RefLasso. Cette approche est simple a` imple´menter (il s’agit d’un
lasso simple, sur une transformation des donne´es originales, comme nous le verrons plus
pre´cise´ment dans le paragraphe suivant). Elle peut e´galement eˆtre vue comme une version
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du fused lasso ge´ne´ralise´, reposant sur un graphe di↵e´rent de celui utilise´ dans CliqueFused.
En e↵et, apre`s avoir choisi la strate de re´fe´rence ` 2 [K], le crite`re (4.5) peut se re´e´crire
sous la forme suivante
X
k
kY(k)  X(k) kk22
2
+  1k `k1 +  2
X
k2[K]
k 6=`
k k    `k1. (4.9)
Deux di↵e´rences principales existent entre ce crite`re et celui de CliqueFused, (4.6). Premie`re-
ment, seule la norme L1 de  ` est pe´nalise´e (et non plus
P
k2[K] k kk1). Deuxie`mement, on
ne pe´nalise pas les K(K   1)/2 di↵e´rences k k1    k2k1 pour k1 < k2, mais seulement les
K 1 di↵e´rences k k  `k1 pour k 6= ` (` e´tant fixe´). Ainsi, RefLasso peut eˆtre vue comme
un fused lasso ge´ne´ralise´ dont le graphe n’est plus compose´ de p cliques, mais de p e´toiles :
pour la j-e`me e´toile, le centre correspond au parame`tre  `,j , chacun des parame`tres  k,j ,
k 6= ` e´tant en pe´riphe´rie (voire la figure 4.1 pour une illustration). Le graphe sur lequel
repose RefLasso est compose´ de sous-graphes beaucoup moins connecte´s que dans le cas de
CliqueFused, qui peuvent eˆtre mieux adapte´s a` des he´te´roge´ne´ite´s parmi les vecteurs  ⇤k.
Cependant, la forme de ce graphe implique que RefLasso ne peut que partiellement de´crire
le roˆle de Z sur l’association entre Y et x, puisque les quantite´s | k1,j    k2,j | ne figurent
pas dans le terme de pe´nalite´, pour k1 6= ` et k2 6= `.
Alors que CliqueFused semble ne pas eˆtre en mesure de de´crire le roˆle complet de Z (sauf
pour sa version adaptative dans un cadre asymptotique en supposant Kp fixe ou peut-eˆtre
dans des cas ou` les vecteurs  ⇤k a chent tre`s peu d’he´te´roge´ne´ite´), on peut se demander
si RefLasso fournit une re´ponse adapte´e quant au roˆle partiel de Z et permet de de´tecter
les di↵e´rences entre les vecteurs  ⇤k et  
⇤
` , pour le choix ` de la strate de re´fe´rence. Dans le
prochain paragraphe, nous e´tudions les proprie´te´s d’une nouvelle approche, AutoRefLasso,
de´rive´e de RefLasso. AutoRefLasso permet de se de´faire du choix arbitraire de la strate de
re´fe´rence a priori et, sous certaines hypothe`ses, elle identifie automatiquement une strate
de re´fe´rence, pour chaque covariable. Nous montrons que sous certaines hypothe`ses, Auto-
RefLasso a che des performances analogues a` celle d’ORefLasso, la version oraculaire de
RefLasso introduite au paragraphe 4.1, et permet d’e´tudier le roˆle partiel de Z sur l’asso-
ciation entre Y et x sous des hypothe`ses typiquement plus faibles que celles requises par
RefLasso. D’autre part, le couˆt algorithmique d’AutoRefLasso est comparable a` celui de
RefLasso. AutoRefLasso est enfin directement imple´mentable sous une grande varie´te´ de
mode`les (line´aire, logistique, Poisson, logistique conditionnel, de Cox, etc.) puisque nous
montrons que le proble`me d’optimisation sur lequel repose AutoRefLasso s’e´crit lui aussi
comme un simple lasso sur une transformation des donne´es originales.
4.3 AutoRefLasso
4.3.1 Principe ge´ne´ral
Le point de de´part de cette approche consiste a` remarquer que la parame´trisation initiale
du mode`le en (4.1), sur laquelle repose IndepLasso, celle utilise´e dans le mode`le (4.3) sur la-
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Figure 4.1 – Graphes utilise´s dans les approches CliqueFused (a` gauche) et RefLasso (a`
droite, avec le choix 1 comme strate de re´fe´rence) dans le cas K = 4 et p = 3. CliqueFused
correspond a` un fused lasso ge´ne´ralise´ dont le graphe est constitue´ de p cliques : un clique
par covariables, qui relie l’ensemble des parame`tres de´crivant l’e↵et de cette covariable sur
les K strates. Pour RefLasso, le graphe est constitue´ de p graphes en e´toile : pour chaque
covariable, la strate de re´fe´rence (ici, la strate 1) est place´e au centre de l’e´toile, si bien que
seules les di↵e´rences entre les e↵ets sur cette strate de re´fe´rence et les autres strates sont
pe´nalise´s.
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quelle repose PoolLasso, et celle utilise´e dans l’approche RefLasso sont trois cas particuliers
de la parame´trisation suivante,
 ⇤k =  
⇤
+  ⇤k, k 2 [K]. (4.10)
Cette parame´trisation repose sur (K +1)p parame`tres et est donc sur-parame´tre´e. Ce type
de sur-parame´trisation rappelle celle de l’ANOVA ou` les estimations sont e↵ectue´es sous cer-
taines contraintes. Ici, la parame´trisation initiale correspond a` la contrainte   = 0p alors que
la parame´trisation ope´re´e par RefLasso avec le choix ` de la strate de re´fe´rence correspond
a` la contrainte  ⇤` = 0p. A noter aussi que parmi l’ensemble des de´compositions de la forme
(4.10), certaines apparaissent naturellement inte´ressantes. Le vecteur  
⇤
peut en e↵et eˆtre
vu comme renfermant les p e↵ets ⌧ globaux  , et les vecteurs  ⇤k 2 Rp repre´senteraient alors
les variations des e↵ets sur la strate k autour de ces e↵ets globaux. En ce sens, on pourrait
eˆtre amene´ a` conside´rer avec un inte´reˆt particulier les de´compositions (4.10) ou` les compo-
santes du vecteur  
⇤
sont de´finies par  
⇤
j = (1/K)
PK
i=1  
⇤
k,j ,  
⇤
j 2 me´diane( ⇤1,j , . . . , ⇤K,j),
ou encore  
⇤
j 2 mode( ⇤1,j , . . . , ⇤K,j). A noter que ces choix sont e´quivalents aux de´finitions
suivantes du vecteur  
⇤
,
 
⇤ 2 argmin
 2Rp
X
k2[K]
k ⇤k    kq,
avec q = 2, q = 1 et q = 0 respectivement. Un autre choix inte´ressant, mais moins intuitif,
consiste a` de´finir  
⇤
j 2 mode(0, ⇤1,j , . . . , ⇤K,j) = argmin j{I( j 6= 0)+
P
k2[K] I( j 6=  ⇤k,j)}.
Ce choix revient a` de´finir  
⇤
j =  
⇤
`⇤j
ou` `⇤j est la strate suppose´ment renvoye´e par l’oracle
dans l’approche ORefLasso. La de´composition ope´re´e par la strate´gie ORefLasso est donc
elle aussi un cas particulier de (4.10). Elle est particulie`rement inte´ressante du point de
vue de l’infe´rence puisqu’elle minimise le nombre de parame`tres non nuls a` estimer, comme
mentionne´ au paragraphe 4.1.
Suivant le principe de l’approche RefLasso, des estimateurs des parame`tres du mode`le
sur-parame´tre´ (4.10) peuvent eˆtre obtenus comme solution minimisant le crite`re suivant
(b , b 1 . . . , b K) 2 argmin
 , 1,..., K
8<:X
k 1
kY(k)  X(k)(  +  k)k22
2
+  1k k1 +
X
k 1
 2,kk kk1
9=;
(4.11)
pour des valeurs approprie´es des parame`tres de re´gularisation  1   0 et  2,k   0. Travailler
avec des valeurs assez e´leve´es de  1 e´quivaut a` contraindre
b  = 0p, et donc a` re´soudre les K
crite`res lasso inde´pendamment, chacun avec le parame`tre  2,k : IndepLasso est donc un cas
particulier de notre approche. D’autre part, travailler avec des valeurs assez e´leve´es de  2,k
revient a` contraindre  ˆk =
b  pour tout k 2 [K], ce qui correspond a` PoolLasso. L’utilisation
d’une valeur assez e´leve´e pour  2,` e´quivaut pour sa part a` contraindre b ` = 0p (et doncb  =  ˆ`) et correspond donc a` la strate´gie RefLasso avec le choix ` pour la strate de re´fe´rence
(ORefLasso est obtenue si le terme  2,kk kk1 en (4.11) est remplace´ par
P
j2[p]  2,k,j | k,j |
et les valeurs de  2,`⇤j ,j pour chaque j 2 [p] sont assez e´leve´es). Plus ge´ne´ralement, en posant
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⌧ = (⌧1, . . . , ⌧K) avec ⌧k =  2,k/ 1, et en de´finissant la version shrunke´e et ⌧ -ponde´re´e de la
me´diane de (b1, . . . , bK) comme WSmedian(b1, . . . , bK ; ⌧ ) = argminb(|b|+
P
k2[K] ⌧k|bk b|),
il est clair que b j 2 WSmedian( ˆ1,j , . . . ,  ˆK,j ; ⌧ ). En d’autres termes, pour toutes valeurs
donne´es des ratios ⌧k =  2,k/ 1, notre approche encourage les solutions ( ˆ1, . . . ,  ˆK) telles
que le vecteur d’e↵ets globaux b  et les vecteurs des di↵e´rences b k b  sont creux, avec l’e↵et
global de la j-e`me covariable b j ⌧ identifie´e  et de´finie commeWSmedian( ˆ1,j , . . . ,  ˆK,j ; ⌧ ).
Dans le contexte ou` pour tout j 2 [p], il existe  ⇤j 2 R et K⇤j ✓ [K] tels que  ⇤k,j =  ⇤j
pour tout j 2 K⇤j , avec |K⇤cj | typiquement petit, nous montrons dans le paragraphe 4.3.3
qu’un choix approprie´ de ⌧ assure que  
⇤
j = WSmedian( 
⇤
1,j , . . . , 
⇤
K,j ; ⌧ ) =  
⇤
j , ce qui
⌧ justifie   la terminologie AutoRefLasso pour cette approche.
4.3.2 Re´e´criture comme un lasso sur une transformation des donne´es
originales
Une proprie´te´ inte´ressante d’AutoRefLasso, RefLasso et ORefLasso est que chacune de
ces strate´gies peut se re´e´crire comme un simple lasso sur une transformation des donne´es.
Sans perte de ge´ne´ralite´, on suppose que ` = 1 est la strate de re´fe´rence pour la strate´gie
RefLasso. On suppose de plus qu’un oracle fournit un indice `⇤j 2 [K] pour chaque j 2 [p]
pour la strate´gie ORefLasso. Soit alors pour tout k 2 [K], Pk = {j 2 [p] : k 6= `⇤j} et
X˜(k) = X(k)Pk . Comme pre´ce´demment, on note Y = (Y
(1)T , . . . ,Y(K)
T
) 2 Rn le vecteur
contenant les n observations de la variable re´ponse sur l’ensemble des strates. Alors les
crite`res a` minimiser pour les strate´gies RefLasso, ORefLasso et AutoRefLasso s’e´crivent
tous comme
kY  X✓k22
2
+  1k✓k1, (4.12)
ou` ✓ est un vecteur de RKp ou R(K+1)p et X est l’une des trois matrices suivantes
X (1) =
0BBBB@
X(1) 0 . . . 0
X(2) X
(2)
⌧2
. . . 0
...
...
. . .
...
X(K) 0 . . . X
(K)
⌧K
1CCCCA, eX =
0BB@
X(1) X˜
(1)
⌧1
. . . 0
...
...
. . .
...
X(K) 0 . . . X˜
(K)
⌧K
1CCA,
X¯ =
0BB@
X(1) X
(1)
⌧1
. . . 0
...
...
. . .
...
X(K) 0 . . . X
(K)
⌧K
1CCA,
pour des valeurs donne´es ⌧k > 0, k 2 [K]. Pour AutoRefLasso, les solutions ˆ¯✓ 2 R(K+1)p
de (4.12) avec X = X¯ fournissent des estimateurs de ✓¯⇤ = ( ⇤T , ⌧1 ⇤T1 , . . . , ⌧K ⇤T )T , avec
 
⇤
j = WSmedian( 
⇤
1,j , . . . , 
⇤
K,j ; ⌧ ) et  
⇤
k =  
⇤
k    ⇤. Pour RefLasso, les solutions de (4.12)
avec X = X (1) fournissent des estimateurs de ✓⇤1 = ( ⇤T1 , ⌧1 ⇤T2 , . . . , ⌧K ⇤T )T 2 RKp, avec
 ⇤k =  
⇤
k    ⇤1. Finalement, pour ORefLasso, les solutions ˆ˜✓ 2 RKp de (4.12) avec X = X˜
sont des estimateurs de ✓˜
⇤
= ( ˜
⇤T
, ⌧1 ˜
⇤T
1 , . . . , ⌧K  ˜
⇤T
)T avec  ˜⇤j =  ⇤`⇤j ,j et  ˜
⇤
k = ( 
⇤
k   ˜
⇤
)Pk .
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Cette proprie´te´ de re´e´criture comme un lasso s’e´tend naturellement a` l’ensemble des
mode`les line´aires ge´ne´ralise´s, aux mode`les de Cox, etc. Sous des mode`les de re´gression lo-
gistique par exemple, les crite`res relatifs a` RefLasso, ORefLasso et AutoRefLasso s’e´crivent
comme des lasso dans le cas logistique,
 Llogistic(Y ,X✓) +  1k✓k1,
avec X et ✓ de´finis comme dans le cas line´aire et, pour tout y 2 {0, 1}n et z 2 Rn,
Llogistic(y, z) =
P
i2[n]{yizi  log(1+ezi)}. Cette proprie´te´ est particulie`rement inte´ressante
pour notre strate´gie AutoRefLasso puisqu’elle la rend directement imple´mentable sous une
large varie´te´ de mode`les de re´gressions, en fait tous ceux pour lesquels le lasso a e´te´
imple´mente´. Le package glmnet de R [Friedman et al., 2010] permet ainsi de traiter les
mode`les line´aire, logistique, de Poisson, de Cox, etc. (a` noter e´galement que glmnet peut
tirer profit de la structure creuse de la matrice X¯ , en particulier lorsque Kp est grand,
pour ame´liorer les temps de calcul). Plus ge´ne´ralement, cette proprie´te´ e´tablit qu’il n’y a
pratiquement pas de surcouˆt computationel lie´ a` l’utilisation d’AutoRefLasso par rapport
a` la strate´gie RefLasso.
4.3.3 Se´lection de variables dans un cadre non-asymptotique
La re´e´criture (4.12) n’est pas seulement inte´ressante du point de vue de l’imple´mentation
mais aussi pour e´tudier les proprie´te´s the´oriques d’AutoRefLasso, et en particulier pour les
comparer a` celles de RefLasso et ORefLasso. Dans ce paragraphe, nous e´tudions la sparsis-
tency (consistance en se´lection de variables) de ces approches. Pour que le lasso soit spar-
sistent, il est maintenant e´tabli que la matrice de design ⌧ doit   ve´rifier la condition d’irre-
presentabilite´, cette condition e´tant su sante et ⌧ presque ne´cessaire  [Zhao and Yu, 2006,
Wainwright, 2009]. Avec la formulation (4.12) du lasso et en notant ✓⇤ le vecteur de pa-
rame`tre the´orique et J⇤ son support, la matrice X ve´rifie la condition d’irrepre´sentabilite´
si et seulement si ⇤min(X TJ⇤X J⇤)   Cmin pour une valeur fixe´e Cmin > 0 et
max
j /2J⇤
k(X TJ⇤X J⇤) 1X TJ⇤Xjk1 < 1,
avec Xj la j-e`me colonne de X . Autrement dit, la condition d’irrepre´sentabilite´ assure que
le mode`le restreint a` J⇤ est identifiable et que les colonnes de J⇤c ne sont pas trop aligne´es
sur celles de J⇤. Dans ce paragraphe, nous e´tablissons des conditions, notamment sur les
parame`tres ⌧k, assurant que X (1), X˜ et X¯ ve´rifient la condition d’irrepre´sentabilite´ de telle
sorte que RefLasso, ORefLasso et AutoRefLasso puissent eˆtre sparsistent, a` condition d’eˆtre
utilise´s avec une valeur approprie´e de  1 et que le signal soit assez e´leve´ (condition de type
“beta-min”).
Meˆme si des cas plus ge´ne´raux peuvent eˆtre traite´s (voir le Supplementary Material de
[VV8]), nous nous concentrons ici sur le cas simple suivant, par souci de simplification des
notations et de l’interpre´tation notamment. Nous supposons que les strates sont e´quilibre´es
et que les designs sont orthogonaux dans chaque strate ; plus pre´cise´ment, nous supposons
que nk = n/K et (X(k)
T
X(k))/nk = Ink pour tout k 2 [K]. On supposera de plus que
pour chaque j 2 [p] il existe un mode unique  ⇤j 2 R de l’ensemble (0, ⇤1,j , . . . , ⇤K,j), et
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on de´finit K⇤j = {k 2 [K] :  ⇤k,j =  ⇤j }. Pour la strate´gie ORefLasso, on supposera qu’un
oracle renvoie un indice `⇤j 2 K⇤j pour chaque j 2 [p]. Finalement, on supposera que pour
tout k 2 [K], ⌧k = ⌧/
p
K pour une valeur ⌧ > 0 donne´e, et que n 1/2k kX(k)j k2  1 pour
chaque (k, j) 2 [K] ⇥ [p]. Combine´es, ces hypothe`ses assurent que les colonnes de X sont
de norme L2 comparables, avec X e´gal a` X (1), X¯ ou X˜ . Plus pre´cise´ment, en notant Xj
la j-e`me colonne de X (1), X¯ ou X˜ , elles assurent que n 1kXjk2  max(1, ⌧ 1) pour tout
j 2 [(K + 1)p].
Dans ce contexte, l’objectif principal relatif a` la se´lection de variables est de retrouver
les ensembles S⇤ = {j 2 [p] :  ⇤j 6= 0} et T ⇤ = {(k, j) 2 [K]⇥ [p] :  ⇤k,j 6=  ⇤j }, c’est-a`-dire le
sous-ensemble des covariables dont l’e↵et global est non-nul et le sous-ensemble des paires
strate/covariable ou` l’on observe des he´te´roge´ne´ite´s (i.e. ou` l’e↵et de la covariable sur la
strate est di↵e´rent de son e↵et global). Notons que l’hypothe`se d’unicite´ du mode implique
notamment que minj2S⇤ |K⇤j | > 1.
Sous les di↵e´rentes hypothe`ses mentionne´es ci-dessus, on obtient premie`rement les deux
lemmes suivants, dont les preuves figurent dans le Supplementary Material de [VV8].
Lemme 4.3.1 Les matrices X¯ et X˜ ve´rifient la condition d’irrepre´sentabilite´ si et seule-
ment si
(IC) 0 
p
K
K   2D1 < ⌧ <
p
K
D0 ,
avec D0 = maxj /2S⇤ |K⇤cj | si S⇤ 6= [K] et 0 sinon, et D1 = maxj2S⇤ |K⇤cj | si S⇤ 6= ; et  1
sinon.
Soit S(1)⇤ = {j 2 [p] :  ⇤1,j 6= 0}. La matrice X (1) ve´rifie la condition d’irrepre´sentabilite´
si et seulement si
(IC(1)) 0 
p
K
K   2D(1)1
< ⌧ <
p
K
D(1)0
,
avec D(1)0 = maxj /2S(1)⇤ |{k 2 [K] :  ⇤k,j 6=  ⇤1,j}| si S(1)⇤ 6= [K] et 0 sinon, et D(1)1 =
maxj2S(1)⇤ |{k 2 [K] :  ⇤k,j 6=  ⇤1,j}| si S(1)⇤ 6= ; et  1 sinon.
Lemme 4.3.2 Sous la condition (IC), on a  
⇤
j = WSmedian( 
⇤
1,j , . . . , 
⇤
K,j ; ⌧ ) =  
⇤
j =
 ⇤`⇤j ,j.
Notons tout d’abord que sous (IC), on a force´ment 2D1+D0 < K. De manie`re analogue,
sous (IC(1)) on a force´ment 2D(1)1 + D(1)0 < K. Le Lemme 4.3.1 e´tablit que les matrices
X¯ et X˜ des strate´gies AutoRefLasso et ORefLasso, respectivement, ve´rifient la condition
d’irrepre´sentabilite´ sous la meˆme condition sur ⌧ . Sous cette condition, le Lemme 4.3.2
e´tablit par ailleurs que ✓¯
⇤¯
J⇤ = ✓˜
⇤
J˜⇤ , avec J¯
⇤ = supp(✓¯⇤) et J˜⇤ = supp(✓˜⇤) (pour rappel, les
de´finitions de ✓¯
⇤
et ✓˜
⇤
sont donne´es tout de suite apre`s l’Equation (4.12)). Comme nous
l’e´tablissons plus pre´cise´ment dans le The´ore`me 4.3.1 ci-dessous, cela implique qu’AutoRe-
fLasso permet d’identifier S⇤ et T ⇤ sous (approximativement) les meˆmes hypothe`ses que
celles requises par ORefLasso, sans avoir a` imposer que les `⇤j soient connus par avance.
D’autre part, si {1} 2 \j2[p]K⇤j alors (IC) et (IC(1)) sont identiques (et RefLasso re-
vient alors a` ORefLasso). Par contre, si {1} /2 \j2[p]K⇤j , non seulement T (1)⇤ 6= T ⇤ avec
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T (1)⇤ = {(k, j) 2 [K] ⇥ [p] :  ⇤k,j 6=  ⇤1,j} (et potentiellement S(1)⇤ 6= S⇤), mais (IC(1))
est e´galement ge´ne´ralement plus forte que (IC). En d’autres termes, RefLasso est moins
souvent capable d’identifier S(1)⇤ et T (1)⇤ avec grande probabilite´, que ne le sont ORefLasso
et AutoRefLasso d’identifier S⇤ et T ⇤.
Remarque 4.3.1 Le cadre conside´re´ ici est simpliste (designs orthogonaux dans chaque
strate, e´quilibre´e), et peu re´aliste en pratique (il couvre ne´anmoins l’ANOVA a` un facteur et
le mode`le tronque´ de suites gaussiennes). Il est cependant utile puisqu’il donne un e´clairage
sur le type d’hypothe`ses ⌧ ne´cessaires   pour la consistance en se´lection de variable du
lasso dans un cas particulier de mode`le incluant des interactions. L’approche RefLasso peut
en e↵et eˆtre vue comme mode´lisant les interactions entre la variable Z, ici cate´gorielle
et incluse dans le mode`le via des variables indicatrices, et le vecteur x (les interactions
e´tant incluses dans le mode`le via des produits). Le cadre conside´re´ ici permet d’expliciter
ce qu’induit, dans ce cadre simple, la condition maxj /2J⇤1 k(X
(1)T
J⇤1
X (1)J⇤1) 1X (1)TJ⇤1 X
(1)
j k1 < 1,
ou` J⇤1 est le support du vecteur ✓
⇤
1 = ( 
⇤T
1 , ⌧1 
⇤T
2 , . . . , ⌧K 
⇤T )T 2 RKp. Cette condition
devient ici 2D(1)1 +D(1)0 < K. Elle stipule donc que, pour chaque covariable, son e↵et sur la
plupart des strates est e´gal a` celui sur la strate de re´fe´rence, choisie a priori. La condition
que doit ve´rifier la version oraculaire de RefLasso, ORefLasso, ainsi que notre approche
AutoRefLasso, reste forte. Mais elle est ge´ne´ralement moins forte que celle que doit ve´rifier
RefLasso puisqu’elle stipule ⌧ seulement   que pour chaque covariable, son e↵et sur la
plupart des strates vaut  ⇤j = mode(0, ⇤1,j , . . . , ⇤K,j).
En se concentrant maintenant sur AutoRefLasso et ORefLasso, on peut e´tablir le
re´sultat suivant qui de´crit des conditions sous lesquelles S⇤ et T ⇤ sont identifie´s avec grande
probabilite´.
The´ore`me 4.3.1 Pour tout k 2 [K], supposons que les "(k)i , i 2 [nk], sont des variables
i.i.d. sous-gaussiennes centre´es, de parame`tre   > 0. Sous l’hypothe`se (IC), soit alors
  = min
 
1  D0⌧p
K
, 1 
p
K +D1⌧
(K  D1)⌧
!
et
Cmin = min
 
1,
1
⌧2
,
1
2
"⇣ 1
⌧2
+ 1
⌘
 
r⇣ 1
⌧2
  1
⌘2
+
4D1
⌧2K
#!
.
Pour ⌘ 2 {0, 1}, on de´finit
 (⌘)1 >
2
 min(1, ⌧)
p
2 2n log((K + ⌘)p) et  (⌘)2,k = ⌧k 
(⌘)
1
et on introduit
 (⌘)min =
 (⌘)1
n
 p|S⇤|+ |T ⇤|
Cmin
+
4 p
Cmin
!
.
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Finalement, conside´rons les conditions de type  -min suivantes :
(C
 
(⌘)
min
)(i) : 8j 2 S⇤, | ⇤j | >  (⌘)min; (C (⌘)min)(ii) : 8j 2 [p], 8k /2 K
⇤
j , | ⇤k,j  ⇤j | >
p
K (⌘)min
⌧
.
Alors, S⇤ et T ⇤ sont tous deux identifie´s
— avec une probabilite´ supe´rieure a` 1  4 exp( c1 (0)
2
1 ), pour une constante c1 > 0,
par ORefLasso lance´ avec les parame`tres  1 =  
(0)
1 et  2,k =  
(0)
2,k sous (C (0)min
)(i ii),
et on a kˆ˜✓J˜⇤   ✓˜
⇤
J˜⇤k1   (0)min ;
— avec une probabilite´ supe´rieure a` 1  4 exp( c1 (1)
2
1 ), pour une constante c1 > 0,
par AutoRefLasso lance´ avec les parame`tres  1 =  
(1)
1 et  2,k =  
(1)
2,k sous (C (1)min
)(i 
ii), et on a kˆ¯✓J¯⇤   ✓¯⇤¯J⇤k1   (1)min.
Ce re´sultat s’obtient a` partir du The´ore`me 1 de [Wainwright, 2009] ; une hypothe`se im-
plicite est que K et/ou p diverge avec n si bien que 1 4 exp( c1 (⌘)
2
1 )! 1 lorsque n!1.
Si maxj2[p] |K⇤cj | < K/3, le The´ore`me 4.3.1 montre clairement que, dans le cas e´quilibre´ et
orthogonal, AutoRefLasso est capable d’identifier S⇤ et T ⇤ avec grande probabilite´ sous des
conditions analogues a` celles que requerrait ORefLasso, sans pour autant avoir a` supposer
que les `⇤j sont donne´s par avance. Dans le Supplementary Material de [VV8], nous mon-
trons comment se re´sultat s’e´tend au cas de strates non e´quilibre´es et/ou a` des designs non
orthogonaux. Dans le cas le plus ge´ne´ral, les conditions assurant l’identification de S⇤ et T ⇤
avec grande probabilite´ sont un peu plus fortes pour AutoRefLasso que pour ORefLasso.
Une autre remarque concerne la valeur de  (⌘)min. Pour faciliter l’interpre´tation, conside´rons
les cas ou` D0 = D1 = D dans un cadre asymptotique ou` K (et potentiellement p) di-
verge(nt) avec n, tout comme |T ⇤| (et potentiellement |S⇤|). Si D ⌧ pK ou D = cpK
pour une constante 0 < c  1/2, alors le choix ⌧ = 1 assure l’identification des sup-
ports pour des signaux tels que  (⌘)min = O(
p
(|S⇤|+ |T ⇤|) log((K + 1)p)/n), ce qui est
optimal au terme logarithmique pre`s. Si D = cpK pour une constante c > 1/2, on ob-
tient le meˆme ordre de grandeur pour  (⌘)min mais pour le choix ⌧ = (2c)
 1 < 1. Par
contre, si D   pK, alors on observe un changement de re´gime. Pour pK ⌧ D ⌧
K le choix optimal est ⌧ =
p
K/(2D) qui n’assure l’identification des supports que si
 (⌘)min = O((D/
p
K) ⇥p(|S⇤|+ |T ⇤|) log((K + 1)p)/n). Finalement, si D = cK pour une
constante 0 < c < 1/3, alors le re´sultat du The´ore`me 4.3.1 est pratiquement vide de
sens : le choix optimal pour ⌧ est O(1/pK) qui n’assure l’identification des supports que
si  (⌘)min = O(
p
K(|S⇤|+ |T ⇤|) log((K + 1)p)/n). En voyant ORefLasso comme une version
du fused lasso ge´ne´ralise´ reposant sur un graphe compose´ de p sous-graphes en e´toile, ces
re´sultats sugge`rent une nouvelle fois que le graphe du fused lasso ge´ne´ralise´ doit eˆtre en
assez bonne ade´quation avec la ve´ritable structure du vecteur a` estimer pour assurer la spar-
sistency de l’approche : dans notre cas, il apparaˆıt que le nombre de parame`tres di↵e´rents
de  ⇤j doit eˆtre au plus de l’ordre de
p
K pour assurer la sparsistency d’ORefLasso (et
AutoRefLasso) au niveau de signal optimal  (⌘)min = O(
p
(|S⇤|+ |T ⇤|) log((K + 1)p)/n).
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Une dernie`re remarque est que, comme attendu, il est plus di cile d’identifier T ⇤ que S⇤,
au sens ou` les he´te´roge´ne´ite´s doivent eˆtre au moins de magnitude | ⇤k,j    ⇤j | >
p
K (⌘)min/⌧
pour k /2 K⇤j pour eˆtre retrouve´es, alors que les composantes non-nulles | ⇤j | doivent seule-
ment eˆtre supe´rieures a`  (⌘)min. L’identification de T
⇤ est encore plus di cile dans le cas
de strates non e´quilibre´es (les he´te´roge´ne´ite´s sur les strates de faible e↵ectif e´tant les plus
de´licates a` identifier).
4.3.4 Illustrations
Dans [VV8], nous illustrons sur donne´es simule´es les performances d’AutoRefLasso,
RefLasso, ORefLasso et CliqueFused. L’objectif principal est de comple´ter nos re´sultats
the´oriques. Sous des designs orthogonaux dans chaque strate et e´quilibre´s, ceux-ci e´tablissent
notamment l’existence de valeurs des parame`tres de re´gularisation  1 et  2 telles que les
ensemble S⇤ et T ⇤ sont identifie´s par ORefLasso et AutoRefLasso avec grande probabilite´,
si les vecteurs  ⇤k sont assez homoge`nes. Dans notre e´tude de simulation, on a alors cherche´
a` e´valuer les performances d’AutoRefLasso notamment sous des designs non orthogonaux,
et pour des choix des parame`tres  1 et ⌧ reposant sur les donne´es. Nos re´sultats empi-
riques confirment qu’AutoRefLasso et ORefLasso partagent des performances analogues,
et sont ge´ne´ralement supe´rieurs a` RefLasso et CliqueFused, sous les designs conside´re´s.
Ils confirment e´galement que pour les performances sont de´grade´es lorsque le niveau d’ho-
moge´ne´ite´ entre les vecteurs  ⇤k augmente.
Nous illustrons e´galement les approches AutoRefLasso, RefLasso et CliqueFused sur un
jeu de donne´es de ⌧ cellules uniques   de´crivant les niveaux d’expressions de 45 facteurs de
transcriptions dans les cellules, a` huit instants apre`s le de´clenchement de la di↵e´rentiation
des cellules (H0, H1, H6, H12, H24, H48, H72 et H96). Pour chaque instant, qui de´finit
ici une strate, les donne´es relatives a` nk = 120 cellules sont disponibles, k = 1, . . . , 8. Ce
jeu de donne´es est de´crit dans [Kouno et al., 2013], ou` les auteurs proposent d’e´tudier les
variations parmi les associations entre les facteurs de re´gulation au cours du temps. Leur ap-
proche est basique et repose sur les corre´lations, alors que le recours aux mode`le graphiques
gaussiens semblerait plus judicieux. Ici, nous nous contentons d’e´tudier les variations des
associations entre un facteur de transcription donne´, EGR2, et les p = 44 autres facteurs,
sous un mode`le de re´gression line´aire. Nous conside´rons les approches AutoRefLasso et
CliqueFused, ainsi que RefLasso, avec les choix de strate de re´fe´rence H0 et H96. Les pa-
rame`tres de re´gularisation sont se´lectionne´s par validation croise´e, dans ce contexte ou` nk/p
est relativement faible. Les estimations des vecteurs de parame`tres  ⇤1, . . . , ⇤8 retourne´es
par chacune des approches sur les 8 strates horaires sont repre´sente´es sur la figure 4.2.
Meˆme si on ne connait bien suˆr pas la ve´rite´ sur ce jeu de donne´es, ces re´sultats illus-
trent que CliqueFused de´tecte beaucoup moins d’he´te´roge´ne´ite´s sur ces donne´es (une seule
he´te´roge´ne´ite´ est de´tecte´e, pour la variable MYB en H0). Ils illustrent e´galement l’impact
du choix de la strate de re´fe´rence dans l’approche RefLasso : pour certaines covariables, les
⌧ profils   d’association avec EGR2 au cours du temps sont tre`s di↵e´rents en fonction du
choix de la strate de re´fe´rence. Par exemple, reprenant l’exemple de MYB, AutoRefLasso,
CliqueFused et RefLasso avec le choix H96 pour la strate de re´fe´rence renvoient des profils
sugge´rant que l’association avec EGR2 est constante entre H1 et H96, mais moins marque´e
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AutoRefLasso CliqueFused RefLasso (H0) RefLasso (H96)
CBFB
CEBPB
CEBPD
EGR2
ELK1
ETS1
FLI1
FOS
FOSB
HOXA10
HOXA13
IRF8
JUN
KLF10
KLF13
LMO2
MAFB
MYB
MYEF2
NFATC1
NFATC2
NFE2L1
NFYA
NFYC
PPARD
PPARG
PRDM1
RREB1
RUNX1
RXRB
SMAD3
SMAD4
SNAI1
SNAI3
SP3
SPI1
SPIB
STAT1
TCF3
TCFL5
TFPT
TRIM28
UHRF1
VDR
H0 H1 H6 H12 H24 H48 H72 H96 H0 H1 H6 H12 H24 H48 H72 H96 H0 H1 H6 H12 H24 H48 H72 H96 H0 H1 H6 H12 H24 H48 H72 H96
Figure 4.2 – Estimation des parame`tres du mode`le line´aire pour le facteur de transcrip-
tion EGR2 dans 8 strates horaires. Quatre approches sont conside´re´es : AutoRefLasso,
CliqueFused, et RefLasso pour les choix de la strate de re´fe´rence H0 et H96.
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en H0. RefLasso avec le choix H0 comme strate de re´fe´rence ne de´tecte quant a` lui aucune
he´te´roge´ne´ite´. Dans le cas de ELK1, AutoRefLasso et RefLasso avec le choix H0 comme
strate de re´fe´rence sugge`rent un profil constant entre H0 et H72 (aucune association entre
ELK1 et EGR2 a` ces instants la`), et une association positive en H96. RefLasso avec le
choix H96 sugge`re un profil bien di↵e´rent. Meˆmes si elles doivent eˆtre interpre´te´es avec
pre´caution, nous avons calcule´ les pvalues des tests de Wald apre`s estimation par MCO
sous les mode`les identife´s par chaque approche. Conside´rant le mode`le retourne´ par Auto-
RefLasso, l’he´te´roge´ne´ite´ en H0 pour MYB est significative, de meˆme que celle de´tecte´e en
H96 pour ELK1. Conside´rant le mode`le retourne´ par RefLasso avec la strate H96 comme
re´fe´rence par exemple, l’e↵et commun de´tecte´ sur H0, H1, H6, H12, H24, H72 et H96 n’est
pas significatif, pas plus que l’he´te´roge´ne´ite´ de´tecte´e en H48. Du point de vue du pou-
voir pre´dictif, nous avons e´value´ par validation croise´e l’erreur de pre´diction de chacune
des quatre approches et AutoRefLasso a che les meilleures performances pre´dictives, et
CliqueFused les plus modestes. Ainsi, sur cet exemple, AutoRefLasso semble eˆtre le plus
a` meˆme de de´crire les he´te´roge´ne´ite´s parmi les vecteurs  ⇤1, . . . , ⇤8 et retourne en tout cas
des estimations pre´sentant le meilleur pouvoir pre´dictif.
4.4 Projet
Une part importante de mon projet de recherche a` moyen terme concerne l’e´tude de
me´thodes adapte´es au cas des donne´es stratifie´es, et leur application en e´pide´miologie. Deux
de ces projets sont de´crits dans les paragraphes suivants (un autre projet sera de´crit dans le
chapitre suivant, qui couvre l’estimation de la structure des mode`les graphiques binaires).
4.4.1 Approfondissements autour d’AutoRefLasso
Un premier projet concerne diverses extensions autour d’AutoRefLasso, et des compa-
raisons approfondies, notamment avec CliqueFused.
Dans le cadre asymptotique, et en supposant p fixe, CliqueFused apparaˆıt comme la
me´thode de re´fe´rence, et est en tout cas pre´fe´rable a` RefLasso ou AutoRefLasso. Elle seule
permet l’e´tude comple`te du roˆle de Z sur l’association entre Y et x et l’identification de
plusieurs groupes de strates sur lesquelles l’e↵et d’une variable est constant : avec Re-
fLasso ou AutoRefLasso, on ne peut espe´rer identifier qu’un groupe de strates sur lesquelles
l’e↵et est constant, les e↵ets estime´s sur les autres e´tant tous di↵e´rents par construction.
Une question qui me semble inte´ressante en pratique est la suivante : une utilisation ite´re´e
d’AutoRefLasso permettrait-elle de de´tecter plusieurs groupes de parame`tres e´gaux ? Dans
le cas ou` Kp est fixe, il est aise´ de montrer qu’une version adaptative d’AutoRefLasso,
applique´e ite´rativement selon un she´ma adapte´, de´tecterait en e↵et ces groupes avec pro-
babilite´ tendant vers un lorsque n ! 1 (en utilisant les proprie´te´s oraculaires du lasso
adaptatif de [Zou, 2006] par exemple). L’e´tude de cette strate´gie ite´rative dans un cadre
non-asymptotique pourrait permettre d’obtenir des hypothe`ses assurant l’identification de
plusieurs groupes de strates sur lesquelles l’e↵et d’une covariable donne´e est constant, sans
supposer Kp fixe.
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Un autre point qui me´rite quelques e´claircissements concerne le cas ou` les strates ne
sont pas e´quilibre´es. Concernant la version adaptative de CliqueFused, les re´sultats asymp-
totiques (dans le cas ou` Kp est fixe) discute´s dans ce document, ainsi que ceux e´tablis dans
[Gertheiss and Tutz, 2012, Oelker et al., 2014], reposent sur l’hypothe`se selon laquelle les
strates ont des tailles tendant vers l’infini a` la meˆme vitesse. Concernant AutoRefLasso,
nos re´sultats sont e´tablis pour le choix ⌧k =  2,k/ 1 = ⌧
p
nk/n, pour k 2 [K], qui as-
sure que les colonnes de X¯ sont normalise´es de`s lors que les colonnes de chacune des
matrices de design X(k) le sont. Sous les hypothe`ses classiques pour e´tablir les proprie´te´s
non-asymptotiques des estimateurs lasso, le fait de travailler avec des colonnes normalise´es
ame´liore ses proprie´te´s : on divise par exemple l’erreur d’estimation k✓ˆ ✓⇤k22 par le facteur
(maxj2J0(✓⇤)Cj)/(maxj2[d]Cj) en normalisant les colonnes de la matrice de design X , avec
Cj = kXjk2/pn, J0(✓⇤) = {j 2 [d] : ✓⇤j 6= 0} et ✓⇤ 2 Rd le parame`tre du mode`le (la matrice
X e´tant de dimension n⇥ d). Dans le cas d’AutoRefLasso, la normalisation induite par ce
choix pour les ratios ⌧k impliquerait ainsi de bonnes proprie´te´s pour l’erreur d’estimation
kˆ¯✓   ✓¯⇤k22, avec en particulier ✓¯⇤ = ( ⇤T , ⌧1 ⇤T1 , . . . , ⌧K ⇤T )T 2 R(K+1)p. Il pourrait eˆtre
inte´ressant d’e´tudier le comportement de
P
k2[K] k ˆk    ⇤kk22 en fonction de ce choix (avec
en particulier  ⇤k =   +  ⇤k).
Le choix ⌧k = ⌧
p
nk/n ⌧ tire   naturellement l’e↵et global estime´ de chaque variableb j vers les e↵ets estime´s sur les strates de plus grands e↵ectifs (puisqu’a` l’optimum, on ab j = WSmedian( ˆ1,j, . . . ,  ˆK,j; ⌧ )) et privile´gie ainsi sans doute une bonne estimation des
parame`tres sur ces strates. Ce phe´nome`ne est accentue´ par le fait que l’ade´quation aux
donne´es est mesure´e par le terme
P
k2[K] kY(k)   X(k) kk22/2 : chaque observation a le
meˆme poids mais globalement, les observations des strates de grand e↵ectif pe`sent plus que
les autres. Un autre crite`re, ⌧ re´e´quilibrant   le poids de chaque strate, pourrait eˆtre de´fini
en remplac¸ant ce terme d’accroche aux donne´es parX
k2[K]
kY(k)  X(k) kk22
nk
.
Le nouveau crite`re qui en re´sulte correspond toujours a` un lasso, mais ou` les moindres carre´s
sont remplace´s par des moindres carre´s ponde´re´s, les observations de la strate k 2 [K] ayant
un poids 1/nk. Il est inte´ressant de noter qu’on a toujours
b j = WSmedian( ˆ1,j , . . . ,  ˆK,j , ⌧ )
a` l’optimum, mais bien suˆr les  ˆk sont di↵e´rents, et se ⌧ focalisent   plus sur les strates de
petits e↵ectifs. Il serait inte´ressant d’e´tudier les proprie´te´s des estimateurs ainsi obtenus,
notamment en matie`re d’erreur d’estimation et de pre´diction.
D’autre part, dans l’optique d’une application en e´pide´miologie ou en recherche cli-
nique, une question qui se pose est celle de la significativite´ mesure´e par la p-value, ou
celle de la pre´cision des estimations (de´crite par les intervalles de confiance). Au vu de la
re´e´criture d’AutoRefLasso sous forme d’un simple lasso, on peut espe´rer pouvoir adapter
certaines des approches propose´es dans la litte´ratures de l’infe´rence post-se´lection pour
les estimateurs lasso, en particulier les knocko↵s de [Barber and Cande`s, 2015], les projec-
tions re´gularise´es de [Zhang and Zhang, 2014] (voir aussi [Van de Geer et al., 2014]), les ap-
proches de re´-e´chantillonnage [Dezeure et al., 2014] (voir aussi [Meinshausen et al., 2009]).
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L’adaptation de ces approches n’est cependant pas comple`tement triviale du fait de la sur-
parame´trisation sur laquelle repose AutoRefLasso et les proble`mes d’identifiabilite´ inhe´rents
a` notre approche, et plus ge´ne´ralement a` ces donne´es stratifie´es (lorsque K est pair et les
parame`tres de la j-e`me covariable ( ⇤k,j)k2[K] forment deux groupes de taille K/2, l’ef-
fet ⌧ global   n’est pas de´fini de manie`re unique, et donc les strates sur lesquelles l’e↵et
di↵e`re de l’e↵et global non plus). L’approche propose´e par [Lee et al., 2013] visant a` faire
l’infe´rence conditionnellement au mode`le se´lectionne´ pourrait permettre de contourner ce
proble`me.
Enfin, nous envisageons la construction d’un package R imple´mentant AutoRefLasso
sous di↵e´rents mode`les.
4.4.2 AutoRefLasso et mode`les de survie a` risques compe´titifs
Une extension d’AutoRefLasso peut eˆtre envisage´e pour couvrir les mode`les de survie a`
risques compe´titifs, qui apparaissent par exemple naturellement lorsque l’on e´tudie l’e↵et
de facteurs de risque sur la survenue des di↵e´rents sous-types de cancer du sein (voir le
chapitre introductif de ce document). Dans le cadre de l’e´tude de risques (ou e´ve`nements)
compe´titifs [Kalbfleisch and Prentice, 2011, Andersen et al., 2012, Aalen et al., 2008], les
donne´es proviennent ge´ne´ralement de cohortes prospectives. Elles sont utilise´es pour de´crire
l’association entre un vecteur x 2 Rp de descripteurs (i.e., les facteurs de risque ou encore
covariables) et une variable Y   0, dite dure´e de survie, qui mesure le de´lai entre l’entre´e
dans l’e´tude et la survenue d’un e´ve`nement d’inte´reˆt. Dans ce type d’e´tude, la variable Y
est le plus souvent censure´e a` droite : elle n’est pas directement observe´e et on observe
seulement le couple (T,  ). La variable T correspond au temps de suivi, c’est-a`-dire le de´lai
entre l’inclusion dans l’e´tude et le temps de survenue d’un e´ve`nement d’inte´reˆt ou d’un
e´ve`nement dit de censure : T = min(Y,C), ou` C est le temps de censure. La variable  
renseigne quant a` elle sur le type d’e´ve`nement auquel correspond le temps de suivi T : on a
ainsi   = 0 si le temps T correspond a` une censure, et   = k, pour k 2 [K] si T correspond
a` l’e´ve`nement d’inte´reˆt k, parmi les K   2 e´ve`nements d’inte´reˆt conside´re´s dans l’e´tude
[Beyersmann et al., 2011]. Pour chaque individu i 2 [n] sain a` l’inclusion, nous disposons
dans ces e´tudes de cohorte des donne´es (xi, Ti,  i)i2[n]. Pour simplifier, nous supposerons
que la matrice X renfermant les n observations xi est de´terministe, que les e´ve`nements sont
tous inde´pendants, et que les temps d’e´ve`nements sont tous distincts (absence d’ex-aequo).
Une quantite´ d’inte´reˆt particulier est le risque instantane´ cause-spe´cifique, de´fini pour
tout k 2 [K] par
 k(t) = lim
dt!0
P(Y  t+ dt,   = k|Y   t)
dt
·
Il est classique de conside´rer la forme suivante pour les risques instantane´s cause-spe´cifiques :
pour un individu de´crit par les covariables x 2 Rp, on suppose que son risque instantane´
pour le k-e`me e´ve`nement au temps t est de la forme [Cox, 1972]
 k(t;x) =  0,k(t) exp(x
T ⇤k) pour tout k 2 [K]. (4.13)
La fonction  0,k est le risque instantane´ de base du k-e`me e´ve`nement. Le terme xT 
⇤
k est
le pre´dicteur line´aire pour le k-e`me e´ve`nement, inde´pendant du temps, si bien que pour
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x1 6= x2,  k(t;x1)/ k(t;x2) = exp((x1   x2)T ⇤k) est lui-meˆme inde´pendant du temps.
Ce type de mode`le appartient ainsi a` la famille des mode`les a` risque proportionnel, tout
comme le mode`le de Cox [Cox, 1972] qui est couramment utilise´ lorsque K = 1, c’est-a`-dire
en pre´sence d’un seul e´ve`nement d’inte´reˆt.
Les vecteurs  ⇤k, k 2 [K] sont compose´s des (logarithmes des) hazard ratio correspondant
a` chaque facteur de risque pour le k-e`me e´ve`nement d’inte´reˆt. Pour les estimer, une approche
consiste a` utiliser un mode`le de Cox sur les donne´es (Ti,xi,  
(k)
i )i2[n] ou`  
(k)
i = I( i = k)
[Beyersmann et al., 2011]. En d’autres termes, on applique le mode`le de Cox en conside´rant
que tout e´ve`nement autre que le k-e`me e´ve`nement d’inte´reˆt correspond a` une censure. Un
estimateur  ˆk peut alors eˆtre de´fini comme la solution du proble`me de maximisation de la
vraisemblance partielle [Cox, 1972]. Soit t(k)1 < . . . < t
(k)
mk les temps de survenue du k-e`me
e´ve`nement sur notre n-e´chantillon (on a 0 < mk  n), et (i(k)1 ), . . . (i(k)mk) les indices de [n]
tels que pour tout ◆ 2 [mk], T(i(k)◆ ) = t
(k)
◆ et  (i(k)◆ )
= k. La vraisemblance partielle est alors
de´finie par
Lk( k) =
Y
◆2[mk]
exp(xT(◆) k)P
i2R(k)◆ exp(x
T
i  k)
,
ou` R(k)◆ correspond a` l’ensemble des individus a` risque du k-e´ve`nement au temps t
(k)
◆ , c’est-
a`-dire l’ensemble des individus pour lesquels Zi   tik . Pour plus de de´tails, nous renvoyons
le lecteur a` [Beyersmann et al., 2011] (chapitre 5), a` [Kalbfleisch and Prentice, 2011] (cha-
pitre 8) et a` [Lunn and McNeil, 1995]. De manie`re e´quivalente, les estimateurs  ˆk sont
obtenus comme solution maximisant la vraisemble partielle suivante, ⌧ combinant   les
vraisemblances partielles correspondant a` chaque e´ve`nement d’inte´reˆt :
L( 1, . . . , K) =
Y
k2[K]
Lk( k) =
Y
k2[K]
Y
◆2[mk]
exp(xT(◆) k)P
i2R(k)◆ exp(x
T
i  k)
·
Cette vraisemblance correspond a` celle d’un mode`le de Cox stratifie´ sur le vecteur
Z = (1n, 2 · 1n, . . . ,K · 1n) 2 RnK [Therneau and Grambsch, 2000], en conside´rant les
donne´es (T ,  ,X ) de´finies comme
T = (T, . . . ,T) 2 RnK
  = ( (1), . . . ,  (K)) 2 RnK
X =
0BBB@
X 0 . . . 0
0 X . . . 0
...
...
. . .
...
0 0 . . . X
1CCCA 2 RKn⇥Kp. (4.14)
Remarquons qu’une version simplifie´e du mode`le de Cox stratifie´ consiste a` supposer que
les  ⇤k sont tous e´gaux, et que seuls les risques instantane´s de base  0,k varient d’une strate
a` l’autre. Dans ce cas, une estimation du vecteur commun  ˘
⇤
est obtenue en remplac¸ant la
matrice X par X˘ = (X, . . . ,X)T 2 RnK⇥p .
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Une version pe´nalise´e par la norme L1 des parame`tres de la log-vraisemblance partielle
d’un mode`le de Cox stratifie´ peut-eˆtre utilise´e pour obtenir des estimations creuses de
( ⇤1, . . . , ⇤K) (en utilisant la matrice X ) ou du vecteur commun  ˘
⇤
(en utilisant la matrice
X˘ ). Le package penalized de R permet cette imple´mentation [Goeman et al., 2012]. En
utilisant ce meˆme package, mais avec la matrice X¯ suivante
X¯ =
0BBB@
X ⌧ 11 X 0 . . . 0
X 0 ⌧ 12 X . . . 0
...
...
...
. . .
...
X 0 0 . . . ⌧ 1K X
1CCCA 2 RKn⇥Kp,
on peut imple´menter l’extension d’AutoRefLasso qui revient a` maximiser le crite`re suivant
X
k2[K]
X
◆2[mk]
log
 
exp(xT(◆) k)P
i2R(k)◆ exp(x
T
i  k)
!
   1
 
k k1  
X
k2K
⌧kk k    k1
!
,
sur ( , 1, . . . , k) 2 R(K+1)p. Comme dans le cas des mode`les line´aires (ge´ne´ralise´s) sur
donne´es stratifie´es pre´sente´ dans le chapitre pre´ce´dent, les estimations ainsi obtenues sont
typiquement telles que les e↵ets des covariables sur le risque de chaque e´ve`nement sont
identiques. On a encore bien suˆr a` l’optimum b j = WSmedian( ˆ1,j , . . . ,  ˆK,j).
Ce sujet de l’extension d’AutoRefLasso aux mode`les de Cox stratifie´s pour traiter le cas
des risques compe´titifs a donne´ lieu a` un stage de M2 de 4 mois, portant principalement
sur l’imple´mentation de l’approche et une e´tude de comparaison sur donne´es simule´es. Une
premie`re application a e´galement e´te´ e↵ectue´e pour e´tudier les e↵ets de di↵e´rents facteurs
de risque sur huit sous-types de cancer du sein sur les donne´es de la cohorte E3N. De ces
re´sultats pre´liminaires, il ressort qu’AutoRefLasso pre´sente les meˆmes inte´reˆts que dans le
cas des mode`les line´aires ge´ne´ralise´s, mais que l’imple´mentation via le package penalized se
heurte rapidement a` des proble`mes de me´moire. La suite de ce projet se concentrera dans
un premier temps sur la re´solution de ces proble`mes d’imple´mentation. Si les proble`mes
viennent de´finitivement du package penalized, une alternative pourrait eˆtre d’utiliser le
package glmnet. Celui-ci n’imple´mente pas le mode`le de Cox stratifie´ (et suppose donc que
les risques de base  0,k sont tous e´gaux). On peut cependant l’utiliser sous l’hypothe`se que
les risques de bases sont proportionnels, i.e., de la forme  0,k(t) = ↵k 0(t). Il su t alors
d’ajouter K colonnes a` la matrice X¯ , renfermant les K fonctions indicatrices I(Zi = k), ou`
Zi est la i-e`me composante du vecteur Z, i 2 [nK]. D’autre part, un package re´cent, penMSM
[Reulen and Kneib, 2015], imple´mente le fused lasso ge´ne´ralise´ dans le contexte des mode`les
multi-e´tats, dont les mode`les de survie a` risque compe´titifs sont un cas particulier. Ce
package devrait ainsi permettre l’imple´mentation de versions adaptatives d’AutoRefLasso
(puisqu’on peut montrer que celles-ci correspondent a` des fused lasso ge´ne´ralise´s avec un
graphe constitue´ de sous-graphes en e´toile, comme dans le cas de RefLasso).
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Chapitre 5
Estimation de la structure de mode`les graphiques binaires
sur donne´es stratifie´es
Les mode`les de re´gression (line´aire) conside´re´s jusqu’ici dans ce manuscrit visent a`
e´tudier la relation entre une variable re´ponse, d’inte´reˆt particulier, et des covariables. On
est parfois amene´ a` e´tudier l’ensemble des relations existant au sein d’un groupe de variables,
sans se focaliser sur une variable d’inte´reˆt en particulier. C’est notamment le cas dans les
exemples cite´s dans le chapitre introductif de ce manuscrit visant a` e´tudier les associations
entre le´sions chez les victimes d’accident de la circulation ou entre causes de de´ce`s sur
les donne´es du CepiDC. Dans ces deux exemples, les variables en jeu sont typiquement
binaires : chaque cause est pre´sente ou absente d’un certificat de de´ce`s donne´, et chaque
le´sion est de meˆme pre´sente ou absente dans le tableau le´sionnel d’une victime d’accident
de la circulation. On est alors amene´ a` conside´rer des mode`les graphiques binaires pour
repre´senter la structure de de´pendances conditionnelles parmi ces variables. D’autre part,
comme nous l’avons de´crit dans le chapitre introductif de ce document, ces structures de
de´pendances peuvent varier en fonction de certaines caracte´ristiques (aˆge et sexe dans le cas
des certificats de de´ce`s, ou encore le type d’usager pour l’e´tude des le´sions) et le proble`me
revient alors a` l’estimation simultane´e de mode`les graphiques binaires sur plusieurs strates
pre´de´finies de la population.
Dans ce chapitre, nous nous inte´ressons en premier lieu a` l’estimation de la structure
d’un seul mode`le graphique. Le premier paragraphe pre´sente le mode`le d’Ising, qui est classi-
quement utilise´ pour e´tudier les relations de de´pendances conditionnelles parmi un ensemble
de variables binaires. Nous pre´senterons ensuite des approches pe´nalise´es qui permettent
de se´lectionner les parame`tres pertinents de ce mode`le. Ces approches, et d’autres qui ne
seront pas de´crites ici, ont e´te´ compare´es dans une e´tude de simulation publie´e dans [VV9],
ou` nous proposons e´galement une adaptation d’une des approches qui ame´liore notable-
ment ses performances. Enfin, le dernier paragraphe pre´sentera les re´sultats pre´liminaires
de travaux mene´s pour e´tendre AutoRefLasso au cas des mode`les graphiques binaires et
estimer simultane´ment les mode`les correspondant a` plusieurs strates de la population. Une
application dans le cas de l’e´tude des associations entre le´sions chez les victimes d’accident
est propose´e pour illustrer cette extension.
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5.1 Le mode`le d’Ising
Soit U = (U1, ..., Up)T 2 {0, 1}p un vecteur p-dimensionnel de variables ale´atoires bi-
naires. Etant donne´ un n-e´chantillon U1, ...,Un de re´pliques i.i.d. de meˆme loi que U,
nous souhaitons e´tudier les associations entre les composantes de U. Une solution re´side
dans la construction d’un mode`le graphique de´crivant la loi de probabilite´ du vecteur U
[Lauritzen, 1996], c’est-a`-dire la construction d’un graphe non dirige´ G = (V,E), ou` V est
l’ensemble des p sommets correspondant aux p composantes de U et l’ensemble d’areˆtes
E ✓ {(j, `) 2 V 2 : j < `} de´crit les relations d’inde´pendance conditionnelle parmi ces
composantes. Plus pre´cise´ment, l’areˆte (j, `) entre les variables Uj et U` de U est absente
si et seulement si Uj et U` sont inde´pendantes conditionnellement aux autres variables,
contenues dans le vecteur U (j,`) 2 Rp 2. La structure du mode`le graphique G corres-
pond a` l’ensemble de ses areˆtes E. Dans le cadre des mode`les graphiques binaires, il est
classique de travailler dans la famille des lois de probabilite´ des mode`les exponentiels qua-
dratiques binaires [Cox and Wermuth, 1994, Ravikumar et al., 2010, Banerjee et al., 2008,
Ho¨fling and Tibshirani, 2009], ou mode`les d’Ising ; notons tout de meˆme que des cas plus
ge´ne´raux peuvent eˆtre conside´re´s (voir par exemple [Schwaller et al., 2015]). Sous les mode`les
d’Ising, on suppose l’existence d’un vecteur de parame`tres ✓⇤ = ((✓⇤j )1jp, (✓⇤j,`)1j<`p)
T
de Rp(p+1)/2 tel que pour tout vecteur u = (u1, ..., up) 2 {0, 1}p, la probabilite´ d’observer
U = u est donne´e par
P✓⇤(U = u) = exp
n pX
j=1
✓⇤juj +
p 1X
j=1
pX
`=j+1
✓⇤j,`uju`  A(✓⇤)
o
, (5.1)
ou` la log partition function A : Rp ! R est de´finie par
A(✓) = log
X
u2{0,1}p
exp
n pX
j=1
✓juj +
p 1X
j=1
pX
`=j+1
✓j,`uju`
o
. (5.2)
Elle correspond a` un terme de normalisation, de telle sorte que
P
u2{0,1}p P✓(U = u) = 1
pour tout ✓ 2 Rp(p+1)/2 ; la convexite´ stricte de cette fonction assure par ailleurs l’identi-
fiabilite´ du parame`tre ✓.
Pour tout ✓ = ((✓j)1jp, (✓j,`)1j<`p)T 2 Rp(p+1)/2, et pour tout j > `, posons ✓j,` =
✓`,j . Pour tout j 6= ` 2 [p]2, on a sous le mode`le (5.1)
P✓⇤(Uj = 1|U` = 1,U (j,`))/P✓⇤(Uj = 0|U` = 1,U (j,`))
P✓⇤(Uj = 1|U` = 0,U (j,`))/P✓⇤(Uj = 0|U` = 0,U (j,`)) = exp(✓
⇤
j,`). (5.3)
Les parame`tres ✓⇤j,` correspondent donc aux log odds-ratios conditionnels et l’inde´pendance
conditionnelle entre les variables Uj et U` est e´quivalente a` la nullite´ de ✓⇤j,`. En d’autres
termes, l’areˆte (j, `) est absente du graphe G si et seulement si ✓⇤j,` = 0. Ainsi, le proble`me
d’estimation de la structure d’un mode`le graphique binaire revient, sous le mode`le d’Ising,
a` identifier les paires (j, `) 2 [p]2, j < `, pour lesquelles ✓⇤j,` = 0 en (5.1).
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On se rame`ne donc a` un proble`me de se´lection de variables dans un mode`le parame´trique,
qui peut eˆtre re´solu via des approches pe´nalise´es par la norme L1 des parame`tres par
exemple. En notant U = (U1, ...,Un)T la matrice (n ⇥ p) des donne´es, on de´duit de (5.1)
que la log-vraisemblance pe´nalise´e par la norme L1 des parame`tres s’e´crit, pour tout vecteur
✓ 2 Rp(p+1)/2,
l(U ;✓) =
pX
1j`
(UTU)j,`✓j,`   nA(✓)  n k✓k1,d, (5.4)
ou` l’on pose ✓j,j = ✓j et k✓k1,d =
P
j<` |✓j,`| (seuls les termes |✓j,`| pour j < ` sont pe´nalise´s
ici puisque la structure du graphe ne de´pend pas des termes ✓j,j = ✓j). Cependant, le calcul
de la log-vraisemblance (pe´nalise´e ou pas) pour une valeur donne´e de ✓ requiert celui de
la log-partition function A(✓), et donc celui d’une somme sur 2p termes. Pour des valeurs
de p   20, ce calcul ne peut pas eˆtre e↵ectue´ en un temps raisonnable et on ne peut donc
pas maximiser la vraisemblance (pe´nalise´e ou pas). Diverses solutions approche´es ont e´te´
propose´es dans la litte´rature. Dans [VV9], nous avons re´alise´ une revue de la litte´rature
en nous concentrant sur les approches fre´quentistes, et principalement sur des approches
pe´nalise´es reposant sur une approximation (ou une relaxation) de la vraisemblance des
mode`les d’Ising. Nous de´crivons brie`vement certaines de ces me´thodes ci-dessous. Nous
proposons par ailleurs une modification d’une de ces approches, qui ame´liore sensiblement
ses performances sur l’e´tude de simulation mene´e pour comparer ces di↵e´rentes approches.
5.2 Me´thodes approche´es pe´nalise´es pour l’estimation de la
structure d’un mode`le graphique binaire
5.2.1 Re´gressions logistiques se´pare´es
Une premie`re approche propose´e par [Ravikumar et al., 2010] e´tend celle propose´e par
[Meinshausen and Bu¨hlmann, 2006] dans le cas des mode`les graphiques gaussiens. Elle
repose sur l’observation suivante. Pour tout vecteur u 2 {0, 1}p et tout j 2 [p], soit
u j 2 {0, 1}p 1 le vecteur correspondant au vecteur u auquel on a oˆte´ la j-e`me composante.
Sous le mode`le (5.1), on a pour tout j 2 [p],
logit{P✓⇤(Uj = 1|U j = u j)} = ✓⇤j +
X
` 6=j
✓⇤j,`u`. (5.5)
Pour de´terminer quels parame`tres ✓⇤j,` sont nuls dans le mode`le (5.1), [Ravikumar et al., 2010]
proposent alors d’utiliser p re´gressions logistiques pe´nalise´es par la norme L1 de leurs
parame`tres. Suivant la terminologie introduite par [Wang et al., 2009], nous de´signerons
cette approche par SepLogit. En se plac¸ant initialement dans un cadre non-asymptotique,
[Ravikumar et al., 2010] e´tablissent des conditions assurant la consistance en se´lection de
variable de SepLogit. Soit d le degre´ maximal du graphe, d = maxj2[p] |{` 6= j : ✓⇤j,` 6= 0}|.
Sous des hypothe`ses d’incohe´rence sur la matrice U , ils e´tablissent qu’un nombre d’obser-
vations n > cd3 log(p), pour une certaine constante c > 0, est su sant pour garantir la
consistance en se´lection de variables avec grande probabilite´. Du point de vue de la the´orie
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de l’information, cet ordre de grandeur est optimal a` un terme d pre`s pour une classe de
graphes de degre´ maximal d [Santhanam and Wainwright, 2012].
Dans SepLogit, p proble`mes de re´gression logistique pe´nalise´s sont re´solus se´pare´ment.
Comme leurs re´sultats peuvent eˆtre asyme´triques, au sens ou` l’on obtient deux estimations
pour chaque parame`tre ✓⇤j,`, avec en ge´ne´ral ✓ˆj,` 6= ✓ˆ`,j , ils doivent eˆtre combine´s pour estimer
la structure de G. Une premie`re possibilite´, SepLogit AND, consiste a` conside´rer que l’areˆte
(j, `) est pre´sente dans E si ✓ˆj,` 6= 0 et ✓ˆ`,j 6= 0, ou` ✓ˆj,` et ✓ˆ`,j sont les estimations de ✓⇤j,`
obtenues en faisant la re´gression logistique de Uj sur U j et de U` sur U `, respectivement.
La deuxie`me possibilite´, SepLogit OR, consiste a` conside´rer que l’areˆte (j, `) est pre´sente
dans E de`s lors que ✓ˆj,` 6= 0 ou ✓ˆ`,j 6= 0.
On peut contourner ce proble`me d’asyme´trie en ayant recours a` la pseudo-vraisemblance
[Besag, 1975]. Formellement, la (log-)pseudo-vraisemblance est de´finie par
nX
i=1
pX
j=1
log{P✓(Ui,j |Ui, j)}, (5.6)
pour tout vecteur ✓ 2 Rp(p+1)/2. Ainsi, maximiser la (log-)pseudo-vraisemblance pe´nalise´e
par la norme L1 du vecteur ✓ 2 Rp(p+1)/2 revient a` maximiser les p proble`mes d’optimi-
sations de SepLogit simultane´ment sous la contrainte de syme´trie ✓j,` = ✓`,j pour tout
(j, `) 2 [p]2. Un algorithme permettant l’imple´mentation de cette approche est de´crit dans
[Ho¨fling and Tibshirani, 2009], et imple´mente´ dans le package BMN de R.
5.2.2 Approximation gaussienne de la vraisemblance du mode`le d’Ising
Plusieurs approches alternatives reposent sur des ⌧ approximations   de la log-partition
function [Banerjee et al., 2008, Yang and Ravikumar, 2011]. En particulier, remplac¸ant la
log-partition function par une borne supe´rieure obtenue par [Wainwright and Jordan, 2008],
[Banerjee et al., 2008] de´rive un crite`re approchant le crite`re (5.4). Il peut de plus eˆtre maxi-
mise´ graˆce aux algorithme de´die´s a` la se´lection de covariance, c’est-a`-dire a` l’identification
de la structure d’un mode`le graphique gaussien [Dempster, 1972]. Pour tout i 2 [n], soit
Zi = 2Ui   1 2 { 1, 1}, Z(j) = (
P
i2[n] Zi,j)/n et Z = (Z
(1)
, . . . , Z
(p)
)T 2 Rp. On de´finit la
matrice de covariance empirique
S =
1
n
nX
i=1
(Zi   Z)(Zi   Z)T . (5.7)
Soit     0 fixe´, et soit ⌃ˆ 1  la matrice solution du proble`me d’optimisation suivant
⌃ˆ
 1
  = argmax
M
 
log |M|  tr(M(S+ Ip/3))   kMk1
 
, (5.8)
ou` |M| est le de´terminant de la matrice M, Ip la matrice identite´ (p ⇥ p), et pour toute
matrice syme´trique p⇥ p M, kMk1 =
P
j<` |Mj,`|.
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[Banerjee et al., 2008] e´tablissent qu’une solution maximisant leur relaxation de la vrai-
semblance pe´nalise´e (5.4), pour la valeur   du parame`tre de re´gularisation, a la forme
suivante :
✓ˆj = Z
(j)
,
✓ˆj,` =  (⌃ˆ 1  )j,`. (5.9)
Le crite`re (5.8) correspond a` une le´ge`re modification du proble`me de se´lection de co-
variance pe´nalise´ par la norme L1, ou` la matrice de covariance empirique est modifie´e en
ajoutant 1/3 a` ses termes diagonaux. Ainsi, tout algorithme de´die´ au proble`me de se´lection
de covariance pe´nalise´ par la norme L1 peut eˆtre utilise´ pour estimer la structure d’un
mode`le graphique binaire. Il su t de transformer les variables {0, 1} en variables { 1, 1},
ajouter la constante 1/3 aux e´le´ments diagonaux de la matrice de covariance empirique
obtenue, et appliquer l’algorithme de´die´ au cas gaussien, tel que celui imple´mente´ dans le
package glasso de R par [Friedman et al., 2008]. Nous de´signerons cette approche par par
GaussCov 1/3 par la suite.
Dans [VV9], nous e´tablissons une connexion entre GaussCov 1/3 et une version de
l’approche de [Yang and Ravikumar, 2011] qui repose sur une autre relaxation de la log-
partition function. L’approche de [Yang and Ravikumar, 2011] est de´crite dans le cadre
plus ge´ne´ral des variables cate´gorielles. Dans le cas de variables binaires, et pour cer-
tains choix des parame`tres intervenant dans cette approche, nous e´tablissons qu’elle re-
vient a` identifier la structure du mode`le graphique par simple seuillage des covariances
empiriques |Sj,`| ; elle sera de´signe´e par Cov.Thresh par la suite. L’approche GaussCov 1/3
de [Banerjee et al., 2008] peut-eˆtre vue comme le ra nement de l’approche consistant a`
seuiller les e´le´ments de la matrice de concentration (ou pre´cision), c’est-a`-dire l’inverse de
la matrice de covariance. En faisant le paralle`le avec les distributions gaussiennes multi-
varie´es, ou` les relations d’inde´pendances conditionnelles parmi les composantes se de´duisent
des coe cients de corre´lation partielles, c’est-a`-dire les e´le´ments de la matrice de concen-
tration, travailler avec cette matrice, plutoˆt que la matrice de covariance, semble mieux
adapte´ lorsque l’on s’inte´resse aux relations d’inde´pendances conditionnelles (et non margi-
nales). Les re´sultats de notre e´tude de simulation confirment que l’approche GaussCov 1/3
de [Banerjee et al., 2008] est plus performante que Cov.Thresh. en matie`re de se´lection de
la structure des mode`les graphiques binaires (sur les configurations conside´re´es dans notre
e´tude de simulation).
Modification de l’approche GaussCov 1/3
Je me suis initialement inte´resse´ aux mode`les graphiques binaires pour analyser les
associations entre cause de de´ce`s sur les certificats de de´ce`s a` disposition du CepiDC.
Face aux nombreuses approches de´veloppe´es dans la litte´rature, et a` l’absence relative
d’e´tudes comparatives, notamment entre les approches de type SepLogit et celle reposant
sur l’approximation gaussienne, nous avons entrepris une e´tude de simulation. Celle-ci nous
a tout d’abord re´ve´le´ que l’approche GaussCov 1/3 a chait des performances modestes.
Dans [VV9], nous avons alors e´galement cherche´ a` l’ame´liorer, de manie`re heuristique.
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Une premie`re observation est que le terme 1/3 que l’on ajoute a` la diagonale de la
matrice de covariance empirique est un peu intriguant a` premie`re vue. Comme ce terme
provient d’une majoration, et non d’une approximation au sens strict, une question naturelle
est celle de la performance de l’approche utilisant directement la matrice de covariance S,
plutoˆt que S + Ip/3 ; nous la de´signerons par GaussCov. Nous avons e´galement conside´re´
une autre version, GaussCor, qui utilise la matrice de corre´lation plutoˆt que la matrice
de covariance. On peut ⌧ justifier   ce choix en remarquant que dans le cas binaire, la
statistique du test du chi-deux (pour tester l’inde´pendance marginale entre deux variables)
est  2 = nr2, ou` r est le coe cient de corre´lation de Pearson entre les deux variables
binaires conside´re´es (aussi appele´ coe cient  ) : la corre´lation apparaˆıt donc a` cet e´gard
comme une meilleure mesure de l’association entre deux variables binaires. D’autre part, les
trois versions GaussCov 1/3, GaussCov et GaussCor peuvent se re´sumer ainsi. On estime
le coe cient ✓⇤j,`, ` 6= j, par  ( bC(⌫)  )j,` ou` la matrice bC(⌫)  est de´finie, pour ⌫ = 1, 2, 3, parbC(⌫)  = argmaxM   log |M |  tr(MS(⌫))   kMk1 (5.10)
avec S(1) = (S + Ip/3), S(2) = S et S(3) = DSD, ou` D est la matrice p⇥ p diagonale dont
le k-e`me e´le´ment diagonal est Dk,k = 1/
p
Sk,k.
Or, on peut montrer que travailler dans (5.10) avec la matrice de covariance S(2) = S
au lieu de la matrice de corre´lation S(3) = DSD revient a` travailler avec la matrice de
corre´lation en remplac¸ant le terme de pe´nalite´
P
k<` |Mk,`| par
P
k<` |Mk,`/(
p
SkkS``)|. Au-
trement dit, les associations entre variables dont le produit des variances est faible (et donc
dont les pre´valences sont soit e´leve´es soit faibles) sont plus fortement pe´nalise´es lorsqu’on
utilise la matrice de covariance S en (5.10). Au vu du lien entre le coe cient de corre´lation
et la statistique du  2, la corre´lation de´pend a` la fois de la force de l’association entre deux
variables (mesure´es par l’odds-ratio par exemple) et du produit de leurs variances. Il ne
semble donc pas ne´cessaire de pe´naliser plus fortement les associations entre variables de
faibles variances, et GaussCor nous est apparu pertinent a` cet e´gard.
5.2.3 Comparaison sur donne´es simule´es
Dans [VV9], nous avons compare´, sur donne´es simule´es, les approches de´crites ci-dessus,
ainsi que celle reposant sur le seuillage de l’information mutuelle conditionnelle (CMIT, pour
Conditional Mutual Information Thresholding) de´crite dans [Anandkumar et al., 2012].
L’objectif premier de ce travail e´tait l’application sur les donne´es du CepiDC pour e´tudier
les associations entre les causes de de´ce`s (selon une cate´gorisation a` 59 causes) dans les
certificats de de´ce`s, sur di↵e´rents sous-groupes de´finis par les classes d’aˆge et le sexe de
la personne de´ce´de´e. Dans cette application, le nombre d’observations est au minimum de
l’ordre du millier, avec p = 60. Nous avons donc cherche´ a` e´valuer les di↵e´rentes approches
dans ce cadre ou` n est grand devant p.
Nous avons conside´re´ di↵e´rentes configurations dans [VV9] et la table 5.1 pre´sente cer-
tains des re´sultats obtenus pour p = 10 et p = 50, et di↵e´rentes valeurs de n. Pour chaque
approche et chaque jeu de donne´es simule´, nous calculons le temps ne´cessaire a` la re´solution
nume´rique, la pre´cision de l’identification du support (Acc.) et le F1-score. La se´lection des
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parame`tres de re´gularisation a e´te´ ope´re´e via un crite`re de type 2StepBIC. Les re´sultats de
la table 5.1 correspondent aux moyennes de ces crite`res sur 50 re´plications.
Premie`rement, dans le cas p = 10, la comparaison entre GaussCor et GaussCov 1/3
illustre bien les proble`mes de GaussCov 1/3, qui n’est pas assez sensible : GaussCov 1/3
de´tecte moins d’associations que GaussCor et a che des valeurs modestes pour le F1-
score notamment. Ce de´faut est partage´ par l’approche Cov.Thresh. et pourrait donc eˆtre
imputable a` l’utilisation des covariances plutoˆt que les corre´lations. Les autres approches
fournissent des mode`les aux performances comparables. En particulier, GaussCor atteint
des performances au moins comparables aux autres approches, et corrige donc les de´fauts de
GaussCov 1/3. Les di↵e´rences les plus notables entre ces me´thodes concernent les temps de
calcul. En particulier, GaussCor est tre`s rapide dans les cas pre´sente´s ici. Lorsque p = 200
cependant, nous obtenons dans [VV9] des re´sultats qui viennent tempe´rer cette obser-
vation : les approches SepLogit sont alors plus rapides que GaussCor. Deux remarques
peuvent comple´ter ces comparaisons sur les temps de calcul de SepLogit et GaussCor.
D’une part, SepLogit est imple´mente´e en utilisant le package glmnet, qui incorpore une
e´tape d’e´limination de features a priori (selon une me´thode voisine de l’approche SaFe
pre´sente´e au chapitre 2). La fonction glasso utilise´e pour l’imple´mentation de GaussCor
n’incorpore pas encore cette option : la comparaison des temps de calcul est en ce sens a`
l’avantage de SepLogit. D’autre part, on peut facilement paralle´liser SepLogit (puisqu’elle
repose sur la re´solution de p re´gressions logistiques pe´nalise´es inde´pendantes), ce qui n’a
pas e´te´ fait ici et les temps de calcul peuvent donc facilement eˆtre divise´s par min(p,Q)
pour SepLogit, ou` Q de´signe le nombre de coeurs disponibles sur la machine. Notons enfin
que l’approche reposant sur la pseudo-vraisemblance a chait des performances analogues a`
SepLogit en matie`re de se´lection de variables, mais des temps de calcul beaucoup plus longs.
Sa paralle´lisation est d’autre part moins directe que pour SepLogit, les p vraisemblances
e´tant maximise´es conjointement sous la contrainte de syme´trie ✓j,` = ✓`,j .
Une dernie`re remarque concerne la cohe´rence des associations de´tecte´es par les di↵e´rentes
approches. Sur les configurations conside´re´es dans notre e´tude de simulation, SepLogit et
GaussCor, par exemple, renvoient des mode`les aux performances comparables. Cependant,
nous avons observe´ que les associations de´tecte´es par chacune de ces approches pouvaient
di↵e´rer sensiblement sur un meˆme jeu de donne´es. Dans de tels cas, une solution peut
consister a` retourner l’intersection des associations de´tecte´es par SepLogit OR et Gauss-
Cor, ou l’union des associations de´tecte´es par SepLogit AND et GaussCor par exemple.
Nous avons e´value´ ces deux strate´gies dans [VV9] : ces deux strate´gies a chent des per-
formances comparables a` GaussCor et SepLogit, tout en limitant les taux de faux positifs
(lorsqu’on prend l’intersection) ou de faux ne´gatifs (lorsqu’on prend l’union).
5.3 Estimation simultane´e de la structure de plusieurs mode`les
graphiques binaires
Un de mes projets en cours concerne l’estimation conjointe de plusieurs mode`les gra-
phiques binaires. Ce projet est ne´ de l’analyse des associations entre causes de de´ce`s sur
les donne´es du CepiDC, mais une autre application inte´ressante concerne la description des
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Table 5.1 – Re´sultats de la comparaison empirique des me´thodes. Les moyennes (et e´cart-
type), calcule´s a` partir de 50 re´plications, sont donne´s pour les temps de calcul en secondes,
le nombre d’associations de´tecte´es, la pre´cision quant a` l’identification du support et le
F1-score correspondant.
(a) p = 10
n = 100 n = 2500
Method Comp. Time Acc. F1 score Time (s) Acc. F1-score
Cov.Thresh. 5.70 (0.07) 0.77 (0.07) 0.05 (0.09) 117.84 (1.12) 0.81 (0.07) 0.30 (0.16)
SepLogit AND 1.00 (0.17) 0.77 (0.07) 0.10 (0.11) 5.19 (0.43) 0.86 (0.06) 0.57 (0.15)
SepLogit OR 1.00 (0.17) 0.77 (0.06) 0.17 (0.12) 5.19 (0.43) 0.87 (0.05) 0.62 (0.15)
GaussCor 0.06 (0.01) 0.77 (0.06) 0.13 (0.13) 0.06 (0.01) 0.87 (0.05) 0.62 (0.13)
GaussCov 1/3 0.06 (0.01) 0.77 (0.07) 0.04 (0.07) 0.06 (0.01) 0.82 (0.07) 0.35 (0.18)
CMIT 0.28 (0.05) 0.77 (0.07) 0.14 (0.14) 0.32 (0.04) 0.87 (0.05) 0.61 (0.13)
(b) p = 50
n = 500 n = 2500
Method Comp. Time Acc. F1 score Time (s) Acc. F1-score
SepLogit AND 14.07 (1.39) 0.96 (0.01) 0.15 (0.07) 23.16 (0.69) 0.97 (0.01) 0.50 (0.12)
SepLogit OR 14.07 (1.39) 0.95 (0.01) 0.19 (0.08) 23.16 (0.69) 0.97 (0.01) 0.55 (0.10)
GaussCor 0.79 (1.61) 0.95 (0.01) 0.18 (0.07) 1.07 (2.26) 0.97 (0.01) 0.56 (0.10)
CMIT 34.81 (6.82) 0.95 (0.01) 0.17 (0.08) 46.02 (5.66) 0.97 (0.01) 0.55 (0.10)
associations entre les le´sions subies chez les victimes d’accident de la circulation, en fonction
des caracte´ristiques de l’accident. Dans un premier temps, et pour illustrer le propos, nous
nous concentrerons sur les caracte´ristiques de´crivant simplement le type d’usager touche´.
En d’autres termes, la question est de de´terminer les profils d’associations entre le´sions
chez les victimes d’accident de la circulation en fonction du type d’usager, et notamment
de´terminer si ces profils d’associations varient en fonction du type d’usager.
L’estimation conjointe de K   1 mode`les graphiques revient a` estimer l’ensemble des
Kp(p + 1)/2 parame`tres ✓(k)⇤j1,j2 , pour k 2 [K] et (j1, j2) 2 [p]2 avec j1  j2. Comme dans
le cas de l’estimation de mode`les de re´gression sur donne´es stratifie´es, la plupart des ap-
plications concernent des mode`les graphiques pour lesquels la structure varie peu avec
k 2 [K]. Dans le cas gaussien, [Danaher et al., 2014] propose alors une pe´nalite´ de type fu-
sed lasso ge´ne´ralise´ pour encourager les mode`les a` partager la meˆme structure (une pe´nalite´
de type group lasso est e´galement propose´e). Pour les mode`les graphiques binaires, une
approche analogue est propose´e par [Ahmed and Xing, 2009] pour estimer les structures
sur des pe´riodes de temps successives : les auteurs utilisent l’approche SepLogit avec une
pe´nalite´ L1 et une pe´nalite´ fused pour encourager les similarite´s entre les mode`les correspon-
dant a` des anne´es conse´cutives. Re´cemment, [Guo et al., 2015] ont propose´ une approche
alternative reposant sur l’utilisation de la pseudo-vraisemblance avec une de´composition
multiplicative des parame`tres ✓(k)j1,j2 = ✓¯j1,j2 
(k)
j1,j2
et une pe´nalisation des termes |✓¯j1,j2 | et
| (k)j1,j2 |. Comme dans la de´composition additive que nous utilisons dans AutoRefLasso, le
terme ✓¯j1,j2 peut eˆtre vu comme le niveau d’association global entre les variables j1 et j2,
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et  (k)j1,j2 mesure la di↵e´rence entre ce niveau global et le niveau d’association dans la k-e`me
strate. Cette de´composition multiplicative a e´te´ propose´e par [Lozano and Swirszcz, 2012]
dans le mode`le line´aire. Combine´e aux pe´nalisations des termes |✓¯j1,j2 | et | (k)j1,j2 | elle encou-
rage les associations a` eˆtre nulles sur l’ensemble des strates (si ˆ¯✓j1,j2 = 0) ou sur certaines
strates seulement (si  ˆ(k)j1,j2 = 0). Par contre, si l’approche retourne des estimations non
nulles pour les niveaux d’association entre les variables j1 et j2 sur les strates k1 et k2,
✓ˆ(k1)j1,j2 6= 0 et ✓ˆ
(k2)
j1,j2
6= 0 , alors on a ✓ˆ(k1)j1,j2 6= ✓ˆ
(k2)
j1,j2
par construction et cette approche ne
semble donc que mode´re´ment adapte´e lorsque la question principale est la de´tection des
he´te´roge´ne´ite´s. L’utilisation de SepLogit, par exemple, avec une pe´nalite´ de type fused lasso
ge´ne´ralise´ ou celle utilise´e dans AutoRefLasso, semble mieux adapte´e. Un stagiaire de M1,
Alexei Novoloaca (Master Sante´ Publique de l’Universite´ Lyon 1, option biostatistique) a
de´ja` travaille´ avec moi sur l’imple´mentation de l’approche de [Guo et al., 2015] et l’exten-
sion d’AutoRefLasso pour l’estimation conjointe de plusieurs mode`les graphiques binaires.
Des re´sultats de simulation pre´liminaires soulignent la bonne tenue d’AutoRefLasso dans
ce contexte.
Par ailleurs, un autre stagiaire de M1, Yacine Berkane (Polytech. Lyon), avait quant
a` lui travaille´ sur une repre´sentation graphique adapte´e pour comparer visuellement les
structures de plusieurs mode`les graphiques. Afin de faciliter ces comparaisons, nous avons
opte´ pour une repre´sentation ou` la position de chacun des noeuds du graphe (les le´sions
dans notre exemple) est commune sur chaque strate. D’autre part, un code couleur permet
de distinguer les le´sions en fonction de leur zone corporelle (teˆte et cou, membres supe´rieurs,
colonne, thorax, abdomen, membres infe´rieurs, etc.). Chaque le´sion est repre´sente´ par un
disque, dont la surface est proportionnelle a` sa fre´quence sur la strate conside´re´e. Enfin,
les associations sont repre´sente´es par des areˆtes dont l’e´paisseur est proportionnelle au
niveau d’association (mesure´ par l’odds-ratio conditionnel exp(✓ˆ(k)j,` ). En utilisant le code
R de´veloppe´ par Yacine, Alexei a fait une premie`re application d’AutoRefLasso sur les
donne´es du Registre du Rhoˆne pour illustrer l’approche ; ces donne´es de´crivent notamment
l’ensemble des le´sions subies par les victimes d’accident de la circulation survenues dans
le Rhoˆne entre 1996 et 2013. La figure 5.1 pre´sente ces re´sultats pre´liminaires et de´crit les
associations entre le´sions chez quatre types d’usagers : les automobilistes, les usagers de de
deux-roues motorise´s (2RM), les pie´tons et les cyclistes. A noter que nous ne repre´sentons
ici que les associations retourne´es positives, avec ✓ˆ(k)j,` > log(1.5). A la lecture de ces graphes,
plusieurs re´sultats sont marquants. Par exemple, les le´sions a` la teˆte (en gris) sont moins
fre´quentes chez les usagers de 2RM que chez les autres usagers (les surfaces des disques
sont plus faibles), ce qui peut s’expliquer par la protection de la teˆte induite par le port
du casque. Cependant, les profils d’associations entre le´sions a` la teˆte sont relativement
similaires d’un type d’usager a` l’autre. Cela souligne que le casque prote`ge e↵ectivement les
le´sions au craˆne chez les usagers de 2RM, mais qu’a` partir du moment ou` une le´sion a` la
teˆte survient quand meˆme chez un usager de ce type (soit parce qu’il ne porte pas de casque,
soit parce que le niveau de protection du casque e´tait trop faible par rapport a` la violence
du choc subi), le tableau des le´sions touchant la teˆte est analogue a` celui des autres usagers ;
on observe meˆme des associations le´ge`rement plus fortes. Un autre re´sultat inte´ressant est
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que le graphe de´crivant les automobilistes est le plus dense. En particulier, on de´tecte chez
les automobilistes des associations entre le´sions des membres infe´rieurs, entre le´sions des
membres supe´rieurs, entre le´sions de ces deux zones corporelles, et e´galement entre le´sions
des membres infe´rieurs et du thorax, que l’on de´tecte beaucoup moins (voire pas du tout)
chez les autres usagers. Ces associations illustrent ce que les traumatologues appellent le
⌧ syndrome du tableau de bord   : les conducteurs qui percutent violemment le tableau
de bord subissent typiquement des le´sions multiples aux membres infe´rieurs, aux membres
supe´rieurs et au thorax.
Ces re´sultats pre´liminaires ont beaucoup inte´resse´ les traumatologues de l’UMRESTTE.
Pour qu’ils aient un re´el inte´reˆt clinique, il est cependant ne´cessaire d’aller plus loin, selon
di↵e´rentes directions. Nous avons ici utilise´ une cate´gorisation des le´sions en 27 classes,
partant d’une cate´gorisation a` plus de 1300 classes et il est donc incontournable de re´fle´chir
a` une cate´gorisation plus fine. D’autre part, on pourrait e´galement a ner la de´finition des
strates en y incorporant le type d’antagoniste (pour les accidents a` plusieurs ve´hicules), la
gravite´ de l’accident, etc. Toutes ces pistes seront creuse´es dans les mois a` venir.
D’un point de vue me´thodologique, on pourrait e´galement chercher a` e´tendre AutoRe-
fLasso autrement qu’en le combinant a` SepLogit. Conside´rant dans un premier temps le
cas des mode`les graphiques gaussiens, on pourrait chercher a` de´composer les matrices de
pre´cisions ⇥(k) de´crivant les associations sur chaque strate en la somme suivante :
⇥(k) = ⇥¯+  (k),
et maximiser, en ⇥¯ et ( (k))k2[K], le crite`re suivant :X
k2[K]
 
log |⇥¯+  (k)|  tr((⇥¯+  (k))S(k))   1k⇥¯k1    2,kk (k)k1
 
,
avec S(k) la matrice de covariance empirique de la k-e`me strate.
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Figure 5.1 – Application d’AutoRefLasso pour estimer la structure de plusieurs mode`les
graphiques binaires. Re´sultats pre´liminaires sur les donne´es du Registre du Rhoˆne pour
e´tudier les profils d’associations entre le´sions chez les victimes d’accident de la circulation,
en fonction du type d’usager : cycliste (velo), automobiliste (voit), motard (moto) et pie´ton
(piet).
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Troisie`me partie
Causalite´ sur donne´es
observationnelles
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Chapitre 6
Causalite´ et responsabilite´ en se´curite´ routie`re
6.1 Introduction
Ce chapitre de´crit un projet en cours qui fait l’objet de la the`se de Marine Dufournet, que
je co-encadre avec Jean-Louis Martin (CR, IFSTTAR) et Alain Bergeret (PUPH, UCBL).
En matie`re de se´curite´ routie`re, la plupart des causes d’accident en lien avec les usagers de
la route sont conside´re´es comme e´tablies : alcoole´mie, vitesse, usage du te´le´phone au volant,
drogue, me´dicament, etc. La question pose´e aux e´pide´miologistes est donc maintenant celle
de la quantification des e↵ets de ces causes, en particulier sur le risque d’accident.
Les outils de´veloppe´s dans la litte´rature en lien avec l’infe´rence causale permettent de
de´terminer pre´cise´ment les conditions sous lesquelles les e↵ets causaux d’une cause connue
peuvent eˆtre identifie´s et estime´s a` partir des donne´es disponibles (voir le paragraphe 6.2),
voire de´compose´s en e↵ets direct et indirect en pre´sence de me´diateurs (voir paragraphe
6.3). Cependant, une di culte´ particulie`re lorsque l’on s’inte´resse aux causes des accidents
provient du fait que les donne´es disponibles ne concernent ge´ne´ralement que des usagers
implique´s dans des accidents : l’absence de donne´es relatives aux te´moins (les usagers cir-
culants) rend impossible l’estimation des e↵ets sur le risque d’accident. Meˆme si d’autres
types d’analyse ont e´te´ propose´s, il est maintenant classique d’e↵ectuer des analyses en
responsabilite´ [Brubacher et al., 2014, Salmi et al., 2014]. Celles-ci reposent sur la connais-
sance du niveau de responsabilite´ de chacun des conducteurs implique´s dans l’accident. Le
paragraphe 6.4 pre´sente l’e´tat de nos re´flexions quant a` l’identification des e↵ets causaux
dans les analyses en responsabilite´.
6.2 E↵et causal et variables contrefactuelles
Pour simplifier l’expose´, nous nous focalisons ici sur le cas de deux variables X et Y
binaires a` valeurs dans {0, 1}. A ce jour, diverses conceptions de la causalite´ co-existent
[Chambaz et al., 2014]. En premier lieu, la conception re´gulariste de Hume [Hume, 1739]
conside`re que la cause est toujours suivie de son e↵et. Cette conception a ensuite e´te´ e´tendue
en conside´rant qu’une cause est une condition INUS, acronyme de l’anglais Insu cient but
Nonredundant part of an Unnecessary but Su cient (condition) [Mill, 1856, Mackie, 1974].
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Depuis la fin du 20e`me sie`cle, la conception probabiliste de la causalite´ incorpore la notion de
hasard : l’e´ve`nement {X = 1} est une cause de {Y = 1} si et seulement si {X = 1} augmente
la probabilite´ de {Y = 1}, toutes choses e´gales par ailleurs (voir [Chambaz et al., 2014,
Greenland et al., 1999, Pearl, 2009, Robins, 1986, Rubin, 1974, Rothman et al., 2008]). Le
⌧ toutes choses e´gales par ailleurs   se rapporte ici aux lois probabilistes du mode`le causal
conduisant potentiellement a` l’e´ve`nement {Y = 1} et non a` un simple conditionnement, par
exemple sur un e´ve`nement de´fini a` partir d’un ensemble de facteurs de confusion. Le mode`le
causal peut eˆtre de´crit par un graphe oriente´, qu’on supposera acyclique, et qu’on notera
DAG (Directed Acyclic Graph). Trois exemples simples sont donne´s en figure 6.1. Dans
chacun des cas, on peut de´crire le syste`me O = (W,X, Y ) par trois e´quations structurelles, a`
l’aide de trois fonctions de´terministes fW , fX , fY et trois variables ale´atoires inde´pendantes
UW , UX , UY , ou perturbations (voir la le´gende de la figure 6.1). Ainsi combine´s, le DAG et
ces e´quations structurelles forment un mode`le causal structurel (Structured Causal Model,
SCM). Ces mode`les ont e´te´ largement de´veloppe´s par Pearl ([Pearl, 2000, Pearl, 2009]).
Dans les SCMs, on peut associer au syste`me ⌧ naturel O son pendant ⌧ controˆle´ O(x)
que l’on aurait observe´, dans un monde possiblement contrefactuel, si l’on avait impose´
la valeur x a` X. Pour de´crire plus pre´cise´ment ce syste`me O(x), nous avons recours aux
variables contrefactuelles, ou re´sultats potentiels. En particulier, on peut de´finir les variables
Y (0) et Y (1) issues du syste`me O(0) et O(1) respectivement, que l’on aurait observe´ si l’on
avait impose´ X = 0 et X = 1 respectivement. Dans le cadre des SCMs, la variable Y (x)
est de´finie pre´cise´ment, via la meˆme fonction de´terministe fY que la variable Y , mais en
modifiant certains arguments de cette fonction :X devient x, etc. Quelques exemples simples
sont donne´s dans le paragraphe suivant. En particulier, l’hypothe`se dite de cohe´rence, selon
laquelle Y = XY (1) + (1   X)Y (0) ou encore Y = Y (X), est directement ve´rifie´e sous
les SCMs. Elle s’interpre`te comme ⌧ la co¨ıncidence de l’issue dans le monde actuel avec
l’issue dans le monde contrefactuel explore´   [Chambaz et al., 2014]. Sous cette hypothe`se,
l’infe´rence causale peut eˆtre vue comme un proble`me de donne´es manquantes : l’e↵et causal
de X sur Y se de´finit a` partir des variables Y (0) et Y (1), qui ne sont que partiellement
observe´es. On peut par exemple conside´rer l’exce`s de risque ⌧ moyen  
E(Y (1)  Y (0)) = P(Y (1) = 1)  P(Y (0) = 1).
En ge´ne´ral, on a P(Y (x) = 1) 6= P(Y = 1|X = x) pour x 2 {0, 1}, et l’enjeu de l’infe´rence
causale sur donne´es observationnelles est de de´crire les situations ou` les quantite´s P(Y (x) =
1) sont identifiables 1 [Pearl, 2000].
Sous l’hypothe`se dite d’ignorabilite´, a` savoir (Y (0), Y (1))? X, on a
E(Y (x)) = P(Y (x) = 1) = P(Y (x) = 1|X = x) = P(Y = 1|X = x).
En d’autres termes, un e´chantillon repre´sentatif des e´ve`nements {X = 0} et {X = 1} su t
pour estimer sans biais l’e↵et causal de X sur Y , sous l’hypothe`se d’ignorabilite´. Cette
hypothe`se est en particulier ve´rifie´e sous l’hypothe`se de randomisation, et donc dans l’essai
1. P(Y (x) = y) est dite identifiable si les hypothe`ses induites par la structure du DAG G assurent que
cette quantite´ peut eˆtre exprime´e a` partir de la distribution des variables observe´es V qui composent G ;
voir la de´finition 1 de [Bareinboim and Tian, 2015] par exemple.
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Figure 6.1 – Trois exemples de DAG de´crivant le syste`me conduisant potentiellement a`
l’e´ve`nement {Y = 1}. La cause potentielle est note´e X. La variable W repre´sente quant a`
elle une troisie`me variable dont le roˆle dans le syste`me de´pend du DAG. Dans chacun des
trois DAGs, Y est cause´e par W et X. Dans le DAG de gauche, il n’existe aucune relation
causale entre X et W et les 3 e´quations structurelles sont W = fW (UW ), X = fX(UX) et
Y = fY (X,W,UY ). Dans le DAG du milieu, X est une cause deW :W est conside´re´ comme
un facteur interme´diaire et les 3 e´quations structurelles sontX = fX(UX), W = fW (X,UW )
et Y = fY (X,W,UY ). Dans le DAG de droite, W est une cause de X : W est alors
conside´re´ comme un facteur de confusion et les 3 e´quations structurelles sontW = fW (UW ),
X = fX(W,UX) et Y = fY (X,W,UY ).
the´rapeutique ou` l’expe´rimentateur intervient directement sur la variable X, de manie`re
ale´atoire. La variable X est alors inde´pendante de toute autre variable potentiellement lie´e
a` Y , comme dans le DAG de gauche de la figure 6.1. Dans ce cas, le syste`me controˆle´ O(x)
est de´crit par les e´quations structurelles : X = x, W = fW (UW ) et Y (x) = fY (x,W,UY ).
Comme W (et UY ) sont inde´pendants de X, on a bien (Y (0), Y (1)) ? X. L’hypothe`se
d’ignorabilite´ est e´galement ve´rifie´e dans le second DAG, puisque les e´quations structu-
relles de´crivant le syste`me controˆle´ O(x) sont : X = x, W (x) = fW (x, UW ) et Y (x) =
fY (x,W (x), UY ). Comme dans le cas pre´ce´dent, on peut montrer que W (x) ? X, et par
suite que (Y (0), Y (1)) ? X. Par contre, la condition d’ignorabilite´ n’est pas ve´rifie´e dans
le DAG de droite qui de´crit le cas de l’existence d’un facteur de confusion. En e↵et, les
e´quations structurelles de´crivant le syste`me controˆle´ O(x) sont : W = fW (UW ), X = x, et
Y (x) = fY (x,W,UY ). Cette fois, Y (x) et X ne sont pas inde´pendants car W et X ne le
sont pas.
Cependant, l’hypothe`se d’ignorabilite´ conditionnelle (Y (0), Y (1)) ? X|W est ve´rifie´e
dans ce cas, si bien que
E(Y (x)) = P(Y (x) = 1)
= EW
⇥
P(Y (x) = 1|W ⇤
= EW
⇥
P(Y (x) = 1|W,X = x)⇤
= EW
⇥
P(Y = 1|W,X = x)⇤.
Sous cette hypothe`se d’ignorabilite´ conditionnelle, et si de plus 0 < P(X = x|W ) < 1,
un e´chantillon repre´sentatif de la population permet donc d’estimer l’e↵et causal. Afin
d’illustrer la di↵e´rence entre l’e↵et causal et les e↵ets estime´s dans les analyses d’association
classiques, conside´rons l’exemple simple du mode`le line´aire en pre´sence d’un facteur de
confusion et sous l’hypothe`se d’ignorabilite´ conditionnelle. Supposons alors que P(Y =
1|W,X) = ↵+ 1X+ 2W+ XW , pour des parame`tres ↵, 1, 2 et   re´els. Si   = 0, alors la
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formule pre´ce´dente indique que l’exce`s de risque causal deX sur Y vaut E(Y (1)) E(Y (0)) =
 1. On retombe donc sur le parame`tre associe´ a` la variable X dans le mode`le multivarie´,
ajuste´ sur W . Cependant, si   6= 0, alors E(Y (1))   E(Y (0)) =  1 +  EW et l’e↵et causal
de X correspond a` l’e↵et de X ⌧ moyenne´   sur l’ensemble de la population.
L’hypothe`se d’ignorabilite´ conditionnelle est e´videmment tre`s forte, et rarement ve´rifie´e
en pratique puisqu’elle implique que l’ensemble des facteurs de confusion entre X et Y sont
connus et observe´s. Pour autant, elle ne doit pas eˆtre conside´re´e comme une limite spe´cifique
a` l’infe´rence causale. L’infe´rence causale a surtout pour objectif d’e´tablir les conditions sous
lesquelles les e↵ets causaux peuvent eˆtre de´duits des mesures d’association : si des facteurs
de confusion ne sont pas observe´s, les mesures d’association ajuste´es sur les facteurs observe´s
n’ont pas d’interpre´tation causale. D’autre part, l’ajustement sur les facteurs de confusion
n’est qu’une des approches possibles pour exprimer les e↵ets causaux a` partir de variables
observe´es, et certaines techniques permettent d’estimer des e↵ets causaux en situation de
facteurs de confusions non observe´s : on peut citer par exemple le crite`re front-door de
[Pearl, 1995] (voir aussi [Tian and Pearl, 2002] et [Pearl, 2009]).
Dans le paragraphe suivant, nous pre´sentons brie`vement un autre inte´reˆt de l’infe´rence
causale et du recours aux variables contrefactuelles. Elles permettent de de´terminer une
de´composition de l’e↵et causal d’un facteur en une somme de deux termes en pre´sence d’un
me´diateur : e↵et direct et e↵et indirect. Notons que les variables contrefactuelles permettent
e´galement de de´finir pre´cise´ment d’autres mesures classiques en e´pide´miologie telles que la
fraction attribuable [Pearl, 2000].
6.3 De´composition de l’e↵et total en pre´sence d’un me´diateur
Conside´rons pour simplifier la situation de´crite dans le deuxie`me DAG de la figure 6.1,
et notons alors M la variable qui y e´tait note´e W . Dans ce type de mode`le causal, cette
variable est classiquement appele´e un me´diateur. Sur l’e´chelle de l’exce`s de risque, l’e↵et
causal de X sur Y est de´fini par P(Y (1) = 1)  P(Y (0) = 1). Nous le noterons ATE, pour
Average Total E↵ect. Nous pouvons de´composer cet e↵et en une somme de deux termes,
l’e↵et direct (NDE, Natural Direct E↵et) et l’e↵et indirect (NIE, Natural Indirect E↵ect).
Notons M(x) la variable ale´atoire correspondant au me´diateur M que l’on aurait observe´e
dans le monde contrefactuel ou` l’on aurait impose´ X = x. Pour tout (x1, x2) 2 {0, 1}2, on
note enfin Y (x1,M(x2)) = fY (x1,M(x2), UY ) la variable correspondant a` Y que l’on aurait
observe´e apre`s avoir fixe´X a` la valeur x1 etM a` fM (x2, UM ). On a alors Y (x) = Y (x,M(x))
si bien que
ATE = P(Y (1) = 1)  P(Y (0) = 1)
= E[Y (1,M(1))  Y (0,M(0))]
= E[Y (1,M(1))  Y (1,M(0)) + Y (1,M(0))  Y (0,M(0))]
= NIE(1) + NDE(0) (6.1)
= E[Y (1,M(1))  Y (0,M(1)) + Y (0,M(1))  Y (0,M(0))]
= NDE(1) + NIE(0) (6.2)
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avec NDE(x) = E[Y (1,M(x))  Y (0,M(x))] et NIE(x) = E[Y (x,M(1))  Y (x,M(0))]. La
quantite´ NDE(x) mesure l’augmentation du risque moyen lorsque le me´diateur est maintenu
a` la valeurM(x), alors qu’on force la variable X a` passer de 0 a` 1 : il s’agit donc bien d’une
mesure (ou plutoˆt deux mesures puisque x 2 {0, 1}) de l’e↵et direct. De meˆme les quantite´s
NIE(x) pour x 2 {0, 1} repre´sentent deux mesures de l’e↵et indirect de X, me´die´ par
M . Sous l’hypothe`se d’ignorabilite´ se´quentielle (qui ge´ne´ralise l’hypothe`se d’ignorabilite´
conditionnelle), ces quantite´s sont identifiables a` partir des variables observe´es X,M et Y
[Imai et al., 2010]. Plus pre´cise´ment, on obtient, sous cette hypothe`se (et en l’absence de
facteurs de confusion),
NDE(x) =
X
m2{0,1}
⇥
P(Y = 1|X = 1,M = m)  P(Y = 1|X = 0,M = m)⇤P(M = m|X = x)
NIE(x) =
X
m2{0,1}
P(Y = 1|X = x,M = m)⇥P(M = m|X = 1)  P(M = m|X = 0)⇤.
En d’autres termes, il su t d’estimer les probabilite´s conditionnelles du type P(Y =
1|X,M) et P(M = 1|X) pour estimer les quantite´s NDE(x) et NIE(x).
6.4 E↵ets causaux dans les analyses en responsabilite´
La particularite´ des donne´es ge´ne´ralement disponibles en se´curite´ routie`re est qu’elles
ne concernent que des donne´es d’accidents, voire que des donne´es d’accidents corporels ou
mortels. Ainsi, l’e↵et causal de facteurs tels que l’alcool sur le risque d’accident ne peut eˆtre
estime´, en raison de l’absence de donne´es correspondant aux ⌧ controˆles   (les conducteurs
non-implique´s dans un accident). Ces donne´es sont ainsi soumises a` un biais de se´lection
extreˆme.
Pour contourner ce proble`me, de nombreux travaux se sont concentre´s sur l’estimation
de mesures d’association entre certains facteurs et le risque d’eˆtre responsable d’un accident,
parmi les conducteurs implique´s dans un accident (voire un accident corporel ou mortel).
Un biais de se´lection est donc toujours pre´sent, et la question de l’interpre´tation causale des
mesures d’association estime´es n’a jamais e´te´ aborde´e, a` notre connaissance. Les re´sultats de
[Bareinboim and Pearl, 2012] et [Bareinboim and Tian, 2015] traitent de l’infe´rence causale
en pre´sence de biais de se´lection. Ils sont introduits et illustre´s sur des exemples simples
dans le paragraphe 6.4.1. Leur application dans le cas des analyses en responsabilite´ est
de´taille´e dans le paragraphe 6.4.2.
6.4.1 Infe´rence causale et biais de se´lection
Le phe´nome`ne de biais de se´lection a e´te´ largement e´tudie´ dans la litte´rature biosta-
tistique [Robins, 2001, Herna´n et al., 2004, Lajous et al., 2014], avec des exemples ce´le`bres
comme le biais de Berkson [Berkson, 1946]. Nous adoptons ici la terminologie utilise´e dans
[Bareinboim and Pearl, 2012, Bareinboim and Tian, 2015] ou` le biais de se´lection est de´fini
comme l’inclusion pre´fe´rentielle de certains individus de la population. Afin de de´crire
cette se´lection, une premie`re e´tape consiste a` introduire la variable binaire S qui indique
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Figure 6.2 – Exemples de DAGs en pre´sence de biais de se´lection
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l’inclusion dans l’e´tude. L’ajout de cette variable dans le DAG G conduit a` un nouveau
DAG Gs. Dans celui-ci, S est classiquement repre´sente´e de manie`re spe´cifique : S n’agit
pas dans le mode`le causal de´crit par G mais joue un roˆle sur le processus de se´lection
et les seules donne´es disponibles sont celles pour lesquelles S = 1. Si S ne de´pend d’au-
cune variable du DAG G, il n’y a aucune areˆte pointant vers S dans Gs, et donc pas de
biais de se´lection. Si, par contre, la se´lection dans l’e´tude de´pend de certaines variables
V du DAG G, alors des areˆtes pointent de V vers S dans Gs et on est en pre´sence de
biais de se´lection. En fonction de la structure de Gs, ce biais de se´lection peut conduire
a` des biais dans l’estimation des e↵ets causaux [Herna´n et al., 2004]. Un traitement com-
plet de l’infe´rence causale en pre´sence de biais de se´lection est fourni dans les travaux
de [Bareinboim and Pearl, 2012, Bareinboim and Tian, 2015], dont les re´sultats principaux
sont illustre´s sur des exemples simples ci-dessous. Motive´ par le type de biais de se´lection
pre´sent dans les analyses en responsabilite´, nous nous concentrerons principalement sur les
situations ou` la se´lection de´pend directement de la variable re´ponse Y , comme dans les
DAGs 4 et 5 de la figure 6.2. A noter que les e´tudes cas-controˆles, classiques en recherche
biome´dicale, peuvent eˆtre vues comme des cas particuliers du DAG 4, voire du DAG 5 si
l’inclusion dans l’e´tude de´pend non seulement du statut par rapport a` Y mais aussi de
l’exposition X. Nous conside´rerons e´galement le cas ou` S de´pend d’un me´diateur M entre
X et Y , comme dans le DAG 6 de la figure 6.2.
En pre´sence de biais de se´lection, une premie`re question naturelle est de savoir si l’e↵et
causal de X sur Y est identifiable. Suivant la de´finition 2 de [Bareinboim and Tian, 2015],
la loi P(Y (x) = y), pour y 2 {0, 1}, est dite identifiable a` partir de donne´es sou↵rant de biais
de se´lection si les hypothe`ses induites par la structure du DAG Gs, compose´ des variables
observe´es V et S, la rendent exprimable a` partir de la loi conditionnelle de V |S = 1.
L’identifiabilite´ de P(Y (x) = y), pour tout x, est su sante pour l’identifiabilite´ de l’exce`s
de risque causal, mais aussi du risque relatif causal et de l’odds-ratio causal. Cependant,
et comme nous le verrons ci-dessous, l’odds-ratio causal est identifiable dans certains cas
ou` la loi P(Y (x) = y) ne l’est pas [Bareinboim and Pearl, 2012]. Lorsque ni P(Y (x) =
y) ni l’odds-ratio causal n’est identifiable, des e↵ets causaux alternatifs, tenant compte
du conditionnement sur S d’une certaine manie`re, peuvent eˆtre estime´s. Comme nous le
verrons, la question de leur interpre´tation est lie´e a` celle de la validite´ interne et externe.
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Identifiabilite´ de P(Y (x) = y) en pre´sence de biais de se´lection
Notons comme pre´ce´demment G le DAG d’inte´reˆt, compose´ des variables observe´es V ,
et par Gs le DAG obtenu apre`s l’ajout de la variable S. Pour tout sous-ensemble de variables
C ✓ V , on note GC le sous-graphe de G restreint aux variables de C. Pour tout Vi 2 V , on
note par ailleurs An(Vi)G l’union de Vi et de ses anceˆtres dans le DAG G. Le the´ore`me 2 de
[Bareinboim and Tian, 2015] e´tablit alors que P(Y (x) = y) est identifiable si et seulement
si
(R.1) An(Y )GV\X \An(S)Gs = ;.
La condition (R.1) n’est clairement pas ve´rifie´e dans les DAGs 4 et 5 ou` Y est un anceˆtre
de S. Plus pre´cise´ment, on a par exemple Y 2 An(Y )GV\X \ An(S)Gs . Elle n’est pas non
plus ve´rifie´e dans le DAG 6 ou` M 2 An(Y )GV\X \An(S)Gs .
Identifiabilite´ de l’odds-ratio causal en pre´sence de bais de se´lection
[Bareinboim and Pearl, 2012] introduisent la notion d’identifiabilite´ des odds-ratios con-
ditionnels en pre´sence de biais de se´lection. Pour simplifier, nous conside´rerons ici l’identi-
fiabilite´ des seuls odds-ratios conditionnels de la forme
OR(X,Y |W) = P(Y = 1|X = 1,W)/P(Y = 0|X = 1,W)P(Y = 1|X = 0,W)/P(Y = 0|X = 0,W) ,
ou` W est un vecteur de facteurs de confusion entre X et Y , comme dans les DAGs 4, 5 et
6. Par hypothe`se, W contient l’ensemble des facteurs de confusion, et OR(X,Y |W = w)
correspond donc a` l’odds-ratio causal W-spe´cifique
COR(X,Y |W) = P(Y (1) = 1|W)/P(Y (1) = 0|W)P(Y (0) = 1|W)/P(Y (0) = 0|W) .
D’apre`s la de´finition 2 de [Bareinboim and Pearl, 2012], OR(X,Y |W) est identifiable en
pre´sence de biais de se´lection si les hypothe`ses induites par la structure du DAG le rendent
exprimables en fonction de la distribution de V |S = 1. La syme´trie de l’odds-ratio,
OR(X,Y |W) = OR(Y,X|W),
le rend identifiable dans certaines situations ou` P(Y (x) = y) ne l’est pas. Plus pre´cise´ment,
le the´ore`me 1 de [Bareinboim and Pearl, 2012] e´tablit que OR(X,Y |W) est identifiable en
pre´sence de biais de se´lection si et seulement si
(R.2) X ? S|(Y,W) ou Y ? S|(X,W).
Cette condition est ve´rifie´e sous le DAG 4, mais n’est pas garantie sous les DAGs 5 et
6. Ainsi, OR(X,Y |W) est identifiable sous le DAG 4, mais ne l’est pas sous les DAGs 5 et
6.
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Identifiabilite´ d’autres e↵ets causaux en pre´sence de biais de se´lection
En re´sume´, les re´sultats de [Bareinboim and Tian, 2015] e´tablissent que P(Y (x) = y)
n’est pas identifiable sous les DAGs 4, 5 et 6 et donc que ni le risque relatif causal ni l’exce`s de
risque causal ne peut ge´ne´ralement eˆtre estime´ sous les DAGs de la figure 6.2. Dans le cas du
DAG 4, les re´sultats de [Bareinboim and Pearl, 2012] e´tablissent cependant que l’odds-ratio
causal w-spe´cifique peut eˆtre estime´ sans biais. Sous le DAG 4, la quantite´ OR(X,Y |W =
w, S = 1) est donc valide, de manie`re interne et externe [Kukull and Ganguli, 2012].
Sous les DAGs 5 et 6, l’odds-ratio causal w-spe´cifique ne peut pas eˆtre estime´ sans hy-
pothe`ses supple´mentaires et la quantite´ OR(X,Y |W = w, S = 1) n’est donc ge´ne´ralement
pas valide de manie`re externe. La question de sa validite´ interne se pose alors naturelle-
ment. En fait, dans des situations telles que celles de´crites par les DAGs 5 et 6, beaucoup
d’e´pidemiologistes e´voqueraient la pre´sence d’un biais de se´lection dans leur discussion, sou-
lignant que leurs re´sultats ne de´crivent que la population se´lectionne´e et ne sont peut-eˆtre
pas ge´ne´ralisables a` la population entie`re. Implicitement, ils sugge´reraient ainsi la validite´
interne de leurs re´sultats (les odds-ratio conditionnels estime´s sont des estimations correctes
des e↵ets causaux dans la population se´lectionne´e), et douteraient de leur validite´ externe
(ces odds-ratio conditionnels estime´s ne sont sans doute pas de bonnes estimations des e↵ets
causaux dans la population entie`re) [Kukull and Ganguli, 2012]. Ce type de raisonnement
a conduit a` des paradoxes ce´le`bres dans la litte´rature, comme celui de l’obe´site´ 2, qui peut
eˆtre explique´ simplement par un phe´nome`ne de biais de se´lection [Lajous et al., 2014]. Le
cadre des SCMs introduit dans les paragraphes pre´ce´dents est utile pour illustrer pourquoi
des quantite´s telles que OR(X,Y |W = w, S = 1) ne sont ge´ne´ralement pas valides, meˆme
de manie`re interne, sous les situations de´crites par les DAGs 5 et 6.
Les DAGs 5 et 6 illustrent tous deux la situation ou` l’inclusion dans l’e´tude de´pend
d’un descendant de X, et est e´galement lie´e a` Y (S est soit un descendant de Y , soit un
descendant d’un anceˆtre de Y ). En l’absence de biais de se´lection, l’hypothe`se d’ignorabilite´
conditionelle est ve´rifie´e dans ces deux sce´narios : Yx?X|W. Mais sa version conditionnelle,
sachant S = 1, n’est pas ve´rifie´e en pre´sence de biais de se´lection. En fait, la variable S
est ce que l’on appelle classiquement un ⌧ collider   : dans le DAG 5, elle de´pend en
particulier de X et Y , et dans le DAG 6, de M et US , meˆme si la perturbation US n’est pas
repre´sente´e sur la figure 6.2. Le conditionnement sur S peut alors induire des corre´lations
⌧ arte´factuelles  . En particulier, on n’a ge´ne´ralement pas UX ? UY |S, ce qui implique
que l’on n’a ge´ne´ralement pas non plus Yx ? X|(W, S). Ainsi, il n’est pas garanti que
P(Yx = 1|S = 1,W = w) = P(Y = 1|X = x, S = 1,W = w) sous les DAGs 5 et 6 (ni
meˆme sous le DAG 4). Par contre, sous ces DAGs on a toujours Yx ? X|(W, Sx) et donc
P(Y = 1|X = x,W = w, S = 1) = P(Yx = 1|X = x,W = w, Sx = 1)
= P(Yx = 1|W = w, Sx = 1).
2. De nombreux re´sultats de la litte´rature e´tablissent que l’obe´site´ est un facteur protecteur du de´ce`s
pre´coce chez les patients sou↵rant de maladies chroniques (telles que le diabe`te ou les maladies cardio-
vasculaires). Ceci a meˆme conduit a` ne pas recommander de perdre du poids aux patients obe`ses sou↵rant
de ces maladies chroniques. Or ce paradoxe est sans doute faux ; il peut en tout cas s’expliquer simplement
par le phe´nome`ne de biais de se´lection [Lajous et al., 2014].
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Conside´rons les deux groupes d’individus {Sx = 1,W = w} pour x 2 {0, 1}. Ils cor-
respondent aux individus de la strate de´finie par W = w qui auraient e´te´ se´lectionne´s
dans le monde contrefactuel qui aurait suivi l’intervention X = x. Il est clair que les deux
groupes {S0 = 1,W = w} et {S1 = 1,W = w} peuvent eˆtre relativement di↵e´rents. Pre-
nons l’exemple du risque relatif P(Y = 1|X = 1,W = w, S = 1)/P(Y = 1|X = 0,W =
w, S = 1), qui est e´gal a` P(Y1 = 1|W = w, S1 = 1)/P(Y0 = 1|W = w, S0 = 1). Parce que
les groupes {S0 = 1,W = w} et {S1 = 1,W = w} sont compose´s d’individus di↵e´rents,
l’interpre´tation de cette quantite´ est de´licate. Dans les situations de´crites par les DAGs 4,
5 et 6, ce risque relatif n’est ge´ne´ralement valide ni de manie`re externe (il n’est pas e´gal
a` P(Y1 = 1|W = w)/P(Y0 = 1|W = w)), ni meˆme de manie`re interne (il n’est pas non
plus e´gal a` P(Y1 = 1|W = w, S = 1)/P(Y0 = 1|W = w, S = 1)). Il en est de meˆme pour
l’exce`s de risque. Rappelons que sous le DAG 4, l’odds-ratio est valide de manie`re externe
(et donc interne) puisque OR(X,Y |W = w, S) = OR(X,Y |W = w). Il n’est par contre
ge´ne´ralement valide ni de manie`re externe ni de manie`re interne sous les DAGs 5 et 6.
6.4.2 Application aux analyses en responsabilite´
Nous avons applique´ les principes expose´s ci-dessus pour de´terminer si l’e↵et causal de
l’alcool sur le risque d’eˆtre responsable d’un accident est identifiable, a` partir des donne´es
du projet ANR VOIESUR 3. Les donne´es de ce projet de´crivent l’ensemble des accidents
mortels et 5% des accidents corporels survenus en France en 2011. Dans ce projet, des
experts ont analyse´ les rapports remplis par les forces de l’ordre suite a` chacun des accidents
pour e´valuer la responsabilite´ des usagers implique´s dans ces accidents. Pour sche´matiser,
un conducteur est juge´ responsable par les experts s’il a, selon eux, de´clenche´ l’accident,
typiquement par une erreur ou une de´faillance ⌧ coupable  (circulation en sens interdit, non
respect d’un feu tricolore, absence de freinage, etc.). En d’autres termes, la responsabilite´
est une mesure (potentiellement entache´e d’erreur) de la variable Faute, que l’on notera
F . Cette variable est binaire et indique si le conducteur a commis une erreur, qui n’est en
elle-meˆme pas su sante pour mener a` un accident, mais serait conside´re´e comme ne´cessaire
dans la survenue de l’accident, compte tenu du contexte de l’accident, si ce dernier avait
lieu. Dans le lexique causal, la variable Faute repre´sente la pre´sence d’une condition INUS,
en lien avec une action, ou inaction, du conducteur. Cette variable est de´finie pour tous les
conducteurs, pas seulement ceux implique´s dans un accident.
Pour simplifier l’expose´, nous nous concentrerons sur l’e´tude de l’e↵et causal de l’alcool
sur le risque d’eˆtre responsable d’un accident mortel. Nous noterons alors A la variable bi-
naire indiquant la survenue d’un accident mortel, et par X la variable binaire indiquant une
alcoole´mie supe´rieure au seuil le´gal. Nous conside´rerons e´galement que seules les donne´es
relatives aux accidents mortels sont disponibles : un conducteur est donc inclus dans l’ana-
lyse seulement si A = 1 et S de´pend donc de la variable A (on pourrait meˆme conside´rer que
S = A puisque les donne´es de VOIESUR sont cense´es renfermer l’ensemble des accidents
mortels).
On peut de´finir une autre variable d’inte´reˆt, que l’on notera R, et qui indique si le
3. www.agence-nationale-recherche.fr/projet-anr/ ?tx lwmsuivibilan pi2[CODE]=ANR-11-VPTT-0007
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Figure 6.3 – DAGs correspondant aux donne´es disponibles et aux donne´es ⌧ ide´ales   dans
les analyses en responsabilite´
Donne´es disponibles
X F A
S
W
R
Donne´es ⌧ ide´ales  
X F A
W
R S
conducteur est responsable d’un accident mortel. Elle se de´finit donc par la relation R =
F ⇥ A. On a bien suˆr, R = 1 si et seulement si A = 1 et F = 1. D’autre part, on a R = 0
si A = 0, meˆme si F = 1, i.e., meˆme si le conducteur a commis une faute qui aurait amene´
les experts a` le juger responsable de l’accident mortel si ce dernier e´tait survenu.
On peut repre´senter l’ensemble de ces variables par le DAG de gauche de la figure
6.3. Le vecteur W repre´sente l’ensemble des facteurs de confusion, que l’on supposera
tous observe´s pour simplifier. Une remarque pre´alable est que sous le DAG de gauche
de la figure 6.3, les re´sultats pre´ce´dents e´tablissent que OR(X,A|W) est identifiable a`
partir de OR(X,A|W, S = 1). Or comme S = 1 ) A = 1, on ne peut pas calculer
OR(X,A|W, S = 1) : l’e↵et causal de X sur A ne peut pas eˆtre estime´ a` partir de ces
donne´es, et on doit donc se restreindre aux e↵ets de X sur F ou R. Deuxie`mement, une
areˆte particulie`rement importante dans ce DAG est celle reliant X a` A : celle-ci indique
que A?6 X|F , i.e., le sur-risque d’accident mortel en lien avec l’alcool n’est pas entie`rement
⌧ me´die´   par la variable F . Cette hypothe`se semble naturelle puisque l’alcoole´mie du
conducteur est lie´e, sans doute de manie`re causale, a` sa vitesse, qui est elle-meˆme une cause
de la gravite´ de l’accident.
Une application simple des principes pre´sente´s au paragraphe 6.4.1 permet d’e´tablir que
ni les lois P(R(x) = y) ou P(F (x) = y) pour y 2 {0, 1}, ni les odds-ratios OR(X,F |W)
ou OR(X,R|W) ne sont identifiables avec les donne´es disponibles. On peut par contre
montrer que si A? X|F dans le DAG pre´ce´dent, alors on peut identifier OR(X,F |W), et
par suite approcher OR(X,R|W). Par exemple, si des donne´es e´taient disponibles pour tous
les types d’accidents (inde´pendamment de leur gravite´), l’odds-ratio causal de l’alcool sur le
risque d’eˆtre responsable d’un accident (quelqu’en soit sa gravite´) pourrait eˆtre approche´.
Lorsque seules des donne´es relatives aux accidents les plus graves sont disponibles, comme
c’est le plus souvent le cas, deux strate´gies sont envisageables. Reprenant l’exemple des
accidents mortels, on peut premie`rement chercher a` modifier l’e´chantillon de de´part. Le
but est d’obtenir un e´chantillon proche d’une ve´ritable e´tude cas-te´moin, comparant des
responsables d’accident mortel (R = 1), et des conducteurs non-responsables d’accident
mortel (R = 0), comme dans le DAG de droite de la figure 6.3. En particulier, la population
des controˆles est principalement compose´e de conducteurs tels que {F = 0, A = 0}, alors que
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l’e´chantillon initial est compose´ uniquement de conducteurs pour lesquels {F = 0, A = 1}.
Comme A ?6 X|F , le groupe controˆle initial est typiquement di↵e´rent du groupe controˆle
the´orique en terme d’exposition au facteur X. Certaines modifications ont e´te´ propose´es
dans la litte´rature [Laumon et al., 2005]. Cependant, la limite principale de cette approche
re´side dans l’impossibilite´ de tester si l’e´chantillon finalement obtenu peut eˆtre de´crit par
le DAG de droite de la figure 6.3. Une recommandation pourrait eˆtre d’envisager plusieurs
transformations de l’e´chantillon initial, et ve´rifier la robustesse des re´sultats par des analyses
de sensibilite´. Une autre solution consiste a` s’abstenir d’estimer les odds-ratios causaux du
type COR(X,R|W) et de se limiter aux e↵ets causaux tels que P(R1 = 1|W = w, S1 =
1)/P(R0 = 1|W = w, S0 = 1). La principale limite de cette strate´gie re´side dans la di culte´
d’interpre´tation de ces quantite´s.
6.4.3 Discussion
Quelque soit l’approche retenue, d’autres biais et di culte´s sont a` conside´rer en vue de
l’estimation des e↵ets causaux dans les analyses en responsabilite´. En e↵et, comme e´voque´
plus haut, l’e↵et causal n’est en ge´ne´ral pas identifiable si des facteurs de confusion ne
sont pas observe´s. Or, l’ensemble des facteurs de confusion n’est jamais observe´ dans les
e´tudes e´pide´miologiques. En se´curite´ routie`re par exemple, des variables telles que l’usage du
te´le´phone au volant, la prise de me´dicament ou encore le gouˆt du risque ne sont ge´ne´ralement
pas mesure´es. Une autre di culte´ vient du fait que certains de nos te´moins sont apparie´s
sur les cas (les non-responsables d’un accident impliquant deux ve´hicules typiquement),
alors que d’autres te´moins ne le sont pas (les non-responsables d’accident a` un ve´hicule).
Une autre di culte´ est la pre´sence de donne´es manquantes (notamment pour la variable
vitesse, avec un me´canisme de donne´es manquantes qui n’est pas ne´cessairement ale´atoire).
Enfin, une dernie`re source de biais notable concerne la qualite´ de la mesure de la variable
Faute, faite par les experts. En particulier, si les erreurs de mesure de´pendent de certaines
variables (par exemple, si les experts jugent la responsabilite´ des conducteurs de manie`re
di↵e´rente en fonction de l’alcoole´mie du conducteur), alors de nouveaux biais surviennent.
La question de la validite´ de la de´termination de la responsabilite´ par les experts fait l’objet
d’un stage de M2 qui de´bute ce printemps.
En re´sume´, meˆme si la nature causale de l’e↵et de certains facteurs (alcool, vitesse,
etc.) sur le risque d’accident et le risque d’eˆtre responsable d’un accident est commune´ment
admise, la quantification de ces e↵ets reste une question de´licate a` partir des donne´es
disponibles.
6.5 Autres perspectives : causalite´ et grande dimension
La connaissance de la structure du DAG, qui de´crit le mode`le causal d’inte´reˆt, est pri-
mordiale pour l’infe´rence causale. Dans un contexte ou` l’on conside`re un nombre restreint
de variables dans ce mode`le (au risque d’omettre certaines variables importantes, et d’in-
valider l’hypothe`se d’ignorabilite´ conditionnelle), des connaissances ⌧ expertes   peuvent
permettre la construction du DAG a` la main. Par contre, dans un contexte de grande
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dimension ou` le nombre de variables est e´leve´, cette construction a` la main n’est plus en-
visageable. En particulier, les donne´es de´crivant les prescriptions me´dicamenteuses ont e´te´
re´colte´es par une e´quipe d’e´pide´miologistes de Bordeaux (sous la direction d’Emmanuel
Lagarde, INSERM). Dans l’optique d’estimer les e↵ets causaux de di↵e´rentes classes de
me´dicaments sur le risque d’eˆtre responsable d’un accident de la route, on pourra avoir
recours aux approches pre´sente´es par exemple dans [Kalisch et al., 2012] pour infe´rer la
structure du DAG a` partir de donne´es observationnelles.
D’autre part, une pre´publication re´cente [Bloniarz et al., 2015] de´crit l’inte´reˆt du lasso
pour estimer l’e↵et causal d’un traitement dans le cadre de l’essai the´rapeutique (et donc
dans le cadre de donne´es interventionnelles et non pas observationnelles). Dans l’essai
the´rapeutique, le traitement est randomise´, ce qui implique que l’hypothe`se d’ignorabilite´
(Y (0), Y (1))? X est en principe ve´rifie´e et aucun facteur de confusion ne vient perturber
l’estimation de l’e↵et causal de X sur Y . Dans [Bloniarz et al., 2015], les auteurs montrent
cependant que l’ajustement sur des covariables disponibles permet d’ame´liorer la pre´cision
de l’estimation. Lorsque ces covariables sont nombreuses, l’utilisation du lasso se re´ve`le eˆtre
une strate´gie adapte´e, afin notamment d’identifier les interactions entre le type de traite-
ment et les covariables. Dans [Bloniarz et al., 2015], les auteurs conside`rent le cas classique
d’un essai the´rapeutique ou` le type de traitement est binaire : placebo ou nouveau trai-
tement par exemple. Dans le cas d’essais the´rapeutiques a` plusieurs bras, AutoRefLasso
ou CliqueFused, de´crites au paragraphe 4.3, pourraient eˆtre envisage´es afin d’identifier les
interactions entre le type de traitement et les covariables.
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Chapitre A
Principes ge´ne´raux des approches pe´nalise´es
Cette annexe a pour vocation d’introduire les principes ge´ne´raux des approches d’esti-
mation par pe´nalisation d’un risque empirique, et notamment du lasso [Tibshirani, 1996].
Par souci de lisibilite´, elle reprend en grande partie les ide´es pre´sente´es dans la section 1.1.2
du chapitre introductif, en les comple´tant. On y pre´sente e´galement brie`vement diverses ex-
tensions du lasso ainsi que des strate´gies pour se´lectionner les parame`tres de re´gularisation
en pratique. Pour simplifier l’expose´, nous nous plac¸ons dans le cas du mode`le line´aire ho-
mosce´dastique sur design de´terministe, mais les principes s’e´tendent naturellement a` une
large varie´te´ de mode`les parame´triques (mode`les line´aires ge´ne´ralise´s, etc.).
A.1 Le mode`le de re´gression line´aire
On se place dans le cadre de l’e´tude de l’association entre une variable d’inte´reˆt re´elle
et un vecteur de covariables. En notant n   1 le nombre d’observations, nous supposons
disposer d’une matrice de design de´terministe X 2 Rn⇥p, avec p   1. On notera xi 2 Rp sa
i-e`me ligne et Xj 2 Rn sa j-e`me colonne. On suppose disposer par ailleurs d’un e´chantillon
Y = (Y1, . . . , Yn)T 2 Rn de n observations d’une variable ale´atoire d’inte´reˆt, sous le mode`le
Y = X ⇤ + ", 8i 2 [n], (A.1)
ou`, pour tout entier m   1, [m] de´signe l’ensemble {1, . . . ,m}. Le vecteur  ⇤ 2 Rp renferme
les parame`tres du mode`le a` estimer, et on supposera ici que " = ("1, . . . , "n)T 2 Rn ou` les
("i)i2[n] sont inde´pendants et identiquement distribue´s (i.i.d.), de loi normale N (0, 2) avec
  > 0 fixe mais inconnu.
Dans ce mode`le, un estimateur classique  ˜ de  ⇤ est obtenu par la me´thode dite des
moindres carre´s ordinaires (MCO) et est de´fini par
 ˜ 2 arg min
 2Rp
kY  X k22.
Sauf mention contraire, nous supposerons par la suite que p = p(n) est une fonction
de n. Ce cadre the´orique ge´ne´ral permet notamment de de´crire les situations pratiques
ou` p n’est pas ne´cessairement ne´gligeable devant n. On peut par exemple supposer que
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p(n) ! 1 plus ou moins vite lorsque n ! 1 afin d’e´tudier le cas des donne´es dites
de grande dimension, pour lesquelles les approches classiques ne sont ge´ne´ralement pas
recommande´es et les approches pe´nalise´es peuvent eˆtre pre´conise´es. Si la matrice de design
X est de rang p (ce qui implique notamment que p  n), on peut e´tablir l’unicite´ de la
solution  ˜ = (XTX) 1XTY. Les proprie´te´s the´oriques de cet estimateur sont bien connues.
En particulier, son erreur de pre´diction quadratique moyenne est de l’ordre de
kX( ˜    ⇤)k22
n
= OP
⇣ p
n
⌘
.
Dans le cadre asymptotique ⌧ classique  , ou` p est fixe et n ! 1, ce re´sultat e´tablit
que l’erreur de pre´diction quadratique moyenne tend vers 0 a` la vitesse n 1 lorsque n!1.
Cependant, ce re´sultat e´tablit e´galement que l’estimateur des MCO sou↵re du fle´au de la
dimension : par exemple si p = n↵, avec 0 < ↵ < 1, l’erreur de pre´diction moyenne ne
tend plus vers 0 a` la vitesse n 1, mais a` la vitesse n (1 ↵). Ce phe´nome`ne de´crit parfois
un sur-ajustement aux donne´es. C’est notamment le cas lorsque p = n et X = In, c’est-dire
dans la version tronque´e du mode`le de suites gaussiennes : Yi =  ⇤i + "i, pour i 2 [n], avec
 ⇤i 2 R, "i ⇠ N (0, 2) et 0 <  2 < 1. L’estimateur des MCO y est donne´ par  ˜ = Y : les
espe´rances  ⇤i sont donc chacune estime´es par chacune des observations Yi et
E
(
kX( ˜    ⇤)k22
n
)
= E
⇢kY    ⇤k22
n
 
= E
⇢k"k22
n
 
=  2.
Avec l’estimateur des MCO, l’espe´rance de l’erreur de pre´diction quadratique moyenne ne
tend pas vers 0 sous ce mode`le.
Le fle´au de la dimension n’est pas spe´cifique a` l’estimateur des MCO. Il concerne la plu-
part des proce´dures d’estimation classique (estimation parame´trique et non parame´trique
confondues), mais aussi les proce´dures de test, etc. Nous renvoyons le lecteur au chapitre
introductif du livre de [Giraud, 2014] ou` le fle´au de la dimension est illustre´ dans di↵e´rentes
situations.
A.2 La se´lection de variables et les approches type BIC
Heureusement en pratique, la dimension sous-jacente est ge´ne´ralement bien plus faible
que ne le laisse pre´sager la dimension de la matrice de design. En e↵et, le vecteur de
parame`tres  ⇤ 2 Rp a le plus souvent une certaine structure et peut eˆtre de´crit par un
nombre p0 de parame`tres souvent ne´gligeable devant p : p0 ⌧ p. Par exemple, les p variables
Xj sont rarement toutes lie´es a` la variable re´ponse Y . Ainsi, en notant J⇤ = {j 2 [p] :  ⇤j 6=
0} et p0 = |J⇤| le cardinal de J⇤, on a typiquement p0 ⌧ p et le vecteur  ⇤ est alors dit
creux, parcimonieux ou sparse. Pour tout sous-ensemble J ✓ [p], et toute matrice U de
dimension n⇥ p, notons UJ la matrice de dimension n⇥ |J | constitue´e des colonnes de la
matrice U d’index appartenant a` J . Pour tout vecteur   2 Rp, on note de meˆme  J le
vecteur de R|J | constitue´ des composantes de   d’index appartenant a` J . Enfin, on note
Jc = [p] \ J le comple´mentaire de J dans [p]. Si J⇤ e´tait connu, il su rait d’appliquer les
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MCO sur les donne´es (Y,XJ⇤) pour obtenir l’estimateur  ´J⇤ de  
⇤
J⇤ . En posant  ´J⇤c =
0p p0 , on en de´duirait l’estimateur  ´ de  
⇤ pour lequel l’erreur de pre´diction quadratique
moyenne serait sensiblement meilleure que celle correspondant a`  ˜, a` savoir OP(p0/n) contre
OP(p/n). Cependant, l’ensemble J⇤ des covariables pertinentes n’est en ge´ne´ral pas connu
et l’approche de´crite ici n’est donc pas applicable en pratique. Elle sugge`re ne´anmoins de
s’inte´resser au proble`me classique de la se´lection des variables pertinentes. Outre son inte´reˆt
e´vident quant a` l’interpre´tation du mode`le (lorsqu’on cherche a` identifier les facteurs de
risque d’une pathologie par exemple), la se´lection des variables pertinentes peut conduire a`
des performances pre´dictives ame´liore´es, et plus ge´ne´ralement des estimations plus pre´cises,
lorsque le vecteur  ⇤ est e↵ectivement creux, comme l’illustrent les re´sultats de la Figure
A.1.
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●●
●
●
●
●
●
●
●
−2 0 2 4 6
−2
−1
0
1
2
Xβ*
p=5
●
Xβ~ −Xβ*
Xβ^ −Xβ*
Y −Xβ*
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●●
●
●
●
●
●
●
●
−2 0 2 4 6
−2
−1
0
1
2
Xβ*
p=20
●
Xβ~ −Xβ*
Xβ^ −Xβ*
Y −Xβ*
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●●
●
●
●
●
●
●
●
−2 0 2 4 6
−2
−1
0
1
2
Xβ*
p=80
●
Xβ~ −Xβ*
Xβ^ −Xβ*
Y −Xβ*
Figure A.1 – Illustration du fle´au de la dimension dans le mode`le de re´gression line´aire.
On ge´ne`re des donne´es sous le mode`le Y = X0 0 + ", ou` X0 est une matrice de design de
taille 100⇥5,  0,j = 0.8 pour j 2 [5] et les "i sont N (0, 1) pour tout i 2 [100]. Pour p = 5, 20
et 80, on ajoute p 5 colonnes a` la matrice X0 pour cre´er la matrice X, de dimension n⇥p,
et on cherche a` estimer  ⇤ = ( T0 ,0Tp 5)T 2 Rp. L’estimateur  ˜ est celui des MCO, alors
que  ˆ inclut une e´tape de se´lection de variables (il correspond a` l’estimateur retourne´ par
la proce´dure de se´lection pas-a`-pas ascendante utilisant le crite`re BIC). La variance des
pre´dictions ⌧ centre´es   augmente avec p pour l’estimateur des MCO (elle est comparable
a` celle des observations centre´es pour p = 80 ici), alors qu’elle reste stable pour l’estimateur
 ˆ.
La se´lection des variables pertinentes est souvent une e´tape essentielle des analyses sta-
tistiques en e´pide´miologie et en recherche clinique. Dans ces disciplines, la question d’inte´reˆt
principal consiste ge´ne´ralement a` e´tablir le lien (ou l’absence de lien) entre la variable
re´ponse Y et les covariables Xj , ou certaines d’entre elles apre`s ajustement sur les autres.
Pour ce faire, les proce´dures classiques comprennent les tests de comparaison, mais aussi
certaines approches reposant sur des crite`res pe´nalise´s, tel que le BIC [Schwarz et al., 1978].
Soit J ✓ [p], et  ˜(J) l’estimateur des MCO obtenus sur les donne´es (Y,XJ) (i.e. en se re-
streignant aux covariables contenues dans J). On peut de´finir un crite`re BIC correspondant
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a` ce mode`le [Kim et al., 2012],
BIC(J) =
kY  XJ  ˜(J)k22
2
+ |J | 2 log n
2
.
Une manie`re classique de se´lectionner les variables, et d’estimer les e↵ets associe´s, consiste a`
de´terminer le sous-ensemble J˜ et l’estimateur des MCO  ˜
(J˜)
correspondant tel que BIC(J˜)
soit minimal. En notant   =  2 log(n)/2 et en remarquant que |J | = k ˜(J)k0 ou` k · k0 est
la ⌧ norme   L0, kxk0 = |{j 2 [p] : xj 6= 0}|, ce proble`me de se´lection de variables revient
finalement a` re´soudre le proble`me d’optimisation suivant :
minimiser
kY  X k22
2
+  k k0 sur   2 Rp. (A.2)
En notant  ˜
BIC
une solution de ce proble`me d’optimisation, l’ensemble des variables se´lec-
tionne´es par la proce´dure est alors J˜ = {j 2 [p] :  ˜BICj 6= 0} et leurs e↵ets estime´s sont
contenus dans  ˜
BIC
J˜ .
Le proble`me d’optimisation (A.2) correspond a` une version pe´nalise´e, par la norme L0
du vecteur de parame`tres, de celui re´solu dans les MCO. Ce crite`re est la somme de deux
quantite´s : la premie`re mesure l’ade´quation aux donne´es, alors que le second pe´nalise plus
ou moins fortement les vecteurs   2 Rp : ces vecteurs sont d’autant plus pe´nalise´s que leur
support J = {j 2 [p] :  j 6= 0} est de cardinal |J | = k k0 e´leve´. En pe´nalisant les vecteurs
a` grand support, le crite`re BIC encourage les vecteurs creux, et permet ainsi d’ope´rer une
se´lection des variables. La consistance en se´lection de variable est garantie sous certaines
conditions ; voir par exemple [Kim et al., 2012].
Le crite`re BIC est tre`s utilise´ en pratique. Cependant le proble`me d’optimisation (A.2)
est non convexe et ne peut donc pas eˆtre re´solu ⌧ rapidement  . La re´solution nume´rique
de ce type de proble`me est dite combinatoire puisqu’il n’existe en ge´ne´ral pas d’autres
approches que celle consistant a` e´nume´rer l’ensemble des solutions possibles (ici les 2p
mode`les qui correspondent a` l’ensemble des parties de [p]), construire les mode`les, calculer
les crite`res BIC et renvoyer le mode`le correspondant au crite`re BIC minimal. De`s lors que
p   30, il n’est pas raisonnable d’e´nume´rer les 2p mode`les. Pour utiliser le BIC en de tels cas,
on le combine le plus souvent a` des heuristiques qui permettent de ne parcourir qu’un sous-
ensemble des 2p mode`les. Les plus utilise´es, en e´pide´miologie et recherche clinique en tout
cas, sont les approches dites pas-a`-pas (stepwise en anglais), qui peuvent eˆtre ascendantes
ou descendantes, voire hybrides [Hocking, 1976].
A.3 Relaxation convexe du crite`re BIC : le lasso
Pour re´sumer, en pe´nalisant le crite`re des MCO par la norme L0 du vecteur des pa-
rame`tres du mode`le, on obtient un crite`re de type BIC qui ope`re une se´lection des variables.
Cette se´lection est consistante, sous certaines hypothe`ses, mais le minimum global du crite`re
est di cile a` obtenir nume´riquement, sauf a` conside´rer des cas ou` p est tre`s petit. Depuis
une vingtaine d’anne´es, la recherche en statistique s’e↵orce a` proposer des crite`res pe´nalise´s
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alternatifs, qui soient simples a` re´soudre nume´riquement tout en renvoyant des estima-
teurs pre´sentant de bonnes proprie´te´s statistiques [Candes and Tao, 2007, Tibshirani, 1996,
Fan and Li, 2001, Bu¨hlmann and van de Geer, 2011, Giraud, 2014]. D’une manie`re ge´ne´rale,
on peut en e↵et voir le crite`re en (A.2) comme un cas particulier du crite`re suivant :
kY  X k22
2
+ P ( ) (A.3)
ou` P  : Rp ! R est une fonction de´pendant d’un parame`tre     0, dite de pe´nalite´. Le
crite`re en (A.2) est obtenu avec le choix P  =  k k0, mais de nombreux autres choix ont e´te´
propose´s et e´tudie´s dans la litte´rature, pour encourager certains vecteurs en fonction des ca-
racte´ristiques des donne´es traite´es. Un choix populaire qui a attire´ une attention particulie`re
tant dans la litte´rature the´orique qu’applique´e, est le lasso de´crit dans [Tibshirani, 1996]. Il
consiste a` remplacer la norme L0 du BIC par son enveloppe convexe sur l’intervalle [ 1, 1]
[Jojic et al., 2011]. Celle-ci correspond a` la norme L1, et le lasso utilise donc la pe´nalite´
P ( ) =  k k1, ou` k k1 =
P
j2[p] | j | est la norme L1 du vecteur  . En utilisant cette
relaxation, le proble`me d’optimisation qui en re´sulte, a` savoir
minimiser
kY  X k22
2
+  k k1 sur   2 Rp, (A.4)
est convexe. Il se re´sout nume´riquement par des me´thodes d’optimisation convexe, dont
les complexite´s algorithmiques sont typiquement polynomiales en p (et non plus expo-
nentielles) et en n [Boyd and Vandenberghe, 2004]. De nombreux algorithmes sont dis-
ponibles dans des packages du logiciel R notamment (lars, glmnet, penalized, etc.).
Certains d’entre eux (lars notamment ; voir [Efron et al., 2004]) sont particulie`rement
adapte´s pour de´terminer l’ensemble des solutions  ˆ( ) pour toutes les valeurs possibles
du parame`tre  , ce qu’on appelle le regularization path. Ceci reveˆt un inte´reˆt particu-
lier en pratique puisque ce parame`tre   doit eˆtre choisi avec pre´caution, ge´ne´ralement
en fonction des donne´es ; voir le paragraphe A.5 ci-dessous. En particulier, pour tout
  > 0, les solutions du proble`me (2.1) sont typiquement creuses et en notant Jˆ( ) =
{j 2 [p] :  ˆj( ) 6= 0}, il a e´te´ e´tabli que Jˆ( ) = J⇤ avec grande probabilite´ pour
un choix approprie´ du parame`tre de pe´nalite´  , et ce sous des hypothe`ses portant sur
la matrice de design X, le support J⇤ de  ⇤ et la ⌧ force du signal   (mesure´e par
 ⇤min = minj2J⇤ | ⇤j |) [Zhao and Yu, 2006, Zou, 2006, Wainwright, 2009]. Le lasso est alors
dit consistant en se´lection de variables, ou sparsistent. L’hypothe`se principale portant sur la
matrice de design est celle dite d’irrepresentabilite´ (irrepresentability condition), qui stipule
que ⇤min(XTJ⇤XJ⇤) > 0 et
max
j /2J⇤
k(XTJ⇤XJ⇤) 1XTJ⇤Xjk1 < 1. (A.5)
Autrement dit, la condition d’irrepre´sentabilite´ assure que le mode`le restreint a` J⇤ est iden-
tifiable et que les colonnes de J⇤c ne sont pas trop aligne´es sur celles de J⇤. Sous des hy-
pothe`ses moins restrictives sur la matrice de design X, on peut montrer [Bickel et al., 2009,
Dalalyan et al., 2014] que l’erreur de pre´diction quadratique moyenne est oraculaire, de
l’ordre de OP(p0 log(p)/n) lorsque k ⇤k0 = p0 : au terme log(p) (ainsi qu’aux constantes)
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pre`s, c’est la vitesse que l’on obtiendrait pour l’estimateur des MCO restreint aux variables
de J⇤.
Ainsi, le lasso combine de bonnes proprie´te´s nume´riques et, sous certaines hypothe`ses,
de bonnes proprie´te´s statistiques (consistance en se´lection de variables, erreur de pre´diction
oraculaire). Il n’est cependant et bien suˆr pas parfait puisque les hypothe`ses assurant ses
bonnes proprie´te´s sont a` la fois fortes et di ciles voire impossibles a` ve´rifier sur les donne´es.
D’autre part, le lasso renvoie des estimations typiquement biaise´es. C’est l’e↵et de shrin-
kage : pour   > 0, chaque composante non nulle du vecteur solution du proble`me (A.4)
fournit ge´ne´ralement une estimation dont la valeur absolue est ramene´e vers 0 par rapport
a` la composante correspondante de  ⇤. Diverses extensions du lasso ont e´te´ propose´es,
notamment pour re´duire ces biais.
A.4 Extensions du lasso
La version OLS-Hybrid du lasso [Efron et al., 2004] consiste, pour toute valeur  , a`
re´-estimer les composantes non-nulles du vecteur  ˆ( ) solution du lasso. Pour ce faire,
et si Jˆ( ) = {j 2 [p] :  ˆj( ) 6= 0} n’est pas trop grand, on utilise la me´thode des
MCO en se restreignant aux variables contenues dans Jˆ( ). La re´-estimation e´tant faite
sans pe´nalite´, les biais du lasso sont e´limine´s, mais d’autres types de biais peuvent ap-
paraˆıtre du fait de la se´lection de variables pre´alable a` l’e´tape d’estimation par MCO
[van Houwelingen and Le Cessie, 1990].
Une ge´ne´ralisation du lasso OLS-Hybrid est le lasso relaxe´ [Meinshausen, 2007]. Celui-ci
de´pend d’un deuxie`me parame`tre 0     1, qu’on appellera ici parame`tre de relaxation.
Etant donne´e une solution  ˆ( ) du lasso obtenue pour le parame`tre de pe´nalite´  , le lasso
 -relaxe´ consiste a` re´soudre le proble`me d’optimisation suivant
minimiser
kY  XJˆ( ) k22
2
+   k k1 sur   2 R|Jˆ( )|, (A.6)
ou` Jˆ( ) est le support de  ˆ( ). En d’autre terme, le lasso  -relaxe´ consiste a` re´soudre le lasso
avec le parame`tre de pe´nalite´ diminue´, e´gal a`      , en se restreignant aux covariables
du support Jˆ( ) de  ˆ( ). Les biais du lasso de´pendant du parame`tre de pe´nalite´, le lasso
 -relaxe´ a pour vocation de re´duire ces biais. Le lasso 0-relaxe´ (avec   = 0) revient a`
la version OLS-Hybrid du lasso. Le lasso 1-relaxe´ revient quant a` lui au lasso. Dans un
cadre asymptotique en n (avec p = p(n)), Meinshausen e´tablit notamment que l’erreur de
pre´diction du lasso relaxe´ converge plus rapidement vers 0 que celle du lasso, sous certaines
hypothe`ses.
Parmi les autres approches corrigeant le biais des estimateurs lasso, on peut e´galement
citer le lasso adaptatif de [Zou, 2006], ou encore le lasso ite´re´ de [Candes et al., 2008]. Tous
deux remplacent la norme L1 par une version ponde´re´e de celle-ci : P ( ) =  
P
j2[p]wj | j |.
Les poids wj de´pendent directement d’estimations initiales des composantes  ⇤j . Le prin-
cipe ge´ne´ral est de pe´naliser plus fortement les composantes dont les estimations initiales
sont faibles en valeur absolue, et moins fortement les composantes correspondant a` des
estimations e´leve´es (re´duisant ainsi les biais sur ces variables). Dans le cas ou` p est fixe et
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n ! 1, [Zou, 2006] e´tablit notamment la consistance en se´lection de variables lorsque les
poids sont de la forme wj = | ˘ 1j | si  ˘j est un estimateur
p
n-consistant de  ⇤j , et ce sous
des hypothe`ses tre`s ge´ne´rales sur la matrice de design (en particulier, sans faire d’hypothe`se
d’irrepre´sentabilite´). [Candes et al., 2008] proposent quant a` eux d’utiliser des poids de la
forme wj = 1/| ˆj( CV) + ✏|, avec ✏ petit et  CV le parame`tre de re´gularisation se´lectionne´
par cross-validation apre`s un premier lasso standard.
A.5 Calibration du parame`tre de re´gularisation
Les re´sultats the´oriques pour le lasso, et les approches pe´nalise´es en ge´ne´ral, de´pendent
en particulier du choix du ou des parame`tre(s) de re´gularisation. Leur valeur optimale
de´pend elle-meˆme ge´ne´ralement de quantite´s inconnues : la variance du bruit dans le cas
gaussien ainsi que certaines ⌧ constantes   qui de´pendent de la matrice de design et de
la structure, inconnue, du vecteur  ⇤ par exemple. En pratique, une e´tape essentielle lors
de l’application de ces approches est donc la se´lection, ou calibration, des parame`tres de
re´gularisation optimaux. Deux familles de crite`res sont le plus souvent utilise´es pour ope´rer
cette se´lection. Premie`rement, on peut utiliser des me´thodes de re´-e´chantillonnage (vali-
dation croise´e, etc.) pour estimer l’erreur de pre´diction moyenne associe´e a` chaque choix
particulier des parame`tres de re´gularisation, et se´lectionner ceux qui minimisent ce crite`re.
Deuxie`mement, on peut utiliser les crite`res tels que le BIC. Quelque soit le crite`re retenu, on
peut le calculer soit directement a` partir des estimations retourne´es par l’approche pe´nalise´e
conside´re´e, soit en re´-estimant les parame`tres sans pe´nalite´, mais sous la contrainte induite
par la structure du vecteur retourne´ par l’approche pe´nalise´e (via la version OLS-Hybrid
du lasso par exemple, ou une extension idoine).
Le choix de la me´thode de se´lection des parame`tres de re´gularisation de´pend a` la fois
de la finalite´ de l’analyse statistique (construction d’un mode`le pre´dictif ou se´lection des
variables pertinentes), et du ratio n/p. En particulier, si la se´lection des parame`tres per-
tinents est la question d’inte´reˆt principal, la validation croise´e, sans re´-estimation, ne per-
met ge´ne´ralement pas de se´lectionner le bon mode`le [Meinshausen and Bu¨hlmann, 2006,
Meinshausen and Bu¨hlmann, 2010, Wang et al., 2007]. Les crite`res obtenus apre`s re´-estim-
ation, et en particulier les crite`res de types BIC, sont mieux adapte´s a` cette situation,
notamment si le ratio n/p est assez grand [Meinshausen, 2007].
Dans la plupart des applications auxquelles j’ai e´te´ confronte´ en e´pide´miologie, la ques-
tion d’inte´reˆt principal est celle de la se´lection des variables pertinentes. D’autre part, elles
se plac¸aient le plus souvent dans un cadre ou` le ratio n/p n’e´tait pas petit. Ainsi, et sauf
mention contraire, la se´lection des parame`tres de re´gularisation est e↵ectue´e dans ce ma-
nuscrit par minimisation d’un crite`re de type BIC, apre`s re´-estimation des parame`tres. Ce
type de crite`re est de´signe´ sous le terme ge´ne´rique 2stepBIC dans ce manuscrit.
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