We shall investigate the asymptotic behaviour of the widths of best mterm approximation with respect to Lizorkin-Triebel as well as Besov spaces.
Introduction
Let Φ := (ψ j ) j denote a wavelet basis satisfying some additional smoothness, integrability, and moment conditions. We consider best m-term approximation with respect to Φ, i.e., we investigate the quantity 
Usually one concentrates on X = L p (R d ). However, there is some motivation to consider also more general cases. * Supported by Deutsche Forschungsgemeinschaft (DFG), Grant SI 487/14-1.
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Let s > 0 and 1 < p < ∞. Under appropriate extra conditions on the basis Φ one knows that the approximation space A
is given by
see [13] or [28] , and also [20] . (Ω), have played a rôle in connection with the sharp maximal function, see [5] , [14] and [42, 1.7.2, 5.3] . Furthermore, there is the famous result of DeVore, Jawerth and Popov [11] 
Here in this paper we shall deal with the following more simple problem: we shall characterize all Besov and Lizorkin-Triebel spaces which are embedded into Besov and Lizorkin-Triebel spaces. Such a program has been initiated by Kyriazis [29] , but see also [11] , [26] , [24] , [8] and [7] for earlier results in this direction.
We shall divide our investigations into three different cases. In a first case we shall study the behaviour of σ m (Y, X, Φ) for pairs (X, Y ) of homogeneous Besov and Lizorkin-Triebel spaces. Then we continue by investigating inhomogeneous Besov and Lizorkin-Triebel spaces. Finally, we deal with spaces of such type on bounded open sets. All three cases can be handled by essentially the same methods. However, there are some differences in the outcome. Whereas the results in the limiting situations coincide, this turns out to be not the case in the non-limiting situations.
By limiting situations we understand all embeddings which are covered by Lemma 1 below. For homogeneous spaces no further embeddings exist. But for inhomogeneous spaces and for spaces on domains the theory of embeddings is much richer, see Lemma 3 and Figure 1 below. In all non-limiting situations it makes an essential 2 difference whether the underlying domain is bounded or unbounded.
Concerning the wavelet system Φ we wish to remark the following. First of all, we use different systems for homogeneous spaces, for inhomogeneous spaces on R d and for spaces on bounded open sets Ω. Exact definitions are given in (32) , (26) , and (39) . When we deal with the widths σ m (Y, X, Φ) it is always assumed that Y and X allow a characterization by means of the system Φ, see Propositions 1, 2 (homogeneous spaces) and Propositions 3, 4 (inhomogeneous spaces on R d ) for sufficient conditions. In case of spaces on domains we will suppose that the associated inhomogeneous spaces on R d allow a characterization by Φ, since these spaces will be defined as restrictions of the inhomogeneous spaces.
In this paper we are not interested in optimal bases or the exact determination of the best m-term approximation, we refer, e.g., to [10, 44, 15, 26, 24] for those aspects of the theory. In our context it always holds, that
With other words, it will be sufficient to approximate f by appropriate partial sums of the Fourier-wavelet expansion of f .
The paper is organized as follows. In Section 2 we state and comment on our main results. Section 3 contains some supplements dealing with the decay of wavelet coefficients of the elements ofḞ s p,q ,Ḃ s p,q in terms of Lorentz sequence spaces. All proofs will be collected in Section 4. The first step in our proofs will always be the application of a wavelet isomorphism. This reduces the problem for distribution spaces to a problem for sequence spaces. Wavelet isomorphisms will be described in Subsection 4.1. On the level of sequence spaces we use the characterization of the approximation spaces in terms of Lorentz spaces, see e.g. [37] , as well as the fact that the approximation spaces with respect to Lizorkin-Triebel spaces do not depend on the fine-index q, see [29] . Our main tool will be interpolation theory.
In Subsections 4.4, 4.7 we collect some more material on embeddings of Besov and Lizorkin-Triebel spaces into approximation spaces.
Our methods also work in more complicated situations as tensor products of the spaces considered here or the slightly more general spaces of dominating mixed smoothness. For more details we refer to [22] .
Notation
As usual, N denotes the natural numbers, Z the integers and R the real numbers. If X and Y are two quasi-Banach spaces, then the symbol Y → X indicates that the 3 embedding is continuous. As usual, the symbol c denotes positive constants which depend only on the fixed parameters s, p, q and probably on auxiliary functions, unless otherwise stated; its value may vary from line to line. Sometimes we will use the symbols " " and " " instead of "≤" and "≥", respectively. 2 The asymptotic behaviour of the widths of best
m-term approximation
We shall investigate the asymptotic behaviour of the widths σ m (Y, X, Φ) in three different situations. First we study the case of homogeneous spaces of Besov-LizorkinTriebel type. In the second case we turn to inhomogeneous spaces of this type on unbounded domains and finally we consider spaces on bounded domains. Since we need to have Y → X this puts different restrictions to the admissible pairs (X, Y ).
Widths of best m-term approximation and homogeneous spaces
Here we deal with homogeneous spaces of Besov and Lizorkin-Triebel type.
To begin with, we recall the known embedding relations.
and either p 0 < p 1 or p 0 = p 1 and q 0 ≤ q 1 .
and q 0 ≤ q 1 hold.
(iii) Let 0 < p 0 < p 1 ≤ ∞ and suppose
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We haveḂ (ii) For proofs we refer, e.g., to [25] (sufficiency) and to [38] (necessity). In the latter reference only inhomogeneous spaces are considered. However, the arguments carry over. The reference [25] does not cover the second embedding in part (iii). For this part we refer to Franke [17] , but see also [45] and [23] .
In the list of all possible embeddings only those with p 0 < p 1 are of interest in our context.
Lemma 2. LetẎ
be one of the possible embeddings in Lemma
From now on, we concentrate on p 0 < p 1 . To begin with, we first consider the case where both, X and Y , are spaces of Lizorkin-Triebel type.
Remark 2. (i) Since the embeddingḞ
is not compact other widths of this embedding like approximation numbers, Kolmogorov numbers or entropy numbers would not tend to 0 for m → ∞.
(ii) The behaviour of σ m does not depend on q 0 , q 1 . This is in sharp contrast with the other cases treated below.
, and s 0 , s 1 as in (4) .
Remark 3. (i) In view of Lemma 1(iii) the restriction 0 < q 0 ≤ p 1 is necessary.
(ii) This time the behaviour of σ m does not depend on q 1 . In both cases, in Thm. 1 and Thm. 2, this expresses the fact that the approximation spaces A
do not depend on q 1 (at least under appropriate restrictions with respect to Φ). This phenomenon has been observed for the first time by Kyriazis [29] . 
Remark 4. The restriction p 0 ≤ q 1 ≤ ∞ is necessary in this context, see Lemma
1(iii).
Finally we turn to the embedding of Besov into Besov spaces.
, and s 0 , s 1 as in (4) . We put
Remark 5. (i) The restriction q 0 ≤ q 1 is necessary in this context, see Lemma 1(ii).
(ii) The limiting case for the estimate from above in (10), i.e. the case
, has been already investigated by Kyriazis [29] . The non-limiting cases can be easily traced back to the limiting case.
(iii) Summarizing, we have determined the asymptotic behaviour of
, Φ in all reasonable situations. The picture is complete.
However, by definition we have excluded the very interesting scaleḞ
is quite different from what we are doing here. In our context that part of the wavelet expansion with the m largest coefficients (by modulus) yields a nearly optimal approximation. This is wrong with respect to the scaleḞ
, see [26] and [32] .
Best m-term approximation in L p -norms
Restricted to this subsection, we shall use the more precise notation [f ] instead of f , see (25) . Furthermore, by W we denote the mapping
Then it is well-known, see [35] , [39] or [21] , that there exists a
and
) . This opens the door for an easy interpretation of Theorems 1 and 2. For given m and
be chosen in such a way that (cf. remark 14)
for all m since the elements of our wavelet sys-
) as well and its limit is obviously given by the wavelet expansion of [f ]. In this sense we define
Now we can interpret Theorems 1, 2 as follows.
(ii) Let 0 < q 0 < p 1 . We put t := max(p 0 , q 0 ). Then
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Now we turn to the case p 1 = 1. First we recall the corresponding embedding
(
see e.g. [25] and [38] for some details. These embeddings have to be interpreted in the sense that there exists a linear continuous injection T :Ẏ d(
This will be sufficient to carry over the arguments from above and to use (11) also with p 1 = 1.
(ii) Let 0 < q 0 < 1. If
An extremal property ofḞ
Let D be a subset of the quasi-Banach space X. Then we define
We are interested in the approximation spaces rela-
is finite, see e.g. [36, 37, 28, 29] .
Remark 6. For later use we mention the continuous embedding A
(X, D), q 0 < q 1 , which becomes obvious by switching to dyadic subsequences. Now we turn to the specific situation X :
) and ask for the largest spacė
) within the scales of homogeneous Besov and Lizorkin-Triebel spaces such
for a given s > 0. By means of the results of the previous subsection its easy to determine this space.
) follows, where
Remark 7. 
Widths of best m-term approximation and inhomogeneous spaces on R d
The theory of embeddings of inhomogeneous spaces is much richer than in case of homogeneous spaces. (ii) Let 0 < p 0 ≤ p 1 ≤ ∞ and suppose
Then Y (iii) For proofs (necessity) and further references, we refer to [38] . (ii) Let 0 < q 0 < 1 and t = max(p 0 , q 0 ). Then
(iii) Under the restrictions of Lemma 3(ii) we have
Remark 9. For the non-limiting situation, i.e. if
we wish to mention that the behaviour of σ m Y
depend on the relation of s 0 to s 1 . This is in sharp contrast to the situation on bounded domains, see the next subsection.
Widths of best m-term approximation and spaces on bounded open sets
Let Ω be a bounded open subset of R d . Then all embeddings from Lemma 3 remain true in this situation. But now we also have X
Moreover, it is known that under the restriction
(Ω) is compact, see [43, Thm. 4.33] . Here Y, X ∈ {B, F }.
Now we turn to the asymptotic behaviour of σ m for those compact embeddings. (ii) Let s 0 and s 1 be as in (21) . Then, with Y, Most simple seems to be the comparison with entropy numbers. Under the given restrictions in Theorem 7 (ii) we have
where e m denotes the m-th dyadic entropy number of the identity id :
(Ω), cf., e.g., [16, Thm. 3.3.2] .
(ii) Theorem 7(ii) is essentially proved in [9] .
Decay of wavelet coefficients
There is a close relationship between embeddings into approximation spaces with respect to best m-term approximation and decay of the wavelet coefficients. This is expressed by the following theorem.
Theorem 8. Suppose 0 < p 0 < ∞ and 0 < q 0 ≤ ∞. Let Φ be as in (26) .
(i) There exists a constant c such that
holds for all f ∈Ḟ d( (ii) The statements in Theorem 8 are obvious in case p 0 = q 0 . Then we simply have
see Proposition 1. The interesting cases are those with p 0 = q 0 . Again the spaceṡ
) with fixed p 0 they are the largest for which the estimate
holds for all f ∈Ẏ d(
Proofs
In this section all proofs will be given. However, also some additional material is presented. E.g., in Subsections 4.4, 4.7 properties and embeddings into approximation spaces will be discussed.
Wavelet isomorphisms
We recall a collection of results on the characterization of homogeneous and inhomogeneous distribution spaces. For the basics in wavelet theory we refer to [46] .
Wavelets and homogeneous spaces
) modulo polynomials. This means we have to work with equivalence classes
We refer to [34, 18, 19, 41] 
We suppose that the collection Φ given by
forms an orthonormal basis for the space
for some M > d and some r > 0. Let X be the characteristic function of the cube
In other words, X j,k is the characteristic function of Q j,k := 2
For the following two propositions we refer to [18] , [19] and [30] . Proposition 1. Let s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Further we suppose with
Proposition 2. Let s ∈ R, 0 < p ≤ ∞ and 0 < q ≤ ∞. Further we suppose with
Remark 12. These two propositions require an interpretation. If ψ is the Meyer wavelet on R, then this function satisfies a moment condition of infinite order, i.e., . In case that ψ satisfies a moment condition of finite order r only, then we have to calculate modulo polynomials of order less than r. Hence, we deal with a different set and also with a different topology. However, with the restrictions on s as given in the above propositions there are isomorphisms mapping the homogeneous spaces onto the sets of distributions modulo polynomials of order less than r and with (30) and (31) finite, respectively. We omit details.
Wavelets and inhomogeneous spaces
We use the same notation as in the previous subsection. In addition, we put
our basic set Φ is now defined to be the collection of all functions
Then we have the following, see e.g. [43, Thm. 1.20].
Proposition 3. Let s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Further we suppose with
Proposition 4. Let s ∈ R, 0 < p ≤ ∞ and 0 < q ≤ ∞. Further we suppose with
Wavelets and domains
Let Ω ⊂ R 
where the infimum is taken over all
For our purpose it is enough to observe the following. Let the univariate scaling function φ and the associated wavelet ψ be compactly supported, say
Hence, also
is an extension of f such that
Moreover, we have
For inhomogeneous spaces on bounded domains we define Φ to be the collection of all functions ψ e j,k such that
With (36) and (37) we do not get an intrinsic characterization of X s p,q (Ω). Those characterizations are only known under more specific restrictions on the domain Ω and on the set of admissible parameters, see e.g. the monographs [6] and [43] .
Sequence spaces
The described characterizations of the Lizorkin-Triebel and Besov spaces allow a discretization of our problem, i.e., it is enough to investigate best m-term approximation on appropriate sequence spaces. By ignoring the finite sum e∈E j we are lead to the following type of sequence spaces. of all sequences a = (a j,λ ) 
The corresponding sequence spaces will be denoted by b 
(ii) Let ∇ j := Z d for all j. If the summation in (40) ( (41)) extends over Z with respect to j, then we will call the spaces homogeneous and denote them byḃ
The straightforward extension of part (ii) of the above definition to p = ∞ does not lead to the correct spaces in general, see e.g. Frazier and Jawerth [18] . The only exception is the case q = ∞.
Later on we shall need the following duality assertion.
Lemma 4. Let 1 < p < ∞, 1 < q < ∞, and s ∈ R. Let ∇ be as in Remark 13 (i) .
where q is defined by
Proof . The counterparts of these duality relations for function spaces can be found in Triebel [41, 2.11 .2] (inhomogeneous spaces) and in Frazier and Jawerth [18] (homogeneous spaces). This has to be combined with the wavelet isomorphisms described in the previous subsection.
Gagliardo-Nirenberg inequalities and embeddings of sequence spaces
In the context of Gagliardo-Nirenberg type inequalities Ohru, see Brezis and Mironescu [3] , has proved the following nice inequality for sequences.
Let 0 < Θ < 1, s 0 , s 1 ∈ R, s 0 = s 1 , and 0 < q ≤ ∞. We put s := (1 − Θ)s 0 + Θs 1 .
Let I either stand for N 0 or for Z. Then there exists a constant c such that
holds for all sequences (a j ) j of complex numbers. Although the proof given there is only stated for I = N 0 , it can be carried over to the case I = Z by obvious
Further, putting
for x fixed, applying (44) and Hölder's inequality we arrive at the following GagliardoNirenberg type inequalities.
holds for all a ∈ḟ
On the basis of these Gagliardo-Nirenberg inequalities one could easily prove the counterparts of the embeddings stated in Lemma 1 on the sequence space level.
However [1, 2, 40] .
We put s = (1 − Θ)s 0 + Θs 1 and
Proof . We only deal with the homogeneous spaces. The modifications needed for the classes f 
We need a few preparations.
Step 2. Let ε > 0. For a given sequence a := (a j,λ ) we define the sequences |a| and 
We claim
where K(t, a, X 0 , X 1 ) denotes the K-functional with respect to the pair (X 0 , X 1 ).
We argue as follows.
, i = 0, 1. Then, for appropriate ϕ j,λ , we find
where
For the converse estimate we use a similar argument based on |a j,λ | = a j,λ e −iϕ j,λ with the same numbers ϕ j,λ . We get
This proves the claim. As an immediate conclusion we find
Step 3. We need a further preparation. Let 0 < ε < 1. We claim
where the constants "behind" do not depend on a. The proof of this estimate is based on the lattice structure of the spacesḟ
This property allows us to impose certain restrictions on the sequences a 0 and a 1 used for the representation |a| = a 0 + a 1 in the definition of K t 
By means of these considerations we find
The second equivalence is a consequence of
where the last equation is due to the lattice property (53). Similarly one obtains the reverse estimate. Altogether this proves (52).
Step 4. Now we are in position to apply Lemma 6. Temporarily we assume 1 ≤
(in the sense of equivalent norms), see Lemma 1(i) and Proposition 1. As an immediate conclusion of (46) and Lemma 6 we obtain
Step 5. We assume 1 < p 0 , p 1 , q 0 , q 1 < ∞. We continue by applying duality arguments. To this end it will be convenient for us to replace (54) by its weaker
(here (X 0 , X 1 ) has to be an interpolation pair of Banach spaces such that X 0 ∩ X 1 is dense in X 0 as well as in X 1 , see [40, Thm. 1.11.2]), we conclude from Lemma 4
Concerning the required density we only mention that finite sequences are dense iṅ
by a change of notation we obtain (48) under the restrictions 1 < p 0 < p 1 < ∞, 1 < q 0 , q 1 < ∞ and s 0 , s 1 as in (47).
Step 6. We remove the restrictions with respect to p 0 , p 1 , q 0 and q 1 . Fix 0 < ε < min(1, p 0 , p 1 , q 0 , q 1 ). Then we derive from Step 3
and hence with Step 5 and (51)
This completes the proof.
Approximation spaces associated to sequence spaces
Approximation spaces with respect to best m-term approximation have been defined in Subsection 2.3. Later on, we shall need the fact that approximation spaces have nice properties with respect to real interpolation. The following is proved in [36] , see also [4] . 
Most important for us will be the study of certain sequence spaces. In this connection we concentrate on best m-term approximation with respect to the canonical orthonormal basis of 2 (I), where I is a fixed infinite index set. We put
Remark 14. When dealing with approximation in the sequence spaces from Definition 1, the observation
where a = (a j ) j∈I and
, is most helpful. With other words, the optimal approximation is always given by a partial sum of a = j∈I a j e j . This follows immediately from the lattice property of the b-and f -spaces.
By p,u (I) we denote the Lorentz sequence spaces. They are the collection of all sequences a = (a j ) j∈I , such that ( p 1 (I), B) if and only if a ∈ p 0 ,u (I 
Approximation spaces and embeddings into approximation spaces
To begin with, we formulate a discrete counterpart of (3) which is in our context a consequence of Proposition 6. 
Step 4. All estimates from below follow from (64) and (68). 
with Y ∈ {F, B}. Hence, Theorems 1, 2 yield the upper bounds in (14) and (15) .
Step 2. Estimate from below. This time we use
follows. Now we apply Theorem 3 with t = 1 and Theorem 4 with r = min
