De Bruijn and Kautz graphs have been intensively studied as perspective interconnection networks of massively parallel computers. One of the crucial parameters of an interconnection network is its bisection width. It has in uence on both communication properties of the network and the algorithmic design. We prove optimal bounds on the edge and vertex bisection widths of the k-ary n-dimensional de Bruijn digraph. This generalizes known results for k = 2 and improves the upper bound for the vertex bisection width. We extend the method to prove optimal upper and lower bounds on the edge and vertex bisection widths of Kautz graphs.
Introduction
The de Bruijn and Kautz digraphs were originally studied as asymptotically largest digraphs w.r.t. degree and diameter 4] and were proposed as promising topologies for massively parallel computer architectures 3]. Several graphtheoretic properties and algorithmic design problems have been widely studied for these graphs 1,2, 13, 17] .
In this paper, we study vertex and edge bisection width of the k-ary ndimensional de Bruijn and Kautz digraphs, respectively. The edge bisection width of a graph G = (V; E), denoted b e (G), is the smallest number of edges removal of which divides G into two parts of equal size (up to 1 vertex). Similarly, the vertex bisection width, denoted b v (G), is the smallest number of vertices removal of which divides G into two parts having at most djV j=2e vertices each. The edge bisection width is a fundamental concept in the theory of interconnection networks 13] . In many problems, where a large portion of data must be moved from one half of a parallel computer to the second half (sorting, routing, gossiping), the computation and communication time depends heavily on the bisection width 10,11]. Monien et al. 15] de ned the communication capacity of a network in terms of the edge bisection width. Another connection between the bisection width and the communication complexity appears in deriving lower bounds on the area and area time 2 complexity of VLSI circuits 20, 22] . Bisection widths also play an important role in the algorithmic design 14] and in computing lower bounds on crossing numbers 12]. Thompson 20] proved a lower bound on the bisection width of the binary shu e-exchange graph to be (2 n =n). Hoey and Leiserson 8] found an optimal upper bound. Using a strong similarity between the shu e-exchange and de Bruijn digraph, Leighton 13] derived the same optimal bound on the bisection width of the binary de Bruijn digraph. The same result was independently proved by Samatham and Pradhan 17] . Bounds on bisection widths of small de Bruijn digraphs are given in 15]. Recently, Feldmann et al. 6] have proved the best upper bound so far for the edge bisection width of the binary de Bruijn graph: 2 ln(2)2 n =n, which di ers from the lower bound by a multiplicative factor of 1.4 only.
As the binary de Bruijn digraph is of bounded degree, the vertex and edge bisection widths are of the same order. For the k-ary n-dimensional de Bruijn digraph, Pellegrini 16] proved an upper bound on the vertex bisection width to be O(k n = p n).
The main results of this paper are as follows. We show that the vertex and edge bisection widths of the k-ary n-dimensional de Bruijn digraph are (k n =n) and (k n+1 =n), respectively. This generalizes known results for k = 2 from 13, 17] and improves the upper bound on the vertex bisection width of Pellegrini 16] by a factor of p n. Using structural similarities between de Bruijn and Kautz digraphs, we extend the method to show that similar optimal bounds hold also for the Kautz digraph. It is noteworthy that our constant factors are very small.
Preliminaries
Given a graph G, let V (G) and E(G) denote its set of vertices and edges, respectively, and (G) the maximum degree of G. A similar notation will be used for digraphs. Since the orientation of arcs has no in uence on bisection widths, we consider de Bruijn and Kautz graphs obtained from the digraphs by omitting orientations and we also use the same notation as for digraphs. Note that the resulting graphs have double edges, the de Bruijn graph has loops, and (B(k; n)) = (K(k; n)) = 2k.
The operation of cyclic shifting, rotation, induces an equivalence on the vertex set of the de Bruijn graph. The equivalence classes are called de Bruijn necklaces. For a given vertex u = u n?1 : : : u 0 2 V (B(k; n)), the length j of the necklace containing u is the number of rotations of u needed to get u again. Clearly, jjn. Necklaces of length n are called full necklaces of B(k; n) and shorter necklaces are called degenerate necklaces.
It has been shown in 21] that Kautz vertices can also be partitioned into necklaces. The lengths of necklaces of K(k; n) are divisors of either n or n?1.
There is a one-to-one correspondence between necklaces of B(k; n) B(k; n?1) and K(k; n) of length 3. Necklaces of length n and n ? 1 are called the full Kautz necklaces of the rst and second type, respectively. Necklaces of length j < n, jjn and j < n?1, jj(n?1) are called the degenerate Kautz necklaces of the rst and second type, respectively. Vertex u n?1 : : : u 0 belongs to a Kautz necklace of the rst type if u n?1 6 = u 0 and to a necklace of the second type otherwise.
Lemma 1 Lemma 2 For k; n 2 (B(k; n)) nk n?1 (1) (K(k; n)) nk n?1 + (n ? 1)k n?2 (2) PROOF. To prove (1), consider the routing R where R(u; v) = hu n?1 : : : u 0 v n?1 : : : v 0 i for any u; v 2 V (B(k; n)). 
where j = 0; 1; : : : ; (n) ? 1. Thus jM 2 j is the number of solutions of (6) satisfying 0 u i k ? 1; i = 0; 1; : : : ; n ? 1. By choosing u (n) ; : : : ; u n?1 arbitrarily from Z k and substituting them into (6), we get a system of (n) linear equations with unknowns u 0 ; : : : ; u (n)?1 . Clearly this system has at most one solution satisfying 0 u i k ? 1; i = 0; 1; : : : ; (n) ? 1. Hence, jM 2 j k n? (n) :
Using the lower bound on (n) from 19], p. 230, (n) 1 2 p n; (7) for n 1, we get the claimed bound. is a vertex bisection of K(k; n). Using a similar argument as in the proof of Lemma 3, we can show that there is a one-to-one correspondence between vertices u and u of K(k; n) such that u and u are symmetrical w.r.t. the origin of the complex plane. Let M 1 = M 1 \V (K(k; n)) and M 2 = M 2 \V (K(k; n)). First, we estimate the cardinality of M 2 . Clearly, jM 2 j equals to the number of integer solutions of (6) satisfying 0 u i k; i = 0; 1; : : : ; n ? 1, and u i 6 = u i+1 ; i = 0; 1; : : : ; n ? 2. Similarly as in the proof of Lemma 3, we can choose arbitrarily u n?1 ; : : : ; u (n) from Z k+1 so that u i 6 = u i?1 ; i = n?1; : : : ; (n) + 1, and substitute them into (6) . This can be done in (k+1)k n?2? (n)+1 = k n? (n) + k n?1? (n) ways and for each of them we get a system of (n) linear equations with at most one integer solution for unknowns u (n) PROOF. The proof is the same as for Lemma 6 using (K(k; n)) nk n?1 + (n ? 1)k n?2 from Lemma 2. Observe that if n = O(k), then the upper bounds are optimal.
Final Remarks
Due to the used method, our upper bounds hold for n 3 only. In case n = 2 asymptotically optimal upper bounds for the edge bisection follow from a result of Hromkovi c and Monien 9] . They proved that in any n vertex d-regular graph there exists a bisection of size nd=4 + o(n). 
