A method for the prediction of transonic flutter by the Euler equations on a Cartesian mesh is presented. Surface boundary conditions are applied using a perturbation of a gridless treatment in such a manner that solutions are obtained on a stationary mesh. For steady problems, the gridless method applies surface boundary conditions using a weighted average of the flow properties within a cloud of nodes in the vicinity of the surface. Weight functions are derived based on a least squares fitting of the surrounding cloud of nodes.
Introduction
In this work, the time accurate solution of a moving body in transonic flow is considered. In particular, aeroelastic simulations associated with oscillating airfoils are addressed.
Computations addressing such phenomena have been solved using various techniques and levels of complexity. Methods based on the transonic small disturbance equations are popular due to their economical implementation. 1, 2 However, such methods are limited to irrotational flows absent of strong shocks and nonlinear effects. Moreover, a dominant factor in the study of transonic flutter is shock oscillations, which must be accounted for to adequately predict stability. 3 More importantly, the phase lag of the shock motion with respect to the oscillation of the airfoil must be accurately predicted. In order to treat such effects, methods incorporating the Euler or Navier-Stokes equations are required, and have been successfully implemented. [4] [5] [6] [7] In such analyses, the typical approach is to consider a movable or deformable mesh in which re-generation or displacement of grid cells are required at every time step. Such a procedure is very costly, especially for Navier-Stokes simulations, which may require substantial computational resources and labor-intensive grid refinement.
With respect to reducing the labor associated with grid generation, the use of Cartesian grids for fluid dynamic simulations is popular with many researchers. [8] [9] [10] [11] [12] [13] [14] [15] Cartesian grid solutions have also been considered in moving mesh simulations. 16, 17 The use of a Cartesian grid has numerous inherent advantages. These include simple and efficient mesh generation, superior implementation of high order discretization schemes, minimal phase error associated with shockcapturing calculations, and an absence of issues associated with mesh skewness and distortion. The obvious drawback of the Cartesian approach is the difficulty in implementation of solid wall boundary conditions. Such issues include the requirement for excessive mesh refinement near curved boundaries, and problematic implementation in which the geometry under consideration is "thin" compared to the local mesh spacing. In the gridless boundary treatment of of Kirshman and Liu 14, 15 these issues are nonexistent. In this work, the gridess boundary condition approach of Kirshman and Liu 14, 15 is considered. As discussed below, since the gridless method prescribes surface boundary conditions without explicit connectivity between the surface and flow field mesh, it serves as an excellent approach for small perturbation boundary treatment applicable to flutter simulations. Gao et al. recently proposed another small perturbation Cartesian approach. 18, 19 In their method, a single gridline of the Cartesian was used to represent the airfoil, and the finite thickness of the airfoil is included in the perturbation boundary condition.
In the present method, the flow field grid incorporates the airfoil geometry, and only perturbations in the motion are necessary.
In the following discussion, the equations governing the flow of an inviscid compressible gas are presented followed by discretization of the equations with 2 nd order accuracy in time and space. A review of the manner in which surface boundary conditions are treated using a perturbation of the gridless method of References 14 and 15 is also provided. Lastly, derivation of the relations governing the elastic response of the two-degree of freedom wing model of Isogai 20, 21 is presented.
where γ is the ratio of specific heats. Additionally, the equation of state is given by
where T is the static temperature and R is the ideal gas constant.
Flow Field Discrtization
Before considering the prediction of transonic flutter, two preliminary analyses are considered to establish the accuracy and applicability of the boundary condition approach.
First, the effectiveness of incorporating angle of attack variations using perturbations in the surface normal is established by comparison to steady, body-fitted solutions using Jameson's FLO52 code. Namely, instead of specifying the angle of attack as a far field boundary condition, it is demonstrated that the effects of angle of attack can be accurately incorporated into the perturbation boundary condition. Application of the method to a transient simulation of an oscillating airfoil is then presented in which results are shown to compare well with the experimental data of Landon 22 . Finally, the ability of the method to predict wing flutter is then established by comparison with moving mesh simulations of Alonso and Jameson 23 and Liu et al. 6 Field Node Discretization The entire flow domain is discretized using a purely Cartesian mesh, which is generated independently of the body. In order to solve for the flow field, a finite difference scheme using Van Leer flux vector splitting is performed 24 . In this scheme, the convective flux vectors f and g are decomposed into "upwind" and "downwind" components based on the characteristic decomposition of the system of governing equations, which define the direction of propagation. Namely, at each grid point, the convective flux vectors are written as where the positive and negative superscripts indicate the portion of the total flux that travel in the positive and negative coordinate directions, respectively. For supersonic flow, there is no splitting and the entire flux quantity travels in the downstream direction. For subsonic flow (in a given coordinate direction), the flux vectors are given by
Governing Equations
In this study, the steady two-dimensional flow of an inviscid, compressible gas is considered. Such flows are governed by the Euler equations, which provide for the conservation of mass, momentum, and energy, and are given by 
where t is time, x and y are the Cartesian coordinates, and 
(2)
where ρ is the density, u is the x-velocity component, v is the y-velocity component, p is the pressure, E is the total energy, and H is the total enthalpy. For an ideal gas, the total energy and total enthalpy can be written where c is the acoustic speed. The governing equations are then re-written as
which can be discretized into a finite difference formulation. Considering the grid location defined by the nodal indices i and j in the x and y directions respectively, a three point second order upwind discretization is written (10) Generalizing to two dimensions, the semi discrete form of Equation (9) can be written in terms of a first order difference and a limited second order correction as Gridless Node Discretization A gridless treatment is used to apply the surface boundary conditions. Gridless nodes come in two varieties. First, gridless field nodes are identified as grid points in the Cartesian mesh that, due to their proximity to the body, do not have a complete computational stencil to apply Equation (11) . The second type of gridless nodes consists of those defining the surface geometry. These are nodes formed by the intersection of the body with the Cartesian grid.
Implementation of the gridless boundary method requires the definition of nodal shape functions. Derivation of these shape function is presented in detail in Reference 14, and is not repeated here. Once derived, an approximated conservative flux variable f h at any gridless point located at (x p ,y p ) (either on the body or in the field) can be written in terms of N surrounding cloud of nodes, and a shape function φ using
The spatial derivative of the flux in the k-th direction can be written in terms of a derivative shape function as
It is pointed out that the shape functions have the following property 0 ; 1
These shape functions are evaluated based on a least squares approximation. Note that, as discussed in For nodes on the surface, the boundary condition is specified using the normal gradient of flow properties at the wall. Namely, one can write where V n is the surface normal velocity based on the motion of the surface. In Equations (19) , the first two relations are reflection conditions, and the last equation
Recall that for a surface node p, the boundary condition is specified using shape functions established at surrounding N nodes. Writing the derivative shape function for one of these surrounding nodes in the abbreviated notation n φ′ , one can consider a perturbation of the derivative shape function given by represents a balance between the pressure in the fluid and the centrifugal force associated with the fluid motion along a curved path defined by the local surface radius of curvature, R. The tildes indicate that the velocity components are in a local (surface normal) coordinate system. The surface boundary conditions of Equations (19) are written in terms of gridless shape functions at any surface node p using where ∆θ represents a small angular displacement of the airfoil (and associated surface normal at p), and is the perturbed value of shape function associated with the displacement. Thus, for small displacements, Equation (21) assumes that there is a linear variation of derivative shape function with angular separation between p and n. It is interesting to note that the least squares shape functions exhibit such near linear behavior for small deflections. For instance, consider the six-point gridless cloud associated with the surface node represented in Figure 1 , where each node in the cloud is given a reference number, Node 1 being the surface node itself. If one were to calculate the least squares shape functions for a ±10 degree deviation in the surface normal, the variation in the shape functions for the different nodes is nearly linear, as shown in Figure 2 .
The above equations are evaluated subsequent to the field nodes after each time step. Derivation of the shape functions at the various gridless nodes as a preprocessing activity precludes the requirement for least squares fitting at every time step, allowing for efficient implementation of the scheme.
In short, the perturbation boundary condition is applied by specification of the surface normal velocity in Equation (20) , based on the instantaneous angular velocity of the airfoil, and a pseudo surface normal direction based on the instantaneous pitch of the airfoil. The perturbed gridless shape function is established based on the pseudo surface normal direction with application of Equation (21) . Due to the near linearity of the derivative shape function variation, calculation of the derivative, θ ∂ φ′ ∂ n , can be established as a pre-processing activity using a difference of the nominal values and a second value based on the maximum anticipated angular deviation of the surface normal.
In forming the shape functions for the gridless field nodes, three points are fit in each flux direction using a polynomial basis given by [1, x, y] . For wall points, six points are fit using a six-term basis, given by
Perturbation of Gridless Boundary Condition In the analyses considered here, a timeaccurate solution of a moving (oscillating) body is addressed. In using a perturbation of the gridless shape functions, various aspects of the moving surface can be approximated in the boundary condition without the requirement for a deforming mesh.
In considering a perturbed gridless boundary condition, one must establish the manner in which the gridless shape functions vary due to the motion of the airfoil. As a first consideration, it is noted that the most influential effect on surface pressure distribution is due to change in angle of attack.
The effects of translational displacement are not as significant. Thus, in considering a perturbation boundary condition for small displacements, it can be assumed that the relative positions of the various nodes are essentially stationary, and the dominant factor in the perturbation is the change in relative angle between the various nodes. (22) where the residual at node j,
, is a discretized representation of the spatial derivative (e.g. right hand side of Equation (11)). Equation (22) can be solved in an iterative fashion by considering a steady-state Runge-Kutta time marching formulation in pseudotime, t * , using multi-grid acceleration and local time stepping 26 . Namely, one forms an unsteady contribution to the residual and rewrites (22) (25) where α k are the stage coefficients, and ∆t * is the local allowable pseudo-time step at node j. The time marching scheme represented by Equation (25) takes the solution from pseudo time level l to l+1, in which multi-grid and local time stepping (in pseudo-time) are used to accelerate the convergence of the solution. Iterations in pseudo-time are continued until the residual is sufficiently reduced such that values of the conserved variables at pseudo-time level l+1 approximate those at physical time level n+1. Using this approach, the physical time step can be chosen based on the physical time scales of the moving body, without restrictions typically associated with explicit time-marching methods (i.e. propagation of acoustic signals). A four stage scheme is considered here using coefficients recommended by Van Leer, et al. 27 , given as
Although the physical time step may be selected based on the time varying characteristics of the physical system, the time marching in pseudo-time is conducted in an explicit fashion and remains subject to constraints imposed by the CFL condition. For a constant grid spacing ∆x in both Cartesian coordinate directions, the CFL number, σ, is defined by
It is noted that in using the multi-stage scheme of Equation (25) in a dual time stepping approach, instabilities can occur if the physical time step, ∆t, is on the same order (or smaller) than the pseudo-time step, It is useful to decouple the system of equations so that the response of each mode to the aerodynamic loading can be investigated. However, due to the presence of the damping matrix C in the governing system (29) , decoupling of the system is not possible. However, following the work of Alonso and Jameson 23 , one can presume the existence of damping matrix that is diagonalizable using the matrix Φ formed by the right eigenvectors of ( )
such that one has for each of the two ith modes, one has ∆t * . 28 This fact imposes an additional constraint on the magnitude of the pseudo time step.
Fluid/Structure Dynamic Coupling
In order to consider aeroelastic phenomena, the two-degree of freedom wing model of Isogai 20 is considered. This model is represented in Figure 3 , in which an airfoil of chord length 2b is shown. The model consists of a damped spring mass system in which the pitching motion represents twisting of the wing, and the plunging motion represents bending of the wing along the span.
(31)
where the displacement vector is given by , the generalized aerodynamic force vector is given by
, the are the eignenvalues of
, and ζ represents a diagonal damping matrix. In order to incorporate Equation (31) into the fluid dynamic simulation, the second order equation for each mode is transformed into a first order system of two equations so that they can be incorporated into the framework of a Runge-Kutta time stepping scheme. For each mode, one can write (34) The above can be diagonalized using a matrix P i formed by the right eigenvectors of A i given by or compactly as
so that by defining where m is the mass per unit span, r α b is the radius of gyration, C h and C α are the damping coefficients, L is the sectional aerodynamic lift, M ea is the sectional moment about the elastic axis, ω h and ω a are the uncoupled natural frequencies of pitching and plunging motion, respectively, and q is the displacement vector given by 
where h is positive down, and α is positive nose up. In Equation (28) , the primes denote differentiation with respect to the structural time, τ, where τ=ω α t, where t is the physical time.
Equations (37) represent a system of two first order differential equations written for each of the two vibrational modes, i, coupled through the aerodynamic force vector Q. They can be incorporated into a Runge-Kutta time stepping scheme using a second order discretization similar to the flow field in Equation (22) . Namely, one can write where R indicates a residual implied by the right had side of Equation (37). The above can be reformulated into a pseudo-time formulation, similar two the flow field Equations (23) and (24) 
Equations (23), (24) , (39), and (40) enable the coupling of the flow field and mechanical response of the wing model by providing one single system of equations in pseudo time. Upon iterating to steady state in pseudo time, the system is fully time accurate at any given physical time without any lag between the fluid dynamic and structural dynamic equations. Moreover, since the equations governing the structural response converge much faster, it is more efficient to perform several iterations of the flow equations in pseudo-time (typically 5 or 10) per iteration of the equations governing the structural response.
Results and Discussion

Steady Flow Results
Before attempting time accurate simulations using the perturbation boundary condition, the effectiveness of the treatment for steady flow simulations is first investigated.
Namely, the effectiveness of the method in approximating angle of attack effects is established.
In this pursuit, comparisons are made for simulation of flow about the NACA 0012 airfoil at Mach 0.8 for angles of attack varying between ±6 degrees using the FLO52 code of Jameson. In these comparisons, FLO52 simulations are performed with the angle of attack prescribed as a far field boundary condition. In the Cartesian mesh simulations, the effects of angle of attack are completely imposed by the perturbation boundary condition.
In order to establish the differential term θ ∂ φ′ ∂ n in Equation (21), gridless shape functions are evaluated for the direction of the actual surface normal, as well as that of a positive 5 degree deflection, and forming the difference of the two values. It is noted that there are actually two approximations to the gridless boundary condition being assessed here. One is that the surface geometry can be represented by the pseudo-normal. The second is that the differential term is constant for the range of deflection angles considered (±6 degrees). Although one would expect lift and moment coefficients to be anti-symmetric with angle of attack, it is important to present results for both positive and negative angles attack cases to verify the assumption of linearity of the shape function variation with pitch angle. The computational mesh used for the steady flow Cartesian mesh simulation is presented in Figure 4 in which the finest resolution is 0.01 of the chord length and there are 10,418 total cells. Considering a free stream Mach number of 0.8, Figure 5 presents the predicted lift, drag, and moment coefficients as compared to the FLO52 simulations. As shown, good agreement with FLO52 is demonstrated for lift and drag coefficients, and the perturbation method retains symmetry between the positive and negative angle of attack positions. Reasonable, though not as accurate results are obtained for the moment coefficient. For all force coefficients, the discrepancy grows with simulated angle of attack as expected since the perturbation of the surface normal becomes more unrealistic.
The surface pressure coefficient distribution associated with these simulations is presented in Figure  6 . The predictions show excellent agreement with FLO52, particularly since all angle of attack effects on the Cartesian mesh simulation were generated using a pseudo surface normal and perturbed boundary condition.
Unsteady Flow Results
Next, the application of the boundary treatment to the prediction of unsteady flows is presented. Here a simulation using the perturbed gridless boundary condition is compared to the experimental results of Landon 22 . This simulation considers the prescribed oscillating motion of the NACA 0012 airfoil in which the instantaneous motion is given as a function of time by
where α m is the mean angle of attack, and α 0 is the magnitude of the pitching oscillation. For this analysis, the mean angle of attack, α m , is prescribed by the far field boundary condition, and perturbation of the surface normal will be used to account for the oscillating pitch of the airfoil. The particular experimental results being considered here is that of AGARD CT Case 5. In particular, the case considers the NACA 0012 airfoil with a free stream Mach number of 0.755, and a mean angle of attack of α m = 0.016 deg. The amplitude of the oscillation is given as α 0 = 2.51 degrees, and the reduced frequency is given as κ c = 0.0814 where
The computational mesh for this simulation is identical to that used for the steady state simulation as shown in Figure 4 . The unsteady simulation is initiated from a steady flow solution with the mean angle of attack prescribed as a far field condition. In performing the unsteady solution, one must give consideration to the size of the physical time step. In these results, sufficient temporal independence was achieved by dividing the period of the airfoil oscillation into 32 steps to establish the physical time step. Furthermore, 50 iterations (in pseudo-time) per physical time step were found to be sufficient for convergence in pseudotime. On a Pentium III 800 MHz, each of the pseudotime iterations required approximately 1.0 CPU seconds, so that one complete period of the airfoil was simulated in roughly 2.5 minutes.
The lift and moment coefficient of the oscillating airfoil versus structural time, τ, is presented in Figure 7 . As shown, the solution becomes periodic after roughly one oscillation. Upon attainment of periodic motion, the surface pressure coefficient is compared to experimental data for various phase angles of the oscillation in Figure 8 and Figure 9 . For phase angles from 0 to 180 degrees, shown in Figure 8 , the airfoil has a positive angle of attack. For phase angles between 180 and 350 degrees, shown in Figure 9 , the angle of attack is negative. As shown, the calculated pressure coefficients agree well with the experimental data.
A more succinct method of comparing the predictions with the experimental data is by means of the variation in lift and moment coefficient versus angle of attack. This comparison is presented in Figure 10 in which reasonable agreement is shown.
A final comparison with experimental data is made based on the Fourier decomposition of the time variation of surface pressure coefficient. A Fourier analysis of the pressure variation over the surface of the airfoil is important to gauge whether the method is capturing the correct phase lag of the shock with respect to the oscillation of the airfoil. The degree of phase lag plays a dominant role in the manifestation of flutter. The real and imaginary components of the first three Fourier modes are presented in Figure 11 . Comparison for the first mode, which is the dominating contribution, are in excellent agreement as shown for both the real and imaginary components, indicating that the phase lag is being properly calculated.
Lastly, visualization of the flow field is presented in Figure 12 , which provides the flow field Mach number contours for various angles of attack during the periodic motion, consistent with those presented in Figure 8 and Figure 9 . Oscillation of the shock position between the top and bottom of the airfoil is clearly visible.
Simulation of Transonic Flutter
The application of the method to the prediction of transonic flutter is now considered. In particular, the wing model of Isogai 20, 21 (Case A) as represented by Figure 3 is adressed. Here, the flutter boundary for a wing section incorporating the NACA 64A0010 airfoil is studied. The flutter boundary is established using an iterative process in which aeroelastic simulations are performed for a given Mach number and various values of the flutter speed index, V F , given by
where V is the free stream velocity, b is the half chord length, ω ∞ α is the uncoupled natural frequency of pitching motion, and µ is the mass ratio taken here to be 60. Starting from initial steady solution, the model is "kicked" with a small disturbance in pitching motion given as dτ/dα=0.01. If the resulting motion grows in an unbounded fashion with time, the system is considered unstable and prone to aeroelastic flutter. If the disturbances are damped with time, the system is stable, and flutter does not occur. If the system continues to oscillate without significant changes in magnitude, the system is neutrally stable and the flutter boundary is established.
The computational mesh for the aeroelastic simulation is presented in Figure 13 , which has 10,351 cells and a finest resolution of 0.01 chord lengths. In an effort to duplicate the results of Alonso and Jameson 23 and Liu et al. 6 , in which moving mesh simulations were considered, six different Mach numbers are simulated for evaluation of the flutter boundary. These are Mach 0.75, 0.8, 0.825, 0.85, 0.875, and 0.9. As an example of the iterative process, the behavior of the system with flutter speed index at Mach 0.85 is provided in Figure 14 . As shown, the method predicts a neutral point at a flutter speed index of 0.5. Furthermore, the system is shown to be unstable for larger values of V F , and stable for smaller values.
As discussed by Alonso and Jameson 23 , the system under consideration exhibits multiple flutter points in the vicinity of Mach 0.875 such that an inflection is present in the flutter boundary. Namely, once the lower stability point is crossed, the system may again become stable as the flutter speed index is increased. Establishment of the upper and lower flutter boundary points at Mach 0.875 is presented in Figure  15 and Figure 16 , respectively. As shown, the system increases in stability as the flutter speed index is increased beyond the upper boundary.
In performing aeroelastic simulations for all of the Mach numbers under consideration, a plot of the flutter boundary is established and presented in Figure  17 , as compared to the moving mesh simulation of Alonso and Jameson 23 and Liu et al. 6 As shown, results are in excellent agreement, especially at the lower Mach numbers. Also shown in Figure 17 is a best estimate approximation of the flutter boundary in which the presence of an inflection point between Mach 0.85 and Mach 0.9 is depicted. It is mentioned that the time step associated with these calculation was based on 1/32 of the natural period of the airfoil structural system. For the case at Mach 0.9,the time step was reduced by a factor of three due to the higher frequency of the oscillation.
Lastly, a prediction is made for the existence of limit cycle oscillation (LCO) at Mach 0.75 and a flutter speed index of 1.33, as originally reported by Kousen and Bendiksen 29 , and verified by Alonso and Jameson 23 . Using the present approach, the predicted occurrence of LCO is presented in Figure 18 . As shown, LCO is exhibited after many oscillations of the system, as is defined by an initial divergence followed by a limiting of the amplitude at large structural time, τ. As a result, it is shown that LCO is computationally expensive to predict due to the large number of time steps that must be simulated. Here, LCO is exhibited at a structural time of roughly 220.
Conclusions
In this work, a method for computing timeaccurate Euler solutions of an oscillating airfoil was presented. Of particular interest is the ability of the method to accurately perform aeroelastic simulations without the need for a deforming mesh. Furthermore, the use of a patched embedded Cartesian mesh and a gridless boundary condition allows for efficient setup and execution of simulations.
The method exhibits excellent agreement with experimental data for the prescribed motion of an oscillating airfoil. Furthermore, comparisons with moving mesh simulations indicate that the method provides for comparable accuracy of aeroelastic applications using a fixed mesh, greatly reducing computational requirements for such simulations. 
