Introduction
Research on the Microstructure of Foreign Exchange Markets examines the behavior of foreign exchange (FX) instruments (such as spot and forward) in an environment that replicates the key features of trading in the actual market. Traditional macro exchange-rate models pay little attention to how trading in the FX market takes place. The implicit assumption in these models is that the details of trading (i.e., who quotes prices and how trade takes place) are unimportant for the behavior of FX prices over months, quarters or longer. Microstructure models, by contrast, examine how information relevant to the trading decisions of market participants becomes embedded in the prices of FX instruments via the trading process. According to this perspective, trading is not an ancillary market activity that can be ignored when considering how the prices of FX instruments behave. Rather, trading is an integral part of the process through which the prices of FX instruments are determined and evolve through time.
The past two decades have witnessed rapid growth in the volume of FX microstructure research.
Early papers in the literature focused on partial equilibrium models that captured the key features of FX spot trading. These models provided a new and rich array of empirical predictions that were confirmed in subsequent empirical research. This research provided a new perspective on the proximate drivers of exchange rates over short horizons, ranging from a few minutes to a few weeks. More recent research has moved away from the traditional partial equilibrium domain of microstructure models to focus on the links between FX trading and macroeconomic conditions. The goal of this research is to provide a set of micro-foundations for the exchange-rate dynamics that respect the institutional setting of the market which have been missing from general equilibrium macro models.
In this article we first provide a broad overview of the FX market, noting key features that are incorporated into microstructure models. This discussion updates earlier reviews in Osler (2009) , Evans (2011) and Evans and Rime (2012) . Next, we consider the links between microstructure and macro exchange-rate models. Here we examine how research in FX microstructure complements rather than competes with research based on traditional models. Finally, we provide a microstructure perspective on two recent areas of interest: (i) returns on currency portfolios, and (ii) FX trading, competition and regulation.
Microstructure Models and Market Structure
Microstructure models of the foreign exchange market attempt to incorporate the features of trading that are essential to understanding the economic processes generating movements in FX prices and trading patterns. In particular, the models allow us to examine how information is transmitted from one participant to another as trading takes place, and to study how this information transmission process ultimately leads to the determination of spot exchange rates. The fact that the models describe, in detail, how trading takes place between participants does not mean that the researchers using these models are only interested in trading. Their focus remains on understanding exchangerate dynamics, but they are using models that make detailed predictions about trading activity as well.
Market Structure
No model can incorporate all the institutional features of trading in the FX market -it is far too complex. Furthermore, over time there have been considerable changes in the ways that trading takes place, both in terms of market participants and the venues in which they trade. The key and ongoing challenge facing microstructure researchers is to "see through" these institutional changes so as to focus on a small number of features that are essential for understanding the main economic mechanisms at work. Here we provide a broad overview of trading in the market and describe how key aspects of trading have changed.
Over time trading in the FX market has involved several different types of participants. The FX dealers working at major banks have always been the central intermediaries. More specifically, they play the role of liquidity suppliers who are willing to be the counter-parties to trades initiated by others. End-users comprise the other principal type of participant. This group comprises the financial and non-financial customers of dealer-banks, as well as other (non-dealer) entities that trade on electronic systems. Trading by financial end-users is generated by allocative, speculative and risk management motives. Trading by non-financial end-users is generated by goods trade, cross-border investment and risk management.
Changes in the composition of trading by market participants are shown in Figure 1 . Here we plot total spot trading volume and the volume shares for different groups of participants reported in the Triennial Survey of Global FX Markets coordinated by the Bank for International Settlements (BIS). The figure shows that global volume has grown from USD 430 bn in 1992, to a peak of USD 2000 bn in 2013. The share involving non-financial end-users was relatively stable at around 15 percent, before falling to around eight percent in the last few years. Dealer-banks participated in 70 percent of all volume in 1992, but their share has been steadily trending downward until recently, leveling off at around 35 percent. The decline of dealer-banks' participation has been accompanied by an increase in the share of trading by financial end-users; which has risen from 12 percent in 1992 to 56 percent in 2016. This shift in the trading shares of dealer-banks and financial end-users reflects the increasing importance of FX as a separate asset class and the growth in electronic trading.
Figure 2 provides an overview of how the institutional structure of FX trading has changed between the 1980s and the present day. Until the 1980s FX trading took place in a two-tier market comprising the interbank and retail tiers: Within the interbank tier, trades took place directly between the dealers working at the trading desks of major banks (shown by link 1), and indirectly via voice brokers that matched dealer counterparties (shown by link 2). 1 Trades between dealers and their customers took place in the retail tier of the market (3). Trades in both tiers were either conducted by phone calls or electronically (via a form of email) between counterparties located all around the world (i.e., (5)), but most trading in the interbank tier took place between dealers located in a few financial centers: Tokyo, Singapore, Frankfurt, New York, and particularly London.
Trading took place 24 hours a day, but activity was heavily concentrated during the daytime hours 1 Hereafter, we simply refer to link x in Figure 2 by (x).
of the main financial centers.
Since the mid-1990s most interbank trade has taken the indirect form in which dealers submit market and limit orders to buy and sell currencies to electronic brokerages (4). The main brokerages, run by EBS and Reuters, were introduced in 1992. These systems prioritize limit orders so that those with the best prices are matched first with incoming market orders. Electronic brokers made inter-dealer risk sharing more efficient, requiring fewer trades to efficiently allocate a given volume.
They also allowed dealers to more easily manage the risks associated with filling large customer orders within the constraints they face on both the duration and size of their FX positions. 2 Panel (c) in Figure 2 shows how the market structure became more complex in the last decade.
The trading structure has become more fragmented as in other financial markets (e.g. equities).
End-users can now trade on Multi-bank platforms (6), through Prime Brokerage accounts on the EBS and Reuters electronic limit order books (7, 8) , and on platforms that stream/aggregate prices from other platforms, so-called Retail Aggregators (10) . The major banks have responded to these developments by developing their own electronic platforms (i.e., Single-bank platforms (9)) in order to capture end-users' business, and by providing liquidity to other venues, like the Multi-bank platforms. Reuters have lost market share. These developments have reduced trading transparency because far less information is available across the market in real time from Single-bank platforms than can be obtained from the EBS and Reuters systems. These changes have also had an impact on market liquidity, as we discuss below.
Despite the introduction of new trading venues that are accessible to end-users, dealer-banks remain the key liquidity providers in FX trading. Table 1 shows the distribution of spot trading for a major bank in 2012. The rightmost column shows that trading on Single-bank and Multi-bank platforms together make up more than 50 percent of this bank's trading. The two left columns, covering Major and Medium-sized banks, shows that other banks are active both at Single-bank platforms, Multi-bank platforms, in addition to traditional interbank trading.
The continued importance of dealer-banks as liquidity suppliers reflects several factors. Although end-users now have access to many electronic trading platforms that in principle allow them to by-pass dealer-banks and trade end-user to end-user, the liquidity available on these plat- forms is limited. This can be seen in Figure 4 . Here we plot the size distribution for voice and electronic trades in 2013 across major banks. The figure shows that almost 40 percent of the electronic trades are at the USD 5 million limit imposed by the platforms. Trades above USD 5 million are executed by voice between end-users and dealer-banks. Notice, also, that roughly 30 percent of voice trades are for sizes of at least USD 50 million. These data emphasize the fact that dealerbanks are still the dominant providers of liquidity to end-users who want to purchases or sell large volumes of foreign currencies. They only face competition in liquidity provision from Multi-bank platforms and Retail Aggregators for small trades. Thus, an end-user wanting to purchase or sell large amounts of FX must still trade with a dealer-bank in much the same way as they did in the 1980s. Dealer-banks are only willing to act as liquidity suppliers to end-users wishing to execute large trades if they can profitably manage the associated risks. Historically, these risks were managed by combining the information in the bank's customer order flow (i.e., the flow of orders to buy and sell FX from the banks' customers) with information on prices and trades from the interbank tier of the market. This information processing problem became more challenging as end-users gained access to Multi-bank platforms and Retail Aggregators, because these platforms diverted customer flows from dealer-banks. The introduction of Single-bank platforms allowed individual banks to counter this trend, but in so doing they also introduced competitors to the EBS and Reuters platforms.
As we noted above, the net result of these competitive pressures has been a reduction in marketwide transparency. Dealer-banks with successful Single-bank platforms have managed to retain customer order flows that provide them with the necessary information to manage risk effectively, but their actions have reduced how representative EBS and Reuters are for market-wide trading conditions. With larger volumes netted internally within the major banks, it has become harder for dealer-banks without successful Single-bank platforms to profitably manage the risks of supplying liquidity across the market.
Microstructure Models
The first models of FX trading considered the situation facing a single dealer in a partial equilibrium setting (see, e.g., Lyons, 1995) . Subsequent models examine the trading decisions of a large number of dealers in a competitive market setting. These models incorporate the institutional features of the trading in the 1980s: they distinguish between trades between dealers in the interbank tier, and trades between dealers and end-users in the retail tier (see, e.g., Evans and Lyons 2002) . Even in this comparatively simple setting, it is not straightforward to characterize the optimal trading strategies of individual dealers and end-users in the equilibrium of the model. This technical challenge has hampered the development of trading models that incorporate the richer institutional details of the modern FX market. For example, there are no models that have dealers competing with electronic platforms for end-users' order flows, nor are there models that allow dealers to manage risk through the use of both market and limit orders. In short, there appears to be something of a disconnect between the complex institutional structure of modern FX trading, and the highly simplified environment found in even the newest microstructure trading models.
This disconnect is less important when we consider the economic mechanisms at work in the market. Despite their institutional simplicity, existing microstructure models describe a complex process through which information is first conveyed to dealers by end-user order flows, and then used by dealers in their trades to manage risk. This process aggregates the information in end-user flows across the market into a form that dealers find relevant in the determination of the prices they quote for further trades. In short, the models describe the process by which the optimal trading decisions of end-users and dealers lead to the incorporation of price-relevant information into exchange rates.
The institutional developments described above have changed the details of this process but not its essential characteristics. End-user flows still convey information to dealers which they use to manage the risks of supplying liquidity. The main difference is that end-user flows now arrive at banks electronically via multiple platforms as well as by the traditional voice channel. In addition, dealer-banks now have many more venues and ways in which to execute their risk-management trades. Nevertheless, as before, in aggregate these dealer trades convey information across the market which is eventually incorporated into exchange rates. Undoubtedly, the fragmentation of trading in the modern FX market makes this aggregation process more complex. However, recent evidence in Evans (2018), covering the EBS platform until 2015, confirms that order flow continues to account for a very high share, more than 90 percent, of FX price variation. Furthermore, by the end of daily trading, FX prices must still induce end-users to absorb dealer-banks' net intraday positions, just as in the 1980s.
3 Linking microstructure and macro exchange-rate models Models of FX microstructure focus on how the information driving the decisions of market participants becomes embedded in exchange rates via the trading process. In contrast, macro models link exchange-rate dynamics to changing expectations concerning the future paths of interest rates and other variables, collectively referred to as "exchange-rate fundamentals". Here we show how the information driving the trading decisions in microstructure models is linked to the changing expectations about fundamentals. This discussion makes use of the framework found in Evans and Rime (2016) .
We start with the definition of the expected log excess return on holding FX between the periods t and t + 1:
where s t is the log exchange rate, measured as the dollar price of FX. We refer to δ t as the foreign exchange risk premium. 3 Here r t andr t are the logs of the U.S. and foreign one-period nominal interest rates and E m t denotes expectations conditioned on common information known to market participants at the start of period t, Ω m t . These participants comprise dealer-banks and the endusers that supply liquidity via limit orders on electronic trading platforms. Their expectations are important because the quoting of prices by dealer-banks and the submission of limit orders literally establish the prices at which FX transactions take place, which in turn determines the spot exchange rate. 4
Next, we rewrite (1) as a difference equation in s t and solve forward H periods. Applying the Law of Iterated Expectations to the resulting expression produces
wheres t ≡ E m t s t+H is the expected long-run exchange rate. We consider the implications of (2) for the h-period depreciation rate, ∆ h s t+h = s t+h − s t , where h < H. By definition, this rate equals the sum of expected depreciation rate, E m t ∆ h s t+h , and the h−period-ahead forecast error s t+h −E m t s t+h ; components that can be directly computed from (2) as
Substituting these expressions into the identity
Equation (4) identifies all the proximate factors that can drive the h-period depreciation rate.
Importantly, this expression follows simply from the Law of Iterated Expectations and the definition of the risk premium in (1). It contains no assumptions about FX trading, the behavior of interest rates or the expected long-run exchange rate. Notice, also, that the equation holds equally for time periods of any duration (i.e., from seconds to quarters). Consequently, (4) provides a general framework to explore the links between microstructure and macro models of exchange-rate behavior across all frequencies.
Equation (4) shows that the depreciation rate can be decomposed into two sets of components.
The first set comprises market participants' current period−t expectations concerning the immediate path of interest rates and the risk premium. The second set comprises the revision in market participants' expectations, between periods t and t + h, concerning the path for interest rates and the risk premium further into the future, and the long-horizon level of the exchange rate. Importantly, a variable can only drive the depreciation rate if they contribute to participants' period−t expectations, or to the revision in their expectations between t and t + h.
It is well-established that interest differentials and other macro variables have very little forecasting power for short-and medium-term depreciation rates. Microstructure models provide a perspective on this lack of forecastability by focusing on the first two terms on the right-hand side
Since both terms involve the expectations of market participants, a macro variable can only have forecasting power insofar as is affects these expectations. This rules out variables that are not contemporaneously known. For example, since there are reporting lags for many macroeconomic variables, such as GDP, there is no way for the information contained in these variables to be directly and contemporaneously incorporated into market participants' expectations. In contrast, variables that are contemporaneously known to market participants, like order flows, are candidate forecasting variables.
Two strands of empirical research explore this implication. The first considers the forecast- (2013), Evans and Rime (2016) and others all show that the flow of FX orders received by dealer-banks from end-users have significant forecasting power over horizons of days and weeks.
Equation (4) tells us that this forecasting power must reflect a correlation between these flows and expectations concerning the future path of interest rates and the risk premia. This implication is confirmed by the second strand of the recent literature. For example, Evans and Lyons (2013) find that order flows have forecasting power for future inflation, GDP and monetary growth in the U.S.
and Germany. These variables should be correlated with the path of interest rates that are relevant determinants of the EURUSD depreciation rate. In contrast, Evans and Rime (2016) show that the flows in the EURNOK market are correlated primarily with expectations concerning the risk premia.
Empirically, most of the variation in depreciation rates appear unforecastable. According to equation (4), these variations originate from revisions in participants' expectations concerning future interest rates, risk premia, and the long-run exchange rate. In principle, these revisions can be induced by public news or by the flow of new information reaching participants as they trade.
Macro data release are one source of such news. Many papers have shown that exchange rates react to the data releases in the direction predicted by standard models. However, the movements in exchange rates immediately following releases account for a very small fraction of the variance in (daily) depreciation rates. Microstructure models provide a richer perspective on the exchangerate effects of data releases. They show that releases can have indirect effects because it takes time for market participants to reach a consensus about the implications of the release. This consensus-building process takes place via trading between participants following the release and can be identified from the order flows. Evans and Lyons (2008) estimate that more than one-third of the total variance in daily spot-rate changes can be related to the direct and indirect effects of macro data releases and other news sources, with indirect effects contributing roughly 60 percent more than the direct effects. These estimates, and similar results in Love and Payne (2008) , clearly indicate that the indirect effects of news operating via order flow are an important component of exchange-rate dynamics.
The flow of orders received by dealer-banks from end-users, flows that are unrelated to the data releases, also appear to be an important source of information to market participants. Models developed in Evans (2010) and Evans and Lyons (2013) show how non-public information about the current (unreported) state of the economy is carried in dispersed form by the end-user flows reaching individual dealer-banks, and is then aggregated via inter-dealer trading into a form that drives market-wide expectations. 5 In support of this idea, these papers show that end-user flows carry incremental (non-public) information about current and future macro variables. In a similar vein, Rime et al. (2010) show that order flows have short-term forecasting power for specific macro data releases, while Evans and Rime (2016) find that end-user flows in the EURNOK market produce revisions in expectations about future risk premia and the long-horizon exchange rate. Together, these findings provide a structural interpretation of the strong contemporaneous correlation between deprecation rates and order flows reported by Evans and Lyons (2002) and many others.
In macro models, the risk premium embedded in the exchange rate is determined by the covariance between currency returns and the stochastic discount factor (pricing kernel) that determines the prices of all financial assets. Microstructure models have a different perspective on the determinants of the risk premium. In the equilibrium of a trading model (see, e.g., Evans and Lyons 2002) , dealers quote FX prices to ensure that risks are shared efficiently. This means that the price quoted at the end of daily trading must embed a risk premium that provides end-users with the incentive to absorb any net imbalance in dealer positions. Intraday FX prices embed risk premia that are similarly determined by risk-sharing. One implication of this microstructure perspective is that order flows should be correlated with risk premia. This idea has been explored empirically in a recent paper by Breedon et al. (2016) .
Recent Research
Research in FX microstructure brings added perspective to two recent areas of interest in exchangerate economics. The first area focuses on the behavior of returns on portfolios of foreign currencies.
The second considers questions of competition and regulation of FX trading.
Portfolio Returns and Liquidity
Interest in the behavior of returns on currency portfolios largely originates from work by Lustig and Verdelhan (2007) . Historically, research on exchange-rate behavior had focused on the behavior of individual foreign currency returns. Drawing on the larger finance literature, Lustig and Verdelhan (2007) argued that it would be easier to identify the systematic factors driving currency returns by examining the behavior of portfolio returns than the returns on individual currencies. This idea has proved appealing to numerous researchers, and has resulted in a growing number of papers; As a purely statistically matter, the rationale for studying returns on currency portfolios rather than individual currency returns is straightforward. By combining individual currency returns into portfolios we effectively apply a statistical filter that reduces the importance of so-called idiosyncratic factors affecting individual currency returns. That said, the economic rationale for the focus on portfolios is more complex. Indeed, perspectives from FX microstructure can provide guidance to avoid potential pitfalls.
The problem concerns the economic relevance of the computed returns. Available data makes it possible to construct returns on portfolios with many different currencies going back several decades. However, it is unclear whether these returns on many of the individual currencies are representative of the returns an international investor would have received in real time based on actual trades. Although the spot FX market is often cited as the world's largest financial market, one characterized by huge trading volumes and very high liquidity, this characterization overlooks the substantial differences in trading volume and liquidity across different currency pairs. Investors wanting to exchange some currency pairs face significant trading costs, particularly for large trades.
Drawing reliable inferences from the behavior of individual returns computed without regard to these costs is difficult, and is even a greater challenge when they contribute to portfolio returns.
To gain some appreciation of the scale of the problem, we begin by comparing the size of the bid-ask spreads for spot trades across a large number of currency pairs at a point in time. In reality, the spread between the bid and ask prices at which an investor can trade vary according to the trading venue, the size of the trade, and (in some cases) the identity of the investor. For the moment, we ignore these complications. Instead, we focus on the spreads between the best bid and ask limit prices on the EBS and Reuters platforms across 61 currency pairs. 6 These data represent the smallest spreads available to typical sophisticated investors who trade small amounts via Prime Brokerage accounts. Figure 5 plots the median spreads (measured in basis points) from April 2013.
The spreads range from as little as one quarter of a basis point for pegged currency pairs like the USDHKD, to as much as sixteen basis points in the case of the USDHUF. Clearly, these are substantial differences. Moreover, small differences in spreads can be economically important to an investor. For instance, a 1 basis point increase in bid-ask spread reduces the monthly return by 0.12 percent measured at an annual rate ((1 + 0.01/100) 12 − 1).
The differences in spreads depicted in Figure 5 also shows up in trading volumes. Table 2 shows the share of spot trading volume for the top 29 currency pairs in April 2013 together with the median spreads on the EBS and Reuters platforms. The share data come from the BIS 2013 Triennial Survey. As the table shows, spot trading is heavily concentrated in a few currencies. This is a persistent pattern in the data. All the earlier BIS surveys showed that trades between a few major currency pairs accounted for the lion's share of spot trading volume. Table 2 also shows that there is no simple monotonic relationship between the share of trading volume and the median spreads. Spreads generally tend to be higher for currency pairs with smaller shares, but some pairs with similar shares have very different spreads on these platforms (see, e.g., USDTRY and USDSEK). Notes: The table reports the percentage share of trading volume for each currency pair reported in the BIS 2013 survey, and the median spread in basis points between the best limit bid and offer prices on the EBS/Reuters platforms during April 2013. Figure 5 and Table 2 provide information on the degree of cross-currency heterogeneity in spreads and trading volumes at a particular point in time. This is only part of the picture. Figure   6 shows that there is also a significant degree of time series variation in bid-ask spreads. This figure plots spreads from three different sources for six representative currency pairs. The WM Company and Reuters have been a primary source for the exchange rate data found in the databases used by many researchers. The bid and ask prices they report come from trades in a one-minute window around 4:00 pm London (local) time, that are used to compute benchmark exchange rates, known as the WMR Fix. The second source is FXall, a Multi-bank platform that is accessible to financial and non-financial corporations as well as individuals. The third source is the Reuters D2000-2 platform. Access to this system was restricted to dealer-banks until the introduction of Prime Brokerage accounts in 2004. Reuters D2000-2 WM/Reuters FXall
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The plots in Figure 6 display two noteworthy features. First, there is considerable time-series volatility in the spreads from each individual source. This is particularly noticeable in the case of the FXall spreads, but it is also substantial in the other spreads for several currency pairs.
Second, spreads can differ significantly from each other depending on their source. This is also clear from Table 3 which reports statistics for spreads sourced from the Fix and the Reuters D2000-2 platform. In particular, the volatility of spreads on Reuters D2000-2 are significantly larger than those from WMR. These differences are not surprising. Microstructure models emphasize the fact that spreads reflect the trading conditions in different venues. However, the existence of these differences complicates the task of accurately accounting for trading costs when computing returns.
While Lyons (2001) pointed out that WMR bid-ask spreads were generally larger than those in the interbank market, they are smaller than the spreads faced by end-users with typically-sized trades. Lustig et al. (2011) show that the return on a carry trade investment strategy with a high monthly turnover is reduced by half when applying WMR bid-ask spreads. For typical trade sizes, the effect would be even larger. Of course, for trading strategies with low turnover, the problem is smaller.
At the very least, it is unclear whether spreads sourced from WM/Reuters, which are often used to indicate the size of transaction costs, adequately represent the costs investors face. Notes: Average ask and bid limit prices in basis points (relative to mid-point between the best bid and ask prices) against the average volume of limit orders, in millions of USD for EURUSD (solid) and USDJPY (dashed).
Spreads computed from the best bid and ask prices on the EBS and Reuters platforms provide a limited picture of the true trading costs investors face because they give no indication of the size of a trade that can be executed at those prices. Information on how trading costs vary according to the size of a trade can be found from the structure of limit orders on the EBS platform. Figure 7 plots the average ask and bid limit orders against the average cumulative volume for the orders in April 2007 for the EURUSD and USDJPY. 7 The limit prices are plotted in basis points relative to the mid-point between the best bid and ask prices, and volumes are in millions of USD. The plots
show that spreads between the best bid and ask prices (sometimes referred to as the inside spread) only represent the trading costs for trades of less than 20 million in the case of the EURUSD, and 10 million in the case of USDJPY. Larger trades would incur disproportionately higher costs because they would have to be matched, in part, by limit orders with prices that are further from the mid-point. For example, most of a market order to purchase EUR worth USD 200 million would be matched against limit orders with prices ranging up to five basis points above the mid-point.
Thus the slopes of the limit order plots provide a visual guide to how transaction costs rise with the size of trades. In addition, the width of the plots indicates the maximum size of trades that could be executed.
The plots in Figure 7 clearly illustrate the limitations of the inside spread as a measure of trading costs. In particular, the figure shows that while the inside spreads are quite similar for the two currency pairs, the actual costs of trading large amounts would be very different. For example, the spreads in EURUSD and USDJPY markets at USD 100 million are approximately 5 and 15 basis points, respectively. Furthermore, the depth of limit orders in the USDJPY market is much less than in the EURUSD. The lower plots show that the bid limit orders can only absorb JPY sales worth USD 120 million, whereas the limits can absorb EUR sales worth up to USD 230 million. In sum, Figure 7 shows how small differences in the inside spread between currency pairs can mask significant differences in the costs of executing large trades.
In several respects, the plots in Figure 7 understate the degree to which costs increase with the trade size across most currency pairs and during most time periods. First, the EURUSD and USDJPY are by far the most heavily traded currency pairs (see, e.g., Table 5 ) and their limit prices have tighter spreads and greater depth on the EBS platform than on other trading venues. Second, not only are the inside spreads on other currency pairs larger than those plotted here, but the slopes of the limit order books are higher and their depth is smaller. Thus the plots in Figure 7 understate the degree to which costs rise with trade size for most currency pairs. Third, the EBS and Reuters platforms were still the single most important trading venues in 2007, accounting for approximately 30 percent of spot trading volume. Since then, their share of volume has declined to approximately 10 percent by 2015 while the share of trading on Single-and Multi-bank platforms has risen to almost 50 percent (see Figure 3 ).
This shift in the relative importance of different trading venues has been accompanied by a change in trading costs. For example, Figure 8 plots limit prices for the EURUSD and USDJPY on the EBS platform in April of 2015. These plots show that by 2015 the slopes of the limit order books had increased for both currency pairs, so trading costs increased more with the size of the trade. 8 The plots also show that there was a marked reduction in the depth of the limit order book for both currency pairs. It is important to note that other trading venues, such as Single-bank platforms, do not provide investors with alternative sources of liquidity that offset the reduction in liquidity on the EBS and Reuters systems. Because the same dealer-banks are major liquidity suppliers across multiple platforms, when demand for liquidity is unusually high in one venue, they reduce their supply of liquidity to other venues. Such behavior creates a so-called liquidity mirage. Notes: Average ask and bid limit prices in basis points (relative to mid-point between the best bid and ask prices) against the average volume of limit orders, in millions of USD for EURUSD (solid) and USDJPY (dashed).
We can gain further insight into the size of trading costs implied by the structure of limit orders depicted in Figure 8 by computing the actual costs of trading against the EURUSD and USDJPY limit orders that existed on the EBS platform during April 2015. For this purpose, we computed the Value Weighted Average Price (VWAP) of market orders to purchase and sell FX valued between 10 and 100 million USD using the set of limit orders that were present on EBS at the start of every minute between 7:00 am and 5:00 pm London time for each trading day in April 2015. In these calculations, we prioritized the matching of the market order with the best limit orders in the same way as EBS, and then compare the VWAP for the market order against the mid-point between the best bid and ask limit prices. Summary statistics from this calculations are reported in Table 4 . Notes: The table reports the execution percentage for market purchase and market sales orders with sizes ranging from 10 to USD 100 million based on existing limit orders on EBS during April 2013. The table also shows the 10th, 50th and 90th percentiles of the VWAP distribution for executed orders, where the VWAP is measured in basis points relative to the mid-point of the best limit bid and ask prices.
The table reports percentiles of the VWAP distribution for trades of different sizes, together with the probability that there was sufficient depth in the limit orders to allow the trade to fully execute.
Two aspects of the statistics stand out. First, there is considerable variation in the VWAPs, particularly for larger-sized trades. Execution costs for the same trade size vary considerably with changes in market conditions. Second, the execution probabilities fall with trade size. There is sufficient depth in limit orders to allow market orders worth USD 40 million or less to almost always execute. However, as trade size increases beyond USD 40-50 million, the probability of execution falls off sharply. Figure 4 showed that trades in major currency pairs worth more than USD 50 million are not uncommon, so this drop in execution probability is economically significant.
The VWAP statistics understate the true costs of trading large amounts when the execution probabilities are low. Trades too big to execute against existing limit orders must be split. This is likely to increase the cost of trading because splitting a large order into a sequence of smaller market orders can produce an adverse shift in limit orders before all the market orders are executed. For example, a sequence of market purchases can induce an upward shift in ask limit orders as liquidity suppliers react to the arrival of the first market orders in the sequence. As a consequence, the cost of executing a USD 100 million purchase will be greater than 10 times the cost of a USD 10 million purchase.
Several points emerge from this discussion of trading costs that are relevant to the interpretation of research studying the behavior of portfolio returns. First, the costs of executing significantly sized spot trades are vastly different across currencies and through time. Second, inside spreads provide a very incomplete picture of the true costs of trading meaningful amounts. Changes in the slope and depth of limit orders can substantially change the actual costs of trading without there being a sizable change in the inside spreads. Third, information on inside spreads that is available from commonly used databases is not representative of the spreads quoted to market participants in different trading venues. In particular, spreads computed from the 4:00 pm Fix window are poor approximations to the spreads applicable for the overwhelming majority of spot trades. Finally, there is no clear evidence that trading costs have decreased over time. Indeed, as the EBS and
Reuters platforms have lost their dominance as trading venues, it appears that the costs associated with trading major currencies in large volumes have actually increased in recent years.
Taken together, these observations pose a challenge for interpreting the behavior of portfolio returns. It would be convenient if we could interpret their behavior as coming from a world in which trading costs were negligible because the returns we measure would correspond to the returns facing investors. Unfortunately, the available evidence suggests that this is a poor approximation.
In reality, there is a wedge between the returns we measure and those that are available to investors who want to commit large sums to a multi-currency strategy. One of the major challenges facing researchers in FX microstructure is to characterize these wedges in a way that allows us to draw more accurate inferences from the behavior of measured portfolio returns.
Competition and Regulation
Until recently, researchers in FX Microstructure paid little attention to issues related to competition and regulation. Since FX trading is geographically dispersed around the world, it has not been subject to the same degree of regulatory oversight by national regulators as trading in other markets;
particularly those that developed on exchanges, such as the equity and commodity markets. Despite this lack of regulatory oversight, the implicit assumption of most researchers was that FX trading took place in a highly competitive environment. Indeed, the workhorse microstructure models of FX trading assume that dealer-banks act competitively.
However, in recent years, government regulators and enforcement authorities have conducted investigations into whether many of the world's largest dealer-banks had been acting anti-competitively.
These investigations have taken place across the globe -including in the United States, United
Kingdom, European Union, Switzerland, Germany, Hong Kong, Singapore, Australia, and New
Zealand. In addition, multiple law-suites have been brought before the courts in the United States and Canada alleging that dealer-banks engaged in anti-competitive behavior that harmed investors.
By the end of 2018, these investigations and law-suites produced fines and settlements totaling over $11 billion. These developments provide a new impetus for FX microstructure researchers to consider competition and regulation issues.
Since trading in the FX market is dispersed across many trading platforms and involves many different types of participants, there is no simple way to measure the degree to which trading across the market is competitive. However, some information is available from the surveys conducted by Euromoney Magazine on the importance of the large dealer-banks. We present this information in Figure 9 . In particular, the figure plots the Herfindal index (a standard measure of market concentration) for overall FX trading by top-30 dealer-banks, and for the trades of specific endusers: levered investors, real money, non-financial and non-dealer banks. We also plot the index for trading on Single-bank platforms, a trading venue that has emerged as the single largest venue for FX spot trades in recent years. There are several noteworthy features of the plots. First, overall FX trading became a good deal more concentrated among the largest dealer-banks between 2000 and the 2008 financial crisis;
but since the crisis, the concentration of overall trading has fallen. Second, this rise and then fall in the concentration of overall market trading is also reflecting in the trading of the leveredinvestors and non-dealer banks. These changing concentration patterns have yet to be investigated by researchers. The third noteworthy feature concerns the large changes in the market concentration of trading on Single-bank platforms. The plots indicate that trading was heavily concentrated on a few platforms before and during the 2008 financial crisis, but since then market concentration has fallen sharply. Trades on Single-bank platforms are less transparent to all but the dealerbanks running the platform than are the trades on the EBS and Reuters platforms, so it unclear whether the liquidity supplied by the dealer-banks operating these venues can be considered highly competitive during the years when trading on the platforms was heavily concentrated. Again, the implications of these changing concentration patterns on Single-bank platforms have yet to be be examined by researchers.
The investigations conducted by government regulators and enforcement authorities provide more concrete evidence against the view that trading in FX is always highly competitive. Initially, these investigations focused on the behavior of dealer-banks around the determination of FX Sherman Act have produced settlements in excess of $2.3 billion.
Overall, these developments represent a direct challenge to the assumption, found in all microstructure models of FX trading, that dealer-banks always act unilaterally when making their trading decisions. 11 But, at the same time, they open up several new avenues of FX microstructure research. One avenue concerns detection. Can researchers devise statistical tests to detect anti-competitive behavior? What data is necessary to conduct such tests? A second avenue concerns the promotion of competition. End-users now have access to many different trading venues.
How should they assess the relative benefits of using one venue rather than another in a way that supports a competitive trading environment across the entire market? The third avenue concerns regulation. National regulators do have authority over the actions of dealer-banks operating within their jurisdictions, so there is scope for multilateral regulation of the FX trading activity. Researchers in FX microstructure have unique expertise that should inform whether and how such multilateral regulation of the FX market evolves. The recent work on the reformed WMR Fix by Evans et al. (2018) represents a contribution in this direction, but in our view, there is much more that can be done.
Conclusion
In this article, we have presented a brief overview of research on the Microstructure of Foreign Exchange Markets. We described the many institutional changes in FX trading that have occurred since the 1980s but argued that the key economic features of trading have remained relatively unchanged and are still well represented by microstructure models in the literature. We have also argued that microstructure and macro exchange-rate models are complementary research tools and showed how these modeling approaches are linked. Finally, we provided a microstructure perspective on two recent areas of interest in exchange-rate economics: the behavior of returns on currency portfolios, and questions of competition and regulation.
