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ABSTRACT
Stepped spillways are commonly used to control overflows from reservoirs, as
they dissipate significantly more energy than smooth spillways. At high discharges,
skimming flow occurs over stepped spillways, in which significant air entrainment
occurs. Numerical modelling has the potential to provide a useful tool to predict
the important features of skimming flows over stepped spillways. However, nu-
merical models must be validated against physical data sets, in order to determine
whether they are able to accurately predict the required flow characteristics.
This project investigates the ability of the Volume of Fluid (VOF), mixture and
Eulerian multiphase models, in combination with a range of turbulence models, to
predict a range of variables in skimming flows over stepped spillways, with particu-
lar focus on the ability of the models to predict air entrainment. A complex pattern
of 3D vortices which occur in the step cavities is also investigated, both exper-
imentally and numerically. The pressures acting on the step faces and spillway
side walls are also studied.
A narrow experimental stepped spillway was studied and pressures, flow depths
and the locations of the inception point of air entrainment were measured. The
spillway was numerically modelled in 3D, using a range of multiphase and turbu-
lence models, and the results were compared to the experimental data. Exper-
imental data from a second, significantly wider, stepped spillway was provided
for this project. This spillway was numerically modelled in 2D and the numerical
results were compared to the experimental data.
A complex pattern of 3D vortices occurs in the step cavities of the narrow ex-
perimental stepped spillway. The direction of circulation of these vortices reverses
at each consecutive step. The direction of circulation of the vortices is affected by
iv
the flow rate and was observed to vary unpredictably over time.
The Eulerian and mixture models were both shown to predict air entrainment,
whereas the VOF model did not. All numerical models predicted the 3D vortex
structures observed in the narrow experimental stepped spillway, and their asso-
ciated effect on pressure. The time dependant behaviour of the vortices, however,
was not predicted by the numerical models. 2D modelling using the Eulerian
model, with the SST k − ω turbulence model, was found to be able to accurately
predict velocities, AVFs, flow depths and the location of the inception point of air
entrainment. The pressures and flow depth were also predicted reasonably accur-
ately in 3D, using the Eulerian model with the SST k − ω model. The VOF model
made accurate predictions of certain flow characteristics, however, the model’s
performance is limited by the its inability to predict air entrainment. The mixture
model was found to be significantly less accurate than the Eulerian model.
Numerical modelling of spillways of various widths showed that, as the width of
the channel increases, the 3D vortex structures in the step cavities repeat across
the channel. This behaviour was confirmed experimentally, by modifying the nar-
row experimental spillway, in order to change the ratio of step height to channel
width. An expression is presented, based on the channel width and step height,
which is able to accurately predict the number of repetitions of the 3D vortices for
all spillway geometries investigated in this project. The 3D vortex structures were
shown to have a small effect on the velocities above the steps, however, these
effects were highly localised and did not effect the width averaged velocities. The
3D vortex structures were also observed in channels of varying slope.
The pressures acting on the step faces and side walls of the narrow stepped
spillway were shown, both experimentally and numerically, to be significantly af-
fected by the 3D vortex structures. This resulted in large pressure variations over
short distances, which can pose a risk to masonry stepped spillways. Air entrain-
ment was shown to reduce the high pressures acting on the step faces. The low
pressures, however, were not significantly affected by the presence of air in the
flow. Low pressures have the potential to cause damage to both concrete and
masonry stepped spillways. The results of this project suggest that potentially
damaging low pressures may occur in both the non-aerated and aerated regions
v
of skimming flow over stepped spillways.
This study demonstrates that a complex pattern of 3D vortices may occur in
the step cavities of stepped spillways with varying geometries. This may have
important implications for stepped spillways which are currently in service. The
Eulerian multiphase model, in combination with the SST k−ω turbulence model, is
able to accurately predict a range of important flow features over the two spillways
investigated in this project. This shows that, this combination of multiphase model
and turbulence model has the potential to provide a valuable tool for the design
and inspection of stepped spillways. This study also shows that low pressures,
which can potentially cause damage to both concrete and masonry spillways, may
occur in both the non-aerated and aerated regions of skimming flows over stepped
spillways.
vi
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1.1 The Role of Spillways
Dams are high risk structures as they impound large volumes of water. The failure of a dam
can result in significant loss of life and destruction of property. Dams are also often constructed
in cascade so the failure of an upstream dam can lead to the failure of downstream dams.
Heavy rainfall can cause the volume of water in a reservoir to exceed the maximum capacity
of the dam. This excess water must be released from the reservoir in a controlled manner.
Spillways are used to control the overflow from reservoirs and prevent overtopping of the
dam, which can cause the dam to fail. The energy of overflows through spillways can be
extremely high. Spillways must dissipate large amounts of this energy to prevent scour at the
toe of the dam, which can undermine the foundation and lead to failure. It is important for
air entrainment to occur over spillways as this can help to protect the spillway surface from
damage (discussed further in chapter 2). Aeration of the flow also helps to re-oxygenate the
water, which may have a low dissolved oxygen content due to long residence times in the
reservoir, in order to support downstream ecosystems.
There are many different spillway designs which can be used to control overflows from
reservoirs. Some spillways, such as morning glory spillways, consist of a tunnel which passes
through the dam. Other spillway designs consist of open channels which either pass over the
dam or along the side of the dam. In some cases, more than one spillway is used at a dam.
This often happens when the reservoir storage is increased, or older dams are refurbished to
meet new design guidelines.
Stepped spillways have been shown to dissipate significantly more energy than smooth
chutes (Rice and Kadavy (1996), Rajaratnam (1990) & Christodoulou (1993)), reducing the
required size of the stilling basin and negating the need for additional dissipators.
The development of roller compacted concrete (RCC) in the 1980s resulted in more wide
spread use of stepped spillways. This led to increased research into the flow characteristics of
stepped spillways. Masonry stepped spillways have been a common overflow design for em-
bankment dams since the 18th century. In the UK there are around 2000 embankment dams
which fall under the 1975 reservoirs act (Environment Agency, 2017), with a large number of
these reservoirs using masonry stepped spillways as overflow structures. The average age of
UK dams exceeds 110 years (Mason and Hinks, 2008) so the primary concern of UK reservoir
engineers is inspection and maintenance to ensure the spillway is able to safely operate under
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the required design discharges. An example of a concrete stepped spillway and a masonry
stepped spillway are shown in figure 1.1.
Figure 1.1: (a) Concrete stepped spillway at the Pedrógão Dam in Portugal. (b) Masonry stepped spillway at
Bottoms Reservoir in the UK
1.2 Flow Characteristics over Stepped Spillways
There are three distinct flow regimes which occur over stepped spillways. For a given spillway
geometry, nappe flow occurs at low discharges, transition flow occurs at moderate discharges
and skimming flow at higher discharges (Chanson, 2002).
The nappe flow regime is described by a number of authors, including Chamani and Ra-
jaratnam (1994) and Chanson (2002). In the nappe flow regime, water cascades down each
step in a series of free-falling jets. At each step the water falls from the upstream step edge
and impacts on the downstream step. At the upstream end of the step there is an air cavity
beneath the free-falling jet and a hydraulic jump may occur on the step, depending on the flow
rate and the length of the horizontal step face. Energy is dissipated during nappe flow by jet
breakup and jet mixing on the down stream step and through friction between the spillway
surface and the fluid. Energy is also dissipated in the hydraulic jump. Air entrainment occurs
as the falling jet intersects the water on the downstream step and air is drawn into the flow
from the air cavity and from the atmosphere. Nappe flow is more likely to occur on spillways
with shallow slopes and large step heights.
The transition flow regime is described by several authors, including Chanson (2002) and
Chanson and Toombes (2004). During transition flows, a recirculation pool of water occurs at
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the upstream end of the horizontal step face and there may also be an air cavity at the top of
the vertical step face. Immediately downstream of the recirculating flow there is a stagnation
point, followed by significant splashing. The flow varies significantly along the length of each
step, as well as from one step to another. At a certain location down the spillway, free-surface
aeration begins and air is drawn into the flow from the atmosphere.
In the skimming flow regime, the majority of the flow "skims" over the steps and recirculat-
ing vortices form in the step cavities. In the upstream region of the spillway no air entrainment
occurs. Further downstream, free-surface aeration begins and high levels of air entrainment
are observed. For most spillways, the design discharge will produce skimming flow, so it is this
flow regime which is of most importance for the design and operation of stepped spillways.
For this reason, only the skimming flow regime is investigated in this project. The hydraulics
of the skimming flow regime are described in detail in chapter 2.
1.3 Modelling of Hydraulic Structures
Modelling is an important tool in both the design and inspection of hydraulic structures, in-
cluding stepped spillways. Mason and Hinks (2008) state that "There are many dams in the
UK which feature masonry chutes and reviewing the safe passage of water down such chutes
is therefore an integral part of safety inspections and maintenance." This requires models of
overflow structures to provide accurate information on the critical aspects of the flow.
Modelling of hydraulic structures is typically done using either physical modelling, numer-
ical modelling or a combination of the two approaches. Both physical and numerical modelling
of skimming flows over stepped spillways are conducted as part of this project. Physical and
numerical modelling techniques are discussed further in chapter 2. There are benefits and
limitations to both modelling approaches, which are summarised in table 2.1. One of the main
limitations of physical modelling is scale effects. Overflow structures at reservoirs often in-
clude many large hydraulic features, including tumble bays, stilling basins and bridge piers.
All of these features must be modelled in order to give a full understanding of of the perform-
ance of a spillway. The inclusion of these features often requires a large scale factor between
the physical model and full scale (prototype) spillway. This scale factor can have an important
impact in the physics of the flow.
Numerical modelling does not require scaling. However, numerical models are relatively
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new and less well understood. Before a numerical model can be used with confidence it
must be proven to accurately predict the important features of the flows being considered.
There are a wide range of numerical models available for predicting fluid flows. Each of
these models use different assumptions and techniques, so will perform differently for different
flow conditions. Research into numerical modelling techniques, therefore, must be conducted
in order to validate numerical models against physical data sets. This will allow the most
appropriate models for a particular type of flow to be identified.
Numerical modelling of air entrainment is challenging due to the complex interaction between
the air and water phases and the fact that entrained air bubbles are usually at scales smal-
ler than the computational mesh. A number of multiphase models are available which have
the potential to model air entrainment. However, the accuracy of these models in predicting
open channel free-surface air entrainment is yet to be proven. These multiphase models are
discussed further in chapters 2 and 4.
1.4 Aims and Objectives
The purpose of this research project is to investigate a number of aspects of skimming flows
over stepped spillways using both experimental and numerical modelling. The ability of a num-
ber of multiphase models to predict important flow features of skimming flows over stepped
spillways is investigated, with particular focus is given to the prediction of air entrainment.
Experimental and numerical investigation is also conducted into complex 3D behaviour in the
spillway and into the pressures acting on the spillway surface. The Aims of this project are
listed as follows:
1. Investigate the ability of three mesh based multiphase models to predict air entrainment,
and other important flow characteristics, in skimming flows over stepped spillways. In
order to achieve this aim the following objectives must be completed:
i. Create the geometries and computational meshes of two experimental stepped
spillways which are to be numerically modelled.
ii. Quantify and minimise numerical errors for both of these stepped spillway geomet-
ries.
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iii. Numerically model an experimental stepped spillway, for which the experimental
data has been provided for this project, in two dimensions (2D), using a range of
multiphase and turbulence models. Analyse the ability of the various numerical
models to predict flow velocities, air volume fractions (AVFs) above the steps, as
well as the flow depths and inception point locations.
iv. Design an experimental stepped spillway which can be used for experimental in-
vestigation of the flow characteristics of skimming flows, as well as to provide data
for validation of numerical models.
v. Numerically model the experimental stepped spillway which is to be designed for
this project, in three dimensions (3D), using a range of multiphase and turbulence
models. Analyse the ability of the various numerical models to predict the pres-
sures in the step cavities as well as the flow depths and inception point locations.
2. Investigate complex flow structures within the step cavities using experimental and nu-
merical methods. In order to achieve this aim the following objectives must be com-
pleted:
i. Identify the flow structures within the step cavities, of an experimental stepped
spillway which is to be designed for this project, by visual observation and analysis
of pressure measurements.
ii. Analyse flow structures in the numerical models and compare these flow structures
to the experimental data.
iii. Conduct numerical modelling of stepped spillways of varying geometry in order to
identify the flow structures within the step cavities.
iv. Use numerical and experimental modelling to identify the effect that the flow struc-
tures in the step cavities have on the main flow above the steps.
3. Conduct an experimental and numerical investigation into the pressures acting on the
side walls and step faces of stepped spillways. This will include analysis of how the
pressures acting on the step faces vary across the width of the channel. The effect of
air entrainment on the pressure acting on the both the side walls of the spillway and the
step faces will also be investigated. In order to achieve this aim the following objectives
must be completed:
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i. Measure the pressures acting on the surfaces of the experimental stepped spillway
which is to be designed for this project. Pressures will be measured at different
locations within the step cavities and at a number of steps throughout the aerated
and non-aerated regions.
ii. Conduct numerical modelling of the experimental stepped spillway using a range
of multiphase and turbulence models.
iii. Analyse the experimental and numerical pressures acting on the spillway surfaces
in order to identify the pressure profiles in the step cavities and the effect of air
entrainment on pressure. Regions of the spillway which may be at risk of damage
due to adverse pressure conditions will be also be identified.
1.5 Thesis Structure
Chapter 2: Current Understanding of Stepped Spillways and Associated Model-
ling Techniques
In this chapter, the characteristics of skimming flows over stepped spillways are described
in detail, as are two potential causes of damage to stepped spillways under skimming flows.
Physical and numerical modelling techniques are described and the limitations and benefits of
these approaches are outlined. The last part of the chapter discusses previous research into
numerical modelling of stepped spillways, and other free-surface flows, using the multiphase
models which are investigated in this project.
Chapter 3: Design and Study of a Narrow Experimental Stepped Spillway
Chapter 3 presents the design of an experimental stepped spillway, as well as an experimental
investigation into the flow within the experimental spillway. The design process of the spillway
and measurement techniques used to collect data are reported. Flow structures within the
step cavities are described and pressures and flow depth data are presented and analysed.
Chapter 4: Numerical Modelling Theory
This chapter describes the the numerical modelling approaches which are employed in this
research project. The general concepts of numerical modelling of fluid flows are discussed.
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Then the multiphase models and turbulence models which are used in this projects are de-
scribed in detail. The forms of numerical error are outlined and the last part of the chapter
lists the assumptions made for numerical modelling in this project and the limitations of these
numerical modelling approaches.
Chapter 5: Two-Dimensional Numerical Model Study of a Large Experimental
Stepped Spillway
In this chapter, a large scale experimental stepped spillway is numerically modelled in 2D for
several flow rates using a range of multiphase and turbulence models. The numerical errors
in the simulations are quantified to ensure that they fall within acceptable limits. Numerically
predicted velocities, air volume fractions (AVFs), flow depths and other flow variables are
compared to experimental data. Further investigation is conducted in order to determine the
causes of disparities observed between numerical results.
Chapter 6: Three-dimensional Numerical Model Study of a Narrow Stepped
Spillway at the University of Leeds
In this chapter, a 3D numerical model study, of the experimental stepped spillway designed
in chapter 3, is presented. The numerical error of the numerical modelling is quantified to
ensure that the model solutions are reasonably independent of grid resolution and time step
size. The 3D flow features and aeration predicted by the numerical models are analysed. The
numerically predicted pressures, flow depths and inception point locations are then compared
to experimental data.
Chapter 7: Study into the Occurrence of Cross-Stream Vortices in Stepped Spill-
ways of Varying Geometry
This chapter presents a numerical model study into 3D flow structures within the step cavit-
ies of stepped spillways of varying geometries. Spillways of different widths and slopes are
investigated. 3D modelling is also conducted of a small section of the experimental spillway
modelled in chapter 5, in order to investigate how 3D structures in the step cavities affect the
flow above the steps.
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Chapter 8: Conclusions and Further Work
Chapter 8 discusses the key findings of this research project and gives further details on the
conclusions which have been drawn. Suggestions for further research are then made.
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2. CURRENT UNDERSTANDING OF STEPPED SPILLWAYS AND ASSOCIATED
MODELLING TECHNIQUES
2.1 Introduction
This chapter discusses previous research into skimming flows over stepped spillways and
some of the surrounding issues as they relate to this research project. The features of skim-
ming flows are described and factors affecting the safe operation of stepped spillways under
the skimming flow regime are discussed. The final part of the chapter reviews modelling tech-
niques for air-water flows at hydraulic structures with specific focus on skimming flows over
stepped spillways.
2.2 Characteristics of Skimming Flows over Stepped Spillways
The hydraulics of skimming flows have been described by many authors, including Sorensen
(1985), Rajaratnam (1990), Chanson (1994) and Chamani and Rajaratnam (1999). In the
skimming flow regime most of the flow skims over the steps with recirculating vortices occur-
ring in the spaces between the steps (Figure 2.1). The bulk flow and recirculating vortices are
separated by the pseudo-bottom, an imaginary line joining the outer step edges. The form
of the recirculating vortices varies depending on the slope of the spillway. This is discussed
further in chapter 3.
At the upstream extent of the spillway, turbulence is created due to the interaction of the
water and the spillway surface and a turbulent boundary layer (TBL) forms. This boundary
layer increases in depth until it meets the free-surface. This point is known as the inception
point of air entrainment and is where free-surface aeration begins, due to turbulence at the
free-surface drawing air into the flow. The depth of this aerated region increases over a short
distance, until the entire flow is aerated and air bubbles are transported into the recirculating
vortices. The location of the point of inception moves downstream as the flow rate increases
(Chanson, 2002, Zhang et al., 2012)
Downstream of the step corners, a shear layer develops (Gonzalez and Chanson, 2004).
In the shear layer small scale vortices form which are separate from the recirculating vortices
in the step cavities. These small scale vortices are transported downstream and impact on the
next step edge (Felder and Chanson, 2011). Unsteady momentum exchanges occur between
the cavities and main flow. At irregular times, the recirculating flow is ejected into the main
flow and is replaced. This is a sequential process in that, when fluid is ejected from a step
cavity, it causes the same process to occur at the next step cavity (Chanson, 2002, Chanson
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et al., 2002).
Skimming flow is an efficient means of energy dissipation. The primary energy dissipation
mechanism is the transfer of shear stress from the main flow to maintain the recirculating vor-
tices (Chanson et al., 2002, Gonzalez and Chanson, 2004). Some energy is also dissipated
through turbulence in the aerated region (Carosi and Chanson, 2008). Energy dissipation is
related to flow resistance. In stepped spillways with a shallow slope, flow resistance is caused
by the interaction between the shear layer and the horizontal step face, as well as skin friction
at the step faces. On steeper spillways, there is no skin friction between the main flow and
the step faces. Flow resistance is caused by the recirculating vortices, and energy dissipation
is dominated by the unsteady transfer of momentum from the main flow to the step cavities
Chanson et al. (2002).
Figure 2.1: Characteristics of skimming flow over a stepped spillway. Above the steps the flow is divided into two
regions: the non-aerated region followed by the aerated region. Recirculating vortices form in the step cavities
2.2.1 Non-Aerated Region
In the upstream region of the spillway, there is no air entrainment, however, close to the free-
surface, some entrapped air is observed (Meireles et al., 2012). Further upstream, the free-
surface is smooth and free-surface waves can be observed. The free-surface becomes more
turbulent approaching the inception point (Meireles and Matos, 2009). The flow accelerates in
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the downstream direction, causing the flow depth to decrease. The flow can be separated into
the TBL adjacent to the pseudo-bottom and the frictionless fluid flow region above (Amador
et al., 2006). In the boundary layer, the velocity increases with z and follows a power law
distribution. There are large turbulent velocity fluctuations in the boundary layer due to high
turbulence caused by the interaction between the flow and the step corners (Chanson, 2002,
Matos, 2000). Above the boundary layer, the mean velocity is constant and can be described
by the ideal-fluid flow velocity. Immediately upstream of the inception point, unsteady surface
scars may be observed (Chanson, 2013b).
2.2.2 Inception Point of Air Entrainment
The inception point of air entrainment is the location where self-aeration of the flow begins.
Self-aeration of the flow occurs as the turbulent boundary layer approaches the free-surface.
Turbulent shear stress in the flow is large enough to overcome buoyancy and surface tension
forces, which causes free-surface aeration to begin (Zhang and Chanson, 2017).
The location of the inception point moves downstream with increasing discharge (Chan-
son, 2002). Meireles et al. (2012) show that the boundary layer thickness is not practically af-
fected by discharge, based on experimental measurement of velocity profiles. This, therefore,
suggests that, as the flow depth increases with discharge, the depth of the TBL reaches the
free-surface further downstream, causing the inception point to appear further downstream.
Boes and Hager (2003a) show that the step height has a relatively small effect on the location
of the inception point, when compared with the flow rate.
The instantaneous position of the inception point varies around a time averaged position
(Pfister and Hager, 2011) due to turbulence causing unsteadiness in the free-surface and the
depth of the boundary layer (Meireles et al., 2012). Due to the temporal variability of the
position of the inception point, a number of methods can been used to define its location. Li
is the streamwise distance to the inception point and di is the perpendicular distance from
the pseudo-bottom to the inception point. Different authors define the point from which Li is
measured differently. This is discussed further in chapter 3.
The location of the inception point may be defined by a number of methods, each of
which may identify slightly different locations. Many authors, including Yasuda and Chanson
(2003) and Hunt and Kadavy (2010), determine the location of the inception point using visual
observation of the location where air entrainment begins. This method is commonly used as it
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requires no additional equipment and can be used to make comparisons with other methods
of defining the inception point location.
Meireles et al. (2012) and Bombardelli et al. (2011), amongst others, define the inception
point as the location where the TBL meets the free-surface. The depth of the TBL is calculated
using velocity measurements and the the equivalent clear water depth is used to defined the
location of the free-surface.
Boes and Hager (2003a) found the location of the inception point by visual observation of
the surface flow conditions to correspond with the location where the air concentration at the
pseudo-bottom is equal to 0.01. This method was used to define the location of the inception
point by Pfister and Hager (2011).
Matos (2000) and Boes and Hager (2003a) found that the depth averaged air concentra-
tion, Cmean, at the inception point is approximately 0.2. This method was used to define the
inception point by Bung (2011). These methods which are used to define the location of the
inception point are discussed further in chapters 5 and 6.
2.2.3 Aerated Region
Immediately downstream of the inception point there is a rapidly varied flow region (Chanson,
2002) where air is quickly entrained into the flow from the free-surface. In the rapidly varied
flow region the depth averaged air concentration, Cmean, increases significantly to a local
maximum (Matos, 2000). Air is transported throughout the entire depth of flow and into the
step cavities. The addition of air to the flow mixture increases its volume and, therefore, the
flow depth, in a process known as flow bulking (Boes and Hager, 2003b). This is important
for the design of the spillway side walls (Coombs, 2016), especially at embankment dams, as
these spillways often run down the mitre of the dam and the dam is at risk of erosion due to the
granular construction materials used in its construction. Downstream of the local maximum,
there is a small decrease in Cmean.
Downstream of this region, the flow is gradually varied and Cmean increases, but at a
slower rate than in the rapidly varied flow region (Chanson, 2002, Matos, 2000). The increase
in the air concentration through the gradually varied flow region results in a gradual increase in
the flow depth. Downstream of the inception point the air water mixture is fully turbulent. The
velocity profiles are similar to those in the non-aerated region, in that they follow a power law
and the velocity increases with z . At a certain depth the velocity no longer follows a power law
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and reaches its maximum value (Boes and Hager, 2003a). The flow continues to accelerate
through the gradually varied flown region. If the spillway is sufficiently long, downstream of the
gradually varied flow region, the flow may become fully developed and a quasi-uniform flow
region occurs where the flow depth, air concentrations and velocities remain constant along
the length of the spillway (Chanson, 2002). A uniform flow region may not always be achieved,
however, as Felder and Chanson (2009a,b) and others observed a "seesaw" pattern to certain
air-water flow variables in this region. This is discussed further in chapter 3.
2.2.4 Pressure
High pressures occur at the downstream end of the horizontal step edge and at the bottom
of the vertical step edges, where the recirculating vortex impinges on the step. The top of
the vertical step edge and the upstream end of the horizontal step edge are subject to low
pressures, due to flow separation in the recirculating vortices. A number of authors, including
Amador et al. (2009), Sánchez-Juny et al. (2007), Sánchez-Juny et al. (2000) and Zhang et al.
(2012) have conducted experimental studies into the pressures acting on step edges. The
same general pressure profiles are found in each case and are shown in figure 2.2. These
pressure profiles have also been found in several numerical studies, including Chen et al.
(2002), Husain et al. (2014), Chakib (2013) and Qian et al. (2009). Although the expected
pressure profiles were shown, only Chen et al. (2002) provided any physical data for validation,
and reasonable agreement was found.
As far as the author is aware, Winter et al. (2010) conducted the only study into the pres-
sures acting on the spillway side walls. The study found that high pressures occur towards the
downstream end of the step and extend out beyond the end of the step. Low pressures occur
at the upstream end of the step.
Sánchez-Juny et al. (2000) show that upstream of the inception point there are large vari-
ations in the maximum, mean and minimum pressures acting at the centreline of the horizontal
steps. Downstream of the inception point, there is significantly less variation in the pressures.
Both the maximum and minimum recorded pressures occur upstream of the inception point,
as does the highest value of mean pressure. This suggests that the entrainment of air into
the flow reduces pressure fluctuations. However, as the pressures are recorded at different
steps there may be other factors affecting the pressure acting on the horizontal step faces.
The study also shows that sub atmospheric pressures occur at the top of the vertical step
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Figure 2.2: Typical pressure distributions acting on the step faces during skimming flow
face in the aerated flow region. These results agree with the findings of Sánchez-Juny and
Dolz (2005) who used the 5th and 95th percentiles as a measure of the variation in pressure
rather than maximum and minimum pressures.
The development of the pressures acting on the vertical step face along the length of the
spillway have been studied to a lesser extent than the pressures acting on the horizontal step
face. Amador et al. (2009) show that the root mean square pressure coefficient acting close
to the top of the vertical step face increases up to the inception point and then decreases
downstream of the inception point. As far as the author is aware, previous studies into the
pressures acting on the step faces have measured pressures acting at the centreline of the
spillway only.
2.3 Cavitation and Plucking Damage in Stepped Spillways
The primary purpose of reservoir spillways is to safely direct excess water into the downstream
watercourse. The spillway must dissipate the energy of the flow to prevent downstream scour
which can undermine the dam. In open channel spillways, the side walls of the spillway must
be of sufficient height to prevent overtopping of flow which can cause damage to the dam,
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especially in embankment dams constructed of granular materials. It is also important that
the flows over a spillway do not cause damage to the spillway itself as the failure of a spillway
can quickly lead to failure of the dam. This section discusses two forms of damage which
may occur during skimming flows over a stepped spillway: cavitation damage and plucking
damage.
2.3.1 Cavitation Damage
If the local pressure of a flowing liquid falls below the vapour pressure of the liquid (2.3 kPa
for water at 20oC), vapour bubbles are formed. This is known as cavitation (Batchelor, 2000).
When the pressure surrounding the vapour bubble increases, usually as the bubble is trans-
ported to higher pressure regions of the flow, the bubble collapses, producing extremely high
localised pressures. If this collapse occurs at, or close to, a solid boundary, then pitting dam-
age can occur (Kells and Smith, 1991).
The low pressures which cause cavitation are often found where flow separation occurs. In
smooth spillways, any small discontinuities or protrusions in the spillway’s surface can cause
flow separation at high velocities (Kells and Smith, 1991). In stepped spillways, the top of
the vertical steps are thought to be at most risk of cavitation damage where flow separation
occurs due to the recirculating vortices (Amador et al., 2009).
It is widely accepted that the entrainment of air into the flow will significantly reduce cavit-
ation damage. Two reasons have been suggested for why this is the case. Vischer et al.
(1982), Wood (1984) and several other authors state that the increased compressibility of the
fluid mixture, due to the entrained air, acts to reduce pressure of the collapsing vapour bubble
so that cavitation damage does not occur. Experiments by Dong et al. (2010) and McGee
(1988) show that aeration of the flow acts to increase the minimum pressures and prevent
vapour bubbles from forming.
Smooth spillways are particularly susceptible to cavitation damage due to the surface
irregularities inherent in construction and high flow velocities causing flow separation at the
spillway surface. Although free-surface aeration does occur on smooth spillways, it often
occurs much further downstream than on stepped spillways (Pfister and Hager, 2011).
Stepped spillways are widely accepted to be less prone to cavitation damage than smooth
spillways. Free-surface aeration occurs much further upstream in stepped spillways than in
smooth spillways so much of the spillway is protected from cavitation. Upstream of the incep-
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tion point, however, no aeration occurs so steps in this region may be susceptible to cavitation
damage. Amador et al. (2009) show that sub vapour pressures can occur towards the top of
the vertical step, where flow separation occurs.
The exact conditions under which cavitation damage may occur on stepped spillways re-
main unknown, so there is uncertainty as to how to address cavitation (Frizell et al., 2013).
Boes and Hager (2003a) suggest a maximum flow velocity of 20 m/s to prevent cavitation,
whereas Pfister et al. (2006) suggest that flow velocities should be limited to 30 m/s, consid-
erably lower than the maximum velocity of 100 m/s advised for smooth spillways with appro-
priate aeration devices. This has resulted in conservative design practices being employed for
concrete stepped spillways (Frizell et al., 2013).
There are no recorded cases of cavitation damage being observed on stepped spillways
in service. Frizell et al. (2013) claim that this is due to conservative designs preventing the
conditions which could produce cavitation from occurring. At higher discharges, the inception
point is pushed further downstream, so less of the spillway is protected from cavitation by
entrained air. Conservative design would reduce the likelihood of these conditions occurring.
Experiments conducted by Frizell et al. (2013) show that cavitation can occur on stepped
spillway geometries. Chanson (2002) claims, however, that the the risk of cavitation damage
to stepped spillways is basically zero due to slower flow velocities and greater water depths
producing a cavitation index, a ratio of pressure and velocity used to evaluate cavitation risk,
10 to 100 times greater than on smooth spillways with identical discharges.
It is clear that the risk of cavitation damage to stepped spillways is not fully understood
and there is uncertainty around the conditions which may cause cavitation. Until a better un-
derstanding of cavitation in stepped spillways is reached, it is likely that designs will remain
conservative due to the high risk nature of dam design. Accurate numerical modelling tech-
niques would provide a useful tool in increasing this understanding and help to identify areas
at risk of cavitation for future stepped spillway design.
There have been a number of studies into numerical modelling of cavitation damage. One
study by Dular and Coutier-Delgosha (2009) used single fluid CFD model, coupled with an
erosion model, to simulate cavitation damage on a hydrofoil. The model showed good agree-
ment with the experimental results on the intensity and downstream extent of the erosion. The
upstream extent of the erosion was predicted less accurately. The study also found that the
accuracy of the solution depends strongly on the prediction of pressure in the CFD model.
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Peters et al. (2015) also modelled cavitation over a hydrofoil, using the Eulerian multiphase
model with the Schnerr-Sauer cavitation model. The model accurately predicted the areas at
risk of cavitation erosion and the intensity of erosion in those areas.
With regard to spillways, research into numerical modelling has concentrated on the con-
ditions which cause cavitation rather than modelling the cavitation damage explicitly. For
example, Chen et al. (2002) and Cheng et al. (2006) used the VOF and mixture models re-
spectively to predict pressures acting on the spillway steps. Further details of these studies
are found in section 2.4.2. This project also investigates whether numerical models can be
used to predict the conditions which may cause cavitation damage, rather than attempting to
model cavitation directly.
2.3.2 Plucking Damage
In masonry spillways, low pressures can cause "plucking" damage as low pressures can act to
pull masonry blocks from the spillway into the flow. The removal of blocks can lead to erosion
of backing material and catastrophic failure of the spillway (Mason and Hinks, 2008).
In 2007 the side wall of one of two masonry stepped spillways at the Ulley Reservoir in
Rotherham collapsed under 1:200 year flood conditions (Winter et al., 2010), much less than
the design discharge of the spillway. This created a large scour hole at the base of the down-
stream face of the embankment and emergency procedures were conducted resulting in the
evacuation of approximately 1000 people and the closure of a section of the M1 motorway.
Investigation concluded that the likely cause of the collapse was erosion of backing material
through gaps in the sidewall caused by plucking of masonry blocks. The Environment Agency
predicts that the emergency procedures and subsequent repair works cost in the region of
£5,000,000 (Environment Agency, 2007). A similar incident also occurred at the Boltby reser-
voir in 2005, again believed to be as a result of masonry plucking (Winter et al., 2010).
Although cavitation and plucking damage are fundamentally different processes, they are
both caused by low pressures acting on the spillway surface and side walls. Increasing the
pressure in these regions through air entrainment can, therefore, help to prevent both cavita-
tion and plucking damage.
Plucking in masonry stepped spillways has not been investigated to the same extent as
cavitation. Following the spillway failures at Boltby and Ulley reservoirs due to plucking dam-
age, the UK environment agency commissioned a comprehensive research project to clarify
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the safety of stepped spillways. This project and its findings are presented by Winter et al.
(2010) and several factors which contribute to the plucking of masonry blocks from stepped
spillways are identified:
• A large pressure difference between the front and back of a masonry block can cause
the block to shift position or be removed from the spillway surface. In addition to the
low pressure region on the vertical step face, low pressure regions also occur on the
spillway side walls. Missing blocks were observed on the side wall of the Boltby spillway
following the failure. This shows that both the step pressures and side wall pressures
must be considered by reservoir engineers. It is also common for water to ingress
behind masonry blocks into the backing material. This increases the pressure behind
the blocks which can increase the risk of plucking damage.
• High and low pressure regions can occur over short spatial distances. If a masonry
block has high pressures acting at one end and low pressures acting at the other, then
it can cause the block to rotate out of position.
• The pressures acting on the spillway can fluctuate considerably causing vibrations. The
magnitude and frequency of these vibrations can cause blocks to loosen, or remove
blocks which are already loose.
• If a block has shifted in position through any of the above mechanisms, then it can cause
protrusions and recesses in the spillway surface. Protrusion and recesses in the spillway
side wall can cause significant pressure fluctuations, increase maximum pressures and
decrease minimum pressures.
Down and Wearing (2012) describe physical testing works carried out on a masonry
stepped spillway following recommendations by the inspecting engineer. A 1:30 scaled model
was used to determine the spillway capacity and tapping points were used to measure pres-
sures. The resultant pressure data were scaled to prototype scale and compared to theoretical
calculations made in accordance with Environment Agency guidelines. The measured pres-
sures were almost three times smaller than the theoretical calculations, which was attributed
to scale effects. The study also acknowledges that high and low pressure regions can be
highly localised. A large number of pressure measurement locations would be required to
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identify these local pressure variations, which was not possible in this case due to the small
size of the physical model.
Physical testing of the loads required to move the masonry blocks in the spillway invert
was also conducted by Down and Wearing (2012). It was found that some blocks did not
move at the maximum test load, while others moved at loads significantly smaller than the
maximum. This shows that there is variability as to how susceptible different blocks are to
plucking damage. Down and Wearing (2012) also identifies the need for further research into
pressures acting on stepped spillways during skimming flow.
A common method to prevent plucking damage is to leave mortar joints open, or to install
pressure relief drains (Mason and Hinks, 2008). Winter et al. (2010) show that by leaving
joints open the pressure fluctuations on the spillway side wall are significantly reduced, the
maximum pressures are reduced and the minimum pressures are increased.
Accurate numerical modelling would provide an invaluable tool to identify localised areas
of high or low pressures. This would allow critical areas of the spillway to be identified where
the stability of blocks must be ensured and pressure relief measures may be required.
2.4 Modelling of Hydraulic Structures
For the design and maintenance of stepped spillways (and other hydraulic structures), it is
important to be able to predict the important flow features of the structure in question. One
method to do this is through the use of empirical expressions, based on experimental re-
search, which can be used to predict the important flow characteristics of skimming flows over
stepped spillways. For example, Boes and Hager (2003b) produced expressions to predict
the onset of skimming flow, the equivalent clear water depth, the uniform mixture depth, the
residual energy head and the required depth of the spillway side wall. Meireles et al. (2012)
developed expressions to predict the location of the inception point, the equivalent clear water
depth, the thickness of the boundary layer, the mean air concentration at the inception point
and the specific energy. Ohtsu et al. (2004) use empirical relations to produce a hydraulic
design chart for stepped spillways based on the channel width, the channel slope, the spill-
way height and the discharge. These examples are by no means exhaustive and many other
authors have produced empirical relations to predict a wide range of flow characteristics for
skimming flows over stepped spillways.
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These empirical relations are a useful method for predicting flow features of stepped spill-
ways. However, for complex and high risk hydraulic structures, such as reservoir spillways, it
is often necessary to conduct a hydraulic investigation into the specific structure being con-
sidered. This is most commonly achieved using two techniques: physical and numerical mod-
elling. Both modelling techniques have limitations, however, so it is common to use a combin-
ation of physical and numerical modelling to investigate flows at hydraulic structures. Table 2.1
summarises the important advantages and limitations of physical and numerical modelling.
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Table 2.1: Advantages and limitations of physical and numerical modelling
Physical Modelling Numerical Modelling
Physical models will be limited by scale
effects. Although criteria can be
recommended to minimise these effects,
as described for stepped spillways in
section 2.4.1, some scale effects will
always occur. It is also not always
possible to meet these recommendations.
Modelling can be conducted at prototype
scale.
Measurements may only be made at
specific positions in a physical model,
which must be considered during the
design of the model. Accurate flow
measurements may also be difficult to
achieve.
Measurements of any flow variable can be
made at any point in the domain.
Some measurement techniques are
intrusive and affect the flow conditions.
All measurements are non-intrusive.
Small changes to the model, such as
varying the flow rate or making small
alterations to the geometry, are easy to
implement.
For each change of flow rate or geometry
the solution must be recalculated. For
complex 3D models this can require a
significant computational cost.
Large changes to the geometry of the
model are often difficult or impossible
to implement.
Many different geometries can be created
and modelled.
The true physical behaviour of the fluids
is always shown.
The accuracy of the model is dependent on
its implementation. Large 3D free-surface
models are highly complex so
unphysical fluid behaviour may be
predicted if the model is implemented
incorrectly. Even with correct
implementation, a numerical model may
predict inaccurate flow conditions due to
the limitations of the model.
Physical models have been in use for a
long time and the advantages and
limitations are relatively well understood.
Numerical models are relatively new and
less well understood. Assumptions are
made in each numerical model so evidence
is required to support a model’s suitability
for a particular application.
Physical models are usually large and
impracticable to store so are often
decommissioned after their original use.
Model data can be saved relatively easily
for future use. This can be useful for the
inspection and maintenance of hydraulic
structures.
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2.4.1 Scale Effects in Aerated Flows
Physical modelling of hydraulic structures is most often conducted at geometric scales smaller
than the prototype structure, as full scale modelling of large hydraulic structures is expensive
and often unfeasible. This introduces scale effects which can cause the flow behaviour in
the scaled model to differ from that which would be found in the prototype structure. These
scale effects are one of the most important limitations in physical modelling and, therefore, it is
important to understand how scaling of a hydraulic structure will affect the flow characteristics,
so that scale effects can be minimised.
Chanson (2013a) conducts a detailed review of the current understanding of scale effects
on aeration. Physical model testing usually applies Froude scaling, however, in turbulent
shear flows, viscous effects are dominant and bubble brake up and coalescence is controlled
by surface tension. Therefore, to achieve true dynamic similarity in aerated flows, Froude,
Reynolds and Morton similarity is required, which is only possible at prototype scale. When
the same fluids are used (air and water) both Froude and Morton similitude is easily achieved,
however, this results in a much lower Reynolds number (Re), creating viscous scale effects.
The review also raises the question that, if most CFD analysis of aerated flows is validated
against physical scale models, can these CFD models be trusted to accurately predict proto-
type scale aerated flows? Aydin and Ozturk (2009) compared both CFD and scaled model
air entrainment rates against prototype data. The study found that air entrainment rates were
accurately predicted in the CFD model but vastly underestimated in the physical model.
Chanson and Gonzalez (2005) showed that significant scale effects occur in bubble count
rates and turbulence intensity in flows over stepped spillways, and that stepped spillways are
more sensitive to scale effects than smooth chutes.
Boes and Hager (2003a) conducted experiments using stepped spillways of geometric
scale factors, λ, ranging from 6.5 to 26.0 with reference to a standard prototype step height of
600 mm. From measurements of air concentrations and flow velocities, the following sugges-
tions for physical modelling of aerated flows overstepped spillways were made:
• Re > 105.
• W e > 100, where W e is the Weber number.
• λ < 15.
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These values were based on scaling the velocity and air concentration measurements
for each spillway scale to prototype dimensions of step height 600 mm. The results were
compared and any deviations attributed to scale effects. While this is useful in understanding
how different sized models behave when scaled up, without prototype data for comparison the
reliability of these results cannot be guaranteed.
Boes and Hager (2003a) also review several previous studies into scale effects on stepped
spillways. In these studies, minimum Reynolds numbers of 1.0 × 104 to 7.5 × 104, maximum
scale factors of 15 to 20 and a minimum Weber number of 110 are suggested to minimise
scale effects in stepped spillway models. These studies could not be accessed, however, and
the criteria on which these suggestions have been made is unclear.
Coombs (2016) compared the flow depth over the steps of a 1:30 scale model of the
Grassholme reservoir spillway with photographs taken during a flood event in 1991. The exact
discharge over the spillway is unknown, but is estimated using data recorded from downstream
measurement points during the event. Only qualitative analysis of the free-surface position
can be made, however, it is clear that the physical model underestimates the depth of flow
over the steps. This is attributed to flow bulking due to aeration not being sufficiently predicted
in the scale model.
Down and Wearing (2012) state that a scale factor of less than 10 should be used to
minimise inaccuracies in pressure measurements due to scale effects. The study shows scale
effects in pressure readings for a 1:30 scale model but does not indicate how the limit of λ = 10
was determined.
It is clear that air entrainment, and other important flow variables, are subject to scale
effects in physical models. This has important consequences for predicting flow characteristics
over stepped spillways. Guidance is available on how to avoid scale effects, however, this
should be used with caution. Each spillway is unique, so the exact air entrainment rates,
velocities and other flow parameters will vary in each case.
Although scale effects place limitations on physical modelling of hydraulic structures, it can
be difficult to investigate flows in prototype hydraulic structures which are in service. Inflow
conditions can be difficult to control and measure and it is often impossible or unsafe to take
detailed flow measurements. It can also be extremely expensive or unfeasible to construct
prototype scale physical models in a laboratory. Scaled physical models can be designed to
investigate specific problems and allow inflow conditions to be controlled and detailed meas-
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urements to be made. Therefore, experimental modelling remains the most common and
viable method to investigate hydraulic structures and provide data for validation of numerical
models.
2.4.2 Overview of Numerical Modelling Techniques for Air-Water Free-Surface
Flows
As outlined in table 2.1, each numerical model contains assumptions. In order for a numerical
model to be used with confidence, it must be proven to be reliable. This is achieved by
validating numerical models against physical data sets, at either experimental or prototype
scales. Validation of numerical models must be conducted for each specific situation. A
model which has been shown to accurately predict velocities over smooth spillways cannot
be assumed to perform to the same accuracy for skimming flows over stepped spillways, as
the hydraulics of the two flows are different. Validation of a numerical model may show that
the model has limitations but is still able to predict certain flow features accurately. As long
as these limitations are understood, the model can still provide a useful tool for hydraulic
engineers.
Skimming flows over stepped spillways are air-water flows in which both phases play an
important role. Therefore, numerical models which can model more than one fluid, known
as multiphase models, are required to predict skimming flows over stepped spillways. In this
project, three mesh based multiphase models have been investigated: the Volume of Fluid
(VOF) model, the mixture model and the Eulerian multiphase model. Relevant studies into the
performance of these multiphase models in predicting skimming flows over stepped spillways,
and other free-surface air-water flows, are reviewed below.
Other multiphase numerical modelling techniques are also available. For example, smooth-
ed particle hydrodynamics (SPH) is a Lagrangian technique in which no computational mesh
is required and the fluid is modelled as a discrete set of particles. The model was first de-
veloped by Gingold and Monaghan (1977) to model astrophysical problems, but has now been
developed for use in a variety of fields, including free-surface flows. SPH simulations tend to
require a significantly larger computational cost than mesh based methods and the imple-
mentation of inflow boundary conditions can be problematic. In most cases, the SPH method
only models the water phase and treats the air phase as a void, preventing air entrainment
from being predicted. Some SPH formulations now allow the air phase to be modelled, how-
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ever, this further increases the already significant computational cost. For these reasons SPH
was not investigated as part of this project.
2.4.2.1 The Volume of Fluid (VOF) Model
The VOF model is specifically a free-surface modelling technique. The model solves a single
momentum equation for the fluid mixture and tracks the position of the free-surface. As such,
there is no relative velocity between phases within a computational cell and any cell which
contains more than one phase is assumed to contain a free-surface, which is defined using
an interface capturing scheme. Therefore, the VOF model can only predict air entrainment if
the computational mesh is significantly smaller than the size of the air bubbles, so that each air
bubble can be modelled. For flows with a large number of air bubbles, such as aerated flows
over stepped spillways, this would require a computational cost which is unfeasible with current
computational resources. The VOF model, therefore, is unable to predict air entrainment in its
standard form. Despite this, several studies have been shown to be able to accurately predict
certain flow characteristics over stepped spillways.
Bombardelli et al. (2011) and Bayon et al. (2018) modelled skimming flows over an ex-
perimental stepped spillway at the LNEC in Lisbon (which is also numerically modelled in this
project) using the VOF model. These studies focused on the non-aerated region only. Bom-
bardelli et al. (2011) used the TruVOF approach, implemented in the CFD package Flow-3D,
in which only the water phase is modelled and the air phase is assumed to be a void. Bayon
et al. (2018) used interFoam, the VOF formulation in OpenFOAM. In both studies, and with
both VOF formulations, velocities, flow depths and the location of the inception point were all
predicted accurately. Bayon et al. (2018) also showed that the standard, Realisable and RNG
k −  turbulence models produced almost identical results. The SST k − ω results differed
slightly from those of the k −  models, however, were still similarly accurate.
Although not able to predict air entrainment, several studies have used the VOF model to
investigate flows downstream of the inception point in the aerated region. Chen et al. (2002)
showed that the VOF model could predict pressures on the step faces reasonably well at
several steps throughout the length of the spillway. The location of the inception point was
not reported, however, so it is unclear whether the presented data was in the aerated or non-
aerated region. Chakib (2013) used the VOF model, with the k −  turbulence model, to
accurately predict flow velocities in both the aerated and non-aerated region. The results of
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this study show air entrainment of the flow. As air entrainment is not predicted by the VOF
model, it is unclear how this result was achieved. The study claims good agreement with
the experimental data on the location of the inception point, however, the method used to
define the location of the inception point in the numerical model is not defined. Kositgittiwong
et al. (2013) modelled a large scale experimental stepped spillway using the VOF model. A
range of RANS turbulence models were investigated and all were found to produce similarly
accurate velocity profiles, both upstream and downstream of the inception point. Lopes et al.
(2017) also predicted velocities accurately throughout the spillway using the VOF model and
the flow depth was predicted accurately in non-aerated region. In the aerated region the
flow depth were predicted reasonably accurately as the experimental depths fell within the
numerical free-surface thickness. However, in the aerated region the numerical flow depths
were noticeably lower, when compared with the experimental flow depths, than in the non-
aerated region. This is likely due to the fact that the standard VOF model does not predict air
entrainment and, therefore, flow bulking.
In its standard form, the VOF model is unable to predict air entrainment, however, modi-
fications to the model have been developed which allow aeration to be predicted. Valero and
Bung (2015) modelled skimming flow over a stepped spillway using the TruVOF approach
with an additional air entrainment model. Air entrainment was observed in the simulations,
however, the air entrainment, and therefore the flow depth downstream of the inception point,
were overestimated. In the model used by Valero and Bung (2015), a calibration parameter
is required to model air entrainment. In the study, the value of the calibration parameter used
had been shown to be valid for smooth spillways, however, it was shown that this value is not
suitable for stepped spillways. Lopes (2016) used the interface tracking VOF model, with a
sub-grid air-entrainment model developed to predict self-aeration using the interFoam solver
in OpenFOAM. The model was able to accurately predict air concentrations and the flow depth
in the aerated region in skimming flow over a stepped spillway of slope 1:2.
2.4.2.2 The Mixture Model
The mixture model (also known as the algebraic slip model) is similar to the VOF model in
that a single momentum equation is solved for the fluid mixture. However, the model uses an
algebraic formulation to allow the phases to move relative to one another within a computa-
tional cell so that the phases can interpenetrate and air entrainment can be predicted at scales
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smaller than the computation grid size. The mixture model does not require a free-surface to
be captured at cells containing more than one phase.
Cheng et al. (2006) modelled flow over a stepped spillway using the mixture model. Both
velocity distributions and pressure profiles showed good agreement with physical data at a
number of step locations. Nikseresht et al. (2013) showed accurate predictions of energy
loss down a stepped chute using the mixture model combined with a range of turbulence
models. Qian et al. (2009) modelled a stepped spillway using a range of turbulence models
in combination with the mixture model and made comparisons with experimental data on
velocities, span-wise vorticity and boundary layer thickness in the non-aerated region. The
realizable k −  turbulence model was found to be generally more accurate, although the SST
k − ω and LES models were also reasonably accurate. Aydin and Ozturk (2009) used the
mixture model to simulate flow through a spillway aerator. The air entrainment rates showed
good agreement with the prototype data, however, did not agree with the physical model data
due to scale effects. This shows that the mixture model can be used to accurately predict
air entrainment and also highlights the limitations of physical scale models in predicting flow
aeration.
2.4.2.3 The Eulerian Multiphase Model
The Eulerian multiphase model (also known as the Eulerian-Eulerian model and referred to
as the Eulerian model from here forward) differs from the VOF and mixture models in that it
solves a momentum equation for each phase. This allows the phases within a computational
cell to move relative to one another and, like the mixture model, there is no requirement for
a free-surface to be captured in cells which contain more than one phase. This allows air
entrainment to be predicted by the Eulerian model and additional models are used to describe
the interaction between phases. Research into the modelling of self aeration in air-water free-
surface flows using the Eulerian multiphase models is relatively scarce.
Cheng and Chen (2011) modelled a hydraulic jump using the Eulerian approach with a
modified drag function. Different bubble diameters and drag coefficients were tested and the
free-surface surface position, air volume fraction and velocities showed good agreement with
experimental data.
Teng et al. (2016) investigated a chute aerator using the Eulerian model in combination
with the Realisable k −  turbulence model. The numerical model predicted the cavity length
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well. Reasonable predictions of the air volume fractions (AVFs) are made in some locations,
however, in other locations the AVFs are significantly overestimated. A range of bubble sizes
in the numerical model were investigated and the larger bubble sizes were generally found
to produce more accurate results. Yang et al. (2019) also investigated a chute aerator using
the Eulerian model, but with the RNG k −  turbulence model, and a modified drag function
was used. Again, the cavity length was predicted accurately and the AVFs were predicted
well in some locations but not others. However, Yang et al. (2019) found that more accurate
predictions were made with smaller bubble sizes, which is the opposite trend to that found by
Teng et al. (2016). This may be due to the different turbulence and drag models used in the
two studies.
Zhan et al. (2016) conducted numerical modelling of an experimental stepped spillway
using the VOF, mixture and Eulerian models. In the study, both the VOF and mixture model
show free-surface aeration, whereas the Eulerian model does not. This is unexpected as, for
the reasons described above, the standard VOF model (as implemented in the study by Zhan
et al. (2016)) is unable to predict air entrainment, whereas the Eulerian model is. Therefore,
it is difficult to draw conclusions on the performance of the VOF or Eulerian models from this
study. The accuracy of the mixture model in predicting AVFs was inconsistent.
2.5 Summary
Skimming flow over stepped spillways has been investigated extensively using experimental
modelling and the general flow conditions are well established for a range of step geometries.
Previous investigation into the pressures acting on the step faces, however, is limited to the
centreline of the spillway only. Winter et al. (2010) is the only study into the pressures acting on
the side wall of a stepped spillway, however, in the study no indication is given to whether the
flow was aerated in the locations where pressures were measured. There have been a number
of investigations into cavitation damage on stepped spillways, however, it is clear that the risk
of cavitation damage to stepped spillways is not fully understood. There have also been only a
small number of investigations which have considered plucking damage to masonry stepped
spillways. A relatively large number of studies have investigated the performance of the VOF
model in predicting skimming flow over stepped spillways, including a small number of cases
which have included modifications which allow the model to predict air entrainment. There are
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significantly fewer studies, however, which have modelled skimming flow, or other free-surface
aerated flows, using either the mixture model or Eulerian model.
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CHAPTER 3
Design and Study of a Narrow Experimental
Stepped Spillway
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3.1 Introduction
Experimental modelling is conducted in order to investigate pressures, flow depths, inception
point locations and 3D flow characteristics in a stepped spillway and also to provide valida-
tion data for CFD modelling. This chapter describes the design of an experimental stepped
spillway and the investigations conducted using the spillway. Flow depths, inception point loc-
ations and the pressures acting on the step faces and side wall, for a number of flow rates,
are measured and analysed.
3.2 Design of Experimental Spillway
An experimental stepped spillway has been designed for this project so that the experimental
modelling could be conducted. The details of this design are described below.
3.2.1 Design Constraints
The design of the experimental stepped spillway was subject to the following constraints.
• The geometry of the spillway must allow skimming flow to occur over a range of available
flow rates.
• There must be enough steps in the spillway so that the inception point, rapidly varied
flow region, gradually varied flow region and uniform flow region occur over the steps,
for a range of flow rates.
• The maximum height of the spillway rig, including side walls and circulation equipment,
must not exceed 2700 mm, due to the space available in the laboratory.
• The steps must be large enough so that pressure measurements can be taken at mul-
tiple locations.
• The size of the steps should be as large as possible, within the above constraints, in
order to reduce scale effects.
• The maximum discharge of the available pump is 23 l/s.
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3.2.2 Spillway Geometry Design
Empirical relationship were used to determine the most appropriate step size and channel
width. Chanson (2002) used data from a large number of experimental stepped spillways,
with different step sizes and chute angles, to produce the following empirical relationship to
predict the flow rate at which the onset of skimming flow occurs for a given spillway geometry:
yc
hs
= 1.2− 0.325hs
ls
(3.1)
where hs is the step height, ls is the step length, yc = 3
√
q2w/g is the critical flow depth (for
a rectangular channel) and qw is the discharge per unit width.
Using equation (3.1) it was decided that the spillway would be constructed with a channel
width, W , of 150 mm, and 15 steps of height, 80 mm and length, 80 mm. This geometry,
according to equation (3.1), will produce skimming flow at 8.7 l/s. The total height of the
steps is 1.2 m, allowing sufficient space for side walls, pump, pipework and other equipment
required to recirculate of the flow.
The 80 mm step height gives a scale factor between the experimental spillway and the
reference standard prototype step height (600 mm) of 7.5. This is less than the maximum
scale factors suggested by Boes and Hager (2003a) and Down and Wearing (2012). For this
geometry the minimum Reynolds number of 105 suggested by Boes and Hager (2003a) is
achieved at 15 l/s, where Re = qw/ν. This spillway design, therefore, will allow skimming flow
to be investigated over a reasonably large range of flow rates with scale effects minimised.
3.2.3 Crest Design
Spillway crests must be designed to prevent jet deflection, whereby the flow jets over the first
several steps, rendering these steps redundant and reducing the efficiency of the spillway
(Chanson, 2002). Common crest designs used to prevent jet deflection include broad crested
weirs, circular crests and ogee crests. The CFD package FLOW-3D was used in the design
of the spillway crest, as it uses the Fractional Area/Volume Obstacle Representation (FAVOR)
method to incorporate the geometry of a simulation into the mesh. The purpose of this numer-
ical study was, along with empirical relations, to aid in the design of the experimental spillway,
rather than for detailed numerical analysis. In the FAVOR method, a mesh is generated to
represent the flow domain and the solid geometry is then embedded within the mesh (Flow
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Science Inc., 2002), allowing a large number of geometries to be modelled without the need
for a new mesh to be produced for each case. Using FLOW-3D a range of spillway crests were
modelled in order to find the most appropriate design. FLOW-3D utilises the TruVOF method,
a variation on the VOF model whereby only the liquid phase is modelled (Bombardelli et al.,
2011).
Figure 3.1 shows four examples of potential crest designs that were modelled using FLOW-
3D. Note that, in all cases, only a small number of steps were included in the model to reduce
computational costs. It can be seen that, in each case, jet deflection occurs at one or more
of the steps, as was the case for all crest profiles which were investigated. As there is no
validation data available for these models, it is impossible to determine whether the observed
jet deflection is due to the spillway and crest design, or possible inaccuracies in the FLOW-3D
model. For this reason, it was decided that the spillway would be constructed with a removable
crest. This allowed different crest profiles to be trialled so that a crest which prevents jet
deflection could be found and installed into the experimental model.
Figure 3.1: Various crest designs modelled using FLOW-3D. In all cases jet deflection is observed at one or more
steps
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Figure 3.2 shows the profile of the experimental crest which has been used throughout
this study. The coordinates (0,0) represent the top corner of the first step and the coordinates
(480,152) represent the end of the approach channel and the start of the curved crest. The
curve has been approximated by the equation z = −7.2×10−4x2+0.659x +1.8858. It can be
seen that the equation approximates the curve extremely accurately. Note that, in figure 3.2, x
and z have been used to represent the horizontal and vertical axes in relation to ground level.
Generally, throughout this chapter, x refers to the distance parallel to the pseudo-bottom from
the first step corner and z refers to the distance perpendicular to the pseudo-bottom. This is
detailed in figure 2.1.
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Figure 3.2: Experimental crest profile and the equation used to approximate the curve
3.2.4 Final Spillway Design
The final design of the experimental stepped spillway is shown in figure 3.3. The crest profile,
which prevents jet deflection from occurring, is shown in the diagram. The spillway is con-
structed from 20 mm thick clear acrylic plastic so that the flow can be easily observed. The
inflow and outflow consist of 300 mm and 590 mm diameter, cylindrical end boxes respectively.
The water is pumped around the system using a Lowara single-impeller centrifugal pump with
a flow rate range of 5 l/s to 25 l/s (although the company involved in the construction of the
spillway advised that the flow rate should not exceed 23 l/s). Two flow control valves are used
to control the flow rate and the discharge is measured using a calibrated 150 orifice plate flow
meter.
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Figure 3.3: Diagram of the final design of experimental stepped spillway. The width of the spillway is 150 mm
3.3 Flow measurement Techniques
3.3.1 Pressure Measurement
Pressure measurements are taken at steps 2, 5 and 12. These steps are chosen for a number
of reasons. Step 12 is always located in the fully aerated uniform flow region. For the majority
of flow rates step 2 is located in the non-aerated region and step 5 is in the region where the
location of the inception point varies over time. At the lower range of flow rates which produce
skimming flow, step 2 is located in the upstream end of the region of the spillway where the
inception point varies over time. The location of the three steps, in distinctly different regions
of the spillway, will allow the effect of air entrainment on pressure to be investigated, and also
provide validation data for CFD simulations in both the aerated and non-aerated regions.
A further reason that these steps were chosen for pressure measurements is that steps
2 and 12 are even numbered whereas step 5 is odd numbered. 3D vortex structures are
38
3.3 Flow measurement Techniques
observed in the step cavities and have different forms at odd and even steps. These 3D
structures are described further in section 3.4.
At each step, pressures are measured in the same locations. Figure 3.4a shows the
pressure measurement locations on the step faces. In order to investigate the 3D effects,
observed within the step cavities, pressure measurements are taken at the centreline of the
spillway and also 20 mm from one of the spillway walls. These 3D effects are also discussed
further in section 3.4. Figure 3.4a also shows the origin from where the distance across the
channel width, w , the distance along the horizontal step face, l , and the distance up the
vertical step face, h, are measured.
Figure 3.4b shows the pressure measurement locations at the spillway side wall. These
locations are relatively spread out so that the general pattern of pressure on the side wall can
be determined. Three of the sensors are located within the step cavity, where the recirculating
vortices occur, and the other is located above the pseudo-bottom, allowing the difference in
pressure between these locations to be investigated.
At each pressure measurement location, holes were drilled and tapped so that the pres-
sure transducers could be securely screwed into position. When not in use, rubber bungs
were inserted into the holes to form a water tight seal and sit flush with the spillway surface.
Pressures were measured using two Omega PX409 pressure transducers with a measure-
ment range of atmospheric pressure ± 6894.8 Pa. Note that, in accordance with the scale
of the pressure sensor, all pressures in this study are presented relative to atmospheric pres-
sure, which is defined as 0 Pa. A National Instruments cDAQ-9178 CompactDAQ chassis
and National Instruments NI-9215 Input Module, in combination with the systems engineering
software LabVIEW, were used to record the data measured by the pressure transducer. All
pressures were recorded at a frequency of 1 kHz. On the step faces, at each horizontal or
vertical position, pressures are measured at the centreline and at w = 20 mm simultaneously.
On the side wall pressures are measured simultaneously at h = 20 mm and at h = 60 mm.
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(a) Step faces (b) Side wall
Figure 3.4: Pressure measurement locations on the step faces and spillway sidewalls. The dimensions h, l , and
w and the distances hs , ls and W are indicated in the diagram.
3.3.2 Free-Surface Measurement
Image analysis was used to measure the position of the free-surface. One of the main ad-
vantages of this method of free-surface measurement is that it can measure the free-surface
depth at all points along the spillway simultaneously, rather than at specific measurement loc-
ations. Images of the flow depth were collected by recording videos of the flow from the side
of the spillway and ensuring there was large contrast between the colour of the water and the
colour of the background. This allows the position of the free-surface to be calculated as the
boundary between two colours. The contrast was achieved by lighting the spillway from below
and installing a black background behind the spillway. The spillway was lit with three Yongnuo
YN-600 Pro LED photography lights, each with 600 LEDs, to maximise the uniformity of the
light on the spillway. Videos were recorded using a Nikon D3300 digital camera with a Nikon
Nikkor 18mm - 55mm zoom lens. All videos were recorded at 60 frames per second with a
resolution of 1920 by 1080 pixels. The ISO of the camera was set to 400 to increase the
contrast between the fluid and the background. Figure 3.5 shows one frame of a video of the
spillway. It can be seen that, along the entire length of the spillway there is a sharp contrast,
at the free-surface, between the brightly lit fluid and the dark background. It should be noted
that in the downstream end of the spillway the entire depth of flow is lit due to the presence of
air bubble in the aerated region. Upstream, in the non-aerated region, there are no air bubbles
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and the flow is brightly lit only adjacent to the free-surface.
Figure 3.5: One frame of a video used for image analysis to measure the location of the free-surface. Though the
use of lighting, background and the ISO of the camera, a sharp contrast between the water and the background is
observed at the free-surface
To determine the location of the free-surface, the video recordings were analysed using
the computation and visualisation software MATLAB. Each frame of the video recording was
processed individually and stored in a matrix. The following procedure was used to process
each frame:
1. The image is rotated anticlockwise by 45o .
2. The image is cropped in the vertical direction from the pseudo-bottom to a depth above
the maximum free-surface height. In the horizontal direction the image is cropped from
x = 0 mm, at the corner of the first step, to x = 1697 mm, at the downstream end of the
last step.
3. The image is converted from colour to greyscale (figure 3.6 (a)).
4. The greyscale image is then converted to a purely black and white image. Pixels with
a colour value below a certain threshold are converted to black and pixels above the
threshold are converted to white. The value of the threshold is chosen manually so
that the bulk flow is converted to white while the background is converted to black. The
use of lighting and a black backdrop results in a distinct change in the image colour at
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the free-surface. This results in the free-surface position being relatively insensitive to
the threshold value used. A range of threshold values were trialed and each produced
extremely similar free-surface profiles.
5. The dark areas caused by pressure sensor holes and the lower part of the non-aerated
region are manually converted to white (figure (3.6 (b)).
6. The free-surface is determined as the boundary between black and white (figure 3.6
(c)).
(a) Grey Scale Image
(b) Black and White Image
(c) Free-Surface Plot
Figure 3.6: Procedure used to measure the free-surface position for a single video frame: (a) the original image
converted into grey scale; (b) the grey scale image converted into either black or white; (c) the final free-surface
plot calculated using the black and white image
After the image has been rotated and cropped in steps 1 and 2, the total depth of the image
is approximately 100 pixels. The threshold value used in step 4 has also been chosen so that
splashing near the free-surface is converted to black and only the bulk flow becomes white.
However, the colour of the water in the splashes varies significantly and a single threshold
value cannot completely remove all splashes from the image. Figure 3.6 (b) shows that at
some horizontal positions there are several boundaries between the black and white parts of
the image, caused by splashing at the free-surface. The free-surface is chosen as the lowest
point at any horizontal position where there is a boundary between black and white pixels.
This will help to remove any effects of splashing from the computed free-surface. At each flow
rate, the spillway was recorded for 3 minutes, providing 10800 frames of data.
The axes of figure 3.6 (c) have units of pixels which must be converted into units of length.
To do this, the number of pixels is measured from a known distance in the image, allowing
conversion from the number of pixels to a length in mm using the following equation:
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z = depth in pixels × known distance
pixels covered by known distance
. (3.2)
3.3.3 Limitations
The main limitations in the experimental procedure used in this study are listed below.
• Pressures are only measured at two locations at one time. This allows pressures to be
compared over the same measurement period at only two positions, e.g. at the wall
and at the centreline. A larger number of pressure transducers and data acquisition
modules would allow pressure data from more locations to be compared over the same
measurement period.
• The range of the pressure sensors are atmospheric pressure ± 6894.8 Pa. The pres-
sure transducers are able to measure pressures outside of this range, however, pres-
sures outside of this range may not be measured accurately. All of the pressures meas-
ured in this study, however, fall within the measurement range of the pressure trans-
ducers.
• The pressure transducers used in this study are accurate to 5.5 Pa, which is negligible
relative to the range of the pressures being measured.
• The method of free-surface measurement records the data from the side of the spillway
so cannot measure any variation in the flow depth across the width of the channel. Some
wall effects can be observed in the free-surface profile, however, only the maximum flow
depth across the width of the channel is recorded using this measurement technique.
• The images taken to measure the free-surface may be subject to small amounts of barrel
and/or pincushion distortion whereby straight lines, particularly close to the edge of the
image, appear curved due to the curvature of the camera lens.
3.4 Initial Observations
Figure 3.7 shows an image of skimming flow over the experimental spillway. The non-aerated
region, inception point and aerated region can be clearly seen, and recirculating vortices can
be observed in the step cavities. The location of the inception point varies around a mean
position over time, as described by Meireles et al. (2012).
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Figure 3.7: Experimental spillway under a discharge of 20.2 l/s. The non-aerated region, inception point and
aerated region can be clearly seen. The pressure measurement locations are indicated
3.4.1 Cross-stream Vorticity
The recirculating vortices which occur during skimming flow (figure 2.1) can be observed
through the spillway side walls. When viewed from the back of the steps, however, vortices
which circulate perpendicular to the main flow direction are also observed in the step cavities.
These vortices will be referred to as stream-wise, and cross-stream, vortices respectively.
The cross-stream vortices have been observed at all steps, through dye injection into the
step cavities in the non aerated region and by observing the movement of air bubbles in the
aerated region. The stream-wise vortices are expected to occur and have been described by
many authors. The cross-stream vortices, however, were not expected. Studies describing
similar behaviour in stepped spillways are detailed below, however, to the best of the author’s
knowledge, the exact behaviour of cross-vortices observed in this study has not been reported
elsewhere.
In each step cavity, there are two cross-stream vortices, circulating in opposite directions
and interacting at the centreline of the spillway. It is observed that the vortices circulate in
one of two directions depending on which step is considered. At some steps, the vortices flow
upwards at the wall and impinge on the horizontal step face at the centreline of the spillway.
This will be referred to as inward circulation. At the other steps, the vortices impinge on the
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horizontal step face at the wall and flow upwards at the centreline. This will be referred to as
outward circulation. The pressure measurement locations were chosen to be at the centreline
and close to the wall so that the effect of the cross-stream vortices on the pressures acting on
the step faces could be investigated. The direction of circulation of the cross-stream vortices
is also observed to change from inward to outward circulation at each consecutive step.
Figure 3.8 shows photographs of the step cavities from behind the steps, and associated
diagrams detailing the direction of circulation of the cross-stream vortices, of steps 9 and 10
at Q = 15 l/s. It can be seen, from the air bubbles in the photographs, that in each step cavity
there are two structures, one on either side of the spillway centreline. These structures are
the cross-stream vortices. At step 9 inward circulation is observed, which then changes to
outward circulation at step 10. This alternating pattern repeats at every step. Pressures were
measured at both odd and even numbered steps (2, 5 and 12) so that the effect of both inward
and outward circulation on the step pressures could be investigated.
Figure 3.8: Cross-stream vortices viewed from behind the vertical step face, at Q = 15 l/s, at steps 9 and 10, with
associated diagrams detailing the direction of circulation of the cross-stream vortices
Figure 3.9 shows a schematic of the structure of the stream-wise vortices at two steps,
for comparison with the stream-wise vortices. The arrows indicate the direction of circulation
of the stream-wise vortices. As viewed from the side of the spillway, the stream-wise vortices
appear to have the same structure at each step, unlike the cross-stream vortices. The cross-
stream vortices cause the flow within the step cavities to vary across the width of the channel,
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however, this behaviour is not apparent through observation of the stream-wise vortices from
the side of the spillway.
Figure 3.9: Schematic showing the structure of the stream-wise vortices as viewed from the side of the spillway,
with the direction of circulation of the stream-wise vortices indicated by arrows
At the lower range of flow rates, for the skimming flow regime, the odd numbered steps
show inward circulation and the even numbered steps show outward circulation. As the flow
rate is increased, there is a range of flow rates at which the direction of circulation of the cross-
stream vortices, at a particular step, can be visually observed to fluctuate between outward
and inward circulation. As the flow rate is increased further a value is reached at which the
direction of circulation at each step appears to be consistently opposite to that at the lower flow
rates. At these higher flow rates, the direction of circulation of the cross-stream vortices can
be visually observed to be generally the opposite of that at the lowest flow rates. The direction
of circulation, however, is not as stable as at the lower flow rates and some fluctuations can
still be observed. This will be discussed in more detail in section 3.5.3.4.
Studies documenting this pattern of alternating cross-stream vortices, or similar phenom-
ena, are rare. This may be partly due to the construction materials of experimental stepped
spillways making it impossible to visualise the variation in the flow across the width of the
channel.
Chanson (2002) describes different sub-regimes of skimming flow which, depend on the
chute angle, θ. Below θ ≤ 12◦ − 15◦ the SK1 sub-regime occurs in which there is unstable
recirculation and the mixing layer does not reach the end of the step. From 12◦ − 15◦ ≤ θ ≤
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15◦ − 25◦ the sub-regime SK2 occurs in which there is unstable recirculation and the mixing
layer extends to the end of the step. For θ ≥ 25◦−30◦ sub-regime SK3 occurs whereby stable
recirculation occurs with most of the vorticity occurring at the downstream end of the step.
Lopes et al. (2017) found that for a 500 mm wide spillway of hs = 60 mm, ls = 120 mm
and θ = 26.6◦ the sub-regimes SK1 and SK2 were observed to occur at alternating steps.
However, the same step geometry, with a narrower channel width of 300 mm, did not show
this pattern. CFD simulations of the 500 mm wide spillway show that the SK1 and SK2 sub-
regimes alternate across the width of the channel as well as at each step, which is the same
trend that is shown in the current study. Note that, in the current study, θ falls within the range
suggested by Chanson (2002) to produce the sub-regime SK3 and SK3 is observed at every
step. The alternating pattern of cross-stream vorticity is not perceptible from the side wall of
the spillway and can only be observed from behind or beneath the step cavities.
Morovati et al. (2016) conducted experimental and CFD modelling of a number of config-
urations of pooled steps for a 520 mm wide spillway with hs = 100 mm and ls = 200 mm. CFD
streamlines show that secondary flows, which appear similar to the cross-stream vortices ob-
served in this study, occur for a number of step pool configurations. Streamlines were only
presented at one step, however, so it is unclear whether the alternating pattern of circulation
direction occurred.
Matos et al. (1999) describes 3D behaviour of the recirculating vortices across the width
of a 1000 mm stepped spillway channel. It is unclear, however, whether the 3D behaviour is
a regular pattern of vortices, as observed here, or whether there is any alternating pattern at
each subsequent step. Pressures were measured at the centre of the horizontal step face
and a wavy pattern of pressure was observed down the spillway chute. The wavelength of
this pattern, however, does not suggest a pattern that alternates at each step. Sánchez-Juny
et al. (2000) and Sánchez-Juny and Dolz (2005) also reported a wavy pattern to the pressures
acting at the centre of the horizontal step face at different locations along the spillway. The
wavelength of the wavy pattern of pressures reported in these studies is approximately two
steps, which would correspond to an alternating pattern at each step.
Although not directly related to vorticity in the step cavities, alternating behaviour from step
to step of other flow variables have been reported. Felder and Chanson (2009b) and Yasuda
and Chanson (2003) conducted experimental modelling of a 1000 mm wide stepped spillway
with θ = 21.8◦. Both studies tested steps of hs = 50 mm and Felder and Chanson (2009b)
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also tests steps of hs = 100 mm. In all cases, a "seesaw" pattern was observed in a number of
flow variables, including the depth-averaged void fraction, characteristic depth, characteristic
air-water velocity and turbulence intensity. The seesaw pattern had a wavelength of two steps,
equating to an alternating pattern at each step.
3.5 Experimental Results
Experimental data was recorded at discharges of 12 l/s, 15 l/s, 18 l/s and 21 l/s. At Q =
12 l/s Re = 80,000 which is close the minimum value of 105 suggested by Boes and Hager
(2003a). This flow rate was chosen, however, to provide data on as large a range of flow rates
as possible for both experimental investigation and also validation of CFD models.
3.5.1 Free-Surface Position
Figure 3.10 shows the mean free-surface position, ± the standard deviation, for the four flow
rates investigated. In all cases the minimum flow depth is at the upstream part of the spillway
in the non-aerated region. There is then an increase in the depth of the free-surface which
represents the inception point. At this point air is entrained into the flow which increases
the volume of the air-water mixture, increasing the flow depth. The location of the inception
point is discussed further in section 3.5.2. Downstream of the inception point, the flow depth
increases due to flow bulking and reaches its maximum value. Further downstream the flow
depth decreases in the uniform flow region. These findings agree with well documented theory
of skimming flow over stepped spillways. Note that at the far downstream end of the spillway
the flow depth increases steeply. This is due to the flow meeting the outflow channel of the
spillway which is at 45◦ to the pseudo-bottom.
The standard deviation is relatively small in the non-aerated region and then increases sig-
nificantly downstream of the inception point. This greater variation in the free-surface depth is
attributed to the intense splashing observed in this area, and the effect of the temporal vari-
ation of the location of the inception point. Further downstream, in the uniform flow region, the
standard deviation decreases, but still remains generally larger than the non-aerated region.
It is also noticeable that at the higher flow rates, there is a greater variation in the flow depth
in the non aerated region.
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Figure 3.10: Experimentally measured mean free-surface positions ± the standard deviation. Data is averaged
over 180 s of data (10800 frames) and is shown for all four flow rates investigated
Figure 3.11 shows a direct comparison of the mean free-surface positions for the four flow
rates. In general the flow depth increases with discharge. At 15 l/s and 18 l/s there is little
difference in the flow depth in the non-aerated region and the uniform flow region. Directly
downstream of the inception point the flow depths are similar for 12 l/s and 15 l/s and also for
18 l/s and 21 l/s.
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Figure 3.11: Experimentally measured mean free-surface profiles for the four discharges investigated
3.5.2 Inception Point
As described by Meireles et al. (2012), the location of the inception point varies around a
mean temporal position. By visual observation it is noticeable that, as the flow rate increases,
the location of the inception point varies over a larger distance. This is likely, at least in part,
due to the increase in the variation of the free-surface depth in the non-aerated region with
increasing discharge (figure 3.10). As the inception point occurs when the free-surface and
turbulent boundary layer intersect, a greater variation in the free-surface position will cause a
greater variation in the location of the inception point.
The location of the inception point was measured by visual inspection and was recorded
as the outside step corner immediately upstream of the of the step cavity that has a continuous
presence of air bubbles when viewed from the side walls. Li is the distance, parallel to the
pseudo-bottom, from the corner of step 1 to the inception point. Although the step cavity has
a continuous presence of air bubbles, the volume of air bubbles in the cavity is observed to
vary as the location of the inception point varies. Table 3.1 shows the inception point locations
for various flow rates. The inception point is the same at 15 l/s as it is at 12 l/s. It would be
expected that the inception point would appear further downstream at the higher flow rate.
Due to the method of recording the location of the inception point, the recorded data is only
precise to ± half the distance between the outside step corners (113.13/2 = 56.57 mm). A
more precise method of measuring the inception point, such as measuring the depth of the
turbulent boundary layer, may produce slightly different values for 12 l/s and 15 l/s.
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Table 3.1: Inception point locations
Q (l/s) Step Li (mm)
12 3 226
15 3 226
18 5 452
21 6 565
In order to determine whether the recorded inception point locations show similar beha-
viour to other experimental studies, the data is compared to empirical relationships developed
by Chanson (2002) and Boes and Hager (2003a). However, Li is defined differently by both
Chanson (2002) and Boes and Hager (2003a), and also in this study. In table 3.1, Li is the
distance from the top corner of step 1 to the inception point. Chanson (2002) defines Li as
the distance from the start of the growth of the boundary layer to the inception point. The
location of the start of the growth of the boundary layer was not able to be measured in this
study, however, it would be expected that it would be located significantly further upstream
than the first step corner. Boes and Hager (2003a) define Li as the distance along the curved
crest and pseudo-bottom profile from the maximum height of the spillway crest to the inception
point. The spillway configuration is different to that of this study, however, as this study has a
relatively long approach channel upstream of the curved section, which is not the case in the
study by Boes and Hager (2003a).
CFD data has been used in order to determine where Li should be measured from, in this
study, in order to make comparisons with the empirical relationships proposed by Chanson
(2002) and Boes and Hager (2003a). Figure 3.12 shows contours of air volume fraction, for the
inlet and approach channel, at the centreline of the spillway, with streamlines superimposed
over the contours. The VOF multiphase model, with the SST k − ω turbulence model, was
used for this simulation (described in detail in chapter 4) and the flow rate was 15 l/s. It can be
clearly seen that at the upstream end of the horizontal section of the approach channel there
is an area of recirculation. It, therefore, follows that the turbulent boundary layer, due to the
interaction of the water and the spillway surface, would develop at some point downstream of
this area of recirculation.
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Figure 3.12: CFD contours of air volume fraction and streamlines using the VOF multiphase model with the SST
k−ω turbulence model. The approximate distance from the downstream end of the recirculation zone and the top
of the first step is approximately 825 mm
The distance along the curved and horizontal section of the approach channel, from the re-
circulating region to the first step, is approximately 825 mm. A value of 825 mm has, therefore,
been added to the recorded values of Li in this study so that they can be directly compared to
the empirical relationships proposed by Chanson (2002) and Boes and Hager (2003a). Note
that the value of 825 mm is only an approximation, as the length of this recirculation region in
the CFD model has not been validated against experimental data, and also the value of 825
mm would likely vary with flow rate. However, the addition of 825 mm to Li will allow more
meaningful comparisons of the experimental data and the empirical relationships to be made.
Figure 3.13 shows the experimentally recorded values of Li + 825 mm as well as the
predictions of Li using the empirical relationships. Note that the error bars represent the
precision error of half the distance between step corners. The two empirical relationships
appear to have almost identical gradients. Although the experimental inception points at Q =
12 l/s and Q = 15 l/s are recorded at the same step, when the precision error is accounted
for, the rate of increase in Li with Q matches the predictions made using the work of Chanson
(2002) and Boes and Hager (2003a) reasonably well.
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Figure 3.13: Inception point locations for different flow rates as predicted by empirical relationships and with
adjusted experimental data. The precision error for each experimentally measured inception point location is
indicated in the figure
3.5.3 Pressures Acting on the Step Faces and Spillway Side Walls
3.5.3.1 Horizontal Step Faces
Table 3.2 shows the predominant direction of circulation of the cross-stream vortices. Note
that, although this indicates the predominant circulation direction that is observed at these flow
rates, fluctuations in the direction of circulation, as described in section 3.4.1, are observed in
some cases. The directions of circulation are also indicated in figures 3.14, 3.15, 3.16, 3.17
and 3.20.
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Table 3.2: The predominant direction of circulation of the cross-stream vortices for different steps and flow rates
Step Number Q (l/s)
Circulation
Direction
Step 2
12
Outward
15
Outward
18
Outward
21
Inward
Step 5
12
Inward
15
Inward
18
Inward
21
Outward
Step 12
12
Outward
15
Outward
18
Outward
21
Inward
The findings of Amador et al. (2009), Chen et al. (2002) and others show that that the
pressures on the horizontal step face follow the profile shown in figure 2.2. The maximum
pressure act at the downstream end of the step, where the recirculating vortex impinges on
the step face. This will be referred to as the the typical pressure profile, for comparison with
certain cases in this investigation, where the pressure profiles do not match the findings of the
above mentioned authors.
Figure 3.14 contains bar charts showing the mean pressures at different locations in the
spillway, with error bars denoting the mean ± the standard deviation. Firstly consider only the
data for the flow rates 12l/s, 15l/s and 18l/s. At step 2, the typical pressure pattern can be
seen close to the wall at w = 20mm, where the pressure at l = 55 mm is much higher than at
l = 15 mm. At the centreline of the spillway, however, this pressure pattern is not seen. At the
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centreline there is very little difference in pressure across the length of the step. At step 2 the
cross-stream vortices show outward circulation so that the cross-stream vortices impinge on
the horizontal step face close to the wall but flow away from the step at the centreline.
At step 5, the opposite trend can be observed. The typical pressure profile, with the higher
pressure at the downstream end of the step, occurs at the centreline of the spillway, however,
at the wall there is very little difference in the pressure across the length of the step. At these
flow rates inward circulation occurs at step 5, so the cross-stream vortex impinges at the
centreline. It should be noted that although the pattern is the reverse of the pattern at step 2,
there is not as much of a variation in pressure across the width of the channel.
At step 12, the direction of circulation of the cross-stream vortices is the same as at step
2 and the pressure profile is also the same. The typical pressure profile occurs at the wall but
not the centreline. This is shown in figure 3.18.
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Figure 3.14: Mean pressure acting on the horizontal step faces ± standard deviation. w is the distance across the
channel width from the spillway sidewall and l is the distance along the horizontal step face from the inside step
corner. These dimensions are detailed in figure 3.4a
Now consider the data for Q = 21 l/s. In this case, it was observed that the direction of
circulation of the cross-stream vortices had swapped in the manner previously discussed. At
this flow rate we see the opposite trend in the location of the maximum pressures. At steps 2
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and 12 the typical pressure pattern is observed at the centreline and at step 5 it is observed
at the wall.
Apart from one case, at all locations and for all flow rates the typical pattern of pressure
(figure 2.2) is observed at the position where the cross-stream vortices impinge on the hori-
zontal step face. Where the cross-stream vortices flow away from the horizontal step face the
typical pressure profile does not occur and there is little variation in the pressure across the
length of the step. This very clearly shows that the direction of circulation of the cross-stream
vortices affects the pressure across the width of the channel.
The exception to this trend is step 12 at 21 l/s. Here the pressure at l = 55 mm is slightly
higher at the centreline, where the cross-stream vortices impinge, than at the wall. However,
at both the wall and the centreline the pressure is noticeably higher at l = 55 mm than at l
= 15 mm. Therefore it would appear that, although there is variation in the magnitude of the
pressure, the typical pressure profile occurs at both the wall and the centreline.
In order to understand how the flow is behaving at step 12 for Q = 21 l/s, it is helpful to
consider the full pressure signal over the five minute measurement period, rather than just the
mean values. Figure 3.15 shows 10 s moving averages of the pressures at the downstream
end (l = 55m) of the horizontal step faces. Each step and flow rate combination is shown in a
separate sub-plot and each sub-plot shows the moving average at the wall and the centreline,
as well as the the mean of the two moving averages. The predominant direction of circula-
tion of the cross-stream vortices have been shown but, as in figure 3.14, fluctuations in the
circulation direction may still occur.
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Figure 3.15: 10 second moving averages of the pressure acting at the centreline and close to the wall, at the
downstream end of the horizontal step faces. Data is shown at steps 2, 5 and 12 for varying flow rates
The pressure signals generally follow the pattern observed in figure 3.14, with the high
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and low pressure locations corresponding to the direction of circulation of the cross-stream
vortices. In some cases, however, the two data lines cross one another, showing that the loc-
ation of highest pressure moves from the wall to the centreline, or vice versa. The direction of
circulation of the cross-stream vortices has been visually observed to fluctuate at a particular
step, as described in section 3.4, and the highest pressures are generally found where the
cross-stream vortices impinge on the horizontal step face. As a decrease in the pressure in
one location corresponds to an increase in the pressure at the other location, it is a reason-
able assumption that when the two data lines in figure 3.15 cross one another, the direction of
circulation of the cross-stream vortices has reversed. This phenomenon will be referred to as
vortex switching.
In each case the pressure signals at the wall and the centreline display strong symmetry
around the mean and the mean remains relatively constant. The pressures at the end of the
step is caused by circulation of the vortices in the step cavity, which in turn are driven by the
main flow above the pseudo-bottom. Regardless of which direction the cross-stream vortices
circulate in, the total amount of energy driving the vortices remains the same. Therefore it
follows that the mean pressure at the downstream end of the horizontal step face will remain
relatively constant across the width of the channel, even when vortex switching occurs.
At step 2, for Q = 18 l/s it can be seen that the cross-stream vortices switch at approx-
imately 50 s. At approximately 250 s, there is a small dip in the wall pressure and a small
increase in the pressure at the centreline, although the pressure data lines do not cross one
another. When a 1 s moving average of the same data is plotted, however, the two lines do
cross one another. This indicates that when there is a simultaneous decrease and increase in
the two pressure signals but the lines do not cross one another, the direction of circulation of
the cross-stream vortices has swapped for only a short time period.
Consider the moving averages of pressure at the times when vortex switching does not
occur. At 15 l/s, 18 l/s and 21 l/s the data signals at step 5 appear to contain more variation
than the signals at steps 2 and 12. This may be because, at these flow rates, step 5 falls
within the region affected by the variation in the location of the inception point.
The greatest amount vortex switching occurs at Q = 21l/s, especially at step 12. This ex-
plains why there is only a small difference in the mean pressures at the wall and the centreline
at step 12 for 21 l/s (figure 3.14). Vortex switching will be discussed in more detail in section
3.5.3.4.
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It is difficult to compare the pressures at step 5 directly to the pressures at the other steps,
as the directions of circulation of the vortices are different. At step 12, in the fully aerated
region, all of the mean pressures, with one exception, are lower than at step 2, in the non-
aerated region. The exception to this is at the wall for Q = 21 l/s. Here the mean pressure
is slightly higher at step 12 which is due to the significant vortex switching which occurred
in this case. The reduction in mean pressure in the aerated region agrees with the findings
of Amador et al. (2009), Sánchez-Juny and Dolz (2005) and Sánchez-Juny et al. (2000) and
shows that the presence of air in the flow acts to reduce pressure.
In order to analyse how the flow rate affects the mean pressure, consider only the data
for Q = 12 - 18 l/s, as at Q = 21 l/s the cross-stream vortices predominantly circulate in the
opposite direction. Generally there is a small increase in the mean pressure with discharge.
In some cases, however, there is a larger increase or a small decrease in the mean pressure.
These variations in the trend are unsurprising due to the complex pattern of pressures caused
by the cross-stream vortices and vortex switching.
The standard deviation (SD) is taken over a relatively long measurement period (300 s
giving 300,000 data points) and, therefore, can be used as an indication of the fluctuations
in the pressures. In all cases, SD is larger at the downstream end of the step, regardless of
which direction the cross-stream vortices are circulating in. This agrees with the findings of
Amador et al. (2009). At l = 55 mm the fluctuations in pressure, in most cases, are larger at
the position in the channel width where the vortices impact the step.
Amador et al. (2009) and Sánchez-Juny and Dolz (2005) both show that on the horizontal
step face the fluctuations in the pressure decrease downstream of the inception point, how-
ever, this is not the case for this data. Amador et al. (2009) also shows that on the horizontal
step faces the fluctuations in pressure increase with discharge in the downstream region. In
the current study, however, the pressure fluctuations do not appear to be sensitive to flow rate
in any part of the spillway. Again, these differences may be due to the complexity of the vortex
structures observed in this study.
3.5.3.2 Vertical Step Faces
Figure 3.16 shows the mean pressures, ± the standard deviations, of the pressures acting on
the vertical step faces. In all cases, the pressure is lowest at the top of the step, in agreement
with the findings of Zhang et al. (2012), Sánchez-Juny et al. (2007) and others, and is a result
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of flow separation caused by the recirculating vortices within the step cavities.
Figure 3.17 shows the 10 s moving averages of pressure acting on the vertical step faces.
The direction of circulation of the cross-stream vortices does affect the pressures acting on
the vertical step faces, however, there is far less variation in the pressure across the channel
width as there is on the horizontal step faces.
Firstly consider steps 2 and 12. For Q = 12 - 18 l/s, outward circulation is generally
observed and the lowest pressure is found at the walls whereas for Q = 21 l/s inward circulation
is generally observed and the lowest pressure is found at the centreline of the spillway.
Now consider step 5. For Q = 18 and 21 l/s the same pattern is seen where outward
circulation produces the lowest pressure at the wall and inward circulation produces the lowest
pressure at the centreline. At Q = 12 l/s the pressures at the centreline and at the wall are
almost identical so it does not appear that the direction of circulation of the cross-stream
vortices has a large effect on the pressure across the width of the channel in this case.
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Figure 3.16: Mean pressure acting on the vertical step faces ± standard deviation. w is the distance across the
channel width from the spillway sidewall and h is the distance up the vertical step face from the inside step corner.
These dimensions are detailed in figure 3.4a
For Q = 15 l/s, at step 5, the mean pressure at h = 55 mm is lowest at the wall which, is the
opposite pattern to that observed at Q = 12 l/s and 18 l/s. The moving averages (figure 3.17)
shows that a considerable amount of vortex switching occurs in this case and that outward
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and inward circulation can each be observed for approximately half of the measurement time.
Therefore, although the mean pressure shows the opposite pattern than at Q = 12 l/s and 18
l/s, the vortex switching in this case indicates that the direction of circulation of the vortices
affected the pressure across the width of the channel.
On the vertical step faces, the pressures are affected by the direction of circulation of the
cross-stream vortices (other than the above discussed case) but to a lesser degree than on the
horizontal step faces. It should also be noted that the location of the high and low pressures on
the vertical step faces are opposite to the horizontal step faces. Inward circulation causes the
highest pressures at the centreline on the horizontal step face, but at the wall on the vertical
step face, and vice versa. This is a result of the structure of the vortices and will be discussed
further in chapter 6.
As with the horizontal step faces, it is difficult to directly compare pressures with other
studies due to the effect on the pressure of the cross-stream vortices. Sánchez-Juny et al.
(2007) shows that with increased discharge, the maximum and minimum mean pressures
on the step face increase, which is not consistently the case in this study. Generally the high
pressures, at h = 15 mm, increase with discharge but at h = 55 mm, where the lower pressures
occur, the mean pressures vary considerably with discharge.
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Figure 3.17: 10 second moving averages of the pressure acting at the centreline and close to the wall, at the top
of the vertical step faces. Data is shown at steps 2, 5 and 12 for varying flow rates
The differences in the pressure readings on the vertical step face, between the wall and
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centreline, are much less than on the horizontal step face. It is also noticeable that the differ-
ence between the pressures at the centreline and the wall becomes much less in the aerated
region. The lowest pressures occur at step 5 close to the inception point. At step 12, sub-
atmospheric pressures occur and the pressures are lower than step at 2. It is thought that
the non-aerated region is at most risk of cavitation and plucking damage due to the protec-
tion provided by the cushioning effect of air in the fully aerated region. These results suggest
that this might not be the case, as the pressures are lower in the fully aerated region than
they are in the non-aerated region. The pressures recorded in these experiments are not
low enough to cause cavitation damage, however, in prototype spillways this might not be
the case. The experimentally measured pressures in this study may be low enough to cause
plucking damage, however. This highlights how useful accurate CFD modelling of prototype
stepped spillways could be to reservoir engineers to identify regions within the spillway which
are at risk of plucking or cavitation damage. This is considered further in chapter 6.
As with the horizontal step faces, to analyse how flow rate affects pressures, only the data
for Q = 12 - 18 l/s is considered. At the bottom of the step the mean pressure generally
increases with discharge as does the pressure at the top of the step at step 2. At h = 55
mm for steps 5 and 12, however, there does not appear to be a correlation between the
mean pressure and the flow rate. This disagrees with the findings of Amador et al. (2009)
and Sánchez-Juny and Dolz (2005) who show that the mean pressure, on the vertical step
face, increases with Q in the fully aerated region. Amador et al. (2009) also shows, using
experimental modelling, that the pressure fluctuations at the top of the vertical step decrease
in the fully aerated region and that the fluctuations increase with flow rate. This is not the case
in this study as there is not much variation in the pressure fluctuations and they do not appear
to be affected by the step number or the flow rate. Again, any differences between the trends
shown in this data, and those shown in other studies, may be due to the complexity of the
cross-stream vortices and vortex switching.
Figure 3.18 shows the generalised pressure patterns which occur on the step faces ac-
cording to the direction of circulation of the cross-stream vortices (assuming symmetry around
the centreline of the spillway). It can be seen that the highest pressures on the horizontal step
face, and the lowest pressures on the vertical step face, are found at the position across the
channel width where the cross-stream vortices impinge on the horizontal step face. Although
the resolution of this image is very low, it will be useful to compare to pressure contours
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produced using numerical modelling.
Figure 3.18: Experimentally observed pressure patterns on the step faces according to the direction of circulation
of the cross-stream vortices
3.5.3.3 Spillway Side Wall
To the best of the authors knowledge, Winter et al. (2010) is the only other study to exper-
imentally investigate the pressures acting at the wall of a stepped spillway. Making direct
comparisons between the results of that study and those of the current study, however, is
difficult due to a number of differences between the experiments. In the study by Winter et al.
(2010), the slope of the spillway is approximately 1:2.4 and pressure measurements were
taken at the third and fourth step of an 8 step cascade with a long, sloped approach channel.
Measurements were taken with either a smooth or rough approach and there is no reference
to whether the flow was aerated with either approach. Furthermore, the cross-stream vortices
observed in the current study affect the pressure profiles, further reducing the comparability
of the two studies.
Figure 3.20 shows the mean pressures and standard deviations of the pressures acting
on the spillway side wall. The measurement positions are referred to as 1-4 as shown in figure
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3.20. Positions 1, 3 and 4 fall within the recirculation zone of the step whereas position 2
is located in the main flow, above the pseudo-bottom. Note that the moving averages at the
wall have not been included, as they have for the vertical and horizontal step faces. This is
because the pressure data at the wall does not allow the variation in pressure across the width
of the channel, due to the effect of the cross-stream vortices, to be compared.
Figure 3.19: Numbered pressure measurement positions at the wall
Firstly consider the lower two pressure measurement positions at h = 20 mm (positions
3 and 4). Generally the pressures are higher at position 4, which agrees with the findings of
Winter et al. (2010). It is noticeable , however, that, again, the direction of circulation of the
vortices affects the pressure. The pressure at position 4 is significantly higher at the steps
where the vortex impinges close to the wall (steps 2 and 12 for Q = 12 - 18 l/s and step 5 for
Q = 21 l/s.) In the opposite cases, where the cross-stream vortices impinge at the centreline
of the spillway, there is little difference between the pressures at positions 3 and 4.
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Figure 3.20: Mean pressure acting on the wall ± standard deviation. h is the distance up the vertical step face
from the inside step corner and l is the distance along the horizontal step face from the inside step corner. These
dimensions are detailed in figure 3.4b
Now compare the pressure measurements at l = 20 mm (positions 1 and 3). At steps 2
and 5, the pressure is lower at position 1 for 12 - 18 l/s however at 21 l/s the mean pressure
at positions 1 and 3 is roughly similar. At step 12, in the fully aerated region, the pressure
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at positions 1 and 3 is roughly similar at all flow rates. On the horizontal and vertical step
faces, the pressure data at 21 l/s shows a different pattern than at the other flow rates due to
the difference in the direction of circulation of the cross-stream vortices. Here, however, this
does not appear to be the case, as the same pattern is shown at steps 2 and 5 with opposite
circulation directions and the same pattern of pressure is shown at step 12 for all flow rates.
In order to assess the effect of air entrainment on the pressures acting on the side walls,
it is only possible to compare discharges of 12 - 18 l/s at steps 2 and 12. This is due to the
difference in the direction of circulation of the cross-stream vortices at different steps and for
different flow rates. At positions 3 and 4 there is a slight reduction in the pressures at step 12
in the fully aerated region. At position 1 the pressure is small and there does not appear to be
a significant difference between the pressures in the aerated and non-aerated regions.
Position 2 is located in the main flow, so is less likely to be affected by vorticity in the
step cavity. Direct comparisons can, therefore, be made at all steps and for all flow rates.
At step 2, for all flow rates, the pressure is above atmospheric pressure, relatively small and
with low fluctuations in the pressure. At steps 5 and 12 the pressures reduce and some
extremely low pressures, relative to other pressures measured in this study, can be observed.
Dong et al. (2010) and McGee (1988) show that the presence of air bubbles can reduce the
pressures acting on solid boundaries, however, the results of this study show that very low
pressures may occur in the fully aerated region at the wall, above the pseudo-bottom. In the
design and maintenance of stepped spillway it is common practice to only protect upstream
steps from plucking, but these results suggest that in some cases this may not be sufficient.
Further investigation into this should be conducted. High pressure fluctuations can contribute
to plucking damage by vibrating masonry blocks (Winter et al., 2010). The fluctuations in
pressure at steps 5 and 12 are also higher than at step 2. This is further evidence that
masonry blocks in the downstream, aerated regions of stepped spillways may be at risk of
plucking damage.
The pressure fluctuations are generally highest at position 4. This is where the vortices
impact the step during outward circulation, however high fluctuations also occur at this position
during inward circulation. The pressure fluctuations at position 4 also tend to be higher at
steps 5 and 12 than they are at step 2. The pressure fluctuations at position 1, close to the
top of the step, show a similar pattern to position 4. As observed in figure 3.20, the standard
deviation is relatively large and increases slightly at steps 5 and 12. At position 3, close to
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the inside step corner, the pressure fluctuations are relatively low and do not vary significantly
at different flow rates or steps. Position 2, above the pseudo-bottom, shows extremely small
pressure fluctuations at step 2 in the non-aerated region. The SD then increases significantly
at step 5 and then decreases slightly at step 12. It is unclear why the pressure fluctuations
are so small at step 2 compared with the other steps, however small values of the SD are
observed at all flow rates and this result is repeatable at each flow rate.
The pressure measurement described in sections 3.5.3.1, 3.5.3.2 and 3.5.3.3 show that
the cross-stream vortices, which have been visually observed, have a significant effect on
the pressures across the channel width, especially on the horizontal step faces. At the lower
flow rates the direction of circulation of the cross-stream vortices is relatively stable, however,
as the flow rate increases, vortex switching occurs. At the higher flow rates the direction of
circulation of the cross-stream vortices, at a particular step, is generally opposite to that at the
lower flow rates, but some vortex switching occurs. This can be observed visually and also by
the moving averages of the pressure data. Vortex switching is investigated further in section
3.5.3.4.
The pressure data also shows that areas of low pressure, which may cause plucking and
possibly cavitation damage, are observed on the vertical step faces and on the spillway side
walls in the fully aerated region. This region is considered to be protected from low pressures
due to the presence of air, however these results show that there may be some situations
where this is not the case. This highlights how reliable and accurate numerical modelling
techniques could be used to identify at risk areas to help ensure that stepped spillways can
be operated safely.
3.5.3.4 Cross-stream Vorticity Direction and Vortex Switching
The data presented in the previous sections of this chapter show that the direction of circu-
lation of the cross-stream vortices remains constant at lower flow rates and vortex switching
seldom occurs. At higher flow rates, vortex switching is observed and at even higher flow
rates the direction of circulation is predominantly the opposite to that at the lower flow rates,
although significant vortex switching may still occur. This behaviour can be observed both
visually and by the moving averages of the pressure data on the horizontal step faces.
This data, however, has been collected with only a small number of flow rates. It is not
clear at what flow rate the predominant direction of circulation changes, or how sensitive vortex
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switching is to varying discharge. In this section, the effect of flow rate on circulation direction
and vortex switching is investigated further, using a larger number of flow rates. All of the
pressure measurements presented in this section have been recorded at the downstream end
of the horizontal step face of step 12.
Figure 3.21 shows the 10 second moving averages of pressure data, for a range of dis-
charges. For each flow rate, two pressure transducers were used to measure the pressure at
the wall and the centreline simultaneously. In figure 3.21, the same pattern of symmetry, as
observed in figure 3.15, can be seen.
At Q = 16.5l/s the pressure is generally higher at the wall, however, during some of the
measurement period, the pressure is higher at the centreline. This shows that, over the five
minute measurement period, outward circulation dominated but some vortex switching oc-
curred. This is the case for the majority of the flow rates. One direction of cross-stream
circulation dominates over the measurement period, but some vortex switching also takes
place. At the lower flow rates outward circulation is dominant and at the higher flow rates
inward circulation dominates (at step 12, where this data has been measured).
In some cases there is little or no vortex switching, for example at 17.9 l/s and 20.3 l/s.
Conversely, in other cases, there does not appear to be a dominant direction of circulation.
For example at 18.7 l/s and 19.8 l/s there appears to be almost continuous vortex switching.
In general, more vortex switching appears to occur at the mid range of flow rates. At the
lower range of flow rates, the pressure is consistently higher at the wall and at the higher range
of flow rates the pressure is consistently higher at the centreline. This is also seen in figure
3.15, as there is little vortex switching observed at 12 l/s and 15 l/s. This trend, however, is
only a general trend, as there are a number of cases in which it does not apply. In the lower
range of flow rates, at 17.5 l/s and 17.9 l/s, there is little or no vortex switching, however, at
16.5 l/s a significant amount of vortex switching occurs. The most vortex switching occurs
at 18.7 l/s and at 19.8 l/s yet between these flow rates, at 19.0 l/s, there is very little vortex
switching.
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Figure 3.21: 10 second moving averages of the pressure acting at the centreline and close to the wall, at the
downstream end of the horizontal step face of step 12. Each flow rate is shown in a separate sub-plot
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Figure 3.22 shows the means of the pressures, measured over 300 s, which were used
to calculate the moving averages displayed in figure 3.21. It can be seen that, the mean
pressures, over a range of flow rates, show a similar symmetry to that observed in figure 3.21.
In this case, however, the mean of the pressure at the wall and the centreline, which acts
as the line of symmetry, increases gradually as the discharge increases. This is consistent
with the findings of Amador et al. (2009) and Sánchez-Juny et al. (2007), who show that the
pressures acting on the downstream end of the horizontal step face increase with discharge.
At the lower flow rates, the predominant direction of circulation is relatively consistent, with
the higher pressures occurring at the centreline, and a larger difference between the mean
pressure at the wall and at the centreline. In the mid range of discharges, the location of the
highest mean pressure is not consistent and can change with a small change in the discharge.
For example at 18.3 l/s and 19.0 l/s outward circulation dominates whereas at 18.2 l/s and
18.5 l/s inward circulation dominates. The smaller differences between the mean pressures,
at these flow rates, also indicate that vortex switching occurs during the measurement period.
At the higher flow rates, the mean pressures show that the predominant direction of circulation
of the cross-stream vortices is the opposite of that at the lower flow rates.
Figures 3.21 and 3.22 show that vortex switching is highly unpredictable. In general, it
occurs more frequently at the intermediate flow rates. However, this is not always the case.
In order to better understand the direction of circulation of the cross-stream vortices, and
the unpredictable nature of vortex switching, further research should be conducted into these
phenomena.
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Figure 3.22: Mean pressures acting at the centreline and close to the wall, at the downstream end of the horizontal
step face of step 12, for varying flow rates. The flow rates displayed are the same as those displayed in figure 3.21
3.6 Conclusions
An experimental stepped spillway was designed in order to investigate flow depths and pres-
sures during skimming flows and to provide data for validation of CFD models. The spillway
is relatively narrow at 150 mm and has been designed such that skimming flow occurs for a
range of flow rates
The free-surface was measured using image analysis and average flow depths were cal-
culated. The largest variation in the position of the free-surface is observed directly down-
stream of the inception point and intense splashing is observed. The depth of the free-surface
generally increased with discharge, however, in some positions, this was not the case.
The point of inception varies around a mean position. Its location is recorded by visual
observation with a precision of ± half of the distance between step corners. As the flow rate
increases, the inception point generally moves downstream and varies over a larger distance.
Pressures were measured on the spillway side walls and the step faces. On the step
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faces pressure measurements were taken at the centreline of the spillway and also close to
wall, in order to investigate how the pressure varies across the channel width. Pressures are
recorded at three steps: one in the non-aerated region, one close to the inception point and
one in the fully aerated, uniform flow region.
A complex pattern of cross-stream vortices are observed in the step cavities, in which each
cavity contains two vortices which circulate in opposite directions and meet at the centreline
of the channel. The vortices either impinge on the horizontal step face at the centreline of the
spillway (inward circulation) or at the wall (outward circulation) and the direction of circulation
reverses at each step.
The direction of circulation of the vortices affects the pressures acting across the width of
the channel, with the largest effect occurring on the horizontal step face. At the downstream
end of the horizontal step face, the pressures are significantly higher at the location where the
cross-stream vortices impinge on the step.
Visual observations, as well as analysis of the moving averages of the pressure data, show
that the direction of circulation of the cross-stream vortices can sometimes switch between
outward and inward circulation, in a process referred to as vortex switching. For the most part,
at lower flow rates, each step has a predominant direction of circulation and at the higher flow
rates each step has a predominant direction of circulation which is the opposite to that of the
lower flow rates. There is a mid range of flow rates in which considerable vortex switching
occurs and it is difficult to determine a predominant direction of circulation. However, the
behaviour of the vortex switching is extremely unpredictable and in some cases significant
vortex switching occurs at the lower and higher flow rates and very little occurs in the mid
range of flow rates.
The mean and fluctuating pressures were compared to other studies into the pressures
acting on stepped spillways. In certain aspects, the results of this study agree with those found
in the literature, however in others they do not. It is difficult to compare the pressure data in this
study to that of other studies, due to the complexity introduced by the cross-stream vortices
and vortex switching. Any dissimilarities which are observed may be due to these factors.
At the top of the vertical step face, and at the side wall above the pseudo-bottom, much
lower mean pressures were observed in the fully aerated region than in the non-aerated re-
gion. The cushioning effect of air in the fully aerated region is thought to reduce the occurrence
of extremely low pressures and protect the spillway from cavitation and plucking damage.
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These results, however, suggest that, in some circumstances, the fully aerated region may be
also be at risk of plucking and cavitation damage.
The cross-stream vortices and vortex switching represent unusual and unexpected flow
behaviour in the step cavities which, to the best of the author’s knowledge, have not been
previously reported (although flows which exhibit some similar behaviour have been reported,
as discussed in section 3.4.1). It remains to be seen, however, whether this behaviour would
occur in stepped spillways of different geometries and whether the cross-stream vorticity can
be predicted using numerical modelling. These aspects are investigate further, using both
experimental and numerical modelling, in chapters 6 and 7.
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Numerical Modelling Theory
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4.1 Introduction
The Navier-Stokes (NS) equations are the governing equations of fluid flows. The NS equa-
tions consist of non-linear partial differential equations, for which analytical solutions are only
available for a handful of cases. Therefore, in order to solve the NS equations for a wide range
of fluid flows, numerical models are required, which are solved using an iterative process. Nu-
merical modelling of fluid flows is often known as computational fluid dynamics (CFD).
In order to solve the NS equations numerically, they must be converted into discrete func-
tions, in a process known as discretisation. In the finite volume method (discussed in section
4.5), the continuous domain which is to be modelled is divided into a number of discrete con-
trol volumes. The NS equations are then solved numerically at each control volume. At the
limits of the domain, boundary conditions, such as walls, inlets or outlets, are defined to match
the conditions of the physical fluid flow which is to be modelled.
This chapter describes the specific numerical models used in this project, as well as some
of the general concepts of numerical modelling of fluid flows. The are a range of solvers
available for CFD modelling. In this project, ANSYS Fluent v17.2 has been used for all CFD
simulations.
4.2 Governing Equations
The behaviour of the motion of fluids can be described though the laws of conservation of
mass, momentum and energy, which together form the NS equations. Conservation of mass
is described by the continuity equation, which is given by
∂ρ
∂t
+∇ · (ρu) = 0 (4.1)
where ρ is the fluid density and u = (u, v ,w) is the fluid velocity vector. For incompressible
fluids there is no variation in density so equation (4.1) becomes
∇ · u = 0. (4.2)
Conservation of momentum is derived from Newton’s 2nd law, which states that the rate of
change of momentum of an object (e.g. a fluid particle) is directly proportional to the resultant
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force applied to the object and is in the direction of the resultant forces. The momentum equa-
tion describes the change in momentum of a fluid and has terms for transience, advection,
diffusion, pressure and body forces, such as gravity. The momentum equation is given by
ρ
 ∂u∂t︸︷︷︸
Transience
+(u · ∇)u︸ ︷︷ ︸
Advection
− µ∇2u︸ ︷︷ ︸
Diffusion
= − ∇p︸︷︷︸
Pressure
+ ρF︸︷︷︸
Body
Forces
(4.3)
where µ is the dynamic viscosity, p is pressure and F represents any body forces acting on
the fluid, which is typically F = (0, 0, g) where g is the acceleration due to gravity.
Conservation of energy is concerned with the temperature of the flow. This project as-
sumes that constant temperature occurs in skimming flows over stepped spillway so, there-
fore, the equations of conservation of energy do not need to be considered.
4.3 Multiphase Numerical Models
In this section, three mesh based multiphase models, which are investigated in this research
project, are described. In the following multiphase models, the volume fraction of a particular
phase, k , within a computational cell is denoted by αk . In a particular cell, three possibilities
exist: either the cell is completely full of phase k so that αk = 1, the cell is completely empty of
phase k so that αk = 0, or the cell contains more than one phase, including phase k , so that
0 < αk < 1.
4.3.1 VOF Model
The VOF model is a multiphase free-surface modelling approach which assumes that the
phases are immiscible, so that if more than one phase is present within a cell then that cell
contains a free-surface. A single momentum equation is solved for the fluid mixture so the
phases cannot move relative to one another within a computational cell. For these two reasons
the VOF model would have to model each air bubble individually in order to explicitly predict
air entrainment. This would require a computation mesh with a high enough density of cells to
resolve each air bubble. The computational cost that this would incur is unfeasible for a large
number of bubbles (such as in aerated flows over stepped spillway) with current computational
resources. Therefore, the VOF model is unable to predict air entrainment in its standard form.
79
4. NUMERICAL MODELLING THEORY
Note that, although the VOF model is unable to model air entrainment in its standard form,
it is commonly used to model open channel free-surface flows, as described in chapter 2.
The model has been investigated in this research project for the purpose of comparison and
contrast with other multiphase numerical models.
In the VOF model, if 0 < αk < 1 in a particular cell, then this cell is assumed to contain an
interface between two fluids. The position of each cell containing an interface gives a coarse
representation of the position of the free-surface. The position of the free-surface within each
cell is then calculated. A common method used to calculate the position of the free-surface is
a piecewise linear interpolation scheme.
The VOF model was described by Hirt and Nichols (1981). The continuity equation for the
volume fraction of phase k is
1
ρk
[
∂
∂t
(αkρk) +∇ · (αkρkuk) = 0
]
(4.4)
where uk and ρk are the velocity and density of phase k respectively. By dividing by ρk , the
volume fraction of the fluid, rather than the mass, is conserved. Summing the volume fraction
of each phase gives
n∑
k=1
αk = 1 (4.5)
which is used to calculate the volume fraction of the final phase so that equation (4.4) need
only be solved n − 1 times.
One momentum equation is solved for the domain, with all phases sharing the velocity
field. The momentum equation is
∂
∂t
(ρmu) +∇ · (ρmuu) = −∇p +∇ · (τ + τT ) + ρmg + Fs (4.6)
where p is the pressure, τ is the viscous stress tensor, τT is the turbulent stress tensor and
Fs is the surface tension. ρm is the volume fraction averaged density which is calculated by
ρm =
n∑
k=1
αkρk . (4.7)
Other properties, such as viscosity, are calculated in the same manner.
In the VOF model, the volume fraction in each cell gives a coarse representation of the
position of the free-surface, i.e. if 0 < α < 1 in a particular cell then that cell contains a free-
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surface. In order to determine the profile of the free-surface within each of these computational
cells, an interface capturing scheme must be used. There are a range of interface capturing
schemes available, however, all VOF simulations in this project have utilised the Piecewise Lin-
ear Interface Construction (PLIC) method, known as the Geometric Reconstruction Scheme
in ANSYS Fluent. In ANSYS Fluent, the Geometric Reconstruction Scheme uses an explicit
approach when capturing the free-surface (ANSYS, 2013).
The PLIC was developed by Youngs (1982). The PLIC method assumes that the interface
has a linear profile within each cell (surfaces in 3D and lines in 2D). In each cell the normal
vector to the interface, ni is computed using the gradient of α. The fluid interface is calculated
as the surface or line which has the normal vector ni and splits the cell by the volume fraction,
α.
4.3.2 Eulerian Multiphase Model
The Eulerian multiphase model is not specifically a free-surface modelling technique and mod-
els both phases individually. As such, a free-surface profile is not required to be captured in
cells containing more than one phase. Aeration, therefore, can be predicted with cell sizes
larger than the individual air bubbles. In the Eulerian multiphase model, momentum and
continuity equations are solved for each phase and additional terms are included in the mo-
mentum equation to describe the interaction between phases. By solving separate momentum
equations for each phase, the phases are able to move at relative velocities to one another.
This allows the dispersion of one phase within another, so air entrainment can be modelled.
The Eulerian multiphase model is described in detail by Ishii and Hibiki (2010) and Drew and
Passman (2006).
For a phase, k , the continuity equation is
∂
∂t
(αkρk) +∇ · (αkρkuk) = 0. (4.8)
Note that equation (4.8) contains a transient term for density, like in the equation for com-
pressible conservation of mass (equation 4.1). Although both phases are considered incom-
pressible, so that their individual densities are constant, as the volume fraction of each phase
can vary within a cell, the phase averaged density can also vary.
81
4. NUMERICAL MODELLING THEORY
The momentum equation for phase k is
∂
∂t
(αkρkuk) +∇ · (αkρkukuk) = −∇(αk p) +∇ · [αk(τk + τTk )] + αkρkg + M (4.9)
where τk and τTk are the viscous stress and turbulent stress tensors for phase k respectively.
The pressure field, p is shared by all phases. M is used to describe the interaction between
phases, whereby
M = MD + ML + MV M + MW L + MT D . (4.10)
MD is the drag force, ML is a lift force, MV M is a virtual mass force, MW L is a wall lubrication
force and MT D is a turbulent dispersion force.
Drag Force
The drag force is the force exerted on, or by, a dispersed particle as it moves through the
surrounding fluid. The drag force is given by
MD =
3αdρc CD
4dd
|uc − ud |(uc − ud) (4.11)
where the subscripts c and d refer to the continuous and dispersed phases respectively, dd is
the dispersed phase particle diameter (air bubble diameter in aerated flows) and CD is a drag
coefficient. Throughout this project, the Schiller Naumann drag law has been implemented
where
CD =
24(1 + 0.15Re0.687r )
Rer
(4.12)
for Rer ≤ 1000 and
CD = 0.44 (4.13)
for Rer > 1000. Rer is the relative Reynolds number between phases, which is given by
Rer =
ρc |uc − ud |dd
µc
. (4.14)
Lift Force
If the dispersed phase travels through a continuous phase which is in shearing motion then
the particles of the dispersed phase (air bubbles in aerated water flows) experience a force
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that is transverse to the direction of motion. This is known as the lift force and is described by
Drew and Passman (2006).
Virtual Mass Force
When an object accelerates, it experiences what is known as a virtual mass, similar to the
way that the acceleration due to gravity causes objects to experience weight. If a dispersed
phase accelerates through a continuous phase then it will accelerate some of the continuous
phase, resulting in the virtual mass force. The virtual mass force is also described by Drew
and Passman (2006).
Wall Lubrication Force
The wall lubrication force is used specifically for liquid gas flows. In certain flows the near wall
gas fraction is reduced close to the wall. To model this, an artificial wall lubrication force is
used which tends to push gas bubbles away from the walls. A range of wall lubrication force
models are described by Lubchenko et al. (2018).
Turbulent Dispersion Force
The turbulent dispersion force describes the interphase turbulent momentum transfer and is
also described by Drew and Passman (2006).
An investigation into the effect of ML, MV M and MW L was conducted and it was found that,
for both spillways considered in this project, these interaction forces had a negligible effect on
the solution. Simulations including the turbulent dispersion force were attempted, however,
for both spillways investigated in this project, a converged solution could not be achieved.
For these reasons, all Eulerian model results presented in this project utilise the drag force
only, so this phase interaction model has been described in more detail than the other phase
interaction models.
4.3.3 Mixture Model
The mixture model (sometimes known as the algebraic slip model), similarly to the VOF model,
solves only one momentum equation for the fluid mixture. However, in the mixture model,
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phases are allowed to move at different velocities through the use of an algebraic relationship
to describe the relative velocity between the phases. The model assumes that the relative
velocity between the phases is small and that local equilibrium is achieved over small length
scales. Like the Eulerian model, the mixture model is not specifically a free-surface modelling
technique so can also predict air entrainment with cell sizes larger than individual air bubbles.
The mixture model is described in detail by Manninen et al. (1996) and Ishii and Hibiki
(2010). In the model both the continuity and momentum equations are solved for the fluid mix-
ture and are obtained by summing the single phase equations over all phases. The continuity
equation for the mixture is
∂ρm
∂t
+∇ · (ρmum) = 0. (4.15)
where um is the mixture velocity at the centre of mass and is defined as
um =
1
ρm
n∑
k=1
αkρkuk . (4.16)
The momentum equation for the mixture is given by
∂
∂t
(ρmum) +∇ · (ρmumum) = −∇p +∇ · (τm + τTm ) +∇ · τDm + ρmg + Mm (4.17)
where τm, τTm and τdm represent the average viscus stress, the turbulent stress and the diffu-
sion stress for the mixture respectively. Mm is the mixture momentum source which includes
the influence of surface tension and depends on the geometry of the interface. However, in
many practical applications Mm is ignored (Manninen et al., 1996). The diffusion stress arises
when summing the single phase equations over the mixture and is defined as
τDm = −
n∑
k=1
αkρkumkumk . (4.18)
Here umk is known as the diffusion velocity and represents the velocity of phase k relative to
the centre of mass of the mixture such that
umk = uk − um. (4.19)
The diffusion term in (4.17), ∇ · τDm, represents momentum diffusion due to the relative
motions of the phases. The volume fraction equation is based on the continuity equation for
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a single phase. The phase velocity is replaced using equation (4.19) and it is assumed that
densities are constant and phase changes do not occur
∂
∂t
αk +∇ · (αkum) = −∇ · (αkumk). (4.20)
In order to solve equations (4.17) and (4.20) the diffusion velocity, umk must be calculated.
This is done via the relative velocity between the dispersed and continuous phases (also
known as the slip velocity) which is defined as
uck = uk − uc (4.21)
where uck is the relative velocity and uc is the velocity of the continuous phase. For a dis-
persed phase, p, the diffusion velocity can then be expressed by
ump = ucp −
n∑
k=1
αkρk
ρm
uck . (4.22)
The relative velocity is calculated by
uck =
ρk d
2
d
18µc fdrag
ρk − ρm
ρk
[
g − (um · ∇)um − ∂um
∂t
]
(4.23)
where µc is the the viscosity of the continuous phase, dd is the bubble diameter of the dis-
persed phase and fdrag is a drag function. The Schiller Naumann drag function has also been
used for all mixture model simulations in this project.
4.3.4 Summary
In this research project, the three multiphase models described in this section are used to
model skimming flows over two stepped spillways, in both 2D and 3D. The VOF model is not
expected to predict air entrainment, however, it is a commonly used approach to model free-
surface flows. Therefore, it will provide a useful benchmark with which to compare the mixture
and Eulerian model results to, with specific focus on the ability of these models to capture
additional details of the aerated flows.
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4.4 Turbulence Modelling
This section discusses turbulent flows and associated modelling techniques, with focus on the
turbulence modelling techniques employed in this project. A more comprehensive outline the
concepts discussed in this section can be found in Pope (2001) and Wilcox et al. (1998).
Turbulent flows are characterised by chaotic and unsteady fluid motion in three dimen-
sions. They display distinct rotational patterns known as turbulent eddies. The size of these
eddies varies significantly and the largest eddies extract energy from the mean flow. The large
eddies then transfer energy to the smaller eddies and in the smallest eddies viscous dissip-
ation converts turbulent energy into internal energy. The largest eddies are to scale with the
mean flow, whereas the smallest eddies are significantly smaller.
The Reynolds number, Re, can be used to determine whether a fluid flow is turbulent or
not. Re is given by
Re =
ρUL
µ
(4.24)
where L is a known length scale within the fluid domain. The NS equations are non-
linear as the advection term is quadratic (the second term in equation (4.3)). As the Reynolds
number increases, the effect of this non-linearity increases and at high Reynolds numbers the
advection term dominates and the flow is fully turbulent. At low Reynolds numbers, viscous
effects dominate and steady laminar flow occurs. At intermediate Reynolds numbers both
the advection and viscous terms have an important effects on the flow. This is known as the
laminar-turbulent transition.
The NS equations can be used to predict turbulent flows directly by using Direct Numerical
Simulation (DNS). However, the time and space scales of the smallest turbulent eddies are
several orders of magnitude smaller than the flow domain. In order to fully resolve all of
the turbulent eddies, an extremely large number of mesh elements, and an extremely small
time step, are required. This requires an unfeasible computational cost for complex domain
geometries at anything other than low Reynolds numbers (Balakumar, 2015).
However, for engineering applications, the details of all of the turbulent eddies are rarely
required and it is the effect of turbulence on the mean flow that is of most importance. There-
fore, simplified turbulence models can be used to predict the effect of turbulence on the mean
flow for a significantly lower computational cost.
One method used to model turbulent flows is Large Eddy Simulation (LES). In LES, the lar-
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ger eddies are directly resolved whereas eddies smaller than the mesh are modelled. This is
much less computationally expensive than DNS, however, still very computationally expensive
for many complex geometries and engineering applications.
The turbulence modelling in this project has been conducted using Reynolds Averaged
Navier Stokes (RANS) turbulence models, in which models are used to approximate the tur-
bulent characteristics of the flow at all scales.
4.4.1 RANS Models
In RANS turbulence models, the instantaneous velocity, U, is split into its mean and fluctuating
components by
U = u+ u′ (4.25)
where u is the mean velocity and u′ is the fluctuating component. This process is know as the
Reynolds decomposition. The instantaneous pressure can also be expressed in this manner.
The instantaneous pressure and velocity in the continuity and momentum equations can
be replaced by their Reynolds decompositions to give the Reynolds averaged incompressible
continuity and momentum equations:
∂ρui
∂xi
= 0 (4.26)
and
ρ
∂ui
∂t
+ ρ
∂
∂xj
[(ujui + u′iu
′
j)] = −
∂p
∂xj
+
∂
∂xj
µ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ ρg. (4.27)
p is the average pressure, ρ is the fluid density and µ is the dynamic viscosity of the fluid. The
term u′iu
′
j on the left-hand side of equation (4.27) has the same structure as a stress tensor
so can be taken to the right-hand side of the equation and absorbed into stress to give
ρ
∂ui
∂t
+ ρ
∂ujui
∂xj
= − ∂p
∂xj
+
∂
∂xj
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− τi j
]
+ ρg (4.28)
where τi j = u′iu
′
j and is known as is the Reynolds stress tensor.
The RANS equations are time averaged over a time period which is large when compared
with the turbulent fluctuations but small compared with the mean flow time scales. This is
why time derivative terms appear in equations (4.26) - (4.28) and allows RANS modelling to
be used for transient simulations. Note that turbulence models which use time dependent
RANS equations are sometimes referred to as Unsteady Reynolds Averaged Navier Stokes
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(URANS) models, however, in this project they will be referred to as RANS models.
4.4.1.1 Eddy Viscosity Models
The Reynolds stress term in (4.28) contains unknown fluctuating velocity components. In
order to close the system of governing equations, the Reynolds stresses must be related to the
known mean flow variables using new equations. These equations are known as turbulence
models.
A common method to close the system of governing equations is through the Boussinesq
eddy viscosity (sometimes referred to as turbulent viscosity) hypothesis. The eddy viscosity
hypothesis assumes that mixing and momentum transfer through turbulence is analogous to
mixing and momentum transfer through molecular diffusion. The turbulent momentum transfer
is modelled using the concept of eddy viscosity, µt , which reduces the closure problem to
finding the closure equations for the eddy viscosity. In eddy viscosity models the Reynolds
stress is calculated by
τi j = −ρu′iu′j = 2µtSi j −
2
3
ρkδi j (4.29)
where k is the turbulent kinetic energy which is given by
k =
1
2
u′iu
′
i (4.30)
and Si j is the mean rate of strain tensor given by
Si j =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (4.31)
There are a number of methods used to relate the eddy viscosity to the other computed
mean flow variables, including zero equation models (also known as algebraic eddy viscosity
models), one equation models and two equation models. Two equation models are by far the
most widely used eddy viscosity closure. In eddy viscosity models, the Reynolds stresses are
modelled assuming an isotropic Newtonian constitutive equation. This assumption is valid for
many flows and two equation eddy viscosity models have been shown to provide accurate
solutions for a wide range of turbulent flow conditions in domains with complex geometries.
In the two equation models, the turbulent kinetic energy, k , and the turbulent length scale,
lt , must be determined by transport equations. Most models solve a transport equation for k
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directly, however, lt is determined from a transport equation for a different, related, variable. A
different variable is used to determine lt , depending on the turbulence model being employed.
The transport equations for the two equation models also make use of empirically derived
constants.
In this project a range of two equation eddy viscosity models have been investigated, in
conjunction with the various multiphase modelling approaches, in order to determine their
accuracy in predicting turbulent skimming flows over stepped spillways. The eddy viscosity
models used in this project are described in this section.
k −  Models
In the k −  turbulence models the eddy viscosity is calculated by
µt = Cµρ
k2

. (4.32)
Different k −  models define Cµ by different methods.  is the turbulent energy dissipation
and is given by
 = ν
∂u′i
∂xj
∂u′i
∂xj
. (4.33)
The k −  models, as the name would suggest, solve transport equations for k and . The
turbulent length scale is related to the turbulent energy dissipation by
lt =
k3/2

. (4.34)
Standard k −  Model
The standard k−  model is described by Launder and Spalding (1983). This was the first two
equation eddy viscosity model to be developed, however, has now generally been superseded
by other k− and two equation models, which overcome some of its limitations. In the standard
k −  model, Cµ is an empirically derived constant. The transport equation for k is
∂(ρk)
∂t
+
∂(ρkui )
∂xi
=
∂
∂xj
[(
µ+
µt
σk
)
∂k
∂xj
]
+ Gk − ρ (4.35)
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where Gk is the generation of turbulence due to mean velocity gradients and is defined as
Gk = 2µtSi j Si j . (4.36)
The transport equation for  is defines as
∂(ρ)
∂t
+
∂(ρui )
∂xi
=
∂
∂xj
[(
µ+
µt
σ
)
∂
∂xj
]
+ C1

k
Gk − C2ρ
2
k
(4.37)
The empirical constants used in the standard k −  turbulence model are:
Cµ = 0.09 σk = 1 σ = 1.3 C1 = 1.42 C2 = 1.68
RNG k −  Model
The Renormalisation-group (RNG) k −  turbulence model is a modification to the standard
k −  model and is described by Yakhot et al. (1992). The model uses statistical techniques,
known as RNG theory, to derive the k −  equation and the corresponding coefficients directly
from the NS equations rather than from empirical data (Pope, 2001). One of the main features
of the RNG k −  model is that it accounts for low Reynolds numbers, whereas the standard
k −  model is strictly a high Reynolds number model. This is achieved by the use of an
effective viscosity term in both the k and  transport equations. Although the RNG k− model
accounts for low Reynolds numbers, it must be used in conjunction with and appropriate near
wall treatment method. This is discussed further in section 4.4.2.
The transport equation for the k given by
∂(ρk)
∂t
+
∂(ρkui )
∂xi
=
∂
∂xj
(
µeff ψk
∂k
∂xj
)
+ Gk − ρ (4.38)
where µeff = µ+ µt is the effective viscosity.
The transport equation for  is given by
∂(ρ)
∂t
+
∂(ρui )
∂xi
=
∂
∂xj
(
µeff ψ
∂
∂xj
)
+ C1

k
Gk + C2ρ
2
k
− R. (4.39)
Another key difference between the standard k −  model and the RNG k −  model is the
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addition of the term for R in the latter model, with
R =
Cµρη
3(1− η/η0)
1 + βη3
2
k
(4.40)
where η ≡ (k√2Si j Si j)/. The constants used in the RNG k −  turbulence model, other
than β which is derived empirically, are derived from RNG theory. The constants are:
Cµ = 0.0845 C1 = 1.42 C2 = 1.68 ψk = 1.39
ψ = 1.39 η0 = 4.382 β = 0.012
In areas of high strain η > η0. This causes R to be negative and therefore make a
positive contribution to the transport equation of . This increases the turbulent dissipation
rate, , which reduces k and, therefore, the effective viscosity. Conversely, in areas of low
strain, where η < η0, R is positive so makes a negative contribution to the transport equation,
increasing the effective viscosity. The RNG k −  model, therefore, is more accurate than the
standard k−model for rapidly strained flows and swirling flows where there is high streamline
curvature.
Realizable k −  Model
The Realisable k −  model was introduced by Shih et al. (1995). The model is based on
realisability, whereby the model is required to insure positivity of the Reynolds stress compon-
ents on the diagonal and Schwartz’s inequality on non-diagonal components (Mohammadi
and Pironneau, 1993). These mathematical constraints are consistent with the physics of
turbulent flows. In order to ensure realisability, the model uses a variable Cµ, which varies
depending on the mean flow and the turbulence. Cµ is defined by
Cµ =
1
A0 + As
kU∗

(4.41)
where
U∗ ≡
√
Si j Si j + Ω˜i j Ω˜i j , (4.42)
Ω˜i j = Ωi j − 2i jkωk (4.43)
and
Ωi j = Ωi j − i jkωk . (4.44)
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Ωi j is the mean rate of rotation when viewed in a rotating reference frame with the angular
velocity ωk . A0 = 4.0 and As =
√
6 cosφ where
φ =
1
3
cos−1(
√
6W ), W =
Si j SjkSki√
Si j Si j
3
In the Realizable k −  model the transport equation for k is identical to that of the standard
k −  model. The transport equation for  is obtained from the dynamic equation for the
mean-square vorticity fluctuations. The transport equation is given by
∂(ρ)
∂t
+
∂(ρui )
∂xi
=
∂
∂xj
[(
µ+
µt
σ
)
∂
∂xj
]
+ C1ρ
√
2Si j Si j − C2ρ 2
k +
√
(µ/ρ)
(4.45)
where
C1 = max
[
0.43,
η
(η + 5)
]
(4.46)
The constants used in this turbulence model are:
σk = 1.0 σ = 1.2 C2 = 1.42 A0 = 4.0
Shih et al. (1995) showed the Realisable k −  model to perform more accurately than
the standard k −  model for a variety of flows including flows over backwards facing steps,
boundary layer flows and channel flows.
k − ω Models
The k − ω models solve transport equations for k and ω, the specific dissipation rate, rather
than k and . ω is related to k and  by
ω =

k
(4.47)
and can, therefore, be used to calculate lt using equation (4.34). In the k − ω models the
turbulent viscosity is calculated by
µt = ρk/ω. (4.48)
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Standard k − ω model
The standard k − ω model is described in detail by Wilcox (1991) and Wilcox et al. (1998).
The transport equation for k is
∂(ρk)
∂t
+
∂(ρkui )
∂xi
=
∂
∂xj
[
(µ+ σkµt)
∂k
∂xj
]
+ Gk − β∗ρkω (4.49)
and the transport equation for ω is
∂(ρω)
∂t
+
∂(ρωui )
∂xi
=
∂
∂xj
[
(µ+ σωµt)
∂ω
∂xj
]
+ γ
ω
k
Gk − βρkω2. (4.50)
The empirical constants used in this turbulence model are:
σk = 0.5 σω = 0.5 β
∗ = 0.072 β = 0.09 γ = 0.52
The k − ω model is numerically robust in the viscous sublayer near the wall and does
not require wall damping functions (Bardina et al., 1997). The model has been shown to give
more accurate predictions the near wall region than k−models but performs less well further
from the wall in the free stream region (Bardina et al. (1997) and Menter (1992)).
Shear Stress Transport (SST) k − ω Model
The SST k − ω model is described by Menter (1994) and is essentially a hybrid of the k − 
and k−ω models. Blending functions are used to change between each model depending on
the distance from the wall. Close to the wall the k − ω model dominates and further from the
wall, in the free stream, the k −  model dominates. This allows each model to be used in the
areas in which it performs best.
The turbulent viscosity is
µt =
ρa1k
max(a1ω,F2
√
2Si j Si j)
(4.51)
where a1 is an empirical constant and F2 is a blending function which is calculated by
F2 = tanh
[max( 2√k
β∗ωy
,
500ν
y2ω
)]2 (4.52)
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In this blending function, y is the distance to the next surface and ν = µ/ρ is the kinematic
viscosity.
The transport equation for k is similar to the standard k − ω model but with a blending
function applied to Gk :
∂(ρk)
∂t
+
∂(ρkui )
∂xi
=
∂
∂xj
[
(µ+ σkµt)
∂k
∂xj
]
+ G˜k − β∗ρkω (4.53)
with
G˜k = min(Gk , 10β
∗ρkω). (4.54)
the transport of ω is also similar to but with extra term on the right hand side of the equation
∂(ρω)
∂t
+
∂(ρωui )
∂xi
=
∂
∂xj
[
(µ+ σωµt)
∂ω
∂xj
]
+γ
ω
k
Gk−βρkω2+2(1−F1)ρσω2 1
ω
∂k
∂xi
∂ω
∂xi
(4.55)
where F1 is a blending function and is given by
F1 = tanh

{
min
[
max
( √
k
β∗ωy
,
500ν
y2ω
)
,
4ρσω2k
C Dkωy2
]}4 . (4.56)
C Dkω is given by
C Dkω = max
(
2ρσω2
1
ω
∂k
∂xi
∂ω
∂xi
, 10−10
)
(4.57)
Constants are blended between the regions near wall and far from wall values using
φ = F1φ1 + (1− F1)φ2 (4.58)
where φ represents the constants σk , σω, γ and β.
The empirical constants used in this turbulence model are:
σk1 = 0.85 σk2 = 1 σω1 = 0.5 σω2 = 0.856 γ1 = 0.556
γ2 = 0.44 β1 = 0.075 β2 = 0.0828 β
∗ = 0.09 a1 = 0.31
4.4.1.2 Reynolds Stress Models
Reynolds stress models do not utilise the eddy viscosity hypothesis and instead solve full
transport equations for the Reynolds stresses. This requires six transport equations for Reyn-
olds stresses, plus one equation for turbulent dissipation, resulting in seven total equations
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which must be solved. This obviously requires a significantly larger computational cost than
the two equation eddy viscosity models. However, by solving the Reynolds stresses directly,
the eddy viscosity assumption, and therefore the isotropic constitutive equation assumption,
is not required. This allows Reynolds stress models to more accurately predict turbulent flows
with strong anisotropy, such as flows involving separation and stratified buoyant flows.
In this project, Reynolds stress turbulence models are only considered very briefly and
the investigation into modelling turbulence in skimming flows over stepped spillways focuses
mainly on the two equation eddy viscosity models described above. For this reason a full
description of the Reynolds stress turbulence models is not given here. Full details of the
model can be found in Launder et al. (1975).
4.4.2 Near Wall Treatment for Turbulent Flows
Turbulent flows close to a solid boundary behave differently from turbulent flows in the free-
stream, as the no slip condition causes the flow velocity to be zero at the wall. The Reynolds
number close to a wall is, therefore, small relative to the Reynolds number in the free stream.
In the free stream, the viscous stresses are small compared to the Reynolds stresses, how-
ever, close to the wall the viscous stresses dominate.
When considering near wall turbulence, two dimensionless numbers, y+ and u+, are used
in order to represent the perpendicular distance form the wall and the the velocity perpendic-
ular to the wall respectively. u+ is defined as
u+ =
u
uτ
(4.59)
where uτ is the shear velocity, given by
uτ =
√
τw
ρ
(4.60)
and τw is the wall shear stress. y+ is defined as
y+ =
yuτ
ν
(4.61)
where y is the perpendicular distance from the wall.
The near wall region in turbulent flows can be divided into several sub-regions (figure 4.1),
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depending on the distance from the wall. Far away from the wall there is the outer region,
where the velocity has a flat profile and turbulent stresses dominate. The outer region is found
at approximately y+ ≥ 350 Adjacent to the wall there is the inner region, which is then divided
into three layers.
Next to the wall is a very thin viscous sub-layer where the viscous stresses dominate and
the velocity profile is approximately linear such that
u+ = y+. (4.62)
The viscous sub-layer extends to y+ ≈ 5.
Further from the wall there is the logarithmic layer, where both viscous and turbulent
stresses are important. The velocity profiles in this region follow a logarithmic profile such
that
u+ =
1
κ
ln(E y+) (4.63)
where κ is the empirically derived von Karman’s constant ( = 0.4187) and E is another empir-
ical constant (=9.7397). The logarithmic layer extends approximately from y+ ≥ 30.
From 5 < y+ < 30 there is a buffer layer where neither the linear or logarithmic velocity
profiles apply. The cross-over point between where the linear and logarithmic velocity profiles
are found to be most accurate is at y+ = 11.225. Therefore it is common to assume a linear
profile up to y+ = 11.225 and a logarithmic profile above y+ = 11.225. Errors will increases,
however, outside of the above stated ranges of y+ for the viscous sub-layer and the logarithmic
layer.
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Figure 4.1: Schematic of the various layers of near wall turbulent flows
Modelling the turbulence near the wall, therefore, has added complexity. There are gen-
erally two methods in by which this is done. One method is the wall function approach. Wall
functions are semi-empirical relationships which are used to describe the viscosity affected
region near the wall. In the wall function approach, only the fully turbulent region is directly
modelled and wall functions are used to specify the flow behaviour close to the wall. A major
drawback of the wall function approach is that it requires the cell nodes closest to the solid
boundary to be in the fully turbulent region, generally requiring the y+ value of the wall adja-
cent cell node to be greater than 30. If the near wall mesh nodes have y+ values less than
30, then the viscosity affected region is modelled using a turbulence model designed only for
the fully turbulent region, causing errors in the solution.
The second method used to model turbulence in the near wall region is the near wall
modelling approach, in which the near wall region is directly modelled using modifications to
the turbulence model, which allow the viscosity affected region to be predicted. The drawback
of this approach is that the mesh adjacent to the wall must be fine enough to fully resolve the
viscosity affected region. This requires a small y+ value for the wall adjacent cell (generally
recommended as ≈ 1) as well as a sufficient number of cells across the viscosity affected
region.
Both of these methods of predicting near wall turbulence have specific and distinct require-
ments for the mesh resolution adjacent to a solid boundary. However, during mesh generation,
these specific requirements may not be known. One method to ensure that the correct mesh
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resolution is used is to generate a mesh and calculate a solution. The y+ values at the walls
can then be examined and used to modify the original mesh so that the correct near wall re-
finement is achieved. A problem with this method is that, if an unsuitable mesh is used for
the initial solution, then the flow velocities, and therefore y+ values, may be predicted inac-
curately, so that the obtained requirements for the mesh modifications may be incorrect. This
process may require a number of iterations which may be time consuming and computationally
expensive.
Another problem is that for complex geometries, or in situations where the flow velocity
adjacent to a wall varies significantly over a small distance, then it may be difficult to produce
a mesh which has a consistent near wall resolution for the near wall modelling approach being
implemented.
In order to overcome these problems, near wall treatment methods have been developed
which are insensitive to the mesh resolution adjacent to the wall. One of these methods is
scalable wall functions. Scalable wall functions make use of standard wall functions, however
a limiting value, yl im is applied to y+ to ensure that wall functions are used only in the fully
turbulent region. If the y+ value of the cell node adjacent to the wall is greater than yl im, then
a standard wall function approach is used. If, however, the y+ value of the cell node is less
than yl im, then yl im is used instead.
Another wall treatment approach which is insensitive to the value of y+ at the wall adjacent
cell node is enhanced wall treatment (EWT). In the EWT approach, both the wall function and
the near wall modelling approaches are employed, depending on the y+ value of the wall
adjacent cell node. For the k −  models, ANSYS Fluent uses two-layer approach when near
wall modelling is required with use of EWT. The two-layer approach subdivides the flow into
the viscosity affected region and the fully turbulent region. In the viscosity affected region, a
one equation model, described by Wolfshtein (1969), is implemented and in the fully turbulent
region the k −  model in question is used in its normal way. The k − ω models are able to
resolve the entire turbulent boundary layer when near wall modelling is required in EWT.
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4.5 The Finite Volume Method
In order to solve the NS equations, they must be discretised in both time and space. The three
most commonly used methods to do this are the finite difference method, the finite element
method and the finite volume method (FVM). Most CFD solvers utilise the FVM, which is
described below.
The FVM is described in detail by Eymard et al. (2000) and Versteeg and Malalasekera
(2007). In the FVM, the computational domain is split into a finite number of control volumes,
known as cells, using a mesh. At the centroid of each cell there is a node point, where
variables are stored. Figure 4.2 shows a schematic of the FVM. The cell under consideration
has the node P and has neighbours W and E to the "west" and "east" respectively. Cells P
and W are connected by surface w and cells P and E are connected by surface e. Transport
equations are integrated over the control volume for P and then converted to surface integrals,
using the divergence theorem, so that the fluxes through surfaces can be calculated.
Figure 4.2: Schematic of the FVM with reference to node P. Nodes W and E are connected to node P by faces w
and e respectively
The FVM has a number of advantages. It can be easily implemented on both structured
and unstructured meshes, which makes the method suitable for complex geometries. High
gradients of a flow variable on a computational grid can cause discontinuities. These discon-
tinuities are not problematic in the FVM, due to the integral formulation used in the method.
The FVM is inherently conservative, which is particularly advantages for fluid flows.
Within a particular cell, the conservation of a flow variable, such as velocity, is the balance
between the various mechanisms which may change the value of the flow variable within the
cell. The rate of change of the variable over time is the sum of the net rates of change of
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convection, diffusion and generation within the cell. Conservation is applied over each cell so,
therefore, global conservation is observed.
In order to solve a particular fluid flow using the finite volume method, the following steps
are undertaken:
• The governing equations are integrated over all of the computational cells within the
domain
• The resulting integral equations are discretised into a system of algebraic equations.
• Iterative methods are used to solve the algebraic equations
4.6 Numerical Modelling Error
Errors are an inherent part of all CFD simulations and can occur in a number of forms. It
is important that these errors are understood and, if possible, reduced or eliminated so that
numerical solutions to fluid flow problems can be viewed with confidence. The main sources
of error which occur in CFD modelling are discussed below.
Physical Approximation Errors These errors occur because the physical approximations
used in numerical models do not represent the physical processes exactly. This may be due
to a lack of understanding of the physical process involved or simplification of the physical
processes in order for it to be modelled using the computational resources available. Physical
approximation errors are quantified using validation studies. Validation of the physical approx-
imations used in numerical models is the goal of much research into CFD methods. Errors
caused by other factors, which are discussed below, must be identified and minimised in order
for meaningful conclusions to be drawn from these validation studies.
Discretisation Errors There errors are caused by the discrete approximation of continuous
solutions (Eça and Hoekstra, 2006). Discretisation error may be caused by the mesh or time
step sizes used in a simulation. Increasing the mesh resolution, or decreasing the time step
size, can reduce the numerical error, with the assumption that as the grid size, h −→ 0, or the
time step size, ∆t −→ 0, the numerical solution approaches the exact solution (Freitas, 2002).
However, reducing the grid size also increases the computational cost and may improve
the solution to a level of accuracy beyond that which is required. For example, a more refined
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mesh (or smaller time step) may require a 25% increased computational cost but only improve
a solution of velocity from 20 m/s to 20.1 m/s. This increase in accuracy may not be worth
the increased computational cost. Therefore, the aim of CFD modelling should be to minimise
numerical errors to an acceptable level, while also minimising computational cost. In this
project ,the spacial and temporal discretisation errors are analysed using methods described
in detail in Chapter 5 and Appendix A.
Iterative Convergence Error These errors occur due to the fact that the iterative methods
used to solve the problem use a finite number of iterations. These can be minimised by choos-
ing appropriate convergence criteria for the solution, and ensuring that these criteria are met.
The convergence of a solution is determined by examination of the solution residuals. Numer-
ical models calculate variables by making discrete approximations to continuous equations.
The continuous solutions equal zero but the discrete approximation will give a non-zero value,
known as the residual. The lower the value of the residual is, the closer the discrete approx-
imation is to the true value and, at each iteration, the residual value will become closer to zero
if the solution is converging.
In steady state simulations, convergence should be assessed by ensuring that either the
residuals for each variable have reached a sufficiently low value, or that the residuals have
plateaued and that there is only minimal variation in the residual values at each iteration. If
a residual plateaus at a value which is deemed to high to be acceptable, then the solution
methods, domain or mesh may need to be modified. Convergence in steady state solutions
can also be monitored by observation of one or more variables in a certain location within the
domain, to ensure that a steady state is achieved.
Convergence in transient simulations or more complex, as convergence criteria must be
met at each time step. The convergence assessment methods used for steady state simula-
tions must be applied at each time step. In transient simulations it is often difficult to ensure a
residual reaches a specific value. For this reason it is often common to set a residual target
which is relative to the residual value after the first iteration of each time step.
User Error This is caused by incorrect use of CFD software, for example the incorrect use of
a turbulence model or inappropriate boundary conditions. User error can manifest in different
ways, such as a lack of convergence. However, a converged solution may still be found but
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the the solution found may not be accurate. For this reason, user errors are often difficult to
identify. User error is minimised by training as well as practice and experience. User error
may also be introduced intentionally to reduce computational cost at the expense of accuracy,
maybe in the preliminary design phase of a project.
Computer Round-Off Error These errors occur due to the finite accuracy at which numbers
can be stored. Generally these errors are insignificant when compared with other sources of
error and do not need to be addressed.
4.7 Assumptions and Limitations
Compressibility
Both the air and water phases are treated as incompressible in all numerical modelling presen-
ted in this project. Water has a very low compressibility and is therefore almost universally
treated as incompressible. Air, however, has a higher compressibility than water, although it
is usually treated as incompressible at velocities less than around Mach 0.3 (≈ 370 km/h).
To confirm whether this assumption is valid a simulation was conducted, using the Eulerian
model, in which the air phase was treated as an ideal gas, allowing variable density. The
velocity, air volume fraction and pressure results were found to show negligible differences to
those of a simulation that treated both phases as incompressible, but was otherwise identical.
Steady State Solutions
All simulations were calculated transiently until a steady state was achieved, whereby there
was negligible variation in the flow variables over time. This was confirmed through analysis
of monitor point data in all simulations. More detailed analysis was conducted on a handful
of simulations to confirm that steady state behaviour in the monitor points was representative
of steady state behaviour throughout the domain. Some transient behaviour, however, was
observed with the VOF model in combination with the SST k − ω turbulence model. This is
discussed in detail in the relevant chapters of this thesis.
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No-Slip Conditions at Solid Boundaries
A no-slip boundary condition has been used at all solid boundaries in the numerical modelling
conducted in this project. This is due to the fact that the surfaces of both experimental stepped
spillways which have been modelled are constructed from smooth transparent plastic. It is
therefore assumed that the surface roughness is negligible and does not need to be accounted
for in the numerical models.
Air Bubble Diameter
The range of air bubble diameters for all Eulerian model simulations was set to between 0.09
mm and 9.99 mm. The average bubble diameter is defined using the Sauter mean diameter,
an estimation of the mean size of a given particle distribution, based on the volume to surface
area ratio of particles within the defined range (Filippa et al., 2012). Matos (1999) investig-
ated the range of bubble sizes found in the aerated region of one of the experimental stepped
spillways which is numerically modelled in this project. It was found, using high speed pho-
tography, that the bubbles in the aerated region of an experimental stepped spillway ranged
from less than 1 mm to around 4 mm. The other spillway that has been modelled in this project
has the same step height (80 mm). Therefore, the range of bubble sizes used for the Eulerian
model was deemed to be a reasonable assumption.
For mixture model simulations conducted in chapter 5, the air bubble diameter was also
set to between 0.09 mm and 9.99 mm. For all mixture model simulations conducted in chapter
6, however, the bubble diameter was set at a constant 0.1 mm.
Phase Interaction Modelling with the Eulerian model
Only the drag force phase interaction model has been implemented during Eulerian mul-
tiphase modelling, as discussed in section 4.3.2.
Bubble Breakage and Coalescence
In the mixture and Eulerian models, the bubble breakage and coalescence models were not
included. Sensitivity analysis was conducted which showed that including the bubble break-
age or coalescence models, with either the mixture or Eulerian model, had a negligible effect
on the solution.
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Turbulence Modelled for Fluid Mixture
The turbulence has been modelled for the fluid mixture, for all Eulerian model results presen-
ted in this project. An investigation was conducted to compare simulation results with the tur-
bulence modelled for the fluid mixture and also per phase. Little variation was found between
the velocity and air volume fraction results. Therefore, it was decided that the additional com-
putational cost incurred by modelling turbulence separately for each phase was not justifiable.
4.8 Solver Settings
Table 4.1 shows a summary of key solver settings used for numerical modelling conducted in
this project.
Table 4.1: Summary of key solver settings used for numerical modelling conducted in this project
Solver Setting VOF Model Eulerian Model Mixture Model
Pressure-Velocity
Coupling
SIMPLE
Phase Coupled
SIMPLE
SIMPLE
Advection
Discretisation
Second Order
Upwind
Second Order
Upwind
Second Order
Upwind
Diffusion
Discretisation
Least Squares
Cell Based
Least Squares
Cell Based
Least Squares
Cell Based
Transient
Discretisation
First Order
Implicit
First Order
Implicit
First Order
Implicit
Volume Fraction
Discretisation
Geometric
Reconstruction
First Order
Upwind
First Order
Upwind
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CHAPTER 5
Two-Dimensional Numerical Model Study of a
Large Experimental Stepped Spillway
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5. TWO-DIMENSIONAL NUMERICAL MODEL STUDY OF A LARGE EXPERIMENTAL
STEPPED SPILLWAY
This chapter describes a numerical study of a large scale, experimental stepped spillway.
Comprehensive two-dimensional (2D) modelling of the spillway, using a range of multiphase
and turbulence models, is conducted for a number of flow rates. The velocities, air volume frac-
tions (AVFs) and flow depths are validated against experimental data and number of methods
of identifying the location of the inception point are investigated.
The VOF model is not expected to predict air entrainment, for the reasons outlined in
chapter 4. However, the model has been shown to be able to predict certain flow features
of skimming flows over stepped spillways accurately. The VOF model is a commonly used
free-surface modelling technique and has, therefore, been included in this investigation for
comparison with other multiphase numerical models. The Eulerian and mixture models how-
ever, are expected to be able to predict air entrainment.
5.1 Experimental Set-Up
Experimental data on air concentrations, velocities and inception point locations have been
provided for this part of the project by Professor Jorge Matos from the Instituto Superior Tech-
nico (IST) of the University of Lisbon. The data was collected from a large scale experimental
stepped spillway, located at the National Laboratory of Civil Engineering (LNEC) in Lisbon.
The design of the experimental spillway and the collection of the data was not part of this
project.
The spillway is 2900 mm high from crest to toe and 1000 mm wide. The crest of the spill-
way follows U.S. Army Corps of Engineers, Waterways Experimental Station (WES) spillway
profile. This comprises an upstream smooth region followed by 11 steps of increasing size.
There are then 33 uniform steps of hs = 80mm and ls = 60mm, giving a slope of 1V:0.75H,
and a chute angle, θ ≈ 53◦. The geometry of the numerical domain used to model the exper-
imental spillway is detailed in figure 5.2.
In the experiments, skimming flow is observed at all flow rates considered in this chapter.
A non-aerated region, inception point, aerated region and recirculating vortices in the step
cavities can be clearly observed. 3D behaviour is observed in the step cavities of the experi-
mental spillway (Matos et al., 1999). However, the spillway is more than six times wider than,
and has more than double the number of steps of, the experimental stepped spillway studied
in chapter 3. This significantly larger domain size would make a comprehensive, transient, 3D
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study of the stepped spillway at the LNEC unfeasible, due to the extremely high computation
cost that would be required. However, the flow above the step cavity is found to be essentially
2D (Bombardelli et al., 2011). In addition to this, Bombardelli et al. (2011) and Meireles et al.
(2014) used 2D numerical modelling to accurately predict velocity profiles and flow depths in
the non-aerated region of the same experimental spillway that is modelled in this study. For
these reasons it was judged that 2D numerical modelling of the 3D spillway would be a useful
approach for studying the flow characteristics above the pseudo-bottom. A 3D study of a small
upstream section of the spillway is also conducted in order to investigate 3D behaviour in the
spillway. This is discussed in chapter 7.
5.1.1 Instrumentation
Air concentrations were measured using a conductivity probe. The conductivity probe contains
two wires which have tips that are a few millimetres apart. An electric current is applied to the
probe and, in the presence of water, the current is conducted between the two wires. If an
air bubble comes into contact with either of the wires, then the current is interrupted and
the presence of air is recorded. The ratio of time when the current is interrupted to total
measurement time is used to calculate the air concentration.
Velocities were measured using a back-flushing Pitot tube, which measures the difference
between the stagnation pressure and the static pressure. The stagnation pressure is meas-
ured at the end of the Pitot tube and the static pressure is measure at a port several diameters
downstream. The velocity is then calculated by
u =
√
2∆p
ρw (1− λT C ) (5.1)
where u is the velocity, ∆p is the difference between the total pressure head and the
static pressure head, C is the local air concentration and λT is a tapping coefficient, which is
required due to the non-homogeneous nature of the air-water flow approaching the stagnation
point of the Pitot tube. λT = 1 is an acceptable tapping coefficient to use for values of C up
to 0.7 (Matos et al., 2002). Above C = 0.7, using λT = 1 in equation (5.1) causes the velocity
to be considerably underestimated. Note that the experimental velocity data included in this
project is all at water depths where C ≤ 0.7. C is the time averaged air concentration value
obtained from the conductivity probe measurements. Continual back-flushing of the Pitot tube
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was used to ensure that there was only water present in both the static pressure ports and the
total head ports.
All measurements were taken in a line perpendicular to the pseudo-bottom. Each line is
located at a step corner and measurements are made at specific distances from the pseudo-
bottom. The number of measurement points at each step varies, depending on the flow depth
and the reliability of the data close to the free-surface (discussed further below). Sensitivity
analysis of the 3D nature of the flow above the steps was conducted using the conductivity
probe and the back flushing Pitot tube. The time averaged flow characteristics (over 90 s)
were found to be essentially 2D (Bombardelli et al., 2011). Therefore, at each measurement
location, the velocity and AVFs were measured simultaneously at channel widths 100 mm
either side of the spillway centreline (Matos, 1999). These positions were deemed close
enough to the centreline so that there would be no wall effects, yet far enough away from one
another so that the presence of the instruments in the flow would not affect one another.
Measuring velocities close to the free-surface is difficult, as waviness of the free-surface
profile and turbulence of the flow causes the back-flushing Pitot tube to only be submerged for
part of the time. This means the velocity recorded will be an average of the time the instrument
is submerged and the time that it is not. Equation 5.1 accounts for this, however, the waviness
of the free-surface has a high frequency compared to the response time of the Pitot tube. In
certain cases the velocity data close to the free-surface was deemed to be inaccurate and not
included in the data set, for example, if the measured velocity was greater than the maximum
potential velocity. There are, therefore, fewer velocity data points at each step location than
the corresponding air concentration data. Both velocities and air concentrations were recorded
for 90 seconds. Due to time constraints on the original project, data is available for a different
number of steps at each flow rate considered.
Figure 5.1 shows photographs of skimming flow over the stepped spillway at the LNEC,
with instrumentation locations indicated. Further details of the experimental spillway, instru-
mentation and calibration can be found in Matos and Frizell (2000), Matos (2000), Bombardelli
et al. (2011) and Meireles et al. (2012).
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Figure 5.1: Skimming flow over the stepped spillway at the LNEC: (a) view from the side of the spillway (image
taken from Matos and Meireles (2014)); (b) view from in front of the spillway with the conductivity probe and back
flushing Pitot tube indicated (image taken from Bombardelli et al. (2011))
5.2 Modelling Procedure
The VOF, mixture and Eulerian multiphase models were investigated in conjunction with the
Realisable k −  , RNG k −  and SST k − ω RANS turbulence models. Further investigation
was conducted using the Eulerian model in combination with the standard k−  , the standard
k − ω and the Reynolds Stress RANS turbulence models. ANSYS Fluent v17.2 was used for
all numerical modelling conducted in this chapter. Numerical models were run transiently until
a steady state was achieved, at which time negligible unsteady behaviour was observed in
flow variables. As such, instantaneous numerical values are presented in this chapter, as they
are equivalent to time averaged values.
All numerical modelling conducted in this chapter utilised enhanced wall treatment (EWT)
apart from the grid convergence study, which utilised scalable wall functions. Both of these
wall treatments are insensitive to y+, as described in chapter 4. The insensitivity of these
wall treatment approaches to y+ is important, as the recirculating vortices in the step cavities
cause y+ values acting on the step faces to vary significantly over small distances. Although
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both EWT and scalable wall functions are insensitive to y+, it is commonly considered that y+
values should not exceed 300. For all numerical modelling conducted in this chapter, no y+
values acting on the step faces exceed 150 and the vast majority of y+ values are below 100.
5.2.1 Domain
Figure 5.2 shows the numerical domain that has been used throughout this study. The inlet
leads to a larger reservoir, which in turn leads to the WES curve. This is then followed by
the spillway steps, a short horizontal section and then the outlet. The top of the domain
generally follows the same profile as the bottom of the domain, so that a structured mesh
could be easily constructed. The exception to this is above the WES curve, where the top
of the domain follows a different profile due to the changing gradient of the WES curve. The
2D simulations in this study consist of a domain which has a 10 mm width consisting on one
cell and symmetry boundary conditions at either side. Details of the 3D domain are found in
section 7.5.
In this study, unlike in chapters 3 and 6, the stream-wise distance along the chute is
given by s rather than x . x is defined as length along the pseudo-bottom from the first step
corner. In this case, s is defined as the distance from the maximum height of the spillway
crest, along the WES curve and the pseudo-bottom. Between the maximum height of the
spillway crest and the upstream corner of the first 80 mm × 60 mm step (step 12), s follows
a curve, due to the variable gradient, and downstream of this point, s follows a straight line.
The pseudo-bottom becomes a straight line at s = 440 mm. z is defined as the perpendicular
distance from the pseudo-bottom. Throughout this study the flow depth refers the value of
z at a particular position. Step numbers refer to the step cavity and the step corner of the
vertical edge immediately downstream of the step cavity. For example, velocity data labelled
at step 20 is measure along z at the step corner which joins steps 20 and 21, where steps are
numbered from upstream to downstream.
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Figure 5.2: Numerical domain detailing the inlet, crest, steps and outlet. s is defined as the distance from the
maximum height of the spillway crest, along the WES curve and the pseudo-bottom. The corner of step 11 is
located at s = 440 mm
5.2.2 Numerical Error
In order to ensure that the discretisation errors (discussed in chapter 4) are minimised, and
do not have a significant effect on the numerical solutions, grid convergence and time step
independence studies were conducted. The methodologies and results of these studies are
detailed below.
5.2.2.1 Grid Convergence
The Grid Convergence Index (GCI) has been used to assess the numerical error due to mesh
size, and also to determine whether solutions fall within the asymptotic range, whereby the
solution shows negligible change with increased grid refinement. The GCI, described by
Roache (1994), is a method of determining the numerical error due to the mesh size, which is
based on the Richardson extrapolation. The GCI method requires solutions produced using
three separate meshes of increasing mesh refinement. The results of these solutions are then
used to assess whether the solutions are independent of the mesh size. The mesh sizes used
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in this study are detailed in table 5.1. The Horizontal and vertical step faces refer to the 80
mm × 60 mm steps from step 11 onward.
Table 5.1: Numbers of cells and cell sizes for meshes used in the grid convergence study
Mesh
Vertical Step Face Horizontal Step Face Total
Number of
Cells
Number of
cells
Cell Size
(mm)
Number of
Cells
Cell Size
(mm)
Mesh 1 32 2.50 24 2.50 529530
Mesh 2 40 2.00 32 1.88 934068
Mesh 3 48 1.67 40 1.50 1445014
In the GCI method, hg is a measure of the refinement of the grid, for example, a dimension
of a cell. The grid refinement ratio r is then calculated by r = hg3/hg2 = hg2/hg1. In this
study, hg will be defined using the size of the cells in the step cavities. In order to make use
of hanging nodes for grid refinement (discussed below), the number of cells along both the
vertical and horizontal step faces must be multiples of 4. Therefore, r varies depending on
whether the the vertical or horizontal dimensions of the cell are considered and the value of r
between meshes 1 and 2 is not equal to that at meshes 2 and 3. The values of r range from
1.2 to 1.33, so a mean value of 1.258 has been used for r in the grid convergence analysis.
fi is the value of a variable produced by Mesh i . The observed convergence rate, pg , is
given by
pg =
ln
( |f3−f2|
|f2−f1|
)
ln r
(5.2)
The grid convergence index is the calculated by
G C I =
F s|e|
r pg − 1 × 100 (5.3)
where F s is a factor of safety, often taken as 1.25, and e is the error between the two grids.
Note that the value of the GCI is multiplied by 100 to convert it into a percentage error. e is
calculated by
e =
fi − fi−1
fi−1
. (5.4)
If the solutions for the three meshes investigated are in the asymptotic range then
G C I23 ≈ r pg G C I12. (5.5)
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Equation (5.5) can be rearranged to produce
G C I23
r pg G C I12
≈ 1. (5.6)
The left hand side of equation (5.6) will be referred to as the asymptotic verification (AV) so
that, for solutions to be in the asymptotic range, AV ≈ 1.
In this study, all grid convergence analysis has been conducted using the Realisable k − 
model with scalable wall functions, at Q - 180 l/s. Figure 5.3 shows the GCI values of the
velocities with the Eulerian model. The majority of the values of G C I23 are below 10%, with
many falling below 5%. At the lowest values of z the values of the GCI errors are slightly
higher. At most steps these values are still relatively low, however in some cases the values
of the GCI errors are above 20%. Figure 5.4 shows the AV values for the Eulerian model.
It can be seen the all of the values of AV are close to 1, so the solution can be assumed to
be in the asymptotic range. At the lower values of z , the AV values are slightly further from
1. This corresponds to the higher values of the GCI errors observed at these depths. The
AV values in these positions are still reasonably close to 1, however. Further details on the
grid convergence analysis conducted for this study, including details on the AVFs and the VOF
and mixture models, can be found in appendix A. The results of this grid convergence analysis
have concluded that the model solutions are independent of grid refinement at meshes 2 and
3, so mesh 2 has been used for all 2D numerical modelling in this study.
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Figure 5.3: Grid convergence index percentage error of velocity at numerous locations above the pseudo-bottom.
The solutions were calculated for three meshes, using the Eulerian model with the Realisable k −  model, at Q =
180 l/s
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Figure 5.4: Asymptotic verification of velocity at numerous locations above the pseudo-bottom. The solutions were
calculated for three meshes, using the Eulerian model with the Realisable k −  model, at Q = 180 l/s
Figure 5.5 shows the final mesh that resulted from the mesh independence study, which
has been used throughout the next stages of the study. In order to reduce computational
costs, hanging nodes have been used to refine the mesh in the areas of most importance. At
the steps and the WES curve there are two levels of refinement using hanging nodes. Each
level of refinement doubles the number of cells along the edge in question. This is why the
numbers of cells along the step faces are all multiples of four. There is also one level of
refinement at the inlet and close to the free-surface in the reservoir. The mesh is relatively
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coarse towards the top of the domain and toward the outlet. This is due to the fact that these
areas are not of interest in this study and do not affect the flow in the areas of interest. The
mesh is also coarse in the approach reservoir, as the velocities in this region are low and the
flow field is less complex to predict.
Figure 5.5: Diagram of 2D mesh used for numerical modelling of the stepped spillway at the LNEC. The mesh is
refined at the steps, the WES curve and at the inlet. The rest of the domain is relatively coarse in order to reduce
the computational cost of simulations. The total number of cells in the domain is 934068
5.2.2.2 Time Step Independence
In order to ensure that the model solutions are independent of the time step used in the sim-
ulations, a time step independence study was conducted, whereby solutions for different time
steps were compared in order to determine the error. In all cases, initial simulations, including
mesh independence, were conducted using the largest time step that was possible while still
producing a fully converged solution. For the VOF and mixture models this value was 1×10−3
s and for the Eulerian model this was 1× 10−4 s. In order to make a meaningful comparison
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of the solutions for different time steps, the time steps considered must be relatively different
from one another. In this study it was decided that halving the time step would be sufficient.
Therefore, for the VOF and mixture models, time steps of 1× 10−3 s and 5× 10−4 were used
and for the Eulerian model, time steps of 1×10−4 s and 5×10−5 s were used. Further details
on the time step independence study for the VOF and mixture models models can be found in
Appendix A.
Figures 5.6 and 5.7 show the velocity and AVF solutions for the Eulerian model at the
two time steps investigated. It can be seen that the two time steps produce almost identical
velocity and AVF profiles other than at steps 34 and 40, where there is only a small difference
between the predicted AVFs. This data, along with the VOF and mixture model data detailed
in Appendix A, indicate that the solutions are not significantly affected by reducing the time
step from the larger of the two time steps investigated. Therefore, for the remainder of this
study, a time step of 1 × 10−3 has been used for the VOF and mixture models and 1 × 10−4
has been used for the Eulerian model.
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Figure 5.6: Velocity profiles at different time steps for the Eulerian model with the SST k −ω turbulence model. Q
= 180 l/s
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Figure 5.7: AVF profiles at different time steps for the Eulerian model with the SST k − ω turbulence model. Q =
180 l/s
5.2.3 Transient Behaviour
All numerical simulations performed for this project have been conducted transiently, however,
for the majority of simulations a steady state is reached whereby the transient fluctuations in
variables are negligible. Simulations of the narrow stepped spillway at the university of Leeds,
using the VOF model with the SST k −ω turbulence model, found transient fluctuations in the
free-surface position (chapter 6). In order to ascertain whether transient effects are observed,
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when using the VOF and SST k − ω models, to simulate flows over the experimental spillway
at the LNEC, flow properties at different time steps have been compared.
Figures 5.8 and 5.9 show velocity and AVF profiles respectively, from 8.0 - 10.2 s, for the
VOF model with the SST k − ω model. It can be seen that the velocity and AVF profiles
are almost identical at each time step so no transient effects are observed. Therefore no
time averaging of the results is required and all of the CFD results presented in this chapter
represent a single time step.
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Figure 5.8: Velocity profiles at Q = 180 l/s for the VOF and SST k − ω models at various time steps
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Figure 5.9: Air volume fraction profiles at Q = 180 l/s for the VOF and SST k − ω models at various time steps
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5.3 Results and Discussion of a 2D Numerical Modelling Study
of Skimming Flow over the LNEC Stepped Spillway
5.3.1 Experimental Inception Point Locations
Two methods were used to determine the location of the inception point in the experiments.
The first method defines the location of the inception point as the position where the turbulent
boundary layer (TBL) intersects the free-surface, as shown in figure 2.1. For the definition of
the inception point, the free-surface is defined as the equivalent clear water depth, d , which is
given by
d =
∫ y90
z=0
(1− AV F )dz (5.7)
where z is measured perpendicular to the pseudo-bottom and y90 is the value of z at which
the AVF is 0.9. Note that y90 is used to define in the flow depth in the z coordinate. This is
because this study defines z as the perpendicular distance from the pseudo-bottom, however,
convention from other studies, including Matos (2000) and Boes and Hager (2003a), is to
define this location as y90. The AVF is the time averaged value obtained from the conductivity
probe measurements. d is slightly lower that y90 due to waviness at the free-surface and
entrapped air close to the free-surface. The depth of the TBL is defined as the depth at which
the velocity is equal to 99% of the maximum velocity (Bombardelli et al., 2011). Note that the
instantaneous inception point varies around a mean position. The AVF and velocity data used
to calculate d and the depth of the TBL are time averaged over 90 s. This results in a time
averaged inception point location.
The second method used to determine the location of the inception point is by visual
observation. The visually observed inception point is defined as "the vertical edge immediately
upstream of the step cavity where a continuous presence of white water or air bubbles was
noticed from above and also through both sidewalls along the entire flume width" (Meireles
et al., 2012). Figure 5.10 shows the view of the visually observed inception point form the side
of the experimental spillway.
The inception point location determined by the intersection of the boundary layer and d will
be referred to as IP1 and the inception point determined by visual observation will be referred
to as IP2. Note that both IP1 and IP2 are always located at a step corner and, throughout
this study, IP1 and IP2 will refer only to the experimental inception point locations. Table 5.2
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details the step numbers and distances along the chute at which IP1 and IP2 occur for the
flow rates considered in this study.
Table 5.2: Locations of experimental inception points
Q (l/s)
IP1 IP2
Step
Number
s (mm)
Step
Number
s (mm)
100 14 740 15 840
140 16 940 17 1040
180 18 1140 20 1340
200 19 1240 21 1440
Figure 5.10: View of the visually observed inception point (IP2) from the side of the experimental spillway. The
darker regions indicate the presence of air bubbles
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5.3.2 Velocity Profiles
Figures 5.13 - 5.19 show velocity profiles calculated using the VOF, mixture and Eulerian
models in combination with the Realisable k − , RNG k −  and SST k − ω turbulence
models. The corresponding experimental data is also shown. At each flow rate, data is shown
for a different number of steps, to correspond to the experimental data that was available.
Table 5.3 gives details of the multiphase model and the flow rate in each of the figures (5.13 -
5.19).
The locations of IP1 and IP2 are detailed by the colour of the title of the the plot for each
step. IP1 is denoted by a green title, IP2 is denoted by an orange title and the other steps
have black titles. For example, in figure 5.13, IP1 is located at step 18 and IP2 is located at
step 20. Note that, at 200 l/s no experimental data is shown at step 21, as it was not available.
The numerical data for this step has been included to indicate the location of IP2. Numerical
modelling was initially conducted for Q = 180 l/s. It was found that the mixture model did not
predict the velocities, AVFs or flow depths (figures 5.15, 5.25 and 5.34) accurately so further
flow rates were not simulated using the mixture model.
Table 5.3: Details of figures showing velocity profiles
Figure Multiphase Model Flow Rate (l/s)
5.11 VOF 100
5.12 VOF 140
5.13 VOF 180
5.14 VOF 200
5.15 Mixture 180
5.16 Eulerian 100
5.17 Eulerian 140
5.18 Eulerian 180
5.19 Eulerian 200
5.3.2.1 VOF Model
The VOF model shows the same general velocity profile pattern at all flow rates (figures 5.11
- 5.14). In the upstream region of the spillway all turbulence models predict the experimental
velocities accurately and there is little difference between the velocities predicted by the three
turbulence models. At all steps, the velocities suddenly reduce at a certain value of z . This
is due to the sharp interface between the two phases in the VOF model. The air has a lower
velocity than the water, so above the free-surface there is a sudden reduction in the velocity.
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The mixture and Eulerian models have a smooth transition between the phases so no sudden
decrease in velocity is observed.
Moving further downstream, approaching IP1, the velocities predicted by the two k − 
models remain close to one another, but begin to diverge from the velocities predicted by the
SST k−ω model. All turbulence models, however, predict the velocities reasonably accurately
in this region.
Moving downstream of IP2, into the fully aerated region, the two k−  models underestim-
ate the experimental velocities and the discrepancy between the experimental and numerical
data increases at each downstream step. The SST k − ω model, however, predicts the velo-
cities accurately at all steps for the lower values of z . At a certain depth the numerical velocity
decreases and the experimental velocities are not predicted accurately. This is due to the dif-
ference in the velocity of the air and the water, as discussed above. The standard VOF model
cannot model air entrainment so flow bulking is not predicted. In the fully aerated region,
where significant flow bulking occurs, the VOF model underestimates the depth of flow so the
velocities are only predicted accurately up to the depth of flow predicted by the VOF model.
Note that at 100 l/s the SST k − ω model predict the velocities slightly less accurately in the
far downstream region of the spillway than at the other flow rates. They are still reasonably
accurate, however.
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Figure 5.11: Comparison of experimental and numerical velocity profiles for Q = 100 l/s. Numerical data is shown
for the VOF model with various turbulence models. The experimental inception point locations, IP1 and IP2, are
indicated by the colour of the title of the subplots
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Figure 5.12: Comparison of experimental and numerical velocity profiles for Q = 140 l/s. Numerical data is shown
for the VOF model with various turbulence models. The experimental inception point locations, IP1 and IP2, are
indicated by the colour of the title of the subplots
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Figure 5.13: Comparison of experimental and numerical velocity profiles for Q = 180 l/s. Numerical data is shown
for the VOF model with various turbulence models. The experimental inception point locations, IP1 and IP2, are
indicated by the colour of the title of the subplots
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Figure 5.14: Comparison of experimental and numerical velocity profiles for Q = 200 l/s. Numerical data is shown
for the VOF model with various turbulence models. The experimental inception point locations, IP1 and IP2, are
indicated by the colour of the title of the subplots
5.3.2.2 Mixture Model
The mixture model (figures 5.15) data shows some similarities to the VOF model data. In
the upstream region, the three turbulence models produce very similar data and predict the
velocities well. Moving downstream, the k −  models remain similar to one another and
begin to diverge from the SST k − ω model. However, in the far downstream region, all of the
turbulence models underestimate the velocities significantly. This shows the mixture model is
not able to predict the velocities in the fully aerated region accurately, in combination with any
of the turbulence models investigated.
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Figure 5.15: Comparison of experimental and numerical velocity profiles for Q = 180 l/s. Numerical data is shown
for the mixture model with various turbulence models. The experimental inception point locations, IP1 and IP2,
are indicated by the colour of the title of the subplots
5.3.2.3 Eulerian Model
The Eulerian model (figures 5.16 - 5.19) also shows similar behaviour to the VOF model and
the same general pattern of velocity profiles at each step. Again, in the upstream region of
the spillway, all of the turbulence models predict the velocities accurately and the k−  models
diverge from the SST k−ω model further downstream. The two k−models underestimate the
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velocities significantly in the downstream area of the spillway and the SST k−ω model predicts
the velocities accurately. The Eulerian model does predict air entrainment and flow bulking,
however. With the SST k − ω model the velocities are predicted accurately for the entire flow
depth at all steps. Note that, like the VOF model, the Eulerian model underestimates the
velocities slightly in the far downstream region of the spillway at Q = 100 l/s. The velocities
are still predicted reasonably accurately, however.
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Figure 5.16: Comparison of experimental and numerical velocity profiles for Q = 100 l/s. Numerical data is shown
for the Eulerian model with various turbulence models. The experimental inception point locations, IP1 and IP2,
are indicated by the colour of the title of the subplots
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Figure 5.17: Comparison of experimental and numerical velocity profiles for Q = 100 l/s. Numerical data is shown
for the Eulerian model with various turbulence models. The experimental inception point locations, IP1 and IP2,
are indicated by the colour of the title of the subplots
132
5.3 Results and Discussion of a 2D Numerical Modelling Study of Skimming Flow over
the LNEC Stepped Spillway
0
30
60
90
z 
(m
m)
Step 11 Step 13 Step 14 Step 15 Step 16
0
30
60
90
z 
(m
m)
Step 17 Step 18 Step 19 Step 20 Step 21
0
30
60
90
z 
(m
m)
Step 22 Step 24 Step 25
0 2.5 5 7.5
Velocity (m/s)
Step 27
0 2.5 5 7.5
Velocity (m/s)
Step 30
0 2.5 5 7.5
Velocity (m/s)
0
30
60
90
z 
(m
m)
Step 32
0 2.5 5 7.5
Velocity (m/s)
Step 34
0 2.5 5 7.5
Velocity (m/s)
Step 40
Realisable k-  Model
RNG k-  Model
SST k-  Model
Experimental Data
 IP1
 IP2
Figure 5.18: Comparison of experimental and numerical velocity profiles for Q = 100 l/s. Numerical data is shown
for the Eulerian model with various turbulence models. The experimental inception point locations, IP1 and IP2,
are indicated by the colour of the title of the subplots
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Figure 5.19: Comparison of experimental and numerical velocity profiles for Q = 100 l/s. Numerical data is shown
for the Eulerian model with various turbulence models. The experimental inception point locations, IP1 and IP2,
are indicated by the colour of the title of the subplots
5.3.2.4 Percentage Error
To help further understand the performance of the numerical models, the percentage errors
between the experimental data and the numerical data, for the SST k−ω model with the VOF
and Eulerian models, at different locations in the flow are presented and discussed. Note that
only the SST k − ω model has been considered for the percentage errors, as this model has
consistently produced more accurate results than the other turbulence models investigated.
The percentage error (PE) is calculated by
PE =
|Numer ical data− E xper imental data|
E xper imental data
× 100 (5.8)
Figures 5.20 shows the PEs between the experimental data and the VOF model with SST
k − ω model for all flow rates. At all discharges the PEs are high at large values of z in the
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downstream region of the spillway. This is due to the fact that the VOF model underestimates
the flow depth in this region, as discussed in section 5.3.2.1. In the other areas of the spillway,
the velocities are predicted reasonably well, with the majority of the PEs below 20% and many
below 10%. At Q = 100 l/s the PEs are slightly higher in the far downstream region than at
the other flow rates, as discussed in section 5.3.2.1. In general, however, the velocities are
predicted reasonably well. It is also noticeable that some of the velocities close to the pseudo-
bottom, at z = 3.2 mm, are also predicted less accurately at Q = 100 l/s than the other flow
rates.
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Figure 5.20: Velocity percentage error between the experimental data and the VOF model with the SST k − ω
model, at all flow rates. The colour of each cell represents the range of values that the PE falls within. These
ranges are defined in the key of the figure
Figure 5.21 shows the PEs between the experimental data and the Eulerian model, with
the SST k − ω model, for all flow rates. It is noticeable that the highest PEs occur, for all flow
rates, at z = 3.175 mm. This is also where reasonably high PE values are found for the VOF
model (figure 5.20). This may be due to the accuracy of the experimental velocity measure-
ments in these positions. The back-flushing Pitot tube, used to take velocity measurements,
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is orientated parallel to the pseudo-bottom, pointing upstream. Figure 5.22 shows numerical
velocity vectors at a step. The location of the first measurement point, at z = 3.175 mm, is
indicated in the figure. It can be seen that, at z = 3.175 mm, the velocity vectors are not
parallel to the pseudo-bottom due to the deflection of the flow caused by the impact on the
step corner. The flow in this position is not aligned in the same direction as the back-flushing
Pitot tube. This will produce less accurate velocity measurements than at higher values of
z , where the flow is more closely orientated with the Pitot tube. So although the highest PE
values occur at z = 3.175 mm for both the VOF and Eulerian models, this should be viewed
with caution as the experimental velocities in these locations may not be as accurate as in
other locations. At all other values of z the Eulerian model, with the SST k − ω turbulence
model, predicts the velocities extremely accurately. The vast majority of the PEs are less than
10% and there are only a handful of PE values above 20%.
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Figure 5.21: Velocity percentage error between the experimental data and the Eulerian model with the SST k − ω
model, at all flow rates. The colour of each cell represents the range of values that the PE falls within. These
ranges are defined in the key of the figure
138
5.3 Results and Discussion of a 2D Numerical Modelling Study of Skimming Flow over
the LNEC Stepped Spillway
Figure 5.22: Velocity vectors close to a step corner for the Eulerian model with the SST k − ω model at Q = 180
l/s. The location of the velocity measurement closest to the pseudo-bottom, at z = 3.175 mm, is indicated in the
diagram
5.3.2.5 Summary
At all flow rates, the velocities in the upstream region of the spillway have been accurately
predicted by all models. In the downstream, fully aerated, region the two k −  turbulence
models underestimate the velocities in all cases. There is little difference between the velocit-
ies predicted by the two k− models for all multiphase models. The SST k−ω model predicts
the velocities extremely accurately with the Eulerian model. With the VOF model the velocities
are only predicted accurately up to the depth of flow predicted by the VOF model. Both the
VOF and Eulerian models produce the least accurate results at z = 3.175 mm, however, the
experimental velocity measurements in these positions may not be as accurate as at other
values of z .
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5.3.3 Air Volume Fraction Profiles
Figure 5.23 shows the AVF contours produced by the three multiphase models in combination
with the SST k−ω turbulence model. Streamlines at step 34 are also shown. Each multiphase
model shows the recirculating vortex in the step cavity. No air entrainment is predicted by the
VOF model, as would be expected due to the reasons described in chapter 4. Both the mixture
and Eulerian models show air entrainment, with the AVFs increasing further downstream. The
non-aerated region is visible upstream, where no air is found in the step cavities. Further
downstream air is transported into the step cavities and the entire flow is aerated. These two
models, however, predict the onset of air entrainment to be near the spillway crest, which is
further upstream than observed in the experiments.
The reason for this is hypothesised as follows: neither the Eulerian or mixture models are
specifically free-surface modelling approaches and, as such, do not capture a free-surface in
the same manner that the the VOF model does. In physical stepped spillways, air entrainment
begins when turbulence close to the free-surface overcomes buoyancy and surface tension
forces (Zhang and Chanson, 2017). The effects of surface tension are modelled in the mixture
model, and a surface tension model can be applied to the Eulerian model. However, in each
model, there is no numerically defined free-surface at which to apply surface tension to. Free-
surfaces in these multiphase models are assumed to be at sub-grid scales and are, therefore,
considered using models which predict the interaction between a dispersed and continuous
phase. Surface tension effects, therefore, must be applied to the free-surface of the bubbles or
droplets, which are not specifically modelled. The effect of this is that surface tension cannot
be applied to the free-surface between air and water in the non-aerated region. Therefore,
turbulence close to the free-surface only needs to overcome buoyancy forces for air to be
entrained into the flow. This results in lower turbulent forces being required for free-surface
aeration to occur, than would be required in physical free-surface flows.
The Eulerian and mixture models predict turbulence close to the boundary between air and
water in the upstream region of the spillway. This level of turbulence appears to be sufficient
to entrain a small amount of air into the flow, as observed in figure 5.23. The AVFs predicted
by the numerical models are discussed further below.
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Figure 5.23: Air volume fraction contours of the stepped spillway at the LNEC from the VOF, mixture and Eulerian
models, at Q = 180 l/s. Streamlines are shown at step 34. The SST k − ω turbulence model was used in each
case
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Figures 5.24 - 5.29 show AVF profiles of the VOF, mixture and Eulerian models in combina-
tion with the Realisable k−, RNG k− and SST k−ω turbulence models. The corresponding
experimental data are also shown in the figures. Table 5.4 details the multiphase model and
flow rate shown in each figure. As with the velocity data, the locations of IP1 and IP2 are
indicated by the colour of the plot titles.
Table 5.4: Details of figures showing air volume fraction profiles
Figure Multiphase Model Flow Rate (l/s)
5.24 VOF 180
5.25 Mixture 180
5.26 Euler 100
5.27 Euler 140
5.28 Euler 180
5.29 Euler 200
5.3.3.1 Experimental Data
The experimental data shows the same pattern of AVF profiles for all discharges. Close to
the spillway crest, in the non-aerated region, the AVF is 0 at the pseudo-bottom and for the
majority of the flow depth. The AVF then increases rapidly to a value of 1. This sudden
increase in the AVF represents the sharp free-surface in the non-aerated region. Although
there is a sharp free-surface in this region, there are some experimental AVFs in this area with
a value between 0 and 1. This is due to the fact that the experimental data are time averaged
values, so that entrapped air and waviness in the free-surface result in AVFs between 0 and
1. Note that although the experimental data represents time averaged values, instantaneous
numerical data is suitable for comparison, as negligible transient effects are observed in the
numerical data.
Approaching IP1, the experimental AVF is greater than 0 for a larger depth. This is attrib-
uted to the entrapped air in the wavy free-surface and also entrained air close to the inception
point, due to the difference between the instantaneous and time averaged inception point
locations (Bombardelli et al., 2011).
Moving downstream from IP1, the AVF at the pseudo-bottom begins to increase from 0 as
entrained air is transported throughout the flow depth and into the step cavities. In the fully
aerated region the AVF increases with depth more gradually due to the entrained air. In the
far downstream region there is little variation in the AVF profiles from one step to the next.
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5.3.3.2 VOF Model
Figure 5.24 shows the AVF profiles for the VOF model and the experimental data at Q = 180
l/s. In the upstream region of the spillway, all of the turbulence models produce similar results,
however, further downstream the SST k−ω model diverges from the two k−  models (which
remain relatively close to one another). This is similar to the pattern observed in the velocity
profiles. Upstream of IP1, all three turbulence models predict the AVF profiles reasonably well.
The numerical data show a slightly sharper increase in the AVF than the experimental data.
This is due to the time averaging of the experimental data, as discussed above. In the aerated
region, none of the turbulence models predict the AVFs accurately, as would be expected,
due to the fact that air entrainment is not predicted by the VOF model. Similar results are
shown for all discharges, so only the data for Q = 180 l/s has been displayed here. Data for
the remaining flow rates can be found in appendix A. Note that, in figure 5.24, at AVF = 0 and
AVF = 1, the numerical AVF values are exactly 0 and 1, so overlap one another.
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Figure 5.24: Comparison of experimental and numerical air volume fraction profiles for Q = 180 l/s. Numerical
data is shown for the VOF model with various turbulence models. The experimental inception point locations, IP1
and IP2, are indicated by the colour of the title of the subplots. Note that at AVF = 0 and AVF = 1, the numerical
AVF values are exactly 0 and 1 so overlap one another
5.3.3.3 Mixture Model
With the mixture model (figure 5.25), all of turbulence models predict almost the identical
results. In a small number of locations the AVF profiles are predicted reasonably well, for
example the lower depths of steps 22 - 30. In the majority of positions, however, the AVF
profiles are not predicted accurately.
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Figure 5.25: Comparison of experimental and numerical air volume fraction profiles for Q = 180 l/s. Numerical
data is shown for the mixture model with various turbulence models. The experimental inception point locations,
IP1 and IP2, are indicated by the colour of the title of the subplots
5.3.3.4 Eulerian Model
Again the Eulerian model shows similar behaviour for all flow rates. In the upstream region
of the spillway, the three turbulence models produce approximately similar results, however,
there is a small difference in the Realisable k −  results. Further downstream the SST k − ω
model diverges from the two k −  models (which largely agree with one another).
Upstream of IP1, the Eulerian model predicts the AVFs reasonably well. This may be
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slightly misleading however. Experimental values of the AVF between 0 and 1 in this region
are caused by time averaging in the experiments, however in the Eulerian model this isn’t the
case, as an instantaneous value is displayed.
In the Eulerian model, air entrainment begins at the crest of the spillway (figure 5.23).
There is a narrow layer at the free-surface where the AVF is between 0 and 1, due to the air
entrainment at the crest of the spillway. So although the Eulerian model predicts the AVFs
reasonably well upstream of IP1, it is due to different behaviour and should be viewed with
caution. This is of little importance, however, as the AVFs in the non-aerated region are not as
important to reservoir engineers as in the aerated region, because no air entrainment takes
place. The depth of flow in the non-aerated region and the location of the inception point are
of more interest.
Approaching IP1, the Eulerian models overestimate the AVF at the pseudo-bottom. This
is again a consequence of the entrainment of air beginning at the spillway crest so a small
amount of air is transported to the pseudo-bottom further upstream than in the experiments.
A short distance downstream of IP2 all three turbulence models predict the AVF at the Pseudo-
bottom accurately. Downstream of this point the two k− models predict the AVFs reasonably
well, however, the SST k − ω model produces significantly more accurate results. The accur-
acy of the SST k − ω model shows that the entrainment of air at the spillway crest appears to
have a negligible effect on the AVFs in the aerated region.
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Figure 5.26: Comparison of experimental and numerical air volume fraction profiles for Q = 100 l/s. Numerical
data is shown for the Eulerian model with various turbulence models. The experimental inception point locations,
IP1 and IP2, are indicated by the colour of the title of the subplots
147
5. TWO-DIMENSIONAL NUMERICAL MODEL STUDY OF A LARGE EXPERIMENTAL
STEPPED SPILLWAY
0
30
60
90
120
z 
(m
m)
Step 11 Step 13 Step 14 Step 15 Step 16
0
30
60
90
120
z 
(m
m)
Step 17 Step 18 Step 19 Step 20 Step 21
0
30
60
90
120
z 
(m
m)
Step 22 Step 24 Step 25 Step 26 Step 27
0
30
60
90
120
z 
(m
m)
Step 28 Step 29
0 0.5 1
AVF
Step 30
0 0.5 1
AVF
Step 31
0 0.5 1
AVF
Step 32
0 0.5 1
AVF
0
30
60
90
120
z 
(m
m)
Step 34
0 0.5 1
AVF
Step 40
Realisable k-  Model
RNG k-  Model
SST k-  Model
Experimental Data
 IP1
 IP2
Figure 5.27: Comparison of experimental and numerical air volume fraction profiles for Q = 140 l/s. Numerical
data is shown for the Eulerian model with various turbulence models. The experimental inception point locations,
IP1 and IP2, are indicated by the colour of the title of the subplots
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Figure 5.28: Comparison of experimental and numerical air volume fraction profiles for Q = 180 l/s. Numerical
data is shown for the Eulerian model with various turbulence models. The experimental inception point locations,
IP1 and IP2, are indicated by the colour of the title of the subplots
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Figure 5.29: Comparison of experimental and numerical air volume fraction profiles for Q = 200 l/s. Numerical
data is shown for the Eulerian model with various turbulence models. The experimental inception point locations,
IP1 and IP2, are indicated by the colour of the title of the subplots
5.3.3.5 Quantification of Errors between the Numerical and Experimental AVF Data
The percentage error has not been calculated for the AVFs as all of the results lie between 0
and 1. Experimental values ranging from 0 to 1 in the denominator of equation (5.8) cause
the values of percentage error to vary significantly depending on the experimental AVF, which
produces misleading results. As the results are bounded between 0 and 1, however, the
absolute error can be used to quantify the accuracy of the numerical models in predicting
AVFs. The absolute error is calculated by
E rror = Numer ical data− E xper imental data (5.9)
Figure 5.30 shows the absolute error between the experimental data and the numerical data,
for the Eulerian model with the SST k−ω model, as this combination of multiphase model and
150
5.3 Results and Discussion of a 2D Numerical Modelling Study of Skimming Flow over
the LNEC Stepped Spillway
turbulence model produced the most accurate results. The VOF and Mixture have not been
considered as they did not predict the AVFs accurately. The corresponding experimental AVFs
are also shown in the figure so that the total AVF at each location can be observed. It can be
seen that the error is extremely small in most cases. The majority of error values are below
0.1, there is only one value above 0.3 (step 14 at Q = 100 l/s) and there are very few values
above 0.2. This shows that the Eulerian model with the SST k − ω model predicts the air
volume fractions accurately.
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Figure 5.30: Air volume fraction absolute error error between the experimental data and the Eulerian model with
the SST k−ω model, at all flow rates. The corresponding experimental AVFs are also shown so that the total AVF
at each location can be observed
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5.3.3.6 Summary
The VOF model does not predict air entrainment, so is not appropriate for modelling AVFs in
the aerated region. The mixture model does predict air entrainment, however did not produce
accurate results with any of the turbulence models considered. The Eulerian model with with
the SST k − ω model, however, produces accurate predictions of the air volume fractions in
both the aerated and non-aerated regions. The two k −  models also produced reasonably
accurate results with the Eulerian model. The Eulerian and mixture models predict the onset
of air entrainment to occur at the crest of the spillway, which is not the case in the experimental
models. However, this appears to have little effect on the AVFs in the aerated region, as the
Eulerian model with the SST turbulence model predicted the AVFs in this region accurately.
5.3.4 Flow Depths
Figures 5.32 - 5.34 show the experimental and numerical free-surface data for the VOF, Eu-
lerian and mixture models at each flow rate. Each figure shows the experimental and numer-
ical profiles of y90 and the equivalent clear water depth, d . Upstream of the inception point,
in the non-aerated region, d may represent a more accurate value for the flow depth than
y90, due to the waviness of the free-surface in this region. Figure 5.31 shows a schematic
of both y90 and d in the non-aerated region, where waves are observed at the experimental
free-surface. It can be seen that, due to the shape of the waves, y90 is close to the peaks of
the wave and will overestimate the average flow depth. d , on the other hand, appears at the
midpoint between the wave peaks and troughs, so will therefore give a more accurate repres-
entation of the average flow depth in this region. In the aerated region, however, the entrained
air causes significant flow bulking so d does not accurately represent the flow depth and y90
can be considered the more accurate method to define the free-surface. After IP2 there is a
jump in the experimental values of y90 for all flow rates. This is due to flow bulking. In all the
numerical models, the profile of y90 is relatively smooth and there is no obvious increase in
depth at the inception point.
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Figure 5.31: Schematic of y90 and d in the non-aerated region, in relation to the experimental free-surface where
waves are observed
The VOF model shows the same general behaviour for all flow rates. For each turbu-
lence model, the profiles of y90 and d are almost identical. This is to be expected as no air
entrapment or entrainment occurs in the VOF model, so no flow bulking occurs. Although
some waves, with a very small amplitude, are visible at the free-surface, a steady state flow is
achieved in the simulations so the waves are stationary. This means that, at a specific meas-
urement location, the waviness of the free-surface would not cause any difference between d
and y90. The small differences between y90 and d which are observed in figure 5.32 are due
to a very small diffuse layer observed at the free-surface in the VOF model.
In the non-aerated region, all turbulence models underestimate y90 slightly but predict d
accurately. In the aerated region, the SST k − ω model predicts d reasonably well, whereas,
the two k −  models overestimate the equivalent clear water depth. All turbulence models
underestimate y90 significantly in the aerated region, which is to be expected as the VOF
model does not predict air entrainment, so flow bulking does not take place in this numerical
model.
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Figure 5.32: Experimental and numerical y90 and equivalent clear water depth profiles for the VOF model, with
various turbulence models, at all flow rates investigated
The Eulerian model also shows the same behaviour for each flow rate. Unlike the VOF
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model, there is a significant difference between d and y90 due to air entrainment. In the
non-aerated region, all turbulence models predict d accurately, with the SST k − ω model
being slightly more accurate than the two k −  models. y90 is overestimated by all turbulence
models in this region, however the SST k − ω model is still reasonably accurate. This is a
consequence of the location of the onset of air entrainment in the Eulerian model. A small
amount of flow bulking is predicted in the upstream region of the spillway, which results in the
flow depth being slightly overestimated. In the aerated region the SST k − ω model predicts
both y90 and d accurately. The two k −  models overestimate both d and y90 in this region.
The mixture model predicts d accurately but significantly overestimates y90 at all locations,
with all turbulence models.
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Figure 5.33: Experimental and numerical y90 and equivalent clear water depth profiles for the Eulerian, with various
turbulence models, model at all flow rates investigated
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Figure 5.34: Experimental and numerical y90 and equivalent clear water depth profiles for the mixture model, with
various turbulence models, at 180 l/s, the only flow rate investigated with this multiphase model
5.3.5 Further Turbulence Models
All of the turbulence models considered so far have been variations on the standard k−ω and
k −  models. In this section the standard k −ω and k −  and the Reynolds stress turbulence
models are also investigated, in order to consider the impact of turbulence model selection
in more detail. The Eulerian model is the most accurate multiphase model at predicting velo-
cities, AVFs and flow depths, so simulations with these further turbulence models have been
conducted with the Eulerian model at Q = 180 l/s. The data from these turbulence models is
compared with the Realisable k −  and the SST k − ω models.
5.3.5.1 Standard k − ω Model
Figures 5.35 and 5.38 show velocity and AVF profiles with the standard k − ω model. It can
be seen that the velocity profiles for the standard k − ω model and the SST k − ω model are
almost identical at all positions. In the upstream region of the spillway, the AVFs for the k − ω
and SST k−ω models differ by a small amount, however, further downstream the profiles are,
again, almost identical. Note that, as the AVFs are so similar, and the flow depth is defined
using the AVFs (y90 and d), it can be assumed that there is also very little difference in the flow
depth between the two turbulence models. The similarity between the results produced by the
standard k − ω and SST k − ω turbulence models is discussed further in section 5.3.5.4.
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Figure 5.35: Comparison of experimental and numerical velocity profiles for Q = 180 l/s. Numerical data is shown
for the Eulerian model with various turbulence models, including the standard k − ω model. The experimental
inception point locations, IP1 and IP2, are indicated by the colour of the title of the subplots
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Figure 5.36: Comparison of experimental and numerical air volume fraction profiles for Q = 180 l/s. Numerical
data is shown for the Eulerian model with various turbulence models, including the standard k − ω model. The
experimental inception point locations, IP1 and IP2, are indicated by the colour of the title of the subplots
5.3.5.2 Standard k −  Model
Figures 5.37 and 5.38 show velocity and AVF profiles for the standard k −  model. The
standard k −  and Realisable k −  have produced almost identical velocity profiles at all
locations. In the upstream region of the spillway the AVF of the k−model are almost identical
to the SST k−ω model but still similar to the Realisable k−  model. Further downstream the
k −  profiles diverge from the SST k − ω model and become almost identical to those of the
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Realisable k −  model. This is the same as the pattern of AVF profiles shown by the RNG
k −  model (section 5.3.3.4). Again, it can be assumed that the similarity of the AVF profiles
between the three k −  models produces a similar free-surface position. These results show
that the three k−  models considered here produce very similar solutions for velocities, AVFs
and flow depths.
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Figure 5.37: Comparison of experimental and numerical velocity profiles for Q = 180 l/s. Numerical data is shown
for the Eulerian model with various turbulence models, including the standard k −  model. The experimental
inception point locations, IP1 and IP2, are indicated by the colour of the title of the subplots
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Figure 5.38: Comparison of experimental and numerical air volume fraction profiles for Q = 180 l/s. Numerical
data is shown for the Eulerian model with various turbulence models, including the standard k −  model. The
experimental inception point locations, IP1 and IP2, are indicated by the colour of the title of the subplots
5.3.5.3 Reynolds Stress Model
Figures 5.39 - 5.41 show velocity, AVF and y90 profiles for the Reynolds stress turbulence
model. In the upstream region of the spillway the Reynolds stress model predicts the velocities
accurately and shows similar results to the other turbulence models. Moving downstream, the
Reynolds stress model diverges from the other turbulence models and underestimates the
flow velocities significantly. The Reynolds stress model also predicts the AVFs inaccurately at
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each step. At some steps, the AVF is predicted accurately at the lower values of z , however,
in general, the AVFs differ significantly from the experimental data. As there is little similarity
between the Reynolds stress AVFs and the other turbulence models, no assumptions can
be made about the free-surface position. Figure 5.41 shows that the Reynolds stress model
overestimates y90 significantly at all locations. This data shows that the Reynolds stress model
does not appear to be suitable to model aerated flows over stepped spillways.
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Figure 5.39: Comparison of experimental and numerical velocity profiles for Q = 180 l/s. Numerical data is shown
for the Eulerian model with various turbulence models, including the Reynolds stress model. The experimental
inception point locations, IP1 and IP2, are indicated by the colour of the title of the subplots
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Figure 5.40: Comparison of experimental and numerical air volume fraction profiles for Q = 180 l/s. Numerical
data is shown for the Eulerian model with various turbulence models, including the Reynolds stress model. The
experimental inception point locations, IP1 and IP2, are indicated by the colour of the title of the subplots
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Figure 5.41: Comparison of experimental and numerical y90 profiles for Q = 180 l/s. Numerical data is shown for
the Eulerian model with various turbulence models, including the Reynolds stress model
5.3.5.4 Comparison of k −  and k − ω Turbulence Models
Generally, the three k −  models produce extremely similar results to one another, which
agrees with the findings of Bayon et al. (2018), as do the the two k − ω models. All of the
turbulence models in combination with the Eulerian model predict the velocities well in the up-
stream region of the spillway. Further downstream, the two k−ω models predict the velocities
and the AVFs accurately, whereas the three k −  models underestimate the velocities and do
not predict the AVFs as accurately. The SST k − ω model blends between the k − ω model in
the near wall region and the k −  model in the free stream (Menter, 1994). As the k − ω and
SST k − ω models produce such similar results, it follows that it is the behaviour of the turbu-
lence model in the near wall region which affects the accuracy of the velocity and AVF results
away from the wall, above the steps. There are three distinct ways in which the flow above the
pseudo-bottom interacts with the wall in the stepped spillway: (i) at the smooth section of the
WES curve, (ii) at the step corners and (iii) through mixing with the recirculating vortices in
the step cavities, which are in contact with the step faces. The k −  models produce similarly
accurate results to the k − ω models in the upstream region of the spillway, so it is likely that
the differences observed between the results of the k −  models and the k − ω models are
caused further downstream than the smooth section of the WES curve.
A number of studies into numerical modelling of turbulent flows over a backwards facing
step, including Anwar-ul Haque et al. (2007), Pozarlik et al. (2008) and Wilcox et al. (1998),
have shown that k −  turbulence models underestimate the reattachment length whereas the
k−ω models predict the reattachment length significantly more accurately. Chen et al. (2002)
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also shows that the k −  model, with the VOF model, underestimates the experimental reat-
tachment length of a recirculating vortex in a step cavity of a stepped spillway under skimming
flow conditions.
Figure 5.42 shows contours of turbulent kinetic energy (k), with streamlines also displayed,
at step 33 for the the Eulerian model, with all k −  and k −ω turbulence models investigated,
at Q = 180 l/s. It can be seen from the streamlines that the two k − ω models predict a
longer reattachment length than the three k −  models, which agrees with the findings of
the studies into flows over a backwards facing step. The effect of the shorter reattachment
length predicted by the k −  models is that the main flow impacts on a larger area of the
horizontal step face than in the k − ω model simulations. This generates higher values of
turbulent kinetic energy (and resulting turbulence) throughout the flow and particularly at the
step corners and along the pseudo-bottom. These higher values of turbulence in the k − 
models act to dissipate energy and reduce the velocities compared with the k−ω models. This
may also affect the transport of air, resulting in the differences observed in the AVF profiles.
The high turbulence along the pseudo-bottom will also increase mixing between the flow over
the steps and the recirculating vortices in the step cavities, which may also contribute to the
observed differences in the velocity and AVF profiles.
166
5.3 Results and Discussion of a 2D Numerical Modelling Study of Skimming Flow over
the LNEC Stepped Spillway
Standard k −  Model Realisable k −  Model RNG k −  Model
Standard k − ω Model SST k − ω Model
Figure 5.42: Contours of turbulent kinetic energy (k), with streamlines also displayed, at step 33 for the the Eulerian
model with a range of turbulence model for Q = 180 l/s, highlighting the similarity between the k −  and k − ω
models respectively
5.3.6 Inception Point
The location of the inception point can been defined using a variety of methods, as discussed
in chapter 2. This section will investigate whether some of these methods can be used in
conjunction with numerical modelling, to accurately predict the location of the inception point.
5.3.6.1 Intersection of the Turbulent Boundary Layer and the Free-Surface
This first technique used to identify the location of the inception point is by determining the
location of the intersection of the free-surface and the TBL, the same method by which IP1 is
defined in the experimental data (section 5.3.1). As in the experimental data, the free-surface
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is defined as the equivalent clear water depth, d , and the TBL is defined as the depth at which
the velocity is 99% of the maximum velocity.
Figure 5.43 shows the TBL and d for the VOF model with the Realisable k −  , the RNG
k −  and the SST k − ω models, for all four flow rates. The location of IP1 and IP2 are also
shown. Note that the TBL will never meet the free-surface. The maximum velocity occurs at
the free-surface, therefore 99% of the maximum velocity will always appear below the free-
surface. Therefore the intersection of d and the TBL is deemed to be the position where the
two lines, representing d and the TBL, become parallel. After this it is assumed that the TBL
has reached the free-surface.
It can be seen that, in each case, the SST k − ω model predicts the inception point to
be further downstream than the experimental data. However, the two k −  models become
parallel at, or just downstream of, IP2. Experimentally, the intersection of d and the TBL is
at IP1. The k −  models, therefore, predict the intersection further downstream than the
experiments. However, they consistently predict the location of IP2 accurately for all flow
rates. So, although the intersection of d the TBL is predicted too far downstream, this method
of identifying the inception point, using the VOF model with the two k −  models, would still
potentially provide a useful tool for reservoir engineers.
Between Q = 100 l/s and Q = 180 l/s the Realisable k−model shows the TBL to decrease
in depth slightly and then increase again, which is unrealistic as the TBL will increase in depth
from a solid boundary. This may be a result of the method used to define the TBL, however,
as this does not happen with the RNG k −  model, this model may be considered the more
reliable of the two k −  models in identifying the inception point as the intersection of d and
the TBL.
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Figure 5.43: Equivalent clear water depth and turbulent boundary layer for the VOF model, with various turbulence
models, at all flow rates considered. The locations of IP1 and IP2 are also indicated
Figure 5.44 shows d and the TBL for the Eulerian model. As with the VOF model, the SST
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k − ω model predicts the intersection of d and the TBL to be significantly further downstream
than the experiments. The two k −  models, however, predict the location of IP1 accurately
at all flow rates. Similarly to the VOF model, the RNG k −  model can be considered to be
the more reliable of the two k −  models, as at some flow rates the Realisable k −  model
show the TBL to decrease in depth moving downstream, which is unrealistic.
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Figure 5.44: Equivalent clear water depth and turbulent boundary layer for the Eulerian model, with various turbu-
lence models, at all flow rates considered. The locations of IP1 and IP2 are also indicated
Figure 5.45 shows d and the TBL for the mixture model at Q = 180 l/s. The location of
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IP1 is predicted accurately with all turbulence models. This data is for only a single flow rate
however, so further flow rates would need to be investigated to confirm the mixture models
accuracy at predicting the intersection of d and the TBL. Note that, although the mixture model
predicts IP1 well at Q = 180 l/s using this method, the mixture model does not generally make
accurate predictions of the flow velocities, depths or AVF profiles. Therefore it has not been
considered further in this study.
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Figure 5.45: Equivalent clear water depth and turbulent boundary layer for the mixture model, with various turbu-
lence models, at Q = 180 l/s. The locations of IP1 and IP2 are also indicated
5.3.6.2 Visual Inspection
Many authors, including Chanson and Toombes (2002) and Meireles et al. (2012), have used
visual inspection of the onset of air entrainment to identify the location of the inception point.
The inception point identified by visual inspection for the experimental data included in this
study is defined by the specific criterion: "the vertical edge immediately upstream of the step
cavity where a continuous presence of white water or air bubbles was noticed from above and
also through both sidewalls along the entire flume width". Visual inspection of AVF contours
has been carried out in order to examine if the inception point location can be accurately
predicted using numerical modelling. The VOF model does not predict air entrainment so has
not been considered in this method.
Figure 5.46 shows AVFs close to the inception point, at each flow rate, for the Eulerian
model with the SST k − ω turbulence model. IP1 and IP2 are shown in each case. At all
discharges the same behaviour is shown. The AVF is below 0.1 in all step cavities upstream
of IP1. Between IP1 and IP2 the step cavities contain some small "bubbles" of an AVF between
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0.1 and 0.2, which is always restricted to the centre of the step cavity and doesn’t touch either
of the step faces. The step cavity directly downstream of IP2 is mostly, or completely, filled
with an AVF of 0.1 - 0.2. The contour of 0.1 - 0.2 AVF reaches the horizontal step face and is
very close to, or touching, the vertical step face. At all flow rates the Eulerian model, with the
SST k − ω model, has shown similarly accurate contours of air volume fraction around IP1
and IP2. Although this may not be the most clearly definable method to identify the location of
the inception point in the numerical models, it still may provide another useful tool for reservoir
engineers.
Figure 5.46: Contours of air entrainment at the inception point for the Eulerian model with the SST k − ω model.
The locations of IP1 and IP2, at each flow rate, are indicated in the figure
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5.3.6.3 Depth Averaged Air Volume Fraction
Bung (2011) defines the inception point as the location where the depth averaged air concen-
tration, Cmean, is equal to 0.2, based on experimental findings by Matos (2000) and Boes and
Hager (2003a). As with the method of visual inspection, this method cannot be used with the
VOF model as there is no air entrainment predicted by the model.
Figure 5.47 shows the experimental and numerical values of Cmean at different values of s,
for the four flow rates considered. Cmean, as defined by Boes and Hager (2003a), is calculated
by
Cmean =
1
y90
∫ y90
z=0
AV F (z) dz (5.10)
The same general pattern is shown at each flow rate. Upstream of IP2 the numerical Cmean
overestimates the experimental value slightly. At IP2 the numerical and experimental values
of Cmean are in close agreement. Downstream of IP2 the numerical model underestimates
the value of Cmean, and further downstream the numerical and experimental values become
closer to one another. Note that at Q = 200 l/s the numerical model slightly underestimates
Cmean at the far upstream section of the spillway, however the same general pattern as the
other flow rates is observed.
The error between the numerically predicted and experimental Cmean values can be ex-
plained by considering the numerically predicted AVF and y90 profiles. Upstream of the incep-
tion point the Eulerian model, with the SST k − ω model, overestimates y90. This is due to
the fact that, in this region of the spillway, the numerical model overestimates the AVFs due
to the small amount of air entrainment which occurs close to the free-surface, as discussed in
section 5.3.3.
Downstream of the inception point, the numerical Cmean values underestimate the experi-
mental values. This is due to a combination of small errors in the prediction of the AVF profiles
and y90 in this region. Downstream of the inception point the numerical model underestimates
the AVFs, particularly between z = 30 mm and z = 60 mm (figures 5.26 - 5.30). The y90 val-
ues are also underestimated slightly downstream of the inception point, for example, between
steps 22 and 28 at Q = 140 l/s (figure 5.33). Although the Eulerian model with the SST k − ω
model predicts the AVFs and y90 values well in this region, the combination of small errors in
the prediction of these variables results in a significant error in the numerically predicted and
experimentally measured values of Cmean. Despite this error, the results of this investigation
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show that the Eulerian model with the SST k−ω model is able to predict AVFs and flow depths
accurately in the aerated region.
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Figure 5.47: Numerical and experimental depth averaged AVFs for all flow rates. The numerical data is shown for
the Eulerian multiphase model with the SST k − ω turbulence model
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The value of Cmean of 0.2 at the inception point corresponds experimentally to IP1, as
can be seen in figure 5.47. The numerical value of Cmean, however, is consistently slightly
larger than 0.2 at IP1. This result is not surprising since, as previously discussed, the onset
of air entrainment appears further upstream than in the experiments, so the numerically pre-
dicted value of Cmean at the inception point will be slightly higher than the experimental value.
Although the numerical model overestimates Cmean at IP1, there appears to be roughly the
same error at each flow rate. This poses the question: is there a different value of Cmean that
can be used to predict the location of the inception point using the Eulerian model with the
SST k − ω turbulence model?
Table 5.5 shows the values of Cmean at IP1 and IP2 for the Eulerian model with the SST
k − ω model for all flow rates. At both IP1 and IP2 there is reasonable consistency in the
values of Cmean. At IP1 the mean depth averaged AVF, across the four flow rates investigated,
is 0.2530 and the range is 0.0139, which is 5% of the mean. At IP2 the mean depth averaged
AVF is 0.2808, with a range of 0.0248, 9% of the mean. This shows considerable consistency
and seems to be a reliable method to identify both IP1 and IP2 using the Eulerian model with
the SST k − ω model. For reservoir engineers to use this method with confidence, a large
set of experimental and numerical data could be used to create a standard Cmean value at the
inception point. The inception point could then be defined in the numerical model as the step
corner where the Cmean is closest to this standard value.
Table 5.5: Depth averaged air volume fractions at IP1 and IP2 for different discharges
Q (l/s)
Depth Averaged AVF
IP1 IP2
100 0.2511 0.2772
140 0.2547 0.2693
180 0.2462 0.2826
200 0.2601 0.2941
5.3.6.4 Air Volume Fraction at the Pseudo-Bottom
Boes and Hager (2003a) found the location of the inception point, by visual observation of the
surface flow conditions, to correspond with the location where the AVF at the pseudo-bottom is
equal to 0.01. Again, only the Eulerian model has been considered in this analysis. Like with
the depth averaged AVF, the AVF at the pseudo-bottom reaches 0.01 much further upstream
than IP1 and IP2, due to the onset of air entertainment at the crest of the spillway. Therefore,
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again, the values of the AVF at the pseudo-bottom have been recorded for the Eulerian model
with the SST k − ω model at IP1 and IP2 and are shown in table 5.6. At IP1 the mean value
is 0.0600 with a range of 0.0158, 25 % of the mean. At IP2 the mean value is 0.0891 with a
range of 0.0162, 18 % of the mean. Therefore, although there is a reasonable agreement on
the AVF at the pseudo-bottom at IP1 and IP2, there is significantly less consistency than the
depth averaged AVF.
Table 5.6: Pseudo-bottom air volume fractions at IP1 and IP2 for different discharges
Q (l/s)
AVF at Pseudo-Bottom
IP1 IP2
100 0.0695 0.0993
140 0.0625 0.0831
180 0.0541 0.0878
200 0.0537 0.0860
5.3.7 Prototype Scale Numerical Modelling
The Eulerian model with the SST k − ω model has been shown to be able to predict the velo-
cities, AVFs, flow depths and inception point locations in the experimental spillway accurately.
However, as discussed by Chanson (2013a), a numerical model must be validated against
physical data sets at prototype scale in order for the model to be fully trusted to be able to
predict prototype scale flows accurately.
Prototype physical model data was not available for this research project. However, the
experimental model data can be scaled up to give an indication of the magnitudes of flow
variables at prototype scale. The LNEC stepped spillway was numerically modelled at a geo-
metric scale 15 times larger (scale factor, λ, of 15) than the experimental stepped spillway,
giving a step height of 1200 mm, which is of sufficient size to represent a prototype scale
spillway.
The numerical modelling was conducted in 2D using the Eulerian model with the SST
k − ω model. The numerical domain and mesh was scaled by a factor of 15 in all geometric
dimensions. The number of computational cells in each step, and across the channel width,
remained the same as the mesh used to model the experimental scale spillway. Symmetry
boundary conditions were used at either side of the computational domain. Froude similitude
was used to define the prototype scale flow rate, with reference to the 180 l/s experimental
flow rate. A Froude number, Fr , of 0.677 resulted in a width averaged flow rate, q, of 0.18 m2/s
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in the experimental scale spillway and 10.45 m2/s in the scaled up spillway. The experimental
scale AVFs are dimensionless so do not require scaling and the velocities are scaled using
Froude similarity by
up =
√
λusm (5.11)
where up is the velocity in the prototype scale spillway and usm is the velocity in the experi-
mental scale spillway.
Figure 5.48 shows the velocities predicted by the prototype scale numerical model, the
scaled experimental velocities and the scaled numerical velocities predicted by the Eulerian
model with the SST k − ω model at experimental scale at Q = 180 l/s. It can be seen that,
throughout the spillway, the prototype scale numerical data is in very close agreement with he
scaled experimental and numerical velocities.
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Figure 5.48: Numerical and experimental velocities at prototype scale with λ = 15. The experimental scale physical
and numerical data is scaled using Froude similarity. The Eulerian model with the SST k − ω model was used for
numerical modelling
Figure 5.49 shows the AVFs predicted by the prototype scale numerical model, the ex-
perimental AVFs and the scaled numerical AVFs predicted by the Eulerian model with the
SST k − ω model at experimental scale at Q = 180 l/s. Note that, although the AVFs are
not scaled, the z coordinate at which they are compared is scaled by λ to ensure geometric
similarity between the models. There is a greater disparity between the numerically predicted
AVFs than there is between the numerically predicted velocities, however, they are still similar
to one another and the prototype scale numerical AVFs are in reasonably close agreement
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with the experimental AVFs.
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Figure 5.49: Numerical and experimental AVFs at prototype scale with λ = 15. The Eulerian model with the SST
k − ω model was used for numerical modelling
Numerical modelling, using the Eulerian model with the SST k −ω model, was conducted
in 2D at a geometric scale 15 times larger than the experimental scale spillway. The numerical
model predicts velocities which are in close agreement with the scaled numerical and physical
velocities and also predicts AVFs which are in reasonably close agreement with the experi-
mental scale numerical and physical data. These results are promising and indicate that the
Eulerian model with the SST k − ω model has the potential to accurately predict velocities
and AVFs above the steps at prototype scale spillways. However, full validation of the numer-
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ical models against prototype scale physical data sets is required in order for certainty in the
numerical model’s ability to predict flow features in skimming flows over prototype stepped
spillways. Froude scaling has been used in this investigation, however, for full dynamic simil-
arity in air water flows Reynolds and Weber similarity are also required.
5.4 Conclusions
A comprehensive 2D numerical study of a large scale experimental stepped spillway has
been conducted using the VOF, mixture and Eulerian multiphase models in combination with
the Realisable k −  , RNG k −  and SST k − ω turbulence models.
Four flow rates were modelled using the VOF and Eulerian models. The Eulerian model
with the SST k − ω model was found to show very close agreement with the experimental
velocities, AVFs and flow depths and was the most accurate combination of multiphase and
turbulence model. The location of the inception point was also predicted accurately using
several methods of identification. To the best of the author’s knowledge, this is the first time
the Eulerian model has been used to accurately predict such a wide range of flow variables in
complex free-surface aerated flows. This suggests that the Eulerian model has the potential
to be used as a reliable tool for predicting skimming flows over stepped spillway. A further
implication of these findings is that the Eulerian model may also be able to accurately predict
other free-surface flows in which air entrainment is important.
The VOF model and SST k − ω model made some accurate predictions, however, due
to the model’s inability to predict air entrainment, it is limited in scope for modelling air-water
flows. Both the VOF and Eulerian models made some reasonably accurate predictions using
the two k −  turbulence model, however the SST k − ω model was found to be the most
accurate turbulence model. The mixture model was found to predict velocities, AVFs and flow
depths inaccurately with all turbulence models, so only one flow rate was modelled using the
mixture model.
The standard k −  , standard k − ω and Reynold’s stress turbulence models were also
investigated, in combination with the Eulerian multiphase model. The Reynolds stress model
did not predict velocities, AVFs or flow depths accurately. It was found that the standard
k −  model produced very similar solutions to the Realisable and RNG k −  models and the
standard k−ω model produced extremely similar results to the SST k−ω model. As the SST
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k − ω model is a blend between the k − ω model near the wall and the k −  model in the
free stream, these results suggest that it is the behaviour of the turbulence models near the
wall which cause the differences observed between the turbulence models. The k −  models
predict a shorter reattachment length of the recirculating vortices in the step cavities than
the k − ω models. The shorter reattachment length generates significantly more turbulence
along the pseudo-bottom which may be the cause of the less accurate prediction of the flow
characteristics above the pseudo-bottom.
In order to determine whether the numerical models are able to accurately predict the
location of the inception point, the intersection of the equivalent clear water depth and the
TBL was identified for all multiphase and turbulence models. The VOF model, with the k − 
turbulence models, was found to consistently overestimate the location of the intersection of
d and the TBL. The predicted position of the intersection, however, is also consistently close
to the experimental location of the inception point by visual inspection. Although the location
of the intersection is overestimated, the consistency of the results means that this method of
identifying the location of the inception point may be a useful tool for reservoir engineers. The
Eulerian model, with the k −  turbulence models, was found to predict the location of the
intersection of d and the TBL extremely accurately, however the SST k − ω model predicted
the intersection to occur much further downstream. Several other methods of identifying the
location of the inception point were investigated using the Eulerian model with the SST k − ω
turbulence model. It was found that the inception point location can be reliably identified by
visual inspection of the AVF contours and also by the depth averaged AVF. The value of the
depth averaged AVF at the inception point in the numerical model, however, is slightly higher
than that found in other experimental studies.
Numerical modelling of the LNEC stepped spillway was conducted at a geometric scale
15 times larger than the experimental spillway, in order to investigate the numerical model’s
ability to predict skimming flows at prototype scale. The numerical modelling was conducted
using the Eulerian model with he SST k − ω model and velocities and AVFs were compared
to scaled experimental and numerical data. The velocities were in close agreement and the
AVFs were in reasonably close agreement. These results are promising and suggest that the
Eulerian model with the SST k − ω model has the potential to accurately predict skimming
flows at prototype scale. However, full validation against prototype scale physical data sets is
required in order to confirm this.
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Three-dimensional Numerical Model Study of a
Narrow Stepped Spillway at the University of
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6.1 Introduction
This chapter presents an in-depth, 3D numerical model study of the University of Leeds
stepped spillway, which is described in chapter 3. In chapter 5, the VOF Eulerian and mixture
models were investigated in 2D. In the experimental stepped spillway which is modelled in
this chapter, however, complex 3D vortex structures are observed in the step cavities, and the
free-surface has a 3D profile. In this chapter, numerical modelling is extended to 3D in order
to investigate the ability of the different numerical models to predict the 3D flow behaviour
observed in the experimental spillway.
Free-surface aeration is challenging to model numerically. In chapter 5, it was demon-
strated that the Eulerian multiphase model is able to accurately predict a number of important
flow features of aerated skimming flow over stepped spillways, including air volume fraction
(AVF) profiles and velocities, in 2D. This chapter will investigate whether 3D numerical mod-
elling using the Eulerian model can also accurately predict the pressures acting on the step
faces and side walls, the flow depths and the complex 3D vortex structures observed in the
experimental stepped spillway. A number of methods to identify the location of the inception
point in the numerical models are also considered.
The VOF model is unable to predict air entrainment, for the reasons described in chapter 4.
This was demonstrated in chapter 5. Despite this, the VOF model is able to accurately predict
certain flow features in aerated flows, such as velocities, as also demonstrated in chapter 5.
The VOF model remains the most common numerical modelling approach for free-surface
flow and, as such, is used in this study for comparison and contrast with other multiphase
models which are able to predict air entrainment.
In chapter 5, the mixture model was shown to be able to predict air entrainment. However,
the model was unable to predict AVFs, or other flow features, such as velocity, as accurately
as other multiphase models. The mixture model, however, is also investigated in this chapter,
again, for comparison with other multiphase models.
6.2 Modelling Procedure
The VOF, mixture and Eulerian multiphase models are investigated in conjunction with the
Realisable k −  , RNG k −  and SST k −ω RANS turbulence models. In chapter 5, the SST
k − ω model was generally found to be the most accurate of these RANS turbulence models.
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However, as different flow parameters are investigated in this chapter, and 3D behaviour is
also observed, several RANS models have been implemented so that comparisons between
the turbulence models can be made.
The numerical models are implemented in the same manner as in chapter 5. All modelling
is conducted using ANSYS Fluent v17.2 and all models are run transiently, until a steady
state is achieved, whereby there is negligible variation in flow variables over time. There is
one exception to this, where a steady state solution is not achieved. This case is described
in detail in section 6.3.5. In this case, time averaged values are used for comparison with the
experimental data, which is also time averaged.
All numerical modelling in this chapter utilises enhanced wall treatment (EWT), which is
insensitive to y+ (described in chapter 4). This insensitivity to y+ is important in predicting
skimming flows, as the recirculating vortices cause y+ values within the step cavities to vary
significantly over short distances, when a mesh of constant density is used. Despite EWT’s
insensitivity to y+, it is generally considered that y+ values should be below 300. For all
numerical modelling conducted in this chapter, most of the y+ values on the step faces and
spillway side walls are below 100, and no y+ values above 150 are found.
6.2.1 Domain
The 3D domain and mesh used for numerical modelling is shown in figure 6.1, as viewed from
the side. More details on the mesh are found in section 6.2.2.1. In the numerical domain, the
outflow end box of the experimental spillway (figure 3.3) was not included, as this region is not
of interest to this project. The outlet of the domain consists of a pressure outlet at the vertical
boundary, at the end of the outflow channel. The inflow end box of the experimental spillway
(figure 3.3) was modelled with a rectangular cross-section, rather than as a cylinder, so that a
structured computational mesh could be easily constructed. Only the topmost section of the
inflow end box is included in the domain. The rectangular cross-section has the same width as
the main channel, a length of 200 mm and the velocity inlet boundary condition is located 300
mm below the approach channel. The top boundary of the domain follows the same profile as
the bottom boundary, again to aid in the construction of a structured mesh. A pressure outlet
boundary condition is used at the top of the domain. The spillway is modelled in 3D and, as
the spillway is symmetrical about the centreline, only half of the channel width is modelled,
with a symmetry boundary condition used at the centreline of the spillway. This halves the
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number of computational cells in the domain, significantly reducing the computational cost of
numerical modelling. The spillway steps and side walls are modelled using a wall boundary
condition.
Figure 6.1: Diagram of the 3D domain and mesh used for numerical modelling of the experimental stepped spillway
at the University of Leeds. The mesh is refined at the steps, inlet and approach channel in order to reduce the
computational cost of simulations. The total number of cells within the domain is 4243488
6.2.2 Numerical Error
Grid convergence and time step independence studies have been conducted in order to
quantify and minimise the discretisation errors which are discussed in chapter 4. Grid con-
vergence analysis has been conducted using the Eulerian, VOF and mixture models, all in
combination with the Realisable k −  turbulence mode. Although the SST k −ω was found to
generally be more accurate than the Realisable k −  model in chapter 5, transient behaviour
was observed in the free-surface profile when the VOF model was used with the SST k − ω
model (discussed further in section 6.3.5). The transient behaviour may have added complic-
ations in the analysis of the grid convergence with the VOF model, so the Realisable k − 
model was used instead. Analysis of the Eulerian model is presented in this chapter. Similar
results were found for the VOF and mixture models, which are presented in appendix A. All
186
6.2 Modelling Procedure
grid convergence analysis is conducted at a flow rate of Q = 15 l/s.
6.2.2.1 Grid Convergence
The grid convergence index (GCI) method has been used to assess the numerical error due
to mesh resolution. This method is described in detail in chapter 5 and appendix A. Details of
the three computational meshes used in the study are presented in table 6.1.
Table 6.1: Numbers of cells and cell sizes for meshes used in the grid convergence study
Mesh
Step Faces Half Channel Width Total
Number of
Cells
Number of
cells
Cell Size
(mm)
Number of
Cells
Cell Size
(mm)
Mesh 1 32 2.50 32 2.34 1261760
Mesh 2 48 1.67 48 1.56 4243488
Mesh 3 64 1.25 64 1.17 9630848
Pressure
Figure 6.2 shows pressure data for meshes 1, 2 and 3, at different locations within the cavities
of steps 2, 5 and 12. The strong agreement between all three meshes can be seen, with only
marginal differences observed at certain points. The GCI data and asymptotic verification (AV)
data at each location is also presented. On the horizontal step face of step 5, it can be seen
that the pressures predicted by all three meshes are extremely similar. The GCI errors are
small and the AV values are close to 1 at all locations other than at the far downstream end of
the step. The large GCI error and the low AV value are caused by a large difference between
the pressures predicted with meshes 1 and 2 at l = 78.4 mm. However, the pressure data on
the horizontal step face of step 2 generally demonstrate that the solutions are independent of
grid resolution.
On the vertical step face of step 12, the pressure profiles predicted with the three meshes
are also very similar, however, there are large GCI errors at certain positions and the AV
values differ from 1 significantly towards the top of the step. These results are a consequence
of the GCI method. The pressure profiles predicted with the three meshes can be observed
to be extremely similar at most locations. A result of this is that, the difference in pressure
between meshes 1 and 2, at a particular position, may be very similar to the difference in
pressure between meshes 2 and 3. As discussed in appendix A, this causes denominator
of equation (5.3) to be small, which in turn produces a large GCI error. The AV values differ
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from 1 because the solution is not within the asymptotic range. This is caused by a smaller
difference in pressure between meshes 1 and 2 than between meshes 2 and 3 which is the
opposite trend than would be required for the solutions to be in the asymptotic range.
The large GCI errors, and AV values which are not close to 1, are caused by the fact that
the pressures predicted with the three meshes are extremely similar. At a particular position
the differences in the pressures predicted by the three meshes may produce GCI and AV
values which suggest that grid convergence has not been achieved. However, the magnitude
of these differences are small and refinement of the mesh has not resulted in any significant
difference in the pressure profiles, which demonstrates that the solution is independent of grid
refinement.
At the wall of step 2, in figure 6.2, the pressures predicted with the three meshes are,
again, very similar. The GCI errors are generally small, however, at the higher values of l they
are larger. The same trend is shown by the AV values, which are close to 1 at the lower values
of l but are further from 1 at the higher values of l . It can be seen that, at the higher values of
l , the pressure predicted with mesh 1 differs slightly from the pressure data for meshes 2 and
3, which are extremely similar. This similarity in the pressures predicted with meshes 2 and
3 suggests that further refinement of the computational mesh would not have a meaningful
effect on the pressures predicted in this location.
The GCI approach is a useful method for quantifying the numerical errors caused by mesh
resolution. However, in certain cases, as demonstrated above, the GCI errors and AV values
may produce misleading results. It is important, when analysing grid convergence, that all of
the data is considered in order to ascertain whether further refinement of the computational
mesh is required to minimised numerical error.
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Figure 6.2: Grid convergence pressure data for three meshes at several locations within the spillway, calculated
using the Eulerian multiphase model with the Realisable k −  turbulence model. The pressure data, grid conver-
gence index error and asymptotic verification values are displayed
Flow Depths
Figure 6.3 shows the flow depths for the three meshes, as well as the GCI errors and AV
values, at the centreline of the spillway. Generally, the depths predicted with meshes 2 and 3
are reasonably close to one another and those predicted with mesh 1 are slightly further away.
The GCI errors are reasonably small in the majority of locations, especially G C I23. Between
x = 200 mm and x = 400 mm, and at the far downstream region of the spillway, the errors are
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extremely large. It can be seen that in these positions the difference in flow depth between
meshes 1 and 2 is similar to that between 3 and 4. For the reasons discussed above this
produces a large GCI error.
Throughout the spillway the AV values are close to 1, which demonstrates that the solu-
tions are within the asymptotic range. Although there is a noticeable difference in the flow
depths predicted with meshes 2 and 3, the difference is generally small the fact that the data
falls within the asymptotic range suggests that further refinement of the computational grid
would not have a significant effect on the flow depths predicted by the numerical model.
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Figure 6.3: Grid convergence flow depth data for three meshes, calculated using the Eulerian multiphase model
with the Realisable k −  turbulence model. The pressure data, grid convergence index error and asymptotic
verification values are displayed. Flow depths are displayed at the centreline of the spillway
Figures 6.2 and 6.3 support the case that pressures and flow depths are judged to be
independent of the grid resolution. The velocities above the steps were also investigated
and showed grid independence. The VOF and mixture models also produced similarly mesh
independent results (see appendix B). Therefore, mesh 2 has been used for all subsequent
numerical modelling presented in this chapter.
Figure 6.1 shows the computational mesh as viewed from the side. As in chapter 5, the
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mesh has been refined near the steps, along the approach channel and at the inlet. This
allows a coarser mesh to be used in less critical areas, which significantly reduces the com-
putational cost required for numerical modelling.
6.2.2.2 Time Step Independence
As all simulations have been conducted transiently, a time step independence study was con-
ducted in order to ensure that the time step used for numerical modelling did not affect the
solution. Simulations were conducted using the Eulerian, VOF and mixture models in combin-
ation with the Realisable k −  turbulence model. Again, the Realisable k −  model was used
to analyse time step independence due to the transient behaviour observed in the free-surface
predicted by the VOF model with the SST k − ω mode (section 6.3.5). The Eulerian model
results are presented in this chapter and the VOF and mixture model results are presented in
appendix B. Modelling was conducted at a flow rate of Q = 15 l/s, using time steps of 1×10−3
s and 5× 10−4 s.
Figure 6.4 shows the pressures predicted using the two time steps investigated, in the
same locations that were considered in the grid convergence analysis. Figure 6.5 shows the
flow depths predicted by the numerical model, using the two different time steps investigated,
at the centreline of the spillway. Both figures show that the pressures and flow depths pre-
dicted using the two different time steps are almost identical. The VOF and mixture models
also produced near identical results when these two different time steps are used to calculate
the solution. Therefore, a time step of 1× 10−3 s has been used for all subsequent numerical
modelling presented in this chapter.
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Figure 6.4: Pressure data at several locations within the spillway, calculated using two different time steps. The
Eulerian multiphase model with the Realisable k −  turbulence model was used for numerical modelling
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Figure 6.5: Flow depth data calculated using two different time steps. The Eulerian multiphase model with the
Realisable k −  turbulence model was used for numerical modelling. Flow depths are displayed at the centreline
of the spillway
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6.3 Results and Discussion of a 3D Numerical Modelling Study
of Skimming Flow over the University of Leeds Stepped Spill-
way
This section presents the results of 3D numerical modelling of the University of Leeds stepped
spillway, using the VOF, mixture and Eulerian models in combination with three RANS turbu-
lence models. The solutions have been judged to be independent of grid resolution and time
step size by the analysis conducted in section 6.2.2.
The 3D behaviour and air entrainment predicted by the numerical models is analysed,
as is the time dependent behaviour predicted by the VOF model with the SST k − ω model.
The Numerically predicted pressures acting on the spillway steps and side walls, and the flow
depths at the spillway wall and centreline, are compared to the experimentally measured data.
The last part of this section considers a number of methods for predicting the location of the
inception point.
6.3.1 3D Free-Surface Profiles
Due to the relatively narrow width of the channel, significant wall effects can be observed
across the entire width of the the channel, in both the experiments and the numerical models.
Figure 6.6 shows isosurfaces of an AVF of 0.9 for all three multiphase models, with the SST
k − ω turbulence model. The isosurfaces represent y90 and can be considered the numerical
free-surfaces. It can be seen that, in all three multiphase models, at around the third step
the free-surface increases in depth significantly at the wall. It can be seen that downstream
of this position all three multiphase models show significant variation in the flow depth across
the channel width and the free-surface profile is distinctly 3D.
The VOF model predicts that, in the downstream section of the spillway, there is "splash-
ing" which is created close to the wall and meets at the centreline of the spillway. 3D free-
surface profiles are predicted by all turbulence models and at all flow rates. The splashing,
however, is only predicted by the VOF model with the SST k −ω model. Isosurfaces of y90 for
the other flow rates considered are shown in appendix B. Further analysis of the variation in
flow depth across the width of the channel is conducted in section 6.3.7.
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Figure 6.6: Isosurfaces at air volume fractions of 0.9 for the VOF, mixture and Eulerian multiphase models, with
the SST k − ω turbulence model, at Q = 15 l/s. The images are mirrored at the centreline of the spillway due to
the symmetry boundary condition used centreline
Figure 6.7 shows the experimental stepped spillways from the side and from the front of
the steps. It can be seen that significant splashing takes place in a similar location to that
predicted by the VOF model. This shows that the VOF model with the SST k − ω model
is able to capture an aspect of time dependent splashing behavior that is consistent with that
observed in the experiments. This splashing is not observed in the mixture or Eulerian models.
A potential reason for this may be that the VOF model has a sharp free-surface between air
and water, whereas both the mixture and Eulerian models have diffuse layers of increasing
AVF. These diffuse layers may prevent individual "splashes" of water forming, whereas the
sharp free-surface in the VOF model may allow them to form. The splashing predicted by the
VOF model with the SST k − ω model is discussed further in section 6.3.5.
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Figure 6.7: Images showing splashing occurring at the centreline of the experimental stepped spillway. Splashing
can be observed from in front of the spillway as well as from the side of the spillway
6.3.2 Air Entrainment
Figure 6.8 shows AVF contours at the centreline of the spillway for the VOF, mixture and Eu-
lerian multiphase models, at Q = 15 l/s. In each case, data for the Realisable k −  turbulence
model has been displayed. The AVF contours show very similar results to those of the LNEC
stepped spillway shown in chapter 5. No air entrainment is shown in the VOF model. This
is to be expected for the reasons described in chapter 4. The mixture and Eulerian models
do show air entrainment. For both models, the non-aerated region is visible in the upstream
region of the spillway where no air is present in the step cavities. Further downstream air is
transported into the step cavities and the entire flow becomes aerated.
Similarly to the numerical models of the LNEC stepped spillway, the onset of air entrain-
ment in the Eulerian and mixture models appears to be at the crest of the spillway. The mixture
model predicts some air entrainment even further upstream, which can be seen by the diffuse
free-surface. It is hypothesised that the air entrainment, predicted by the Eulerian and mixture
models, close to the spillway crest is a consequence of the implementation of surface tension
in these two models. This is discussed further in Chapter 5. It was demonstrated in chapter
5 that the Eulerian model with the SST k − ω predicts the AVFs above the steps in the fully
aerated region accurately. This suggests that entrainment of air at the crest of the spillway
does not significantly affect the AVF profiles in the fully aerated region. The AVF contours in
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figure 6.8 are displayed at the centreline of the spillway. Similarly to the free-surface, there is
also some variation in the AVFs across the width of the channel. This is discussed further in
section 6.3.8.
Figure 6.8: Contours of air volume fraction for the the VOF, mixture and Eulerian models at Q = 15 l/s. The
contours are displayed at the spillway centreline and data for the Realisable k −  turbulence model has been
displayed in each case
6.3.3 Cross-Stream Vortices
Figure 6.9 shows streamlines seeded within the step cavities of steps 7 and 8 from four dif-
ferent view points. Figure 6.9 (a) shows a 3D view of the steps, figure 6.9 (b) shows a view
from the side of the steps, figure 6.9 (c) shows a view from behind the steps and figure 6.9
(d) shows a view from beneath the steps. The data shown was calculated using the Eulerian
multiphase model with the SST k − ω turbulence model. These images have been shown
as an example of the flow conditions within the steps and a similar pattern of streamlines is
shown for all combinations of multiphase and turbulence model and at all flow rates.
The streamlines in figure 6.9 (a) show that, as in the experimental model, the flow within
the step cavities is not uniform across the channel width. At step 7, there are two vortices
within the step cavity which are orientated diagonally from the centreline at the upstream end
of the horizontal step face, to the wall at the downstream end of the horizontal step face.
At step 8, there are also two vortices, however, they have the opposite orientation, which is
diagonal from the wall at the upstream end of the horizontal step face, to the centreline at the
downstream end of the horizontal step face. This alternating pattern of diagonally oriented
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vortices can also be clearly seen in figure 6.9, the view from beneath the steps.
In chapter 3, the vortices within the step cavities were described as stream-wise vortices
and cross-stream vortices, depending on their orientation. This is due to the fact that the
vortices within in the step cavities of the experimental model were viewed in 2D planes, from
either the side of the spillway or from behind the steps. Figure 6.9 (b) shows the view of the
streamlines from the side of the spillway. From this viewpoint, the streamlines show stream-
wise vortices similar to those observed in the experimental model and depicted in figure 3.9.
Figure 6.9 (c) shows the view of the streamlines from behind the spillway. From this viewpoint,
the streamlines clearly show the cross-stream vortices, which change direction at each step,
similar to those observed in the experimental model and shown in figure 3.8. However, it is
clear from figure 6.9 (a) that there is no distinction between the stream-wise and cross-stream
vortices and, in fact, they are the same vortices which are 3D and are orientated diagonally
across the horizontal step face, with the direction depending on the step number. This pattern
of vortices, which are not orientated in the direction of the main flow, will continue to be referred
to as cross-stream vortices.
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Figure 6.9: Numerical streamlines at steps 7 and 8 from four different view points: (a) 3D view of the steps; (b)
view from the side of the steps; (c) view from behind the steps; (d) view from beneath the steps. The step geometry
is displayed in black and the streamlines are displayed in red. The streamlines are shown for the Eulerian model
with the SST k − ω model
Figure 6.10 shows pressure contours acting on the step faces of steps 7 and 8, and
streamlines seeded within the step cavities, for various combinations of multiphase and turbu-
lence models, at Q = 12 l/s. Again, these images have been used as an example of the flow
conditions within the steps and a similar pattern of pressure profiles and streamlines can be
observed for all combinations of multiphase and turbulence model and at all flow rates.
The cross-stream vortices in the numerical models affect the pressure distributions on the
step faces, similarly to the experimental model. The high pressures on the horizontal step
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faces are localised in the locations where the cross-stream vortices impinge on the step face.
The pressure acting on the vertical step faces are also affected by the direction of circulation
of the cross-stream vortices, however, as in the experimental model, to a lesser extent than
the horizontal step faces.
On the horizontal step faces, there are large pressure differentials across a relatively short
distance. In masonry stepped spillways, this difference in pressure may act across a single
masonry block, so that a high pressure at one end of a block and a low pressure at the other
end of the block may cause the masonry block to rotate out of position, as described by Winter
et al. (2010).
Figure 6.10: Numerical pressure profiles and streamlines at steps 7 and 8 for various numerical models at Q = 12
l/s
Figure 6.11 shows the pressures acting on all of the step faces for the VOF, mixture and
Eulerian models with the SST k − ω turbulence model at Q = 15 l/s. It can be seen from the
pressure contours that the pattern of cross-stream vortices begins at step 1 and alternates in
direction at each step throughout the length of the spillway. This agrees with the experimental
findings detailed in chapter 3.
At all flow rates, all of the numerical models show the same direction of circulation of the
cross-stream vortices, whereby inward circulation occurs at the odd numbered steps and out-
ward circulation occurs at the even numbered steps. This matches the predominant direction
of circulation of the cross-stream vortices in the experimental spillway at Q = 12, 15 and 18
l/s. At Q = 21 l/s, however, the predominant direction of circulation of the experimental cross-
stream vortices is the opposite to that at the lower flow rates. This is not predicted by the
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numerical models and the direction of circulation of the cross-stream vortices at each step is
the same for all flow rates. It is unclear why the predominant direction of circulation of the
cross-stream vortices in the experimental models is different at Q = 21 l/s. The fact that it
is not observed in the numerical models suggests that it may be caused by transient flow
conditions in the experimental spillway.
In the experimental spillway, vortex switching was observed, whereby the direction of cir-
culation of the cross-stream vortices at each step changes unpredictably over time. Vortex
switching occurred more frequently at the higher flow rates. No Vortex switching was ob-
served in any of the numerical models. This is, perhaps, unsurprising as no transient effects
are observed in the numerical models (other than in one specific case which is discussed in
section 6.3.5) and vortex switching is a time dependent phenomenon. The cause of vortex
switching in the experimental spillway is unclear. Again, the fact that the numerical models do
not predict vortex switching may indicate that it is caused by time dependent flow behaviour
within the spillway.
6.3.4 The Effect of Air Entrainment on Pressure
Figure 6.11 also shows the effect that air entrainment has on the pressures acting on the
step faces, in the numerical models. In the VOF model, no air entrainment occurs and it can
be seen that the pressures acting on the step faces remain reasonably similar throughout
the spillway. In the mixture and Eulerian models, however, air entrainment does occur and
the pressures in the downstream, aerated region are different to those in the upstream, non-
aerated region.
On the horizontal step faces the high pressures are lower in the aerated region than in
the non-aerated region. This effect is much more pronounced in the mixture model than in
the Eulerian model, however, with different turbulence models the Eulerian model predicts a
greater reduction in the pressures on the horizontal step faces in the aerated region. This
agrees with the experimental data reported in chapter 3, which show that the high pressures
on the horizontal step faces were lower in the presence of air. This also agrees with the
findings of Amador et al. (2009), Sánchez-Juny and Dolz (2005) and Sánchez-Juny et al.
(2000) who show that the presence of air in the flow acts to reduce pressures.
On the vertical step faces, however, the mixture and Eulerian models show that the pres-
ence of air has little effect on the low pressures acting on the step faces. This also agrees with
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the experimental findings reported in chapter 3. These results, however, disagree with the
findings of McGee (1988) and Dong et al. (2010) who show that, albeit for different hydraulic
structures, aeration of the flow acts to increase low pressures which may cause cavitation
or plucking damage. Although the presence of air in the flow does not act to increase the
low pressures on the vertical step faces, in experimental and prototype stepped spillways, the
cushioning effect that air bubbles have on the collapse of cavitation vapour bubbles may pro-
tect the spillway from cavitation damage. This is not the case for plucking damage however,
and the results of this project suggest that masonry spillways may still be at risk of pluck-
ing damage in both the aerated and non-aerated regions, due to the low pressures found
throughout the spillway. This is discussed further in section 6.3.6.
It is suggested by Vischer et al. (1982) and Wood (1984) that it is the added compressibility
of the aerated flow that reduces the pressure of the collapsing cavitation vapour bubbles and
protects a solid surface from cavitation damage. Figure 6.11 shows that the presence of air
in the mixture and Eulerian models reduces the high pressures on the horizontal step faces.
In both of these models, the air and water phases have both been treated as incompressible
fluids. This shows that it is not only the compressibility of aerated flow which reduces pres-
sures acting on a solid surface. However, the compressibility of the aerated flow may still be a
factor in reducing high pressures. It is unclear what effect the air has to reduce pressures in
the numerical models.
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Figure 6.11: Numerical pressures acting on all of the step faces for the VOF, mixture and Eulerian models at Q =
15 l/s. Data for the SST k − ω turbulence model is displayed in each case
Figure 6.12 shows the pressures acting on the spillway side wall for the three multiphase
models which have been investigated, at Q = 15 l/s. In each case, data for the Realisable
k −  model has been displayed. For each multiphase model, it can be seen that the pattern
of pressure alternates at each step, due to the alternating pattern of cross-stream vortices. It
can also be seen that, at the even numbered steps, there is a high and low pressure region
which results in a large difference in pressure over a relatively small distance. Like on the
horizontal step faces, this may cause masonry blocks to rotate out of position in the manner
described by Winter et al. (2010).
The VOF model shows very little change in the high pressure regions down the length
of the spillway. The magnitudes of pressure in the low pressure regions reduce down the
spillway up to step 14, where they are slightly higher. The decrease in the pressures in the
low pressure regions may be due to the acceleration of the flow down the spillway increasing
the velocity of the vortices within the step cavities. The increase in pressure at step 14 may
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be due to the proximity of this step to the outlet channel.
The mixture and Eulerian models show a small decrease in the high pressures moving
down the spillway. This agrees with the experimental findings, although, due to the limited
number of steps that experimental measurements were taken at, and the alternating direc-
tion of circulation of the cross-stream vortices, comparisons of the experimental pressures in
aerated and non-aerated regions of the spillway could only be made between steps 2 and 12.
In the mixture and Eulerian models, the pressures in the low pressure regions increase
further downstream in the fully aerated region. This suggests that the entrainment of air
into the flow acts to increase low pressures, helping to protect the spillway from cavitation or
plucking damage. The numerical pressures acting on she spillway walls are compared to the
experimental data in section 6.3.6.
Figure 6.12: Numerical pressures acting on the spillway side wall for the VOF, mixture and Eulerian models at Q
= 15 l/s. Data for the Realisable k −  turbulence model is displayed in each case
6.3.5 Unsteady Behaviour
The splashing observed in the downstream section of the VOF model with the SST k−ω model
causes transience in the free-surface. Although all simulations in this research project have
been run transiently, this is the only case where a steady state has not been achieved and
transient effects can be observed. It should be noted that no transient effects were observed
in the pressures acting on the spillway steps or side walls in this case. No transient effects
were observed in the free-surface of the 2D simulations using the VOF model with the SST
k − ω model in chapter 5. This suggests that the splashing is a result of wall effects in the
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relatively narrow stepped spillway which is considered in this chapter.
Figure 6.13 shows contours of AVF at the centreline and the wall for three different time
steps and figure 6.14 shows isosurface of y90 for the same three time steps, for the VOF
model with the SST k − ω model. It can be seen that the splashing occurs at the centreline
of the spillway and not at the wall, although transient effects are observed in the free-surface
position at the wall. At 7.00 s there are a small number of large splashes visible. At 7.02 s
these splashes have moved downstream slightly, as would be expected. At 8.50 s, however,
there are a larger number of much smaller splashes. This shows that splashing is occurring,
and moving downstream transiently, but also that the splashing occurs in an irregular manner
and the "pattern" of splashes also varies over time. Note that the splashing that can be
observed in figures 6.13 and 6.14 only occurs at Q = 12 l/s and Q = 15 l/s. At Q = 18 l/s and
Q = 21 l/s there is some transience observed in the free-surface position, but splashing does
not occur and there is less variation in the free-surface position over time than at the lower
flow rates. It is unclear why this is the case, however, as splashing occurs at all flow rates in
the experimental model.
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Figure 6.13: Contours of air volume fraction, at the centreline of the spillway and at the wall, for different values of
t, for the VOF model with the SST k − ω model, at Q = 15 l/s
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Figure 6.14: Isosurfaces of an air volume fraction of 0.9 for different values of t, for the VOF model with the SST
k − ω model, at Q = 15 l/s
Figure 6.15 shows the mean free-surface position, ± the standard deviation, for the VOF
model with the SST k − ω model, at the centreline and at the wall. The mean and standard
deviation are calculated using data at 0.01 s intervals, over a 5.00 s period. Firstly, note that
at around x = 1650 mm there is a sudden decrease in the free-surface position at both the
centreline and the wall. This is due to the fact that a small bubble of air is trapped in the
cavity of the final step. The free-surface of this bubble has caused the the free-surface profile
to be distorted in this position. However, the effect of the transient splashing on the mean
free-surface can still be observed.
At the wall there is a very little variation in the free-surface, up to roughly x = 200 mm,
where there is a sudden increase in the flow depth. Downstream of this point, the standard
deviation is slightly larger, showing that there is some variation in the flow depth at the wall
over time.
At the centreline there is very little transient variation in the free-surface depth up to ap-
proximately x = 800 mm. Downstream of this point the standard deviation is extremely high
due to the splashing in this area of the spillway. As transient effects are observed in the
free-surface predicted by the VOF model with he SST k − ω model, the mean free-surface
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position, taken over 5 s, will be used to compare the numerically predicted flow depth to the
experimental data. Note that the free-surface for the VOF model with the SST k − ω model
is the only case in this research project that mean values are presented for numerical data.
Instantaneous numerical values have been used in all other cases as no other transient beha-
viour has been observed, so, as such, instantaneous values are equivalent to time averaged
values.
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Figure 6.15: Mean flow depth ± the standard deviation for the VOF model with the SST k − ω model. The mean
and standard deviation are calculated using data at 0.01 s over a 5.00 s period
6.3.6 Pressures Acting on the Step Faces and Spillway Side Walls
In chapter 3, experimental pressures were measured at various locations on the step faces
and side walls of the spillway. Measurements were made at individual points on the horizontal
and vertical step faces, at both the centreline and close to the wall, and also at a number of
points on the side wall of the spillway. Pressures were recorded at steps 2, 5 and 12, as these
steps represented locations in the non-aerated region, close to the inception point and in the
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aerated region, for the flow rates investigated. The predominant direction of circulation of the
cross-stream vortices, in experimental model, at steps 2 and 12 is the opposite of at step
5. These measurements, therefore, allowed the effect that the cross-stream vortices have on
pressure to be analysed. In this section, numerical pressure profiles, in lines which intersect
the experimental measurement locations, are compared to the experimental pressure data.
This section only discusses the pressures acting on the spillways step faces or side walls, as
pressures in other locations were not considered.
The experimentally measured pressures vary over time. Therefore, the mean pressures
and standard deviations are used to indicate the average magnitude of the pressure as well
as the variation in pressure at each measurement location. Almost no transience is observed
in the numerical pressures on the spillway steps or side walls, so the numerical models are
unable to predict the pressure variations within the spillway. The transient variation in the
experimental pressure at a certain location are used as an indication of whether the error
between the numerical pressure and the experimental mean pressure is within a reasonable
range.
6.3.6.1 Horizontal Step Face
Figures 6.16 - 6.19 show the experimental and numerical pressures acting on the horizontal
step faces for the four flow rates investigated. Firstly consider the discharges of Q = 12 - 18
l/s (figures 6.16 - 6.18), as, at these discharges, the predominant direction of circulation of the
cross-stream vortices in the experiments agrees with that of the numerical data.
It can be seen that, in all cases the numerical data shows the same general pattern of
pressure as the experimental data. At steps 2 and 12 there is little variation in the pressure
across the length of the step at the centreline, whereas, at the wall the pressure is significantly
larger at the downstream end of the step. This pattern of pressure is due to the direction of
circulation of the cross-stream vortices, as discussed in chapter 3. At step 5 the the opposite
pattern is shown and at the centreline the pressure is larger at the downstream end of the
step.
For Q = 12 - 18 l/s the experimental pressures are generally predicted well by the CFD
models. In many cases, there is a large variation in the pressures predicted by the different
numerical models at the downstream ends of the horizontal step faces, but this corresponds
to large fluctuations in the experimental pressure. Close to the wall at step 2 most of the
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numerical models underestimate the pressure. The VOF and Eulerian model, with the SST k−
ω model, however, predict the pressure reasonably accurately, especially at the downstream
end of the step. The pressures are also underestimated slightly by most of the numerical
models at the downstream end of step 5, close to the wall. In this position the Realisable k− 
model, with all multiphase models, predicts the pressure reasonably accurately.
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Figure 6.16: Experimental and numerical pressures acting on the horizontal step faces of steps 2, 5 and 12, at
Q = 12 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the
channel width from the spillway side wall and l is the distance along the horizontal step face from the inside step
corner. These dimensions are detailed in figure 3.4a
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Figure 6.17: Experimental and numerical pressures acting on the horizontal step faces of steps 2, 5 and 12, at
Q = 15 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the
channel width from the spillway side wall and l is the distance along the horizontal step face from the inside step
corner. These dimensions are detailed in figure 3.4a
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Figure 6.18: Experimental and numerical pressures acting on the horizontal step faces of steps 2, 5 and 12, at
Q = 18 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the
channel width from the spillway side wall and l is the distance along the horizontal step face from the inside step
corner. These dimensions are detailed in figure 3.4a
Figure 6.19 shows the experimental and numerical pressures acting on the horizontal
step faces at Q = 21 l/s. At this flow rate, the predominant direction of circulation of the
cross-stream vortices in the experimental spillway is the opposite of the lower flow rates, and
frequent vortex switching is observed. In the numerical models, however, this is not the case.
The direction of circulation of the cross-stream vortices is the same as at the lower flow rates,
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and no vortex switching occurs.
This can be seen by the data presented in figure 6.19, at steps 2 and 5. Although the
magnitude of pressure is predicted accurately by some of the numerical models, the general
pattern of pressure predicted by the numerical models is the opposite of the experimental
pressure pattern. At the downstream end of the steps the experimental pressures are highest
at the centreline at step 2 and at the wall at step 5, whereas, the numerical pressures are
highest at the wall at step 2 and the centreline at step 5. This is due to the difference in
the direction of circulation of the cross-stream vortices. This makes it impossible to directly
compare the numerical and experimental pressure magnitudes at these steps.
At step 12, the experimental pressures show the same pattern at the wall and the centreline.
This is due to vortex switching and is discussed in chapter 3. In chapter 3, analysis of the mov-
ing averages of the experimental pressures at the downstream end of the horizontal step faces
allowed the direction of circulation of the cross-stream vortices at a particular time to be iden-
tified. Therefore, the numerical pressures can be compared to the experimental pressure at a
time when the direction of circulation of the cross-stream vortices was known to be the same
in both the experimental and numerical models.
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Figure 6.19: Experimental and numerical pressures acting on the horizontal step faces of steps 2, 5 and 12, at
Q = 21 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the
channel width from the spillway side wall and l is the distance along the horizontal step face from the inside step
corner. These dimensions are detailed in figure 3.4a
Figure 6.20 shows the numerical pressure data acting on the horizontal step face of step
12, at Q = 21 l/s. The experimental pressure at the downstream end of the step is also
displayed. The experimental mean and standard deviation is calculated over a 10 s period,
from 152.0245 s. Figure 3.15 clearly shows that, over this time period, vortex switching has
caused the direction of circulation of the experimental cross-stream vortices to match those in
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the numerical model.
It can be seen that the majority of the numerical models predict the pressures accurately
at both the wall and the centreline. This suggests that, although the numerical models do not
predict the predominant direction of circulation of the cross-stream vortices accurately at Q =
21 l/s, the magnitudes of pressures are predicted accurately, as is the localisation of high and
low pressures caused by the cross-stream vortices. The numerical models can, therefore,
be used in order to gain an understanding of the pressure patterns and magnitudes on the
horizontal step faces at all flow rates.
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Figure 6.20: Experimental and numerical pressures acting on the horizontal step face of step 12, at Q = 21 l/s.
The experimental mean pressure and standard deviation are calculated using only the data measured between
152.0245 s and 162.0245 s, when the moving averages, shown in figure 3.15, indicate that vortex switching has
occurred and the direction of circulation of the cross-stream vortices is the same as that predicted by the CFD
models. Experimental data is also only shown at l = 55 mm, the downstream end of the step. All combinations
of multiphase and turbulence models are displayed. w is the distance across the channel width from the spillway
side wall and l is the distance along the horizontal step face from the inside step corner. These dimensions are
detailed in figure 3.4a
6.3.6.2 Vertical Step Face
Figures 6.21 - 6.24 show the experimental and numerical pressures acting on the vertical step
faces for the four flow rates investigated. Again, consider the flow rates of Q = 12 - 18 l/s first,
as, at these discharges, the predominant direction of circulation of the cross-stream vortices
in the experiments matches that of the numerical models.
Unlike on the horizontal faces, there is not a significant difference in the pressure patterns
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between the centreline of the spillway and the wall. This is because, as shown in chapter 3,
the cross-stream vortices affect the pressures across the width of the channel on the vertical
step faces to a lesser extent than on the horizontal step faces. This can also be observed in
figures 6.10 and 6.11.
The numerical pressures in all locations tend to decrease as h increases, up to the top of
the step were there is a sudden decrease in the pressure. At some locations the magnitude
of this decrease in pressure varies for different numerical models. As the experimental pres-
sures could not be measured in these locations, due to the manner in which the spillway was
constructed, the numerical models in these locations cannot be validated. The low pressures
in these regions may have an important effect on the occurrence of cavitation or plucking. Fur-
ther investigation, therefore, is required in order to determine whether the numerical models
accurately predict the low pressures in these regions.
The numerical models generally predict the pressures on the vertical step faces accurately.
There are only a small number of cases where the pressure are not predicted accurately.
Close to the wall at step 12, many of the numerical models underestimate the pressure at h =
55 mm. At Q = 15 and 18 l/s the pressures are underestimated by all numerical models close
to the wall at step 5 and, at Q = 15 l/s, the pressures at the centreline of step 2 are slightly
underestimated by all of the numerical models.
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Figure 6.21: Experimental and numerical pressures acting on the vertical step faces of steps 2, 5 and 12, at Q =
12 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the channel
width from the spillway side wall and h is the distance up the vertical step face from the inside step corner. These
dimensions are detailed in figure 3.4a
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Figure 6.22: Experimental and numerical pressures acting on the vertical step faces of steps 2, 5 and 12, at Q =
15 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the channel
width from the spillway side wall and h is the distance up the vertical step face from the inside step corner. These
dimensions are detailed in figure 3.4a
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Figure 6.23: Experimental and numerical pressures acting on the vertical step faces of steps 2, 5 and 12, at Q =
18 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the channel
width from the spillway side wall and h is the distance up the vertical step face from the inside step corner. These
dimensions are detailed in figure 3.4a
Figure 6.24 shows the experimental and numerical pressures acting on the vertical step
faces at Q = 21 l/s. As on the horizontal step faces, the predominant direction of circulation of
the experimental cross-stream vortices is the opposite to the numerical data at this flow rate.
However, as the direction of circulation of the cross-stream vortices does not have a significant
effect on the pressures acting on the vertical step face, across the width of the channel, the
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experimental pressures are predicted reasonably accurately by the numerical model. As with
the lower flow rates, the pressures are underestimated by all numerical models close to the
wall at step 5 and by some of the numerical models close to the wall at the top of step 12.
Although the pressures are predicted well at Q = 21 l/s, the cross-stream vortices in the
numerical models circulate in the opposite direction to the experimental model. Therefore, the
numerical data is again compared to the experimental data at a time when the direction of
circulation of the cross-stream vortices was the same as in the numerical models.
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Figure 6.24: Experimental and numerical pressures acting on the vertical step faces of steps 2, 5 and 12, at Q =
21 l/s. All combinations of multiphase and turbulence models are displayed. w is the distance across the channel
width from the spillway side wall and h is the distance up the vertical step face from the inside step corner. These
dimensions are detailed in figure 3.4a
Figure 6.25 shows the numerical pressure data acting on the vertical step face of step
12, at Q = 21 l/s. The experimental pressure at h = 55 mm is also displayed. The experi-
mental mean and standard deviation is calculated over a 10 s period from 234.1488 s. Figure
3.17 clearly shows that, over this time period, vortex switching has caused the direction of
circulation of the experimental cross-stream vortices to match those in the numerical model.
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It can be seen that there is very little difference between the experimental pressures
shown in figure 6.25 and those shown in the corresponding locations in figure 6.24. Again
the pressures are predicted accurately by most numerical models at the top of the step at the
centreline, whereas close to the wall a number of the models underestimate the pressure.
0 20 40 60 80
h (mm)
-2000
-1000
0
1000
2000
Pr
es
su
re
 (P
a)
Step 2 - w = 20mm
0 20 40 60 80
h (mm)
-2000
-1000
0
1000
2000
Step 2 - w = 75mm
Experimental  SD VOF Model Eulerian Model Mixture Model
Realisable k- RNG k- SST k-
Figure 6.25: Experimental and numerical pressures acting on the vertical step face of step 12, at Q = 21 l/s.
The experimental mean pressure and standard deviation are calculated using only the data measured between
234.1488 s and 244.1488 s, when the moving averages, shown in figure 3.17, indicate that vortex switching has
occurred and the direction of circulation of the cross-stream vortices is the same as that predicted by the CFD
models. Experimental data is also only shown at h = 55 mm, the top of the step. All combinations of multiphase
and turbulence models are displayed. w is the distance across the channel width from the spillway side wall and l
is the distance along the horizontal step face from the inside step corner. These dimensions are detailed in figure
3.4a
6.3.6.3 Wall
Figures 6.26 - 6.29 show the experimental and numerical pressures acting on the spillway
side walls for the four flow rates investigated. Again consider Q = 12 - 18 l/s first, due to the
direction of circulation of the cross-stream vortices.
In the experimental data, different directions of circulation of the cross-stream vortices at
each step can be seen at h = 20 mm. At steps 2 and 12, where outward circulation dominates,
the experimental pressure at l = 60 mm is significantly higher than at l = 20 mm. At step 5,
where inward circulation dominates, there is smaller difference in pressure between, l = 20
mm and l = 60 mm, although the pressure is still slightly higher at l = 60 mm. At h = 60 mm,
however, the experimental pressure patterns are similar at each step and do not indicate the
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direction of circulation of the cross-stream vortices.
The numerical data also shows different pressure patterns at the spillway side wall, ac-
cording to the direction of circulation of the cross-stream vortices. At steps 2 and 12, similar
patterns of pressure are shown which are different from those at step 5. This is the case
at both h = 20 mm and h = 60 mm. The differences in pressure patterns are more clear in
the numerical data, as entire profiles can be displayed, rather than the pressures at specific
locations, as is the case for the experimental data.
In general the numerical models predict the pressures acting on the side walls well. simil-
arly to the step faces, in certain locations there is a large variation in the pressures predicted by
the different numerical models, however, these locations tend to correspond to large variations
in the experimental pressures. The experimental pressures are predicted less accurately at
only a small number of locations. At h = 20 mm and l = 60 mm the pressure is underestim-
ated by a number of the numerical models at steps 2 and 5. At h = 60 mm and l = 60 mm,
which is located above the pseudo-bottom, the pressures are predicted less well at 15 l/s, but
reasonably well at 12 and 18 l/s.
The numerical models predict reasonably low pressures on the spillway side walls in both
the aerated and non-aerated region and also match the experimental data well. This suggests
that the spillway side walls may be at risk of plucking, and potentially cavitation, damage
throughout the spillway.
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Figure 6.26: Experimental and numerical pressures acting on the wall at steps 2, 5 and 12, at Q = 12 l/s. All
combinations of multiphase and turbulence models are displayed. h is the distance up the vertical step face from
the inside step corner and l is the distance along the horizontal step face from the inside step corner. These
dimensions are detailed in figure 3.4a
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Figure 6.27: Experimental and numerical pressures acting on the wall at steps 2, 5 and 12, at Q = 15 l/s. All
combinations of multiphase and turbulence models are displayed. h is the distance up the vertical step face from
the inside step corner and l is the distance along the horizontal step face from the inside step corner. These
dimensions are detailed in figure 3.4a
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Figure 6.28: Experimental and numerical pressures acting on the wall at steps 2, 5 and 12, at Q = 18 l/s. All
combinations of multiphase and turbulence models are displayed. h is the distance up the vertical step face from
the inside step corner and l is the distance along the horizontal step face from the inside step corner. These
dimensions are detailed in figure 3.4a
At Q = 21 l/s the predominant direction of circulation of the cross-stream vortices in the
experimental model is the opposite to that of the lower flow rates and the numerical models
at all flow rates. This can be observed in the experimental data at h = 20 mm. There is a
significantly larger difference in the experimental pressures between l = 20 mm and l = 60
mm at step 5 than at steps 2 and 12. This trend is the opposite of the lower flow rates and is
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due to the direction of circulation of the cross-stream vortices.
The numerical models predict some of the experimental pressures accurately however
these results should be viewed with caution, due to the differences in the flow conditions
between the experimental and numerical models. Unlike on the step faces, it is not possible
to determine the direction of circulation of the cross-stream vortices by analysis of the experi-
mental pressures acting on the spillway side wall. Therefore, the numerical pressures on the
side walls cannot be directly compared to experimental pressures at Q = 21 l/s.
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Figure 6.29: Experimental and numerical pressures acting on the wall at steps 2, 5 and 12, at Q = 21 l/s. All
combinations of multiphase and turbulence models are displayed. h is the distance up the vertical step face from
the inside step corner and l is the distance along the horizontal step face from the inside step corner. These
dimensions are detailed in figure 3.4a
6.3.6.4 Summary
Numerical pressure data for a range of multiphase and turbulence models has been compared
to experimental pressures on the step faces and side walls of steps 2, 5 and 12. The standard
deviation of the experimental pressures are used to indicate the variation in pressure over
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time. No transience was observed in the numerical pressures so the numerical models are
unable to predict the transient pressure fluctuations.
At Q = 12 - 18 l/s, the cross-stream vortices circulate in the same direction in both the
numerical models and the experiments. At these flow rates the experimental pressures are
generally predicted accurately by all of the numerical models. In some locations there are
relatively large variations in the pressures predicted by the numerical models, however, these
locations correspond to large variations in the experimental pressures in most cases.
At Q = 21 l/s, the predominant direction of circulation of the cross-stream vortices in the
experiments is the opposite of that in the numerical models, so direct comparison of the nu-
merical and experimental pressures may be misleading. On the step faces, the the numerical
pressures at Q = 21 l/s were compared to experimental pressures at times when vortex switch-
ing had caused the experimental cross-stream vortices direction to match that of the numerical
models. At these times, the numerical models were found to predict the experimental models
accurately.
In general, all of the numerical models have been shown to predict the pressures reason-
ably well. However, as no time dependent behaviour is observed in the pressures predicted
by the numerical models, the fluctuations in pressure which are observed in the experimental
spillway cannot be modelled. This has an important impact on the use of numerical modelling
to assess the risk of cavitation or plucking damage to a stepped spillway. A numerical model
may predict minimum pressures which are above the vapour pressure of water. However, in
the prototype structure the the pressure fluctuations may result in pressures low enough cause
cavitation to occur. The numerical model may still be of use, however, as pressure contours
can be used to identify low pressure regions, which may be at risk of cavitation damage. This
is not always possible using experimental models due to restrictions on measurement loca-
tions. The pressure fluctuations observed in physical models also have an effect on plucking
damage as they cause vibrations which can cause masonry blocks to move or be removed
form the spillway surface. Again, numerical modelling can still be used to identify low pressure
regions which may be at risk of plucking damage.
In chapter 5, the Eulerian model with the SST k − ω was shown to be the most accurate
combination of multiphase model for predicting velocities and AVFs above the steps as well
as the flow depths. This is not the case for the pressures acting on the step faces of the
University of Leeds stepped spillway, as no combination of multiphase model and turbulence
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model stands out as the superior numerical model. All of the numerical models generally show
good agreement with the experimental data, however, all models show inaccuracies in certain
locations.
The numerical models are also unable to predict the occurrence of vortex switching. How-
ever, vortex switching appears to be unpredictable. Its cause, and the conditions under which
it may occur, are not understood so further research is required to determine when, or if, vor-
tex switching may occur in stepped spillways in service. When vortex switching does occur,
the flow structures within the step cavities remain similar, but the direction of circulation of
the cross-stream vortices swaps at each step. The numerical models do predict cross-stream
vortices so may, therefore, provide a useful tool for identifying vortex structures within stepped
spillways, and their associated effect on pressure, even if vortex switching does occur.
6.3.7 Flow Depths
Flow depths in the experiments are measured from the side of the spillway and recorded as
the highest point observed by the camera. As such, a limitation of this experimental approach
is that it is not feasible to determine if the recorded free-surface value was that at the wall,
centreline or somewhere in between. The experimental flow depths will, therefore, be com-
pared to the numerical data both at the centreline of the spillway and at the wall. In all cases
y90 has been used to define the numerical free-surface.
6.3.7.1 Flow Depth at the Centreline
Firstly the numerically predicted flow depths at the centreline of the spillway will be considered.
Figures 6.30 - 6.33 show the experimental mean free-surface profiles ± the standard devi-
ation, as well as the numerically predicted free-surface profiles at the centreline of the spillway,
for the four flow rates investigated.
The VOF model with the two k −  models underestimates the depth of the free-surface
at all locations. The VOF model with the SST k − ω model underestimates the flow depth
in the upstream region of the spillway, however, in the downstream region of the spillway the
numerically predicted free-surface appears to agree with the experimental data reasonably
well. This result, in fact, is misleading. At Q = 12 and 15 l/s, this is due to the splashing which
is observed in the numerical model. Time averaging of the splashes causes the flow depth to
appear higher than the depth of the main body of water. At Q = 18 and 21 l/s no splashing
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occurs in the numerical model. There is significant variation in the flow depth across the
channel width and the depth at the centreline is significantly higher than that predicted by
the other turbulence models. This higher flow depth, however, appears to be a result of the
wall effects and are not due to flow bulking caused by air entrainment, as is the case in the
experimental flow depths. Note that at Q = 12 - 18 l/s the VOF model with the SST k − ω
model predicts a significantly decrease in the flow depth at around x = 1650 mm. This is due
to an air bubble which is trapped in the cavity of step 15. The true flow depth in this position is
similar to the flow depth further upstream, as observed in figure 6.13.
The Eulerian model generally predicts the free-surface reasonably accurately at all posi-
tions and with all turbulence models, however, at the higher flow rates, the Realisable k − 
and SST k − ω turbulence models slightly underestimate the flow depth in the middle region
of the spillway. Theses results are similar to the findings of chapter 5, although, in chapter 5
there was a larger difference in the free-surface profiles between the SST k − ω model and
the two k −  models.
The mixture model shows similar free-surface profiles for all turbulence models. The flow
depth is accurately predicted close to the crest of the spillway. The flow depth then increases,
but slightly further upstream than in the experimental data. Downstream of this point, the flow
depths are predicted reasonably well by all turbulence models. In the far downstream region
of the spillway, where the experimental flow depth reduces, at Q = 12 l/s, 15 l/s and 18 l/s
the flow depths are slightly overestimated. This is dissimilar to the results found in chapter 5
where the mixture model significantly overestimated the flow depth with all turbulence models.
These different findings may be due to the the complex free-surface profile caused by the
narrow channel width of the University of Leeds spillway, and, possibly, due to the different
step geometries of the two spillways investigated in this project.
The Eulerian and mixture models are able to predict the free-surface profile at the centreline
of the spillway reasonably accurately. The VOF model, however, underestimates the flow
depth as no flow bulking due to air entrainment is predicted. These results, however, do not
provide full validation of the numerical models as the flow depths vary across the width of the
channel. The numerically predicted flow depths at the wall of the spillway are compared to the
experimental data in the following section.
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Figure 6.30: Comparison of experimental and and numerical flow depths for Q = 12 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the centreline of the
spillway, for all combinations of multiphase and turbulence model
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Figure 6.31: Comparison of experimental and and numerical flow depths for Q = 15 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the centreline of the
spillway, for all combinations of multiphase and turbulence model
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Figure 6.32: Comparison of experimental and and numerical flow depths for Q = 18 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the centreline of the
spillway, for all combinations of multiphase and turbulence model
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Figure 6.33: Comparison of experimental and and numerical flow depths for Q = 21 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the centreline of the
spillway, for all combinations of multiphase and turbulence model
6.3.7.2 Flow Depth at the Wall
Figures 6.34 - 6.37 show the experimental mean free-surface profiles ± the standard devi-
ation, as well as the numerical free-surface profiles at the wall of the spillway, for the four flow
rates investigated.
At approximately x = 250 mm, there is a distinct sudden increase in the experimental free-
surface profiles. This increase is predicted by the majority of the numerical models at the wall.
In chapter 3, this increase in flow depth was attributed to flow bulking caused by aeration of
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the flow. The numerical models predict a distinct sudden increase in flow depth at the wall but
not at the centreline. This suggests that wall effects, caused by the relatively narrow channel
width, also contribute to the increase in flow depth. The exact difference in the flow depth
between the wall and centreline at this location was difficult to observe in the experimental
spillway, due to the highly turbulent and transient nature of the free-surface and inception
point location, as well as splashing close to the inception point. It is likely that flow bulking
also contributes to the increase in flow depth, as the experimentally observed inception point
location correspond to the location where the increase in flow depth occurs.
At Q = 12 l/s and Q = 15 l/s, the numerical models all tend to predict the sudden increase
in flow depth at the correct value of x . At Q = 18 l/s and Q = 21 l/s, however, the numerical
models predict the sudden increase in flow depth further upstream than the experimental data.
In fact, the numerical models predict the sudden increase in flow depth at approximately the
same position, x ≈ 250 mm, for all flow rates. The reason for this is unclear, however.
Similarly to at the centreline, the VOF model with the two k−  models underestimates the
flow depth at all locations. The SST k−ω model underestimates the flow depth in the upstream
region of the spillway but predicts a higher, more accurate flow depth further downstream.
This is not due to time averaging of the splashing, as discussed above, as the splashing only
occurs at the centreline of the spillway. It is also not due to flow bulking, as is the case in the
experimental model. At the wall, the free-surface shows significant transient behaviour and
wall effects cause the flow depth to be significantly higher than at the centreline. This can be
observed in figures 6.6 and 6.14.
It is to be expected that the VOF model underestimates the flow depth in the aerated
region, due to the fact the the VOF model does not predict air entrainment, so no flow bulking
occurs, as is observed in chapter 5. The VOF model also underestimates the flow depth in
the non-aerated region, although it is more accurate than in the aerated region. This, again,
is similar to the results observed in chapter 5. However, in chapter 5 this is attributed to the
fact that the experimental free-surface is defined as y90, and transient waviness at the free-
surface may cause y90 to be slightly higher than in the numerical data, which is confirmed
by the fact that the VOF model predicts the equivalent clear water depth, d , accurately at the
LNEC stepped spillway. This cannot be the case for the experimental data presented here, as
the free-surface is not defined as y90, but rather as the maximum fluid depth observed by the
camera. The standard deviation from the mean experimental flow depth is displayed in the
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figures, which would account for unsteady waviness in the free-surface.
Experimental error may be a reason why the VOF model appears to underestimate the
flow depths in the non-aerated region. The the calibration of the orifice plate, which is used
to measure the flow rates, has an error of ± 2.5 %. A difference in the flow rate between
the numerical and experimental model would result in a difference in the flow depth. There
will also be some experimental error in the measurement of the free-surface, which may af-
fect the results. The use of image analysis to measure flow depth is less developed than
more established flow depth measurement techniques, such as through analysis of the AVFs.
Further investigation into flow depth measurement through image analysis could be under-
taken in order to fully quantify the experimental uncertainty associated with this measurement
technique.
The Eulerian model generally predicts the flow depths at the wall reasonably accurately
with the RNG k −  and SST k − ω turbulence models at all locations. The Realisable k − 
model tends to predict a lower flow depth than the other turbulence models and underestim-
ates the experimental flow depth in the middle region of the spillway, where the increase in
flow depth is observed. The RNG k −  model predicts the increase in depth reasonably well,
however, slightly too far upstream at the higher flow rates, as discussed above. The SST k−ω
model is discussed in more detail below.
The mixture model predicts the flow depth reasonably accurately close to the crest of the
spillway. The RNG k −  and SST k − ω models overestimate the sudden increase in flow
depth significantly, whereas, the Realisable k−  model is more accurate. Downstream of this
point the flow depths are predicted reasonably accurately by all turbulence models. In the far
downstream region, like at the centreline, the flow depth is slightly overestimated at all flow
rates other than Q = 21 l/s.
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Figure 6.34: Comparison of experimental and and numerical flow depths for Q = 12 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the wall of the
spillway, for all combinations of multiphase and turbulence model
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Figure 6.35: Comparison of experimental and and numerical flow depths for Q = 15 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the wall of the
spillway, for all combinations of multiphase and turbulence model
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Figure 6.36: Comparison of experimental and and numerical flow depths for Q = 18 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the wall of the
spillway, for all combinations of multiphase and turbulence model
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Figure 6.37: Comparison of experimental and and numerical flow depths for Q = 21 l/s. The experimental mean
flow depth ± the standard deviation is displayed. The numerical flow depths are calculated at the wall of the
spillway, for all combinations of multiphase and turbulence model
6.3.7.3 Comparison of Numerically Predicted Flow Depths at the Wall and the Centreline
The Eulerian model has been found to be the most accurate multiphase model at predicting
the flow depths at both the centreline and at the wall. In this section the numerically predicted
free-surface profiles at the wall and centreline are compared to one another, as well as to
the experimental flow depths. Figure 5.33 shows the free-surface profiles, predicted by the
Eulerian model with the SST k − ω model, at both the centreline and the wall, as well as the
Experimental free-surface profiles, for each flow rate investigated. The SST k − ω turbulence
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model was chosen as this turbulence model has performed well at predicting the free-surface
at both the wall and centreline in this chapter, and also was shown, in chapter 5, to be the most
accurate turbulence model, when used in conjunction with the Eulerian model, at predicting
the flow depths at the LNEC stepped spillway.
Generally the flow depths are predicted reasonably accurately at both the wall and the
centreline. Other than at the sudden increase in flow depth, the Eulerian model predicts
similar flow depths at the wall and at the centreline. In chapter 5 the Eulerian model predicted
a smooth free-surface, whereas, it can be seen in figure 6.38 that there are waves in the free-
surface. The wavelength of these waves is approximately equal to two step lengths (≈ 226
mm) other than where the sudden increase in flow depth at the wall occurs. There are several
possibilities for the cause of the waves in the free-surface. It may be due to the shallower
slope of the spillway, the cross-stream vortices, the significant wall effects caused by the
narrow channel width or a combination of these reasons.
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Figure 6.38: Comparison of experimental and and numerical flow depths for the Eulerian model with the SST
k − ω model, at all flow rates investigated. The experimental mean flow depth is displayed and the numerical flow
depths at both the centreline and at the wall of the spillway are displayed
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6.3.7.4 Summary
In chapter 5, the numerically predicted free-surface profiles were compared to experimentally
measured flow depths at individual points along the length of the spillway. The numerical mod-
elling was conducted in 2D and the experimental measurements were taken at the centreline
of the spillway, where wall effects were minimal. In this chapter, the numerically predicted
flow depths were compared to full experimental free-surface profiles. The numerical mod-
elling in this chapter was conducted in 3D and, due to the relatively narrow channel width,
the free-surface profiles varied significantly across the width of the channel. For this reason,
the numerically predicted flow depths at both the wall and the centreline of the spillway were
compared to experimentally measured free-surface profiles.
The Eulerian model accurately predicted d in the non-aerated region and y90 in the aerated
region, with the SST k − ω turbulence model, at the LNEC stepped spillway. The two k − 
models produced less accurate results than the SST k−ω model, however. The flow depths in
the University of Leeds spillway were generally predicted reasonably well by both the Eulerian
model with both the SST k−ω and RNG k− turbulence models. The Realisable k− model
underestimated the flow depths at the wall slightly, however, was reasonably accurate at the
centreline. Overall, taking into account the results from chapter 5 and this chapter, the Eulerian
model with the SST k − ω model is the most accurate combination of multiphase model and
turbulence model at predicting flow depths in skimming flows over stepped spillways.
The VOF model does not predict flow bulking caused by air entrainment so, therefore,
underestimates the free-surface in the aerated region. Despite this, numerical modelling was
conducted using the VOF model for comparison with other multiphase numerical models, as
the VOF model is commonly employed for free-surface modelling and is able to predict certain
flow features, such as the recirculating vortices, accurately.
The mixture model predicts air entrainment so might be expected to predict the flow depth
in the aerated region more accurately than the VOF model. In chapter 5 the mixture model
significantly overestimated the flow depth at all locations and with all turbulence models. The
flow depths at the centreline of the University of Leeds spillway, however, were generally
predicted reasonably well by the mixture model. At the wall however, the mixture model was
less accurate.
Neither the Eulerian or mixture models specifically model a free-surface, as the VOF model
does. Despite this, by considering y90 as the numerical free-surface, both of these multiphase
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models are able to predict 3D free-surface profiles caused by the interaction between the flow
and the wall. The mixture model is less accurate than the Eulerian model, however.
Differences between the numerically predicted and experimentally measured free-surface
profiles may also be due to small differences in the boundary conditions. The process of re-
circulating the flow in the experimental spillway may have a relatively small effect on the inflow
boundary, which may result in the more transient nature of the flow observed in the experi-
mental model. Predicting the transient nature of the flow is challenging and further research
into this area is required. In order to match the inlet boundary conditions in the numerical and
experimental models exactly would require further, extremely controlled, investigation, which
is outside the remit of this project.
6.3.8 Inception Point
In chapter 5, four methods for defining the inception point in the numerical data were investig-
ated for the spillway at the LNEC. These four methods are also investigated for the spillway at
the University of Leeds.
6.3.8.1 Intersection of the Turbulent Boundary Layer and the free-surface
Figures 6.39 - 6.41 show the equivalent clear water depths and the depths of the turbulent
boundary layers, for all multiphase and turbulence models, at all of the flow rates investigated.
The experimentally defined inception points, including the precision error (described in chapter
3), are also indicated in the figures.
Firstly, it can be seen that the equivalent clear water depths show similar behaviour to
the y90 profiles shown in section 6.3.7. In both the VOF model and Eulerian model results, d
shows a wavy profile due to the locations of the step corners. In the mixture model d increases
significantly with the RNG k −  and SST k − ω turbulence models at approximately x = 100
mm, but not with the Realisable k −  model.
Like in chapter 5, the intersection of the turbulent boundary layer and the equivalent clear
water depth will be defined as the location where the profiles for d and the TBL become
parallel to one another. In some cases d and the TBL do not become parallel, due to the
pattern of waves in the the equivalent clear water depth and also waviness of the TBL. In the
cases where d and the TBL do not become parallel, the intersection of the two lines will be
defined as the point where the two lines are closest to one another.
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Generally the location of the inception point is predicted reasonably well by all multiphase
models and turbulence models. However, there are inconsistencies in the accuracy of each
model in predicting the distance to the inception point (Li ). For example the VOF model with
the SST k − ω model overestimates Li significantly at Q = 15 l/s but slightly underestimates
Li at 21 l/s.
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Figure 6.39: Equivalent clear water depth and turbulent boundary layer for the VOF model, with various turbulence
models, at all flow rates considered. The experimental locations of Li and the precision error are also indicated
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Figure 6.40: Equivalent clear water depth and turbulent boundary layer for the mixture model, with various tur-
bulence models, at all flow rates considered. The experimental locations of Li and the precision error are also
indicated
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Figure 6.41: Equivalent clear water depth and turbulent boundary layer for the Eulerian model, with various tur-
bulence models, at all flow rates considered. The experimental locations of Li and the precision error are also
indicated
The wall effects, caused by the relatively narrow channel width, are likely a major reason
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for the inconsistencies observed in the accuracy of each model in predicting Li . It has been
shown in sections 6.3.1 and 6.3.7 that y90 varies significantly across the channel width ,due
to wall effects. Therefore, d may also vary significantly across the channel width.
Figure 6.42 shows velocity contours, at planes parallel to the pseudo-bottom and at dif-
ferent values of z for the Eulerian model with the SST k − ω model, at Q = 18 l/s. It can be
seen that, at z = 0 mm, the pattern of velocity matches the cross-stream vortices and varies
across the channel width, and also at each step. At z = 50 mm, strong wall effects can be
observed and the velocity varies significantly across the width of the channel. At z = 25 mm,
the velocity contour shows wall effects and also some effects from the cross-stream vortices,
again causing a variation in the velocity across the channel width. The depth of the TBL is
defined using the velocity profiles, and it can be seen, from figure 6.42, that the velocity, and
therefore the depth of the TBL, varies across the channel width. Note that, the effect that the
cross-stream vortices have on the velocity profiles is likely the cause of the wave pattern in the
depth of the TBL, as discussed above. As the pattern of cross-stream vortices, and therefore
the effect that they have on the velocity profiles, changes at each step, the depth of the TBL
may increase and decrease as x increases.
Both d and the TBL vary across the channel width. The profiles shown in figures 6.39
- 6.41 are taken at the centreline of the spillway, however different profiles, and, therefore,
different values for Li , would be predicted at different values of w . For these reasons, this data
should be viewed with caution when drawing conclusions on the reliability of theses numerical
models in predicting the location of the inception point by the intersection of the TBL and the
equivalent clear water depth.
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Figure 6.42: Velocity contours at planes parallel to the pseudo-bottom at different values of z for the Eulerian
multiphase model with he SST k − ω turbulence model, at Q = 18 l/s
6.3.8.2 Visual Inspection
The experimentally defined location of the inception point for the University of Leeds spillway is
the step corner immediately upstream of the of the step cavity that has a continuous presence
of air bubbles when viewed from the side walls. Figure 6.43 shows contours of air volume
fraction for the Eulerian model with the SST k − ω model at all of the flow rates investigated.
Again strong wall effects are observed so, for each flow rate, AVF contours have been shown
at w = 0 mm (the wall), w = 37.5 mm and w = 75 mm (the centreline). The experimentally
observed inception point locations (IP) are also indicated.
It can be seen that, at each flow rate, an AVF of 0.1-0.2 is transported into the step cavities
slightly further upstream at w = 37.5 mm than at the wall or the centreline. At most flow rates,
the inception point by visual inspection of air entrainment into the step cavities is predicted
well. At w = 37.5 mm an AVF of 0.1-0.2 is, at least partly, present in the step cavity directly
downstream of the experimentally observed inception point. At the wall and the centreline and
AVF of 0.1-0.2 is present in the step cavity within two steps of the experimentally observed
inception point.
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The exception to this is at Q = 15 l/s, where the numerical model predicts air to be trans-
ported into the step cavities further downstream than was observed experimentally. This,
however, is likely due to the fact that the experimentally observed inception point is located in
the same position as at 12 l/s. The numerical data predicts air to be entrained into the step
cavities further downstream as Q increases. At 15 l/s, an AVF of 0.1-0.2 is transported into
the step cavities further downstream than at Q = 12 l/s, but further upstream than at Q = 18
l/s. This is to be expected as the inception point moves downstream with increasing discharge
(Chanson, 2002). A possible explanation for the difference in the experimental and numerical
inception point locations at Q = 15 l/s, is that the experimental method to define the inception
point is only precise to ± half of the distance between step corners (56.57 mm). Although the
inception location by observation of the AVF contours is less accurate at Q = 15 l/s than at the
other flow rates, it is still reasonably accurate.
Figure 6.43: Contours of air volume fraction for the Eulerian multiphase model, with the SST k − ω turbulence
model, at each flow rate investigated. The contours of air volume fraction are shown at w = 0 mm (wall), w =
37.5 mm and w = 75 mm (centreline). The locations of the experimentally defined inception points (IP) are also
indicated
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6.3.8.3 Depth Averaged Air Volume Fraction and Air Volume Fraction at the Pseudo-
Bottom
Bung (2011) defines the inception point as the location where the depth averaged air con-
centration, Cmean, is equal to 0.2, based on experimental findings by Matos (2000) and Boes
and Hager (2003a). Boes and Hager (2003a) found the location of the inception point by
visual observation of the surface flow conditions to correspond with the location where the air
concentration at the pseudo-bottom is equal to 0.01. In chapter 5, it was shown that these
methods could be used to predict the inception point locations in the Eulerian model with the
SST k − ω model, using slightly higher values than 0.2 and 0.01. Analysis of Cmean, however,
was shown to be the more reliable of these two methods.
Figures 6.44 and 6.45 show Cmean and the AVF at the pseudo-bottom respectively, across
the channel width for the Eulerian model with the SST k − ω model at Q = 18 l/s. The data
shown in the figures are recorded at x = 452 mm (step 5), the experimentally recorded incep-
tion point. It can be seen that both Cmean and the AVF at the pseudo-bottom vary significantly
across the channel width. This is due to the relatively narrow width of the channel causing
wall boundary effects to impact the entire channel width. It is unclear which value of w , if
any, should be considered most reliable for defining the location of the inception point using
these methods. Therefore, this spillway geometry is not suitable to investigate whether the
numerical models can accurately predict the inception point location by analysis of Cmean or
the AVF at the pseudo-bottom.
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Figure 6.44: The depth averaged air volume fraction (cmean) across the channel width for the Eulerian multiphase
model, with the SST k − ω turbulence model, at Q = 18 l/s. cmean is calculated at x = 452 mm (step 5), the
experimentally observed inception point at Q = 18 l/s
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Figure 6.45: The air volume fraction at the pseudo-bottom, across the channel width for the Eulerian multiphase
model, with the SST k − ω turbulence model, at Q = 18 l/s. The AVF is recorded at x = 452 mm (step 5), the
experimentally observed inception point at Q = 18 l/s
6.4 Conclusions
A comprehensive 3D numerical study of the University of Leeds experimental stepped spillway
has been conducted using the VOF, mixture and Eulerian multiphase models, in conjunction
with the Realisable k −  , RNG k −  and SST k − ω turbulence models. The pressures,
flow depths and inception point locations were investigated, as well as the occurrence of
cross-stream vortices in the step cavities. As in chapter 5, the Eulerian model predicts air
entrainment and is shown to be able to accurately predict a number of flow features, including
the complex pattern of cross-stream vortices in the step cavities, the associated effect on the
pressure patterns and the flow depths at the wall and the centreline of the spillway.
The VOF model does not predict air entrainment, whereas the mixture and Eulerian mod-
els do. Similarly to chapter 5, the Eulerian and mixture models predict that a small amount of
air is entrained into the flow close to the spillway crest, further upstream than is observed in
the experimental models. The same reasons as described in chapter 5 are hypothesised as
the cause of this aeration close to the spillway crest.
All numerical models predicted 3D cross-stream vortices in each step cavity, with the
direction of the cross-stream vortices alternating at each step. This agreed with the patterns
of vortices which were observed in the experimental spillway. At Q = 21 l/s, however, the
numerical models predicted that the cross-stream vortices circulated in the same directions
as the lower flow rates, whereas, in the experimental spillway the predominant direction of
circulation of the cross-stream vortices, at Q = 21 l/s, was the opposite to that at the lower
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flow rates.
The VOF model in combination with the SST k−ω model predicts a transient free-surface
profile, with splashing occurring at the centreline of the spillway at the lower flow rates. Other
than this, only negligible transient behaviour was observed in any of the numerical models.
Therefore, the numerical models did not predict vortex switching or the pressure fluctuations
which were observed in the experimental model.
In both the Eulerian and mixture models, as well as in the experimental model, air entrain-
ment was shown to reduce the high pressures on the horizontal step faces, but did not have
a significant effect on the low pressures acting on the vertical step faces. These low pressure
regions may still be protected from cavitation damage in the aerated region, as the presence
of air may act to cushion the collapse of vapour bubbles. Air entrainment of the flow, however,
does not appear to protect the spillway from plucking damage as low pressure regions are
observed throughout the spillway on both the step faces and the spillway side walls.
The numerical models predict the pressure patterns caused by the cross-stream vortices
accurately, although at Q = 21 l/s they do not predict the direction of circulation of the cross-
stream vortices correctly. Significant vortex switching occurs at this flow rate, which is not
predicted by the numerical models. The numerical models generally predict the magnitudes
of pressure reasonably well, however, in some locations they are less accurate. The numer-
ical models predict pressures which differ from one another significantly in certain locations,
however, these locations often correspond to large pressure fluctuations in the experimental
data, so the dissimilar numerical pressures all fall within the experimental standard deviation.
At the top of the vertical step faces, the numerical models predict a highly localised low
pressure region. Experimental pressure data is not available in these locations, however, so
further research is required to validate the numerically predicted pressures at the top of the
vertical step faces.
The numerical models are unable to predict the experimental pressure fluctuations, or
vortex switching, as these are both transient effects. However, the numerical models are able
to predict cross-stream vortices and their associated effects on pressure, so the numerical
models may still provide a useful tool for predicting complex flow structures and pressure
distributions within stepped spillways.
The experimental free-surface measurement technique is unable to distinguish between
the flow depth at the wall and the at the centreline of the spillway. Therefore the numerical
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data at both the wall and centreline was compared to the experimental data. The free-surface,
in both the experiments and numerical models, is more complex in the University of Leeds
stepped spillway than the LNEC stepped spillway, due to the significant wall effects, which
are observed in both the experimental and numerical models, caused by the relatively narrow
channel width.
Despite this, the Eulerian model was able to predict the free-surface profiles reasonably
well, especially with the SST k−ω turbulence model. This combination of multiphase and tur-
bulence model also predicted the LNEC spillway flow depths accurately. The Eulerian model,
however, tended to slightly underestimate the flow depth in the middle section of the spillway.
The VOF model generally underestimated the flow depth, although the SST k − ω model pre-
dicted slightly higher flow depths due to transient behaviour, splashing and wall effects. Flow
bulking due to air entrainment, however, was not predicted. The mixture model predicted the
free-surface position accurately in some locations, however tended to overestimate the flow
depth in the downstream region of the spillway.
In the same manner as in chapter 5, four methods of identifying the inception point location
were investigated. The wall effects, which are observed in the numerical and physical models,
caused the depth averaged AVFs, and the AVFs at the pseudo-bottom, to vary significantly
across the channel width, so these methods could not be used to identify the location of the
inception point. Some reasonable predictions of the inception point location were made by
considering the position where the TBL intersects the equivalent clear water depth, and by
visual observation of the AVF contours. However, the wall effects caused by the narrow chan-
nel width also influenced these methods. Therefore, it may be more appropriate to investigate
the identification of location of the inception point using numerical models by considering wider
channels, in which wall effects are not as significant, as was conducted in chapter 5.
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7.1 Introduction
Visual observations of the 150 mm wide stepped spillway at the University of Leeds showed
cross-stream vortices within the step cavities. These observations were verified by pressure
measurements on the step faces. The cross-stream vortices were also observed in numerical
simulations of the spillway. This chapter describes investigations into the occurrence of cross-
stream vorticity in stepped spillways with varying geometries.
The stepped spillway at the LNEC was modelled in 2D and numerical models were able
to accurately predict velocities and AVFs above the pseudo-bottom as well as the flow depths
and inception point locations. 2D modelling was considered to be suitable for modelling the
flow above the step cavities, as Bombardelli et al. (2011) found the flow above the steps to be
essentially 2D from comparison of experimentally measured velocities and AVFs at different
verticals across the channel width. Matos et al. (1999), on the other hand, found that there was
a 3D structure to the flow within the step cavities. This chapter also describes an investigation
into the 3D behaviour within the step cavities of the LNEC spillway.
7.2 Cross-Stream Vorticity in Channels of Varying Width
This section describes an investigation into the occurrence of cross-stream vortices in spill-
ways with 80 mm × 80 mm steps, in common with the experimental stepped spillway at
the University of Leeds, but of varying widths. In order to reduce computational costs, the
spillways in this section consist of only 5 steps. The inlet and approach channel have the
same geometry as the simulations of the experimental stepped spillway, with only the widths
altered. In all cases the computation mesh has been constructed such that it has the same
mesh density as the computational mesh used to model the experimental stepped spillway,
which is described in chapter 6.
Figure 7.1 shows pressure contours on the step faces, and streamlines within the step
cavities, of a spillway of width W = W0 × 2, where W0 is the width of the experimental
stepped spillway (150 mm) and W is the width of the spillway being considered (150 × 2 =
300 mm in this case). Data is shown for the Eulerian model with a range of turbulence models.
Note that, as in chapter 6, only half of the spillway width has been modelled and a symmetry
boundary condition has been used at the centreline of the spillway.
For all turbulence models, other than the Realisable k −  model, it can be seen that
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the pattern of cross-stream vortices, and associated pressure profiles on the step faces, is
repeated across the channel width so that there are four vortices across the channel width
rather than the two that are observed in the experiments. The direction of circulation of the
cross-stream vortices also changes direction at each step. The Realisable k −  model does
not show the same distinct pattern of cross-stream vortices, however there does appear to be
some variation in the vortex structures and pressure profiles across the channel width. This
variation also appears to have the same wavelength as the cross-stream vortices which occur
with the other turbulence models.
Figure 7.1: Pressure contours and streamlines of a 300 mm wide spillway for the Eulerian model with a range of
turbulence models. Each image shows steps 2 and 3 of the spillway
Figure 7.2 shows pressure contours and streamlines for the same spillway geometry as
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shown in figure 7.1 for the VOF model with the Realisable k −  and SST k − ω turbulence
models. It can be seen that both turbulence models show the distinct repeated pattern of
cross-stream vortices across the channel width. The Realisable k −  model does not show
as strong a pattern of cross-stream vortices when used in conjunction with the Eulerian model,
however, the model does predict the pattern of cross-stream vortices when used in combin-
ation with the VOF model. It is unclear why this is the case. Despite this, it is clear that the
numerical data generally shows that, when the channel width of the experimental spillway is
doubled, the pattern of cross-stream vortices repeats across the channel width. This suggests
that the occurrence of these cross-stream vortices are not due to the relatively narrow width
of the experimental spillway.
Figure 7.2: Pressure contours and streamlines of a 300 mm wide spillway for the VOF model with two different
turbulence models. Each image shows steps 2 and 3 of the spillway
Significant wall effects were observed in the experimental stepped spillway as well as the
associated numerical models. In order to ascertain whether the cross-stream vortices are
caused by the wall boundary condition at the side of the spillway, simulations were conducted
with different boundary conditions at the spillway wall. Figure 7.3 shows pressure contours
and streamlines for three combinations of multiphase and turbulence model, with a symmetry
boundary condition at each side of the spillway. Figure 7.4 shows pressure contours and
streamlines for the VOF model with two different turbulence models, with periodic boundary
conditions at each side of the spillway. Note that the actual numerical domain used in these
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simulations is 150 mm wide, however, the figures display a 300 mm wide spillway. This is due
to the fact that it is the same mesh and domain used for the simulations shown in figures 7.1
and 7.2 so the data shown has been reflected in the same plane for clarity of comparison.
It can be seen that, with both symmetry and periodic boundary conditions, the repeated
pattern of cross-stream vortices occurs. This strongly suggests that the occurrence of these
vortices, in both the numerical and experimental models, is caused by the geometry of the
steps and the channel width, rather than the the boundary conditions which are imposed at
the walls of the spillway. Note that the VOF model with the Realisable k −  model and the
periodic boundary conditions does show the repeated pattern of cross-stream vortices, but
again the vortices are not as distinct as in other cases.
Figure 7.3: Pressure contours and streamlines of a 300 mm wide spillway for various multiphase and turbulence
models with symmetry boundary conditions at the spillway walls. Each image shows steps 2 and 3 of the spillway
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Figure 7.4: Pressure contours and streamlines of a 300 mm wide spillway for the VOF model with two different
turbulence models with periodic boundary conditions at the spillway walls. Each image shows steps 2 and 3 of the
spillway
Figure 7.5 shows pressure contours and streamlines for three different spillways of in-
creasing width. At each width, the VOF model with the Realisable k−  model has been used,
and at W0× 2.5 the VOF model with the SST k −ω model has also been used. In each case,
symmetry boundary conditions are used at the spillway walls. At W0 × 2.5, the Realisable
k −  model shows some cross-stream vorticity, however, as in figures 7.1 and 7.4, the vor-
tices are not as distinct as with the other turbulence models. The SST k−ω model does show
strong cross-stream vorticity at W0 × 2.5. At W0 × 2.5 the pattern of cross-stream vortices
is repeated 3 times. At W0 × 3 the pattern of cross-stream vortices is also repeated 3 times,
but with each cross-stream vortex spread over a greater width of the spillway. At W0 × 3.5
there are 4 repetitions of the pattern of cross-stream vortices. These results show that, as
the width of the spillway increases, the cross-stream vortices spread out over a greater width
until a certain value of W , at which an additional repetition of the cross-stream vortex pattern
occurs across the channel width.
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Figure 7.5: Pressure contours and streamlines of spillways of varying widths for the VOF model. Symmetry
boundary conditions have been used at the spillway walls for all cases
Figure 7.6 shows pressure contours and streamlines of a 1000 mm wide spillway for the
VOF model with the Realisable k− model. Symmetry boundary conditions are used at either
side of the spillway. In this case there is no reflection of the data, and the 1000 mm width was
modelled. There are 7 repetitions of the cross-stream vortex pattern across the channel width.
This shows that, for a range of spillway widths, the repeated pattern of cross-stream vortices
appears to occur.
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Figure 7.6: Pressure contours and streamlines of a 1000 mm wide spillway for the VOF model with the Realisable
k −  turbulence model. Symmetry boundary conditions are used at either side of the spillway
This numerical investigation into cross-stream vorticity in channels of varying widths has
shown that, in most cases, there are distinct cross-stream vortices which repeat across the
channel width. When the Realisable k− turbulence model is used, however, this is not always
the case and the cross-stream vortices appear to be significantly less distinct in some cases.
It is not only the geometry of the model which effects this behaviour with the Realisable k − 
model. Figures 7.1 and 7.2 show images of the vortices in the step cavities for simulations
with the Realisable k− , which are identical other than the multiphase model which has been
used. The prediction of cross-stream vortices using the Realisable k−model is unpredictable
and not consistent with different multiphase models or step geometries. Therefore, when
investigating cross-stream vortices in stepped spillway, it may be more appropriate to use
turbulence models other than the Realisable k −  model.
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7.3 Experimental and Numerical Investigation into Cross-Stream
Vorticity in a Spillway of Modified Step Size
The previous section shows that numerical simulations of spillways of varying widths, but
identical step height and length as the experimental stepped spillway, predict that the pattern
of cross-stream vortices repeats as the width of the spillway increases. Experimental model-
ling of the spillways of different widths would allow these numerical results to be confirmed,
however, the width of the experimental spillway cannot be altered. The ratio of step height to
channel width, on the other hand, can be modified by the installation of extra steps.
In each step cavity of the experimental spillway, a transparent plastic block was installed to
create a 150 mm wide spillway, consisting of 30 steps, with a step height and length of 40 mm.
The resultant spillway has a step geometry with double the channel width to step height ratio
as the original experimental spillway. The spillway was also numerically modelled using the
Eulerian multiphase model with the SST k − ω turbulence model. The numerical model used
a mesh with the same mesh density as the mesh used to model the experimental stepped
spillway. Due to symmetry, half of the channel width was modelled, with a wall boundary
condition at one side of the domain and a symmetry boundary condition at the other.
Figure 7.7 shows pressure contours and streamlines of the numerical solution at steps
2 and 3 for Q = 15 l/s. The repeated pattern of cross-stream vortices can be seen, which
change direction at each step and affect the pressures across the width of the channel. This
is the same pattern as observed in the numerical model data in the previous section.
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Figure 7.7: Pressure contours and streamlines of the 40 mm step height spillway, at steps 2 and 3, for the Eulerian
multiphase model with the SST k − ω turbulence model
In the experimental spillway, the repeated pattern of cross-stream vortices could be clearly
observed, such that the flow within the step cavities resembled that in figure 7.7. It was also
noticeable that vortex switching, whereby the direction of circulation of the cross-stream vor-
tices change direction at irregular time intervals (described in chapter 3), occurred significantly
more frequently than in the 80 mm steps, and at all flow rates which produced skimming flow.
A potential reason for this is that the phenomenon within the flow which causes vortex switch-
ing may be more likely to occur as there are more cross-stream vortices in each step cavity.
This is speculation, however, and further research would be required to identify the cause of
vortex switching. Pressure measurements were not taken with the 40 mm steps due to the fact
that the 40 mm steps prevented pressure measurements being taken at half of the locations
on the step faces.
Figure 7.8 shows numerical pressure contours and streamlines viewed from above step
2, as well as the experimental flow viewed from below step 12. Although different steps are
shown, the direction of circulation is the same in each image, and is more clearly viewed
further downstream in the experimental stepped spillway due to the presence of air bubbles.
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Figure 7.9 shows numerical pressure contours and streamlines viewed from above step 3, as
well as the experimental flow viewed from below, again at step 12. The experimental flow is
shown at the same step but at a different time, when vortex switching had caused the direction
of circulation of the cross-stream vortices to match that of the numerical image shown. This
step was chosen as the installation of the 40 mm blocks resulted in the flow being more easily
observed from below at the even numbered steps.
In each figure, red arrows have been used to identify the similarities between the numerical
and experimental images. In both figures, the curved shape of the vortices is identifiable by
the lighter region of bubbles towards the top of the experimental image. There is one central
curve in figure 7.8 and two curves at either side of the step in figure 7.9. It should be noted
that, although the experimental images in figures 7.8 and 7.9 do not show the cross-stream
vortex structures as clearly as the numerical images, when the spillway is directly viewed in
real time, the cross-stream vortices clearly show the same structures that are observed in the
numerical images.
Figure 7.8: Numerical and experimental representation of cross-stream vortices. The numerical data is shown at
step 2 and the experimental data is shown at step 12, at a time when the cross-stream vortex pattern matched
that of the numerical data displayed in the figure
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Figure 7.9: Numerical and experimental representation of cross-stream vortices. The numerical data is shown at
step 3 and the experimental data is shown at step 12, at a time when the cross-stream vortex pattern matched
that of the numerical data displayed in the figure
7.4 Cross-Stream Vorticity in Stepped Spillways of Varying Slope
Experimental and numerical modelling has shown that cross-stream vortices occur in spill-
ways of varying widths, with a 1H:1V slope. In order to determine whether cross-stream
vortices occur in stepped spillways of different slopes, numerical modelling of spillways of
varying slopes was conducted. Four spillways of slopes 2H:1V, 3H:2V, 2H:3V and 1H:2V were
modelled, each with a step height of 80 mm and a channel width of 150 mm. As in section 7.2,
only 5 steps were modelled to reduce computational cost. For slopes 2H:1V and 3H:2V the
same inflow and approach as the numerical models of the experimental spillway were used.
For slopes 2H:3V and 1H:2V, however, the approach curve was modified to prevent jet deflec-
tion, whereby the flow jets over the first several steps. Simulations were conducted using the
Eulerian model with the SST k − ω model and the meshes were created in order to retain the
same mesh density as the mesh used for numerical modelling of the experimental stepped
spillway. As before, half of the channel width was modelled, with a wall boundary condition at
one side of the domain and a symmetry boundary condition at the other.
Figure 7.10 shows pressure contours and streamlines at steps 2 and 3, for the four slopes
investigated. At 3H:2V and 2H:3V, the streamlines clearly show the occurrence of cross-
stream vortices and the effect of the vortices on the pressures acting on the step faces. This
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is, perhaps, unsurprising since these slopes are reasonably similar to the 1H:1V slope, in
which cross-stream vortices have been observed both numerically and experimentally.
At 2H:1V the cross-stream vortices and associated effect on the pressures can be ob-
served, however their direction of flow appears to be more in line with the main flow direction
than at 3H:2V, 1H:1V or 2H:3V. Lopes et al. (2017) showed that, on a 2H:1V slope, an altern-
ating vortex structure occurs, which is similar to the cross-stream vortices observed in this
study and the pressure patterns on the step faces also show the same trend. The numerical
streamlines shown in the study by Lopes et al. (2017) resemble those of the 2H:1V spillway
shown here. Lopes et al. (2017) also showed that for spillways of identical step height and
length, the alternating pattern occurred on a 500 mm wide spillway but not on a 300 mm wide
spillway. This study has shown that at 1H:1V the cross-stream vortices occur regardless of the
channel width. The findings of Lopes et al. (2017) suggest, however, that at shallower slopes,
such as 2H:1V, the width of the channel may have an effect on the occurrence of cross-stream
vortices.
At 1H:1V no cross-stream vortices are observed. The streamlines and pressures are
similar at both steps displayed and also at the other steps which are not displayed in figure
7.10.
Figure 7.10: Pressure contours and streamlines of spillways of varying slope angles for the Eulerian model with
the SST k − ω model turbulence. Each spillway is 150 mm wide and each image shows steps 2 and 3 of the
spillway
269
7. STUDY INTO THE OCCURRENCE OF CROSS-STREAM VORTICES IN STEPPED
SPILLWAYS OF VARYING GEOMETRY
7.5 Investigation into 3D behaviour in the LNEC Stepped Spillway
Chapter 5 described an in-depth investigation into 2D numerical modelling of the experimental
stepped spillway at the LNEC. 2D modelling was found to be able to accurately predict velo-
cities and AVFs above the pseudo-bottom, as well as the flow depths and inception point
locations. In the step cavities, however, 3D patterns of vortices have been observed experi-
mentally in the narrow stepped spillway at the University of Leeds (chapter 3). This chapter
has also shown that 3D vorticity is predicted by numerical models of stepped spillways with
a range of widths and step geometries. Matos et al. (1999) reported 3D flow behaviour in
the step cavities of the experimental stepped spillway at the LNEC. Bombardelli et al. (2011),
however, reports that the flow is essentially 2D in the above the steps. In order to investigate
the 3D behaviour in the LNEC stepped spillway further, 3D modelling of the spillway has been
conducted.
7.5.1 Modelling Procedure
The 3D modelling was conducted over the first 17 steps only (the first seven 60 mm by 80 mm
steps), in order to reduce the domain size and, therefore, the computational cost. The LNEC
spillway is symmetrical about the centreline. Two simulations were conducted: one using a
symmetry boundary condition at both the centreline and the wall and another with a symmetry
boundary condition at the centreline and a wall boundary condition at the wall. In the step
cavities, the mesh consists of 140 cells over the 500 mm domain width, giving a cell width of
3.57 mm. The mesh is refined in the regions close to the steps in the same manner as shown
in figure 5.5 and the mesh has a total number of cells of 15,622,008.
For the flow rate investigated, the experimental inception point defined by the intersection
of the turbulent boundary layer and the equivalent clear water depth was found to be at step 18.
The inception point defined by visual observation was found to be at step 20. The numerical
model domain, therefore, incorporates almost all of the non-aerated region.
All 3D modelling has been conducted using the VOF model, as the Eulerian model is more
computationally expensive than the VOF model and, for this domain, requires a time step one
tenth the size of that required for VOF model. 3D simulations using the Eulerian model were,
therefore, unfeasible as they require a computational cost an order of magnitude higher than
the VOF model. The VOF model was considered applicable for this study as it predicts the
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velocities accurately in the region of the spillway covered by the 3D domain. It also shows the
same 3D behaviour as the Eulerian model, as described in chapter 6. 3D simulations were
conducted with Q = 180 l/s using the SST k − ω turbulence model, as this turbulence model
has been shown to predict the velocities most accurately.
7.5.2 3D Flow Structures in the Step Cavities
Matos et al. (1999) shows that the vortices withing the step cavities are 3D, by examination
of the deformation of wool fibres attached to the step faces and side walls. However, the
structure of these 3D vortices is not reported. Figure 7.11 (Matos and Meireles, 2014) shows
a photograph of the back of the steps at the LNEC chute, with wool fibres fixed in position
so that the 3D structure of the flow within the step cavities could be observed. The turbulent
structures within the step cavities (observed by the wool fibres and air bubbles) are not uniform
across the channel width, demonstrating that there is 3D behaviour within the step cavities. It
is not clear from figure 7.11, however, whether these 3D structures resemble the cross-stream
vortices observed in the experimental and numerical models in this project.
Figure 7.11: Flow with attached wool fibres at the LNEC stepped spillway, viewed from below the chute. Image
taken from Matos and Meireles (2014)
Figure 7.12 shows pressure contours on the full size steps as well as streamlines, seeded
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in the step cavities for the numerically modelled section of the LNEC spillway. A repeated
pattern of cross-stream vortices, which change direction at each consecutive step, can be
observed. Cross-stream vortices were clearly observed in the University of Leeds stepped
spillway with both 40 mm and 80 mm steps, and pressure measurements on the 80 mm steps
verified these observations. These cross-stream vortices were also predicted accurately by
the Eulerian model with SST k − ω model, (as well as other combinations of multiphase and
turbulence models), for both step sizes. It is reasonable to assume, therefore, that the pattern
of cross-stream vortices shown in figure 7.12, with the wall boundary condition, represents
the flow structures within the step cavities of the LNEC experimental spillway reasonably ac-
curately.
Regular patterns of vorticity which alternate at subsequent steps have also been reported
by Lopes et al. (2017) and Toro et al. (2017). These results, in combination with the results of
this project, strongly suggest that a regular pattern of cross-stream vortices, which alternate at
each step, may occur in a wide range of stepped spillways in use at reservoirs. Furthermore,
those involved with the design and operation of stepped spillways may be unaware of the
occurrence of these vortices, and the associated effects on the pressure on the step faces.
The cross-stream vortices observed in figure 7.12 occur whether symmetry or wall bound-
ary conditions are used, which agrees with the findings of chapter 6. This is further evidence
that the occurrence of the cross-stream vortices is due to the geometry of the steps, rather
than the boundary condition used at the wall. The pattern of vortices begins one step fur-
ther downstream when symmetry planes are used, however, suggesting that the interaction
between the flow and the wall does have some effect on the instigation of the cross-stream
vortices.
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Figure 7.12: Pressure contours and stream lines of a three dimensional model of the first 17 steps of the LNEC
stepped spillway. The VOF model with the SST k − ω model is used in each case and Q = 180 l/s
Although strong 3D behaviour is observed across the channel width, 2D simulations of
the flow characteristics above the steps have produced predictions of flow variables, such
as velocities and AVFs, in close agreement with the experimental data. In order to determine
whether these 3D cross-streams also affect the bulk flow above the step cavities, the velocities
and flow depths in the 3D models have been investigated. Note that the AVFs have not been
investigated due to the fact that the VOF model does not predict air entrainment and all of the
steps in the 3D simulations are within the non-aerated region.
7.5.3 Velocities
Figure 7.13 shows velocity contours at planes parallel to the pseudo-bottom, at depths of 15
mm, 30 mm and 45 mm. It can be seen that the velocities above the steps vary across the
channel width in a regular repeating pattern of alternating high and low velocities, which has
the same wavelength as the cross-stream vortices. This shows that the cross-stream vortices
have an effect on the flow characteristics above the pseudo-bottom. With both symmetry and
wall boundary conditions, the variation in velocity across the channel is higher at depths closer
to the pseudo-bottom. The symmetry boundary condition results show that the alternating
pattern of velocities begin at approximately the same position across the channel width, and
at all depths. The wall boundary condition results, however, show that the alternating velocities
begin further upstream at the centreline of the spillway than at the wall, which is due to the no
slip wall boundary condition causing lower velocities close to the wall. At the higher values of
z, the difference between the centreline and the wall reduces significantly.
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Figure 7.13: Velocity contours above steps 11 to 17, parallel to the pseudo-bottom, at different values of z for the
simulations of the upstream section of the LNEC spillway. Data is displayed for the VOF model with the SST k−ω
model at Q = 180 l/s
Figures 7.14 and 7.15 compare velocity profiles with the experimental data at different
steps for both the symmetry and wall boundary conditions. Velocity profiles are shown for w=
500 mm (the centreline), for w= 571 mm and the width averaged velocity. The 2D velocity
data for the VOF model with the SST k − ω model are also shown. The pattern of cross-
stream vortices repeats seven times across the 1000 mm channel width, giving a wavelength
of approximately 142 mm. The centreline was chosen as the velocities are symmetric about
this position. w= 571 mm was chosen as this position is half a wavelength from the centreline
so might be expected to show the largest variation in velocity from the centreline.
Both figures show almost identical behaviour. At steps 11 and 13, all numerical velocity
profiles are extremely close to one another and agree well with the experimental data. At step
14 the velocity at w= 500 mm is less than the other predicted numerical data at the lower
values of z . Then at step 15 the velocity at w= 571 mm is slightly less than the other predicted
274
7.5 Investigation into 3D behaviour in the LNEC Stepped Spillway
numerical data at the lower values of z . This pattern repeats at each step, which corresponds
to the alternation direction of the cross-stream vortices at each step. At higher depths, all
of the numerical velocity profiles converge and show similar results. The difference in the
velocities at w = 500 mm and w = 571 mm matches the velocity contours shown in figure
7.13. At all steps, the width averaged velocity and the 2D velocity are similar and predict
the experimental data reasonably accurately. This shows that the alternating pattern of low
velocities at each step does not have a great effect on the average velocity across the width
of the channel.
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Figure 7.14: Numerical velocity profiles at different channel widths of the 3D simulation of the upstream region
of the LNEC spillway using symmetry boundary conditions at the spillway walls. The width averaged, 2D and
experimental velocity profiles are also shown
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Figure 7.15: Numerical velocity profiles at different channel widths of the 3D simulation of the upstream region of
the LNEC spillway using wall boundary conditions at the spillway walls. The width averaged, 2D and experimental
velocity profiles are also shown
Figure 7.16 shows the velocities across the width of the channel, at increasing values of z ,
at step 14, for the simulation with symmetry boundary conditions at either side of the spillway.
The mean velocity and standard deviation are shown and the positions of w= 500 mm and w=
571 mm are also indicated. It can be seen that, at all depths, the velocities follow a sinusoidal
wave across the width of the channel. The variation in the velocity across the width of the
channel reduces significantly as the depth increases, in common with figures 7.13 - 7.15.
At z = 4 mm and z = 17 mm, most of the velocity values fall within the standard deviation
from the mean. The lowest velocities (including the velocity at w = 571 mm) fall below this
range, however, these positions account for only a small proportion of the width of the channel.
Therefore, these low velocities do not significantly affect the average velocity across the width
of the channel. At the lower values of z there appears to be two modes to the wave. Both
w = 500 mm and w = 571 mm appear in a trough of the wave, however, at w = 500 mm the
trough is at a higher velocity than at w = 571 mm. As the depth increases the second mode
disappears.
At step 15 the velocity profiles show a very similar wave pattern, but with the peaks and
troughs of the wave patterns translated by 71 mm (half a wavelength), due to the alternating
pattern of cross-stream vortices. With wall boundary conditions the velocity profiles also show
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a similar wave pattern, but with distinct wall effects next to the solid boundary. These results
are shown in appendix C.
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Figure 7.16: Velocity profiles across the channel width of step 14, at different values of z, for the 3D simulation of
the upstream section of the LNEC spillway using symmetry boundary conditions. The mean velocity and standard
deviation are also shown and the locations of w= 500 mm and w= 571 are indicated
This variation in the velocities across the width of the channel would suggest that the 2D
modelling of the velocities will result in the loss of some important 3D flow effects. However,
2D modelling has been shown to accurately predict the experimental velocities. A potential
reason for this is that the experimental velocities are time averaged, whereas the numerical
data represents an single time step, as no transient behaviour is observed in the numerical
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models. In chapter 3, vortex switching was observed in the University of Leeds experimental
spillway, whereby, the direction of circulation of the cross-stream vortices, at a particular step,
changes direction unpredictably over time. When 40 mm steps were used the pattern of cross-
stream vortices was repeated and vortex switching was observed to occur significantly more
frequently (section 7.3). This suggests that more repetitions of the pattern of cross-stream
vortices induce vortex switching to occur more frequently.
There are significantly more repetitions of the pattern of cross-stream vortices in the nu-
merical models of the LNEC spillway than in the University of Leeds stepped spillway. Vortex
switching may occur in the experimental LNEC spillway frequently enough so that time aver-
aged velocity measurements do not record the variation in velocity caused by the occurrence
of the cross-stream vortices. This may be the reason for the 2D flow behaviour above the
steps described by Bombardelli et al. (2011).
The results of this section have shown that although the cross-stream vortices appear
to affect the velocities across the width of the channel, any significant variation in velocity
is localised and does not significantly affect the width averaged velocities. These variations
in velocity are not observed in the time averaged experimental data, possibly due to vortex
switching, so 2D numerical modelling is a suitable approach to predict the time averaged
velocities above the steps.
Figure 7.17 shows pressure contours and streamlines on steps 14-17 for a section of the
channel width covering two repetitions of the pattern of cross-stream vortices, from w = 500
mm to w = 784 mm. In the locations where the cross-stream vortices reach the downstream
end of the horizontal step faces, the streamlines show that fluid is ejected from the step cavities
into the main flow above the pseudo-bottom. The locations of these ejections of fluid from the
step cavities correspond to the locations where the lower velocities are observed in figures
7.13 - 7.16. The flow velocity in the step cavities is significantly lower than above the pseudo-
bottom, so it appears that it is the ejection of fluid from the step cavities which causes the
observed reduction in velocity in the flow above the steps. These fluid ejections from the step
cavities can also be observed in other images of pressure contours and streamlines within the
step cavities which have been presented in this project.
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Figure 7.17: Pressure contours and streamlines on steps 14-17 from w = 500 mm to w = 784 mm, for the 3D
simulation of the upstream section of the LNEC spillway using symmetry boundary conditions.
7.5.4 Free-Surface Profiles
Although Bombardelli et al. (2011) states that the flow above the steps is essentially 2D, Matos
and Meireles (2014) shows that the free-surface upstream of the inception point is 3D. Figure
7.18, taken from Matos and Meireles (2014), shows the free-surface deformations upstream
of the inception point at the LNEC spillway, as well as a probe tip used to measure the flow
depth. The two images show two instants in time and are viewed from upstream of the probe
tip. In image (a) the probe tip is practically submerged, whereas in image (b) the probe tip
is above the free-surface. This shows that the free-surface profile varies over time. Free-
surface deformations can also be observed across the width of the channel, in both images
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(a) and (b), which demonstrates that the free-surface profile varies across the width of the
channel. Chanson (2013b) records surface scars directly upstream of the inception point at
the Hinze dam in Australia, which are believed to be caused by elongated hairpin vortices
generated by boundary friction. Hunt and Kadavy (2010) observed 3D undulations to the free-
surface profile immediately upstream of the inception point, which was thought to be due to the
turbulent boundary layer approaching the free-surface. Meireles et al. (2012) describe free-
surface unsteadiness upstream of the inception point due to turbulence. This unsteadiness
may contribute to the free-surface profile varying across the channel width, as well as in time.
Figure 7.18: Free-surface deformation upstream of the inception point at the LNEC stepped spillway in two in-
stances in time. The images are viewed from upstream of the probe tip. In each image a probe tip, used to
measure the flow depth, can be observed. In image (a) the probe tip practically submerged and in image (b) the
probe tip is above the free-surface. Images taken from Matos and Meireles (2014)
Figure 7.19 shows the flow depths above steps 11-17 across the entire channel width for
the simulation using wall boundary conditions at either side of the spillway. The correspond-
ing 2D flow depths are also indicated at the centreline of the spillway. Wall effects can be
observed, however, it should be noted that the significance of these wall effects appear exag-
gerated in figure 7.19 due to the different scales used on the x and y axes. At step 11, the
free-surface is constant across the width of the channel, other than adjacent to the walls. At
step 13, there is a small variation in the flow depth across the channel width and then at each
subsequent step the variation in free-surface profile increases. This agrees with the findings
of the studies described above.
Figure 7.20 shows the same data as figure 7.19, but for the simulation using symmetry
boundary conditions at either side of the spillway. The free-surface profiles show a similar
pattern to figure 7.19, but no wall effects are observed. At steps 14 and 15 the free-surface
deformations show a regular wavy pattern across the width of the channel, with the same
280
7.5 Investigation into 3D behaviour in the LNEC Stepped Spillway
wavelength as the pattern of cross-stream vortices. Furthermore, the waviness in the free-
surface profile at step 15 is offset from step 14 by half a wavelength, in accordance with the
alternating pattern of the cross-stream vortices. The wavy free-surface profiles at steps 14
and 15 are also present in figure 7.19, however the wall effects make the wavelength of the
free-surface waves difficult to identify.
At steps 16 and 17 the wavy pattern is not as clear. This may be due to the fact that the
free-surface profile is being affected by one of the mechanisms described above, although
no hairpin vortices were observed in the numerical models. At these steps, however, there
does appear to be some regularity to the free-surface profile which may corresponds to the
wavelength of the cross-stream vortices. Figures 7.19 and 7.20 suggest that the cross-stream
vortices affect the free-surface profiles upstream of the inception point and may contribute to
the surface deformations observed by Hunt and Kadavy (2010), Chanson (2013b), Matos and
Meireles (2014) and others.
The 2D flow depths agree well with the 3D flow depths at the centreline of the spillway with
wall boundary conditions. This shows that 2D numerical modelling is an appropriate approach
to predict the flow depths at the centreline of the spillway, providing that the spillway is suffi-
ciently wide so that no significant wall effects are observed at the centreline of the spillway.
The 2D flow depths also agree reasonably well with the 3D flow depths at the centreline of the
spillway with symmetry boundary conditions, although there is a greater error than between
the 2D model and wall boundary condition model. The reasons for this, however, is unclear
as the 2D model also used symmetry boundary conditions at the spillway sidewalls.
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Figure 7.19: Free-surface profiles across the channel width of for the 3D simulation of the upstream section of the
LNEC spillway using wall boundary conditions, at different steps. The 2D free-surface depth is also shown at w =
500 mm
0 100 200 300 400 500 600 700 800 900 1000
w (mm)
50
55
60
65
70
75
80
z 
(m
m)
3D 2d Step
 11
Step
 13
Step
 14
Step
 15
Step
 16
Step
 17
Figure 7.20: Free-surface profiles across the channel width of for the 3D simulation of the upstream section of the
LNEC spillway using symmetry boundary conditions, at different steps. The 2D free-surface depth is also shown
at w = 500 mm
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7.5.5 Numerical Velocities and Air Volume Fractions Above the Steps of a 3D
Stepped Spillway
3D modelling of the upstream section of the LNEC stepped spillway has shown that cross-
stream vortices occur in the step cavities and effect the velocities in the bulk flow above the
pseudo-bottom. The VOF model was used for this modelling, as the Eulerian model required
an unfeasible computational cost. The effect of cross-stream vorticity on the AVFs within the
spillway could not be analysed as no air entrainment is predicted by the VOF model.
In order to investigate the effect of cross-stream vorticity on the AVFs above the pseudo-
bottom, a spillway with the same geometry as the University of Leeds stepped spillway but
double the width (W = W0×2 = 300 mm) was modelled using the Eulerian model. The width
of the spillway was doubled so that the pattern of cross-stream vortices was repeated across
the channel width, similarly to the 3D models of the LNEC stepped spillway. The SST k − ω
turbulence model was used and either side of the spillway consisted of a symmetry plane. The
repeated pattern of cross-stream vortices, similar to those shown in section 7.2 was observed
in the step cavities. This modelling also allows the effect of cross-stream vortices on the
velocities to be analysed throughout the length of the spillway, in both the non-aerated and
aerated regions.
Figure 7.21 shows velocity contours at planes parallel to the pseudo-bottom at different
values of z . The results are very similar to those shown in figure 7.13 in that the velocities
vary across the channel width with the same wavelength as the cross-stream vortices and
that, as the depth increases, the variation in velocity decreases. Figure 7.21 also shows that
the variation in velocity occurs throughout the length of the spillway in both the aerated and
non-aerated regions.
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Figure 7.21: Velocity contours above the steps, parallel to the pseudo-bottom, at different values of z for the
simulations of the 300 mm wide University of Leeds spillway geometry. Data is displayed for the Eulerian model
with the SST k − ω model, at Q = 180 l/s
Figure 7.22 shows the velocity profiles at different channel widths as well as the width
averaged velocity at all 15 steps. As in figures 7.14 and 7.15, velocity profiles have been
shown at the centreline (w = 150 mm) and a width half a wavelength away from the centreline
(w = 75 mm). Again, the results are relatively similar to those shown in figures 7.14 and
7.15. In the first few steps there is very little variation in the velocity profiles. Then there is an
alternating pattern of low velocity between w = 150 mm and w = 75 mm, at the lower values
of z . This matches the alternating direction of circulation of the cross-stream vortices. At the
higher values of z the variation in the velocities between the different positions across the
channel width reduces.
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Figure 7.22: Numerical velocity profiles at different channel widths of the simulation of the 300 mm wide University
of Leeds spillway geometry. The width averaged velocity profiles are also shown
Figure 7.23 shows contours of AVF at planes parallel to the pseudo-bottom at different
values of z . It can be seen that, unlike the velocity contours, there is very little variation in the
AVF across the channel width. Figure 7.24 shows AVF profiles at the same locations as the
velocity profiles in figure 7.22, as well as the width averaged AVF profiles. Again, it can be
seen that there is very little variation in the AVFs at different channel widths and at each value
of w the AVF profiles are almost identical. It appears, therefore, that cross-stream vortices in
the step cavities have very little effect on the aeration of the flow. A potential reason for this is
that air is drawn into the flow at the free-surface whereas the cross-stream vortices originate
below the pseudo-bottom so the effect on the flow caused by the cross-stream vortices may
not affect the entertainment of air into the flow.
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Figure 7.23: Air volume fraction contours above the steps, parallel to the pseudo-bottom, at different values of z
for the simulations of the 300 mm wide University of Leeds spillway geometry. Data is displayed for the Eulerian
model with the SST k − ω model, at Q = 180 l/s
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Figure 7.24: Numerical air volume fraction profiles at different channel widths of the simulation of the 300 mm wide
University of Leeds spillway geometry. The width averaged air volume fraction profiles are also shown
7.6 Prediction of Cross-Stream Vortices
The results of this investigation into cross-stream vortices in stepped spillways of varying
geometry strongly suggest that cross-stream vortices occur in a range of stepped spillways,
and that as the width of the channel increases, the number of repetitions of the cross-stream
vortices, N , increases. For the design of stepped spillways, it would be useful for engineers
to be able to accurately predict N . In this section, a method for predicting N , based on the
spillway width and step height, is presented.
Further simulations, other than those which have previously been discussed, were con-
ducted for spillways with step heights and lengths of 80 mm. Channel widths were defined as
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multiples of the step height and the Eulerian model, with the SST k − ω model, was used for
numerical modelling. Table 7.1 displays N and the wavelength of the cross-stream vortices,
λw , for all of the 3D spillway geometries investigated in this research project. The 80:80 steps
refer to the unmodified University of Leeds spillway, the 80:60 steps refer to the LNEC spillway
and the 40:40 steps refer to the modified University of Leeds spillway. It can be seen that, at
W /hs = 1, N = 0. In this simulation cross-stream vortices were not observed. This shows
that there is a minimum channel width required for cross-stream vortices to form.
Table 7.1: Data on the number of repetition’s of the cross-stream vortices, and their associated wavelengths, which
were observed in the three step geometries investigated in this project
Ratio of Step
Height to
Step Length,
hs :ls
Channel Width, W
(mm)
W /hs
Number of
Repetitions, N
Wavelength, λw
(mm)
80:80
80 1 0 N/A
120 1.5 1 120
150 1.875 1 150
160 2 1 160
200 2.5 1 200
240 3 2 120
280 3.5 2 140
300 3.75 2 150
320 4 2 160
375 4.6875 3 125
450 5.6250 3 150
525 6.5625 4 131.25
1000 12.5 7 142.86
80:60 1000 12.5 7 142.86
40:40 150 3.75 2 75
Figure 7.25 shows N against W for the three step height to step length ratios investigated
in this project. The figure also displays a line representing W /
√
pihs . It can be seen that the
majority of the data points are close to W /
√
pihs . The exceptions to this are the 40 mm by
40 mm steps and the 80 mm by 80 mm steps at W = 80 mm, which falls below the minimum
value of W required for cross-stream vortices to form.
At W = 1000 mm, the 80 mm by 80 mm steps and the 80 mm by 60 mm steps have
the same number of repetitions of the cross-stream vortices. This suggests that N may be
independent of the step length. However, there is only one data point which does not have
a channel slope of 1H:1V, so further investigation is required to confirm this. Not all of the
observed values of N fall on the line of W /
√
pihs , due to the fact that N must be a positive
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Figure 7.25: N against W for the three step geometries investigated in this project. A line representing W /
√
pihs
is also displayed
Figure 7.26 shows N against W /hs for the three step geometries investigated. Again,
W /
√
pihs is displayed on the plot. In this case, the value of N for the 40 mm by 40 mm steps
is close to W /
√
pihs .
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Figure 7.26: N against W /hs for the three step geometries investigated in this project. A line representing
W /
√
pihs is also displayed
Based on the results displayed in figures 7.25 and 7.26, the following expression can be
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used to predict N :
N =
⌊
W√
pihs
⌉
(7.1)
for
W ≥ 1.5hs (7.2)
where bxe denotes that x is rounded to the nearest integer. Equation (7.2) represents the
minimum value of W required for cross-stream vortices to occur, based on the spillway width
investigated in this project. The actual limiting value of W may be less than 1.5hs .
Table 7.2 shows the values of N observed in the numerical and experimental modelling
conducted in this project, as well as the values of N predicted using equation (7.1). It can be
seen that N is predicted accurately by equation (7.1) for all cases which are wide enough for
cross-stream vortices to occur.
It is interesting that N can be accurtaely predicted using a relationship which contains
√
pi.
This may be a coincidence, however,
√
pi may play a fundamental role in the formation of the
cross-stream vortices. It is not clear, as of yet, whether this is the case. Research into the
relationship between
√
pi and the formation of the cross-stream vortices is ongoing, however,
the identification of this relationship is beyond the remit of this research project.
Table 7.2: Data on the number of repetition’s of the cross-stream vortices, which were observed in the three step
geometries investigated in this project, and the values of N predicted by equation (7.25)
Ratio of Step
Height to
Step Length,
hs :ls
Channel Width, W
(mm)
W /hs
Number of
Repetitions, N
⌊
W√
pihs
⌉
80:80
80 1 0 1
120 1.5 1 1
150 1.875 1 1
160 2 1 1
200 2.5 1 1
240 3 2 2
280 3.5 2 2
300 3.75 2 2
320 4 2 2
375 4.6875 3 3
450 5.6250 3 3
525 6.5625 4 4
1000 12.5 7 7
80:60 1000 12.5 7 7
40:40 150 3.75 2 2
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The prediction of N also allows the wavelength of the cross-stream vortices to be calcu-
lated by
λw =
W
N
=
W⌊
W√
pihs
⌉ (7.3)
Figure 7.27 shows λw/hs against W /hs for the wavelengths calculated by equation (7.3),
as well as the wavelengths observed in the numerical and experimental models. A line rep-
resenting
√
pi is also displayed. The observed wavelength match those predicted by equation
(7.27), as would be expected due to the fact that equation (7.1) predicted N correctly. It can
also be seen that as the width of the channel increases, the wavelengths predicted by equa-
tion (7.27) tend toward
√
pihs . This suggests that the "natural" wavelength of the cross-stream
vortices is
√
pihs .
At the lower values of W , there is a greater variation in the wavelengths of the cross-
stream vortices. This is due to the fact that, at narrower channel widths, the width of the
channel has a larger effect on the wavelength of the cross-stream vortices. When N is small,
if W increases past a certain threshold to increase N by 1, then the wavelength of each
repetition of the cross-stream vortices must decrease by a relatively large distance in order to
fit another wavelength across the channel width. When N is large, however, the wavelength
of each repetition of the cross-stream vortices only needs to decrease by a small distance in
order to fit another wavelength across the width of the channel.
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Figure 7.27: λw/hs against W /hs for the wavelengths calculated by equation (7.3), as well as the wavelengths
observed in the numerical and experimental models. A line representing
√
pi is also displayed
In this section, relationships have been defined in order to predict the the number of repeti-
tions of the cross-stream vortices, and their wavelength, based on the step height and channel
width (equations (7.1) - (7.3)). These relationships match the patterns of cross-stream vortices
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observed in both experimental and numerical modelling conducted in this project. Further re-
search is required, however, in order to confirm the accuracy of these relationships. This
should include investigation into spillways with varying slopes.
7.7 Conclusions
An in depth study into the occurrence of cross-stream vortices in spillways of different geo-
metries, and their effect on the flow conditions above the steps, was conducted using both
numerical and experimental modelling. Numerical modelling of a spillways of slope 1H:1V,
with different channel widths was conducted. It was found that as the channel width increases,
the pattern of cross-stream vortices, observed experimentally and numerically in chapters 3
and 6, are repeated across the channel width. At increasing channel widths the vortices be-
come stretched across the channel width until a certain width is reached, at which point an
additional repetition of the cross-stream vortices is observed. Cross-stream vortices were
also observed when symmetry or periodic boundary conditions were used at the spillway side
walls. This shows that cross-stream vortices are caused by the step geometry of the steps
and the channel width, rather than the boundary condition which is used at the walls of the
spillway
The Realisable k −  model did predict this repetition of cross-stream vortices, however,
in some cases the pattern of vortices was significantly less distinct than in other cases. This
phenomenon, however, was unpredictable and inconsistent with different multiphase models
and step geometries. This suggests that the Realisable k −  model should not be used to
investigate cross-stream vorticity.
The width of the University of Leeds experimental spillway could not altered in order to
experimentally validate the numerical findings of repeated cross-stream vortices in channels of
increasing width. Instead, 40 mm× 40 mm steps were installed, in order to double the channel
width to step height ratio. The repeated pattern of cross-stream vortices was observed in both
the experiments and the numerical modelling of the modified spillway. It was observed that, in
the modified experimental model, vortex switching occurred at a significantly higher frequency
than in the unmodified spillway, for all flow rates. Note that no vortex switching was observed
in any of the numerical modelling in this project and the causes of the vortex switching are
unclear. It is likely, as no transient behaviour is observed in the vortex structures predicted
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by the numerical models, that vortex switching is caused by time dependent behaviour in the
experimental model.
Relationships are presented which accurately predict the number of receptions of the
cross-stream vortices, as well as the wavelengths of the receptions, for a given step height
and channel width. These relationships may provide a useful tool for the design and inspection
of stepped spillways.
A numerical investigation was also conducted into the occurrence of cross-stream vortices
in spillways of varying slope. At 3H:2V and 2H:3V the cross-stream vortices are clearly visible.
This shows that they occur for a range of channel slopes. At 2H:1V some cross-stream vorti-
city can be observed, however the direction of circulation is more in line with the flow direction
than at steeper slopes. At 1H:2V no cross-stream vortices were observed.
The LNEC experimental stepped spillway was also numerically modelled in 3D. Modelling
of the entire spillway using the Eulerian model required an unfeasible computational cost, so
the spillway was modelled up to step 17 using the VOF model. A repeated pattern of cross-
stream vortices across the channel width, which alternate direction at each step, was observed
in the numerical models. The cross-stream vortices have been observed both numerically and
experimentally in the University of Leeds spillway, with both 80 mm× 80 mm and 40 mm× 40
mm steps. 3D behaviour was observed experimentally by Matos et al. (1999) within the step
cavities of the LNEC spillway. This strongly suggests that the cross-stream vortices which are
observed in the numerical models also occur in the experimental LNEC spillway.
The cross-stream vortices were shown to affect the velocities above the pseudo-bottom.
The locations where the velocities had a large deviation from the width averaged velocity were
highly localised. The width averaged velocity profiles were not significantly affected by the
variation in the velocities across the channel width and were in close agreement with the 2D
velocity profiles.
The time averaged experimental velocities did not show any of the effects of the cross-
stream vorticity and agreed well with both the 2D and the width averaged velocities. This may
be due to the fact that significant vortex switching occurs in the experimental model so that the
effects of the cross-stream vortices are removed in the averaging process. Further research
is required, however, to confirm this hypothesis.
3D undulations in the free-surface profile, directly upstream of the inception point, have
been observed by several authors, including Matos and Meireles (2014) and Hunt and Kadavy
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(2010). The cross-stream vortices were shown to cause deformations of the free-surface pro-
file several steps upstream of the inception point. Directly upstream of the inception point the
free-surface profiles were more complex, however, the cross-stream vortices may contribute
to the complex free-surface profile in this region. The variations in depth across the chan-
nel width were small and the 3D flow depths at the centreline matched the 2D flow depths
reasonably well.
The effect of cross-stream vorticity on the AVFs above the steps of the LNEC spillway
could not be investigated, due to the unfeasible computational cost that was required to model
the aerated region using the Eulerian model. In order to investigate the effect of cross-stream
vortices on the AVFs above the steps, numerical modelling using the Eulerian model was
conducted of a spillway with the same step geometry as the University of Leeds spillway, but
with twice the channel width. It was found that the cross-stream vortices had no significant
effect on the AVFs above the pseudo-bottom, and there was little variation in the AVFs across
the channel width.
Although some 3D effects were found in the velocities and free-surface profiles for the
LNEC spillway, these effects are not observed in the time averaged, experimentally measured,
velocities and flow depths. Therefore, 2D numerical modelling remains an appropriate method
to predict the time averaged velocities, AVFs and flow depths for stepped spillways which are
too large to be numerically modelled in 3D.
Cross-stream vortices have been observed in numerical models with a range of geomet-
ries, multiphase models and turbulence models. They have also been observed at the Uni-
versity of Leeds spillway with two different step sizes and 3D behaviour was observed within
the step cavities of the LNEC stepped spillway (Matos et al., 1999). This strongly suggests
that cross-stream vortices may occur within the step cavities of many stepped spillways in op-
eration today, potentially without the knowledge of the spillway designers and operators. The
occurrence of cross-stream vortices in stepped spillways which are in service would have an
important impact on the pressures acting on the spillway steps and side walls.
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8.1 Overview of Research Conducted for this Project
Stepped spillways are a common overflow design for reservoirs, as they dissipate large amounts
of energy and produce more air entrainment than smooth spillways. This project has concen-
trated on skimming flows over stepped spillways, which occur at high flow rates. It is important,
for both design and inspection, that the important flow features of skimming flows can be pre-
dicted, in order to ensure that the spillway can be operated safely. This is commonly done
using experimental models, however, there are limitations to these models, such as scale ef-
fects. Numerical modelling has the potential to accurately predict important flow features of
skimming flows over stepped spillways. Numerical modelling of free-surface aeration, how-
ever, is challenging due to the complex interaction between the air and water.
An experimental stepped spillway was designed at the University of Leeds as part of this
project. The spillway was used to investigate the flow depths and the pressures acting on the
step faces and side walls. This experimental data was also used for validation of numerical
models. The University of Leeds stepped spillway was numerically modelled in 3D and an-
other experimental stepped spillway at the LNEC in Lisbon was numerically modelled in 2D. A
range of multiphase and turbulence models were investigated in order to asses their ability in
predicting important flow features in skimming flows. A complex pattern of 3D vortices, which
are observed in the step cavities, were also investigated, both experimentally and numerically,
as part of this research project.
8.2 Key Findings
The key findings of this research project are summarised in this section. Further details of the
conclusions drawn from this study are discussed in section 8.3, below. The key findings of this
research project are:
• A complex pattern of 3D vortices, referred to as cross-stream vortices, are observed in
a relatively narrow experimental stepped spillway. Numerical modelling of the spillway
also predicts these vortices. The direction of circulation of these vortices alternates at
each consecutive step. The vortices have a significant effect on the pressures acting on
the spillway side walls and step faces. At irregular and unpredictable time periods, the
direction of circulation of the experimentally observed cross-stream vortices reverses
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and the direction of circulation is affected by the flow rate.
Experimental and numerical modelling investigation show that as the width of the chan-
nel increases, the pattern of cross-stream vortices repeats across the width of the chan-
nel. Numerical modelling also shows that cross-stream vortices occur for a range of
channel slopes. The results of the numerical and experimental investigations conduc-
ted in this research project strongly suggest that cross-stream vortices may occur in
stepped spillways which are in currently in service. Those responsible for the design
and operation of these spillways may be unaware of the occurrence of these 3D vor-
tices.
• A range of multiphase models and RANS turbulence models have been investigated
as part of this project. The Eulerian multiphase model, in combination with the SST
k − ω turbulence model, is shown to be able to accurately predict a range of important
flow features in aerated skimming flows over stepped spillways. The model accurately
predicts velocities, air volume fractions (AVFs) and flow depths and is able to predict the
location of the inception point using several methods. The model is also able to predict
the complex 3D cross-stream vortices as well as the effect that these vortices have on
the pressures acting on the step faces and spillway side walls. This research project
has shown the the Eulerian model, with the SST k−ω model, has the potential to be an
invaluable tool for the design and inspection of stepped spillways over which skimming
flows occur.
The VOF model was shown to be able to predict certain aspects of skimming flows
over stepped spillways accurately, including the velocities and pressures. However, the
model is limited in its scope for predicting aerated skimming flows, due to its inability
to predict air entrainment. The mixture model predicts air entrainment, however, is
significantly less accurate than the Eulerian model at predicting almost all of the flow
variables investigated. The model did however, predict the cross-stream vortices, and
associated pressures, reasonably accurately.
• The pressures acting on the side walls and step faces of a relatively narrow stepped
spillway were investigated, both experimentally and numerically. It was found that the
complex 3D vortices have a significant effect on the pressures acting on the side walls
and step faces and that this may contribute to plucking damage. Air entrainment was
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shown to reduce high pressures acting on the horizontal step faces, but have signific-
antly less impact on the low pressures acting on the vertical step faces. Analysis of
the experimental and numerical pressures show that low pressures, which may cause
cavitation or plucking damage, occur in both the aerated and non-aerated regions.
8.3 Conclusions
In this section the conclusions of this project, as they relate to the project aims set out in
chapter 1, are discussed in further detail. Project aim 2 is discussed first, as the results of this
investigation impact the other project aims.
8.3.1 Project Aim 2: Investigate Complex Flow Structures Within the Step Cav-
ities using Experimental and Numerical Methods
Complex vortex structures, referred to as cross-stream vortices, are observed in the step
cavities of the relatively narrow experimental stepped spillway, which was designed at the Uni-
versity of Leeds as part of this research project. The spillway has a step height of 80 mm, a
slope of 1H:1V and a width of 150 mm. Within each step cavity, two vortices are observed
which appear to circulate in a perpendicular direction to the stream-wise recirculating vortices,
which are are a feature of skimming flows over stepped spillways. At each step, the two vor-
tices circulate in opposite directions to one another and meet at the centreline of the spillway.
At each sequential step, the direction of circulation of each vortex reverses, so there is an
alternating pattern of vortices which circulate in one direction at the odd numbered steps and
the other direction at the even numbered steps. The cross-stream vortices have a significant
effect on the pressures acting on the spillway side walls and step faces. It is unclear, as of yet,
why the cross-stream vortices occur.
Numerical modelling of the University of Leeds stepped spillway also accurately predicted
the alternating pattern of cross-stream vortices, with all multiphase and turbulence models
investigated. The numerically predicted vortex structures in the step cavities show that there
is no distinction between the cross-stream vortices and the recirculating stream-wise vortices.
At each step there are two 3D vortices which are oriented diagonally across the horizontal
step face, between the spillway centreline and the wall.
In the experimental model, the cross-stream vortices at each step were observed to re-
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verse in direction at each step over time. This phenomenon is referred to as vortex switching
and is confirmed by analysis of pressure measurements on the step faces. Vortex switching
occurs transiently and is unpredictable. At lower flow rates, vortex switching occurs extremely
infrequently and the direction of circulation of the cross-stream vortices is almost constant. As
the flow rate increases, vortex switching occurs more frequently. As the flow rate increases
further, vortex switching continues to occur, however, the predominant direction of circulation
of the cross-stream vortices, at each step, becomes the opposite of that observed at the lower
flow rates.
All of the numerical models investigated predict the occurrence of the cross-stream vor-
tices, however, they do not predict vortex switching. All of the numerical models are solved
transiently, however, in all cases a steady state is achieved so only negligible time dependent
behaviour is observed (there is one exception to this, however, in this case only the free-
surface is affected and no transient effects are observed in the cross-stream vortices). This
suggests that vortex switching is caused by transient behaviour in the experimental model,
however, the specific cause of vortex switching is unclear.
The numerical models predict the same direction of circulation of the cross-stream vortices
at all flow rates. This suggests that the reversal in the predominant direction of circulation of
the cross-stream vortices at the higher flow rates may also be due to transient behaviour in
the experimental model.
In order to investigate how the cross-stream vortices were affected by the width of the
channel, smaller steps were installed in the University of Leeds experimental spillway, which
doubled the ratio of channel width to step height. It was observed that the pattern of cross-
stream vortices repeated across the channel, so that four vortices occur rather than two.
This repetition of the cross-stream vortices was also predicted by numerical modelling of this
modified spillway. In the modified spillway, vortex switching was observed to occur significantly
more frequently than in the unmodified spillway and it also occurred frequently at lower flow
rates. Again, vortex switching was not predicted by the numerical models.
3D numerical modelling of the upstream section of a large scale experimental stepped
spillway at the LNEC in Lisbon was conducted. The spillway has the same step height as the
University of Leeds spillway and is considerably wider at 1000 mm. The numerical modelling
predicted a repeated pattern of cross-stream vortices across the width of the channel. In the
experimental spillway at the LNEC, 3D behaviour was observed in the step cavities (Matos
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et al., 1999), although the structure of this 3D behaviour was not identified. As numerically
predicted cross-stream vortices in the University of Leeds spillway are also confirmed by ex-
perimental observations (both in the unmodified and modified steps), the numerical modelling
of the LNEC spillway strongly suggests that cross-stream vortices also occur in this exper-
imental stepped spillway. This has further implications, as these results also suggest that
cross-stream vortices may occur in many stepped spillways in service today. Those respons-
ible for the design and operation of such spillways may be unaware of the occurrence of the
cross-stream vortices or the effect that they have on the pressures acting on the spillway.
3D numerical modelling also showed that the cross-stream vortices have an effect on the
velocities above the steps. The numerically predicted velocities are only affected in the region
directly above the pseudo-bottom, however. The width averaged velocities are only minimally
affected by the cross-stream vortices, as the cross-stream vortices only have a significant
effect on the velocities above the steps at specific locations. The experimental, time averaged,
velocities do not appear to be affected by the cross-stream vortices. This is potentially due to
the fact that vortex switching acts to average out these effects.
Numerical modelling was conducted of stepped spillways with varying geometry in order
to investigate the occurrence of cross-stream vortices. Spillways of varying width, but the
same step height and slope as the unmodified University of Leeds spillway, were numerically
modelled. The results showed that, as the width of the channel increases, the cross-stream
vortices spread out across the width of the channel until a certain width is reached, at which
point another repetition of the cross-stream vortices occurs. There is a limiting value of W ,
below witch cross-stream vortices do not occur. It was found to be between 1hs and 1.5hs .
A relationship was developed to predict the number of repetitions of the cross-stream
vortices, N , for a given step height and channel width (equation (7.1)). This relationship ac-
curately predicted the values of N observed in all numerical and experimental modelling. The
relationship is also used to predict the wavelength of the cross-stream vortices, λw (equation
(7.3)). It was found that, as the width of the spillway increases, λw tends to
√
pihs . The value
of
√
pihs may be fundamental in the formation of the cross-stream vortices, however, further
research is required to confirm this. The relationships developed to predict N and λw could
provide a valuable tool for reservoir engineers to predict cross-stream vortex structures in
stepped spillways.
Numerical modelling of stepped spillways of varying slope was also conducted. In each
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case, the step height was constant, at 80 mm, and the step length was varied. The channel
width was 150 mm and only one repetition of the cross-stream vortices was observed at this
width. At slopes of 2H:1V, 3H:2V and 2H:3V the cross-stream vortices were observed. At a
slope of 1H:2V, however, cross-stream vortices did not occur in the step cavities, although the
flow structures were not uniform across the channel width. This shows that there are a range
of channel slopes at which cross-stream vortices may occur, however, there appears to be a
limit to this range.
8.3.2 Project Aim 1: Investigate the Ability of Three Mesh Based Multiphase
Models to Predict Air Entrainment, and other Important Flow Character-
istics, in Skimming Flows over Stepped Spillways
Comprehensive 2D and 3D modelling of two experimental stepped spillways has been con-
ducted using the Eulerian, VOF and mixture multiphase models. A number of RANS turbu-
lence models were used in conjunction with these multiphase models. The University of Leeds
stepped spillway was modelled in 3D and the LNEC stepped spillway was modelled in 2D, as
full 3D numerical modelling of this spillway was unfeasible due to its large size. The numer-
ically predicted velocities, AVFs, flow depths and pressures were compared to experimental
data, and a number of methods of identifying the location of the inception point in the numer-
ical models were also investigated. None of the numerical models predicted time-dependent
behaviour, other than in one specific case in which a transient free-surface was observed.
The Eulerian multiphase model was shown to be able to predict air entrainment in both
spillways. The SST k − ω model was found to be the most accurate turbulence model when
used in conjunction with the Eulerian model. The Eulerian model predicted the onset of air
entertainment close to the crest of both spillways investigated, significantly further upstream
than in the experimental models. The air entertainment in this region, however, is restricted
to a small band close to the free-surface. It is hypothesised that the observed aeration, close
to the spillway crest, is due the fact that the Eulerian model does not explicitly capture a free-
surface, so surface tension cannot be applied at the free-surface in the non-aerated region.
The AVFs predicted by the Eulerian model, with the SST k − ω model, above the steps at the
LNEC spillway, however, agreed well with the experimental AVFs in the fully aerated region.
This suggests that the numerically predicted air entrainment at the crest of the spillway only
has a small effect on the AVF profiles in the aerated region.
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The Eulerian model, with the SST k−ω and standard k−ω models, predicted the velocity
profiles above the steps at the LNEC stepped spillway accurately. Adjacent to the pseudo-
bottom, the velocities are predicted less accurately. However, this location is where the max-
imum experimental error is expected to occur, due to deflection of the main flow from the step
corners affecting the velocity measurements. The Realisable, RNG and standard k−models
predicted the velocities and AVFs less accurately due to fact that they predicted a shorter reat-
tachment length of the recirculating vortices than the k − ω turbulence models. The Eulerian
model with the SST k−ω model also predicted the flow depths accurately over both spillways
investigated.
The Eulerian model was able to accurately predict the inception point location at the LNEC
spillway, as defined as the intersection of the turbulent boundary layer (TBL) and the equival-
ent clear water depth, d , with both the Realisable k −  mode and the RNG k −  model. The
SST k − ω model, however, did not predict the inception point accurately using this method.
Despite this, the Eulerian model with the SST k−ω was able to accurately predict the inception
point location using other methods. The locations where air is entrained into the step cavit-
ies, by visual inspection of the AVF contours, agreed well with the experimentally recorded
inception point locations at both spillway investigated. In the LNEC stepped spillway, analysis
of the depth averaged AVFs (Cmean ) and the AVFs at the pseudo-bottom was shown to be a
potentially reliable method for predicting the location of the inception point using the Eulerian
model with the SST k − ω model. The values of the Cmean and the AVF at the pseudo-bottom
which are used to define the inception point in the numerical model, however, vary slightly in
the experimental values due to the small amount of air which is entrained close to the crest of
the spillway. In the University of Leeds spillway, definition of the inception point by the inter-
section of the TBL and d , as well as by analysis of Cmean and the AVF at the pseudo-bottom,
was complicated due to wall effects caused by the relatively narrow channel width.
The LNEC spillways was numerically modelled, using the Eulerian model with the SST
k − ω model, at a geometric scale 15 times larger than the experimental spillway, in order to
represent a prototype scale stepped spillway. The experimental velocity measurements, and
numerically predicted velocities at experimental scale, were scaled using Froude similarity so
that they could be compared to the prototype scale numerical data. The AVFs were compared
directly as the are dimensionless, so do not require scaling. Froude similarity was used to
match the flow rates between the experimental and prototype scale models.
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There was very close agreement between the prototype scale numerical velocities and the
scaled up experimental and lab scale numerical velocities. The AVFs predicted at lab scale
and prototype scale differed slightly. However, the predicted AVFs were reasonably close to
one another and they both predicted the experimental AVFs with similar accuracy. This shows
that the Eulerian model, with the SST k − ω model, has the potential to accurately predict
important flow features of aerated skimming flows over stepped spillways at prototype scale.
The VOF model is unable to predict air entrainment in its standard form, however, the
model has been shown to be able to accurately predict a number of important flow features
of free-surface hydraulic flows, including in stepped spillways. It is a commonly used free-
surface modelling technique, so was investigated in this research project in order to make
comparisons with the Eulerian and mixture multiphase models.
As the VOF model does not predict air entrainment it underestimates the flow depth con-
siderably in the aerated region. The model did, however, accurately predict the equivalent
clear water depth in the non-aerated region of the LNEC stepped spillway. The VOF model,
with the SST k−ω model, was shown to be able to predict the velocities reasonably accurately
in LNEC spillway. However, as the VOF model underestimates the flow depth in the aerated
region, the velocities were only predicted accurately up to a certain depth. The VOF model
was able to predict the location of the inception point, by the intersection of the TBL and d ,
reasonably well at the LNEC stepped spillway. Again, the relatively narrow channel width of
the University of Leeds stepped spillway complicated the analysis of the inception point. The
other methods used to identify the location of the inception point were not investigated using
the VOF model, as they consider the entrainment of air, which does not occur in the VOF
model.
The mixture model predicted air entrainment at both spillways investigated. Similarly to the
Eulerian model, the mixture model predicted the onset of air entrainment close to the crest
of the spillway. This is thought to be due to the same reasons as the Eulerian model. At the
LNEC stepped spillway, the mixture model, with all turbulence models investigated, did not
predict the velocities or AVF profiles accurately and significantly overestimated the flow depth.
At the University of Leeds stepped spillway, the flow depths were predicted more accurately,
however, not as accurately as those predicted by the Eulerian model. By considering the
intersection of the TBL and d , the mixture model accurately predicted the inception point loc-
ation at the LNEC stepped spillway. However, as with the Eulerian and VOF models, the wall
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effects in the University of Leeds stepped spillway complicated the analysis of the inception
point location using this definition. As the mixture model did not predict the AVFs accurately,
the other methods of identifying the location of the inception point were not considered for this
multiphase model.
All of the numerical models investigated predict the general pattern of pressure, caused by
the cross-stream vortices in the University of Leeds spillway, accurately. The numerical mod-
els, however, do not predict time dependent behaviour in the pressures acting on the spillway
walls or step faces. Therefore, the experimentally measured pressure fluctuations, or the re-
versals in pressure pattern caused by vortex switching, were not predicted by the numerical
models. At the highest flow rate investigated, the predominant direction of circulation of the
cross-stream vortices, in the experimental spillway, was the opposite of the lower flow rates.
The numerical models did not predict the this reversal in the direction of the cross-stream vor-
tices so the numerically predicted pattern of pressure at this flow rate is the opposite to what
is observed in the experimental model.
In general, the magnitudes of pressure predicted by the numerical models agree well with
the experimental pressure data. However, at certain locations within the spillway, the agree-
ment between the numerical and experimental pressures is not as good. In some locations,
especially at the downstream ends of the horizontal step faces, there is a large variation
between pressures predicted by the different numerical models. These locations, however,
often correspond to large fluctuations in the experimentally measured pressures, so the dis-
similar numerical pressures all appear to be reasonably accurate.
At the highest flow rate, at which the predominant direction of circulation of the cross-
stream vortices is the opposite to that predicted by the numerical models, the numerical
pressures where compared to the experimental pressures, over a time period when vortex
switching had caused the direction of circulation of the cross-stream vortices to match in both
the numerical and experimental models. At these times the numerical models were found to
predict the experimental pressures reasonably accurately.
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8.3.3 Project Aim 3: Conduct an Experimental and Numerical Investigation
into the Pressures Acting on the Side Walls and Step Faces of Stepped
Spillways
The pressures acting on the step faces and side wall of the University of Leeds spillway were
analysed, both experimentally and numerically, in order to investigate the risk of plucking and
cavitation damage in stepped spillways. Both the numerical and experimental models show
that there are large variations in pressure over relatively small distances, especially on the
horizontal step faces. This has an important impact on plucking damage as a large differential
in pressure across a masonry block may cause the block to rotate out of position, which can
contribute to plucking damage (Winter et al., 2010).
The experimental and numerical models show that the high pressures acting on the on
the horizontal step faces are lower in the fully aerated region. The low pressures acting on the
vertical step faces, however, are largely unaffected by the presence of air in the flow. Previous
studies, such as McGee (1988), have shown that, for other hydraulic structures, the presence
of air acts to increase low pressures and protect the structure from cavitation damage. The
results of this research project suggest that this may not be the case for stepped spillways.
The aerated region of the spillway may still be protected from cavitation damage, as the air
bubbles may cushion the collapse of vapour bubbles. However, this does not apply to plucking
of masonry blocks, so stepped spillways may be at risk of plucking damage in both the aerated
and non-aerated region.
The Eulerian and mixture models show that the high pressures acting on the horizontal
step faces are reduced when the flow is aerated. It is thought that air entrainment affects
pressure due to the increased compressibility of air-water mixture. The air phase in both the
Eulerian and mixture models was modelled as incompressible. Therefore, the compressibility
of the aerated flow must not be the only factor which affects the pressures acting on the
spillway surfaces. The compressibility of the air-water mixture, however, may still contribute to
the change in pressure in aerated flows.
The lowest numerical pressures were observed at the top of the vertical step faces, im-
mediately below the step corner. Experimental pressure measurements could not be made in
these locations, however, so these numerical results require further validation. The numerical
pressures observed in this study were not low enough to cause cavitation vapour bubbles to
form. The numerical models, however, do not predict the pressure fluctuations observed in
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the experimental model. Therefore, pressure fluctuations in the experimental model may have
resulted in pressures which are low enough to cause cavitation bubbles to form. Stepped spill-
ways of different geometry, or higher discharges, may be more likely to result in sub-vapour
pressures occurring at the top of the vertical step faces. The low pressures in these regions
may also be low enough for plucking damage to occur.
8.4 Recommendations for Further Research
This research project has identified a complex pattern of cross-stream vortices which occur
in the step cavities. In order to better understand these vortices, further research should
be conducted. This research should aim to identify the cause of the cross-stream vortices,
the limiting geometries in which they may occur and the form that the vortices may take for
a given geometry. This research may be conducted both experimentally and numerically,
however, investigation into prototype stepped spillways should also be undertaken in order to
determine whether cross-stream vortices may occur in stepped spillways which are in service.
Further investigation should also be conducted into the role that
√
pi plays in the formation of
the cross-stream vortices.
The Eulerian model multiphase model with the SST k − ω model has been shown to be
able to accurately predict a range of important flow features in skimming flows over stepped
spillways. In order to further prove the model’s reliability in predicting aerated skimming flows,
validation against a wider range of physical data sets is required. This should include numer-
ical modelling of stepped spillways with varying geometries. Validation of the numerical model
with physical data sets measured at prototype scale should also be conducted. The investig-
ation could also be extended to consider other free-surface flows in which air entertainment
is important. Investigation should also be conducted, using the Eulerian model, into other
turbulence models, such as LES, which may be able to predict the time dependent behaviour
observed in the physical stepped spillway models.
The pressures acting on the step faces and side walls of the University of Leeds stepped
spillway were shown, both numerically and experimentally, to vary significantly over short
distances due to the cross-stream vortices. Low pressures, which may cause cavitation or
plucking damage, were also observed in both the aerated and non aerated regions. It is
important that the pressures acting in stepped spillway are understood more clearly in order to
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ensure the safety of stepped spillways operating under skimming flows. Further experimental
investigation should aim to measure pressures acting across a greater area of the step faces
and side walls, rather than at a limited number of points, as is the case for this study. This is
especially important at the top of the vertical step faces, where extremely low pressures are
predicted by the numerical models. This would also allow the numerical models to be validated
in these locations. Further research should also be conducted into plucking damage, as this
is less well understood than cavitation damage. This research should aim to identify the areas
at most risk of plucking damage, as well as the magnitudes of pressures required to remove
masonry blocks from the surfaces of the spillway side walls or step faces.
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APPENDIX A
Additional Information for Chapter 5
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A. ADDITIONAL INFORMATION FOR CHAPTER 5
This appendix contains additional information on the grid convergence and time step inde-
pendence studies, which were conducted for numerical modelling of the LNEC stepped spill-
way, as presented in chapter 5. AVF profiles predicted by the VOF model, which were not
included in the main text, are also included in this appendix.
A.1 Grid Convergence
This section gives further details and analysis of the grid convergence study which was con-
ducted for numerical modelling of the LNEC stepped spillway. All grid convergence analysis
was conducted at a flow rate of Q = 180 l/s.
A.1.1 Eulerian Model
A.1.1.1 AVFs
As also described in chapter 5, the grid convergence of a solution is determined using the
grid convergence index (GCI). In the GCI method, hg is the dimension of a cell. The grid
refinement ratio, r , is then calculated by r = hg3/hg2 = hg2/hg1. fi is the value of a variable
produced by Mesh i . The observed convergence rate, pg , is given by
pg =
ln
( |f3−f2|
|f2−f1|
)
ln r
(A.1)
The grid convergence index is the calculated by
G C I =
F s|e|
r pg − 1 × 100 (A.2)
where F s is a factor of safety, often taken as 1.25, and e is the error between the two grids.
Note that the value of the GCI is multiplied by 100 to convert it into a percentage error. e is
calculated by
e =
fi − fi−1
fi−1
. (A.3)
If the solutions for for the three meshes investigated are in the asymptotic range then
G C I23 ≈ r pg G C I12. (A.4)
Equation (A.4) can be rearranged to produce the asymptotic verification (AV), where
AV =
G C I23
r pg G C I12
≈ 1. (A.5)
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Figure A.1 shows the GCI errors of the AVFs for the Euelrian model. Note that only the
data in the aerated region has been shown. It can be seen that there are some extremely high
values of both G C I12 and G C I23, more than 1000%, which indicates that grid convergence
has not been achieved. This disagrees with the findings of the grid convergence analysis for
the velocities, which found that the solutions were independent of the mesh sizes.
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Figure A.1: Grid convergence index percentage error of air volume fraction at numerous locations above the
pseudo-bottom. The solutions were calculated for three meshes, using the Eulerian model with the Realisable
k −  model, at Q = 180 l/s
In order to investigate the cause of these high GCI values further, the AVF grid conver-
gence of a single data point, z = 14.7 mm at step 30, is considered in detail.
The AVFs at this point for each grid are
f1 = 0.2206, f2 = 0.2482 and f3 = 0.2762
which gives
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|f2 − f1| = 0.0276 and |f3 − f2| = 0.0280.
These two values are very similar, which indicates that the model solutions are changing lin-
early with grid refinement and therefore mesh independent solutions have not been achieved.
The affect of this is that
|f3 − f2|
|f2 − f1| =
0.0280
0.0276
= 1.0144
which is close to 1, causing the numerator of eqn. (A.1) to be small and therefore the value of
pg to be small:
ln
( |f3−f2|
|f2−f1|
)
= ln(1.0144) = 0.0143 so p = 0.01430.2231 = 0.0641.
The low value of pg results in r pg ≈ 1 so that r pg − 1 becomes
r pg − 1 = 1.2580.06441 − 1 = 1.0145− 1 = 0.0145.
This low value of the denominator in equation (A.2) results in the GCI values becomeng ex-
tremely high:
G C I12 = 1.25×0.12510.01445 × 100 = 1078.45% and G C I23 = 1.25×0.11280.01445 × 100 = 972.41%.
Despite these high GCI values, the AV is still relatively close to 1:
AV =
G C I23
r pg G C I12
=
972.441
1.0145× 1078.45 = 0.889
which suggests that, although the GCIs are high, the solution still falls within the asymptotic
range.
Figure A.2 shows the AV values of the AVFs for the Eulerian model. It can be seen that,
in most cases, the values are reasonably close to 1. At the upstream steps, the lower values
values of z may be considered outside of the asymptotic range, however the vast majority of
values appear to fall within the asymptotic range.
Both the high GCI value, and the AV values which are not close to 1, can both be ex-
plained by considering the AVF profiles predicted with the three meshes. Figure A.3 shows
the AVF data for each mesh. It can be seen that there is little difference between the AVF
profiles predicted with all three meshes. At a certain position, the difference between the AVF
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predicted by meshes 1 and 2 may be very similar to the difference between the AVF predicted
by meshes 2 and 3. As explained above, this will cause the GCI error to be high. In another
position, the difference between the AVF predicted by meshes 1 and 2 may be smaller than
the difference between AVF predicted by meshes 2 and 3. This would result in a value of AV
which is not close to 1. However, the magnitudes of all these differences are small. Refine-
ment of the computational mesh has not resulted in significant differences in the predicted
AVFs, which suggests that further refinement of the computational mesh would not result in
an improved solution.
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Figure A.2: Asymptotic verification of air volume fraction at numerous locations above the pseudo-bottom. The
solutions were calculated for three meshes, using the Eulerian model with the Realisable k −  model
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Figure A.3: Air volume fraction data for three meshes at numerous locations above the pseudo-bottom. The
solutions were calculated using the Eulerian model with the Realisable k −  model, at Q = 180 l/s
Figure A.4 shows the absolute error between the AVFs predicted by meshes 2 and 3 and
the experimental data. The SST k − ω turbulence model has been used in each case. It
can be seen that both meshes produce similarly accurate results. This suggests that the
solutions are independent of grid refinement, as there is not a significant difference between
the solutions predicted using the two meshes. Therefore, it was decided that mesh 2 was
acceptably independent of grid resolution, so was used for all numerical modelling conducted
in chapter 5.
The GCI approach is a useful method for analysing numerical error due to the refinement
of the computational grid. However, as is demonstrated here, the results can be misleading.
It is important, when analysing grid convergence, that all of the data is considered, in order to
determine whether further grid refinement is required.
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Figure A.4: Absolute error between numerically predicted and experimentally measure AVFs, for meshes 2 and
3. Numerical results predicted by the Eulerian model with the SST k − ω turbulence model, at Q = 180 l/s. The
colour of each cell represents which range of values the error falls within at the corresponding location. These
ranges are defined in the key of the figure
A.1.2 VOF Model
For the VOF model, only the velocities are considered, as the VOF model does not predict
air entrainment. Figure A.5 shows the GCI values of velocity for the VOF model. There are
spikes in both the G C I12 and G C I23 values at a certain depth at each step. This represents
the location of the free-surface, where the different meshes predict slightly different velocity
values, as the phase changes from water to air. This does not affect the velocities in the water
phase, which are of interest in this study. The GCI values close to the pseudo-bottom are also
slightly higher than at other depths, however in most cases still remain reasonably low. The
exception to this is step 16, where higher GCI values are observed. However, the vast majority
of the of the positions investigated show acceptably low GCI values. This is also evident in
figure A.6 which shows the AV values of the velocities for the VOF model. The values close
to the pseudo-bottom and at the free-surface are slightly further from 1 than at other depths.
Again, the high GCI errors, and values of AV that are not close to 1, are due to the fact that all
three meshes predict extremely similar velocity profiles (figure A.7). Therefore, the solutions
are considered to be independent of grid refinement.
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A.1.2.1 Velocities
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Figure A.5: Grid convergence index percentage error of velocity at numerous locations above the pseudo-bottom.
The solutions were calculated for three meshes, using the VOF model with the Realisable k−  model, at Q = 180
l/s
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Figure A.7: Velocity data for three meshes at numerous locations above the pseudo-bottom. The solutions were
calculated using the VOF model with the Realisable k −  model, at Q = 180 l/s
A.1.3 Mixture Model
A.1.3.1 Velocities
Figures A.8 and A.9 show the GCI values and AV values of the velocities for the mixture model
respectively. All of the GCI values are reasonably low, and the AV values are acceptably close
to 1 for the velocity solutions to be considered in the asymptotic range.
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Figure A.8: Grid convergence index error of velocity at numerous locations above the pseudo-bottom. The solu-
tions were calculated for three meshes, using the mixture model with the Realisable k −  model, at Q = 180
l/s
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Figure A.9: Asymptotic verification of velocity at numerous locations above the pseudo-bottom. The solutions were
calculated for three meshes, using the mixture model with the Realisable k −  model, at Q = 180 l/s
A.1.3.2 AVFs
Figure A.10 shows the GCI values of the AVFs for the mixture model. Some of the GCI
values shown are extremely high. This is due to the same reasons that high GCI values were
observed in the AVF values for the Eulerian model (section A.1.1.1). Figure A.11 shows the
AV values of the AVFs. It can be seen that, although the GCI values are high, in most cases
the AV values are reasonably close to 1. Further upstream, the GCI values at the lower depths
are further from 1, however. This, again, is due to the reasons described in section A.1.1.1.
A-12
A.1 Grid Convergence
0
30
60
90
z 
(m
m)
Step19 Step20 Step21 Step22 Step24
0
30
60
90
z 
(m
m)
Step25
-200 0 200
GCI (%)
Step27
-200 0 200
GCI (%)
Step30
-200 0 200
GCI (%)
Step32
-200 0 200
GCI (%)
Step34
-200 0 200
GCI (%)
0
30
60
90
z 
(m
m)
Step40
GCI12
GCI23
Figure A.10: Grid convergence index error of air volume fraction at numerous locations above the pseudo-bottom.
The solutions were calculated for three meshes, using the mixture model with the Realisable k −  model, at Q =
180 l/s
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Figure A.11: Asymptotic verification of air volume fraction at numerous locations above the pseudo-bottom. The
solutions were calculated for three meshes, using the mixture model with the Realisable k −  model, at Q = 180
l/s
A.2 Time Step Independence
Figures A.12 - A.15 show velocity and AVF profiles for the VOF and mixture models at time
steps of 1× 10−3 and 5× 10−4. In all cases the SST k −ω turbulence model was used. It can
be seen that, in all cases, the solutions for different time steps are almost identical. Therefore
1×10−3 is an acceptable time step to use for the VOF and mixture models, as reduction of the
time step does not significantly alter the solution. All time step size analysis was conducted at
a flow rate of Q = 180 l/s.
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A.2.1 VOF Model
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Figure A.12: Velocity profiles calculated using different time steps for the VOF model with the SST k−ω turbulence
model. Q = 180 l/s
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Figure A.13: Air volume fraction profiles calculated using different time steps for the VOF model with the SST k−ω
turbulence model. Q = 180 l/s
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A.2.2 Mixture Model
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Figure A.14: Velocity profiles calculated using different time steps for the Mixture model with the SST k − ω
turbulence model. Q = 180 l/s
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Figure A.15: Air volume fraction profiles calculated using different time steps for the mixture model with the SST
k − ω turbulence model. Q = 180 l/s
A.3 VOF Air Volume Fraction Profiles
Figures A.16 - A.18 show the AVF profiles of the VOF model with a range of turbulence models,
and the experimental data, for discharges of Q = 100, 140 and 200 l/s. It can be seen that the
AVF profiles are not predicted accurately as the VOF model does not predict air entrainment.
This is discussed further in chapter 5.3.3.2.
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Figure A.16: Comparison of experimental and numerical air volume fraction profiles for Q = 100 l/s. Numerical
data is shown for the VOF model with various turbulence models. The experimental inception point locations, IP1
and IP2, are indicated by the colour of the title of the subplots. Note that at AVF = 0 and AVF = 1, the numerical
AVF values are exactly 0 and 1 so overlap one another
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Figure A.17: Comparison of experimental and numerical air volume fraction profiles for Q = 140 l/s. Numerical
data is shown for the VOF model with various turbulence models. The experimental inception point locations, IP1
and IP2, are indicated by the colour of the title of the subplots. Note that at AVF = 0 and AVF = 1, the numerical
AVF values are exactly 0 and 1 so overlap one another
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Figure A.18: Comparison of experimental and numerical air volume fraction profiles for Q = 200 l/s. Numerical
data is shown for the VOF model with various turbulence models. The experimental inception point locations, IP1
and IP2, are indicated by the colour of the title of the subplots. Note that at AVF = 0 and AVF = 1, the numerical
AVF values are exactly 0 and 1 so overlap one another
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B. ADDITIONAL INFORMATION FOR CHAPTER 6
This appendix contains additional information on the grid convergence and time step inde-
pendence studies, which were conducted for numerical modelling of the University of Leeds
stepped spillway, as presented in chapter 6.
B.1 Grid Convergence
B.1.1 Pressure
Figures B.1 and B.2 shows pressure data for meshes 1, 2 and 3, at different locations within
the cavities of steps 2, 5 and 12, for both the VOF and mixture models, with the Realisable
k −  model. The GCI data and asymptotic verification (AV) data at each location is also
presented. The grid convergence results for each multiphase model are similar to those of
the Eulerian model, which are presented in chapter 6. The pressure profiles for each mesh
are extremely close. In certain positions, the GCI errors are large and the AV values are not
close to 1. However, as there is little variation in the pressure profiles for each mesh, further
refinement of the computational mesh is unlikely to produce significantly different pressure
profiles. This is discussed in more detail in chapter 6.
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Figure B.1: Grid convergence pressure data for three meshes at several locations within the spillway, calculated
using the VOF multiphase model with the Realisable k− turbulence model. The pressure data, grid convergence
index error and asymptotic verification values are displayed
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Figure B.2: Grid convergence pressure data for three meshes at several locations within the spillway, calculated
using the mixture multiphase model with the Realisable k −  turbulence model. The pressure data, grid conver-
gence index error and asymptotic verification values are displayed
B.1.2 Flow depths
Figures B.3 and B.4 show the flow depths for the three meshes, as well as the GCI errors and
AV values, for the VOF and mixture models with the Realisable k −  model, at the centreline
of the spillway. The flow depth grid convergence results for each multiphase model are also
similar to those of the Eulerian model. There is a noticeable difference in the flow depths
predicted with the three meshes, and there are extremely large GCI errors in some locations,
especially with the mixture model. However, the AV values are very close to 1 in both cases,
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which suggests that further refinement of the mesh would not significantly alter the predicted
flow depths. Again, refer to chapter 6 for more details on this.
The pressure and flow depth grid convergence results for the VOF and mixture models
confirm that mesh 2 was suitable for numerical modelling of the University of Leeds stepped
spillway.
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Figure B.3: Grid convergence flow depth data for three meshes, calculated using the VOF multiphase model with
the Realisable k− turbulence model. The pressure data, grid convergence index error and asymptotic verification
values are displayed. Flow depths are displayed at the centreline of the spillway
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Figure B.4: Grid convergence flow depth data for three meshes, calculated using the mixture multiphase model
with the Realisable k −  turbulence model. The pressure data, grid convergence index error and asymptotic
verification values are displayed. Flow depths are displayed at the centreline of the spillway
B.2 Time Step Independence
This section presents data from the time step independence study, which was conducted for
numerical modelling of the University of Leeds spillway, for the VOF and mixture models.
Modelling was conducted using time steps of 1 × 10−3 s and 5 × 10−4 s and in all cases the
Realisable k −  turbulence model was used.
B-6
B.2 Time Step Independence
Figures B.5 and B.6 show the pressures predicted by the VOF and mixture models, using
the two time steps investigated, in the same locations that were considered in the grid conver-
gence analysis. Figures B.7 and B.8 show the flow depths predicted by the VOF and mixture
models, using the two different time steps investigated, at the centreline of the spillway. All
figures show that the pressures and flow depths predicted using the two different time steps
are almost identical. Therefore a time step of 1× 10−3 s was used for numerical modelling of
the University of Leeds stepped spillway.
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Figure B.5: Pressure data at several locations within the spillway, calculated using two different time steps. The
VOF multiphase model with the Realisable k −  turbulence model was used for numerical modelling
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Figure B.6: Pressure data at several locations within the spillway, calculated using two different time steps. The
mixture multiphase model with the Realisable k −  turbulence model was used for numerical modelling
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Figure B.7: Flow depth data calculated using two different time steps. The VOF multiphase model with the Realis-
able k −  turbulence model was used for numerical modelling. Flow depths are displayed at the centreline of the
spillway
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Figure B.8: Flow depth data calculated using two different time steps. The mixture multiphase model with the
Realisable k −  turbulence model was used for numerical modelling. Flow depths are displayed at the centreline
of the spillway
B-8
B.3 3D Free-Surface Profiles
B.3 3D Free-Surface Profiles
Figure B.9 shows the isosurfaces of y90 for the VOF, mixture and Eulerian models with the
Realisable k −  and RNG k −  turbulence models at Q = 15 l/s. It can be seen that all
combinations of multiphase model and turbulence model predicts a 3D free-surface, due to
the relatively narrow width of the channel. The transient splashing predicted by the VOF model
with the SST k−ω model (figures 6.6 and 6.14) are not predicted by the VOF model with either
of the two k −  models.
B-9
B. ADDITIONAL INFORMATION FOR CHAPTER 6
Figure B.9: Isosurfaces at air volume fractions of 0.9 for the VOF, mixture and Eulerian multiphase models, with
the Realisable k −  and RNG k −  turbulence model, at Q = 15 l/s. The images are mirrored at the centreline of
the spillway due to the symmetry boundary condition used centreline
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C. ADDITIONAL INFORMATION FOR CHAPTER 7
C.1 3D Velocity Profiles Above the Steps of the LNEC Stepped
Spillway
This appendix contains additional information on the 3D velocity profiles above the steps at
the LNEC spillway, as described in chapter 7.
Figure C.1 shows the velocities across the width of the channel, at increasing values of z ,
at step 15, for the simulation with symmetry boundary conditions at either side of the spillway.
Figures C.2 and C.3 show the velocities across the width of the channel, at increasing values
of z , at steps 14 and 15, for the simulation with a wall boundary conditions at one side of the
spillway and a symmetry boundary condition at the centreline of the spillway. In all figures the
mean velocity and standard deviation are shown and the positions of w= 500 mm and w= 571
mm are also indicated. It can be seen that at all depths the velocities follow a sinusoidal wave
across the width of the channel. The variation in the velocity across the width of the channel
reduces significantly as the depth increases, in common with figures 7.13 - 7.15, in chapter 7.
Figures C.1 - C.3 show very similar behaviour to figure 7.16, in chapter 7. In figures C.2
and C.3, significant wall effects can be observed due to the no slip boundary condition used
at the wall. It is noticeable that the sinusoidal wave at steps 14 is similar to that at step 15, but
with the peaks and troughs of the wave patterns translated by 71 mm (half a wavelength) due
to the alternating pattern of cross-stream vortices.
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Figure C.1: Velocity profiles across the channel width of step 15, at different values of z, for the 3D simulation of
the upstream section of the LNEC spillway using symmetry boundary conditions. The mean velocity and standard
deviation are also shown and the locations of w= 500 mm and w= 571 are indicated
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Figure C.2: Velocity profiles across the channel width of step 14, at different values of z, for the 3D simulation
of the upstream section of the LNEC spillway using wall boundary conditions. The mean velocity and standard
deviation are also shown and the locations of w= 500 mm and w= 571 are indicated
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Figure C.3: Velocity profiles across the channel width of step 15, at different values of z, for the 3D simulation
of the upstream section of the LNEC spillway using wall boundary conditions. The mean velocity and standard
deviation are also shown and the locations of w= 500 mm and w= 571 are indicated
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