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We investigate the lattice and electronic structure of the bulk and surface of the prototypical lay-
ered topological insulator Bi2Se3 using ab initio density functional methods. We show that inclusion
of the van der Waals (vdW) interactions yields accurate values for both the lattice constants and
distance between quintuple layers (basic structural units), in contrast to other standard approaches.
For the topological surface state, inclusion of vdW interactions yields a Dirac cone with its tip just
below the chemical potential, quasiparticle velocity very close to the experimental values, and a
helical spin texture. Our results establish a framework for unified self-consistent first-principles cal-
culations of topological insulators in bulk, slab and interface geometries, and provides the necessary
first step towards ab initio modeling of topological heterostructures.
Introduction. Most proposed applications of topo-
logical insulators (TIs) involve fabricating heterostruc-
tures combining these materials with other topologically
trivial compounds, and creatively controlling the spin-
momentum locked symmetry-protected states at the in-
terface between the two. These interface states are often
assumed to be helical and isotropically dispersing, in re-
semblance to their counterparts at surfaces.1,2 Theoreti-
cal models, however, show that symmetry breaking at the
interface leads to substantial modifications of the prop-
erties of topological states.3,4 In real systems such sym-
metry breaking interface potentials may originate from
strain and stress due to lattice mismatch, broken bonds,
buckling, and surface reconstruction; experiments indi-
cate that they do indeed modify, sometimes drastically,
the expected behavior of the topological states.5–7 To de-
velop a detailed understanding of the origin, form, and
magnitude of these potentials, we first need a comprehen-
sive picture of the structural and electronic properties of
both the bulk and surface states which can be used as a
reference and starting point for the interface problem.
Given the importance of this question, and noting that
most topological materials are not strongly correlated, it
would be reasonable to assume that the bulk, surface, and
interface properties can all be understood from ab initio
calculations. Surprisingly, however, few such studies ac-
complish a fully self-consistent picture. The reason for
this is clear from reviewing existing treatments. Correct
computation of the displacement of atoms in the vicin-
ity of the interface requires, as the first step, accurate
knowledge of the atomic positions and strain field in the
bulk. For the prototypical topological insulator Bi2Se3,
an accurate self-consistent simultaneous determination of
the bulk structure and electronic properties within den-
sity functional theory (DFT) approaches has been largely
absent.
Here we fill this gap, and show that systematic inclu-
sion of van der Waals (vdW) interaction into DFT-based
approaches allows us to accurately and self-consistently
obtain the lattice and electronic structure with correct
and stable properties of the surface state. Our results
demonstrate that accounting for vdW potentials in the
ab-initio treatment of layered TIs8,9 is a necessary first
step towards a comprehensive understanding of such sys-
tems, which will lead to interface engineering and the
design of topological electronic devices.
Ab initio approaches to Bi2Se3 and van der Waals
forces. Bi2Se3, in addition to many other topological
insulators, has a layered structure. The main structural
unit is a “quintuple layer” (QL), which consists of three
selenium and two bismuth layers arranged in the order
Se′−Bi−Se−Bi−Se′, where the pairs of Se′ and Bi posi-
tions are related through inversion symmetry. The cou-
pling between QLs is believed to be predominantly due
to vdW forces. However, to our knowledge, this has not
been properly implemented in DFT calculations for the
bulk or surfaces. Surface calculations are typically done
in the “slab” geometry, with a periodic arrangement of
several QL-thick slabs separated by vacuum layers. Not
using a sufficiently thick vacuum means that slabs inter-
act with their periodic images through vacuum via long-
range vdW interactions which affects the behavior of the
surface states.
DFT studies make two choices at the outset. The
first is the selection of the exchange correlation func-
tional, with the Generalized Gradient Approximation
(GGA) and the Local Density Approximation (LDA)
most commonly used for Bi2Se3. Methods such as the
addition of the on-site Coulomb repulsion (LDA+U), use
of hybrid functionals10 that take into account a frac-
tion of the exact Hartree-Fock exchange energy, and
computing the electron self-energy with the renormal-
ized Coulomb potential (GW)11,12, all aim to improve
the accuracy of these approximations under various as-
sumptions. The last of these is in principle the most pre-
cise, but both the GW method and its non-self-consistent
counterpart, G0W0, are computationally expensive, ren-
dering them impractical for surface and interface calcu-
lations10. Therefore below we restrict ourselves to LDA,
GGA, and LDA+U methods, which are sufficient for a
weakly correlated material such as Bi2Se3.
The second choice fixes the method for finding the op-
timal crystal structure. Many DFT studies of Bi2Se3
in bulk and at surfaces use experimentally determined
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2lattice constants10,11,13,14, fixing the volume of the unit
cell, and find the relaxed atomic positions within this cell
under the constraint of respecting the crystal symmetry.
The results reproduce salient features of the electronic
spectra in bulk and at surfaces, although there is some
debate about whether many body corrections are nec-
essary to obtain the correct magnitude of the gap and
character (direct vs indirect)12,15,16. In the same spirit,
the study of interfaces has been largely limited to per-
fectly lattice matched cases17, or to making a priori as-
sumptions about structural changes at the boundary18.
Calculations are run with this method due to the fact
that a structural optimization of bulk Bi2Se3 yields erro-
neous results: when a full geometry relaxation with LDA
or GGA is run and the unit cell volume is allowed to
change, the calculation yields lattice parameters differ-
ent from those determined experimentally, implying that
the strain field is not correctly determined using these
methods19,20.
Previous attempts to include vdW interaction in the
bulk20 and slab21,22 calculations have been inconsistent.
Ref. 20 performed structural optimization including vdW
but omitting spin-orbit interaction (SOI), known to be
critical for band formation and inversion in topological
insulators; they then computed the electronic bands fix-
ing this structure, employing GGA with SOI. Refs. 21
and 22 used slab geometries with small vacuum thickness,
implying that the system was not free of electrostatic in-
teraction of slabs with their images. As a consequence
the obtained lattice constants and electronic dispersion
differ from both experiment and our results presented be-
low, and no bulk results are shown for comparison. We
show that consistent inclusion of the vdW interaction in
the GGA scheme improves agreement with experiment
of the lattice constants computed with full geometric re-
laxation, by an order of magnitude, gives a reasonable
value of the bulk band gap, and yields characteristics of
the surface state very close to those observed experimen-
tally.
Methods. We used a hexagonal unit cell for Bi2Se3
(see Fig. 1(a)) which is convenient for the description of
the surface states. All calculations below were carried
out using the Vienna Ab initio Simulation Package24–27
(VASP), version 5.4.4. Crystallographic information is
taken from experimental data23 retrieved from Crystal-
lography Open Database28–32. We used Project Aug-
mented Wave (PAW) potentials33,34 for Bi (5d106s26p3)
and Se (4s24p4), for a total of 48 electrons, and a plane-
wave basis. Convergence tests revealed that a Γ-centered
k-point grid of 11x11x11 k-points and an energy cut-off
of 450 eV for the plane wave basis are sufficient for high
accuracy results. We performed fully relativistic calcula-
tions which include SOI. The convergence threshold for
energy is taken to be 10−5 eV. Band structures are plot-
ted with data processed using vaspkit35. We used GGA–
PBE36,37, LDA38, LDA+U and GGA+vdW, with full
relaxation. We compared the results of two methods in-
cluding van der Waals interactions: semi-empirical DFT–
D239 and DFT–D340 methods. Semi-empirical methods
add to the total energy corrections proportional to r−6ij
(DFT–D2) with additional terms varying as r−8ij (DFT–
D3) for each pair of atoms i, j which are separated by
less than the cutoff distance. We used the default cutoff
distance of 50 A˚, and checked that cutoff radii of 40A˚ and
65A˚ do not change the results. To reduce the contribu-
tion from pairs of atoms that are bonded covalently these
methods use a short-distance damping function, and we
used the original Fermi type function39 for DFT–D2, and
the D3(zero) form for the DFT-D3 calculation.
Bulk properties Our results for the structural op-
timization are shown in Table II. As expected, LDA
overbinds the electrons leading to a 1.3% contraction
of the lattice constants compared to their experimental
value. This reduction is in quantitative agreement with
the 4% volume change of the unit cell found in Ref. 19,
albeit the values for the lattice constants differ due to dif-
ferent optimization procedures. The unit cell volume is
overestimated with GGA by about 7% in our calculation
vs. almost 10% in Ref. 19. Ref. 20 found the cell volume
overestimated even more using PBE, but that is mostly
due to a significant elongation of the c-axis lattice con-
stant, perhaps related to the effectively two-dimensional
k-point mesh (13x13x1) used in that work. Both GGA
and LDA give large errors for the bulk energy gap, as is
common for small gap semiconductors with strong spin-
orbit coupling.
Notably, using both GGA and LDA we find that the
difference between the experimental values and those ob-
tained from first principles is much greater for the dis-
tance between adjacent QLs (see Fig. 1(a)), dint in Ta-
ble II, than for the lattice constants. Since the QLs repre-
sent a system with an effectively closed shell19, the bond-
ing between the QLs is due to van der Waals forces, and
this result immediately suggests the critical role of the
vdW interaction for structural optimization.
To become convinced that intra-QL Coulomb correla-
tions cannot account for the discrepancy, we performed
LDA+U calculations with the on-site repulsion on Bi or-
bitals, see Table II. For U = 5, the lattice constants a
and c are very close to their experimental values, but the
inter-QL distance still significantly deviates from that in
experiment, and is only improved for U = 7, where the
lattice constants increase. In contrast, the gap magnitude
is closest to experiment for U = 3. Therefore no single
value of U consistently improves the results. Moreover,
the observed trends imply that the agreement with ex-
periment is accidental: increasing values of U tend to
collapse the energy gap, in contrast to the physical ex-
pectation that Coulomb repulsion localizes corresponding
orbitals and pushes bands apart. The situation is even
worse for GGA+U as we very quickly reach gap collapse
and metallicity. We therefore conclude that the error in
the interlayer distance must be related to the long-range
part of the interaction.
Including van der Waals in the structural optimization
using the Grimme scheme39, we find a dramatic improve-
3Expt. GGA LDA LDA+U
U = 3 U = 5 U = 7
a (A˚) 4.14323 4.233 +2.2% 4.089 -1.3% 4.115 -0.7% 4.144 +0.024% 4.159 +0.4%
c (A˚) 28.63623 29.261 +2.2% 28.262 -1.3% 28.445 -0.7% 28.646 +0.035% 28.750 +0.4%
dint (A˚) 2.579
23 2.747 +6.5% 2.386 -7.5% 2.429 -5.8% 2.475 -4.0% 2.514 -2.5%
Gap Eg (eV) 0.3 0.156 -48% 0.462 +54% 0.2891 -3.6% 0.2326 -22% 0.1143 -62%
TABLE I. Results for the structural optimization of Bi2Se3 without the van der Waals corrections. For each parameter we
give the percentage difference relative to the experimental value.
ment (an order of magnitude) in the agreement with ex-
periment for values of the lattice constants, and the in-
terlayer spacing, see last column of Table II. The inter-
QL spacing dint deviates from experiment by only 1.4%,
while the lattice constants match the experimental val-
ues almost exactly. The obtained band gap (indirect) is
much closer to the experimental value than that obtained
using other functionals, see Table II. The band structure
shown in Fig. 1(c) exhibits, albeit not very strongly, a
characteristic ‘camelback’ feature in the valence band at
the center of the Brillouin Zone (Γ) due to Spin-Orbit
Coupling. This feature is sensitive to the choice of the
approximation: it nearly vanishes in GGA, and is over-
emphasized in LDA to the extent that the conduction
band acquires this feature as well. It has been argued
that the many body GW corrections remove this feature
and produce a direct gap that agrees with experiment16,
but resolving this controversy is not the main focus of
our work. We note, however, that the inclusion of a GW
correction into LDA that “straightens” the camelback
feature also leads to a substantial reduction of the mag-
nitude of the energy gap13,15,16 (overestimated in LDA by
over 50%, see Table II), while in our case the gap is much
closer to the experimental value. Note also that the band
structure exhibits substantial energy dispersion along the
kz direction, which suggests that the k-point mesh with
only one point along z used in some previous DFT-vdW
calculations20,21 is insufficient for accurate description of
Bi2Se3.
In summary, we showed that the addition of vdW cor-
rections compensates for the severe error in the interlayer
distance in the standard approaches, and yields correct
Expt. DFT-D2 DFT-D3
a (A˚) 4.14323 4.143 -0.007% 4.176 +0.8%
c (A˚) 28.63623 28.634 -0.007% 28.867 +0.8%
dint (A˚) 2.579
23 2.544 -1.4% 2.586 +0.3%
Gap Eg (eV) 0.3 0.269 -10.3% 0.2312 -23%
TABLE II. Results for the structural optimization of Bi2Se3
using different forms of van der Waals corrections. For each
parameter we give the percentage difference relative to the
experimental value.
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FIG. 1. Bulk structure and electronic properties of Bi2Se3.
(a) Crystal structure with hexagonal unit cell that consists
of 3 quintuple layers (QL). We show the in-plane lattice vec-
tors ~a1,2, but the lattice vector ~a3 in the direction normal
to the QLs is not to scale. (b) Hexagonal Brillouin zone. (c)
Electronic band structure calculated using GGA with van der
Waals interactions, see text for details.
structural parameters as well as improved band gap and
electronic structure without the computational cost of
many-body approaches. We conclude therefore that in-
clusion of vdW forces is essential in any full relaxation
calculations of the layered TI structures.
Slab calculations and the surface states. To determine
the structure of the surface states we used the same
GGA+vdW method with the D2 choice for the vdW
correction. We found that for 5QL-thick (∼ 50 A˚) and
thicker slabs the surface states at the opposite faces hy-
bridize sufficiently weakly so that there is no observable
gap in the Dirac spectrum. We also determined that to
model surface states we need to include an amount of
vacuum that is roughly equal to twice the slab thickness
in order to avoid electrostatic interaction of the slab with
its own periodic images, which notably also generates a
gap in the spectrum of the surface states. In our calcu-
lations the outermost QLs of the slab (five atomic layers
closest to each surface) are allowed to relax, while the
atoms in the “bulk” part of the slab are kept fixed. We
find that the atomic displacements are of order mA˚, neg-
ligible for the electronic structure calculations presented
below.
The slab band structure is shown in Figure 2(a), and
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FIG. 2. Topological surface states in Bi2Se3 7QL-thick slab
with 140 A˚ vacuum with van der Waals corrections. (a) Elec-
tronic band structure with bulk bands shaded. The tip of the
Dirac cone is close to the valence band. (b) y component of
the spin for the state at the upper surface of the slab along
M¯ − Γ −M . Inset: spin texture in the plane for E = 0 eV
and E = 0.173 eV.
shows quasi-linearly dispersing Dirac-like states in the
bulk gap arising from the surface states. The vertex
of the Dirac cone lies just below the chemical poten-
tial. This is in qualitative agreement with experiment9,
although self-doping effects likely affect the location of
the Dirac point. Importantly, we find the velocity of
the Dirac quasiparticles to be 5.1 × 105 m/s, which is
much closer to the experimentally determined values of
5.0−5.5×105 m/s41–45 than the values obtained in other
ab initio calculations10,13.
We find that the surface states are nearly perfectly
helical, as shown in Fig. 2(b). The spins are predomi-
nantly normal to the direction of the momenta, and re-
verse direction upon crossing the Dirac point. The in-
sets show the calculated spin orientation along two dif-
0 10 20 30 40 50 60
z coordinate along slab (  )
0
0.05
0.1
W
av
ef
un
ct
io
n 
am
pl
itu
de
Bottom surface state (E = -0.025 eV)
Top surface state (E = -0.025 eV)
Bulk band (c) (k = 0.006329 b1, E = -0.24 eV)
Å
FIG. 3. Spatial amplitude of surface states and a state in the
bulk band.
ferent constant energy surfaces. We find that the spins
lie in the plane with negligible out-of-plane component.
We also find no evidence of hexagonal warping of the
constant energy contours at higher energies (for exam-
ple, at E = 0.18 eV), in agreement with experiments on
Bi2Se3
43,46.
The spatial profile of the surface states is shown in
Fig. 3. The decay length of the surface state is of order
of a single QL, and, for our 7QL-thick slab, the weight
essentially vanishes at the center. For comparison, we
show the amplitude of the wave function for one of the
bulk band states, which is reduced near the surface, and
extends throughout the bulk.
Summary. We performed a comprehensive high pre-
cision ab-initio analysis of the lattice structure and elec-
tronic properties of the prototypical topological insulator
Bi2Se3 comparing different approaches such as LDA and
GGA-PBE density functional methods with and without
van der Waals interactions. Our results show that inclu-
sion of van der Waals interactions is critical for ab initio
studies of layered topological materials. The key obser-
vation is that the distance between the closed shell-like
layers determined from standard DFT methods without
vdW corrections yields a large deviation from the ex-
perimental values. Using LDA+U methods produces in-
consistent results with non-physical trends. Inclusion of
the vdW interaction improves the agreement with ex-
perimental structural constants for the bulk material by
nearly an order of magnitude, significantly improves the
value for the energy gap, and yields dispersion and spin
structure of the topological surface state that closely
matches experimental results. Our results establish a
pathway for reliable self-consistent determination of the
surface and interface properties of topological materials,
and for ab initio analysis of prototype topological devices
including stress, strain, and symmetry breaking effects.
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