The teaching learning-based optimization (TLBO) algorithm has shown competitive performance in solving numerous real-world optimization problems. Nevertheless, this algorithm requires better control for exploitation and exploration to prevent premature convergence (i.e., trapped in local optima), as well as enhance solution diversity. Thus, this paper proposes a new TLBO variant based on Mamdani fuzzy inference system, called ATLBO, to permit adaptive selection of its global and local search operations. In order to assess its performances, we adopt ATLBO for the mixed strength t-way test generation problem. Experimental results reveal that ATLBO exhibits competitive performances against the original TLBO and other meta-heuristic counterparts.
Introduction
In the past decades, a few meta-heuristic algorithms have been proposed in scientific literature to address real-world optimization problems. These algorithms mainly comprises exploration and exploitation (or diversification and intensification) [1] . Exploration roams the random search space on a global scale (i.e., global search), whereas exploitation focuses on searching in a local region by exploiting the current suitable solution (i.e., local search). Overemphasizing exploration consumes significant computational resources and prevents convergence. Conversely, excessive exploitation tends to deny a diverse solution and may lead toward local optima. Most meta-heuristic algorithms introduce specific parameter controls to manage exploration and exploitation effectively. For example, genetic algorithm (GA) [2] exploits mutation and crossover rate; particle swarm optimization (PSO) [3] introduces inertia weight and social/cognitive parameters; harmony search (HS) [4] relies on the consideration rate of harmony memory and pitch adjustment; and ant colony optimization (ACO) [5] exploits evaporation rate, pheromone influence, and heuristic influence. Tuning the parameters accordingly ensures a suitable quality solution. However, the tuning of these parameters is often time consuming and problem specific because a single size is unavailable to fits all approaches.
This study is organized as follows. Section 2 presents the theoretical framework that covers the generation problem of t-way test and its mathematical notation. Section 3 describes the related work. Section 4 highlights the original TLBO algorithm and its variants, along with its applications. Section 5 outlines the novel ATLBO. Benchmark experiments are presented in Section 6. Section 7 and 8 discusses the experimental observations and validity threats, respectively. Finally, Section 9 concludes this study and presents the scope for future work.
Covering Array (CA) and the Generation Problem of Mixed-Strength t-way Test
The generation problem of t-way test is often associated with CA notation, where t represents the desired interaction strength. A CA (N; t, p, v), which is also expressed as CA (N; t, v p ), is a combinatorial structure constructed as an array of N rows and p columns (i.e., parameters) on v values, such that every N × t sub-array contains all ordered subsets from the v values of size t at least once [10] . When the number of component values varies, this condition can be handled by a mixed CA (MCA) (N; t, p, (v 1 , v 2 , …v i )) or MCA (N; t, v 1 p1 , v 2 p2 , …v i pi ). A mixed-strength CA is defined to address the impact of non-uniform interaction. A mixed-strength CA (or variable-strength CA; VCA) (N; t; p, v, (CA 1 …CA j )) is also a combinatorial structure constructed as an array of N rows and p column on v values. However, every N × t array of VCA contains one or more sub-CAs, namely, CA 1 ...CA i , each of which has an interaction strength t 1 …t j that is larger than t.
A simple model of online gaming architecture (Table 1) is utilized to illustrate the generation problem of t-way test. The online gaming architecture comprises five parameters, i.e., server, game server, smart phone OS, database server, and client browser. The online gaming architecture depicted can generally be summarized as a system of five parameters with a combination of three parameters with two values (i.e., server = {subscription, trial account}, game server = {dedicated, peer-to-peer}, and smart phone OS = {iOS, Android}) and two parameters with three values (i.e., database server = {Oracle, MySQL, SQL Server} and client browser = {Google Chrome, Opera, Internet Explorer}). The CA notation provided earlier is utilized to express the online gaming architecture as MCA (N; t, 2 3 3 2 ).
3 Table 1 . Online Gaming Architecture: Parameters and Values
At full interaction strength t = 5, the online gaming architecture (with MCA (N; 5, 2
2 )) yields exhaustive combination with 72 (2 × 2 × 2 × 3 × 3) test cases. Given the mixed-strength interaction (with main strength t = 2 and sub-strength t = 3), the online gaming architecture (with VCA (N; 2, 2 3 3 2 , CA (3, 2 3 ))) yields 10 test cases (i.e., a reduction of 86.11% from the 72 exhaustive possibilities). Table 2 highlights the corresponding test case mapping from the abovementioned mixed-strength CAs. The selection of the (mixed-strength) CA representation depends on product requirements and creativity of test engineers based on the given testing problem. where is an objective function that captures the weight of the test case in terms of the number of covered interactions; x is the set of each decision variable is the set of a possible range of values for each decision variable, i.e., for discrete decision variables ( ); N is the number of decision parameters; and is the number of possible values for the discrete variables.
Meta-Heuristic-based t-way Strategies
The generation of t-way test suite is an NP-hard problem [11] . Significant research efforts have been conducted to investigate this t-way test suite generation problem. Recent efforts have focused on the adoption of meta-heuristic algorithms as the basis for the t-way strategy because these algorithms can achieve better results in terms of CA sizes compared with other computational methods [12] .
Meta-heuristic-based strategies often start with a population of random solutions. One or more search operators are then iteratively applied to the population to improve the overall fitness (i.e., in terms of greedily covering the interaction combinations). Although several variations exist, the main difference among meta-heuristic strategies lies on each individual search operator and on the manipulation of exploration and exploitation. In line with the upcoming field called search-based software engineering [13] [14] [15] , a few newly developed t-way strategies based on meta-heuristics have been introduced in literature.
Genetic algorithm (GA), ant colony optimization (ACO), and simulated annealing (SA) represent early attempts in adopting meta-heuristic algorithms for generating t-way tests. GA [16] mimics the natural selection processes and begins with randomly created test cases, which are referred to as chromosomes. These chromosomes undergo crossover and mutation until a termination criterion is met. The best chromosomes are (probabilistically) selected and added to the final test suite in each cycle. Unlike GA, ACO [16] mimics the behavior of ants in their food search. SA [17] relies on a large random search space and probability-based transformation equations to generate a t-way test suite. GA-and ACO-based strategies have been criticized for their steep learning curve, complex algorithm structure, and potential requirement of large computational resources. SA, being a single solution meta-heuristic, can be overly sensitive to its initial starting point in the search space, hence, prone to suffer from early convergence.
Harmony search strategy (HSS) [18] is a meta-heuristic t-way strategy based on the harmony search algorithm . HSS mimics the behavior of musicians who attempt to compose exceptional music either from improvisations (i.e., modifying a tune from their memory) or from random sampling. HSS achieves its mimicry by iteratively exploiting the harmony memory to store the acceptable solution through several defined improvisations within its local and global search processes. One test case is selected in each improvisation to be part of the final test suite until all the required interactions are covered.
Cuckoo search (CS) [19] is a meta-heuristic t-way strategy that mimics the unique lifestyle and aggressive reproduction strategy of Cuckoo birds. CS initially generates random initial eggs on another nest of a host bird. Each egg in a nest represents a vector solution (i.e., a test case). Two operations are performed at each generation. A new nest is initially generated (typically through a Levy flight path) and evaluated against the existing nests. The new nest then replaces the current one if it has a better objective function. Subsequently, CS adopts probabilistic elitism to maintain elite solutions for the next generation.
Discrete particle swarm optimization (DPSO) [20] , particle swarm test generator (PSTG) [21] [22] [23] [24] , and adaptive particle swarm optimization (APSO) [12] are meta-heuristic-based t-way strategies based on several variants of particle swarm optimization. PSO-based t-way strategies mimic the swarm behavior of flocking birds to perform a search. The global and local searches within PSO are guided through its inertia weight and social/cognitive parameters. A random swarm is initially created. Thereafter, PSO iteratively selects the candidate solution within the swarm to be added to the final 5 suite until all the interaction tuples are covered. Unlike DPSO and PSTG, APSO does not require tuning, because its control parameters (i.e., inertia weight and social/cognitive parameters) are dynamically calibrated utilizing the Mamdani-type fuzzy inference system. Similar to APSO, the proposed ATLBO in this study also adopts the Mamdani-type fuzzy inference system. Unlike APSO, the Mamdani-type fuzzy inference system is not utilized for automatic parameter tuning in this study; instead, the fuzzy interference system is applied as the selection mechanism for the global and local search operations.
Original TLBO and Its Variants
Given its simplicity, TLBO has been actively adopted to solve optimization problems in many application areas of science and engineering, such as in [25] [26] [27] [28] . TLBO [6, 7] basically takes an analogy from the teaching and learning process between a teacher and his students. A teacher is assumed to be more knowledgeable than his students (i.e., with better fitness value). The teacher imparts his knowledge to his students to match with his competency level. Given that teachers also have different competency levels, potential improvements can occur if students learned from other teachers as well (in any subsequent iterations). Students can also learn from one another simultaneously to improve their competency level.
The solution is represented in the population X within TLBO. An individual X i within the population represents a single possible solution. X i is specifically a vector with D elements, where D is the dimension of the problem that represents the subjects taken by the students or taught by the teacher.
TLBO divides the entire searching process into two main phases: teacher and learner. TLBO undergoes both phases sequentially per iteration to perform the search (Figure 1 ). The teacher phase invokes the global search operation (i.e., exploration). The teacher is always assigned to the best individual X i at any instance of the search process. The algorithm attempts to improve other individual X i by moving their position toward X teacher by considering the current mean value of the population X mean , as shown as follows:
where is the newly updated , is the best individual in the population, is the mean of the population, r is a random number from [0, 1], and is a teaching factor that can either be 1 or 2 to emphasize the quality of students.
The learner phase exploits the local search operation (i.e., exploitation). The learner specifically increases its knowledge by interacting with its random peer within the population (i. The original TLBO is summarized in Figure 1 . 
Review of TLBO Variants and Their Applications
Since the inception of TLBO, many of its variants have been introduced to improve its performance. Apart from the original TLBO, the main TLBO variants available in literature can be divided into three categories: modified-, hybrid-, and cooperative-based algorithms. A discussion with several examples of each category is presented below.
The modified-based category refers to variants that enhance the performance of TLBO by modifying its parameter (e.g., elitism feature and adaptive behavior) or altering the teacher and/or learner phases. Rao and Patel [29] introduced the elitism feature within TLBO and demonstrated its efficiency in attempting 35 constrained benchmark functions. Niknam et al. [30] introduced an additional phase called the modified phase, whereby four adaptive search operators are defined and probabilistically selected during runtime. This study has been successfully adopted for dynamic economic dispatch in power system. Based on the work of Niknam et al., Amin et al. [31] also exploited the modified phase within TLBO and introduced an adaptive search operator based on the Morlet wavelet function. The modified TLBO is then adopted for solving the problem of a multi-objective optimal power flow using the fuzzy decision support (i.e., selecting the best Pareto-optimal solution). Although not introducing new phase, Hoseini et al [32] adopted similar approach for addressing multi-objective optimal location of automatic voltage regulators in distribution system. Mandal and Roy [33] solved the problem of a multi-objective optimal reactive power dispatch by incorporating the quasiopposition-based learning concept in the original TLBO algorithm to accelerate the convergence speed. Xia et al. [34] more recently presented a modified TLBO for problem of disassembly sequence planning. They modified the teacher-learner operator apart from introducing a feasible solution generator operator to satisfy the constraints of a disassembly sequence.
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The modified-based TLBO algorithm produces sound results; however, it is often applicable to specific problem and not sufficiently general (i.e., because of the problem domain assumption). Thus, the performance of the modified TLBO cannot be guaranteed even with the slight modification of the same instances of problem.
The hybrid-based category refers to the integration of one or more meta-heuristic algorithms (or their search operators) within TLBO, which complements the modified-based category. To date, TLBO has been utilized to form a hybrid model from several meta-heuristic algorithms. Jiang and Zhou [35] explored the adoption of a hybrid TLBO with differential evolution to solve the short-term optimal hydro-thermal scheduling. Tuo et al. [36] implemented an improved HS-based TLBO to balance the convergence speed and population diversity for the general constrained optimization problem. Lim and Mat-Isa [37] integrated PSO with TLBO as an alternative strategy for local optimum problem within the constrained benchmark functions. Huang et al. [38] recently integrated TLBO with the CS algorithm for parameter optimization in structure designing and machining problem.
Although hybrid-based algorithm can be useful for capitalizing on TLBO strengths and compensating its deficiencies, the actual implementation can be bulky and computationally heavy. Moreover, achieving a suitable balance between exploration and exploitation (i.e., of the hybrid search operators) can still be problematic.
Finally, the cooperative-based category refers to TLBO variants that address large optimization problem with multiple-swarm populations. Tasks are split in k sub-problems for simultaneous optimization before combining the results in this category. Biswas et al. [39] highlighted the earliest work that exploits cooperative co-evolutionary TLBO with a modified exploration strategy for largescale optimization problem. Similarly, Satapathy and Naik [40] explored cooperative TLBO, which allows cooperative behavior by adopting multiple-swarm populations. Zou et al. [41] proposed the adoption of multiple-swarm populations for dynamic optimization problem.
Despite the potential of cooperative-based TLBO algorithm, its key challenges are twofold: to identify the suitable sub-problem size (and multiple-swarm populations) and to model the independent variables for different sub-problems.
Proposed Fuzzy ATLBO
The proposed ATLBO is based on the Mamdani-type fuzzy inference system [8, 9] , as shown in Figure 2 with three inputs (i.e., quality measure Q m , intensification measure I m , and diversification measure D m ) and one output (i.e., selection). Referring to the crisp inputs in Figure 2 , the quality measure ( ) is the normalized fitness value capturing the quality of the current potential solution, X current . can be formally defined as:
The intensification measure is the normalized value of a Hamming distance that measures the proximity of the X current against X best .
can be formally defined as follows:
where D is the dimension of vector X.
The diversification measure is also the normalized value of a Hamming distance. Unlike , which measures the intensification of the search against the global best, measures the diversity of X current against the overall X population.
The fuzzification process is based on three defined trapezoidal membership functions with linguistic terms, i.e., low, medium, and high. The selection is set to global search when the defuzzification output is larger than 50%. Otherwise, the selection is set to local search. Figure 3 highlights the newly developed ATLBO based on the defined fuzzy inference system and TLBO description provided in the previous section. 
ATLBO for Mixed-Strength t-way Test Suite Generation
After providing an overview of TLBO and its adaptive variant (ATLBO), the following section outlines its application to address the problem of generating mixed-strength t-way test suite. ATLBO is generally a composition of two main algorithms: (1) an interaction element-generation algorithm, which generates combinations of parameter values that are utilized in the test suite generator for optimization purposes; and (2) an ATLBO-based test suite generator algorithm. The next sub-sections explain these two algorithms in detail.
Interaction Elements Generation Algorithm
The interaction element-generation algorithm involves generating the parameter P combinations and values v for each parameter combination. The parameter generation adopts binary digits, whereby 0 indicates the exclusion of a referred parameter, and 1 indicates the inclusion of the parameter. Main Strength, t=2
Mixed Interaction Elements Hashmap
Sub-Configuration ), respectively. The main configuration, MCA (N; 2, 2 3 3 1 ), requires a two-way interaction (as main strength) for a system of four parameters. The algorithm first generates all possibilities of binary numbers up to four digits. Subsequently, the binary numbers that contain two 1s are selected, indicating that a pairwise interaction (i.e., t = 2) exists. For example, the binary number 1100 refers to a P 1 -P 2 interaction. P 1 has two values (0 and 1); P 2 has two values (0 and 1); P 3 has two values (0 and 1); and P 4 has three values (0, 1, and 2). The two-way parameter interaction has six possible combinations based on the parameter-generation algorithm. Approximately 2 × 3 possible interaction elements exist between P 1 and P 4 for the combination 1001, whereby P 1 and P 4 are available. For each parameter in the combination (i.e., with two 1s), the value of the corresponding parameter is included in the interaction elements. The excluded values are marked here as "don't care". This process is iteratively repeated for the other five interactions: (P 1 , P 2 ), (P 1 , P 3 ), (P 2 , P 3 ), (P 2 , P 4 ), and (P 3 , P 4 ). The sub-configuration, CA 11 (3; 2 3 ), similarly requires a three-way interaction (as sub-strength) for a system of three parameters. A three-way interaction yields the (P 1 , P 2 , P 3 ) interaction. ). The hash map list of mixed-interaction elements H s , which employs the binary representation of the interaction as the map retrieval key, is implemented to ensure efficient indexing for storage and retrieval. The complete algorithm for the interaction elementgeneration algorithm is highlighted in Figure 5 . 
, where each dimension represents a parameter and contains integer numbers between 0 and v i (i.e., the value number of the ith parameter). TLBO requires both local and global search to be summoned per iteration. Conversely, ATLBO permits the adaptive selection of the local and global search through the fuzzy inference selection. The net effect is that ATLBO has less fitness function evaluation than the original TLBO for the same iteration number.
A discrete version of ATLBO is applied in the problem of generating t-way tests. Thus, each individual X j must capture the parameters as a valid range of integer numbers (i.e., based on user inputs) to deal with discrete parameters and values. Local and global search updates in ATLBO may result into the necessary rounding off of floating point values.
The rounding off of floating-point values should be addressed, as well as the out-of-range values. The clamping rule at the boundary within ATLBO is established to restrict parameter values for both lower and higher bounds. At least three possibilities exist in dealing with boundary conditions utilized in literature for discrete problems, i.e., invisible, reflecting, and absorbing walls [42] . When a current value exceeds the boundary in the invisible walls, the corresponding fitness value is not computed. When a value reaches the boundary in the reflecting walls, it is reflected back to the search space (i.e., mirroring effects). The boundary condition returns the current value to the search space by resetting its position to the other endpoint when the value moves out-of-range in the absorbing walls. For example, if a parameter value is in the range from 1 to 4, the position is reset to 1 when it reaches a value larger than 4.In this study, the absorbing-wall approach is used as the clamping rule in implementing ATLBO.
The local and global search processes of ATLBO are iteratively continued until convergence has been achieved (i.e., if and only if all the interaction elements from H s are completely removed), in relation to the stopping criteria. Two approaches are considered for storing and locating the interaction elements: array list and hash map. The array list approach is fast for small values but is not scalable for large parameters, because it must iterate the entire lists to fetch the required interaction values. Given that the process of fetching and locating the required interaction values are fundamentally important for fitness function evaluation, the array list approach can introduce time performance penalty. Alternatively, hash map offers an effective approach of locating the required interaction values utilizing only the unique key based on the binary interaction value itself. Thus, the hash map approach is considered for ATLBO. The ATLBO test suite generator is summarized in Figure 6 based on the aforementioned design choices. 
Experiments
Our experiments focus on three related goals: (1) to characterize the generation efficiency and performance of ATLBO against the original TLBO (i.e., the efficiency is characterized by the size of the generated test suite, whereas the performance is characterized by the execution time of each strategy); (2) to gauge the adaptive distribution pattern of the exploration and exploitation for ATLBO; and (3) to benchmark ATLBO against other meta-heuristic approaches.
We divide our experiments into two parts to achieve the aforementioned goals. First , we adopt three selected CAs (i.e., CA (N , CA (3, 3 3 ))) based on the interaction strength t = 2. With the first step, we highlight the time and size performance of the implemented ATLBO and original TLBO. Second, we benchmark the generated test suite sizes of the proposed ATLBO and TLBO implementation against each other and against existing meta-heuristicbased strategies based on the benchmark experiments published in [20] . Specifically, the benchmark experiments involve CA (N; t, A fair comparison among each meta-heuristic-based strategy [43] [44] [45] [46] is impossible because of the potentially different number of fitness function evaluations, variation in data structure, language implementation, and running environment. Furthermore, each meta-heuristic may require the specific control parameter settings (e.g., PSO-based strategies rely on inertia weight, as well as social and cognitive parameters, as parameters, whereas CS relies on its elitism probability). Given that the meta-heuristic-based strategy implementations are unavailable to us, we cannot modify the algorithm internal settings and can only run our own experiments in our running environment. We also implement the t-way strategy based on the original TLBO for comparative purposes in the context of our study. A direct comparative performance of ATLBO with the original TLBO (i.e., even with the same iteration number) is also unfair. The original TLBO has twice as much fitness function evaluations compared with ATLBO with the same iteration number because of the serial execution of both exploration and exploitation steps. Thus, the iteration number within TLBO must always be half of ATLBO for a fair comparison.
We set the population size to 40 and the maximum iteration to 100 for ATLBO in all our experiments. We adopt the same population size for the original TLBO but with a maximum iteration of 50. Our ATLBO and TLBO implementations are based on the Java programming language. The experimental platform we employ comprises of a PC that runs on Windows 10, CPU 2.9 GHz Intel Core i5, 16 GB 1867 MHz DDR3 RAM, and a 512 MB flash hard-disk drive. We execute ATLBO and TLBO 30 times in all the experiments to ensure statistical significance. The best and mean times (whenever applicable), as well as the best and mean test sizes for each experiment are reported together. The best cell entries are marked as "*", whereas the best mean cell entries are marked in bold font. Cell entries that are unavailable are marked with a dash "-". We also track the mean percentage of exploration (i.e., global search) and exploration (i.e., local search) for each experiment that involves ATLBO to highlight the actual search progresses for different CAs and VCAs.
Characterizing Time and Size Performances for TLBO and ATLBO
Given that both implementations are based on the same data structure, language implementation, running environment, and fitness function evaluation, we can fairly compare the sizes and time performance for TLBO and ATLBO. Table 3 highlights our results, whereas Figure 7 depicts the mean exploration and exploitation percentage for ATLBO based on the provided CAs and VCAs.
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Benchmarking with other Meta-Heuristic Strategies
Unlike the experiments in the previous section, the benchmark experiments in this section also include the ATBLO performance against all other strategies. However, the execution time is omitted because of the differences in the parameter control settings (e.g., maximum iteration and unequal evaluation of fitness function) and implementation (e.g., data structure and implementation language). Despite these differences, we believe that our comparison is still valid because the published best and mean test sizes are obtained utilizing the best control parameter settings. Tables 4 to 9 Figure 11 . Mean Exploration and Exploitation Percentages of ATLBO for Table 7 Figure 12. Mean Exploration and Exploitation Percentages of ATLBO for Figure 13 . Mean Exploration and Exploitation Percentages of ATLBO for Table 9 8
. Experimental Observation
Several observations can be elaborated based on the obtained results. 2 )) in terms of the mean test size. TLBO and ATLBO have similar execution times for small parameter values for time performances. However, TLBO significantly outperforms ATLBO as the parameter number increases (with fixed t = 2) because of the overhead introduced by the fuzzy inference selection. Figure 7 shows that the search gradually favors exploration over exploitation as parameter p increases (with constant t = 2 and a small variant of v).
Unlike Table 3, Tables 4 to 9 account for the size performance of TLBO and ALTLBO against other meta-heuristic-based strategies. The execution time measures are omitted in this case as the experiments are conducted unfairly based on unequal evaluation of fitness function (e.g., different maximum iteration and control parameters).
ATLBO outperforms all other strategies with the best entries in 17 out of 24 cells in terms of the best test sizes, as shown in Table 4 . TLBO and DPSO also provide competitive performance with 14 and 12 best entries, respectively. APSO offers seven best entries, whereas CS provides five best entries. PSTG performs the poorest with only three best entries. ALBO also outperforms the rest of the strategies in terms of the mean test sizes (i.e., with 16 cells). The next closest rival is TLBO (i.e., with five cells) and DPSO (i.e., with four cells). From Figures 8(a) to 8(c) , we observe that increasing the parameter value p for the same interaction strength t and values v causes ATLBO to favor exploration. Increasing t similarly causes ATLBO to favor exploration.
DPSO and ATLBO outperform all other strategies with 5 out of 12 cell entries in terms of the test sizes in Table 5 . CS is the runner up with 3 cells. APSO provides 2 cells, whereas PSTG offers only 1 cell. DPSO outperforms all other strategies with 5 out of 12 best cell entries in terms of the best mean test size. ATLBO and APSO share 2 best cell entries. PSTG, TLBO, and CS perform the worst with only 1 best cell entry. Referring to Figure 9 (a) to 9(c), we observe that increasing the values (v) for the same interaction strength (t) and parameters (p) have small effects in terms of exploration and exploitation. However, increasing t tends to cause ATLBO to increase exploration.
Given the lack of published results, few observations can be made for PSTG, CS, and APSO in Table  6 . ATLBO offers the best results in almost all configurations in terms of best test sizes, with the exception of CA (N; 2, 5 10 ) and CA (N; 4, 5 10 ). As the runner up, TLBO (i.e., five out of nine best cell entries) outperforms DPSO (i.e., three out of nine best cell entries). ATLBO outperforms both DPSO and TLBO with four out of nine best entries in terms of the mean test size. Both DPSO and TLBO share the same number of best mean test sizes (i.e., two out of nine cells). The exploration and exploitation of ATLBO in Figures 10(a) to 10(d) show that increasing the values v for the same interaction strength t and parameters p causes a small increase in exploitation. Increasing t tends to cause ATLBO to increase exploration, which is similar to an earlier case. Table 7 indicates that DPSO and SA outperform all other strategies in terms of the best test size with 8 out of 11 best cell entries. SA can be considered as the best between the two strategies because it offers the best sizes in all participating VCA configurations. Except for DPSO and SA, ATLBO outperforms the others with seven cells. TLBO outperforms PSTG and ACS with five cells. PSTG and ACS perform the worst with four cells. ATLBO outperforms the other strategies with 7 out of 11 best cells in terms of the mean test sizes. Although DPSO has the best results, it has a poorer mean value compared with TLBO with 3 out of 11 cells. PSTG has one entry with the best mean value. Given the lack of published results, information ACS and SA cannot be inferred. Figure 11 shows that increasing sub-configurations {C} tend to increase exploration (with the exception of outlier transitions from VCA6 to VCA7 and from VCA10 to VCA11) with a fixed VCA (N; 2, 3 15 , {C}).
Both DPSO and ATLBO outperform all other strategies in Table 8 in terms of the best test size with three out of seven cell entries, followed by TLBO with two cells. HSS and PSTG perform the worst without a single best cell entry. ATLBO outperforms all existing strategies with three out six entries in terms of mean test sizes, followed by DPSO and the TLBO with three out of six and one out of six cell entries, respectively. PSTG and HSS perform the poorest without a single best mean. The chart in Figure 12 shows that increasing sub-configurations {C} also tend to increase exploration similar to the TLBO behavior with a fixed VCA (N; 3, 3 15 , {C}).
SA outperforms all other strategies in all VCA configurations in terms of the test size with five entries, as shown in Table 9 . DPSO follows with four cell entries, which performs better than ATLBO, TLBO, and HSS (all with three cell entries, respectively). PSTG and ACS have the poorest performance with two and one cell entry, respectively). HSS yields the best results with four out of seven entries for the mean test size. DPSO and ATLBO have the same best entries at three cells. TLBO has only 1 best entry, whereas PSTG has none. Information for ACS and SA cannot be inferred because of the lack of published results. Finally, the chart in Figure 13 shows that our observation is consistent with two earlier findings. In particular, increasing sub-configurations {C} also tend to increase exploration with a fixed VCA (N; 2, 4 3 5 3 6 2 , {C}).
Validity Threats
Several validity threats can be associated with our experimental studies. We have identified few threats in this research and elaborated mitigating their effects on our results.
First, the benchmark choice represents an essential threat. We adopt the experimental benchmarks from other well-known studies and experiments in literature. However, we cannot guarantee that these benchmarks represent the actual software configurations in real world. Nevertheless, the benchmarks are derived from configurations of different software programs.
Second, a comparison with other strategies is another threat. Many strategies and tools for generating the t-way test suite exist. Given the limited space in this paper and the unavailability of these strategies for implementation within our experimental environment, we cannot compare ALTBO with all other available strategies and tools. To eliminate this threat, Hence, we select the recently published results in a reputable journal for the highest related strategies close to ALTBO (e.g., [20] ). In our case, the tuning the parameters of those strategies are out of our control. Nevertheless, our comparison is valid because the published results were obtained with the best tuning parameters.
The original TLBO has twice as much fitness function evaluations as ATLBO, which can also be a significant threat to our experimentations, rendering unfair comparisons. Both the teacher and student phase processes are serially executed per iteration in the original TLBO. In contrast, only one process is selected per iteration in ATLBO based on the adaptive measure of the searching process. Given that both implementations are ours, we can straightforwardly eliminate these threats. We can also ensure that the iteration number within TLBO is always half of that of the ATLBO.
The randomness of the search operators within the meta-heuristic strategies can also be an issue. The best test size results can potentially be obtained at this point by chance and only once out of many runs. Reporting and comparing only the best test size results may not provide a fair indication of the size performance of a particular strategy. Thus, we also relied on the mean results rather than merely focusing on the best test size results.
The choice of fuzzy implementation is another important threat. Utilizing different fuzzy implementation and inference systems may lead to different results (with different membership functions). We recognize that at least two different fuzzy inference system variations exist in literature (e.g., Mamdani-type versus Sugeno-type fuzzy inference systems). Previous studies that adopt fuzzy systems to control different parameters within meta-heuristics apply the Mamdani inference utilizing the center of gravity for the output defuzzification [48] . Most studies often employ either trapezoidal (i.e., as a triangular variant) or Gaussian membership functions. In one such study by Valdez et al [49] , it was reported that empirical analysis using both types of membership functions concluded that Trapeziodal membership functions give better performance over Gaussian ones. Hence, we adopt the Mamdani-type fuzzy inference system with a center of gravity and trapezoidal membership functions for our work to obtain a suitable performance.
Finally, the choices of efficiency and performance metrics can also pose as threats. Other metrics that evaluate the efficiency and performance utilizing the internal algorithm structure can exist. However, we adopt the generated size of t-way test suites for efficiency and generation time for performance because these metrics are well-known in literature (i.e., for t-way test suite construction).
Concluding Remarks
Results of the comparative experiments show that the usefulness of our approach can be debated further.
We argue that a comparison with the best results is directly influenced by chance (i.e., resulting from the randomness components from each of the meta-heuristics involved). A comparative performance based on the mean alternatively provides a fair indicator of the consistent performance for any particular strategy of interest. Considering both comparisons, ATLBO offers a competitive performance against existing strategies (with DPSO and SA as the closest competitors). Nevertheless, some overhead for ATLBO is observed in terms of the execution time despite its competitive performance. In particular, the processes related to fuzzy inference rules (i.e., calculating the quality measure Q m , intensification measure I m , and diversification measure D m ) can be accommodated.
We modify the sequential nature of exploration and exploitation within TLBO. We specifically enhance the original TLBO with adaptive selection; local and global searches are decided at run-time based on the search progress. We maintain the core feature of TLBO (parameter free). Existing metaheuristics typically adopt specific control parameters and require explicit (problem domain) tuning to ensure a balance between exploration and exploitation. Explicit tuning is unnecessary for ATLBO 24 because the balance between exploration and exploitation is adaptively handled by the implemented fuzzy inference system.
The search pattern of the original TLBO is straightforward, wherein both exploration and exploitation is always at 50%. However, to understand the searching pattern of ATLBO, we need to track the mean percentage of exploration and exploitation taking mixed strength t-way test generation problem as the case study. Within the problem of generating mixed t-way tests and given VCA (N; t, v p , {C}), four main variables of interest exist (i.e., interaction strength t, values v, parameter p, and subconfiguration {C}). We arrive at the following conclusions based on our experiments.
ATLBO favors exploitation over exploration (i.e., with typical values p ≤ 6, t ≤ 3, v ≤ 2) for small values of p, t, and v. When the parameter p increases, ATLBO favors exploration over exploitation for a fixed t and v. When the interaction strength t increases, ATLBO favors exploration over exploitation for a fixed p and v. When the value v increases, ATLBO favors exploration over exploitation for a fixed p and t. However, the rate of exploration increment is smaller than the effect of the increasing p or v. Given VCA (N; t, v p , {C}) and for a fixed p, v, and t, ATLBO favors exploration over exploitation when {C} increases.
As the search space grows (i.e. horizontally with the increase of p and t, or vertically with the increase of v), ATLBO needs to explore more promising regions to obtain good quality solution. Our findings are consistent with intuition indicating the effectiveness of the developed fuzzy rules.
We are currently looking to adopt ATLBO in other well-known optimization problems (e.g., travelling salesman and vehicle-routing problem) because of its performance. Apart from adopting ATLBO for well-known optimization problems, we are also currently investigating the use of the case-based Reasoning approach in place of our fuzzy inference system to improve its time performance.
Finally, we are also interested in adopting ATLBO to test service-oriented architecture (SOA) solutions. A SOA solution is generally an integrated product set that can be a collection of legacy applications, third-party components, or custom-developed components. Testers are expected to assess not only the individual products and their functionality but also the interaction of components within an overall integrated solution [50, 51] . A strategy such as ATLBO can be useful in assessing the component interaction, which is in line with the continuous growth of SOA with its new features and additional components. In fact, ATLBO can also systematically minimize the test data for testing considerations (i.e., based on the given interaction strength).
