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STEADY PERIODIC WATER WAVES WITH CONSTANT
VORTICITY: REGULARITY AND LOCAL BIFURCATION
ADRIAN CONSTANTIN AND EUGEN VARVARUCA
Abstract. This paper studies periodic traveling gravity waves at the free sur-
face of water in a flow of constant vorticity over a flat bed. Using conformal
mappings the free-boundary problem is transformed into a quasilinear pseudodif-
ferential equation for a periodic function of one variable. The new formulation
leads to a regularity result and, by use of bifurcation theory, to the existence of
waves of small amplitude even in the presence of stagnation points in the flow.
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1. Introduction
The problem of spatially periodic traveling gravity water waves with constant vor-
ticity γ on a flow of finite depth can be formulated as the free-boundary problem of
finding
• a domain Ω in (X,Y )-plane, whose boundary consists of the real axis
(1.1a) B = {(X, 0) : X ∈ R},
representing the flat impermeable water bed, and an a priori unknown curve
expressed in parametric form as
(1.1b) S = {(u(s), v(s)) : s ∈ R},
with
(1.1c) u(s+ L) = u(s) + L, v(s+ L) = v(s) for all s ∈ R,
representing the free surface of the water, which is L-periodic in the horizontal
direction;
• a function (X,Y ) 7→ ψ(X,Y ) which is L-periodic in X throughout Ω, rep-
resenting the stream function giving the velocity field (ψY ,−ψX) in a frame
moving at the constant wave speed, which satisfies the following equations
and boundary conditions:
∆ψ = −γ in Ω,(1.1d)
ψ = −m on B,(1.1e)
ψ = 0 on S,(1.1f)
|∇ψ|2 + 2gY = Q on S.(1.1g)
Here g is the gravitational constant of acceleration, the constant m is the relative
mass flux, while the constant Q is related to the hydraulic head (see the discussion
in [12]). The level sets of ψ are the streamlines, while a point where the gradient of
ψ vanishes is called a stagnation point.
We are interested in the existence, regularity and geometric properties of solutions
of (1.1). The physical motivation for our study lies in the desire to understand
wave-current interactions, since nonzero vorticity is the hallmark of a non-uniform
underlying current [10, 12]. Even in the simplest case of a linear current, which
corresponds to a constant vorticity γ in (1.1), numerical studies [16, 22, 23, 27] point
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to the existence of large-amplitude waves with overhanging profiles and critical layers
(regions in the fluid bounded by closed streamlines and containing stagnation points).
This is in striking contrast to the extensively studied irrotational case [7, 31, 36], for
which any wave profile is necessarily the graph of a function and there can be no
critical layers in the fluid [37, 40, 41]. The assumption of an underlying current with
nonzero constant vorticity (or linear shear) provides us with the simplest case of a
flow that is not irrotational and is attractive for analytical tractability. However, this
setting is not a mere mathematical convenience, being physically relevant. Indeed,
on areas of the continental shelf and in many coastal inlets the most significant
currents are the tides and tidal flows are the most regular and predictable currents [19,
33], considered to be two-dimensional flows of constant vorticity: negative constant
vorticity is generated when the flow of the current is directed towards the shore
(flood) and positive constant vorticity when the current is directed back out to sea
(ebb) [16, 45].
This paper addresses some of the mathematical challenges posed by the study of
solutions of (1.1) with overhanging profiles or critical layers. In all previous stud-
ies of existence of solutions of (1.1), equivalent formulations of the problem over a
fixed domain are essential. Bifurcation theory is then the most successful tool used
for existence results. For irrotational flows (γ = 0, representing uniform flows with-
out vorticity), a hodograph transformation maps the unknown domain occupied by
the water into a fixed horizontal strip in a complex plane where the variable is the
complex potential of the fluid flow. In these coordinates, the classical approach is
to reformulate (1.1) as a nonlinear singular integral equation for a function of one
variable which gives the angle of inclination between the tangent to the free surface
and the horizontal [1, 20, 36]. A more recent approach [5, 6, 31] (for the analogous
problem of waves of infinite depth) uses a reformulation of the problem as a pseu-
dodifferential equation for a function of one variable which gives the elevation of the
free surface when the fluid domain is the conformal image of a strip [2].
In this paper we show that the second approach can be extended to the case of
any constant vorticity γ. The basic idea is to seek the fluid domain as the conformal
image of a strip, regardless of the unavailability of a complex potential. The new
formulation is presented in Section 2. It imposes no restriction on the geometry
of the free surface or on the streamline pattern, and in particular it can handle
overhanging profiles and critical layers. In order to avoid distracting technicalities,
we assume at the outset a modest amount of regularity of the free surface, namely
C1,α for some α ∈ (0, 1), though arguing along the lines of [31, 41] one could verify the
equivalence of the formulations also in the framework of weak solutions [43]. As the
new formulation involves the periodic Dirichlet-Neumann operator and the periodic
Hilbert transform associated to a strip, Section 3 studies some useful properties of
these operators. Section 4 is devoted to regularity of solutions of the new equation,
showing in particular that any C1,α free surface with no stagnation points is actually
C∞. In Section 5 we prove the existence of waves of small amplitude using bifurcation
theory. The analysis reveals the existence of such waves with a critical layer, a fact
first proved rigorously only very recently in [44], though anticipated by a formal
argument of Kelvin [34], who presented the famous cat’s eye picture of the streamline
pattern.
Before proceeding with the bulk of the paper we would like to comment upon the
relation to some recent investigations on water waves with vorticity. For general vor-
ticity but under the assumption that ψ is monotone in the vertical direction, a hodo-
graph transform (X,Y ) 7→ (X,ψ) was used in [12] to transform (1.1) into a nonlinear
boundary value problem for a quasilinear elliptic equation in a strip, which permits
the investigation of waves of small and large amplitude (see also [9, 13, 42, 43]). Thus
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the formulation in [12] cannot describe neither critical layers nor overhanging pro-
files. The recent paper [44] deals with waves of small amplitude in a flow of constant
vorticity which could contain stagnation points. The approach of [44] cannot handle
overhanging profiles. For a free surface of the form S = {(X, η(X)) : X ∈ R}, it
reformulates (1.1) as a nonlinear boundary problem for an elliptic equation in a strip
by performing the flattening change of variables (X,Y ) 7→ (X,U) =
(
X,
Y
η(X)
)
.
The free surface is thus transformed into the horizontal line U = 1 and, in the new
variables, one has to solve a system of equations for a function of two variables and
one of one variable. Our analysis of small amplitude waves is much simpler than
that in [44]. The new formulation, which has an elegant structure, opens up the
possibility of using global bifurcation theory to prove the existence of waves of large
amplitude with critical layers and/or overhanging profiles, a prospect which seems
daunting for the formulation in [44]. In addition, our approach has the advantage
that in the reformulation we do not depart from harmonic function theory, and the
fine structural properties associated with harmonic functions continue to be relevant.
Such properties made it possible to describe the particle motion beneath irrotational
waves [8, 14] and the exploration of this aspect for flows with constant vorticity is
now plausible.
2. Reformulation of the free-boundary problem
In this section we present the reformulation of the free-boundary problem (1.1)
as the quasilinear pseudodifferential equation (2.9) for a periodic function of one
variable. This involves the periodic Dirichlet-Neumann operator and the periodic
Hilbert transform for a strip, so we start with a discussion of the definitions and
basic properties of these operators.
For any integer p ≥ 0 and α ∈ (0, 1) we denote by Cp,α the standard space of
functions whose partial derivatives up to order p are Ho¨lder continuous with exponent
α over their domain of definition. By Cp,αloc we denote the set of functions of class C
p,α
over any compact subset of their domain of definition. We will need the following
local version of Privalov’s Theorem [24, Chapter V, §E, p. 100] (see [39, Lemma 2.2]
for the proof of a very similar result). A more refined, global version of Privalov’s
Theorem, related to but different from that in [24], will be proved in Appendix B.
Lemma 2.1. For any t > 0, we denote D+t = {(x, y) ∈ R2 : x2+y2 < t2, y > 0}. Let
r > 0 and Z + iW be a holomorphic function in D+r , where Z and W are real-valued
functions. Suppose that W is continuous in D+r ∪ {(x, 0) : x ∈ (−r, r)}, and let
w(x) =W (x, 0), x ∈ (−r, r).
If w ∈ Cp,αloc ((−r, r)) for some integer p ≥ 0 and α ∈ (0, 1), then W and Z are of class
Cp,α in the closure of D+t (x0) for every t ∈ (0, r).
For any d > 0, let Rd be the strip
Rd = {(x, y) ∈ R2 : −d < y < 0}.
For any integer p ≥ 0 and α ∈ (0, 1) we denote by Cp,α2pi the space of functions of
one real variable which are 2pi-periodic and of class Cp,α. For any w ∈ Cp,α2pi , let
W ∈ Cp,α(Rd) be the unique solution of
∆W = 0 in Rd,(2.1)
W (x,−d) = 0, x ∈ R,
W (x, 0) = w(x), x ∈ R.
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The function (x, y) 7→W (x, y) is 2pi-periodic in x throughout Rd. For p ≥ 1 integer,
we define Gd(w) by
Gd(w)(x) =Wy(x, 0), x ∈ R.
(Throughout the paper, the subscripts x, y, X, Y denote partial derivatives, and
are the only subscripts with this meaning.) Then Gd(w) ∈ Cp−1,α2pi . The mapping
w 7→ Gd(w) is called the periodic Dirichlet-Neumann operator for a strip, and is a
(bounded) linear operator from Cp,α2pi to C
p−1,α
2pi . Note in particular that if w is a
constant function taking the value c, then
W (x, y) =
c
d
(y + d), (x, y) ∈ Rd,
and hence
(2.2) Gd(c) = c/d.
Suppose now that Z is a harmonic function in Rd, uniquely determined up to a
constant, such that Z + iW is holomorphic in Rd. By Lemma 2.1, Z ∈ Cp,α(Rd).
Note that the function
(x, y) 7→ Z(x+ 2pi, y)− Z(x, y)
is constant in Rd, as can be seen by taking its partial derivatives and using the
Cauchy-Riemann equations. Let K ∈ R be such that
(2.3) Z(x+ 2pi, y) − Z(x, y) = K, (x, y) ∈ Rd.
For every x ∈ R and y ∈ (−d, 0), it follows using the Cauchy-Riemann equations that
d
dy
∫ x+2pi
x
W (t, y) dt =
∫ x+2pi
x
Wy(t, y) dt(2.4)
=
∫ x+2pi
x
Zx(t, y) dt = Z(x+ 2pi, y)− Z(x, y) = K.
Integrating the above relation from y = −d to y = 0, and taking into account the
boundary conditions satisfied by W in (2.1), it follows that
(2.5) K =
2pi[w]
d
,
where [w] denotes the average of w over one period. Hence K = 0 if and only if
[w] = 0. For any integer p ≥ 0 and α ∈ (0, 1), let us denote by Cp,α2pi,◦ the class of
functions in Cp,α2pi which have zero mean over one period.
Let w ∈ Cp,α2pi,◦. Then the function (x, y) 7→ Z(x, y) is 2pi-periodic in x throughout
Rd. We normalize the constant in the definition of Z by the requirement that x 7→
Z(x, 0), which is a 2pi-periodic function, has zero mean over one period. We define
Cd(w) by
Cd(w)(x) = Z(x, 0), x ∈ R.
The mapping w 7→ Cd(w) is called the periodic Hilbert transform for a strip, and is a
(bounded) linear operator from Cp,α2pi,◦ into itself. It is easy to see from the definitions
and the Cauchy-Riemann equations that, when w ∈ Cp,α2pi,◦ for p ≥ 1 integer,
Gd(w) = (Cd(w))′ = Cd(w′).
A more detailed account of the properties of the operators Gd and Cd is given in
Section 3. Note that the space of 2pi-periodic harmonic/holomorphic functions in
a strip can be identified with the space of harmonic/holomorphic functions in an
annulus, by means of an explicit conformal mapping, and thus the operators Gd and
Cd can be equivalently defined in the setting of an annulus.
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Suppose now that w ∈ Cp,α2pi . By (2.2), (2.3) and (2.5), one can write
Z + iW =
[w]
d
(x+ i(y + d)) + Z0 + iW0 in Rd,
where Z0,W0 ∈ Cp,α(Rd) are 2pi-periodic in x throughout Rd and
∆W0 = 0 in Rd,(2.6)
W0(x,−d) = 0, x ∈ R,
W0(x, 0) = w(x) − [w], x ∈ R.
We normalize the constant in the definition of Z by the requirement that x 7→ Z0(x, 0),
which is a 2pi-periodic function, has zero mean over one period. It follows that
(2.7) Z(x, 0) =
[w]
d
x+ Cd(w − [w]).
It also follows, using the Cauchy-Riemann equations, that, when p ≥ 1,
(2.8) Gd(w) = [w]
d
+ (Cd(w − [w]))′ = [w]
d
+ Cd(w′).
Throughout the paper we are interested in solutions (Ω, ψ) of the water-wave prob-
lem (1.1) of class C1,α, for some α ∈ (0, 1), by which which we mean that S has a
parametrization (1.1b) with u, v functions of class C1,α, such that (1.1c) holds and
u′(s)2 + v′(s)2 6= 0 for all s ∈ R,
while ψ ∈ C∞(Ω)∩C1,α(Ω). The main result of this section is that the free-boundary
problem (1.1) is then equivalent to the problem of finding a positive number h and a
function v ∈ C1,α2pi which satisfy the following:{m
kh
+ γ
(
Gkh(v2/2) − vGkh(v)
)}2
= (Q− 2gv)
(
v′2 + Gkh(v)2
)
,(2.9a)
[v] = h,(2.9b)
v(x) > 0 for all x ∈ R,(2.9c)
the mapping x 7→
(x
k
+ Ckh(v − h)(x), v(x)
)
is injective on R,(2.9d)
v′(x)2 + Gkh(v)(x)2 6= 0 for all x ∈ R,(2.9e)
where
(2.10) L = 2pi/k, k > 0.
(Thus 2pi-periodicity in x becomes L-periodicity in s = x/k.) More precisely, we have
the following.
Theorem 2.2. Let (Ω, ψ) be a solution of (1.1) of class C1,α. Then there exist a
positive number h, a function v ∈ C1,α2pi and a constant a ∈ R such that (2.9) holds
and
(2.11) S =
{(
a+
x
k
+ Ckh(v − h)(x), v(x)
)
: x ∈ R
}
.
Conversely, let h > 0 and v ∈ C1,α2pi be such that (2.9) holds, and let a ∈ R be arbitrary.
Let S be defined by (2.11), and Ω be the domain whose boundary consists of S and
the real axis B. Then there exists a function ψ in Ω such that (Ω, ψ) is a solution of
(1.1) of class C1,α.
The presence of the constant a in (2.11) is due to the invariance of problem (1.1)
to horizontal translations. We now explain the meaning of the positive constant h
which arises in (2.9). A domain Ω contained in the upper half of the (X,Y )-plane is
called an L-periodic strip-like domain if its boundary consists of the real axis B and
a curve S described in parametric form by (1.1b) such that (1.1c) holds. For any
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such domain, we define its conformal mean depth as the unique positive number h
such that there exists a conformal mapping U˜ + iV˜ from the strip Rh onto Ω, which
admits an extension as a homeomorphism between the closures of these domains,
with {(x, 0) : x ∈ R} being mapped onto S and {(x,−h) : x ∈ R} being mapped onto
B, and such that
(2.12) U˜(x+ L, y) = U˜(x, y) + L, V˜ (x+ L, y) = V˜ (x, y), (x, y) ∈ Rh.
The existence of a unique number h with this property is proved in Appendix A. (The
notion of conformal mean depth is reminiscent of that of the conformal modulus for
doubly connected domains, defined as the unique number R ∈ (0, 1) such that the
domain is conformally equivalent to the annulus {(x, y) ∈ R2 : R2 < x2 + y2 < 1},
see [26, 30].) Note that, for any horizontal strip, its conformal mean depth coincides
with its usual depth (height). Also, as we show in Appendix A, the conformal mean
depth coincides with the ‘mean depth’ used in [1] in the study of irrotational flows.
The proof of Theorem 2.2 reveals that h in (2.9) is exactly the conformal mean depth
of Ω.
Proof of Theorem 2.2. Let (Ω, ψ) be a solution of (1.1) of class C1,α. Let h be the
conformal mean depth of Ω, and let U˜ + iV˜ be the associated conformal mapping.
As we show in Appendix A, it is a consequence of the Kellogg-Warschawski Theorem
that U˜ , V˜ ∈ C1,α(Rh) and
U˜2x(x, 0) + V˜
2
x (x, 0) 6= 0 for all x ∈ R.
Consider the mapping U + iV : Rkh → Ω given by
(2.13) U(x, y) = U˜(x/k, y/k), V (x, y) = V˜ (x/k, y/k), (x, y) ∈ Rkh,
where k is given by (2.10). Then U + iV is a conformal mapping from Rkh onto
Ω, which admits an extension as a homeomorphism between the closures of these
domains, with {(x, 0) : x ∈ R} being mapped onto S and {(x,−kh) : x ∈ R} being
mapped onto B, and such that
(2.14) U(x+ 2pi, y) = U(x, y) +
2pi
k
, V (x+ 2pi, y) = V (x, y), (x, y) ∈ Rkh.
Moreover, U, V ∈ C1,α(Rh) and
(2.15) U2x(x, 0) + V
2
x (x, 0) 6= 0 for all x ∈ R,
while the conformal mapping properties of U + iV imply that
(2.16) V (x,−h) = 0,
(2.17) the mapping x 7→ (U(x, 0), V (x, 0)) is injective on R,
(2.18) S = {(U(x, 0), V (x, 0)) : x ∈ R}.
Let
(2.19) v(x) = V (x, 0) for all x ∈ R.
Then v ∈ C1,α2pi . Since V is harmonic in Rkh and satisfies (2.16) and (2.19), we deduce,
by comparing (2.14) with (2.3), (2.4) and (2.5), that
(2.20) [v] = h.
It follows, by using (2.7), that (2.17) and (2.18) can be rewritten as
(2.21) the mapping x 7→
(x
k
+ Ckh(v − h)(x), v(x)
)
is injective on R,
(2.22) S =
{(
a+
x
k
+ Ckh(v − h)(x), v(x)
)
: x ∈ R
}
,
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for some a ∈ R. Also, using the Cauchy-Riemann equations one can rewrite (2.15) as
(2.23) v′(x)2 + Gkh(v)(x)2 6= 0 for all x ∈ R.
Observe also that, since S is contained in the upper half-plane, it follows that
(2.24) v(x) > 0 for all x ∈ R.
Suppose now that ψ satisfies (1.1), and let ξ : Rkh → R be given by
(2.25) ξ(x, y) = ψ(U(x, y), V (x, y)), (x, y) ∈ Rkh.
Note that (1.1d) can be rewritten as
(X,Y ) 7→ ψ(X,Y ) + γ
2
Y 2 is a harmonic function in Ω.
Hence, since harmonic functions are invariant under conformal mappings, it follows
that
(2.26a) ξ +
γ
2
V 2 is harmonic in Rkh.
It is immediate from (1.1e) and (1.1f) that
ξ(x,−kh) = −m, x ∈ R,(2.26b)
ξ(x, 0) = 0, x ∈ R.(2.26c)
By using the chain rule and the Cauchy-Riemann equations, we easily obtain that
ξ2x + ξ
2
y = (ψ
2
X(U, V ) + ψ
2
Y (U, V ))(V
2
x + V
2
y ) in Rkh.
It follows from (1.1g), taking into account (2.15), that
(2.26d) ξ2x + ξ
2
y = (Q− 2gV )(V 2x + V 2y ) at (x, 0) for all x ∈ R.
Let ζ : Rkh → R be given by
(2.27) ζ = ξ +m+
γ
2
V 2.
Then (2.26) can be equivalently rewritten as
∆ζ = 0 in Rkh,(2.28a)
ζ(x,−kh) = 0 for all x ∈ R,(2.28b)
ζ(x, 0) = m+
γ
2
v2(x) for all x ∈ R,(2.28c)
(ζy − γV Vy)2 = (Q− 2gV )(V 2x + V 2y ) at (x, 0) for all x ∈ R.(2.28d)
Equation (2.28) can be conveniently expressed by means of the Dirichlet-Neumann
operator as
(2.29)
{m
kh
+ γ
(
Gkh(v2/2)− vGkh(v)
)}2
= (Q− 2gv)
(
v′2 + Gkh(v)2
)
,
where we have used the linearity of Gkh and the fact that its action on constant
functions is given by (2.2).By gathering (2.20), (2.21), (2.23), (2.24) and (2.29), we
obtain (2.9).
Conversely, suppose that the positive number h and the function v ∈ C1,α2pi satisfy
(2.9). We now show how one can construct a solution of (1.1) by reversing the process
which led from (1.1) to (2.9). Let V be the harmonic function in Rkh which satisfies
(2.16) and (2.19), and let U : Rkh → R be such that U + iV is holomorphic. By
Lemma 2.1, U, V ∈ C1,α(Rkh). Condition (2.9b) ensures that (2.14) holds. Condition
(2.9d) shows that the curve S given by (2.18), which can also be expressed as (2.22),
is non-self-intersecting, and (2.9c) shows that it is contained in the upper half-plane.
(The fact that U is determined by V only up to an additive constant leads to the
presence of an arbitrary constant a ∈ R in (2.22).) Let Ω be the domain whose
boundary consists of S and B. An application of the Darboux-Picard Theorem [4,
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Corollary 9.16, p. 310], see [41, Proof of Theorem 3.4] for details, shows that U+iV is a
conformal mapping fromRkh onto Ω, which admits an extension as a homeomorphism
between the closures of these domains, with {(x, 0) : x ∈ R} being mapped onto
S and {(x,−kh) : x ∈ R} being mapped onto B. It follows from (2.14) that Ω
is a L-periodic strip-like domain, where L is given by (2.10). The domain Ω has
conformal mean depth h, since the mapping U˜ + iV˜ : Rh → Ω, where U˜ , V˜ are given
by (2.13), has all the required properties. Note also that (2.9e) shows that S is a
C1,α curve. Let us define ζ as the unique solution of (2.28a)-(2.28c). Obviously,
ζ ∈ C1,α(Rkh) ∩ C∞(Rkh). Let us define ξ by (2.27), and then ψ by (2.25). We
obtain that ψ ∈ C1,α(Ω) ∩ C∞(Ω) satisfies (1.1d)-(1.1f). Finally, since (2.9a) holds,
we obtain that ψ satisfies (1.1g). This completes the proof. 
flat  bed
X = u (s) ,  Y = v (s)
Y = 0
free  surface 
y = − kh
y = 0
U + iVψ 
(x,y)
(X,Y)
Figure  1 .  The  conformal  parametrization  of  the  fluid  domain .
ξ
For the sake of completeness, notice that differentiating (2.25), solving the resulting
linear system for ψX and ψY and taking subsequently (2.27) into accoount, we find
that the velocity field (ψY , −ψX) at the location (X,Y ) =
(
U(x, y), V (x, y)
)
∈ Ω,
where (x, y) ∈ Rkh, can be expressed as(Vxζx + Vyζy
V 2x + V
2
y
− γV, Vxζy − Vyζx
V 2x + V
2
y
)
in terms of ζ(x, y) and of the conformal map U + iV from Rkh to Ω.
3. On periodic harmonic functions in a strip
This section contains a more detailed investigation of the operators Cd and Gd,
for d > 0, in particular their representation as singular integrals and some of its
consequences. These results are important in the study, carried out in Sections 4 and
5, of the regularity and local bifurcation of solutions of (2.9).
Let L22pi be the space of 2pi-periodic locally square integrable functions of one real
variable, andW 1,22pi be the space of 2pi-periodic locally absolutely continuous functions
whose weak derivatives are in L22pi. By L
2
2pi,◦ andW
1,2
2pi,◦ be denote the subspaces of L
2
2pi
and W 1,22pi whose elements have zero mean over one period. Every function w ∈ L22pi
has a Fourier series expansion
(3.1) w = [w] +
∞∑
n=1
an cos(nx) +
∞∑
n=1
bn sin(nx),
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and, if we denote
||w|| =
(
[w]2 +
∞∑
n=1
(a2n + b
2
n)
)1/2
then, by Parseval’s Identity, || · || is an equivalent norm to the standard one in L22pi.
For any d > 0 and w ∈ L22pi, the function W : Rd → R given by
W (x, y) =
[w]
d
(y + d) +
∞∑
n=1
an
sinh(n(y + d))
sinh(nd)
cos(nx) +
∞∑
n=1
bn
sinh(n(y + d))
sinhnd
sin(nx),
is the unique solution of (2.1) with the third condition there being satisfied not
necessarily in the classical sense, but rather as
(3.2) lim
yր0
||W (·, y) −w|| = 0.
When w ∈W 1,22pi , we define Gd(w) as the unique function in L22pi such that
(3.3) lim
yր0
||Wy(·, y)− Gd(w)|| = 0,
namely
(3.4) Gd(w) = [w]
d
+
∞∑
n=1
nan coth(nd) cos(nx) +
∞∑
n=1
nbn coth(nd) sin(nx).
The mapping Gd is the periodic Dirichlet-Neumann operator for a strip, a bounded
linear operator from W 1,22pi into L
2
2pi.
Suppose that w ∈ L22pi,◦. Then any harmonic function Z in Rd such that Z + iW
is holomorphic is given by
Z(x, y) = C +
∞∑
n=1
an
cosh(n(y + d))
sinh(nd)
sin(nx)−
∞∑
n=1
bn
cosh(n(y + d))
sinhnd
cos(nx),
where C is a constant. We choose C = 0 and define Cd(w) as the unique function in
L22pi,◦ such that
(3.5) lim
yր0
||Z(·, y)− Cd(w)|| = 0,
namely
(3.6) Cd(w) =
∞∑
n=1
an coth(nd) sin(nx)−
∞∑
n=1
bn coth(nd) cos(nx).
The mapping Cd is the periodic Hilbert transform for a strip, a bounded linear oper-
ator from L22pi,◦ into itself. Moreover, one can easily see that Cd is a bijection from
L22pi,◦ onto itself. Let us denote by C−1d its inverse. Observe that, by formally setting
d =∞ in (3.6), we obtain the familiar periodic Hilbert transform [7, 31, 38],
(3.7) C(w) =
∞∑
n=1
an sin(nx)−
∞∑
n=1
bn cos(nx).
for all w ∈ L22pi,◦ with the Fourier expansion (3.1). The operator C is a bijection from
L22pi,◦ onto itself, and C−1 = −C.
The operator C has a pointwise almost everywhere representation as a singular
integral
(3.8) C(w)(t) = 1
2pi
PV
∫ pi
−pi
cot
(
t− s
2
)
w(s) ds,
where PV denotes a principal value integral [32]. The representation (3.8) is useful
in proving Privalov’s Theorem [24]: for every α ∈ (0, 1) the operator C is a bounded
10 ADRIAN CONSTANTIN AND EUGEN VARVARUCA
linear operator from C0,α2pi into itself. Moreover, (3.8) is also instrumental in proving
(see [7, Lemma 10.5.3, p. 148]) that the operator
(3.9) w 7→ Q(w) = w C(w′)− C(ww′)
maps functions w ∈ C1,α2pi into functions in C1,δ2pi for any δ ∈ (0, α). We now prove that
these results, and the corresponding ones for functions of higher regularity, extend to
the case of Cd, for any d > 0, by exhibiting an analogous representation of Cd as a
singular integral. Let us denote by Qd the mapping
(3.10) w 7→ Qd(w) = w Cd(w′)− Cd(ww′).
Lemma 3.1. For any d > 0, p ≥ 0 integer and α ∈ (0, 1), Cd is a bounded linear
operator from Cp,α2pi,◦ into itself. Moreover, C−1d is also a bounded linear operator from
Cp,α2pi,◦ into itself.
Lemma 3.2. If w ∈ Cp,α2pi with p ≥ 1 integer and α ∈ (0, 1), then Qd(w) ∈ Cp,δ2pi for
any δ ∈ (0, α).
Observe that the operators C and Cd can be extended by (complex-)linearity to
complex-valued functions in L22pi,◦, and are characterized by their action on the
trigonometric system {eint}n∈Z\{0}:
(3.11) C(eint) = −i sgn(n) eint, n ∈ Z \ {0},
and
(3.12) Cd(eint) = −i coth(nd) eint, n ∈ Z \ {0}.
Let us write
(3.13) Cd = C +Kd.
Then the operator Kd corresponds to the Fourier multiplier operator on L22pi,◦:
(3.14)
{
w =
∑
n∈Z\{0}
cn e
int
}
7→
{ ∑
n∈Z\{0}
−i sgn(n)λn cn eint
}
with
λn =
2
e2|n|d − 1 , |n| ≥ 1.
Notice that for any n ≥ 1,
e2nd − 1 =
∞∑
m=0
1
m!
nm (2d)m ≥ 1
(p+ 1)!
np+1 (2d)p+1, p ≥ 1,
yields
0 ≤ n
p
e2nd − 1 ≤
1
n
(p + 1)!
(2d)p+1
, p ≥ 1,
so that ∑
n∈Z\{0}
|n|2pλ2n ≤ 4
( (p+ 1)!
(2d)p+1
)2 ∑
n∈Z\{0}
1
n2
<∞.
Let κd ∈ L22pi,◦ be given by
(3.15) κd(t) =
∑
n∈Z\{0}
−i sgn(n)λn eint =
∞∑
n=1
2λn sin(nt), t ∈ R.
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Since the Fourier coefficients of κd decays faster than any power of |n|, κd is a function
of class C∞ (see [17]). It follows from (3.14) that Kd(w) is the periodic convolution
of w with the smooth function κd given by (3.15), namely
(3.16) Kd(w)(t) = 1
2pi
∫ pi
−pi
κd(t− s)w(s) ds, t ∈ R.
Proof of Lemma 3.1. It is easy to see that Kd is a bounded linear operator from Cp,α2pi,◦
into itself. The operator C is also a bounded linear operator from Cp,α2pi,◦ into itself,
by Privalov’s Theorem and the fact that C commutes with differentiation on C1,α2pi,◦.
The required result for Cd follows from (3.13). The corresponding result for C−1d is
obtained by the same argument, after observing that one can write
(3.17) C−1d = −C + K˜d,
where K˜d is given by periodic convolution with a smooth function.

Proof of Lemma 3.2. Using (3.10) and (3.16), we write
(3.18) Qd(w) = Q(w) + {wKd(w′)−Kd(ww′)}.
Since κd is smooth, it is easy to see from (3.16) that Kd(w′) and Kd(ww′) are both
smooth functions. The required result follows then from (3.18), provided that one
can show that Q maps Cp,δ2pi into Cp,δ2pi for any δ ∈ (0, α). This fact has been proved in
[7] for p = 1, and in [28] for p ≥ 2, the proof in [28] being in fact in a more general
setting.
For the sake of completeness, we now give a self-contained proof of the fact that,
for any p ≥ 1 integer, Q maps Cp,δ2pi into Cp,δ2pi for any δ ∈ (0, α). Our proof relies
on a commutator estimate proved in Appendix B, which is more general and has a
more transparent proof than the results in [28]. Let w ∈ Cp,δ2pi , with p ≥ 1 integer and
α ∈ (0, 1). Since w(p) ∈ C0,α2pi , we may interchange the operators C and differentiation
to infer from Leibniz’s rule that(
w C(w(p))− C(ww(p))
)
− ∂p−1x
(
w C(w′)− C(ww′)
)
∈ C1,α2pi .
Thus it suffices to show that for any δ ∈ (0, α) we have
(3.19)
(
w C(w(p))− C(ww(p))
)
∈ C1,δ2pi .
However, estimate (3.19) is an immediate consequence of Lemma B.1 in Appendix B.
This completes the proof. 
Remark 3.3. Since for α ∈ (0, 1) the function
w : [−pi, pi]→ R, w(x) = x
α+ 1
(
|x|α − piα
)
,
extends by periodicity to a function w ∈ C1,α2pi with w C(w′) − C(ww′) 6∈ C1,α2pi (see
the detailed estimates in [28]), in view of (3.16) we see that the result of Lemma 3.2
cannot be improved to accommodate δ = α.
4. Regularity
The main result of this section concerns regularity of solutions of (2.9).
Theorem 4.1. Let h > 0 and v ∈ C1,α2pi be a solution of (2.9) such that
(4.1) Q− 2g v(x) > 0 for all x ∈ R.
Then v ∈ C∞2pi.
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Remark 4.2. Theorem 4.1 implies that, is (Ω, ψ) is a solution of (1.1) of class C1,α
with no stagnation points on the free surface, then S is a C∞ curve and ψ ∈ C∞(Ω).
Indeed, by Theorem 2.2, any such solution gives rise to a solution of (2.9), the absence
of stagnation points on S being equivalent to (4.1). By Theorem 4.1, v ∈ C∞2pi and,
by Lemma 3.1, Ckh(v−h) ∈ C∞2pi. Hence S, being given by (2.11), is a C∞ curve, and
the fact that ψ ∈ C∞(Ω) follows from standard elliptic regularity theory [18].
Remark 4.3. Our proof of Theorem 4.1 is based on harmonic analysis estimates
and is relatively simple. Using different methods which are somewhat more involved,
the stronger conclusion that s 7→ v(s) is real-analytic on R can be obtained. Indeed,
once the C2,α regularity of S and of ψ in Ω is known (for example from Theorem
4.1), the approach of Kinderlehrer, Nirenberg and Spruck [21] is applicable, as first
observed by Constantin and Escher [11], showing that the curve S is real-analytic.
Then a standard result of regularity of conformal mappings up to the boundary [29]
shows that U + iV has a holomorphic extension to a neighbourhood of the real axis,
implying in particular that s 7→ v(s) is real-analytic on R. An alternative proof of
this fact, based on ordinary differential equations in the complex domain in the spirit
of Lewy’s theorem [25], has been pointed out to us by the anonymous referee of this
paper.
Proof of Theorem 4.1. Let U, V be as in the proof of the second part of Theorem 2.2,
with U, V ∈ C1,α(Rkh). As noted there, U + iV is a conformal mapping from Rkh
onto Ω, and therefore
Ux + iVx 6= 0 in Rkh.
Since V > 0 in Rkh and V (x,−kh) = 0 for all x ∈ R, it follows from Hopf boundary-
point lemma [18] that
Vy(x,−kh) > 0 for all x ∈ R.
Taking also into account (2.9e), we have thus obtained that
(4.2) Ux + iVx 6= 0 in Rkh.
One can therefore write
Ux + iVx = (U
2
x + V
2
x )
1/2 eiθ,
where θ ∈ C0,α(Rh) is such that
log (U2x + V
2
x )
1/2 + iθ is holomorphic in Rkh,
θ(x,−kh) = 0 for all x ∈ R.
Let
(4.3) θ0(x) = θ(x, 0), u(x) = U(x, 0), x ∈ R.
Then
(4.4) Ckh(θ0) = log (u′2 + v′2)1/2 − [log (u′2 + v′2)1/2],
so that
(4.5) θ0 = C−1kh
(
log (u′2 + v′2)1/2 − [log (u′2 + v′2)1/2]
)
.
Since (4.1) holds, equation (2.9a) can be written as
(4.6) (u′2 + v′2)1/2 =
∣∣∣ m
kh
+ γ{Gkh(v2/2) − v Gkh(v)}
∣∣∣
(Q− 2gv)1/2 .
Notice that in view of (2.8), (2.9b) and (3.10), we have
(4.7) Gkh(v2/2) − v Gkh(v) = [v
2]
2kh
+ Ckh(vv′)− v
k
− v Ckh(v′) = [v
2]
2kh
− v
k
−Qkh(v).
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Since v ∈ C1,α2pi , Lemma 3.2 ensures that Qkh(v) ∈ C1, α/22pi and from (4.6) and (4.7)
we infer that (u′2 + v′2) ∈ C1,α/22pi . Using this in (4.5), Lemma 3.1 ensures now that
θ0 ∈ C1,α/22pi . But {
u′ = (u′2 + v′2)1/2 cos θ0,
v′ = (u′2 + v′2)1/2 sin θ0,
so that u, v ∈ C2, α/22pi . Implementing this procedure p times we obtain that
u, v ∈ C1+p, α/2p2pi , p ≥ 1.
Consequently v ∈ C∞2pi. This completes the proof. 
5. Local bifurcation
In this section we prove the existence of solutions of (2.9). Because of (2.9b), it is
natural to put
(5.1) v = w + h,
and rewrite (2.9), taking into account (2.8), as{
m
kh
+ γ
(
[w2]
2kh
− w
k
− h
2k
+ Ckh(ww′)− wCkh(w′)
)}2
=(5.2a)
= (Q− 2gh− 2gw)
{
w′2 +
(
1
k
+ Ckh(w′)
)2}
,
[w] = 0,(5.2b)
w(x) > −h for all x ∈ R,(5.2c)
the mapping x 7→
(x
k
+ Ckh(w)(x), w(x) + h
)
is injective on R,(5.2d)
w′(x)2 +
(
1
k
+ Ckh(w′)(x)
)2
6= 0 for all x ∈ R,(5.2e)
We prove, for each γ ∈ R, k > 0 and h > 0 fixed, and regarding m and Q as
parameters, the existence of solutions w ∈ C1,α2pi of (5.2). Note that, if
(5.3)
1
k
+ Ckh(w′)(x) > 0 for all x ∈ R,
then (5.2d) and (5.2e) are automatically satisfied and, moreover, the corresponding
free boundary S is the graph of a function. Motivated by the remark that w suf-
ficiently small in C1,α2pi ensures the validity of (5.2c) and (5.3), we concentrate on
proving the existence of small-amplitude solutions w ∈ C1,α2pi,◦ of (5.2a). Of course,
any study of large-amplitude solutions of (5.2a)-(5.2b) will need to discuss also the
validity of (5.2c)-(5.2e), which is necessary for the construction of solutions of (1.1).
Note that w = 0 ∈ C1,α2pi,◦ is a solution of (5.2a) if and only if
(5.4) Q = 2gh +
(m
h
− γh
2
)2
.
This suggests setting
λ =
m
h
− γh
2
,(5.5a)
µ = Q− 2gh −
(m
h
− γh
2
)2
.(5.5b)
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The mapping (m,Q) 7→ (λ, µ) is a bijection from R2 onto itself. Equations (5.2a)-
(5.2b) can be rewritten as{
λ
k
+ γ
(
[w2]
2kh
− w
k
+ Ckh(ww′)−wCkh(w′)
)}2
=(5.6)
= (λ2 + µ− 2gw)
{
w′2 +
(
1
k
+ Ckh(w′)
)2}
,
with w ∈ C1,α2pi,◦, µ ∈ R and λ ∈ R. Note that w = 0 ∈ C1,α2pi,◦ and µ = 0 is a solution
of (5.6) for every λ ∈ R.
To prove the existence of solutions of (5.6) we apply the Crandall-Rabinowitz
theorem [15] on bifurcation from a simple eigenvalue. For a linear operator L between
two Banach spaces, let us denote by N (L) its null space and by R(L) its range.
Theorem 5.1 (Local bifurcation theorem [15]). Let X and Y be Banach spaces,
I an open interval in R containing λ∗, and F ∈ C(I × X,Y). Suppose that
(i) F (λ, 0) = 0 for all λ ∈ I;
(ii) ∂λF , ∂uF , and ∂
2
λ,uF exist and are continuous;
(iii) N (∂uF (λ∗, 0)) and Y/R(∂uF (λ∗, 0)) are one-dimensional, with the nullspace
generated by u∗;
(iv) the transversality condition ∂2λ,uF (λ
∗, 0) (1, u∗) 6∈ R(∂uF (λ∗, 0)) holds.
Then there exists a continuous local bifurcation curve {(λ(s), u(s)) : |s| < ε} with
ε > 0 sufficiently small such that (λ(0), u(0)) = (λ∗, 0) and
{(λ, u) ∈ O : u 6= 0, F (λ, u) = 0} = {(λ(s), u(s)) : 0 < |s| < ε}
for some neighborhood O of (λ∗, 0) ∈ I × X. Moreover, we have
u(s) = su∗ + o(s) in X, |s| < ε,
and if ∂2uF is also continuous, then the curve is of class C
1, while for F of class Ck
(k ≥ 2) or real-analytic, s 7→ u(s) is of class Ck−1, respectively real-analytic.
Let us denote, for every integer p ≥ 0,
Cp,α2pi,e = {f ∈ Cp,α2pi : f(x) = f(−x) for all x ∈ R},(5.7)
Cp,α2pi,◦,e = {f ∈ Cp,α2pi,◦ : f(x) = f(−x) for all x ∈ R}.(5.8)
To apply the local bifurcation theorem to (5.6), let
(5.9) X = R× Cp+1,α2pi,◦,e , Y = Cp,α2pi,e,
for some p ≥ 0. Then we can write (5.6) as F (λ, (µ,w)) = 0 with F : R × X → Y
real-analytic given by
F (λ, (µ,w)) =γ2
(
Ckh(ww′)− w Ckh(w′)− w
k
+
[w2]
2kh
)2
(5.10)
+
2λγ
k
(
Ckh(ww′)− w Ckh(w′)− w
k
+
[w2]
2kh
)
+ (2gw − µ)
(
1
k2
+ w′2 +
2
k
Ckh(w′) +
(
Ckh(w′)
)2)
− λ2
(
w′2 +
2
k
Ckh(w′) +
(
Ckh(w′)
)2)
.
As noted earlier, F (λ, (0, 0)) = 0 for all λ ∈ R. Taking into account Lemma 3.1, we
easily compute
(5.11) ∂(µ,w) F (λ, (0, 0)) (f, ν) =
2
k2
(
(g − λγ)f − λ2kCkh(f ′)
)
− ν
k2
, (f, ν) ∈ X.
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It follows from the representation (3.6) and Lemma 3.1 that the bounded linear
operator ∂(µ,w) F (λ, (0, 0)) : X→ Y is invertible whenever λ does not satisfy
(5.12) λ2nk coth(nkh) = g − λγ,
for any integer n ≥ 1. Hence all potential bifurcation points for (5.6) are to be found
among the solutions of (5.12) for some integer n ≥ 1.
Suppose now that λ∗ is a solution of (5.12) for some integer n ≥ 1. (Observe
that (5.12) has exactly two different solutions for each n ≥ 1.) Using again the
representation (3.6) and Lemma 3.1, it follows that N (∂(µ,w)F (λ∗, (0, 0))) is one-
dimensional and generated by (0, w∗) ∈ X, where w∗(x) = cos(nx) for all x ∈ R,
while R(∂(µ,w)F (λ∗, (0, 0))) is the closed subspace of Y formed by the functions f ∈ Y
satisfying ∫ pi
−pi
f(x) cos(nx) dx = 0,
so that Y/R(∂(µ,w)F (λ∗, (0, 0))) is the one-dimensional subspace of Y generated by
the function w∗(x) = cos(nx). Using (5.11), we now compute
∂2λ,(µ,w) F (λ
∗, (0, 0)) (1, (0, w∗)) =
2
k2
(−γ−2λ∗nk coth(nkh))w∗ 6∈ R(∂(µ,w)F (λ∗, (0, 0)))
since, using (5.12), we have
−γ − 2λ∗nk coth(nkh) = −λ∗
(
nk coth(nkh) +
g
(λ∗)2
)
6= 0.
Therefore, by the local bifurcation theorem, the solutions of (5.12) for any integer
n ≥ 1 are bifurcation points. Motivated by the quest for solutions of (5.6) of minimal
period 2pi, we take n = 1 in (5.12), obtaining the bifurcation values
(5.13) λ± = − γ tanh(kh)
2k
±
√
γ2 tanh2(kh)
4k2
+ g
tanh(kh)
k
The corresponding values of m are obtained from (5.5a),
(5.14) m± =
γh2
2
− γh tanh(kh)
2k
± h
√
γ2 tanh2(kh)
4k2
+ g
tanh(kh)
k
The existence of water waves of small amplitude is now immediate.
Theorem 5.2. Given h > 0, k > 0, γ ∈ R and m ∈ R there exist laminar flows1 with
a flat free surface in water of depth h, of constant vorticity γ and relative mass flux m.
Moreover, the values m± of the flux given by (5.14) trigger the appearance of periodic
steady waves of small amplitude, with period 2pi/k and conformal mean depth h, which
have a smooth profile with one crest and one trough per period, monotone between
consecutive crests and troughs and symmetric about any crest line. The laminar flows
of flux m± are exactly those with horizontal speeds at the flat free surface λ± given
by (5.13).
Proof of Theorem 5.2. The function w = 0 satisfies (5.2) for any value of m ∈ R,
provided that Q is given by (5.4). These solutions correspond to laminar flows in the
fluid domain bounded below by the rigid bed B and above by the free surface Y = h,
with stream function
ψ(X,Y ) = −γ
2
Y 2 +
(
m
h
+
γh
2
)
Y −m, X ∈ R, 0 ≤ Y ≤ h,
and velocity field
(5.15) (ψY ,−ψX) =
(
− γY + m
h
+
γh
2
, 0
)
, X ∈ R, 0 ≤ Y ≤ h.
1In the sense that the water flows in layers parallel to the flat bed (with zero vertical fluid velocity).
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Observe that for these flows the horizontal velocity at the free surface is indeed λ
given by (5.5a).
Consider now the local bifurcation curve
{(λ(s), (0 + o(s), s cos(x) + o(s))) : |s| < ε} ⊂ R× X
of solutions of (5.6), issuing from the points (λ±, (0, 0)), with λ± given by (5.13). If
ε > 0 is chosen small enough, then conditions (5.2c) and (5.3) are satisfied, where we
have used Lemma 3.1. Therefore the corresponding non-flat free surface S given by
(2.11) with
v = w + h,
is the graph of a smooth function, symmetric with respect to the points corresponding
to x = npi, n ∈ Z. If we choose p in (5.9) such that p ≥ 1, then, since
(5.16) w(x; s) = s cos(x) + o(s) in Cp+1,α2pi ,
we can ensure that
sw′(x; s) < 0 for all x ∈ (0, pi), 0 < |s| < ε,
by choosing ε > 0 suitably small. Together with the evenness of x 7→ w(x; s), this
proves the S has one crest and one trough per minimal period and is monotone
between consecutive crests and troughs.

Let us consider the family of laminar flows from which bifurcation of small-amplitude
periodic waves was shown to occur. It follows from (5.15) that they have the form
(5.17) (ψY ,−ψX) =
(
λ± + γ(h− Y ), 0
)
, X ∈ R, 0 ≤ Y ≤ h.
where λ± is given by (5.13). The formula (5.13), giving the speed λ± at the free
surface in terms of the depth h, period 2pi/k and vorticity γ, is called the dispersion
relation. As far as we are aware, its first occurrences in the literature are in [35] and
[3], where it was obtained by formal arguments.
A remarkable feature of some of these flows is that they contain stagnation points.
Since the flows are laminar, stagnation points, if present, form horizontal lines. An
elementary analysis, similar to that in [44], shows that small-amplitude waves bifur-
cating from these flows have a critical layer. The streamline pattern is considerably
different in the case when stagnation points are present compared to the case when
they are not. A typical case of a flow without stagnation points is depicted in Figure
2 (see the discussion in [12]).
free  surface
flat  bed
Figure  2 .  Flow  pattern  (streamlines)  without  stagnation  points .
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A picture of the streamline pattern if the flow presents stagnation points is provided
in Figure 3: the ‘cat’s eye’ flow pattern of Thomson (Lord Kelvin) [34] is highly
typical for this situation (see the discussion in [44]).
flat  bed
free  surface
Figure  3 .  Flow  pattern  (streamlines)  with  stagnation  points :
Kelvin’s  ’cat’s  eye’  flow  pattern 
Notice that λ+ > 0 and λ− < 0 irrespective of the values of h, k and γ, so stagnation
points can never occur at the free surface of the bifurcation-inducing laminar flows.
This implies that in the irrotational case (γ = 0) stagnation points do not occur
anywhere in these flows. In the general case stagnation points occur if and only if
the equation
λ± + γ(h− Y ) = 0
has a solution Y in [0, h]. It is easy to see that this is the case if and only if
(5.18) λ±(λ± + γh) ≤ 0.
Suppose first that γ > 0. Then λ++γh > 0, so the flow corresponding to λ+ never
contains stagnation points. The flow corresponding to λ− contains stagnation points
if and only if λ− + γh ≥ 0, which is equivalent to
(5.19)
tanh(kh)
kh
≤ γ
2h
g + γ2h
.
For fixed h, the left-hand side of (5.19) is monotone as a function of k, with limit 1 as
k → 0 and limit 0 as k →∞, while the right-hand side is monotone as a function of
γ, with limit 0 as γ → 0 and limit 1 as γ →∞. Hence, for fixed h and γ, there exists
a unique k∗ > 0 for which equality holds in (5.19), which corresponds to a laminar
flow stagnant at the bottom, and for k < k∗ the flow does not have stagnation points,
while for k > k∗ the flow has a line of stagnation points. On the other hand, if h
and k are fixed, then there exists a unique γ∗ > 0 for which equality holds in (5.19),
which corresponds to a laminar flow stagnant at the bottom, and for γ < γ∗ the flow
does not have stagnation points, while for γ > γ∗ the flow has a line of stagnation
points. Whenever (5.19) holds, the stagnation line is Y = Y0, where
(5.20) h− Y0 = tanh(kh)
2k
+
√
tanh2(kh)
4k2
+
g
γ2
tanh(kh)
k
from which we see that the distance between the stagnation line and the free surface
decreases with k and with γ2, and approaches 0 if and only if k →∞ and γ2 →∞.
Suppose now that γ < 0. This case is the mirror image of the previous one. The
flow corresponding to λ− never contains stagnation points. The flow corresponding to
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λ+ contains stagnation points if and only if (5.19) holds, in which case the stagnation
line is Y = Y0, where Y0 satisfies (5.20).
It is of interest to compare Theorem 5.2 with the local bifurcation results for waves
of constant vorticity γ that were obtained in [12] and in [44]. Let us fix k > 0.
Varying h > 0 in Theorem 5.2 we obtain all periodic traveling wave solutions of small
amplitude and minimal period 2pi/k that lie in a neighborhood of a laminar flow:
for each h we obtain in the space (h,m, (µ,w)) ∈ (0,∞) × R× X two smooth curves
through the points (h,m−(h), 0) and (h,m+(h), 0) with m∓ given by (5.14). The
union of these curves gives a surface M⊂ (0,∞) × R× X.
m
hh0
m  (h)
m  (h)
+
−
Each  nontrivial  bifurcation  curve ( in  bold )  lies  in  a  hyperplane  h = constant . 
Figure  4 .  The  case     > 0 :  The  dashed  curves  represent  the  laminar  bifurcating  flows . γ
*
In Figure 4 we depict the situation in the case γ > 0:
(i) In the (h,m)-plane the curve h 7→ m+(h) starts at the origin and approaches
the parabola m =
γh2
2
as h → ∞, while m+(h) > 0 for h > 0. As pointed out in
the lines preceding (5.19), the nontrivial flows that bifurcate from the laminar flows
corresponding to m+(h) do not present stagnation points.
(ii) In the (h,m)-plane the curve h 7→ m−(h) also starts at the origin and ap-
proaches the parabola m =
γh2
2
as h→∞. Denoting by h∗ > 0 the unique positive
solution of the equation
tanh(kh)
kh
=
γ2 h
4g + 2γ2 h
we see from (5.14) that m−(h) < 0 for h ∈ (0, h∗) and m−(h) > 0 for h > h∗.
Moreover, since
γ2 h∗
4g + 2γ2 h∗
<
γ2 h∗
g + γ2 h∗
and the function h 7→ tanh(kh)
kh
is strictly decreasing on (0,∞) while h 7→ γ
2 h
g + γ2 h
is strictly increasing, we deduce that the nontrivial flows bifurcating from the laminar
flows at m−(h) contain stagnation points if and only if h > h
∗, where h∗ ∈ (0, h∗) is
the unique solution to the equation obtained by requiring equality in (5.19).
The approach in [44] is very different from ours, in that the author performs a
flattening (X,Y ) 7→
(
X,
Y
η(X)
)
of the free surface Y = η(X). (This method is
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therefore restricted to waves with non-overhanging profiles.) The bifurcation-inducing
laminar flows identified there are exactly the same as ours. However, from the family
of laminar flows of any depth h0, the local bifurcation curve constructed in [44] issuing
from (h0,m±(h0)) is a curve on M for which
(5.21) Q = 2gh0 +
(m
h0
− γh0
2
)2
for the corresponding solutions of (1.1), but no information on the conformal mean
depth of the fluid domains is obtained (so that it need not be h0). There is a remark
in [44] that a modification of the method there could have led to the existence of a
new curve on M, for which, instead of (5.21), the condition
(5.22) h0 =
k
2pi
∫ pi/k
−pi/k
η(X) dX
will hold for the corresponding solutions of (1.1).
The approach in [12], while more general in that it covers also non-constant vor-
ticities, requires that there are no stagnation points in the flow. More precisely, it
relies on a hodograph transform, for the existence of which it is essential that the
horizontal velocity never vanishes in the flow. In [12] the relative mass flux m is fixed
and h varies, so each nontrivial bifurcation curve on M is contained in a hyperplane
m = constant. Since [12] only studies solutions for which ψY < 0 in Ω, it only obtains
λ− in (5.14) as a bifurcation point, and only in those cases for which the associated
laminar flow (5.15) does not have stagnation points. (However, the same method
is easily seen to be applicable also for solutions for which ψY > 0 in Ω, leading to
λ+ in (5.14) as a bifurcation point, though again only in those cases for which the
associated laminar flow (5.15) does not have stagnation points.) In [12, Section 3] it
was concluded that, for k = 1, local bifurcation from trivial flows always occurs for
negative constant vorticity, while in the case of positive constant vorticity there is a
necessary and sufficient condition on the value of the mass flux m < 0, namely
(5.23) tanh
(√−2m
γ
)
>
−2mγ
g + γ
√−2mγ .
Let us check these results against ours. We are thus looking at the laminar bifurcation-
inducing flows for k = 1, and with ψY < 0 everywhere in the closure of the fluid
domain. Hence, by (5.13), (5.14) and (5.18), and dropping the subscripts,
(5.24) λ = − γ tanh(h)
2
−
√
γ2 tanh2(h)
4
+ g tanh(h),
(5.25) m =
γh2
2
− γh tanh(h)
2
− h
√
γ2 tanh2(h)
4
+ g tanh(h),
(5.26) λ+ γh < 0.
We are interested in the range of the mapping h 7→ m(h) given by (5.25), restricted
to the set of h ∈ (0,∞) for which (5.26) holds. We will prove that the range is
(−∞, 0) if γ < 0 and coincides with the set for which (5.23) holds, thus confirming
the conclusions of [12]. The case γ < 0 is easy, so we concentrate on the case γ > 0.
Recall that (5.24) was obtained from (5.12) with n = 1 and k = 1, hence
(5.27) λ2 = (g − γλ) tanh(h),
as the solution with
(5.28) λ < 0,
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while (5.25) was obtained from (5.24) by, see (5.5a),
(5.29) m = λh+
γh2
2
.
Hence m is in the required range if and only if (5.27) and (5.29) are solvable with
respect to λ ∈ R and h > 0 so that (5.26) and (5.28) are satisfied. We solve first
(5.29) with respect to h for fixed λ satisfying (5.28). The condition
(5.30) λ ≤ −
√
−2γm
is necessary and sufficient for solvability, and the requirement (5.26) leads to the
unique solution
(5.31) h = −λ
γ
−
√
λ2 + 2γm
γ
,
and to strict inequality in (5.30). Plugging (5.31) into (5.27) we obtain
(5.32) tanh
(
−λ
γ
−
√
λ2 + 2γm
γ
)
=
λ2
g − γλ,
to be solved with respect to λ in the interval (−∞,−√−2γm). The necessary and
sufficient condition for this solvability is easily seen to be exactly (5.23), as required.
Appendix A. On conformal mappings for L-periodic strip-like domains
We prove here the existence and uniqueness of the conformal mean depth for any L-
periodic strip-like domain Ω. For any such domain Ω, let ΩR be the domain obtained
from Ω by symmetrization with respect to the real axis B, and let
Ω˜ = Ω ∪ B ∪ ΩR.
Let H > 0 be such that Ω˜ is a subset of the horizontal strip
SH = {(x, y) ∈ R2 : −H < y < H}.
The application
Φ(z) =
e
pi
2H
z − 1
e
pi
2H
z + 1
maps SH conformally onto the unit disc D = {ξ ∈ C : |ξ| < 1}. Let Π = Φ(Ω˜). The
boundary of Π is a Jordan curve J ⊂ D ∪ {±1}, symmetric about the real axis and
passing through the points ±1. Clearly Φ is a homeomorphism between the closures
of Ω˜ and of Π. Moreover, if D+ denotes the part of D situated in the upper half-plane
and Π+ = Π ∩ D+, then Π+ = Φ(Ω). Carathe´odory’s theorem [29, Theorem 2.6 and
Corollary 2.6, p. 24] ensures the existence and uniqueness of a conformal map Φ1
from D onto Π, which has an extension as a homeomorphism between the closures
of these domains and is such that Φ1(±1) = ±1 and Φ1(0) = 0. The uniqueness
assertion implies that Φ1(z¯) = Φ1(z) for all z ∈ D. This in turn implies that Φ1 maps
the segment [−1, 1] ⊂ R onto itself, and the imaginary part of Φ1 does not change
sign in D+. Since the real part of Φ1 is strictly increasing on the segment [−1, 1] ⊂ R,
the Cauchy-Riemann equations on that segment imply that the imaginary part of Φ1
is positive in D+. Hence Φ1 maps D+ onto Π+. Denote Φ0 = Φ
−1. Since
Φ2(z) =
e
pi
2
(z+i) − 1
e
pi
2
(z+i) + 1
mapsR2 conformally onto D , we see that Φ0◦Φ1◦Φ2 = U0+iV0 with U0, V0 : R2 → R,
is a conformal mapping ofR2 onto Ω˜, with an extension as a homeomorphism between
the closures of these domains, such that R1 is mapped onto Ω and points symmetric
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in R2 with respect to the line y = −1 are mapped into points in Ω˜ that are symmetric
with respect to the real axis.
Let β + iδ be the inverse of U0 + iV0, with β, δ : Ω˜→ R. Since Ω is an L-periodic
strip-like domain, we observe that the function
(X,Y ) 7→ δ(X + L, Y )− δ(X,Y )
is harmonic in Ω, and has a continuous extension to the closure of Ω which is zero
on the boundary of Ω since by construction δ = −1 on B and δ = 0 on S. Being also
bounded in Ω (since by construction |δ| ≤ 1), the Phragmen-Lindelo¨f principle [17]
ensures that this function is identically zero, so that
(A.1) δ(X + L, Y ) = δ(X,Y ), (X,Y ) ∈ Ω.
The Cauchy-Riemann equations then imply that
(A.2) β(X + L, Y )− β(X,Y ) = K, (X,Y ) ∈ Ω,
for some constant K ∈ R. Note that necessarily K > 0, since the fact that the real
part of Φ1 is a strictly increasing homeomorphism of the segment [−1, 1] ⊂ D implies
that x 7→ β(x, 0) is a strictly increasing homeomorphism of R. From (A.1) and (A.2)
we infer that
(A.3)
{
U0(x+K, y) = U0(x, y) + L,
V0(x+K, y) = V0(x, y),
(x, y) ∈ R1.
Replacing U0 + iV0 from R1 onto Ω by U˜ + iV˜ : Rh → Ω given by
U˜(x, y) = U0(x/h, y/h), V˜ (x, y) = V0(x/h, y/h), (x, y) ∈ Rh,
where
h = L/K,
we see that h satisfies the definition of the conformal mean depth of Ω.
0 1 2
iβ +    δ
0
U + i V
 0
Successive  steps  in  the  construction  of  the  conformal  map .
Φ Φ Φ
Suppose now that hˆ also satisfies this definition, and let Uˆ + iVˆ : Rhˆ → Ω be the
corresponding conformal mapping. Then
(Uˆ + iVˆ )−1 ◦ (U˜ + iV˜ )
is a conformal bijection from Rh onto Rhˆ and a homeomorphism between the closures
of these domains. Let us write
(Uˆ + iVˆ )−1 ◦ (U˜ + iV˜ ) = τ + iω,
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where τ, ω : Rh → R are harmonic functions. It follows that
(A.4)
{
τ(x+ L, y) = τ(x, y) + L,
ω(x+ L, y) = ω(x, y),
(x, y) ∈ Rh.
Also,
ω(x, 0) = 0, ω(x,−h) = −hˆ, x ∈ R.
The maximum principle shows that
ω(x, y) = hˆy/h, (x, y) ∈ Rh,
which implies that
τ(x, y) = (hˆx/h) + C, (x, y) ∈ Rh,
where C ∈ R is a constant, a fact which, together with the first relation in (A.4)
implies that hˆ = h.
If, in addition, S is a curve of class C1,α, then the Jordan curve J is C1,αloc everywhere
with exception of the two points ±1. By the Kellogg-Warschawski theorem [29,
Theorems 3.5 and 3.6, p. 48], the conformal map Φ1 inherits this smoothness up to
the boundary, namely it is of class C1,αloc in the closure of D with the exception of ±1
and, moreover, its derivative is not zero at any point in D \ {±1}. Our construction
ensures, taking into account the periodicity, that U˜ , V˜ ∈ C1,α(Rh) and
U˜2x + V˜
2
x 6= 0 in Rh.
We now show that h coincides with the ‘mean depth’ of a L-periodic strip-like
domain as defined in [1]. There, the domain Ω is considered by as being occupied by
a fluid in steady irrotational motion, so that S and B are streamlines for a stream
function ψ which is L-periodic in X throughout Ω and satisfies (1.1d) with γ = 0,
(1.1e) and (1.1f). Since the flow is irrotational, there exists an associated velocity
potential φ in Ω, which is a harmonic function such that φ + iψ is holomorphic.
The velocity field is then given by (ψY ,−ψX), which also equals (φX , φY ) by the
Cauchy-Riemann equations. The mean horizontal velocity of the flow is then given
by
c =
1
L
∫ X+L
X
φX(T, Y ) dT =
1
L
(φ(X + L, Y )− φ(X,Y )),
a quantity which is easily seen not to depend on (X,Y ) as long as the horizontal line
segment joining (X,Y ) and (X + L, Y ) is contained in Ω. The ‘mean depth’ is then
defined as m/c, the ratio between the flux and the mean horizontal velocity. With
β, δ as previously defined in Appendix A, note that the maximum principle implies
that
ψ(X,Y ) = mδ(X,Y ), (X,Y ) ∈ Ω,
and then the Cauchy-Riemann equations show that
φ(X + L, Y )− φ(X,Y ) = m(β(X + L, Y )− β(X,Y )), (X,Y ) ∈ Ω.
Therefore
cL = mK
and hence
h = m/c.
Consequently the conformal mean depth of Ω coincides with the ‘mean depth’ defined
in [1].
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Appendix B. A commutator estimate
Lemma B.1. If f ∈ C1,α2pi and g ∈ C0,α2pi with α ∈ (0, 1), then
f C(g) − C(fg) ∈ C1,δ2pi for all δ ∈ (0, α).
Proof. Let
Θ(t) = f(t) C(g)(t) − C(fg)(t) for all t ∈ R.
Using the definition of C we obtain that, for all t ∈ R,
(B.1) Θ(t) =
1
2pi
∫ pi
−pi
cot
(
t− s
2
)
{f(t)− f(s)} g(s) ds,
where, since f ∈ C1,α2pi , the integral is not a principal value integral, but a genuine
Lebesgue integral. In proving that Θ ∈ C1,δ2pi for all δ ∈ (0, α) we will make use of the
following inequalities:
(B.2) |x− sin(x)| ≤ 1
6
|x|3 for all x ∈ R,
(B.3)
1
sin2(x)
≤ σ(|x|) 1
x2
for all x with 0 < |x| < pi,
(B.4)
∣∣∣∣cot(x)− 1x
∣∣∣∣ ≤ ς(|x|)|x| for all x with 0 < |x| < pi,
where σ, ς : (0, pi)→ [0,∞) are bounded functions on (0, a] for each a ∈ (0, pi).
We show first that Θ is differentiable on R and its derivative is given, for all t ∈ R,
by the formula obtained by formal differentiation under the integral sign:
(B.5) Θ′(t) =
1
4pi
∫ pi
−pi
f ′(t) sin(t− s)− {f(t)− f(s)}
sin2
(
t−s
2
) g(s) ds.
Note that the above integral finite. Indeed, the integral
(B.6)
1
4pi
∫ t+pi
t−pi
f ′(t) sin(t− s)− {f(t)− f(s)}
sin2
(
t−s
2
) g(s) ds,
is finite, as it can be seen upon using (B.2), (B.3) and the Mean Value Theorem, by
which
|f ′(t)(t− s)− {f(t)− f(s)}| = |t− s| |f ′(t)− f ′(ξ)|
≤ C|t− s|1+α,
for some ξ = ξ(t, s) with |ξ − t| ≤ |s − t|. Hence the integral in (B.5) is finite, being
obtained from that in (B.6) by a rearrangement using the periodicity of the functions
involved. In the above and throughout what follows, we denote by C a constant which
depends only on the norm of f in C1,α2pi and the norm of g in C
0,α
2pi , and is allowed to
vary from line to line.
Since the operator defining Θ commutes with translations, it suffices to show that
Θ is differentiable at t = 0, with derivative at t = 0 given by (B.5). Note that, for
any t close to 0, one can write
2pi
Θ(t)−Θ(0)
t
= I1(t) + I2(t),
where
I1(t) =
1
t
∫ 2|t|
−2|t|
{
cot
(
t− s
2
)
{f(t)− f(s)} − cot
(−s
2
)
{f(0)− f(s)}
}
g(s) ds,
I2(t) =
∫
(−pi,−2|t|)∪(2|t|,pi)
1
t
{
cot
(
t− s
2
)
{f(t)− f(s)} − cot
(−s
2
)
{f(0)− f(s)}
}
g(s) ds.
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Using (B.4), one can write I1(t) as the sum of a term which tends to 0 as t→ 0 and
2
t
∫ 2|t|
−2|t|
{
f(t)− f(s)
t− s −
f(0)− f(s)
0− s
}
g(s) ds
Since, for fixed t, the integrand in the above is continuous as a function of s, the
Mean Value Theorem for integrals shows that the above quantity equals
8 |t|
t
{
f(t)− f(ξ)
t− ξ −
f(0)− f(ξ)
0− ξ
}
g(ξ)
for some ξ ∈ (−2|t|, 2|t|). Using again the Mean Value Theorem, the above quantity
equals
8 |t|
t
{
f ′(ξ1)− f ′(ξ2)
}
g(ξ)
for some ξ1, ξ2 ∈ (−2|t|, 2|t|). Since f ′ is continuous and g is bounded, the above
quantity tends to 0 as t→ 0. We have thus proved that
(B.7) I1(t)→ 0 as t→ 0.
We now prove that, as t→ 0,
(B.8) I2(t)→
∫ pi
−pi
f ′(0) sin(−s)− {f(0)− f(s)}
2 sin2
(
s
2
) g(s) ds.
For this, we use the Dominated Convergence Theorem. Observe that I2(t) can be
written as an integral over (−pi, pi), with the integrand given by
χ(−pi,−2|t|)∪(2|t|,pi)
(f(t)− f(0)
t
cot( t−s2 ) + {f(0)− f(s)}
cot( t−s2 ) − cot(− s2 )
t
)
g(s)
where χA stands for the characteristic function of the set A. Firstly, note that, as
t → 0, the above integrand converges pointwise to the integrand on the right-hand
side of (B.8). Secondly, note that, for each s ∈ (−pi, 0) ∪ (0, pi) and for each t with
0 < |t| < |s|/2, the Mean Value Theorem yields that
(B.9)
1
t
{
cot
(
t− s
2
)
{f(t)− f(s)} − cot
(−s
2
)
{f(0)− f(s)}
}
=
f ′(ξ) sin(ξ − s) − {f(ξ)− f(s)}
2 sin2
(
ξ−s
2
)
for some ξ between 0 and t. Using again (B.2) and (B.3), we obtain∣∣∣∣∣∣
f ′(ξ) sin(ξ − s)− {f(ξ)− f(s)}
2 sin2
(
ξ−s
2
)
∣∣∣∣∣∣ ≤ C
∣∣∣∣f ′(ξ)(ξ − s)− {f(ξ)− f(s)}(ξ − s)2
∣∣∣∣+C|ξ − s|
= C
∣∣∣∣f ′(ξ)− f ′(ξ0)ξ − s
∣∣∣∣+ C|ξ − s|
≤ C|ξ − s|α−1
≤ C|s|α−1,
where ξ is between 0 and t, ξ0 is between ξ and s, and we took into account that
0 < |t| < |s|/2 and f ∈ C1,α2pi . Since s 7→ |s|α−1 is integrable and g is bounded, we
have thus checked the conditions of the Dominated Convergence Theorem. Therefore,
(B.8) holds and, since (B.7) holds, it follows that Θ is differentiable at t = 0, with
derivative given by (B.5) evaluated at t = 0. As noted earlier, this implies that Θ is
differentiable on R, with derivative given by (B.5).
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We now prove that Θ′ ∈ C0,δ2pi for each δ ∈ (0, α). Since Θ′ commutes with transla-
tion, it suffices to show that
(B.10) |Θ′(t)−Θ′(0)| ≤ C|t|δ for all t close to 0.
The change of variables s 7→ (t− s) in (B.5) leads to the following formula
(B.11) Θ′(t) =
1
4pi
∫ pi
−pi
f ′(t− s) sin(s) − {f(t)− f(t− s)}
sin2
(
s
2
) g(t− s) ds,
for all t ∈ R. It follows that, for each t close to 0, one can write
(B.12) 4pi
(
Θ′(t)−Θ′(0)
)
= J1(t) + J2(t) + J3(t),
where
J1(t) =
∫ 2|t|
−2|t|
f ′(t) sin(s)− {f(t)− f(t− s)}
sin2
(
s
2
) g(t− s) ds
J2(t) = −
∫ 2|t|
−2|t|
f ′(0) sin(s)− {f(0)− f(−s)}
sin2
(
s
2
) g(−s) ds
J3(t) =
∫
(−pi,−2|t|)∪(2|t|,pi)
{f ′(t) sin(s)− {f(t)− f(t− s)}
sin2
(
s
2
) g(t− s)
− f
′(0) sin(s)− {f(0)− f(−s)}
sin2
(
s
2
) g(−s)} ds.
Note first that
|J1(t)| ≤
∫ 2|t|
−2|t|
|f ′(t)||g(t − s)| | sin(s)− s|
sin2
(
s
2
) + ∫ 2|t|
−2|t|
|g(t− s)|
∣∣∣∫ 0−s{f ′(t)− f ′(t+ τ)} dτ ∣∣∣
sin2
(
s
2
) ds
(B.13)
≤ C|t|2 + C|t|α
≤ C|t|α,
where we have used (B.3) and (B.2), the boundedness of f ′ and g, and the fact that
f ′ ∈ C0,α2pi . Then, exactly the same argument gives that
(B.14) |J2(t)| ≤ C|t|α.
Also, one can write
(B.15) J3(t) = K1(t) +K2(t),
where
K1(t) =
∫
(−pi,−2|t|)∪(2|t|,pi)
{f ′(t)− f ′(0)} sin(s) + {f(0)− f(−s)} − {f(t)− f(t− s)}
sin2
(
s
2
) g(t− s) ds
K2(t) =
∫
(−pi,−2|t|)∪(2|t|,pi)
f ′(0) sin(s)− {f(0)− f(−s)}
sin2
(
s
2
) {g(t− s)− g(−s)} ds.
Using (B.3), the boundedness of g and the fact that f ′ ∈ C0,α2pi , it follows that
|K1(t)| ≤ C
∫
(−pi,−2|t|)∪(2|t|,pi)
|g(t − s)|
{ |f ′(t)− f ′(0)|
|s| +
∣∣∣∫ 0−s(f ′(τ)− f ′(t+ τ)) dτ ∣∣∣
|s|2
}
ds
(B.16)
≤ C|t|α
∫
(−pi,−2|t|)∪(2|t|,pi)
1
|s| ds
≤ C|t|α| log |t||
≤ C|t|δ.
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Also, using (B.3), the boundedness of f ′ and the the fact that g ∈ C0,α2pi , it follows
that
|K2(t)| ≤ C
∫
(−pi,−2|t|)∪(2|t|,pi)
|g(t− s)− g(−s)|
{ |f ′(0)|
|s| +
∣∣∣∫ 0−s f ′(τ) dτ ∣∣∣
|s|2
}
ds(B.17)
≤ C|t|α
∫
(−pi,−2|t|)∪(2|t|,pi)
1
|s| ds
≤ C|t|α| log |t||
≤ C|t|δ.
Combining the estimates (B.12)–(B.17) yields (B.10). As noted earlier, this implies
that Θ′ ∈ C0,δ2pi . This completes the proof.
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