This paper provides a methodology of verified computing for solutions to 1-dimensional advection equations with variable coefficients. The advection equation is typical partial differential equations (PDEs) of hyperbolic type. There are few results of verified numerical computations to initial-boundary value problems of hyperbolic PDEs. Our methodology is based on the spectral method and semigroup theory. The provided method in this paper is regarded as an efficient application of semigroup theory in a sequence space associated with the Fourier series of unknown functions. This is a foundational approach of verified numerical computations for hyperbolic PDEs. Numerical examples show that the rigorous error estimate showing the well-posedness of the exact solution is given with high accuracy and high speed.
Introduction
Let R be the set of real numbers and let Ω = (0, 2π) ⊂ R. In this paper, we consider smooth solutions of the following initial-boundary value problem of 1-dimensional advection equations with variable coefficients:
where (x, t) are the space-time variables. Partial derivatives of u(x, t) are denoted by u t := ∂ ∂t u(x, t) and u x := ∂ ∂x u(x, t). The variable coefficient c(x) is a space-dependent positive real-valued function satisfying the periodic boundary condition. We also require that the initial function u 0 (x) is a periodic function. It is well-known (cf., e.g., [4] ) that the advection equation (1) is a typical partial differential equation (PDE) of hyperbolic type. It appears in mathematical models of the traffic stream (nonlinear waves), compressive fluids, and systems of conservation law, etc. The well-posedness of (1) is shown on a suitable function space [7] . It is also known (cf. [4] ) that behavior of the solution follows the characteristic curve. For example, if Ω = R and a curve x ≡ X(t) defined on x-t upper half-plane satisfies dX dt = c (X(t)) , then the solution of (1) without the boundary condition is expressed by u(x, t) = u 0 (X(t)). This means that the solution shows a flow of initial distribution. Moreover, if two characteristic curves cross, a singular solution so-called shock wave occurs. In such a case, regularity of the solution is lost any more and one needs to discuss weak solutions in the distributional sense. Under the above analytic background, the aim of this paper is to figure out behavior of smooth solutions of (1) rigorously by using numerical computations. Basically, numerical computations may help us to understand the solution quantitatively but there include several kind of errors for computing solutions numerically. What is worse, many difficulties appear in numerical computing for the solution of (1) . Numerical computations often become unstable. The dissipation of numerical solutions is sometimes caused by the discretization of PDEs, which is so-called numerical dispersibility. The propagation of velocity is also changed by the discretization. Furthermore, in the viewpoint of verified numerical computations, there are few results [14, 15, 16, 20] for initial-boundary value problems of hyperbolic PDEs. Verified numerical computations for PDEs have been established by Nakao [19] and Plum [24] independently. These have been developed in the last three decades by their collaborators and many researchers in the field of dynamical systems (see, e.g., [5, 17, 21, 22, 25, 27, 32, 34] and references therein). Recently, verified numerical computations enable us to understand traveling-waves, periodic solutions, invariant objects (including stationary solutions) of parabolic/elliptic PDEs, etc. For such a research field, it is a challenging task for introducing a methodology of verified numerical computations for hyperbolic PDEs.
One of our main tools in this paper is semigroup in the classical analysis. For initial-boundary value problems of parabolic PDEs, the first author and his collaborators have introduced a methodology of verified numerical computations [17, 18, 28] using semigroup theory. Such a method is based on the analytic semigroup generated by the Laplacian ∆. The semigroup is a solution operator of the Cauchy problem. For example, a solution of the heat equation
is expressed by u(x, t) = e ∆t u 0 (x) using the analytic semigroup {e ∆t } t≥0 on a certain Banach space X. These studies [17, 18, 28] have achieved an efficient combination of operator theory and verified numerical computations. Such a combination can be expected to provide an approach to many unsolved problems of PDEs.
Another tool of the present paper is the spectral method (cf. [1, 7, 30] ) for numerically computing the solution of (1). The most advantage of using the spectral method is accuracy of numerical solutions. If a solution is smooth enough, a numerically computed approximate solution is much more accurate than that by other numerical methods, e.g., the finite difference method, the finite element method, etc. On the other hand, the spectral method restricts boundary conditions of problems and the shape of domain Ω. It is moreover difficult to deal with the convolution term for nonlinear problems. Although flawed, accurate numerical approximate solution is useful for verified computing to PDEs. In particular, the decay property of coefficients of series expansion gives great benefit to verified numerical computations. By making good use of such a property, verification methods for analytic solutions to PDEs have been proposed in [5, 9, 11] . In our study, inspired by these studies, we construct a solution using the Fourier series with respect to x-variable and the Chebyshev series with respect to t-variable. These series expansions are appropriate for the initial-boundary value problem (1) .
The main contribution of this paper is to provide a method of verified computing by using sequence spaces, which come from the Fourier series of the unknown function. Our methodology is based on the spectral method [1, 7, 30] , i.e., we try to enclose the Fourier coefficients of the exact solution of (1). Let Z be a set of integers and let i = √ −1 denotes the imaginary unit. Considering the Fourier series of the unknown function and that of the variable coefficient in (1)
the advection equation (1) is equivalent to the following infinite-dimensional system of ordinary differential equations (ODEs):
Let a(t) := (a k (t)) k∈Z for t > 0 and c := (c k ) k∈Z . We consider (2) in a certain sequence space X. Then, (2) can be represented by the X-valued Cauchy problem
where A is an operator defined by
We will prove that this operator A generates the C 0 semigroup 1 on X under a certain assumption. The C 0 semigroup is used to derive an error estimate between the exact solution and a numerically computed approximate solution. Such a error estimate is our main result for verifying the behavior of the exact solution of (1). This methodology is regarded as an efficient application of semigroup theory in the sequence space for verified numerical computations.
The rest of this paper is organized as follows: In Section 2, we briefly introduce semigroup theory in the classical analysis. A sufficient condition of the operator A generating C 0 semigroup on the sequence space X is given in Theorem 2.8. We also derive a norm estimate of the C 0 semigroup by using an operator norm of X. In Section 3, we introduce a rigorous error estimate using the C 0 semigroup, which rigorously bounds the error between the Fourier coefficients of exact solution and those of numerically computed approximate solution in the sense of X topology. Theorem 3.1 is our main theorem in the present paper, which shows a sufficient condition for proving the well-posedness of (1) in analytic category for the space variable. Subsequently, we give a detailed estimate of initial error and that of residual. In Section 4, we numerically demonstrate efficiency of the provided method of verified computing. Finally, as a conclusion, we discuss potential applications of the provided method to mathematical models of nonlinear waves.
Semigroup on a sequence space

Preliminaries from semigroup theory
We prepare some definitions and theorems associated with semigroup theory (for the details see, e.g., [10, 23, 31] , etc.). 
The C 0 semigroup satisfying (4) is called the C 0 semigroup of G(M, ω) class (cf. [10] ).
Definition 2.3. The linear operator A defined by
is called the infinitesimal generator of the semigroup S(t). Here, D(A) is the domain of A. 1 The definition of C 0 semigroup is given in Section 2. *
X . The necessary and sufficient condition for A generating the C 0 semigroup is shown by the LumerPhillips theorem [12] , which is equivalent to the Hille-Yosida theorem [8, 33] . 
Generation of C 0 semigroup on sequence spaces
Let C be a set of complex numbers. We define
endowed with norms
In the rest of the paper, we set the Banach space X = ℓ 2 and its dual space
. Let us define the multiply operator B as
, the finite-dimensional subspace defined bỹ
is dense in X, i.e., for any ε > 0 there exists a positive integer N such that one can obtainã ∈X n (n ≥ N) satisfying a −ã X < ε. Let c = (c k ) k∈Z be a sequence of complex numbers and let us assume Bc ∈ ℓ 1 . As defined in (3), the operator A is denoted by the discrete convolution 3 of c and Ba, i.e.,
The domain of A is denoted by D(A) := {a ∈ X : c * a ∈ D(B)}. For the operator A and its domain D(A),
we have the following two lemmas:
Then, Young's inequality yields
This is bounded because a ∈ D(B) and Bc ∈ ℓ 1 .
Lemma 2.7. The operator A
Proof. Consider the sequence {a n } ⊂ D(A) satisfying a n → a and
From the elementary calculation,
The (6) then the operator A generates the C 0 semigroup of G(1, ω) class on X. Such a semigroup is denoted by {S(t)} t≥0 and satisfies
Before proving Theorem 2.8, the following lemma plays an important role: Lemma 2.9. The operator C : a ∈ X → c * a has a dense range and is invertible under the following assumptions:
Moreover, the operator norm of C −1 is estimated by
Proof. The operator C is the linear bounded operator. First, we consider the density of the range of C,
Then, it contradicts the assumption d 0 and R(C) = X holds.
Next, we consider the invertibility of the operator C. For a ∈ X, we have
Taking the norm of this, Young's inequality yields
This implies I − c
C is invertible because its Neumann series converges in the operator norm on X. Finally, from (8), the operator norm of C −1 is bounded by
This completes the proof.
Proof of Theorem 2.8. First, from Lemma 2.6 and 2.7, the operator A is the closed linear operator with dense domain D(A) in X. Next, we will prove that the operator A is ω-dissipative. For a ∈ D(A), let us define the element of the duality set v ∈ F(a) as the sequence a itself. Thus, it sees that the dual product between a and v is
By using the sequence v, it follows for any a ∈ D(A)
Here, we set d k,m = ma m a k + a m ka k . By inverting the indexes of d k,m , we observe that
The second term in the last line of (9) follows
where iR denotes a set of purely imaginary numbers and we used the assumption 4 c −k = c k . Then, we have the following estimate from (9) and (10):
Taking ω = 1 2 Bc 1 , the operator A is ω-dissipative. Moreover, when we take λ 0 satisfying λ 0 > ω, from (11) it follows for any a ∈ D(A) and v ∈ F(a)
This implies that the null-space of λ 0 I − A has only the zero element, i.e., N(λ 0 I − A) = {0}. Then, λ 0 I − A is one-to-one and the range of λ 0 I − A is closed from the closed-range theorem (cf. [2] ).
Finally, assuming that R(λ 0 I − A) X, there exists a nonzero element b ∈ X * such that
Then, (12) is equivalent to
By using Lemma 2.9, it follows from (13)
The variable coefficient c(x) is the real-valued function.
Since Bc 1 and b X * are bounded, b ∈ D(B * ) holds, where B * denotes the adjoint of B. We rewrite (13) as
Plugging a = b in both sides of (15), the real part of (15) yields
From (14), we obtain an estimate of
, it follows from (16) and (17)
This is equivalent to
The assumption (6) yields b X * = 0 if we take λ 0 satisfying
This contradicts b 0 and R(λ 0 I − A) = X holds for such a λ 0 . Therefore, from the Lumer-Phillips theorem (Theorem 2.5), the operator A generates the C 0 semigroup of G(1, ω) class.
Bounded estimate of C 0 semigroup
Since the behavior of the solution of (1) follows characteristic curve, one may show that the solution becomes periodic in time. In such a case, the estimate of the C 0 semigroup generated by A is bounded (no exponential growth) by using the periodic property.
Let T be a period such that u(t + T) = u(t) for t > 0. If the solution of (1) is a periodic solution of period T, u(T, ·) = u 0 holds, which implies S(T) = I. Then, from the semigroup property (2. in Definition 2.1), we rewrite the estimate (7) as
This estimate implies that the C 0 semigroup generated by A becomes the C 0 semigroup of G(M, 0) class, where the constant M is independent of t. More precisely, we have M = e ωT . The estimate (18) is effective to enclose the solution of (1) for long time because the estimate is independent of t.
Rigorous error estimate using C 0 semigroup
In this section, we will derive a rigorous error estimate between the exact solution and a numerically computed approximate solution, which is our main result for verified numerical computations. For a positive integer N, letũ (x, t) = |k|≤Nã k (t)e ikx be a numerically computed approximate solution of (1) and letã(t) be the infinite-dimensional extension of (ã k (t)) |k|≤N , i.e.,ã(t) := (. . . , 0, 0,ã −N (t), . . . ,ã N (t), 0, 0 . . . ). We also define a sequence of functions z(t) = (z k (t)) k∈Z as z(t) = a(t) −ã(t). By using the sequence z, we rewrite (2) as
In the sequence space X, (19) is expressed by
where A is defined in (3). Since the operator A generates the C 0 semigroup {S(t)} t≥0 of G(1, ω) class discussed in Section 2.2, the solution of (20) is given by
S(t − s)r(s)ds, (21) where r(s) is the residual of the approximate solution defined by r(s)
From (7) and (21), we have the following estimate for each t > 0
where ω = (22) presents an error estimate between the Fourier coefficients of the exact solution of (1) and the given approximate solution. This is a core result of our method of verified computing. In actual computations, we derive estimates of z(0) X and r C((0,t);X) rigorously, which is discussed in the next subsection.
Remark 2.
If the solution of (1) is a periodic solution of period T, the rigorous error estimate (22) is improved by using (18)
r C((0,t);X)
for nT ≤ t < (n + 1)T (n = 0, 1, 2, . . . ).
Finally, we have the following results, which show the existence locally in time of the solution of (1) in the neighborhood of the numerically computed approximate solution. The proof immediately follows from the above arguments. 
Theorem 3.1. For the advection equation (1), let c(x) be a real-valued function and let the Fourier coefficients of c(x) be c = (c
Rigorous estimation of initial error and residual
Approximate solution
The approximate solution is given by the Fourier series in space variable and the Chebyshev series in time variable. We derive the following system of complex-valued ODEs via the discrete Fourier transform of (1):
The Fourier coefficients of the initial function and those of the variable coefficient are expressed by
respectively. We integrate (23) by using the integrator so-called ode45 in Chebfun [3] . The numerically computed approximate solution is expressed bỹ
where T l (t) denotes the l-th Chebyshev polynomial of the first kind with respect to t andã k,l ∈ C. Furthermore, the first derivative of the approximate solution with respect to the time variable is expressed forã
∈ C can be computed by an recursive algorithm (see, e.g., [13, page 34]).
Initial error estimate
To derive an upper bound of z(0) X , we have
The first term represents the numerical (rounding) error, which is rigorously enclosed by interval arithmetic. The second one represents the truncation error, which is expected to be small in practice. For each given initial function, we estimate the last term of (24) in the next section.
Residual estimate
Let us consider the residual term. For a fixed s > 0, we have
, where we denote
The second term of the last line in (25) 
. ). We have
The last term is rigorously computable by using interval arithmetic and the truncated error estimate of the sequence c. Finally, for some t max > 0, we obtain an upper bound of the residual term
Numerical results
In this section, we show three examples to demonstrate the efficiency of our verified numerical compu- 
Example 1
As the first example, we consider the initial-boundary value problem (1) with
This initial function is an analytic function satisfying u 0 (x) ≈ e periodic and is close to e −100(x−1)
2 . The truncated error of the initial function in (24) is estimated by
, where erfc(x) = 1 − erf(x). Furthermore, the Fourier coefficients of c(x) are given by
It is shown that the sequence c = (c k ) k∈Z satisfies Bc ∈ ℓ 1 and (6). Theorem 2.8 follows that the operator A defined in (3) generates the C 0 semigroup of G(1, ω) class on the sequence space X with
The profile of the variable coefficient c(x) and that of the initial function u 0 (x) are displayed in Figure 1 .
In Figure 2 , we plot the behavior of the numerically computed approximate solutionũ. (24) with (27) are shown when N = 10, 20, . . . , 250. The accuracy of the error estimate is sufficiently small and the rounding errors take over when N ≥ 120. Furthermore, the decay rate of the estimate looks exponential order, which is called "spectral accuracy" in [30] . Figure 3 shows rigorous upper bounds of z(0) X using (24) with (27) . A remarkable accuracy can be seen in Figure 3 , which illustrates the efficiency of the spectral method. Figure 4 also shows rigorous numerical results of the residual estimate discussed in Section 3.1.3. This result implies that the number of Chebyshev basses in order to sufficiently reduce the residual estimate is increasing as t max getting larger. Consequently, in Table 1 , we sum up each numerical result of our verified computing when t max = 0.1, 0.5, π, 2π, 4π and N = 120. Here, "initial error", "residual", and "error" denote the upper bound of z(0) X , that of the residual r C((0,t max );X) , and that of z C((0,t max );X) given in Theorem 3.1, respectively. The "app. time" and "exec. time" are results of computational time on the second time scale for getting an approximate solution by ode45 in Chebfun and those of all computational time for our verified computing, respectively. The "ratio" presents an additional ratio of verified computing given by the value of "exec. time" divided by "app. time". The main feature of these results is the accuracy of the residual estimate, which is remarkably high accurate for verified computing to PDEs. It is worth noting that the rigorous error estimate is still small even if t max is getting larger. Another feature of the results is the speed of verified numerical computations. In Table 1 , we observe that it requires at most tens of percent of additional time with respect to the execute time of the ODE integrator in Chebfun. This indicates that our method of verified computing is executed as fast as (non-rigorous) numerical computations.
Example 2
The second example is the initial-boundary value problem (1) number is binary format with base 2, the rounding error in calculating the coefficients becomes zero. Then, the initial error is only the truncated error. Such a truncated error of the initial function in (24) is estimated by
Furthermore, the Fourier coefficients of c(x) are given by
otherwise.
The sequence c = (c k ) k∈Z immediately satisfies Bc ∈ ℓ 1 and (6). Theorem 2.8 follows that the operator A defined in (3) generates the C 0 semigroup of G(1, ω) class on the sequence space X with ω = 1 2 Bc 1 = 0.49.
In Figure 6 , we plot the behavior of the numerically computed approximate solutionũ. Table 2 lists the best numerical result of verified computing when t max = 0.1, 0.5, π, 2π, 4π. Here, "best" means that our code returns 
Example 3
For the final example, we consider a slightly more complicated initial-boundary value problem (1) than that in the previous two examples, where
The profile of the variable coefficient c(x) and that of the initial function u 0 (x) are displayed in Figure 8 .
The truncated error of the initial function in (24) is the same as that in (28) . The Fourier coefficients of c(x) are given by
The sequence c = (c k ) k∈Z immediately satisfies Bc ∈ ℓ 1 and (6). Theorem 2.8 follows that the operator A defined in (3) generates the C 0 semigroup of G(1, ω) class on the sequence space X with ω = 1 2 Bc 1 = 0.64.
In Figure 9 , we plot the behavior of the numerically computed approximate solutionũ. Table 3 lists the best numerical result of verified computing when t max = 0.1, 0.5, π, 2π, 4π. Our method of verified computing also gives tight error bounds between the exact solution and its numerically computed approximate solution. Moreover, it is executed in high speed. These are benefit of using the spectral method.
Conclusion
In the present paper, we have derived a methodology of verified computing for solutions to 1-dimensional advection equations with variable coefficients based on the Fourier-Chebyshev spectral method. Main contribution of this paper is to provide a method of verified computing using the C 0 semigroup on the complex sequence space ℓ 2 , which comes from the Fourier series of the solution. We have applied the Lumer-Phillips theorem for an operator A generating the C 0 semigroup on the sequence space. A sufficient condition for the generator of the C 0 semigroup is shown in Theorem 2.8. In Theorem 3.1, we have introduced the rigorous error estimate between the exact solution and its numerically computed approximate solution. Moreover, numerical results given in Section 4 show that the rigorous error estimate is quite accurate and the computational time is as fast as that of usual numerical computations. In the field of verified numerical computations, the provided methodology is a foundational approach for initial-boundary value problems of hyperbolic PDEs.
We conclude this paper by discussing some potential extensions. Our methodology in the present paper could be extended to mathematical models of nonlinear waves. One example is mathematical models of the traffic stream ρ t + (ρu) x = 0, where ρ is the traffic density and u denotes vehicle's velocity. More generally, the provided method could be extended to rigorously compute solutions to multidimensional advection equations so-called Mass transport equation u t + ∇ · (vu) = 0 with a given stationary velocity field v. Furthermore, a more challenging extension is to rigorously compute solutions of the systems of conservation law u t + ( f (u)) x = 0 for an unknown function u(x, t). In all of these extensions, the main difficulty is the loss of smoothness caused by the nonlinearity. When that happens, the spectral method typically fails and so-called Gibbs phenomenon occurs. On the other hand, there is a vast amount of results (cf. [6, Chapter 13]) on the reduction and elimination of the Gibbs phenomenon. Combining with such techniques, we believe that our semigroup approach still works well in the nonlinear problems. One interesting future project could be to apply the present method to the radii-polynomial approach developed in [5, 9, 11] etc. for rigorous spectral methods in nonlinear hyperbolic PDEs.
