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Abstract
For an nth order linear recurring sequence over the ﬁnite ﬁeld Fp, the largest possible
period is pn − 1. When such a sequence attains this upper bound as its period, it is
called a maximal period linear sequence, or m-sequence in short. Interest in such
sequences originated from applications. Indeed, there is an interaction between m-
sequences, coding theory and cryptography via the relation with cyclic codes, Boolean
functions, etc. One of the main goals is to construct a pair of binarym-sequences whose
crosscorrelation takes few values, preferably with small magnitude. By a theorem of
Helleseth, the crosscorrelation function takes at least three values. Hence, existence
and construction of sequences with 3-valued crosscorrelation is of particular interest.
This is also the main theme of our work.
The aim of this thesis is to introduce foundational material on m-sequences, explain
the relations with other topics mentioned above, and to present proofs of three con-
jectures on the existence/nonexistence of 3-valued crosscorrelation functions for binary
m-sequences. These conjectures are due to Sarwate-Pursley, Helleseth and Welch and
were proved by McGuire-Calderbank, Calderbank-McGuire-Poonen-Rubinstein and
Canteaut-Charpin-Dobbertin respectively.
MAKSMUM PERODLU DOGRUSAL DZLER VE ÇAPRAZ LNT
FONKSYONLARI
Canan Ka³kc
Matematik, Yüksek Lisans Tezi, 2006
Tez Dan³man: Yar. Doç. Cem Güneri
Anahtar Kelimeler: m-dizisi, çapraz ilinti, devirsel kod, McEliece'in teoremi, dogrusal
olmayan fonksiyon.
Özet
Mertebesi n olan ve sonlu Fp cismi üzerinde tanml bir dogrusal yinelemeli dizi için
mümkün en büyük period (pn − 1)'dir. Periodu bu üst snra e³it olan böyle dizilere
maksimum periodlu dogrusal diziler ya da ksaca m-dizileri denir. Bu tip dizilere
olan ilgi uygulamalardan kaynaklanm³tr. Gerçektende m-dizileri, kodlama teorisi
ve ³ifreleme konular devirsel kodlar, Boole fonksiyonlar, vb. ili³kilerle yakn temas
halindedirler. En önemli amaçlardan biri çapraz ilinti fonksiyonlar az sayda, ve terci-
hen küçük, degerlere sahip ikili m-diziler in³asdr. Helleseth'in teoremine göre çapraz
ilinti fonksiyonu genelde en azndan üç tane degere sahiptir. Dolaysyla 3-degerli
çapraz ilinti fonksiyonlarnn varlg ve in³as çok ilgi uyandrr. Bu ayn zamanda
bizim çal³mamzn da ana temasdr.
Bu tezin amac m-dizilerinin temel konularna giri³ yapmak, yukarda bahsi geçen
diger konularla olan ili³kileri açklamak ve 3-degerli çapraz ilinti fonksiyonlarnn varlg
üzerine yaplm³ üç farkl önsavn ispatlarn vermektir. Bu önsavlar Sarwate-Pursley,
Helleseth ve Welch'e ait olup ispatlar srasyla McGuire-Calderbank, Calderbank-
McGuire-Poonen-Rubinstein ve Canteaut-Charpin-Dobbertin tarafndan verilmi³tir.
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CHAPTER 1
INTRODUCTION
In this section, we present foundational material on m-sequences, cyclic codes and
the relations between two subjects. For m-sequences, our references are [11] and [13],
whereas we refer to [16] for coding theory parts. We assume basic knowledge on ﬁnite
ﬁelds. Therefore, other than recalling the deﬁnition and basic properties of the trace
function, we do not give further information on ﬁnite ﬁelds.
1.1 Linear Recurring Sequences and m-Sequences
We start with recalling the absolute trace map between ﬁnite ﬁelds. Let p be a prime,
n > 1 be an integer. The trace map from Fpn to Fp is deﬁned by
Tr(x) = x+ xp + xp
2
+ ...+ xp
n−1
Note that the trace map is Fp-linear and surjective. It is balanced in the sense that for
every c ∈ Fp, there exist pn−1 preimages in Fpn .
Deﬁnition 1.1.1. Let n be a positive integer, and let c1, ..., cn be elements of Fp. A
sequence s0, s1... of elements of Fp satisfying the recurrence relation
st = c1st−1 + c2st−2 + ...+ cnst−n (1.1)
for all t ≥ n is called an nth-order linear recurring sequence over Fp. The terms
s0, s1, ..., sn−1 which determine the rest of the sequence together with the recurrence
relation are called initial values.
Given a sequence (st), the least positive integer r for which st+r = st for all t ≥ 0 is
called the period of (st). Sequences for which such a number r exists are called periodic.
It is easy to see that an nth order linear recurring sequence is "ultimately periodic"
(i.e. there exists to, r such that st+r = st for all t ≥ to) with period r ≤ pn − 1.
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Deﬁnition 1.1.2. Given the recurrence relation (1.1) the polynomial f(x)
f(x) = xn − c1xn−1 − c2xn−2 − ...− cn ∈ Fp[x] (1.2)
is called the characteristic polynomial of the corresponding linear recurring sequence.
Characteristic polynomial yields a trace representation for its recurring sequence:
Theorem 1.1.1. If the characteristic polynomial f(x) is irreducible of degree n, then
for any θ ∈ Fpn, the sequence (st) deﬁned by st = Tr(θαt), where α is a root of f(x),
satisﬁes the recurrence relation (1.1). Conversely, given a sequence (st) satisfying the
linear recurrence relation (1.1), there exists a unique θ ∈ Fpn such that st = Tr(θαt)
holds.
Proof. Since α is a root of the characteristic polynomial we have
αn =
n∑
i=1
ciα
n−i.
Consider
st = Tr(θα
t) = Tr(θαt−nαn) = Tr(θαt−n
n∑
i=1
ciα
n−i) =
n∑
i=1
Tr(ciθα
t−i)
=
n∑
i=1
ciTr(θα
t−i) =
n∑
i=1
cist−i.
Thus st = Tr(θαt) satisﬁes the recurrence relation. For the converse, ﬁrst note that
there are exactly pn distinct solutions corresponding to the pn choices for the initial
values s0, s1, ..., sn−1. There are also pn solutions to the recurrence (1.1) in the form
st = Tr(θα
t) corresponding to the pn choices for θ. We have to show that these pn
solutions are distinct. Suppose that for distinct θ1, θ2 ∈ Fpn , we have Tr(θ1αt) =
Tr(θ2α
t) for all t or equivalently Tr((θ1− θ2)αt) = 0 for all t. Since {1, α, α2, ..., αn−1}
is a basis for Fpn over Fp, having θ1 6= θ2 implies that the trace map is identically zero.
This is a contradiction. So, the sequences must be distinct.
Deﬁnition 1.1.3. Two solutions st and vt of the linear recurrence relation are cyclically
equivalent if there exists i > 0 such that vt = st+i for all t ≥ 0.
Remark 1.1.1. When the characteristic polynomial of the recurrence relation is irre-
ducible we have st = Tr(θαt) and vt = Tr(θ′αt). Then cyclic equivalence of st and vt
implies that Tr(θ′αt) = Tr(θαt+i), that is Tr((θ′ − θαi)αt) = 0. Hence θ′ = θαi and
the elements θ, θ′ which produce cyclically equivalent sequences must be contained in
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the same coset of the subgroup H = {1, α, α2, ..., αord(α)−1} of F∗pn . So the number of
equivalence classes (with respect to cyclic equivalence) is equal to |F∗pn : H| = pn−1ord(α) .
Thus, when the characteristic polynomial is primitive all solutions to the recurrence
are cyclically equivalent.
Theorem 1.1.2. Let s0, s1, ... be a nonzero linear recurring sequence over Fp. Suppose
that the corresponding characteristic polynomial f(x) is irreducible over Fp with f(0) 6=
0. Then the sequence is periodic with period ord(f(x)), where ord(f(x)) is the least
positive integer e such that f(x) divides xe − 1.
Deﬁnition 1.1.4. A nonzero linear recurring sequence s0, s1, ... over Fp whose charac-
teristic polynomial is a primitive polynomial over Fp is called a maximal period linear
sequence (m-sequence) over Fp.
Note that by Theorem 1.1.2, the period of an nth order m-sequence over Fp is pn−1.
Also note that an m-sequence (st) can be represented as
st = Tr(θγ
t) (1.3)
where θ ∈ F∗pn and γ is root of the characteristic polynomial of (st). Hence, γ is a
primitive element of Fpn .
Theorem 1.1.3. There exist ϕ(pn−1)
n
maximal linear sequences of nth order which are
not equivalent under cyclic shifts.
Proof. We observed that the solutions of a recurrence relation which has a primitive
characteristic polynomial are cyclically equivalent, that is two maximal linear sequences
with period pn − 1 will be cyclically equivalent if and only if they are the solutions of
the same nth order linear recurrence relation over Fp. Thus the number of maximal
linear sequences will be the number of primitive polynomials of degree n over Fp.
Deﬁnition 1.1.5. Given a sequence (st) and any integer d ≥ 1.A dth decimation of
(st) is a sequence (rt) which is obtained by taking every dth term from (st), i.e. rt = std
for all t ≥ 0.
Theorem 1.1.4. Let (st) be an m-sequence of period pn − 1. Then (std) is an m-
sequence if and only if (d, pn − 1) = 1.
Proof. Since (st) is anm-sequence, we have st = Tr(θγt), where θ ∈ F∗pn and 〈γ〉 = F∗pn .
Note that rt = std = Tr(θγtd) is an m-sequence if and only if
〈
γd
〉
= F∗pn , which holds
if and only if (d, pn − 1) = 1.
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Theorem 1.1.5. Let st and vt be two diﬀerent m-sequences of period pn − 1. Then
there exist integers k and d where (d, pn − 1) = 1 such that vt+k = sdt.
Proof. After suitable shifts for both st and vt we can obtain, st+τ1 = s′t = Tr(γt)
and vt+τ2 = v′t = Tr(βt) where γ, β are the roots of the corresponding characteristic
polynomials. Now choose (d, pn − 1) = 1 such that β = γd. Then we have v′t = s′dt,
which implies vt+τ2 = sdt+dτ1 . Now replacing t by t−τ1, we will have sdt = vt−τ1+τ2 .
Remark 1.1.2. For many purposes, shifting a given sequence cyclically is not impor-
tant. Therefore, Theorem 1.1.5 essentially says that two m-sequences are related via a
suitable decimation d.
Let ξ be a primitive complex pth root of unity. Recall that the canonical additive
character of Fpn is deﬁned as
χ(x) = ξTr(x)
where x ∈ Fpn . Properties of the trace function implies that,
χ(x+ y) = χ(x)χ(y) and χ(xp) = χ(x).
Another well-known fact is the following:
∑
a ∈ Fpn
χ(ax) =
 pn if x = 00 otherwise.
Deﬁnition 1.1.6. Let (st) and (vt) be sequences over Fp with period , and let ξ be a
primitive complex pth root of unity. Then the crosscorrelation function Θs,v between
the sequences st and vt is deﬁned for l = 0, ..., − 1 as
Θs,v(l) =
−1∑
t=0
ξst−l−vt .
Remark 1.1.3. For binary sequences st and vt of period  we have
Θs,v(l) =
−1∑
t=0
(−1)st−l−vt ,
which is the number of agreements minus the number of disagreements between the
bits of st−l and vt over the period .
From now on we assume that the sequences (st) and (vt) are m-sequences of period
pn − 1. We can assume that after suitable shifts, st = Tr(γt), where γ is a primitive
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element of Fpn , and vt = sdt for an integer d with (d, pn− 1) = 1. Then the crosscorre-
lation function between st and vt will be denoted as Θd(l) for l = 0, ..., pn − 2 and we
have
Θd(l) =
pn−2∑
t=0
ξTr(γ
t−l)−Tr(γdt) =
pn−2∑
t=0
ξTr(γ
t−l−γdt) =
∑
x∈F∗pn
ξTr(yx−x
d) =
∑
x∈F∗pn
χ(yx− xd)
where χ is the canonical additive character and y = γ−l.
Remark 1.1.4. Since which of the sequences is shifted relative to the other does
not matter, and replacing the element y with −y will not change the values of the
crosscorrelation funcion, we also have
Θd(l) =
∑
x∈F∗pn
χ(x− yxd) =
∑
x∈F∗pn
χ(x+ yxd)
where y = γ−dl.
Remark 1.1.5. When we have d = 1, that is (st) and (vt) are the same m-sequences,
Θ1(l) =
∑
x∈F∗pn χ(x(1− y)) denotes the autocorrelation function. By the properties of
canonical additive character we have
Θ1(l) =
 pn − 1 if y = 1−1 otherwise
Since y = γ−dl, we have
Θ1(l) =
 pn − 1 if l ≡ 0 mod (pn − 1)−1 otherwise
1.2 Cyclic Codes
Let Fq denote the ﬁnite ﬁeld with q elements. Let Fnq be the n-dimensional vector space
whose elements are the n-tuples (c0, c1, ..., cn−1) where ci ∈ Fq. A linear code C is a
subspace of Fnq . The elements of C are called codewords. The length of C is n and the
dimension of C is its dimension as a vector space over Fq. A linear code of length n
and dimension k over Fq is denoted by [n, k]q. For any linear code C ⊆ Fnq , we deﬁne
the dual code C⊥ ⊆ Fnq by
C⊥ =
{
d ∈ Fnq : d.c = 0,∀c ∈ C
}
.
Note that C⊥ is an [n, n− k]q linear code. Now, we introduce a metric on Fnq , which
will be used to deﬁne another important parameter of a linear code. For x = (x1, ..., xn)
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and y = (y1, ..., yn), deﬁne the Hamming distance by
d(x, y) = |{1 ≤ i ≤ n : xi 6= yi}| .
The Hamming weight w(x) is the number of nonzero coordinates of x. For a given
linear code C in Fnq we deﬁne its minimum distance as
d(C) = min {w(c) : c ∈ C\ {0}}
Let C be an [n, k]q code. The sequence A0, A1, ..., An is called the weight distribution
of C, where
Ai = |{x ∈ C : w(x) = i}| .
Another way to present weights of C is by forming the polynomial
WC(x) =
n∑
i=0
Aix
i.
Deﬁnition 1.2.1. A linear code C in Fnq is called cyclic if (c0, c1, ..., cn−1) ∈ C implies
(cn−1, c0, ..., cn−2) ∈ C.
Considering the isomorphism between Fnq and Fq[x]/(xn − 1) given by
a = (a0, a1, ..., an−1) 7−→ a(x) =
n−1∑
i=0
aix
i
we can view any code C as a subset of Fq[x]/(xn−1), where the codeword a is identiﬁed
by the polynomial a(x).
Theorem 1.2.1. A linear code C in Fnq is cyclic if and only if C is an ideal of
Fq[x]/(xn − 1).
Since Fq[x]/(xn − 1) is a principal ideal ring every nonzero ideal C is generated by
a monic polynomial g(x) of lowest degree in the ideal. Note that g(x) divides xn − 1.
Deﬁnition 1.2.2. Let C = 〈g(x)〉 be a cyclic code. Then g(x) is called the generator
polynomial of C and h(x) = xn−1
g(x)
is called the parity check polynomial of C. We have
dim(C) = n− deg(g(x)).
It is easy to see that the dual code of a cyclic code ia also cyclic. One can easily
show that the generator polynomial of C⊥ is xkh(x−1)
h(0)
, where h(x) is the parity check
polynomial of C and k = deg h. Throughout this thesis we will assume that (n, q) = 1.
In fact we will usually have n = qm − 1 where m > 1. This implies that xn − 1
(and hence g(x)) is separable. If 〈α〉 = F∗qm , then xn − 1 =
∏
s∈S mαs(x), where the
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product is taken over a set S of representatives of the q-cyclotomic cosets modulo n,
i.e. mαs(x) = ∏i∈Cs(x − αi) where Cs = {s, sq, sq2, ..., sqr−1} (mod n) and r is the
smallest integer such that sqr ≡ s (mod n). Therefore, g(x) is the product of some of
these minimal polynomials, whose indices come from a subset I of S. Then {αi : i ∈ I}
is called the set of basic zeros of the cyclic code C, whereas the set {αi : i /∈ I} will be
the set of basic nonzeros of C. From the generator polynomial of C⊥, it is clear that
{α−i : i /∈ I} is the basic zero set of C⊥. We obtain the zero (resp. nonzero) set of C
by listing all of the basic zeros (resp. basic nonzeros) together with their Fq-conjugates.
We ﬁnish our survey on cyclic codes with an important result of McEliece which
puts constraints on possible weights in a cyclic code. This theorem will be frequently
used in Chapters 3 and 4. We refer to [12] for the proof.
Theorem 1.2.2. Let C be a binary cyclic code, and let l be the smallest number such
that l + 1 nonzeros of C (with repetitions allowed) have product 1. Then the weight
of every codeword in C is divisible by 2l, and there is at least one weight which is not
divisible by 2l+1.
At the end of this section, we will explain an equivalent form of this theorem for
certain cyclic codes of interest.
1.3 Relations Between Binary m-sequences and Cyclic Codes
To begin with let α be a primitive of F2m . Let mi(x) be the minimal polynomial of
αi and set hi(x) = x2
m−1−1
mi(x)
and h∗i = xdeg hihi(x−1). We will consider the binary cyclic
code Ci of length n = 2m − 1 with generator polynomial mi(x), i.e. cyclic code with
the basic zero αi. Note that dimCi = n − di where di = deg(mi(x)). The dual code
C⊥i of consists of codewords which are multiples of h∗i .
Deﬁnition 1.3.1. Binary cyclic code C1 of length n = 2m − 1 with generator poly-
nomial m1(x) is called the Hamming code. The dual code C⊥1 is called the simplex
code.
We note that C1 is an [n, n−m, 3]2 code and ever nonzero codeword in the simplex
code has weigth 2m−1. In fact, any cyclic code with the parameters mentioned above is
"equivalent" to the Hamming code, i.e. can be obtained from the Hamming code by a
permutation of coordinates. We refer to [[16], Section 1.8] for the proofs of these facts.
Hence if (i, n) = 1, Ci = 〈mi(x)〉 can also be considered as the Hamming code.
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Cyclic codes have a natural trace representation, which make the relation with m-
sequences and their crosscorrelation possible. We refer to [[20], Proposition 2.1] for the
proof of the following theorem:
Theorem 1.3.1. Let C be a q-ary cyclic code of length qm − 1 such that {αi1 , ..., αis}
is a basic zero set for C⊥, where α is a primitive element of Fqm. For every codeword
c ∈ C, there exist λ1, ..., λs ∈ Fqm such that if f(t) = λ1ti1 + ...+ λstis, then,
c =
(
Tr(f(α0)), T r(f(α1)), T r(f(α2)), ..., T r(f(αq
m−2))
) (1.4)
where Tr denotes the trace map from Fqm to Fq deﬁned by Tr(a) = a+ aq + ...+ aqm−1.
If the use the notation (Tr(λ1xi1 + ...+ λsxis))x∈F∗qm for the codeword c in 1.4, then
Theorem 1.3.1 implies that
C =
{(
Tr(λ1x
i1 + ...+ λsx
is)
)
x∈F∗qm
: λ1, ..., λs ∈ Fqm
}
.
Note that the trace representation of the binary simplex code is
C⊥1 =
{
(Tr(λx))x∈F∗2m : λ ∈ F2m
}
.
By Equation 1.3, we establish the ﬁrst relation between binary m-sequences and cyclic
codes.
Proposition 1.3.1. For n = 2m − 1, a period of an nth order binary m-sequence is a
codeword of the binary simplex code of length n.
The second relation will be between the crosscorrelation function and the weight
distribution of a certain binary cyclic code. For this let d > 1 with (d, 2m− 1) = 1 and
consider the code C1,d with the generator polynomial m1(x)md(x). Then, C⊥1,d has the
following trace representation:
C⊥1,d =
{(
Tr(λ1x+ λ2x
d)
)
x∈F∗2m
: λ1, λ2 ∈ F2m
}
(1.5)
Now, consider the binary m-sequences u and v, diﬀering by dth decimation, with
ui = Tr(β1α
i) and vi = Tr(β1αid), where α = 〈F∗2m〉, β1 ∈ F∗2m and d is the same as
above. Then,
Θu,v(l) =
2m−2∑
i=0
(−1)ui+vi+l
=
2m−2∑
i=0
(−1)Tr(β1αi+β1αdlαid).
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Note that as l runs through the period, β1αdl runs through all nonzero elements of F∗2m .
Also note that
Θu,v(l) = Θd(l) = n− 2w
((
Tr(β1x+ β1α
dlxd)
)
x∈F∗2m
)
. (1.6)
So, the values of the crosscorrelation function decides the weights of (2m − 1)-many
codewords in C⊥1,d with λ1 6= 0, λ2 6= 0 in the notation of 1.5. Since changing β1 only
causes u to be cyclically shifted, the crosscorrelation remains unchanged. Hence, all
other codewords in 1.5 with any λ1 6= 0, λ2 6= 0 will have weight which are related to
Θu,v via 1.6, i.e. nonzero values of the crosscorrelation and the nonzero weights of any
codeword in C⊥1,d with λ1 6= 0 6= λ2 are in one to one correspondence. Finally, when
λ1 = 0 or λ2 = 0, the resulting codewords in C⊥1,d belong to the simplex code and their
weight is 2m−1. Hence, we have the following:
Theorem 1.3.2. Deciding the crosscorrelation spectrum of two binary m-sequences
related via decimation d is equivalent to computing the weight enumeration of the binary
cyclic code C⊥1,d.
We will end this section with the equivalent statements of McEliece's theorem
for the cyclic code C1,d⊥. Now the nonzeros of C1,d⊥ are the elements α−i, α−id for
i ∈ {1, 2, 4, ..., 2m−1}, where α is a primitive element of F2m . Subsets of these nonzeros
will have product 1 when corresponding exponents sum up to zero modulo 2m − 1. To
see this clearly, l + 1 nonzeros of C1,d⊥ will have product 1 if and only if∏
k∈I1∪I2
α−k = 1
where I1 ⊂ Cl(1) and I2 ⊂ Cl(d) with |I1|+ |I2| = l + 1, where
Cl(a) =
{
a, 2a, 22a..., 2ma−1a
}
,
where ma is the smallest integer such that 2maa ≡ a mod(2m − 1), which implies∑
k∈I1∪I2
k ≡ 0 (mod 2m − 1).
Considet the binary expansions of the positive integers u and v
m−1∑
i=0
ui2
i and
m−1∑
i=0
vi2
i.
Suppose that
ui =
 1 if 2id mod(2m − 1) ∈ I20 otherwise
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vi =
 1 if 2i mod(2m − 1) ∈ I10 otherwise
Then we will have∑
k∈I1∪I2
k ≡
m−1∑
i=0
ui2
id +
m−1∑
i=0
vi2
i ≡ 0(mod 2m − 1)
Thus, if for all (u, v) such that 0 ≤ u, v ≤ 2m− 1, and ud+ v ≡ 0 mod (2m− 1), we
have w(u)+w(v) ≥ l+1 and writing v ≤ 2m−1 as v = 2m−1−ud, we have the other
equivalent statement, if for all u such that 0 ≤ u ≤ 2m − 1, w(ut) ≤ w(u) +m− 1− l
holds then by Thm.1.2.2 all the weights in C1,d⊥ are divisible by 2l yet there is at least
one weight which is not divisible by 2l+1.
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CHAPTER 2
PROPERTIES OF CROSSCORRELATION FUNCTION
This section is devoted to some important properties of the crosscorrelation function.
The main result (Theorem 2.2.1) states that the crosscorrelation function takes at least
3 values. This theorem and other results are due to Helleseth (see [8]).
Other than Helleseth's paper [8], we refer to PhD dissertations of Niho and Tracht-
enberg ([15], [19]) for more foundational material on m-sequences. For a more recent
account of the current state of research on the topic, we refer to the PhD thesis of
Rosendahl, [17]. We note that the crosscorrelation with exactly three values will be
our main focus in the remaining chapters.
2.1 Preliminary Identities
We start with a theorem which states basic properties of the crosscorrelation function.
Theorem 2.1.1. We have
(i) Θd(l) is real valued for all l = 0, ..., pn − 2.
(ii) The values and the number of occurrences of each value of Θd(l) are independent
of the choice ξ.
(iii) Θdpj(l) = Θd(l), i.e. crosscorrelation takes the same value on the p-cyclotomic
coset of d.
(iv) Θd(lpj) = Θd(l), i.e. crosscorrelation is the same for those shifts which are in the
same p-cyclotomic coset.
(v) ∑pn−2l=0 Θd(l) = 1.
Proof. (i) Θd(l) = ∑pn−2t=0 ξst−l−vt . For p = 2, ξ = −1 and hence the result follows.
For p > 2, pn − 1 is even. Assume that st = Tr(αt) for all t, where α is primitive in
11
Fpn . Then, st+ pn−1
2
= Tr(αtα
pn−1
2 ) = −Tr(αt) = −st. Hence we have st = −st+ pn−1
2
,
vt = −vt+ pn−1
2
. Thus, the ﬁrst half of the period is the negative of second half relative
to any starting point. So,
Θd(l) =
pn−1∑
t=1
ξst−l−vt
=
pn−1
2∑
t=1
ξst−l−vt +
pn−1∑
t= p
n+1
2
ξst−l−vt
=
pn−1
2∑
t=1
ξst−l−vt + ξ−st−l+vt
=
pn−1
2∑
t=1
ξst−l−vt + (ξ−1)st−l−vt
= 2Re
pn−1
2∑
t=1
ξst−l−vt .
(ii) Let st = Tr(θαt), where θ ∈ F∗pn , and α is a primitive element of F∗pn . Set θ = αi,
then we have st = Tr(αt+i). For integers k with 1 < k < p, consider kst = Tr(kθαt).
Letting kθ = αi+τ , we obtain kst = Tr(αt+i+τ ) = st+τ , which implies that multiplying
an m-sequence with an integer k gives a cyclic shift of the same sequence. In Θd(l) =∑pn−2
t=0 ξ
st−l−vt , replace ξ with ξk where 1 < k < p. Then
Θd(l) =
pn−1∑
t=1
ξk
(st−l−vt)
=
pn−1∑
t=1
ξkst−l−kvt
=
pn−1∑
t=1
ξst−l+τ−vt+σ
= Θd(l
′
) where l′ = l + σ − τ.
12
(iii) For st−l = Tr(γt−l) and vt = Tr(γdt) = sdt where γ is primitive in Fpn , consider
Θdpj(l) =
pn−2∑
t=0
ξst−l−vt
=
pn−2∑
t=0
ξst−l−sdpjt
=
pn−2∑
t=0
ξTr(γ
t−l)−Tr(γdpjt)
=
pn−2∑
t=0
ξTr(γ
t−l)−Tr(γdt)
=
pn−2∑
t=0
ξst−l−sdt
= Θd(l),
since Tr(x) = Tr(xp).
(iv) For st−l = Tr(γt−l) and vt = Tr(γdt) = sdt where γ is primitive in Fpn , consider
Θd(lp
j) =
pn−2∑
t=0
ξst−lpj−vt
=
pn−2∑
t=0
ξTr(γ
t−lpj )−Tr(γdt)
=
pn−2∑
t=0
ξTr(γ
t−l)−Tr(γdt)
= Θd(l),
since Tr(x) = Tr(xp).
(v) Assume that st = Tr(αt) and vt = std = Tr(αtd), where α is primitive in Fpn .
Then
pn−2∑
l=0
pn−2∑
t=0
ξst−l−vt =
pn−2∑
l=0
pn−2∑
t=0
ξTr(α
t−l−αtd)
=
∑
y∈F∗pn
∑
x∈F∗pn
ξTr(yx−x
d) where y = αt
=
∑
x∈F∗pn
ξTr(x
d)
∑
y∈F∗pn
ξTr(yx)
=
∑
x∈F∗pn
ξTr(x
d)
∑
y∈Fpn
ξTr(yx) − 1

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=
∑
x∈F∗pn
ξTr(x
d)
pn−1 ∑
y1∈Fp
ξTr(y1) − 1

=
∑
x∈F∗pn
ξTr(x
d)(−1)
= −
∑
x∈F∗pn
ξTr(x) = −
∑
x∈Fpn
ξTr(x) − 1
= −pn−1
∑
x∈Fp
ξTr(x) − 1 = 1.
Note that we used the fact that the absolute trace function is balanced, the powers of
a primitive pth root of unity sum up to zero and the map f(x) = xd is one to one since
(d, pn − 1) = 1.
The following theorem and its consequences will be of great use in computing cross-
correlation values.
Theorem 2.1.2. We have
pn−2∑
l=0
Θd(l)Θd(l + τ1)...Θd(l + τm−1) = −(pn − 1)m−1 + 2(−1)m−1 + c(τ1,...,τm−1)m p2n,
where cm(τ1,...,τm−1) is the number of solutions to the following two equations:
α−τ1x1 + α−τ2x2 + ...+ α−τm−1xm−1 + 1 = 0
x1
d + x2
d + ...+ xm−1d + 1 = 0
where xi ∈ F∗pn for i = 0, 1, ...,m− 1.
Proof. Consider the following sets:
K =
{
(x0, x1, ..., xm−1) : xi ∈ F∗pn
}
,
K1 =
{
(x0, x1, ..., xm−1) ∈ K : x0 + α−τ1x1 + α−τ2x2 + ...+ α−τm−1xm−1 = 0
}
K2 =
{
(x0, x1, ..., xm−1) ∈ K : x0d + x1d + x2d + ...+ xm−1d = 0
}
Recall that the crosscorrelation function is,
Θd(l) =
∑
x∈F∗pn
ξTr(cx−x
d),
where c = α−l for some primitive element α ∈ Fpn and ξ 6= 1 is a complex pth root of
unity. So, for i = 1, ...,m− 1 we have
Θd(l + τi) =
∑
x∈F∗pn
ξTr(α
−(l+τi)x−xd).
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For simplicity let S(y) = ξTr(y), then
pn−2∑
l=0
Θd(l)Θd(l + τ1)...Θd(l + τm−1)
=
pn−2∑
l=0
 ∑
x0∈F∗pn
S(α−lx0 − x0d)
 ...
 ∑
xm−1∈F∗pn
S(α−(l+τm−1)xm−1 − xm−1d)

=
pn−2∑
l=0
∑
K
S(α−lx0 − x0d)...S(α−(l+τm−1)xm−1 − xm−1d)
=
pn−2∑
l=0
∑
K
S(α−lx0 − x0d + ...+ α−(l+τm−1)xm−1 − xm−1d)
=
pn−2∑
l=0
∑
K
S(α−l(x0 + α−τ1x1 + ...+ α−τm−1xm−1)− (x0d + x1d + ...+ xdm−1))
=
∑
K
pn−2∑
l=0
S(α−l(x0 + α−τ1x1 + ...+ α−τm−1xm−1)− (x0d + x1d + ...+ xdm−1))
=
∑
K
∑
y∈F∗pn
S(y(x0 + α
−τ1x1 + ...+ α−τm−1xm−1)− (x0d + x1d + ...+ xdm−1)).
Using the sets K,K1, K2, seperate the sum into four parts as follows:
=
∑
K−(K1∪K2)
∑
y∈F∗pn
S(y(x0 + α
−τ1x1 + ...+ α−τm−1xm−1)− (x0d + x1d + ...+ xdm−1))
+
∑
K1−K2
∑
y∈F∗pn
S(−(x0d + x1d + ...+ xm−1d))
+
∑
K2−K1
∑
y∈F∗pn
S(y(x0 + α
−τ1x1 + ...+ α−τm−1xm−1)) +
∑
K1∩K2
∑
y∈F∗pn
S(0).
In the ﬁrst sum, set
ax = x0 + α
−τ1x1 + ...+ α−τm−1xm−1 6= 0 and
bx = x0
d + x1
d + ...+ xm−1d 6= 0.
Then we have ∑
K−(K1∪K2)
∑
y∈F∗pn
S(yax − bx) =
∑
K−(K1∪K2)
∑
y∈F∗pn
ξTr(yax)−Tr(bx)
=
∑
K−(K1∪K2)
ξTr(−bx)
∑
y∈F∗pn
ξTr(yax)
Since ax 6= 0, as y runs through F∗pn so does y1 = yax. Thus, for the inner sum, we
have ∑
y1∈F∗pn
ξTr(y1) =
∑
y1∈Fpn
ξTr(y1) − 1 = pn−1
∑
y2∈Fp
ξy2 − 1 = −1.
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Note that we used the fact that the absolute trace function is balanced and the powers
of a primitive pth root of unity sum up to zero. If (x0, ..., xm−1) ∈ K − (K1 ∪K2) and
z ∈ F∗pn , then (zx0, ..., zxm−1) is also contained in K − (K1 ∪K2). So consider the sum∑
K−(K1∪K2),z∈F∗pn
S(−(zdx0d+ ...+zdxm−1d)) =
∑
K−(K1∪K2),z∈F∗pn
S(−zd(x0d+ ...+xm−1d)).
Since bx = x0d + x1d + ... + xm−1d 6= 0, zdbx runs through F∗pn as z runs through F∗pn .
Moreover, the map f(z) = zd is one to one since (d, pn − 1) = 1. Combining these we
obtain the following:∑
K−(K1∪K2),z∈F∗pn
S(−zdbx) =
∑
K−(K1∪K2),z∈F∗pn
S(zd) =
∑
K−(K1∪K2),z∈F∗pn
S(z)
=
∑
K−(K1∪K2),z∈Fpn
S(z)− 1 =
∑
K−(K1∪K2)
−1.
So for the ﬁrst sum we have∑
K−(K1∪K2)
∑
y∈F∗pn
S(y(x0 + α
−τ1x1 + ...+ α−τm−1xm−1)− (x0d + x1d + ...+ xdm−1))
=
|K| − |K1 ∪K2|
pn − 1 .
For the second and third sums the above arguments also apply. So we obtain respec-
tively, ∑
K1−K2
∑
y∈F∗pn
S(−(x0d + x1d + ...+ xm−1d)) = (p
n − 1)|K1 −K2|(−1)
pn − 1 ,∑
K2−K1
∑
y∈F∗pn
S(y(x0 + α
−τ1x1 + ...+ α−τm−1xm−1)) =
∑
K2−K1
−1.
Therefore,
pn−2∑
l=0
Θd(l)Θd(l + τ1)...Θd(l + τm−1)
=
|K| − |K1 ∪K2|
pn − 1 +
(pn − 1)|K1 −K2|(−1)
pn − 1 + |K2 −K1|(−1) + (p
n − 1)|K1 ∩K2|,
=
1
pn − 1
(|K| − (pn)(|K1|+ |K2|) + (pn)2|K1 ∩K2|) .
Note that |K1| = |K2| since (d, pn − 1) = 1 and (y0, ..., ym−1) ∈ K1 if and only if
(y0
d−1 , ..., α−τm−1d
−1
ym−1d
−1
) ∈ K2. For d = 1 and τ1 = τ2 = ... = τm−1 = 0, we will
have |K1| = |K2| = |K1 ∩K2|. Thus, we obtain,
pn−2∑
l=0
Θ1(l)
m =
1
pn − 1
(|K| − 2pn|K1|+ (pn)2|K1|) .
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The left hand sum corresponds to autocorrelation function. For l = 0, Θ1(l) = pn − 1
and Θ1(l) = −1 otherwise. So we have,
(pn − 1)m + (−1)m(pn − 2) = 1
pn − 1
(
(pn − 1)m − 2pn|K1|+ (pn)2|K1|
)
,
|K1| = (pn − 1)(p
n − 1)m−1 + (−1)m
pn
.
Therefore, by substituting the values for |K| and |K1|, we have
pn−2∑
l=0
Θd(l)Θd(l + τ1)...Θd(l + τm−1) = −(pn − 1)m−1 + 2(−1)m−1 + (pn)2 |K1 ∩K2|
pn − 1 ,
where |K1∩K2|
pn−1 is the number of solutions of the following equations
α−τ1x1 + α−τ2x2 + ...+ α−τm−1xm−1 + 1 = 0
x1
d + x2
d + ...+ xm−1d + 1 = 0
with xi ∈ F∗pn for i = 0, 1, ...,m− 1. This concludes the proof.
Corollary 2.1.1. We have
pn−2∑
l=0
Θd(l)Θd(l − τ) =
 p2n − pn − 1 when τ ≡ 0 (mod pn − 1)−(pn + 1) when τ 6≡ 0 (mod pn − 1)
Proof. By Theorem 2.1.2 we have
pn−2∑
l=0
Θd(l)Θd(l − τ) = −(pn − 1) + 2(−1) + p2nc2(τ)
where c2(τ) is the number of solutions to α−τx1 +1 = 0 and x1d +1 = 0 with x1 ∈ F∗pn .
These two equations imply that αdτ = 1 and thus dτ ≡ 0 mod (pn − 1). Since
(d, pn− 1) = 1, we have τ ≡ 0 mod (pn− 1). Therefore, if τ ≡ 0 mod (pn− 1) we have
c2
τ = 1, and otherwise c2τ = 0.
Corollary 2.1.2. We have
pn−2∑
l=0
(Θd(l) + 1)
3 = p2nb3
where b3 is the number of solutions of the equations
x+ y + 1 = 0,
xd + yd + 1 = 0
with x, y ∈ Fpn.
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Proof. Using Theorems 2.1.1 and 2.1.2, we have
pn−2∑
l=0
(Θd(l) + 1)
3 =
pn−2∑
l=0
(Θd(l))
3 + 3
pn−2∑
l=0
(Θd(l))
2 + 3
pn−2∑
l=0
(Θd(l)) +
pn−2∑
l=0
1
= −(pn − 1)2 + 2 + p2nc3(0,0,0) + 3(p2n − pn − 1) + 3 + (pn − 1)
= p2n
(
2 + c3
(0,0,0)
)
where c3(0,0,0) denotes the number of common solutions of the equations
x1 + x2 + 1 = 0 and x1d + x2d + 1 = 0
for x1, x2 ∈ F∗pn . Considering the number of solutions corresponding to the cases x1 = 0
and x2 = 0, which is 2, and setting b3 = c3(0,0,0) + 2 we obtain the result.
2.2 On the Values of the Crosscorrelation Function
The following is the main theorem of this chapter and it is due to Helleseth([[8], The-
orem 4.1])
Theorem 2.2.1. Θd(l) has at least three distinct values for l = 0, 1, ..., pn − 2 if and
only if d /∈ {1, p, ..., pn−1}.
Proof. Suppose d ∈ {1, p, ..., pn−1}. Then Θd(l) takes on only two values −1 and
pn − 1 which are the values of the autocorrelation function since Θ1(l) = Θpj(l) for
j = 1, 2, ..., n−1, by Theorem 2.1.1. So, we assume d /∈ {1, p, ..., pn−1}. Suppose on the
contrary that Θd(l) takes on two values a and b with occurences r1 and r2 respectively.
Recall the following
pn−2∑
l=0
Θd(l) = 1 and
pn−2∑
l=0
Θd(l)
2 = p2n − pn − 1,
(cf. Theorem 2.1.1 and Corollary 2.1.1). Using the above equations we obtain,
r1 + r2 = p
n − 1,
r1a+ r2b = 1,
r1a
2 + r2b
2 = p2n − pn − 1.
By eliminating r1 and r2 we obtain
ab(pn − 1)− b = a− p2n + pn + 1,
ab(pn − 1)2 − (b+ a)(pn − 1) = (pn − 1)(−p2n + pn + 1),
((pn − 1)a− 1)((pn − 1)b− 1) = p2n(2− pn),
(pna− (a+ 1))(pnb− (b+ 1)) = p2n(2− pn). (2.1)
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Since ξ is a primitive pth root of unity, the ring of integers of Q(ξ) is Z[ξ] ([[10] Proposi-
tion 13.12.10]). Since {1, ξ, ξ2, ..., ξp−2} forms an integral basis for Q(ξ) and a, b ∈ Q(ξ),
we have
a =
p−2∑
i=0
uiξ
i and b =
p−2∑
i=0
viξ
i
where ui, vi ∈ Z. Note that we must have |ui| ≤ pn − 1 and |vi| ≤ pn − 1 for i =
0, 1, ..., p− 2 because of the deﬁnitions of a and b. Let pi = 1− ξ, and note the obvious
equality of Z[ξ] and Z[pi]. By [[10]Proposition 13.2.7], the ideals (p) and (pi)p−1 coincide.
In the following, pir||(a+ 1) will mean that a+ 1 ∈ (pi)r − (pi)r+1. Suppose pir||(a+ 1)
and pis||(b+ 1) for some r and s. We consider the following three cases:
Case 1 r ≥ n1 = (p− 1)n or s ≥ n1 = (p− 1)n.
Then a+ 1 ∈ (pi)r ⊂ (pi)(p−1)n = (p)n, which implies that a + 1 = pna1 with
a1 = c0 + c1ξ + ...+ cp−2ξp−2 ∈ Z[ξ]. Thus,
a = pnc0 − 1 + pn
(
c1ξ + ...+ cp−2ξp−2
)
.
Note that we must have pnc0 − 1 ≤ pn − 1 and pnci ≤ pn − 1 for i = 1, ..., p − 2.
Hence, c1 = c2 = ... = cp−2 = 0 and c0 = 1. Thus, we have a = pn − 1 but this value
corresponds to the value taken by the autocorrelation function, that is we must have
d ∈ {1, p, ..., pn−1}. This is a contradiction to our hypotheses. Similar argument works
if s ≥ n1 = (p− 1)n, too.
Case 2 r < n1 = (p− 1)n and s < n1 = (p− 1)n.
Since a+ 1 ∈ (pi)r − (pi)r+1 and b+ 1 ∈ (pi)s − (pi)s+1 we have a + 1 = pira1 where
a1 /∈ (pi) and b + 1 = pisb1 where b1 /∈ (pi). Similarly since the ideals (p) and (pi)p−1
coincide, we have pn = pin1z1 where z1 /∈ (pi). Now substituting these values in (2.1)
we obtain
pir+s(pin1−rz1a− a1)(pin1−sz1b− b1) = pi2n1z12(2− pn).
Since r + s + 1 < 2n1, we have (pi)2n1 ⊂ (pi)r+s+1. Note that the left hand side of the
equation belongs to (pi)r+s − (pi)r+s+1, and right hand side belongs to (pi)2n1 . This is a
contradiction to (pi)2n1 ⊂ (pi)r+s+1.
Case 3 a+ 1 = 0 or b+ 1 = 0.
From (2.1), for a = −1 we obtain b = pn − 1. This gives the same contradiction as
in Case 1. Similarly for b+ 1 = 0 case.
We have seen in Theorem 2.1.1 that the crosscorrelation function is real valued.
The following decides when it is integer valued.
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Theorem 2.2.2. Θd(l) ∈ Z for l = 0, 1, ..., pn − 2 if and only if d ≡ 1 (mod p− 1).
Proof. Deﬁne the function
C(x) =
pn−2∑
l=0
Θd(l)x
l.
Let β 6= 1 be a complex (pn − 1)th root of unity. By inversion, we have
Θd(l) =
1
pn − 1
pn−2∑
j=0
C(βj)β−lj.
Now that C(βt) belongs to Q(ξβ), since Θd(l) ∈ Q(ξ). We are going to show that
C(βt) belongs to Q(β) if and only if d ≡ 1 (mod p − 1). Let α be a primitive root of
the characteristic polynomial of the m-sequence. Then α p
n−1
p−1 is a primitive element of
Fp. The elements of Q(β) are exactly the elements in Q(ξβ) which are ﬁxed under the
automorphisms
σi : ξ → ξα
i
pn−1
p−1
for i = 0, 1, ..., p− 2. We have,
σi(C(β
t)) = σi
(
pn−2∑
l=0
Θd(l)β
tl
)
= σi
(
pn−2∑
l=0
pn−2∑
j=0
ξTr(α
−lαj−αdj)βtl
)
=
pn−2∑
l=0
pn−2∑
j=0
ξα
i
pn−1
p−1 Tr(α−lαj−αdj)βtl
=
pn−2∑
l=0
βtl
pn−2∑
j=0
ξα
i
pn−1
p−1 Tr(α−lαj−αdj).
Since α p
n−1
p−1 ∈ Fp, we have
σi(C(β
t)) =
pn−2∑
l=0
βtl
pn−2∑
j=0
ξTr(α
−l+j+i p
n−1
p−1 −αi
pn−1
p−1 +dj).
Set
dj1 ≡ dj + ip
n − 1
p− 1 mod (p
n − 1)
from which we obtain
j ≡ j1 − id−1p
n − 1
p− 1 mod (p
n − 1).
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By substituting these values we obtain
σi(C(β
t)) =
pn−2∑
l=0
βtl
pn−2∑
j=0
ξTr(α
−l+j1−id−1 p
n−1
p−1 +i
pn−1
p−1 −αdj1 )
=
pn−2∑
l=0
βtl
pn−2∑
j=0
ξTr(α
−(l+i p
n−1
p−1 (d
−1−1))+j1−αdj1 )
=
pn−2∑
l=0
βtlΘd(l + i
pn − 1
p− 1 (d
−1 − 1)).
By setting
l1 ≡ l + i(d−1 − 1)p
n − 1
p− 1 mod (p
n − 1)
and substituting for l, we get
σi(C(β
t)) =
pn−2∑
l1=0
Θd(l1)β
t(l1−i(d−1−1) p
n−1
p−1 )
=
pn−2∑
l1=0
Θd(l1)β
tl1β−ti(d
−1−1) pn−1
p−1
= β−ti(d
−1−1) pn−1
p−1 C(βt).
Then, σi(C(βt)) = C(βt) if and only if d−1 ≡ 1 (mod p− 1) which holds if and only if
d ≡ 1 (mod p− 1). Therefore C(βt) belongs to Q(β) if and only if d ≡ 1 (mod p− 1).
Assume that Θd(l) is an integer for l = 0, 1, ..., pn − 2. Then
C(βt) =
pn−2∑
l=0
Θd(l)β
tl
is contained in Q(β) for all t = 0, 1, ..., pn − 2. This implies d ≡ 1 (mod p− 1) by the
result we just observed.
Conversely assume that d ≡ 1 (mod p − 1). Then C(βt) belongs to Q(β), which
implies that
Θd(l) =
1
pn − 1
pn−2∑
j=0
C(βj)β−lj
is contained in Q(β)∩Q(ξ) = Q. By deﬁnition, Θd(l) is also an integer in Q(ξ). Hence,
Θd(l) ∈ Z[ξ] ∩Q = Z, for l = 0, 1, ..., pn − 1.
In the remaining parts of this section, we will state some further general results on
the crosscorrelation function.
Theorem 2.2.3. Let m ≥ 2, then we have
pn−2∑
l=0
(Θd(l) + 1) (Θd(l + τ1) + 1) ... (Θd(l + τm−1) + 1) ≡ 0 (mod p2n).
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Proof. Opening up the product, we have
pn−2∑
l=0
(Θd(l) + 1) (Θd(l + τ1) + 1) ... (Θd(l + τm−1) + 1)
=
pn−2∑
l=0
1 +
pn−2∑
l=0
Θd(l) + ...+
pn−2∑
l=0
Θd(l + τm−1) +
pn−2∑
l=0
Θd(l)Θd(l + τ1) + ...+
pn−2∑
l=0
Θd(l)Θd(l + τ1)Θd(l + τ2) + ...+
pn−2∑
l=0
Θd(l)Θd(l + τ1)...Θd(l + τm−1).
Using Theorems 2.1.2, 2.1.1 we have
≡ (pn − 1) +
(
m
1
)
(−(pn − 1)0 + 2(−1)0) +
(
m
2
)
(−(pn − 1)1 + 2(−1)1)
+
(
m
3
)
(−(pn − 1)2 + 2(−1)2) + ...+
(
m
m
)
(−(pn − 1)m−1 + 2(−1)m−1) (mod p2n).
Simplifying, we obtain
= (pn − 1)−
m∑
j=1
(
m
j
)
(pn − 1)j−1 + 2
m∑
j=1
(
m
j
)
(−1)j−1
= (pn − 1)− (p
n)m − 1
pn − 1 + 2
(0)m − 1
−1
=
p2n − (pn)m
pn − 1
= p2n
1− (pn)m−2
pn − 1 ≡ 0 (mod p
2n).
Note that the previous theorem fails for m = 1 yet we have
pn−2∑
l=0
(Θd(l) + 1) = p
n
by Theorem 2.1.1.
Theorem 2.2.4. The polynomial
P (x) =
pn−2∏
l=0
(x− (Θd(l) + 1))
has integral coeﬃcients all of which are divisible by p, except the leading coeﬃcient.
Proof. Let yl = (Θd(l) + 1) and consider the polynomial,
pn−2∏
l=0
(x− yl) = xpn−1 + apn−2xpn−2 + ...+ a1x+ a0.
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Let Ek denote the corresponding coeﬃcient of xpn−1−k, and deﬁne Sk as
Sk =
pn−2∑
l=0
ykl .
Now using Newton identities, we have
S1 − E1 = S1 − apn−2 = 0,
S2 − S1E1 + 2E2 = S2 − S1apn−2 + 2apn−3 = 0,
S3 − S2E1 + S1E2 − 3E3 = S3 − S2apn−2 + S1apn−3 − 3apn−4 = 0
...
Spn−1 = −
(
pn−2∑
j=1
(−1)jSpn−1−jEj
)
− (−1)pn−1(pn − 1)Epn−1
= −
(
pn−2∑
j=1
(−1)jSpn−1−japn−1−j
)
− (pn − 1)a0.
Now for all k ≥ 1, using Theorem 2.2.3 we obtain
Sk =
pn−2∑
l=0
(yl)
k =
pn−2∑
l=0
(Θd(l) + 1)
k ≡ 0 (mod pn).
Therefore, combining the above result with Newton identities we conclude that ai ≡
0 (mod p) for i = 0, 1, ..., pn − 2.
Theorem 2.2.5. Θd(l) ≡ −1 (mod pi).
Proof. Recall the polynomial
P (x) =
pn−2∏
l=0
(x− (Θd(l) + 1))
for yl = Θd(l) + 1 we have P (yl) = 0, that is
yl
pn−1 + apn−2ylp
n−2 + ...+ a1yl + a0 = 0.
From Theorem 2.2.4, we have ai ≡ 0 (mod p) for i = 0, 1, ..., pn − 2, which implies
yl
pn−1 ≡ 0(mod p). Therefore yl ≡ 0 (mod pi), and hence Θd(l) = yl− 1 ≡ −1(mod pi).
Corollary 2.2.1. If Θd(l) ∈ Z, then Θd(l) ≡ −1 (mod p)
Proof. The result follows from Theorem 2.2.5 and using the fact that every rational
integer which is divisible by pi is also divisible by p.
We ﬁnish this section by noting that a recent Ph.D. Thesis of Rosendahl, contains a
list of decimations for which the values of the corresponding crosscorrelation functions
and their frequencies are known. It is interesting to see how small the list is which
shows the diﬃculty of the problem (see [[17], Section 2.2]).
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CHAPTER 3
CONJECTURES OF HELLESETH AND SARWATE-PURSLEY
As seen in Theorem 2.2.1, the crosscorrelation function between a pair of distinct m-
sequences must take on at least three values. In this chapter, we are going to present
the impossibility of exactly 3 values for certain cases. Namely, a conjecture made by
Sarwate and Pursley [18] suggests that if m ≡ 0 (mod 4), then there are no "preferred"
pairs of binary m-sequences with period n = 2m − 1 (i.e. a pair of m-sequences with
3-valued crosscorrelation function which assumes the values −1,−1 ± 2b(m+2)/2c). We
present a proof of this conjecture which is to due to McGuire and Calderbank [14].
Secondly, Helleseth claimed in [8] that if m is a power of 2, then there are no pairs
of binary m-sequences with a 3-valued crosscorrelation function. In [1], Calderbank,
McGuire, Poonen, and Rubinstein proved this conjecture conditionally. We will also
present their work. The proofs are similar in spirit and in both of the proofs McEliece's
theorem on divisibility of weights in cyclic codes will play a major role. We remind
that all sequences are binary in this chapter.
3.1 A proof for the Sarwate-Pursley Conjecture
As mentioned before in Theorem 2.2.1, the crosscorrelation function between two binary
m−sequences takes on at least three distinct values. For a pair of binary m-sequences
the crosscorrelation function is said to be preferred if it takes on exactly three values
where the values are −1,−1±2b(m+2)/2c (see [13, Chapter 11]). The aim of this section
is to show the nonexistence of preferred pairs of binary m-sequences in certain cases,
thereby proving a conjecture of Sarwate-Pursley. Here is the result:
Theorem 3.1.1. If m ≡ 0 (mod 4), then there are no preferred pairs of binary m-
sequences.
Proof. Let C be the binary cyclic code of length n = 2m − 1 whose dual is generated
by h(x) = m1(x)mt(x), where (t, n) = 1. Note that the nonzeros of C are the elements
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w−i, w−it for i ∈ {1, 2, 4, ..., 2m−1}, where w is a primitive element of F2m . Suppose that
4 divides m and C is a 3-weight cyclic code of length n = 2m − 1, with weights w1 =
2m−1−2m/2, w2 = 2m−1, w3 = 2m−1+2m/2, i.e. those weights corresponding to preferred
crosscorrelation values. Since (t, 2m − 1) = 1, t is not congruent to {0, 3, 5, 6, 9, 10, 12}
mod15. The remaining possible values of t are considered in two cases with respect to
the cyclotomic cosets that they belong to.
Case 1 t ≡ 1, 2, 4, 8 (mod 15) Suppose that the frequencies of weights w1, w2, w3 in
C are N1, N2, N3 respectively. Then the weight enumerator of C is
B(z) = 1 +N1z
w1 +N2z
w2 +N3z
w3 .
Let ∑Aizi be the weight enumerator of C⊥. When we write the ﬁrst 5 Pless power
moments for n = 2m − 1 (see [[16], Section 7.2]), we obtain
N1 +N2 +N3 + 1 = 2
2m,
1 + w1N1 + w2N2 + w3N3 = 2
2m−1(n− A1),
1 + w1
2N1 + w2
2N2 + w3
2N3 = 2
2m−2 [n(n+ 1)− 2nA1 + 2A2] ,
1 + w1
3N1 + w2
3N2 + w3
3N3 = 2
2m−3 [n2(n+ 3)− (3n2 + 3n− 2)A1 + 6nA2 − 6A3] .
Note that since m1(x)|m1(x)mt(x), C⊥ is a subcode of the binary Hamming code
generated by m1(x), whose minimum distance is 3. Therefore A1 = A2 = 0. Hence the
ﬁrst three equations above become,
N1 +N2 +N3 = 2
2m − 1,
1 + w1N1 + w2N2 + w3N3 = 2
2m−1n,
1 + w1
2N1 + w2
2N2 + w3
2N3 = 2
2m−2n(n+ 1).
Solving this system for N1, N2, N3, and substituting the results in the 4th Pless power
moment, we obtain A3 = n3 . Since C⊥ = 〈m1(x)mt(x)〉, for any codeword c(x) =∑n−1
i=0 cix
i ∈ C⊥, we have c(w) = 0 and c(wt) = 0. Hence c = (c0, ..., cn−1) belongs to
C⊥ if and only if
n−1∑
i=0
ciw
i = 0 and
n−1∑
i=0
ciw
ti = 0. (3.1)
Knowing that A3 = n3 > 1, we conclude that d(C⊥) = 3. A codeword of weight 3 in C⊥
is a cyclic shift of a codeword of weight 3 with a 1 in the ﬁrst coordinate. So, c ∈ C⊥
has nonzero coordinates in c0, ci, cj where i 6= j. Then, from (3.1), we have
1 + wi + wj = 0 and 1 + wit + wjt = 0.
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Letting x = wi and y = wj, we conclude that the equation
1 + xt + yt = 1 + xt + (x+ 1)t = 0 (3.2)
has a solution x = wi in F2m such that x 6= 0, 1. We claim that elements of F4 are
solutions of xt + (x + 1)t = 1, for all t ≡ 1, 2, 4, 8 (mod15). To see this, let α ∈ F2m
with the minimal polynomial x2+x+1 over F2. Hence F4 = {0, 1, α, α2}. Let us write
t = t˜ + 15k with t˜ = 1, 2, 4, 8. Since α3 = 1, we have αt = αt˜ for any t, t˜ as above. If
t˜ = 1, then
αt + (α+ 1)t = α+ (α+ 1) = 1.
Similarly α2 satisﬁes (3.2). If t˜ = 2, 4, 8, then
αt + (α+ 1)t = αt˜ + (α+ 1)t˜ = αt˜ + αt˜ + 1 = 1,
since the characteristic is 2. Similarly one can show that α2 satisﬁes (3.2) for t˜ = 2, 4, 8.
So all the elements of F4 satisfy (3.2) for the given t values as above. Note that we
can choose α = w n3 since w is a primitive nth root of unity, i.e. x = w n3 in (3.2). This
means there is a codeword c = (c0, ..., cn−1) ∈ C⊥ with c0 = cn
3
= c 2n
3
= 1. Note that
c has exactly n
3
shifts and A3 = n3 . Therefore, all of the weight 3 codewords in C⊥
must have coordinates in F4. Equivalently, there exists no x ∈ F2m\F4 which solves
(3.2) for any t ≡ 1, 2, 4, 8 (mod15). However, foe a primitive elements β for F16 with
β4 = β + 1 (hence β ∈ F16\F4), it is easy to show that β is solution to (3.2) for all
t ≡ 1, 2, 4, 8 (mod15), which gives a contradiction.
Case 2 t ≡ 7, 11, 13, 14 (mod15) Note that each of the weights w1 = 2m−1 − 2m/2,
w2 = 2
m−1, w3 = 2m−1 + 2m/2 in C is are divisible by 2m2 . Using McEliece's theorem,
we will show the impossibility of this. Let us take m = 4k. The nonzeros of C are the
elements w−i, w−it for i ∈ {1, 2, 4, ..., 2m−1}, where w is a primitive element of F2m . So
if we can ﬁnd m
2
= 2k integers in the set
{
1, 2, 4, ..., 2m−2, 2m−1, t, 2t, 4t, ..., 2m−1t
}
that sum up to 0 mod (2m − 1), we will conclude by McEliece's theorem that the
highest exponent of 2 that can divide all of the weights in C is (m
2
− 1). Note that the
congruence 2ut ≡ −1 (mod 15) has a unique solution for t since (2u, 15) = 1. Here are
the solutions:
For u ≡ 0 (mod4), t ≡ 14 (mod15),
For u ≡ 1 (mod4), t ≡ 7 (mod15),
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For u ≡ 2 (mod4), t ≡ 11 (mod15),
For u ≡ 3 (mod4), t ≡ 13 (mod15).
Consider the following sum of m
2
= 2k integers,
1 + 24 + 28 + ...+ 24(k−1) + 2ut+ 2u+4t+ 2u+8t+ ...+ 2u+4(k−1)t
= (1 + 2ut)(1 + 24 + 28 + .....+ 24(k−1))
= (1 + 2ut)(
24k − 1
24 − 1 )
≡ 0 mod (2m − 1)
provided that 2ut ≡ −1 (mod15).
Choosing u ≡ 0, 1, 2, 3 (mod 4) and t ≡ 14, 7, 11, 13 (mod 15) respectively we obtain
the desired result for each t in this case.
3.2 On Helleseth's Conjecture
In his classical paper [8] from 1976, Helleseth conjectured that if m is a power of 2,
then there are no pairs of binarym-sequences with a 3-valued crosscorrelation function.
Equivalently, there is no binary cyclic code C of length n = 2m− 1 which contains the
simplex code and which has 3 weights of the form 2m−1 − A, 2m−1, 2m−1 + B. In this
section, we will present a proof for this conjecture in the case A = B, i.e. symmetric
weights or correlation values. The proof is due to Calderbank, McGuire, Poonen, and
Rubinstein ([1]). Before, we need a deﬁnition.
Deﬁnition 3.2.1. Let a = ∑ ai2i and b = ∑ bi2i be the binary expansions of a and
b. Two binary expansions (ai), (bi) are said to be disjoint if (ai, bi) 6= (1, 1) for any i
and binary expansion of (ai) covers (bi) if (ai, bi) 6= (0, 1) for any i.
Remark 3.2.1. For two disjoint binary expansions (ai), (bi) we have w(a+b) = w(a)+
w(b), where w(a) and w(b) is the number of nonzero terms in the binary expansion of
a and b respectively.
Theorem 3.2.1. If m is a power of 2, then there are no pairs of binary m-sequences
of length n = 2m − 1 with crosscorrelation values −1,−1± 2D .
Proof. Let C be the binary cyclic code of length n = 2m − 1 whose dual is generated
by h(x) = m1(x)mt(x), where (t, n) = 1. Assume that the crosscorrelation function
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assumes the values −1,−1 ± 2D which implies that the corresponding cyclic code C
has weights w1 = 2m−1−D,w2 = 2m−1, w3 = 2m−1+D. Let N1, N2, N3 be the number
of codewords with weights w1, w2, w3 respectively. Then the weight enumerators of C
and C⊥ are
B(z) = 1 +N1z
w1 +N2z
w2 +N3z
w3 and
∑
i
Aiz
i.
When we write the ﬁrst 4 Pless power moments for n = 2m − 1, we obtain
N1 +N2 +N3 + 1 = 2
2m,
1 + w1N1 + w2N2 + w3N3 = 2
2m−1(n− A1),
1 + w1
2N1 + w2
2N2 + w3
2N3 = 2
2m−2 [n(n+ 1)− 2nA1 + 2A2] ,
1 + w1
3N1 + w2
3N2 + w3
3N3 = 2
2m−3 [n2(n+ 3)− (3n2 + 3n− 2)A1 + 6nA2 − 6A3] .
We have A1 = A2 = 0 for C⊥ since C⊥ is a subcode of the binary Hamming code,
whose minimum distance is 3. Hence,
N1 +N2 +N3 = 2
2m − 1,
1 + w1N1 + w2N2 + w3N3 = 2
2m−1n,
1 + w1
2N1 + w2
2N2 + w3
2N3 = 2
2m−2n(n+ 1).
After ﬁnding N1, N2, N3 and substituting in the 4th Pless power moment we obtain
A3 =
(2m − 1)(D2 − 2m−1)
3 · 2m−1 .
This implies that 2m−1 divides D2. Since m is even, we conclude that 2m2 divides D.
So all the nonzero weights w1 = 2m−1 − D,w2 = 2m−1, w3 = 2m−1 + D in C will be
divisible by 2m2 . (Note the similarities with the Case 1 in the proof of theorem 3.1.1).
Now McEliece's theorem will be used to derive a contradiction to this conclusion. That
is we will ﬁnd at least one weight in C which is not divisible by 2m2 . To show this we
need to ﬁnd m
2
integers from the set S = {1, 2, 4, ..., 2m−1, t, 2t, 4t, ..., 2m−1t} that sum
up to 0 mod (2m − 1).
Let m = 2s. In fact it is enough to ﬁnd 2 ≤ r ≤ s and elements αi ∈ S with
i = 1, ..., 2r−1 such that
α1 + α2 + ...+ α2r−1 ≡ 0 mod (22r − 1).
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To see why, note that for r < s, if
α1 + α2 + ...+ α2r−1 ≡ 0 mod (22r − 1),
then
(
s−1∏
j=r
(22
j
+ 1)
)
(α1 + α2 + ...+ α2r−1) ≡ 0 mod (22s − 1).
Note that this product expresses 0 as a sum of (2s−1−r+1)(2r−1) = 2s−1 = m
2
elements
from the set S.
Let M = 2r−1 denote the power of 2 such that t ≡ 2j mod (2M − 1) for some j,
but t 6≡ 2l mod (22M − 1) for any l. From the previous observation we need to ﬁnd
M = 2r−1 integers α1, α2, ..., αM from the set S such that
M∑
i=1
αi ≡ 0 mod (22M − 1).
For the positive integers a and b with binary expansions∑
i
ai2
i and
∑
i
bi2
i,
assume that the following holds:
ai =
 1 if 2it ∈ {α1, α2, ..., α2r−1}0 otherwise
bi =
 1 if 2i ∈ {α1, α2, ..., α2r−1}0 otherwise.
This implies that
M∑
i=1
αi ≡
∑
i
ai2
it+
∑
i
bi2
i ≡ 0 mod (22M − 1).
Thus we have at+ b ≡ 0 (mod 22M − 1). After these observations, it will be enough to
ﬁnd integers a, b with at+b ≡ 0 (mod 22M−1) and w(a)+w(b) = M , to apply McEliece's
theorem to show that there is at least one weight in C which is not divisible by 2m2 . The
integers a, b will be represented with the binary vectors (ai), (bi) respectively. Since the
code C is determined by the cyclotomic coset Cl(t), by replacing t with 22M−jt we may
suppose that t ≡ 1 mod(2M − 1). Thus,
t ≡ 1 + k(2M + 1) mod(22M − 1)
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for some 1 < k < 2M +1. Consider the ﬁrst M terms in the binary expansion for k− 1
and 2M − 1− (k − 1), then we have
M−1∑
i=0
ci2
i and
M−1∑
i=0
(1− ci)2i
respectively, that is the ﬁrst M terms in the binary expansion of k − 1 are the com-
plements of the ﬁrst M terms in the binary expansion of 2M − 1 − (k − 1). Since
k − 1 ≤ 2M − 1, the 1′s in the binary expansion of k − 1 occur in the ﬁrst M terms.
From
k(2M − 1) = 2M(k − 1) + (2M − 1− (k − 1)),
we observe that the binary expansions of 2M(k− 1) and (2M − 1− (k− 1)) are disjoint
and since multiplying (k − 1) with 2M will just shift the terms ci to ci+M we have
w(k(2M − 1)) = M . After this observation it will be enough to ﬁnd a and b with
disjoint binary expansions, such that
a+ b = k(2M − 1) and k(a+ 1) ≡ 0 mod(2M + 1).
Disjoint binary expansions of a and b will imply that
w(a+ b) = w(k(2M − 1)) = w(a) + w(b) = M.
Moreover k(a+ 1) ≡ 0 mod(2M + 1) will imply,
at+ b ≡ a+ b+ ak(2M − 1) mod (22M − 1)
≡ k(2M − 1)(a+ 1) mod (22M − 1)
≡ 0 mod (22M − 1)
Now let 2h be the highest power of 2 dividing k − 1. The integers a and b are chosen
as a = 2M+h + 2h − 1 and b = k(2M − 1)− a. Then ﬁrst of all we have
k(a+ 1) = k2h(2M + 1) ≡ 0 mod (2M + 1).
Since binary expansion of a = 2M+h + 2h − 1 is covered by k(2M − 1), a and b have
disjoint binary expansions which implies w(a+ b) = w(a)+w(b) = w(k(2M −1)) = M .
To sum up we found M = 2r−1 elements α1, α2, ..., αM from the set S which sum up to
zero modulo 2r − 1, then these M elements are used to obtain the congruence(
s−1∏
j=r
(22
j
+ 1)
)
(α1 + α2 + ...+ α2r−1) ≡ 0 mod(22s − 1)
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which expresses zero as a sum of m
2
elements of S. Thus, by using McEliece's theorem we
conclude that there must be at least one codeword in C whose weight is not divisible
by 2m2 which is a contradiction to the fact that all the nonzero weights in C are
w1 = 2
m−1 −D,w2 = 2m−1, w3 = 2m−1 +D are divisible by 2m2 .
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CHAPTER 4
THE WELCH CONJECTURE
Two of the most important conjectures on m-sequences were ﬁnally proved in the
beginning of this century. These are Niho and Welch conjectures. Both of them are
about decimations yielding 3-valued crosscorrelatin function. Namely, Niho conjecture
states that for odd n, say n = 2m+1 and d = 22r +2r − 1, where 4r+1 ≡ 0 (mod n),
the crosscorrelation function between a binary m-sequence of length 2n − 1 and its
decimation by d takes on the three values −1,−1±2m+1, whereas the Welch conjecture
states the same conclusion for n = 2m + 1 and d = 2m + 3. Niho's conjecture was
proved by Hollmann and Xiang in [9]. In this paper they also gave a proof of the
Welch conjecture. Independently, Canteaut, Charpin, and Dobbertin proved Welch's
conjecture in [2]. In this chapter we will present the latter proof of the Welch conjecture.
In fact Canteaut, Charpin and Dobbertin proves that the powers functions xd on F2n are
maximally nonlinear which is equivalent to Welch conjecture. Therefore, by presenting
this proof we will be able to relate the crosscorrelation of binary m-sequences to yet
another topic.
As in the proofs of the conjectures in Chapter 3, McEliece's theorem plays a major
role in the proof of the Welch conjecture. The proof also relies on some earlier work of
the authors. We particularly refer to [3], [4], [7] for a more comprehensive understand-
ing of the subject. Finally throughout this chapter Tr represents the trace map from
F2n to F2 where n = 2m+ 1.
4.1 Maximally Nonlinear Power Functions
In this section we introduce the basic notions and facts that are needed to for the proof
of the Welch's conjecture.
Deﬁnition 4.1.1. A mapping F : F2n → F2n is called almost perfect nonlinear (APN)
if every equation
F (a+ t) + F (t) = b (a ∈ F∗2n , b ∈ F2n)
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has at most two solutions t in F2n .
Note that if F (a + to) + F (to) = b, then F (a + (a + to)) + F (a + to) = b as well.
Hence the above equation has either no solution or exactly two solutions.
Deﬁnition 4.1.2. The Walsh transform fW of a Boolean function f : F2n → F2 is
deﬁned by
fW (a) =
∑
x∈F2n
(−1)Tr(f(x)+Tr(ax)).
The values fW (a) are called the Walsh coeﬃcients of f .
Remark 4.1.1. If ∣∣fW (a)∣∣ is "large" the values of f(x) agree with Tr(ax) (if fW (a) >
0) or Tr(ax)+1 (if fW (a) < 0) for many x ∈ F2n . In other words, f is well approximated
by a linear function.
This remark motivates the following notion:
L(f) = max{∣∣fW (a)∣∣ : a ∈ F2n}
Note that if L(f) is "small", the Boolean function f is far from being linear, i.e. it is
nonlinear. Now, we deﬁne the similar notions for a function F : F2n → F2n .
Deﬁnition 4.1.3. The Walsh transform of F : F2n → F2n is the collection of all Walsh
transforms of fs(x) = Tr(sF (x)), s ∈ F∗2n .
Furthermore, we set
L(F ) = max{L(fs) : s ∈ F∗2n}.
Deﬁnition 4.1.4. The function F : F2n → F2n is said to be maximally nonlinear if it
attains the minimal possible value for L(F ).
For n = 2m + 1 this minimum is known to be 2m+1. Furthermore we have the
following (see [5], [6]).
Theorem 4.1.1. For n = 2m + 1, F : F2n → F2n is maximally nonlinear if and only
if the set of values attained by the Walsh transform W(F ) = {0,±2m+1}. Moreover, if
F is maximally nonlinear then F is APN.
In the remaining of this section we will show the relation between the Walsh spec-
trum of power functions and the crosscorrelation of binary m-sequences. Consider the
Walsh transform of the power function F (x) = xd, where (d, 2n − 1) = 1,
fWs (a) =
∑
x∈F2n
(−1)Tr(sxd+ax).
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Since (d, 2n − 1) = 1, s = (s′)d for some s′ ∈ F∗2n . Thus we have sxd = (s′x)d. Now
by writing ax = as′(s′)−1x, and setting a(s′)−1 = b, we have ax = bs′x. As x runs
through F2n , so does y = s′x. Therefore by substituting y instead of s′x, we have
fWs (a) =
∑
y∈F2n
(−1)Tr(yd+by)
where b = as′ = a d√s ∈ F2n . Note that for b = 0, fWs (b) = 0. Recall the crosscorrelation
function between an m-sequence and its dth decimation is given by
Θd(l) =
2n−2∑
i=0
(−1)Tr(αlx+xd) l ∈ {0, 1, ..., 2n − 2}
where α is a primitive element of F2n . Note that as l runs through the set {0, 1, ..., 2n − 2},
αl runs through all the nonzero elements in F2n . Hence
1 + Θd(l) = f
W
s (a),
for a = αl d√s ∈ F2n . Hence we have proved the following:
Theorem 4.1.2. Let F : F2n → F2n be the power function F (x) = xd, where (d, 2n −
1) = 1. Then the Walsh spectrum of F and the crosscorrelation function between a
binary m-sequence of length 2n − 1 and its dth decimation are related by
{Θd(l) + 1 : l = 0, ..., 2n − 2} =
{
fWs (a) : a, s ∈ F2n
}
.
Thus, Theorem 4.1.1 can be revised for power functions as follows:
Corollary 4.1.1. A power function F (x) = xd is maximally nonlinear if and only
if the crosscorrelation function between a binary m-sequence of length 2n − 1 and its
decimation by d takes on exactly the three values −1,−1± 2m+1, where n = 2m+ 1.
4.2 Proof of the Welch Conjecture
In 1968, Welch conjectured that the power function xd for d = 2m + 3 is maximally
nonlinear or in other words the crosscorrelation function between a binary m-sequence
u of length 2n− 1 and its decimation v by d = 2m+3 takes on exactly the three values
−1,−1± 2m+1. In this section, we will present a proof of this conjecture which is due
to Canteaut, Charpin, and Dobbertin [2]. The power functions xd where d = 2m + 3,
m odd are called Welch power functions. An important step towards the veriﬁcation
of Welch's conjecture is an earlier result of Dobbertin [7]:
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Theorem 4.2.1. Welch power functions are APN.
Recall that APN property was implied by maximal nonlinearity. Exact converse
of this statement is not true. However, with an extra condition we will be able to write
an almost-a-converse statement to this fact. First we need a lemma.
Lemma 4.2.1. If xd is APN then the sum of fourth powers of all Walsh coeﬃcients
of Tr(xd) is equal to 23n+1.
Proof. ∑
a∈F2n
(fW (a))4 =
∑
a∈F2n
( ∑
x∈F2n
(−1)Tr(ax+xd)
)4
=
∑
a∈F2n
( ∑
x,y,z,w∈F2n
(−1)Tr(xd+yd+zd+wd+a(x+y+z+w))
)
=
∑
a,x,y,z,w∈F2n
(−1)Tr(xd+yd+zd+wd+a(x+y+z+w))
=
∑
x,y,z,w∈F2n
(−1)Tr(xd+yd+zd+wd)
∑
a∈F2n
(−1)Tr(a(x+y+z+w)).
If x+y+z+w 6= 0 then as a runs through the elements of F2n so does a(x+y+z+w).
By the properties of canonical additive character, we have
∑
a∈F2n
(−1)Tr(a(x+y+z+w)) =
 0 if x+ y + z + w 6= 02n if x+ y + z + w = 0
Hence replacing w with x+ y + z, we obtain
∑
a∈F2n
(fW (a))4 = 2n
( ∑
x,y,z∈F2n
(−1)Tr(xd+yd+zd+(x+y+z)d)
)
Splitting this sum into two parts for the cases z = 0 and z 6= 0, we get
∑
a∈F2n
(fW (a))4 = 2n
( ∑
x,y∈F2n
(−1)Tr(xd+yd+(x+y)d)
)
+2n
 ∑
x,y∈F2n
∑
z∈F∗2n
(−1)Tr(zd((x/z+y/z+1)d+(x/z)d+(y/z)d+1))

= 2n
( ∑
x,y∈F2n
(−1)Tr(xd+yd+(x+y)d) − 22n
)
+ 2n
( ∑
u,v,z∈F2n
(−1)Tr(zd((u+v+1)d+ud+vd+1))
)
where u = x
z
and v = y
z
. Now (u+ v + 1)d + ud + vd + 1 = 0 if and only if either u = v
or (
1
u+ v
+ 1
)d
+
(
1
u+ v
)d
=
(
u
u+ v
+ 1
)d
+
(
u
u+ v
)d
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which is obtained by dividing all terms by (u+ v)d. Since the power function xd is
APN (x + 1)d + xd = c will have at most two solutions. However for t = 1
u+v
and
t1 =
u
u+v
we would have 4 diﬀerent solutions, so we must have either u = 1 or v = 1.
The number of pairs satisfying u = v or u = 1 or v = 1 is 3 · (2n − 1) + 1. So, we have∑
u,v,z∈F2n
(−1)Tr(zd((u+v+1)d+ud+vd+1) = 2n(3 · (2n − 1) + 1)
Similarly, split the following into two sums depending on y = 0 or y 6= 0∑
x,y∈F2n
(−1)Tr(xd+yd+(x+y)d) =
∑
x∈F2n
(−1)Tr(2xd) +
∑
x∈F2n ,y∈F∗2n
(−1)Tr(yd(1+(xy )d)+(1+xy )d)
=
∑
x∈F2n
(−1)Tr(2xd) − 2n +
∑
u,y∈F2n
(−1)Tr(yd(1+ud+(1+u)d))
where u = x
y
. Now since xd is APN the equation ud + (1 + u)d = 1 has at most two
solutions for u which are u = 0, 1. Therefore∑
x,y∈F2n
(−1)Tr(xd+yd+(x+y)d) = 2n+1 and
∑
a∈F2n
(fW (a))4 = 23n+1.
Remark 4.2.1. This result can also be obtained by replacing fW (a) by Θu,v(l) + 1
and calculating ∑2n−2l=0 (Θd(l) + 1)4 as in Chapter 2.
Now we are ready to prove the "converse" of the Theorem 4.2.1.
Theorem 4.2.2. For an APN power function xd if all Walsh coeﬃcients of Tr(xd)
are divisible by 2m+1, then xd is maximally nonlinear.
Proof. Let Wi denote the sequence of absolute values of Walsh coeﬃcients occuring in
the Walsh spectrum of Tr(xd) for i = 0, 1, ..., k − 1. Now by assumption all Walsh
coeﬃcients of Tr(xd) are divisible by 2m+1. So let Wi = 2m+1Vi where V0 = 1 since
±2m−1 is in the Walsh spectrum of F and Vi > 1 for 1 ≤ i < k. Suppose that each Wi
occurs λi times. Now if xd is APN, then by Lemma 4.2.1 we have
∑
i<k
λiWi
4 =
∑
i<k
λi2
4m+4Vi
4 =
∑
i<k
λi2
2n+2Vi
4 = 23n+1.
By Theorem 2.1.1 and Corollary 2.1.1,
2n−2∑
l=0
(Θd(l) + 1)
2 =
2n−2∑
l=0
(
Θd(l)
2 + 2Θd(l) + 1
)
= 22n.
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Thus, we have ∑
i<k
λiWi
2 =
∑
i<k
λi2
n+1Vi
2 = 22n.
Therefore, ∑
i<k
λiVi
4 =
∑
i<k
λiVi
2,
or equivalently ∑
1≤i<k
λi(Vi
4 − Vi2) = 0.
Since Vi4 − Vi2 > 0 for all i ≥ 1, we must have λi = 0 for all i ≥ 1. Thus W (xd) =
{0,±2m+1} and hence xd is maximally nonlinear by Theorem 4.1.1.
To prove Welch's conjecture it remains to show that all Walsh coeﬃcients of Tr(xd)
are divisible by 2m+1. This is equivalent to showing that Θd(l) + 1 is divisible by 2m+1
for all l = 0, ..., 2n− 2, for a binary m-sequence of length 2n− 1 and its dth decimation.
Hence the weights of every nonzero codeword c ∈ C⊥1,d will be divisible by 2m, where
C1,d is the cyclic code of length 2n − 1 with the generator polynomial m1(x)md(x).
Using McEliece's theorem this corresponds to showing for all nonzero a < 2n − 1,
wn(a) + wn(−ad) ≥ m+ 1
is satisﬁed. Now for a ≡ a′mod (2n−1) we have wn(a) = w(a′) where w(a′) denotes the
the Hamming weight of binary expansion of a′ . Hence, to show that the Welch power
function xd is maximally nonlinear, we have to verify that for all nonzero a < 2n − 1,
we have
wn(a) + wn(−ad) ≥ m+ 1.
Since for all nonzero x, we have wn(−x) = 2m + 1 − wn(x), the above statement is
equivalent to
wn(ad)− wn(a) ≤ m. (4.1)
We can assume that wn(a) ≤ m. In fact, there exists a pair of integers i, i+m (mod n)
such that ai = ai+m = 0, since otherwise we would have wn(a) ≥ m+1. Represent the
element a in the form
a = b+ 2m+1c
where b < 2m and c < 2m−1. We have
ad = 2m(b+ 6c) + 3b+ 22m+1c,
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that is
ad = (3b+ c) + 2m(b+ 6c) mod (2n − 1).
Also recall that for arbitrary integers x, y,
w(x+ y) ≤ w(x) + w(y),
where equality holds in the case x and y have disjoint binary expansions. This state-
ment also holds for wn with x, y < 2n − 1. Deﬁne a function H for arbitrary integers
(ﬁnite bit strings) B,C as
H(B,C) = w(3B + C) + w(B + 6C)− w(B)− w(C).
By the choice of integers b ≤ 2m−1 and c ≤ 2m−1−1, b and 2m+1c have disjoint binary
expansions. Therefore
wn(a) = w(b) + w(c).
For ad = (3b+ c) + 2m(b+ 6c) mod (2n − 1), we have
wn(ad) ≤ w(3b+ c) + w(b+ 6c).
Hence, (4.1) can be written as
wn(ad)− wn(d) ≤ H(b, c). (4.2)
We will try to prove (4.2) in the rest of this section. First technical lemmas are needed.
We refer to [2] for their proofs.
Lemma 4.2.2. Let
B = B5B4B3B2B1B0 and C = C5C4C3C2C1C0.
be bit strings of length 6, that is integers less than 64.
i) Then there is some nonzero r ≤ 6 such that
H(Br−1...B0, Cr−1...C0) ≤ r.
ii) If B0 = C0 = 1 then there is some nonzero r ≤ 6, such that
H(Br−1...B0, Cr−1...C0) < r.
For 7-bit strings B = B6B5B4B3B2B1B0 and C = C6C5C4C3C2C1C0,
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iii) If (B0, C0) = (1, 0) then there is some nonzero r ≤ 7, with
H(Br−1...B0, Cr−1...C0) ≤ r,
or there is some nonzero r ≤ 6 with
H(Br−1...B0, Cr−1...C0) = r
and (Br, Cr) 6= (1, 0).
Lemma 4.2.3. Let s ≥ 1. Let
B = Bs−1...B0
C = Cs−1...C0
be bit strings of length s, that is integers less than 2s.
i) Then
H(B,C) ≤ s+ 2
and H(B,C) = s+ 2 implies B0 = 1, C0 = 0.
ii) If Bs−1 = 1 and Cs−1 = 0 then
H(B,C) ≤ s+ 1
and H(B,C) = s+ 1 implies B0 6= C0.
iii) If s ≥ 2, Bs−1 = 1, and Cs−1 = Cs−2 = 0, then H(B,C) = s + 1 implies B0 = 1,
C0 = 0, and 3B + C < 2s+1.
We are ready to ﬁnish the proof of Welch's conjecture.
Theorem 4.2.3. For the Welch power functions xd, all Walsh coeﬃcients of Tr(xd)
are divisible by 2m+1.
Conclusion of the proof of Theorem 4.2.2. Recall that we reduced the proof to
proving (4.2). We study 4 cases:
Case 1 Assume for b, c we have 2m−1 ≤ b < 2m and 2m−2 ≤ c < 2m−1. Since
b ≤ 2m − 1 and c ≤ 2m−1 − 1 we have bm−1 = 1 and cm−1 = 0 which corresponds
to the case (ii) in the Lemma 4.2.3, so we have H(b, c) ≤ m+ 1. Now suppose that
H(b, c) = m+ 1. Since b ≥ 2m−1 and c ≥ 2m−2, b+ 6c ≥ 2m+1 we have
ad ≡ (b+ 6c− 2m+1)2m + (3b+ c+ 1) mod (22m+1)
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which implies that
wn(ad) ≤ w(b+ 6c− 2m+1) + w(3b+ c+ 1)
Moreover since 2m+1 ≤ b+ 6c < 2m+2, we have w(b+ 6c− 2m+1) = w(b+ 6c)− 1. By
the same lemma case (ii) for H(b, c) = m+ 1 we have b0 6= c0, which implies that 3b+c
is odd. Thus, w(3b + c + 1) < w(3b + c). For H(b, c) = m+ 1, by combining above
results we obtain
wn(ad) ≤ w(b+ 6c)− 1 + w(3b+ c)
and since H(b, c) = w(b+ 6c) + w(3b+ c)− wn(a) we have
wn(ad) ≤ H(b, c) + wn(a)− 1,
which implies
wn(ad)− wn(a) ≤ H(b, c)− 1 ≤ m.
Case 2 Assume for b, c we have 2m−1 ≤ b < 2m and c < 2m−2. Now since b ≤ 2m − 1
and c ≤ 2m−2 − 1 we have bm−1 = 1 and cm−1 = cm−2 = 0. This corresponds to case
(iii) in Lemma 4.2.3, thus we have H(b, c) ≤ m+ 1. Suppose that H(b, c) = m+ 1,
then the same case implies that b0 = 1, c0 = 0 and 3b+ c < 2m+1. For the values b and
c given, we have 3b + c > 2m, thus w(3b + c − 2m) = w(3b + c) − 1. Since b0 = 1 and
c0 = 0, b+ 6c is odd. Therefore w(b+ 6c+ 1) < w(b+ 6c). By writing,
ad ≡ (b+ 6c+ 1)2m + (3b+ c− 2m) mod (22m+1 − 1),
we obtain
wn(ad) ≤ w(b+ 6c+ 1) + w(3b+ c− 2m).
By using the above results we have
wn(ad) ≤ w(b+ 6c) + w(3b+ c) − 1,
wn(ad) ≤ H(b, c) + wn(a) − 1,
and thus
wn(ad) − wn(a) ≤ m.
Case 3 Assume for b, c we have b < 2m−1 and c < 2m−2. Now if also b < 2m−2,
by case (i) of Lemma 4.2.3, we have H(b, c) ≤ m and since wn(ad) − wn(a) ≤ H(b, c)
we are done. If for b we have 2m−2 ≤ b < 2m−1, then bm−2 = 1 and cm−2 = 0 which
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corresponds to the case (ii) of Lemma 4.2.3, where we have H(b, c) ≤ m, and by
wn(ad)− wn(a) ≤ H(b, c) we obtain the result.
Case 4 Assume for b, c we have b < 2m−1 and 2m−1 ≤ c < 2m. Now deﬁne a′ as
a
′
= 2m+1a mod (22m+1 − 1) = b2m+1 + 2c.
Now for 2c, we have 2m−1 ≤ 2c < 2m. Set 2c = l. Consider
a
′
d = b22m+1 + 2m(l + 6b) + 3l
and the congruence
a
′
d ≡ (b+ 3l − 2m) + 2m(l + 6b+ 1).
Since b < 2m−1 and 2m−1 ≤ l < 2m we have bm−1 = 0 and lm−1 = 1, so by case (ii)
of Lemma 4.2.3 we have H(l, b) ≤ m + 1. Suppose that H(l, b) = m + 1, by the same
case we have b0 6= c0, which implies that l + 6b is odd, thus w(l + 6b+ 1) < w(l + 6b).
Note that we have b+3l > 2m so w(b+3l− 2m) = w(b+3l)− 1. From the congruence
above we obtain,
wn(a
′
d) ≤ w(b+ 3l − 2m) + w(l + 6b+ 1).
When we combine the results stated above we have,
wn(a
′
d) ≤ w(b+ 3l) + w(l + 6b) − 1.
Recall that H(l, b) = w(3l+ b) +w(l+ 6b)−w(b)−w(l) and a′ = b2m+1 + l. We have
wn(a
′
) = w(b) + w(l) since the binary expansions of b2m+1 and l are disjoint. Thus,
wn(a
′
d) ≤ H(l, b) + wn(a′) − 1,
wn(a
′
d) − wn(a′) ≤ m.
Finally using the relations,
wn(a
′
d) = wn(ad) and wn(a
′
) = wn(a)
we conclude that
wn(ad) − wn(a) ≤ m.
Combining Theorem 4.2.3 with the fact that Welch power functions are APN, and
using Theorem 4.2.2, we conclude that Welch power functions are maximally nonlinear.
As explained before this is equivalent to the validity of Welch's conjecture.
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