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Abstract 
 
For an 𝑛-period uncapacitated lot-sizing problem with stock upper bounds, stock fixed 
costs, stock overload and backlogging, we present a tight extended shortest path 
formulation of the convex hull of solutions with O(𝑛!) variables and constraints, also 
giving an O(𝑛!) algorithm for the problem. This corrects and extends a formulation in 
[11] for the problem with just stock upper bounds. 
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1 Introduction
It was shown in Wolsey [11] that single item lot-sizing with upper bounds
on the stock levels is equivalent to a lot-sizing problem with production
time windows. Each order k consists of an order size Dk and a time window
[bk, ek] indicating that normal production should take place within the inter-
val [bk, ek] and delivery of the order should be in period ek. In addition the
orders should have non-inclusive time windows, i.e. after possible reordering
bk ≤ bk+1 and ek ≤ ek+1 for all k. For an n-period uncapacitated lot-sizing
problem this led to a O(n2) dynamic program. Taking its dual provided a
shortest path extended formulation that contained errors in the indexing of
the constraints and the explanation of the variables. Here we derive this
(corrected) shortest path formulation directly, and show how it can be used
to treat not just stock upper bounds, but also i) stock fixed costs, ii) stock
overloads and iii) backlogging. It also provides an O(n2) algorithm for the
problem.
Lot-sizing with stock upper bounds was first treated by Love [8]. Van
Vyve and Ortega [10] describe the convex hull of solutions for lot-sizing with
stock fixed costs. For lot-sizing with both stock upper bounds and stock fixed
costs Atamtu¨rk and Ku¨c¸u¨kyavuz [1] present several valid inequalities as well
as computational experience, and in [2] they present an O(n2) algorithm.
Fast algorithms for stock upper bounds and backlogging are presented in
Hwang and van den Heuvel [7]. Lot-sizing with production time windows
was examined by Brahimi [3], treating both inclusive and non-inclusive cases.
Fast algorithms for the non-inclusive case are presented in Hwang [6]. [4,
5] contain computational studies. The equivalence of lot-sizing with stock
upper bounds and lot-sizing with non-inclusive time windows was shown in
Wolsey [11]. Further equivalences are examined in [9].
Below in Section 2 we first present a formulation of the problem to be
solved, denoted LS-U-SUB∗, and then we recall some of the basic results
linking lot-sizing with stock upper bounds and lot-sizing with non-inclusive
time windows. In Section 3 we present the shortest path reformulation and
show that it provides a tight formulation for LS-U-SUB∗.
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2 The Problem and Background
2.1 An MIP Formulation
First we present the lot-sizing problem LS-U-SUB∗. One has demands dt ≥ 0
in period t and an upper bound S¯t ≥ 0 on the stock at the end of period t.
There are unit production costs pt, production set-up costs qt, unit storage
costs ht, unit backlog costs ct, unit storage overload costs ot and a storage
fixed cost gt in each period t. The problem is to satisfy all the demands at
minimum cost.
Using the notation duv ≡
∑v
t=u dt, we now formulate LS-U-SUB
∗ as a
mixed integer program. We introduce the variables:
xt is the production in period t
yt is a binary set-up variable taking value 1 if xt > 0
st is the stock at the end of period t
σt is a binary stock set-up variable taking value 1 if st > 0
rt is the backlog in period t
δt is the stock overload at the end of period t.
The problem can now be written as follows:
min
n∑
t=1
(ptxt + htst + ctrt + gtδt + ftyt + qtσt)
st−1 − rt−1 + xt = dt + st − rt ∀ t (1)
st ≤ S¯t + δt ∀ t (2)
x, δ ∈ Rn+, s, r ∈ R
n+1
+ , (3)
s0 = r0 = sn = rn = 0 (4)
xt ≤ Myt ∀ t (5)
st ≤ Mσt ∀ t (6)
y, σ ∈ {0, 1}n (7)
where M is a large number with M ≥ d1n. Here (1) are the balance con-
straints, (2) ensures the stock upper bound and the overload, (3) and (4)
fix the ranges of the continuous variables, (5) ensures that yt = 1 if xt > 0 ,
(6) ensures that σt = 1 if st > 0 and (7) indicates that yt and σt are binary
variables.
In the lot-sizing with non-inclusive time windows problem, denoted LS-
U-TWP∗, the stocks, stock overload and backlog are similar. If order k is
produced in period t with 1 ≤ t < ek, it produces a stock of Dk in periods
t, . . . , ek − 1, if k is produced in period t with 1 ≤ t < bk, it produces in
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addition a stock overload of Dk in periods t, . . . , bk − 1, while if t > ek it
produces a backlog in periods ek, . . . , t− 1. The costs are the same.
2.2 Basic Results
The following results can be found in Brahimi [3] for lot-sizing with produc-
tion time windows.
i) With non-inclusive time windows, there exists an optimal solution in which
order k is produced before (or at the same time) as order k + 1.
ii) In the uncapacitated case, there exists an optimal solution in which each
order k is produced in a single period.
Using a standard exchange argument for the linear programming flow prob-
lem remaining once the 0-1 variables y, σ are fixed, it is easy to see that
this property still holds in the presence of stock fixed costs, backlogging and
storage overload.
The equivalence of the two problems is best seen by observing that, after
elimination of the stock variables, the constraints linking the continuous
variables in both problems can be rewritten as:
rt +
t∑
τ=1
xτ ≥ ∆1t ∀ t
t∑
τ=1
xτ ≤ Γ1t + δt ∀ t
x, r, δ ∈ Rn+
where (1)-(4) of LS-U-SUB∗ take this form with ∆1t = d1t and Γ1t = d1t +
S¯t. On the other hand, for LS-U-TWP
∗ ∆1t =
∑
k:ek≤tD
k and Γ1t =∑
k:bk≤tD
k.
This allows us to reduce the lot-sizing with time-window problem to lot-
sizing with stock upper bounds and vice versa.
Given a set of distinct non-inclusive orders Dk, (bk, ek) for k = 1, . . . ,K:
Set ∆1t =
∑
k:ek≤tD
k and Γ1t =
∑
k:bk≤tD
k.
Set dt = ∆1t −∆1,t−1 and S¯t = Γ1t −∆1t.
Conversely, given dt and S¯t for t = 1, . . . , n:
Set ∆1t = d1t and Γ1t = d1t + S¯t.
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Set Lt = Γ1t − Γ1,t−1, Rt = ∆1t −∆1,t−1 = dt for all t and k = 1.
While L,R 6= 0
Set σ = min{t : Lt > 0}, τ = min{t : Rt > 0}.
Set Dk = min{Lσ, Rτ}, b
k = σ, ek = τ .
Lσ ← Lσ −D
k, Rτ ← Rτ −D
k
k ← k + 1
end-While
3 The Shortest Path Extended Formulation
Here we use the fact that the production of the orders is determined by the
time windows and that the production of an order takes place in a single
period to derive a shortest path (unit flow) formulation of LS-U-TWP∗.
Consider a digraph D = (V,A) with nodes (k, t, 1) and (k, t, 2) for 1 ≤
t ≤ n and all k. There are four types of arcs:
z-arcs with flow zkt from (k − 1, t− 1, 2) to (k, t, 1) for 1 ≤ t ≤ n and all k.
w-arcs with flow wkt from (k, t, 1) to (k, t, 2) for 1 ≤ t ≤ n−1 and all k, and
for k = K, t = n.
u-arcs with flow ukt from (k− 1, t, 1) to (k, t, 1) for 1 ≤ t ≤ n and all k > 1.
v-arcs with flow vkt from (k, t− 1, 2) to (k, t, 2) for 1 ≤ t ≤ n− 1 and all k,
and for k = K, t = n.
zkt = 1 if and only if k is the first order produced in period t.
wkt = 1 if and only if k is the last order produced in period t.
ukt = 1 if and only if k is produced in period t, but it is not the first order
produced in t.
vkt = 1 if and only if k is produced between 1 and t− 1, and that k + 1 is
produced in t+ 1 or later.
We now present the formulation:
min
n∑
t=1
(ptxt + htst + ctrt + gtδt + ftyt + qtσt)
n∑
t=1
z1t = 1 (8)
zkt + ukt = wkt + uk+1,t ∀ k, t (9)
wkt + vkt = zk+1,t+1 + vk,t+1 ∀ k, t, k < K or t < n(10)
z, w, u, v ≥ 0, (11)
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Figure 1: Arcs entering and leaving nodes (k, t, 1) and (k, t, 2)
xt =
∑
k
Dk(zkt + ukt) ∀ t (12)
st =
∑
k:t<ek
t∑
τ=1
Dk(zkτ + ukτ ) ∀ t (13)
rt =
∑
k:t≥ek
n∑
τ=t+1
Dk(zkτ + ukτ ) ∀ t (14)
δt =
∑
k:t<bk
t∑
τ=1
Dk(zkτ + ukτ ) ∀ t (15)
1 ≥ yt ≥
∑
k
zkt ∀ t (16)
1 ≥ σt ≥
∑
k:t<ek
(vkt + wkt) ∀ t (17)
y, σ ∈ Zn (18)
Constraints (8)-(11) describe the shortest path/unit flow problem in the
z, w, u, v variables. (8) indicates that one unit of flow enters, namely that
order 1 must be the first order produced in one of the periods 1, . . . , n.
(9) is the flow conservation constraint at node (k, t, 1). There is a flow of
one unit through the node if and only if order k is produced in period t.
(10) is the flow conservation constraint at node (k, t, 2). There is a flow of
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one unit through this node if and only if order k is produced in the interval
[1, t] and order k + 1 in the interval [t+ 1, n]. See Figure 1.
Constraints (12)-(17) provide the link between the flow variables and the
original lot-sizing variables. (12)-(15) calculate the value of the correspond-
ing production, stock and backlog and stock overload variables respectively.
(16) forces yt = 1 if there is a first order produced in t. Finally we prove
below that
∑
k:t<ek(vkt + wkt) takes value 1 if and only if there is positive
stock at the end of period t, thereby forcing σt = 1.
Lemma 1 In any feasible solution of (8)-(18),
∑
k:t<ek(vkt + wkt) = 1 if
st > 0 and takes value 0 otherwise.
Proof Consider period t. Either all orders are produced before t, or all after
t, or there exists an order κ such that κ is produced in or before t, and order
κ+ 1 is produced after t.
i) If all orders are produced before , or all after t, vkt = wkt = 0 for all k.
ii) Order κ is produced before period t. Thus there is no production in t and
wkt = 0 for all k. Also vκt = 1 and vkt = 0 for all k 6= κ. If t ≥ e
κ, there is no
stock in t as ek ≤ eκ for all k < κ. On the other hand
∑
k:t<ek(vkt+wkt) = 0
as required. If t < eκ, there is stock of order κ in t and
∑
k:t<ek(vkt+wkt) = 1
as required.
iii) Order κ is produced in period t. Here wκt = 1, wkt = 0 for k 6= κ and
vkt = 0 for all k. Again if t ≥ e
κ, there is no stock in t and
∑
k:t<ek(vkt +
wkt) = 0, while if t < e
κ, there is stock of order κ in t and
∑
k:t<ek(vkt +
wkt) = 1. 
Let Q denote the polyhedron obtained by taking (8)-(17).
Theorem 2 i) projx,s,r,δ,y,σQ = conv(X
LS−U−SUB∗)
ii) The linear program
min{px+ hs+ cr + gδ + fy + qσ : (x, s, r, δ, y, σ, z, u, v, w) ∈ Q}
solves both problems LS − U − SUB∗ and LS − U − TWP ∗.
Proof. The unit flow polyhedron (8)-(11) is totally unimodular and hence its
extreme points are binary. (12)-(15) are equations representing the variables
s, r, δ in terms of the the unit flow variables and thus do not affect integrality.
If qt ≤ 0 for some t, then there exists an optimal solution with yt = 1.
Otherwise if qt ≥ 0, (16) holds as an equality in every optimal solution. The
same argument holds for σt. Therefore for every objective function there
exists an optimal solution with y and σ binary.
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Note that if no stock overload is allowed, the path variables zkt, ukt, vkt and
wkt can be set to zero for all t < b
k, while if backlogging is not allowed they
can be set to zero for t > ek.
Finally as the number K of non-inclusive time windows is at most 2n−1
and as there are 4nK variables (arcs) in the shortest path formulation, one
has:
Theorem 3 There is an O(n2) algorithm to solve LS − U − SUB∗.
References
[1] A. Atamtu¨rk and S. Ku¨c¸u¨kyavuz. Lot-sizing with inventory bounds and
fixed costs: polyhedral study and computation. Operations Research 53,
711–730 (2005).
[2] A. Atamtu¨rk and S. Ku¨c¸u¨kyavuz. An O(n2) algorithm for lot sizing
with inventory bounds and fixed costs. Operations Research Letters 36,
297-299 (2008).
[3] N. Brahimi. Planification de la production: mode`les et algorithmes pour
les problemes de dimensionnement de lots. PhD thesis, Universite´ de
Nantes, 2004.
[4] N. Brahimi, S. Dauze`re-Pe´re`s and N. Najid. Capacitated Multi-Multi
Item Lot Sizing Problems with Time Windows. Operations Research
54, 951–987 (2006).
[5] N. Brahimi, S. Dauze`re-Pe´re`s and L.A. Wolsey. Polyhedral and La-
grangian Approaches for Lot Sizing with Production Time Windows
and Setup Times. Computers and Operations Research 37, 182–188
(2010).
[6] H.C. Hwang. Dynamic Lot-Sizing with Production Time Windows
Naval Research Logistics Quarterly 54, 692–701 (2007).
[7] H.C. Hwang and W. van den Heuvel, Improved Algorithms for Lot-
Sizing Problem with Bounded Inventory and Backlogging. Naval Re-
search Logistics 59, 244-253 (2012).
[8] S.F. Love. Bounded production and inventory models with piecewise
concave costs. Management Science, 20: 313–318, 1973.
8
[9] W. van den Heuvel and A.P.M. Wagelmans, Four equivalent lot-sizing
models, Operations Research Letters 36, 465-470 (2008).
[10] M. Van Vyve and F. Ortega Lot-szing with fixed charges on stocks: the
convex hull. Discrete Optimization 1, 189-203 (2004).
[11] L.A. Wolsey. Lot-sizing with production and delivery time windows.
Mathematical Programming A, 107: 471-489, 2006.
9
Recent titles 
CORE Discussion Papers 
 
2015/08 Koen DECANCQ, Marc FLEURBAEY and François MANIQUET. Multidimensional poverty 
measurement with individual preferences 
2015/09 Eric BALANDRAUD, Maurice QUEYRANNE, and Fabio TARDELLA. Largest minimally 
inversion-complete and pair-complete sets of permutations. 
2015/10 Maurice QUEYRANNE and Fabio TARDELLA. Carathéodory, helly and radon numbers for 
sublattice convexities. 
2015/11 Takatoshi TABUSHI, Jacques-François THISSE and Xiwei ZHU. Does technological progress 
affect the location of economic activity. 
2015/12 Mathieu PARENTI, Philip USHCHEV, Jacques-François THISSE. Toward a theory of 
monopolistic competition. 
2015/13 A.B. TAYLOR, J.M. HENDRICKX and F. GLINEUR. Smooth strongly convex interpolation 
and exact worst-case performance of first-order methods. 
2015/14 Christian HAFNER, Hans MANNER and Léopold SIMAR. The “wrong skewness” problem in 
stochastic frontier models: A new approach. 
2015/15 Paul BELLEFLAMME, Nesssrine OMRANI Martin PEITZ. The Economics of Crowdfunding 
Platforms. 
2015/16 Samuel FEREY and Pierre DEHEZ. Multiple Causation, Apportionment and the Shapley Value. 
2015/17 Mehdi MADANI and Mathieu VAN VYVE. A MIP framework for Non-convex uniform price 
day-ahead electricity auctions. 
2015/18 Yukihiro NISHIMURA and Pierre PESTIEAU. Efficient taxation with differential risks of 
dependence and mortality. 
2015/19 Louis N. CHRISTOFIDES, Michael HOY, Joniada MILLA and Thanasis STENGOS. Nature or 
nurture in higher education? Inter-generational implications of the Vietnam-Era lottery. 
2015/20 Philippe J. DESCHAMPS, Alternative lormulations of the leverage Effect in a stochatic 
volatility model with asymmetric leavy-tailed errors. 
2015/21 Jean HINDRIKS and Yukihiro NISHIMURA. Equilibrium leadership in tax competition models 
with capital ownership: a rejoinder. 
2015/22 Frédéric VRINS and Monique JEANBLANC. The Φ-Martingale. 
2015/23 Wing Man Wynne LAM. Attack-dettering and damage dontrol investments in cybersecurity. 
2015/24 Wing Man Wynne LAM. Switching costs in two-sided markets. 
2015/25 Philippe DE DONDER, Marie-Louise LEROUX. The political choice of social long term care 
transfers when family gives time and money. 
2015/26 Pierre PESTIEAU and Gregory PONTHIERE. Long-term care and births timing. 
2015/27 Pierre PESTIEAU and Gregory PONTHIERE. Longevitiy variations and the welfare State. 
2015/28 Mattéo GODIN and Jean HINDRIKS. A review of critical issues on tax design and tax 
administration in a global economy and developing countries 
2015/29 Michel MOUCHART, Guillaume WUNSCH and Federica RUSSO. The issue of control in 
multivariate systems, A contribution of structural modelling. 
2015/30 Jean J. GABSZEWICZ, Marco A. MARINI and Ornella TAROLA. Alliance formation in a 
vertically differentiated market. 
2015/31 Jens Leth HOUGAARD, Juan D. MORENO-TERNERO, Mich TVEDE and Lars Peter 
ØSTERDAL. Sharing the proceeds from a hierarchical venture. 
2015/32 Arnaud DUFAYS and Jeroen V.K. ROMBOUTS. Spare change-point time series models. 
2015/33 Wing Man Wynne LAM. Status in organizations. 
Recent titles 
CORE Discussion Papers – continued 
 
2015/34 Wing Man Wynne LAM. Competiton in the market for flexible resources : an application to 
cloud computing. 
2015/35 Yurii NESTEROV and Vladimir SHIKHMAN. Computation of Fisher-Gale equilibrium by 
auction. 
2015/36 Maurice QUEYRANNE and Laurence A. WOLSEY. Thight MIP formulations for bounded 
up/down tiems and interval-dependent start-ups. 
2015/37 Paul BELLEFLAMME and Dimitri PAOLINI. Strategic promotion and release decisions for 
cultural goods. 
2015/38 Nguyen Thang DAO and Julio DAVILA. Gender inequality, technologial progress, and the 
demographic transition.  
2015/39 Thomas DEMUYNCK, Bram DE ROCK and Victor GINSBURGH. The transfer paradox in 
welfare space. 
2015/40 Pierre DEHEZ. On Harsanyi dividends and asymmetric values.  
2015/41 Laurence A. WOLSEY. Uncapacitated lot-sizing with stock upper bounds, stock fixed costs, 
stock overloads and backlogging: A tight formulation. 
 
Books 
 
W. GAERTNER and E. SCHOKKAERT (2012), Empirical Social Choice. Cambridge University Press. 
L. BAUWENS, Ch. HAFNER and S. LAURENT (2012), Handbook of Volatility Models and their 
Applications. Wiley. 
J-C. PRAGER and J. THISSE (2012), Economic Geography and the Unequal Development of Regions. 
Routledge. 
M. FLEURBAEY and F. MANIQUET (2012), Equality of Opportunity: The Economics of Responsibility. 
World Scientific. 
J. HINDRIKS (2012), Gestion publique. De Boeck. 
M. FUJITA and J.F. THISSE (2013), Economics of Agglomeration: Cities, Industrial Location, and 
Globalization. (2nd edition). Cambridge University Press. 
J. HINDRIKS and G.D. MYLES (2013). Intermediate Public Economics. (2nd edition). MIT Press. 
J. HINDRIKS, G.D. MYLES and N. HASHIMZADE (2013). Solutions Manual to Accompany Intermediate 
Public Economics. (2nd edition). MIT Press. 
J. HINDRIKS (2015). Quel avenir pour nos pensions ? Les grands défis de la réforme des pensions. De 
Boeck. 
P. BELLEFLAMME and M. PEITZ (2015). Industrial Organization: Markets and Strategies (2nd edition). 
Cambridge University Press. 
 
CORE Lecture Series 
 
R. AMIR (2002), Supermodularity and Complementarity in Economics. 
R. WEISMANTEL (2006), Lectures on Mixed Nonlinear Programming. 
A. SHAPIRO (2010), Stochastic Programming: Modeling and Theory. 
