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The goal of this short chapter, aimed at philosophers, is to provide an overview and brief 
explanation of some central concepts involved in predictive processing (PP). Even those 
who consider themselves experts on the topic may find it helpful to see how the central 
terms are used in this collection. To keep things simple, we will first informally define a set 
of features important to predictive processing, supplemented by some short explanations 
and an alphabetic glossary.
The features described here are not shared in all PP accounts. Some may not be nec-
essary for an individual model; others may be contested. Indeed, not even all authors of 
this collection will accept all of them. To make this transparent, we have encouraged con-
tributors to indicate briefly which of the features are necessary to support the arguments 
they provide, and which (if any) are incompatible with their account. For the sake of clar-
ity, we provide the complete list here, very roughly ordered by how central we take them 
to be for “Vanilla PP” (i.e., a formulation of predictive processing that will probably be 
accepted by most researchers working on this topic). More detailed explanations will be 
given below. Note that these features do not specify individually necessary and jointly suf-
ficient conditions for the application of the concept of “predictive processing”. All we cur-
rently have is a semantic cluster, with perhaps some overlapping sets of jointly sufficient 
criteria. The framework is still developing, and it is difficult, maybe impossible, to provide 
theory-neutral explanations of all PP ideas without already introducing strong background 
assumptions. Nevertheless, at least features 1-7 can be regarded as necessary properties 
of what is called PP in this volume:
1. Top-down Processing: Computation in the brain crucially involves an interplay be-
tween top-down and bottom-up processing, and PP emphasizes the relative weighting 
of top-down and bottom-up signals in both perception and action. 
2. Statistical Estimation: PP involves computing estimates of random variables. Estimates can be regarded as statistical hypotheses 
which can serve to explain sensory signals.
3. Hierarchical Processing: PP deploys hierarchically organized estimators (which track features at different spatial and temporal 
scales).
4. Prediction: PP exploits the fact that many of the relevant random variables in the hierarchy are predictive of each other.
5. Prediction Error Minimization (PEM): PP involves computing prediction errors; these prediction error terms have to be weighted 
by precision estimates, and a central goal of PP is to minimize precision-weighted prediction errors.
6. Bayesian Inference: PP accords with the norms of Bayesian inference: over the long term, prediction error minimization in the 
hierarchical model will approximate exact Bayesian inference.
7. Predictive Control: PP is action-oriented in the sense that the organism can act to change its sensory input to fit with its predictions 
and thereby minimize prediction error; among other benefits, this enables the organism to regulate its vital parameters (like levels 
of blood oxygenation, blood sugar, etc.).
8. Environmental Seclusion: The organism does not have direct access to the states of its environment and body (for a conceptual 
analysis of “direct perception”, see Snowdon 1992), but infers them (by inferring the hidden causes of interoceptive and extero-
ceptive sensory signals). Although this is a basic feature of some philosophical accounts of PP (cf. Hohwy 2016; Hohwy 2017), it is 
controversial (cf. Anderson 2017; Clark 2017; Fabry 2017a; Fabry 2017b).
9. The Ideomotor Principle: There are “ideomotor” estimates; computing them underpins both perception and action, because they 
encode changes in the world which are registered by perception and can be brought about by action.
10. Attention and Precision: Attention can be described as the process of optimizing precision estimates.
11. Hypothesis-Testing: The computational processes underlying perception, cognition, and action can usefully be described as hypoth-
esis-testing (or the process of accumulating evidence for the internal model). Conceptually, we can distinguish between passive and 
active hypothesis-testing (and one might try to match active hypothesis-testing with action, and passive hypothesis-testing with per-
ception). It may however turn out that all hypothesis-testing in the brain (if it makes sense to say that) is active hypothesis-testing. 
12. The Free Energy Principle: Fundamentally, PP is just a way of minimizing free energy, which on most PP accounts would amount to 
the long-term average of prediction error.
In the following, we do not assume any familiarity with PP or any mathematical background knowledge, and this introduction will, for 
the most part, be restricted to the conceptual basics of the PP framework. Having read this primer, one should be able to follow the 
discussion in the other papers of this collection. However, we would also strongly encourage readers to deepen their understanding of 
PP by reading (Clark 2016) and (Hohwy 2013), two excellent first philosophical monographs on this topic.
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1  What Is Predictive Processing? Seven Core Features
Predictive processing (PP) is a framework involving a general computational principle which can be 
applied to describe perception, action, cognition, and their relationships in a single, conceptually uni-
fied manner. It is not directly a theory about the underlying neural processes (it is computational, not 
neurophysiological), but there are more or less specific proposals of how predictive processing can be 
implemented by the brain (see, e.g., Engel et al. 2001; Friston 2005; Wacongne et al. 2011; Bastos et al. 
2012; Brodski et al. 2015). Moreover, it seems that at least some of the principles which can be applied 
to descriptions on subpersonal (e.g., computational or neurobiological) levels of analysis can also be 
applied to descriptions on the personal level (e.g., to agentive phenomena, the structure of reasoning, 
or phenomenological reports which describe the contents of consciousness). This is one reason why 
PP is philosophically interesting and relevant. If the theory is on the right track, then:
1. it may provide the means to build new conceptual bridges between theoretical and empirical 
work on cognition and consciousness,
2. it may reveal unexpected relationships between seemingly disparate phenomena, and
3. it may unify to some extent different theoretical approaches.
But what is PP in the first place? Here is a relatively early formulation of one of its key ideas:1
Wenn die Anschauung sich nach der Beschaffenheit der Gegenstände richten müßte, so sehe ich 
nicht ein, wie man a priori von ihr etwas wissen könne; richtet sich aber der Gegenstand (als Ob-
jekt der Sinne) nach der Beschaffenheit unseres Anschauungsvermögens, so kann ich mir diese 
Möglichkeit ganz wohl vorstellen. (Kant 1998[1781/87], B XVII)2
One thing Kant emphasizes at this point in the Critique of Pure Reason is that our intuitions (An-
schauungen), which constitute the sensory material on which acts of synthesis are performed, are not 
sense-data that are simply given (cf. Brook 2013, § 3.2). They are not just received, but are also partly 
shaped by the faculty of intuition (Anschauungsvermögen). In contemporary parlance, the idea can be 
expressed as follows: 
Classical theories of sensory processing view the brain as a passive, stimulus-driven device. By 
contrast, more recent approaches emphasize the constructive nature of perception, viewing it as an 
active and highly selective process. Indeed, there is ample evidence that the processing of stimuli 
is controlled by top-down influences that strongly shape the intrinsic dynamics of thalamocortical 
networks and constantly create predictions about forthcoming sensory events. (Engel et al. 2001, 
p. 704)
1 At this point, one might have expected a reference to Helmholtz’ famous idea that perception is the result of unconscious inferences — we will refer to 
this passage below. Helmholtz’ view on perception was heavily influenced by Kant (although Helmholtz seems to have emphasized the role of learn-
ing and experience more than Kant, see Lenoir 2006, pp. 201 & 203): “Dass die Art unserer Wahrnehmungen ebenso sehr durch die Natur unserer 
Sinne, wie durch die äusseren Dinge bedingt sei, wird durch die angeführten Thatsachen sehr augenscheinlich an das Licht gestellt, und ist für die 
Theorie unseres Erkenntnissvermögens von der höchsten Wichtigkeit. Gerade dasselbe, was in neuerer Zeit die Physiologie der Sinne auf dem Wege 
der Erfahrung nachgewiesen hat, suchte Kant schon früher für die Vorstellungen des menschlichen Geistes überhaupt zu thun, indem er den Antheil 
darlegte, welchen die besonderen eingeborenen Gesetze des Geistes, gleichsam die Organisation des Geistes, an unseren Vorstellungen haben.” (Von 
Helmholtz 1855, p. 19). (Our translation: “These facts clearly show that the nature of our perceptions is as much constrained by the nature of our sens-
es as by external objects. This is of utmost importance for a theory of our epistemic faculty. The physiology of the senses has recently demonstrated, by 
way of experience, exactly the same point that Kant earlier tried to show for the ideas of the human mind in general, by expounding the contribution 
made by the special innate laws of the mind — the organization of the mind, as it were — to our ideas.”) An overview of PP’s Kantian roots can be 
found in Swanson 2016.
2 “If intuition has to conform to the constitution of the objects, then I do not see how we can know anything of them a priori; but if the object (as an 
object of the senses) conforms to the constitution of our faculty of intuition, then I can very well represent this possibility to myself.” (Kant 1998, 
B xvii)
Wiese, W. & Metzinger T. (2017). Vanilla PP for Philosophers: A Primer on Predictive Processing.
In T. Metzinger & W. Wiese (Eds.). Philosophy and Predictive Processing: 1. Frankfurt am Main: MIND Group. doi: 10.15502/9783958573024 3 | 18
www.predictive-mind.net
This is what we here call the first feature of predictive processing: Top-Down Processing. As can be 
seen, the idea that perception is partly driven by top-down processes is not new (which is not to deny 
that dominant theories of perception have for a long time marginalized their role). The novel con-
tribution of PP is that it puts an extreme emphasis on this idea, depicting the influence of top-down 
processing and prior knowledge as a pervasive feature of perception, which is not only present in cases 
in which the sensory input is noisy or ambiguous, but all the time.3 According to PP, one’s brain con-
stantly forms statistical estimates, which function as representations4 of what is currently out there in 
the world (feature #2, Statistical Estimation), and these estimates are hierarchically organized (track-
ing features at different spatial and temporal scales; feature #3, Hierarchical Processing).5 The brain 
uses these representations to predict current (and future) sensory input and the source of it, which 
is possible because estimates at different levels of the hierarchy are predictive of each other (feature 
#4, Prediction). Mismatches between predictions and actual sensory input are not used passively to 
form percepts, but only to inform updates of representations which have already been created (thereby 
anticipating, to the extent possible, incoming sensory signals). The goal of these updates is to mini-
mize the prediction error resulting from the prediction (feature #5, Prediction Error Minimization 
(PEM)), in such a way that updates conform to the norms of Bayesian Inference (feature #6; more on 
this below). The computational principle of PEM is a general principle to which all processing in the 
brain conforms (at all levels of the hierarchy posited by PP). From this, it is only a small step towards 
describing processing in the brain as a controlled online hallucination:6
[A] fruitful way of looking at the human brain, therefore, is as a system which, even in ordinary 
waking states, constantly hallucinates at the world, as a system that constantly lets its internal 
autonomous simulational dynamics collide with the ongoing flow of sensory input, vigorously 
dreaming at the world and thereby generating the content of phenomenal experience. (Metzinger 
2004[2003], p. 52)
Note that the contents of phenomenal experience are only part of what is, according to PP, generated 
through the hierarchically organized process of prediction error minimization (most contents will be 
unconscious). Summing up the first six core features described above, and adding the seventh feature, 
we can now give a concise definition of what is called predictive processing in this collection (we will 
enrich the definition with features 8-12 below):
3 Of course, it is an interesting question to what extent Kant himself saw active (top-down) influences on intuitions (Anschauungen) as a perva-
sive feature. At least some passages in the Critique of Pure Reason suggest that Kant laid more emphasis on the (top-down) influences exerted by 
our faculty of cognizing (the spontaneity of concepts):          
“Unsere Erkenntnis entspringt aus zwei Grundquellen des Gemüts, deren die erste ist, die Vorstellungen zu empfangen (die Rezeptivität der Eindrücke), 
die zweite das Vermögen, durch diese Vorstellungen einen Gegenstand zu erkennen (Spontaneität der Begriffe); durch die erstere wird uns ein Gegen-
stand gegeben, durch die zweite wird dieser im Verhältnis auf jene Vorstellung (als bloße Bestimmung des Gemüts) gedacht.” (Kant 1998[1781/87], B 74). 
“Our cognition arises from two fundamental sources in the mind, the first of which is the reception of representations (the receptivity of impressions), 
the second the faculty for cognizing an object by means of these representations (spontaneity of concepts); through the former an object is given to us, 
through the latter it is thought in relation to that representation (as a mere determination of the mind).” (Kant 1998, B 74). However, a serious inves-
tigation of this question would have to focus on the influence of unconscious representations on the forming of intuitions (see Giordanetti et al. 2012). 
4 The use of the word “representation” is not completely uncontroversial here. There is some debate about whether PP posits representations, and if so 
how best to describe them (see Gładziejewski 2016; Downey 2017; Dołega 2017). It is at least possible, however, to treat representationalist descrip-
tions of the posits entailed by PP as a representational (or intentional) gloss (cf. Egan 2014; Anderson 2017). So, although we acknowledge that some 
would disagree, we believe it is useful to describe the estimates posited by PP as representations, at least for the purposes of this primer (even if some 
authors would argue that these posits are not representations in a strong sense).
5 This hierarchy of estimates entails a hierarchical generative model. A generative model is the joint distribution of a collection of random variables (see 
glossary). A hierarchical generative model corresponds to a hierarchy of random variables, where variables at non-adjacent levels are conditionally 
independent (this can, for instance, represent a hierarchy of causally related objects or events, see Drayson 2017). The hierarchy of estimates posited 
by PP tracks the values of a hierarchy of random variables. A heuristic illustration of a generative model can be found in the introduction to (Clark 
2016). We are grateful to Chris Burr for reminding us to mention generative models.
6 Horn (Horn 1980, p. 373) ascribes the idea that “vision is a controlled hallucination” to Clowes (Clowes1971). The only published statement by 
Clowes which comes near this formulation seems however to be: “People see what they expect to see” (Clowes 1969, p. 379; cf. Sloman 1984). More 
recently, a similar idea has been put forward by Grush (Grush 2004, p. 395; he ascribes it to Ramesh Jain): “The role played by sensation is to constrain 
the configuration and evolution of this representation. In motto form, perception is a controlled hallucination process.”
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Predictive Processing (PP) is
• hierarchical predictive coding,
• involving precison-mediated
• prediction error minimization,7
• enabling predictive control.
Note that this definition already goes beyond what is often referred to as predictive coding (especially 
if predictive coding is just conceived as a computational strategy for data compression, cf. Shi and Sun 
1999; Clark 2013a). Firstly, PP is hierarchical. Secondly, precision estimates can fulfil functional roles 
that go beyond just balancing prior assumptions and current sensory evidence in statistically opti-
mal fashions (see Clark 2013b). Thirdly, PP is often described as action-oriented, in the sense that it 
enables Predictive Control (feature #7; cf. Seth 2015). This highlights the assumption, held by some, 
that action is in some sense more important than perception; although perception can be described 
as a process of gaining knowledge about the world, the main function of gaining this knowledge lies 
in enabling efficient, context-sensitive action, through which the organism successfully sustains its 
existence. This becomes evident when PP is considered in the wider context of Friston’s free-energy 
principle (FEP).8 Before elaborating on this, let us step back and take a look at the problem of percep-
tion, viewed from the perspective of predictive coding.
2  Predictive Processing and Predictive Coding
As for almost all features of PP (predictive processing), there are also prominent precursors of the PP 
view on perception. Consider the following statement by Helmholtz:
Die psychischen Thätigkeiten, durch welche wir zu dem Urtheile kommen, dass ein bestimmtes 
Object von bestimmter Beschaffenheit an einem bestimmten Orte ausser uns vorhanden sei, sind 
im Allgemeinen nicht bewusste Thätigkeiten, sondern unbewusste. Sie sind in ihrem Resultate ei-
nem Schlusse gleich, insofern wir aus der beobachteten Wirkung auf unsere Sinne die Vorstellung 
von einer Ursache dieser Wirkung gewinnen, während wir in der That direct doch immer nur die 
Nervenerregungen, also die Wirkungen wahrnehmen können, niemals die äusseren Objecte. (Von 
Helmholtz 1867, p. 430)9
The problem of perception, as conceived here, has two aspects: (1) percepts are the result of an uncon-
scious inferential process; (2) percepts present us with properties of external objects, although in fact 
we can only perceive the effects of external objects. A contemporary description of this idea can be 
found in Dennett’s 2013 monograph, Intuition Pumps and Other Tools for Thinking. He characterizes 
the curious situation in which the brain finds itself, by likening it to the following fictional scenario:
You are imprisoned in the control room of a giant robot. […] The robot inhabits a dangerous 
world, with many risks and opportunities. Its future lies in your hands, and so, of course, your own 
future as well depends on how successful you are in piloting your robot through the world. If it is 
destroyed, the electricity in this room will go out, there will be no more food in the fridge, and you 
will die. Good luck! (Dennett 2013, p. 102)
7 The first three parts of this definition correspond roughly with the definition offered by Clark (Clark 2013a, p. 202; Clark 2015, p. 5). In (Clark 2013a), 
Clark also introduces the notion of action-oriented PP (which incorporates the fourth aspect of the definition offered here). These four features are 
central too to Hohwy’s exposition of prediction error minimization (see the first four chapters in Hohwy 2013). 
8 More on this below. Note that it is possible to develop PP accounts without invoking FEP (so in a way PP is independent of FEP), but PP can be 
incorporated into FEP (see Friston and Kiebel 2009), so prediction error minimization can be construed as a way of minimizing free energy (which 
would then be a special case of FEP).
9 “The psychic activities that lead us to infer that there in front of us at a certain place there is a certain object of a certain character, are generally not 
conscious activities, but unconscious ones. In their result they are equivalent to a conclusion, to the extent that the observed action on our senses 
enables us to form an idea as to the possible cause of this action; although, as a matter of fact, it is invariably simply the nervous stimulations that are 
perceived directly, that is, the actions, but never the external objects themselves.” (Von Helmholtz 1985[1925], p. 4).
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The person inside the robot has only indirect access to the world, via the robot’s sensors, and the ef-
fects of executed actions cannot be known but have to be inferred. This illustrates the feature we call 
Environmental Seclusion (feature #8). Environmental Seclusion is not a computational feature but 
an epistemological one, yet it appears in descriptions of the problems to which PP computations pro-
vide a solution.10 To find out what the different signals received by the robot mean, the person inside 
has to form a hypothesis about their hidden causes. The problem of inferring the causes of sensory 
signals is an inverse problem, because it requires inverting the mapping from (external, hidden) causes 
to (sensory) effects. This is a difficult problem (to say the least), because the same effect could have 
multiple causes.11 So even if the relationship between causes C and effects E could be described by a 
deterministic mapping, ƒ: C  E, the inverse mapping, ƒ-1: E  C, would not usually exist. How does 
the brain solve this problem?
A first observation is that the cause of a sensory effect is underdetermined by the effect, so prior 
information has to be used to make a good guess about the hidden cause. Furthermore, if we know 
how the sensory apparatus is affected by external causes, it is easier to infer sensory effects, given in-
formation about external causes, than the other way around. So if we have some information about 
hidden causes, we can form a prediction of their sensory effects. This prediction can be compared to 
the actual sensory signal, and the extent to which the two differ from each other, i.e., the size of the 
prediction error gives us a hint as to the quality of our estimate of the hidden cause. We can update 
this estimate, compute a new prediction, again compare it with current sensory signals, and thereby 
(hopefully) minimize the prediction error. Ideally, it does not hurt if our first estimate of the hidden 
cause is really poor, as by constantly computing predictions and prediction errors, and by updating 
our estimate accordingly, we can become more and more confident that we have found a good repre-
sentation of the hidden cause.
Let us illustrate this strategy with the following simple example. A teacher enters the classroom 
and finds a piece of paper on his desk, with the message “The teacher is an impostor. He doesn’t even 
really exist.” The message has been written with a fountain pen, in blue, which (as the teacher knows) 
excludes many of his students. To find the culprit, the teacher asks all students using fountain pens 
with blue ink to come to the front and, using their own pen, to write something on a piece of paper. 
As it turns out, this involves only three students, A, B, & C, and all use ink of different brands (which 
makes them distinguishable). The teacher can now form an educated guess about the hidden cause of 
the message (“The teacher is an impostor. He doesn’t even really exist.”): he assumes that student A is 
the culprit, and asks A to write down the same message. This can be seen as a prediction of the actual 
message, and by comparing them the teacher evaluates his guess about its hidden cause. If the ink 
looks the same there is no prediction error, and the estimate of the hidden cause does not have to be 
changed — the culprit has been found. If there is a difference, he can update his estimate, by assuming 
that, say, B has produced the message. By constantly forming predictions (messages written by the 
suspects) and comparing them with the actual sensory signal (the message on the desk), the teacher 
eventually minimizes the prediction error and finds the true culprit.
There are a lot of differences between this fictive scenario and the situation in which the brain finds 
itself. One is that the example involves personal-level agency (just like Dennett’s giant robot thought 
10 Here are some examples: “For example, during visual perception the brain has access to information, measured by the eyes, about the spatial dis-
tribution of the intensity and wavelength of the incident light. From this information the brain needs to infer the arrangement of objects (the 
causes) that gave rise to the perceived image (the outcome of the image formation process).“ (Spratling 2016, p. 1 preprint).   
“The first of these (the widespread, top-down use of probabilistic generative models for perception and action) constitutes a very substan-
tial, but admittedly quite abstract, proposal: namely, that perception and […] action both depend upon a form of ‘analysis by synthesis’ 
in which observed sensory data is explained by finding the set of hidden causes that are the best candidates for having generated that sensory 
data in the first place.“ (Clark 2013a, p. 234; but see Clark in press, for a qualified view).      
“Similarly, the starting point for the prediction error account of unity is one of indirectness: from inside the skull the brain has to infer the hidden 
causes of its sensory input“ (Hohwy 2013, p. 220).
11 For this reason, the problem can also be described as an ill-posed problem (see Spratling 2016), but some authors would regard the problem of finding 
out how to solve this problem as ill-posed (see Anderson 2017).
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experiment): the teacher tests the hypothesis that, say, student A is the culprit by asking A to write 
down a message. Furthermore, the number of possible hidden causes is finite, and the “prediction 
error” tells the teacher only that a particular student is not implicated. It does not contain any further 
information about the culprit; it only excludes one of the suspects. The brain cannot go through all 
possible hypotheses one by one, because there are (potentially) inifinite possible hidden causes in the 
world. Furthermore, the world is changing, so representations of hidden causes have to be dynamic: 
adapting to, and anticipating, all (relevant and predictable) changes in the environment. Finally, to be 
more realistic, the teacher example would have be extended such that the teacher forms predictions 
about all his sensory inputs all the time. Just as he could infer the causal interactions leading up to the 
note, he can infer all the causal goings-on around him all the time (including his own influence on the 
sensory stream). 
3  Predictive Processing and Bayesian Inference
Bayesian Inference (feature #6) is a computational method to rationally12 combine existing informa-
tion, about which there is uncertainty, with new evidence. Here, uncertainty means that the infor-
mation can be described in a probabilistic format, i.e., using a probability distribution. A very simple 
example would be a situation in which an agent is uncertain which of a finite number of hypotheses 
is true (as with the teacher above). Uncertainty would then be reflected by the fact that the agent as-
signs different probabilities to the hypotheses, without assigning a probability of 1 to any of them. But 
there can also be situations in which the agent’s information is best modeled as being about an infinite 
number of possibilities (“hypotheses”), for instance, when the agent performs a noisy measurement of 
a quantity which could have any value in a continuous interval. In such a case, the information can be 
coded using a probability density function (i.e., a model), which assigns probabilities to regions (e.g., 
to sub-intervals). The question to which Bayesian inference provides a rational answer (using Bayes’ 
rule) is the following: how should I update my model when I obtain new information? An example of 
new information would be information which an agent receives by performing a measurement (as-
suming the agent already has uncertain information about the quantity to be measured).
Formally, this update involves computing an a posteriori distribution (which is also just called the 
posterior). The posterior is obtained by combining an a priori distribution (also just called the prior) 
with a likelihood. The prior codes the information the agent already has; the likelihood codes how the 
domain about which the agent already has information is related to the domain of the new informa-
tion obtained. A nice feature of Bayesian inference is that it can reduce uncertainty. Formally, this 
means that the posterior often has a lower variance — is more precise — than the prior.
Superficially speaking, there is no obvious connection between prediction error minimization 
(PEM) and Bayesian inference. In fact, it is not obvious why it would even be desirable to implement 
or approximate Bayesian inference using PEM. Nevertheless, there is one good reason. Recall that the 
inverse problem of perception is an ill-posed problem: sensory signals, considered as the effects of 
external events, cannot be mapped to the hidden states of the environment because for every sensory 
effect there are multiple possible external causes. In other words, there is uncertainty about the hidden 
causes. Given prior assumptions about these causes, and considering the sensory effects we measure 
as new evidence, Bayesian inference promises to give us a rational solution to the problem of how we 
should update our prior assumptions about hidden causes. In other words, what Bayesian inference 
can give us (at least in principle) is something like a “probabilistic inverse mapping”. This function 
maps a measured sensory effect to the different (sets of) possible hidden causes, and indicates which 
possible causes are most likely the actual causes of sensory effects.
12 Here, “rationally” means in accordance with the axioms of probability, and with the definition of conditional probability; it can also be shown that 
Bayesian inference is optimal in an information-theoretic sense (see Zellner 1988).
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But why do we need PEM if we have Bayesian inference? The answer is that Bayesian inference can 
be computationally complex, even intractable. In simple cases, it is possible to compute the posterior 
analytically; in other cases, it has to be approximated. In yet other cases, it may be possible to compute 
the posterior, but what one would really like to have is the maximizer of the posterior (for instance, a 
single hypothesis that is most likely, after having taken the new evidence into account). Finding the 
maximizer may again be computationally demanding and can require approximative methods. Some 
approximative methods involve prediction error minimization. While the motivation for Bayesian 
inference is independent of prediction error minimization, once Bayesian inference is regarded as a 
solution to the problem of perception, prediction error minimization can provide a solution to the 
problem of computing Bayesian updates.
Note that Bayesian inference also works for hierarchical models. Assuming that variables at non-ad-
jacent levels in the hierarchy are conditionally independent, estimates can be updated in parallel at 
the different levels (cf. Friston 2003, p. 1342), which ideally yields a globally consistent set of estimates 
(in practice, things are complicated, as Lee and Mumford 2003, p. 1437, point out). Here, the idea is 
that most objects in the world do not directly influence each other causally, but they are still objects 
in the same world, which means that causal interactions between two arbitrary objects are usually me-
diated by other objects. Similarly, different features of a single object are not completely independent, 
because they are features of the same object, but this does not mean representations of these features 
must always be jointly processed. For instance, a blue disc can be represented by representing a certain 
color (blue) at a certain place, and a certain shape (a disc) at the same place. Information about the 
location of the color gives me information about the location of the shape. If I have a separate repre-
sentation of the disc’s location, however, I can treat the color and the shape as (conditionally) inde-
pendent, i.e., given the disc’s location, information about the color does not give me new information 
about the shape. Computationally, this allows for sparser representations, which may also be reflected 
by functional segregation in the brain (cf. Friston and Buzsáki 2016, who explore this with a focus on 
the temporal domain).
4  Predictive Processing and the Ideomotor Principle
So far, prediction error minimization has only been described as a way of generating percepts in ac-
cordance with sensory input. The primary role of prediction error minimization may not however be 
to infer hidden causes in the world, but to bring about changes in the world that help the agent stay 
alive (see section 7 below). Moreover, the primary target for such changes may not be the external but 
the internal environment of the agent, i.e., its body. In biological systems, organismic integrity is a 
top-level priority, because a stable organism (which can control its internal states) can survive in dif-
ferent environments, whereas an unstable organism may not survive even in friendly environments. 
This has been pointed out by Anil Seth: 
PP may apply more naturally to interoception (the sense of the internal physiological condition of 
the body) than to exteroception (the classic senses, which carry signals that originate in the exter-
nal environment). This is because for an organism it is more important to avoid encountering un-
expected interoceptive states than to avoid encountering unexpected exteroceptive states. A level 
of blood oxygenation or blood sugar that is unexpected is likely to be bad news for an organism, 
whereas unexpected exteroceptive sensations (like novel visual inputs) are less likely to be harmful 
and may in some cases be desirable […]. (Seth 2015, p. 9)
Clearly, the goal of interoceptive inference is not simply to infer the internal condition of the body, but 
to enable predictive control of vital parameters like blood oxygenation or blood sugar (feature #7). Seth 
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provides the following example. When the brain detects a decline in blood sugar through interocep-
tive inference, the resulting percept (a craving for sugary things) will lead to prediction errors
at hierarchically-higher levels, where predictive models integrate multimodal interoceptive and 
exteroceptive signals. These models instantiate predictions of temporal sequences of matched ex-
teroceptive and interoceptive inputs, which flow down through the hierarchy. The resulting cascade 
of prediction errors can then be resolved either through autonomic control, in order to metabolize 
bodily fat stores (active inference), or through allostatic actions involving the external environment 
(i.e., finding and eating sugary things). (Seth 2015, p. 10)
Interoceptive prediction error minimization is therefore an illustrative example of how perception 
and action are coupled, according to PP. A goal of interoceptive PEM is to keep the organism’s vital 
parameters (such as its blood sugar level etc.) within viable bounds, and this involves both accurately 
inferring the current state of these parameters and actively changing them (when necessary). Here 
is how Friston puts it (in terms of minimizing free energy, which under certain assumptions entails 
minimizing prediction error):
Agents can suppress free energy by changing the two things it depends on: they can change sensory 
input by acting on the world or they can change their recognition density by changing their internal 
states. This distinction maps nicely onto action and perception […]. (Friston 2010, p. 129)
In short, the error between sensory signals and predictions of sensory signals (derived from internal 
estimates) can be minimized by changing internal estimates and by changing sensory signals (through 
action). What this suggests is that the same internal representations which become active in percep-
tion can also be deployed to enable action. This means that there is not only a common data-format, 
but also that at least some of the representations that underpin perception are numerically identical 
with representations that underpin action.
This assumption is already present in James’ ideomotor theory (James 1890),13 the core of which is 
summed up as follows by James: “[T]he idea of the movement M’s sensory effects will have become 
an immediately antecedent condition to the production of the movement itself.” (James 1890, p. 586; 
italics omitted). More recently, this has been picked up by common coding accounts of action repre-
sentation (see Hommel et al. 2001; Hommel 2015; Prinz 1990).14 The basic idea is always similar: The 
neural representations of hidden causes in the world overlap with the neural underpinnings of action 
preparation (which means parts of them are numerically identical). In other words, there are “ideo-
motor” representations, which can function both as percepts and as motor commands.15
Computationally, the Ideomotor Principle (feature #9) exploits a formal duality between action 
and perception. The duality is this: If I can perceptually access a state of affairs p, this means p has 
some perceivable consequences (or constituents) c; action is goal-oriented, so by performing an action 
I want to bring about some state of affairs p. This means action can also be described as a process in 
which the perceivable consequences c of p are brought about, and perception can be described as the 
process by which the causes of a hypothetical action (which brings about p, and thereby c) are inferred 
13 Another precursor of the idea can be found in the works of Herbart (Herbart 1825, pp. 464 f.) and Lotze (Lotze 1852, pp. 313 f.).
14 A review of ideomotor approaches can be found in (Badets et al. 2014). A historical overview can be found in (Stock and Stock 2004).
15 Strictly speaking, ideomotor representations are sometimes just regarded as late (high-level) contributions to perception, and as the (early) precursors 
of action (in the following quotation, “TEC” denotes the theory of event coding (TEC)): “TEC does not consider the complex machinery of the ‘early’ 
sensory processes that lead to them. Conversely, as regards action, the focus is on ‘early’ cognitive antecedents of action that stand for, or represent, 
certain features of events that are to be generated in the environment (= actions). TEC does not consider the complex machinery of the ‘late’ motor 
processes that subserve their realization (i.e., the control and coordination of movements). Thus, TEC is meant to provide a framework for under-
standing linkages between (late) perception and (early) action, or action planning.” (Hommel et al. 2001, p. 849)
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(for a rigorous description of this idea, see Todorov 2009). The computational benefits of this dual 
perspective are reaped in the notion of active inference (developed by Friston and colleagues):
In this picture of the brain, neurons represent both cause and consequence: They encode con-
ditional expectations about hidden states in the world causing sensory data, while at the same 
time causing those states vicariously through action. [...] In short, active inference induces a cir-
cular causality that destroys conventional distinctions between sensory (consequence) and motor 
(cause) representations. This means that optimizing representations corresponds to perception or 
intention, i.e. forming percepts or intents. (Friston et al. 2011, p. 138) 16
Active inference is often distinguished from perceptual inference. Since both are realized by minimiz-
ing prediction error, however, and since their implementations may not be neatly separable, active 
inference is also used as a more generic term, especially by Friston and colleagues. In the context of 
the free-energy principle (see below), it denotes the computational processes which minimize free 
energy and underpin both action and perception: “Active inference — the minimisation of free ener-
gy through changing internal states (perception) and sensory states by acting on the world (action).” 
(Friston et al. 2012a, p. 539).17
Common to both action and perception is (unconscious, approximatively Bayesian) inference. 
Since neural structures underpinning action and perception, respectively, are assumed to overlap, ac-
tive and perceptual inference work in tandem.18 This updated and enriched version of the Ideomotor 
Principle thereby provides a unifying perspective on action and perception, while its deeper implica-
tions and challenges are only beginning to be explored.19
5  Attention and Precision
One of the many fruitful ideas formulated in the PP framework is that the allocation of attention can 
be analyzed as the process of optimizing precision estimates (feature #10). This was first put forward 
by Karl Friston and Klaas Stephan (Friston and Stephan 2007) (two important papers extending this 
idea are Feldman and Friston 2010 and Hohwy 2012). Since precision estimates function as weight-
ings of prediction error terms, the precision associated with a prediction error influences its impact 
on processing at other levels. This means that increasing estimated precision can enhance the depth of 
processing of a stimulus. Furthermore, precision estimates can be changed in a bottom-up and a top-
down fashion: Bottom up, precision can be estimated as a function of obtained samples (e.g., as the 
inverse of the sample variance); top down, precision estimates can be modulated in contexts in which 
increases or decreases of precision are anticipated, or can function as goal-representations for mental 
action (Metzinger 2017). The difference between bottom-up and top-down changes in precision es-
timates can be linked to the difference between endogenous and exogenous attention (for details, see 
Feldman and Friston 2010 and Hohwy 2012).
Using this precision-optimization account of attention, it is possible to draw a connection between 
action and attention. Recall that according to the ideomotor principle, some neural structures are part 
of the neural underpinnings of both action and perception. Assume that neural structure N becomes 
active when I perceive a person scratching her chin and when I myself am about to scratch my chin. 
16 This resonates with the “principle of reafference” (Reafferenzprinzip) of Holst and Mittelstaedt (Von Holst and Mittelstaedt 1950), which also stresses 
that the neural events accompanying perception can not only be regarded as effects of sensory signals but also as their causes, because they can influ-
ence sensory signals (through action). 
17 See also (Clark 2016, p. 181) and (Burr 2017).
18 The same idea is exploited in recent work by Lake, Salakhutdinov, and Tenenbaum on concept learning: the system recognizes visual characters by 
inferring a “probabilistic program”, which is a generative model that can be used to generate the visual input (cf. Lake et al. 2015, p. 1333).
19 For instance, (Wiese 2016) argues that, if the PP version of the ideomotor theory is on the right track, action is enabled by systematic misrepresen-
tations; (Colombo 2017) argues that PP challenges the Humean theory of motivation, in that appeals to desire and value may not be necessary to 
account for social motivation, while minimizing social uncertainty may.
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Following Friston et al. (Friston et al. 2011, p. 138), N could function both as a percept and as an in-
tent, though it usually only functions as one of them. So, unless I suffer from echopraxia, perceiving a 
movement will not usually cause me to move in the same way (although there are situations in which 
persons do mimic each other to some extent, see Quadt 2017). This can be accounted for within the 
framework of PP by noting the following: the hypothesis that I am scratching my chin will yield pro-
prioceptive and other sensory predictions (which describe, for example, the states of my muscles when 
my arm is moving). Unless I am in fact scratching my chin, these predictions will be in conflict with 
sensory signals, so there will be a large prediction error, which will lead to an update of the hypothesis 
that I am scratching my chin. In other words, the hypothesis cannot be sustained in the presence of 
such prediction errors. So to enable movement, precision estimates associated with sensory predic-
tion errors must be cancelled out by top-down modulation. Combining this with the hypothesis that 
attention increases precision estimates, one could describe this as a process of attending away from 
somatosensory signals. Conversely, attending to sensory stimuli should impair normal movement (see 
Limanowski 2017).
This connection between action and attention is also exploited in accounts of self-tickling (see Van 
Doorn et al. 2014; Van Doorn et al. 2015). Deviances in precision estimates have been linked to atten-
tion and motor disorders, and raised in the context of autism and schizophrenia (see Gonzalez-Gadea 
et al. 2015; Palmer et al. 2015; Van de Cruys et al. 2014; Friston et al. 2014; Adams et al. 2016). This 
is only one example of how the PP approach may possess great heuristic fecundity and explanatory 
power for cognitive neuropsychiatry and related fields.
6  The Brain as a Hypothesis-Tester
We mentioned above that a person trapped in a giant robot (recall Dennett’s thought experiment) 
has to form hypotheses about their environment. One reason why PP may seem appealing to some, if 
dubious to others, is that it applies personal-level descriptions of this kind to the computational level 
of description (cf. the paper “The hypothesis testing brain”, Hohwy 2010, feature #11). However, such 
descriptions can at least be heuristically fruitful in trying to answer the question of why we perceive 
the world the way we do, in particular, the question of what the formal principles of perceptual or-
ganization are. Richard Gregory’s classic paper “Perceptions as hypotheses” famously probes the idea 
that percepts explain sensory signals, and that they have predictive power (Gregory 1980, pp. 182, 
186). Helmholtz already suggested an extended version of this idea, namely that movements could be 
regarded as experiments:
[W]ir beobachten unter fortdauernder eigener Thätigkeit, und gelangen dadurch zur Kenntniss 
des Bestehens eines gesetzlichen Verhältnisses zwischen unseren Innervationen und dem Präsent-
werden der verschiedenen Eindrücke aus dem Kreise der zeitweiligen Präsentabilien. Jede unserer 
willkührlichen Bewegungen, durch die wir die Erscheinungsweise der Objecte abändern, ist als 
ein Experiment zu betrachten, durch welches wir prüfen, ob wir das gesetzliche Verhalten der 
vorliegenden Erscheinung, d.h. ihr vorausgesetztes Bestehen in bestimmter Raumordnung, richtig 
aufgefasst haben. (Von Helmholtz 1959[1879/1887], p. 39)20
A classical application in the present debate is saccadic eye movements, which are now conceptualized 
as an embodied form of hypothesis-testing (Friston et al. 2012b). Apart from these heuristic consid-
erations, if PP is on the right track we can ask if the brain literally engages in inference. This question 
is answered in the affirmative by Alex Kiefer in his contribution to this collection (see Kiefer 2017). A 
20 “We observe amid our own continuous activity, and thereby achieve knowledge of the existence of a lawful relation between our innervations and the 
presence of different impressions of temporary presentations [Präsentabilien]. All of our voluntary movements through which we change the appear-
ance of things should be regarded as an experiment, through which we test whether we have grasped correctly the lawful behavior of the appearance 
at hand, i.e. its supposed existence in determinate spatial structures.” (Own translation)
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skeptical position is maintained by Jelle Bruineberg (see Bruineberg 2017 and Bruineberg et al. 2016). 
The more general issue of how folk psychology and PP are related, and to what extent the scientific 
usage of folk-psychological concepts may need to be revised, is discussed by Joe Dewhurst (see De-
whurst 2017). 
7  Predictive Processing and Karl Friston’s Free-Energy Principle
Consider the following tautology: Every organism which manages to stay alive for a certain time does not 
die during that time. Furthermore, staying alive entails running the risk of dying. This is not supposed 
to be a deep insight into the concept of life, but a seemingly superficial remark about living organisms. 
It nonetheless has some interesting implications. For every living organism, there are deadly situations 
which the organism must avoid to stay alive; and perhaps the more sophisticated an organism is, the 
more potentially deadly situations there are. Just think about the environments in which a bacterium can 
survive and compare them with those in which a human being can do so. If an organism has managed to 
stay alive for a certain time, this means it has (thus far) avoided any deadly situations. 
If we make a list of possible situations in which an organism could find itself, and compare this list 
with the possible situations in which the organism is able to survive, we will find two things:
1. for most organisms (e.g., human beings), the second list will be drastically shorter than the first 
(because there are a lot of deadly situations); and
2. if we observe an organism which is capable of surviving for a decent amount of time, at a ran-
dom point during its lifetime, it is very likely to be found in a situation from the second list (this 
echoes the tautology at the beginning of this section).
We can re-express these two observations in a slightly more technical way. Let us call the set of all 
possible states in which an organism could be its state space, where a state is defined by the current 
sensory signals received by the organism’s sensory system. In principle, we can now define a probabil-
ity distribution over this state space which assigns probabilities to the different regions in this space 
and describes how likely it is to find the organism in the respective regions during its lifetime. Certain 
regions will have a high probability (e.g., a fish is likely to be found in water); others will have a low 
probability (a fish is unlikely to be found outside of water). Furthermore, most regions of state space 
will have a low probability (because there are so many deadly situations). Formally, this means that the 
entropy of the probability distribution is low (it would be maximal if it assigned probabilities uniform-
ly to the different regions of state space; see below for a simple formal example). With this probability 
distribution in hand, we can now make a bet on where in its state space the organism will be found, 
if observed at an arbitrary moment during its lifetime. Since the distribution assigns extremely low 
probabilities to most regions of state space, we can make a fairly precise guess (e.g., we can guess that 
a fish will be in water, that a freshwater fish will be in fresh water, and so on).
Now consider the following. Throughout the lifetime of the fish, we take repeated samples of its 
states and construct an empirical distribution using these samples. An empirical distribution assigns 
probabilities which reflect the frequency with which samples were (randomly) drawn from the dif-
ferent regions. As a simple example, think of a device which produces one of two numbers, 0 and 1, 
whenever a button is pushed, and the two numbers are produced with certain probabilities unknown 
to the agent. It could be that both numbers are produced with the same probability (0.5), or that one 
is produced much more frequently than the other (say, 0 is produced with probability 0.9, and 1 is 
produced with probability 0.1). Every time one presses the button, one notes which number has been 
produced (this is a single sample), and by counting how often each number is produced one can con-
struct an empirical distribution using the relative frequencies. For instance, if 14 out of 100 samples 
are 0, and the other 86 samples are 1, the empirical distribution could assign the probability 0.14 to 0 
and 0.86 to 1. The entropy of this distribution would be approximately 0.58.
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But what is entropy in the first place? It is the average surprise of (in this case) the different outputs 
of the device. Here, surprise (also called “surprisal”) is a technical notion for the negative logarithm 
of an event’s probability. The average surprise (the entropy) is now computed as follows: H = –[0.14 * 
log(0.14) + 0.86 * log(0.86)]. If this quantity is low, it is because the surprise values of the individual 
outcomes are low (or at least most of them). So to have a low entropy, the surprise of states must be 
low at any time (or at least most of the time).
We can again apply this to the fish example. Most of the time, the fish will be in unsurprising states. 
Given exhaustive knowledge about the fish, we can in principle describe the regions of the state space 
in which the fish is likely to be found, and construct an “armchair” probability distribution that reflects 
this knowledge. Or we can observe the fish and note the relative frequencies with which it is found in 
different regions of its state space. In the long run, this empirical distribution should become more 
and more similar to the “armchair” distribution. (This is an informal description of the ergodicity as-
sumption, which is a formally defined feature of certain random processes, see Friston 2009, p. 293.)
So far, we have observed the fish from the outside, from the observer’s perspective. What happens 
if we change our point of view and observe the fish from “the animal’s perspective” (as Eliasmith 2000, 
pp. 25 f., calls it)? The key difference is that we do not even know the fish’s current state. An organ-
ism gains knowledge about its own current state by sensory measurements, but these measurements 
provide the organism with only partial and perhaps noisy information. What is more, the organism 
does not have access to the probability distribution relative to which the surprisal of its states can be 
computed. Here, the free-energy principle (FEP) provides a principled solution (feature #12).
The general strategy of FEP consists of two steps. The first is to try to match an internally coded prob-
ability distribution (a recognition distribution) to the true posterior distribution of the hidden states, 
given sensory signals. The second is to try to change sensory signals in such a way that the surprise of 
sensory and hidden states is low at any given time. This may seem to make matters even worse, because 
now there are two problems: How can the recognition distribution be matched to an unknown poste-
rior, and how can the surprise of sensory signals be minimized, if the distribution relative to which the 
surprise is defined is unkown? The ingenuity of FEP consists in solving both problems by minimizing 
free energy. Here, free energy is an information-theoretic quantity, the minimization of which is possible 
from the animal’s perspective (for details, see Friston 2008; Friston 2009; Friston 2010).
Explaining this requires a slightly more formal description (here, we will simplify matters; a much 
more detailed, but still accessible, explanation of the free-energy principle can be found in Bogacz 
2015). Firstly, “matching” the recognition distribution to an unknown posterior is just an approxi-
mation to Bayesian inference in which the recognition distribution is assumed to have a certain form 
(e.g., Gaussian). This simplifies computations. Secondly, once an approximation to the true model is 
computed, free energy constitutes a tight bound on the surprisal of sensory signals. Hence, minimiz-
ing free energy by changing sensory signals will, implicitly, minimize surprisal.
Note that the connection between FEP and Bayesian inference is straightforward: minimizing free 
energy entails approximating the posterior distribution by the recognition distribution. If the recog-
nition distribution is assumed to be Gaussian (with the famous bell-shaped probability density func-
tion), minimizing free energy entails minimizing precision-weighted prediction errors. So at least un-
der this assumption (which is called the Laplace assumption ), there is also a connection between FEP 
and prediction error minimization. In fact, FEP can be regarded as the fundamental theory, which 
can combine the different features of predictive processing described above within a single, formally 
rigorous framework. However, it is debatable which of these features are actually entailed by FEP. 
As mentioned before, Environmental Seclusion is an example of a controversial feature (see Fabry 
2017a; Clark 2017). Therefore, it could be helpful to look at specific aspects of this novel proposal not 
only from an empirical, but also from a conceptual and a metatheroetical perspective. This was one 
major motive behind our initiative, leading to the current collection of texts. 
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Figure 1: A schematic illustration of how minimizing free energy can, implicitly, minimize surprise. Initially, the recog-
nition distribution will not match the true posterior distribution (of hidden causes, given sensory signals) very well. In 
order to improve the recognition distribution, it can be changed in such a way that the measured sensory signals become 
more likely, given this model (this means the model evidence is increased). One way to implement this is by minimizing 
prediction error. So the assumption is that sensory signals are unsurprising, and this should be reflected by the recognition 
distribution (i.e., the recognition distribution is altered in such a way that, relative to this distribution, sensory signals are 
unsurprising). Of course, it could be that the sensory signals are, relative to the true posterior, surprising. For this reason, 
the recognition distribution has to be tested. This is done, implicitly, by bringing about changes in the world that will, if the 
recognition distribution is adequate, lead to unsurprising sensory signals. This is active sampling. To some extent, sensory 
signals will always be surprising, so an adjustment of the recognition distribution will always be required, followed by ac-
tive sampling, and a further adjustment of the recognition distribution, etc. So this bootstrapping process works through 
a continuous trial-and-error procedure, and depends on an intimate causal connection between the agent and its environ-
ment. Although the black arrows are meant to indicate a temporal sequence, there does not have to be a neat separation 
between perceptual inference and active inference, and the bootstrapping process could also start with bodily movements.
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Glossary
Active inference: 1. Computational process in which prediction error is minimized by acting on the 
world (“making the world more similar to the model”), as opposed to minimizing prediction error 
by changing the internal model, i.e. perceptual inference (“making the model more similar to the 
world”). 2. Also used as a generic term for the computational processes which underpin both ac-
tion and perception, and, in the context of FEP, for all computational processes that minimize free 
energy.
Bayesian inference: Updating a model in accordance with Bayes’ rule, i.e. computing the posterior 
distribution: p(c|s) = p(s|c)p(c)/p(s). For an example, see (Harkness and Keshava 2017).
Counterfactual model: A counterfactual model is a conditional probability distribution that relates 
possible actions to possible future states (at least following Friston et al. 2012b).
Estimator: A statistical estimator is a function of random variables that are conceived as samples; so 
an estimator specifies how to compute an estimate from observed data. An estimate is a particular 
value of an estimator (which is computed when particular samples, i.e., realizations of random 
variables, have been obtained).
“Explaining Away”: The notion of “explaining away” is ambiguous. 1. Some authors write that senso-
ry signals are explained away by top-down predictions (cf. Clark 2013a, p. 187). 2. Another sense 
in which the term is used is that competing hypotheses or models are explained away (cf. Hohwy 
2010, p. 137). 3. A third sense is as in explaining prediction error away (cf. Clark 2013a, p. 187).
Free energy: In the context of Friston’s FEP, free energy is not a thermodynamic quantity, but an infor-
mation-theoretic quantity that constitutes an upper bound on surprisal. If this bound is tight, the 
surprisal of sensory signals can therefore be reduced if free energy is minimized by bringing about 
changes in the world. 
Gaussian distribution: The famous bell-shaped probability distribution (also called the normal dis-
tribution). Its prominence is grounded in the central limit theorem, which basically states that 
many distributions can be approximated by Gaussian distributions.
Generative model: The joint probability distribution of two or more random variables, often given in 
terms of a prior and a likelihood: p(s,c) = p(s|c)p(c). (Sometimes, only the likelihood p(s|c) is called 
a “generative model”.) The model is generative in the sense that it models how sensory signals s are 
generated by hidden causes c. Furthermore, it can be used to generate mock sensory signals, given 
an estimate of hidden causes.
Hierarchy: PP posits a hierarchy of estimators, which operate at different spatio-temporal timescales 
(so they track features at different scales). The hierarchy does not necessarily have a top level (but 
it might have a center — think of the levels as rings on a disc or a sphere).
Inverse problem: From the point of view of predictive coding, the problem of perception requires 
inverting the mapping from hidden causes to sensory signals. This problem is difficult, to say the 
least, because there is not usually a unique solution, and sensory signals are typically noisy (which 
means that the mapping from hidden causes to sensory signals is not deterministic).
Prediction: A prediction is a deterministic function of an estimate, which can be compared to anoth-
er estimate (the predicted estimate). Predictions are not necessarily about the future (note that a 
variable can be predictive of another variable if the first carries information about the second, i.e., if 
there is a correlation, cf. Anderson and Chemero 2013, p. 204). Still, many estimates in PP are also 
predictive in the temporal sense (cf. Butz 2017; Clark 2013c, p. 236).
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Precision: The precision of a random variable is the inverse of its variance. In other words, the greater 
the average divergence from its mean, the lower the precision of a random variable (and vice versa).
Random variable: A random variable is a measurable function between a probability space and a 
measurable space. For instance, a six-sided die can be modeled as a random variable, which maps 
each of six equally likely events to one of the numbers in the set {1,2,3,4,5,6}.
Surprisal: An information-theoretic notion which specifies how unlikely an event is, given a model. 
More specifically, it refers to the negative logarithm of an event’s probability (also just called “sur-
prise”). It is important not to confuse this subpersonal, information-theoretic concept with the 
personal-level, phenomenological notion of “surprise”.
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