Abstract-This paper introduces the Robust InSAR Optimization (RIO) framework to the multi-pass InSAR techniques, such as PSI, SqueeSAR and TomoSAR whose current optimal estimators were derived based on the assumption of Gaussian distributed stationary data, with seldom attention towards their robustness.
INTRODUCTION
Human habitats in volcanic regions require constant monitoring. Such task on a continuous basis over large area is only achievable with InSAR methods so far. The common procedure for such non-urban area monitoring is exploiting both persistent scatterer (PS) [1] and distributed scatterer (DS) [2] - [4] . In general, millimeter accuracy of yearly linear deformation rate can be achieved.
However, such accuracy refers to the optimal estimators derived based on the assumption of Gaussian distributed data, i.e. PS is modeled as deterministic signal with additive complex circular Gaussian (CCG) noise of independent and identical distribution (i.i.d.), and DS is modeled as correlated zero mean CCG signal [5] . They are well justified in many cases, but in volcanic regions we may encounter fickle atmospheric phase delay and low number of images. They introduce non-Gaussian observation noises and outlier DS samples in the following way:
• Unpredictable atmospheric phase increase the difficulty of their estimation using current PS-based and weather databased approaches. Uncompensated atmospheric phase introduce additional error to the phase signals of PS and DS.
• Outlier DS sample pixels become harder to detect using statistical tests, e.g. Kolmogorov-Smirnov (KS) test, as the number of coherent images decreases. The outliers considerably bias the covariance matrix estimation of DS. Furthermore, their stationarity cannot be guaranteed, due to spatially varying phase.
Obviously, the performance of the current techniques largely depends on the pre-processing step of atmospheric phase estimation and neighbourhood sample selection if DS is exploited. The Robust InSAR Optimization (RIO) framework [6] is designed not only but especially for dealing with such data. It introduces the following aspects in the current techniques:
• It replaces the maximum likelihood estimator (MLE) for nominal Gaussian distribution which minimizes the sum of the squared residuals with an M-estimator [7] which minimizes the sum of a customized function ( ) x ρ of the residuals:
where ε is the residual vector as a function of the observations vector g, the parameters θ to be retrieved and the assumed system model M with estimated covariance matrix Ĉ (if used).
• Should DS be exploited, Ĉ is replaced with the robust ˆR ME C proposed in this paper. ˆR ME C is robust against both outlier and non-stationary samples.
II. M-ESTIMATOR FOR PHASE PARAMETERS RETRIEVAL

A. M-estimator basics
M-estimators are a class of well-known robust estimators. It stands for MLE-type estimator, which allows minimizing a customized loss function ( ) The M-estimator is a trade-off between efficiency and robustness. However, it can still maintain high efficiency under the nominal model by properly choosing the loss function.
B. M-estimator for PS parameters retrieval
One of the commonly used estimators for PS phase history parameters θ is the periodogram [1] :
The n g and n ϕ are the complex pixel value and the modeled phase of the nth image, respectively. Usually the amplitude of n g is dropped in the estimation. Although not explicitly stated in the original paper [1] , Equation (2.2) is actually the MLE under the assumption of additive i.i.d. CCG noise [8] .
Assuming Gaussian noise for PS is well justified. However, the uncompensated phase error especially atmospheric phase renders the PS no longer Gaussian. Therefore, we propose the following estimator to deal with possible large phase error: like the integral of Tukey's biweight which gives multiple minima. The initial estimation, however, does not need to be efficient. To name one, the least trimmed square which minimizes the sum of k smallest squared residuals. The initial estimates of the standard deviations as well as at each iteration should be obtained using a robust estimator, for example the median absolute deviation:
With such combination, convergence is achieved just in a few iterations.
C. M-estimator for DS parameters retrieval
If stationarity is assumed for the DS and its neighbourhood, one can treat the DS neighbourhood as a single PS by averaging all the DS pixels in the neighbourhood, like SqueeSAR. The robustified estimator is simply the same as Equation (2.3).
However, stationarity is not assumes in our considerations. We aim at a full inversion of each DS pixel. The original MLE introduced in [10] is recalled here:
where ( ) Φ θ is the diagonal matrix containing the modelled phase of g, and i is the matrix element-wise absolute value operator. Seemingly, the robustified estimator for DS phase history parameters follows the same expression as Equation (1.1), except the residuals ( ) ε θ is whitened with a covariance matrix estimate, better with a robust version, such as the ˆR ME C which will be covered in Section III:
The robustified DS estimator can be written into an iteratively reweighted expression with k being the iteration index:
where the diagonal weighting matrix W is calculated using Equation (2.1) based on the previous estimates.
However, one should be aware that the marginal distribution of the phase of zero mean CCG multivariate is uniform, as well as its whitened version. The atmospheric phase, presumably also uniformly distributed over time, applies no change to the DS observations statistically. In another word, the robust loss function is blind to such phase contamination on a single-look DS observation.
Therefore, the corrected weighting on the contaminated observations has to be introduced to the estimator. The weights should be calculated posteriorly, i.e. calculated based on the expected residuals ε of the whole DS neighbourhood. The expected residual must be robustly estimated, due to the possible outliers in the neighbourhood: Its computation should start with a selected DS neighbourhood which jointly determines a single weighting matrix. This very same matrix is used for the parameters retrieval of each single-look DS observation vector in the neighbourhood. The weighting matrix is then updated according to all the estimates in the neighbourhood.
III. THE RANK M-ESTIMATOR OF COVARIANCE
A. Rank basics
Using ranks of the samples instead the samples themselves show its robustness in assessing the statistical dependence between two random variables, and more importantly, its invariance to the non-linear relation between the two random variables. For univariate real random variable, rank refers to the integer ranking of each realization of this variable. In [11] , the centered rank of the sample m x in the univariate data set { } , ,..., M x x x where i is the Euclidean norm, and m x is a vector of observations such as a time series of pixels in multi-pass InSAR techniques, despite they are not complex number here.
B. Rank of SAR complex multivariate
Equation (2.11) defines the rank of additive real random variable which is not directly useful for the SAR complex multivariate with multiplicative phase signal. Therefore, we define the rank for SAR pixels as follows:
where j g is the direct neighbourhood of m g , and the i denotes the element-wise product. Note its difference to the original definition where the subtraction is replaced by multiplication of complex conjugate. For this reason, the deterministic phase has disappeared.
C. Rank M-estimator of covariance
The RME is the M-estimate of the rank covariance matrix. Based on the previous section, we can define the rank covariance matrix which is simply the sample covariance matrix calculated using the rank of each sample of g:
The M-estimate of the above equation, i.e. RME of the covariance, is the iteratively reweighted version of itself [12] : (2.14) with the weighting function w( ) analogous to Equation (2.1), k refers to the iteration index, and the squared residual 2 1Ĥ m m m ε − = C r r (k dropped for simplicity) [6] . It can be proven that the element wise square root of ˆR ME C approaches ˆM LE C asymptotically under CCG for using one direct neighbourhood [6] . Therefore, element-wise square root on ˆR ME C is required in prior of using it.
IV. ROBUSTNESS ANALYSIS
A. Comparison of robust covariance estimators
The original MLE and the RME are compared under three different scenarios: 1. multivariate CCG, 2. multivariate complex t-distribution (CT), and 3. non-stationary multivariate CT. The data are simulated to have ten acquisitions, with each acquisition being 1000 samples. Each sample vector is simulated by de-whitening a ten-variate zero mean i.i.d. CCG (for scenario 1) or CT (for scenario 2, 3) vector with a predefined coherence matrix. In the third scenario, linear fringes with ten different fringe frequencies randomly picked within [0 π/10] are added to the phases of the ten acquisitions, respectively.
We also predefined two different coherence matrices, one exponentially decaying, and the other constant coherence of 0.5 between acquisitions. That corresponds to the subfigure (a) and (b) of Figure 1 . Please refer to Figure 1 for its detailed description. The subplots (1, 1) in both subfigures shall be regarded as their reference coherence matrices, respectively, because the MLE is the optimal estimator under CCG.
Both estimators give correct estimate under CCG. The RME has minor fluctuation at low coherence due to the element-wise square root operation (can be seen in Figure  1 (a)), and experiences slightly higher variance (can be seen in Figure 1(b) ). The efficiency RME is always lower than 100% at the nominal distribution (CCG). This is a trade-off between robustness and efficiency. The MLE fails at the second scenario, where the samples are contaminated by outliers. The coherence is usually overestimated due to the large amplitude of the outliers. It also failed at the third scenario where it underestimates the covariance due to non-stationary samples. Yet the RME is mean invariant and robust against outlier, which keeps its performance at all conditions. MLE RME MLE RME 
B. Efficiencies of robust PS and DS estimators
The efficiencies of the proposed PS and DS estimators are quantitatively compared with their original MLEs using Monte Carlo simulation. The common parameters for the simulation are set to be similar to those of TerraSAR-X data. The The PS observation vector is simulated by adding zero mean i.i.d. CCG noise with certain SNR to the deterministic PS signal. The SNR is kept same for each acquisition. A DS vector is simulated using the same procedure described in the previous section, i.e. de-whitening a multivariate zero mean i.i.d. CCG using a coherence matrix. The coherence is kept constant between any two acquisitions. To complete the DS simulation, the deterministic interferometric phase is added to the phases of the DS vector. 1000 samples of such DS vector are generated for covariance matrix estimation. These are the contamination-free PS and DS observations. Contamination is then introduced by: 1. adding uniformly distributed random phase to 40% of the acquisitions. This applies for both PS and DS. Especially for DS, the same phase is added to the samples of the same acquisition. This simulates the temporally random, spatially stationary atmospheric phase; and 2. using zero mean i.i.d. CT with one degree of freedom in the DS simulation, which generates outliers in DS samples.
In the robust estimators, we use the integral of Tukey's biweight as the loss function. The parameter c is set to 4.586. The Monte Carlo simulation is repeated 10,000 times. Figure 2 shows the standard deviation of the estimates of elevation and linear deformation rate w.r.t. different SNRs. The SNR of a DS refers to the correlated signal w.r.t. the decorrelated part, and can be directly related to the coherence by the formula ( ) at nominal distribution is about 70% for the robust PS estimator, and 80% for the DS estimator. Therefore, the robust estimators are also capable of handling uncontaminated observations, without too much loss of the efficiency.
V. CONCLUSION This paper introduced an easily extendable robust InSAR optimization framework which encloses the current state-ofthe-art estimators with a robust kernel and implants a robust covariance estimator. The new covariance estimator, unlike most current methods, is invariant to the non-zero fringe frequency. The proposed PS and DS estimators are both robust against non-Gaussian outlier and efficient at Gaussian noise. 
