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4 Abstract 
This  thesis  concerns  the  controllability  of  fermentation  processes.  Fermentation 
processes  are  often  described  by  unstructured  process  models.  A  control  system  can 
be  used  to  reduce  the  effect  of  the  uncertainties  and  disturbances. 
A  process  is  called  controllable  if  a  control  system  satisfying  suitably  defined  control 
objectives  can  be  found.  Controllability  measures  based  on  linear  process  models  are 
identified.  The  idealised  control  objective  for  perfect  control  allows  fast  evaluation 
of  the  controllability  measures.  These  measures  are  applied  to  compare  different 
designs  of  a  continuous  fermentation  process  by  identifying  the  controllability  prop- 
erties  of  the  process  design. 
The  operational  mode  of  fed  batch  fermentations  is  inherently  dynamic.  General 
control  system  design  methods  are  not  readily  applicable  to  such  systems.  This  work 
presents  an  approach  for  the  design  of  robust  controllers  suitable  for  these  processes. 
The  control  objective  is  to  satisfy  a  set  of  robustness  constraints  for  a  given  set  of 
model  uncertainties  and  disturbances. 
The  optimal  operation  and  design  problems  are  combined  into  a  single  optimal  con- 
trol  problem.  The  controller  design  is  integrated  into  the  process  design  problem 
formulation.  In  this  way  the  control  system  and  the  process  are  designed  simulta- 
neously.  Different  problem  formulations  are  investigated.  The  proposed  approach  is 
demonstrated  on  complex  fermentation  models.  The  resulting  operating  strategies 
are  controllable  with  respect  to  the  aims  of  control. 
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180 Chapter  1 
Introduction  and  Motivation 
This  thesis  concerns  the  integration  of  design  and  control  of  fermentation  processes. 
Fermentation  processes  can  often  be  described  by  unstructured  process  models.  The 
models  can  be  used  in  model  based  design  procedures. 
The  fermentation  process  is  often  followed  by  several  downstream  processes  in  order 
to  recover  the  final  product  from  the  fermentation  broth.  The  successful  operation 
of  downstream  processing  steps  depends  on  the  outcome  of  the  fermentation  process. 
Therefore  it  is  important  to  design  a  fermentation  process  which  can  be  controlled 
such  that  a  successful  fermentation  which  meets  the  requirements  of  the  downstream 
processes  can  be  guaranteed.  An  example  is  the  washout  problem  of  a  continuous 
fermenter.  The  operating  point  for  optimal  productivity  is  often  close  to  the  wash- 
out  state.  If  the  process  is  designed  without  taking  uncertainties  or  disturbances 
into  account  it  can  happen  that  the  `real'  process  operates  at  the  wash-out  state. 
Modifications  carried  out  at  a  later  stage  to  the  process  maybe  expensive  and  should 
be  avoided  if  possible.  Here  a  systematic  approach  is  required  to  find  out  how  far 
to  `back  off'  from  the  optimum  in  order  to  guarantee  problem  free  operation  of  the 
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process. 
One  approach  to  process  design  is  to  optimise  its  model  with  respect  to  an  ob- 
jective  function  representing  the  design  objectives  such  as  annual  profit,  minimal 
environmental  impact  or  maximum  amount  of  product  in  a  given  time. 
If  the  dynamic  aspects  of  a  continuous  process  are  ignored  the  process  can  be  mod- 
eled  by  algebraic  equations  leading  to  a  parameter  optimisation  problem.  For  fed 
batch  processes  the  dynamics  cannot  be  ignored  since  these  processes  are  not  op- 
erated  at  steady  state.  Due  to  the  dynamic  mode  of  operation,  the  optimisation 
problem  is  posed  as  an  optimal  control  problem.  The  uncertainties  in  the  parameter 
values  and  in  the  disturbances  are  often  ignored  in  the  optimisation  problems.  The 
process  design  is  usually  optimised  for  the  nominal  values  of  the  parameters  and 
disturbances.  Possible  variations  in  the  values  of  the  parameters  which  may  be  en- 
countered  during  operation  and  the  impact  these  have  on  the  operational  objectives 
are  often  not  taken  into  account  at  the  design  stage. 
Once  a  plant  is  commissioned  a  control  system  is  added  to  reduce  the  effect  of 
uncertainties  and  external  disturbances.  Some  of  the  process  states,  the  controlled 
variables,  are  measured  or  estimated  from  other  variables.  The  values  of  these 
variables  are  read  by  a  controller.  The  controller  calculates  appropriate  values  for 
some  of  the  input  variables  which  are  selected  as  the  manipulated  variables.  Such  a 
scheme  is  called  a  feedback  controller. 
The  control  system  is  tuned  in  order  to  satisfy  some  control  objective.  In  continuous 
process  plants  a  common  control  objective  is  to  move  rapidly  to  the  set  points  after 
a  disturbance  strikes  the  plant.  The  set  points  may  be  calculated  on-line  based  on 
process  measurements.  The  design  engineer  is  interested  in  a  control  system  which 
is  capable  of  achieving  the  control  objective.  If  there  exists  such  a  control  system CHAPTER  1.  INTRODUCTION  AND  MOTIVATION  III 
the  design  is  called  controllable.  Controllability  is  defined  here  by  the  following 
statement: 
A  design  is  controllable  if  a  control  system  which  satisfies  the  control  objective  exists. 
The  term  `control  objective'  is  not  specified  in  more  detail  since  different  control 
objectives  may  be  defined  for  specific  problems.  Depending  on  the  application,  not 
all  controllers  can  be  implemented  e.  g.  due  to  hardware  restrictions.  For  example, 
in  plants  processing  flammable  material  pneumatic  controllers  are  often  considered 
to  be  the  only  option.  In  this  case  the  plant  should  be  controllable  using  pneumatic 
controllers  only  and  it  is  not  of  much  benefit  to  establish  wether  the  plant  is  con- 
trollable  using  any  other  controller.  In  general,  it  is  not  necessary  to  restrict  the 
controller  to  be  a  feedback  controller.  Some  control  objectives  could  be  satisfied 
using  open  loop  control  without  implementing  a  control  system. 
It  is  desirable  that  controllability  is  incorporated  into  the  design  procedure  as  early 
as  possible  in  order  to  avoid  failures  once  the  plant  is  built.  Mathematical  tools 
have  been  developed  to  establish  whether  or  not  a  design  is  controllable  for  spe- 
cific  control  objectives.  The  tools  focus  mainly  on  continuous  processes  and  are  not 
easily  adapted  for  dynamic  processes.  They  are  applied  once  the  design  is  fixed. 
If  the  process  is  found  not  to  be  controllable  the  engineer  has  to  iterate  through 
process  designs  to  produce  an  economically  attractive  design  with  better  controlla- 
bility  properties.  Without  carrying  out  controllability  analysis  it  is  not  always  clear 
what  the  engineer  has  to  change  in  order  to  achieve  better  controllability.  Several 
approaches  have  been  proposed  which  integrate  controllability  analysis  directly  into 
the  design  stage  such  that  the  final  process  is  controllable. 
Since  fermentation  processes  are  operated  in  continuous,  batch  and  fed  batch  modes 
it  is  desirable  to  identify  and  develop  suitable  procedures  which  integrate  controlla- CHAPTER  1.  INTRODUCTION  AND  MOTIVATION  15 
bility  into  the  design  procedure  of  such  processes.  The  goal  of  this  thesis  is  to  present 
procedures  which  incorporate  controllability  into  the  design  stage  of  fermentation 
processes,  because  current  controllability  analysis  is  not  directly  applicable. 
The  first  part  of  this  thesis  reviews  approaches  which  assess  controllability.  The 
modeling  of  fermentation  processes  is  reviewed  and  appropriate  models  are  identi- 
fied.  In  the  second  chapter  the  mathematical  foundations  necessary  for  the  design 
procedure  proposed  in  the  third  chapter  are  explained.  The  third  chapter  presents 
a  procedure  for  controller  design  which  is  suitable  for  dynamic  processes.  This  ap- 
proach  is  incorporated  into  an  optimisation  based  design  procedure.  An  algorithm 
to  solve  the  integrated  control  and  design  problem  is  described  and  an  alternative 
problem  formulation  is  examined.  Three  case  studies,  presented  in  the  fourth  chap- 
ter,  demonstrate  how  the  approach  incorporates  controllability  at  the  design  stage 
of  a  fermentation  process. Chapter  2 
Design  and  Controllability 
This  chapter  reviews  the  area  of  design  and  controllability  of  fermentation  systems. 
The  first  part  concentrates  on  evaluation  of  controllability  and  how  to  integrate 
different  evaluation  methods  into  the  design  stage  of  a  process.  The  second  part 
of  the  chapter  presents  the  modeling  of  fermentation  systems  using  unstructured 
models.  These  models  are  widely  used  to  describe  the  behavior  of  fermentation 
processes  ([62]).  The  third  part  of  this  chapter  reviews  the  area  of  controllability 
of  fermentation  systems.  The  fourth  and  last  part  of  this  chapter  reviews  optimal 
control  techniques  applied  to  fed  batch  fermentation  as  a  method  to  design  these 
processes. 
2.1  Controllability 
In  this  section  different  controllability  analyses  are  reviewed.  The  work  on  control- 
lability  can  be  loosely  classified  into  two,  not  necessarily  distinct,  classes.  One  class 
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of  methods  aims  to  measure  controllability  of  a  given  plant.  These  are  called  eval- 
uation  methods.  The  second  class  of  methods  integrates  controllability  aspects  into 
the  design  procedure.  It  is  necessary  to  have  a  measure  of  controllability  before  it 
can  be  integrated  systematically  into  a  design  approach. 
Other  reviews  concerning  controllability  can  be  found  in  [59,60,61,67,68,85,83, 
84,63]. 
Since  plants  rarely  operate  at  the  nominal  design  conditions  or  at  the  nominal  steady 
states,  it  is  important  to  include  other  aspects  of  plant  operation  into  the  design  of 
the  process.  Traditionally,  the  plant  engineer  designs  the  process  without  considering 
the  control  structure.  He/she  designs  the  plant  and  the  control  engineer  decides 
how  to  control  the  plant  and  how  to  choose  the  control  inputs  and  the  controlled 
outputs.  Here  the  term  design  includes  selecting  a  control  structure,  i.  e.  deciding 
which  variables  should  be  controlled  outputs  and  which  should  be  control  inputs. 
The  controlled  plant  should  be  able  to  reject  disturbances  and  to  be  steered  in  an 
`acceptable  manner'  between  different  operating  points.  These  properties  should 
be  ensured  in  the  presence  of  uncertainties  in  the  model  on  which  the  design  is 
based.  A  mathematical  model  of  the  process  is  needed  to  evaluate  controllability 
and  estimates  of  the  likely  disturbances  and  model  uncertainties  are  also  required. 
Morari  ([59])  reviewed  the  existing  tools  to  assist  in  the  design  of  the  process  and 
to  judge  the  controllability  of  a  process.  He  divided  the  tools  mainly  into  three 
generations.  The  first  generation  of  synthesis  tools  consisted  of  computer  programs 
which  did  the  routine  calculations.  The  second  generation  automated  the  design 
procedure.  This  generation  of  computer  programs  was  based  on  optimisation  meth- 
ods.  It  is  possible  to  integrate  dynamic  aspects  of  the  design  into  this  procedure 
([45]).  The  third  generation  of  tools  gives  some  insight  into  the  process  behavior 
and  therefore  gives  the  design  engineer  some  understanding  of  why  a  certain  design CHAPTER  2.  DESIGN'  AND  CONTROLLABILITY  is 
may  fail  to  have  an  acceptable  dynamic  behavior.  These  tools  are  mainly  analytical. 
They  relate  the  process  properties  such  as  its  dynamic  and  steady  state  behavior 
to  the  design  and  process  model.  A  suitable  tool  to  assess  controllability  should  be 
able  to  quantify  controllability  so  as  to  compare  different  designs.  A  controllability 
measure  that  aims  to  quantify  how  controllable  a  design  is,  will  be  called  a  `quan- 
titative  concept'.  A  measure  that  does  not  quantify  controllability,  will  be  called 
a  qualitative  concept.  The  qualitative  concepts  only  indicate  that  it  is  possible  to 
control  the  process  but  not  if  it  is  easy  or  difficult  to  control. 
Other  kind  of  controllability  measures  are  the  structural  controllability  measures 
(e.  g.  [48]).  Structural  methods  take  only  the  structure  of  the  process  model  into 
account.  The  numerical  values  of  the  process  parameters  are  ignored.  These  meth- 
ods  are  not  discussed  in  detail  here.  They  can  be  viewed  as  a  part  of  the  qualitative 
concepts. 
Currently  there  are  no  general  tools  or  systematic  procedures  for  assessing  control- 
lability  which  can  be  applied  to  any  process  or  any  control  objective  (e.  g.  operating 
at  a  certain  set  point,  start-up  or  shut  down).  The  different  approaches  can  only  be 
applied  to  a  limited  class  of  processes.  There  are,  for  example,  methods  to  test  con- 
trollability  either  qualitatively  or  quantitatively  if  the  process  can  be  described  by 
a  linear  model.  This  can  often  be  done  for  continuous  processes  whose  behaviour  is 
sufficiently  linear  around  an  operating  point.  It  is  possible  to  quantify  the  controlla- 
bility  of  such  a  process  (  e.  g.  [59,84]).  However  none  of  these  methods  indicate  if  it 
is  possible  to  realise  a  start  up  of  the  plant  which  leads  to  the  desired  working  point. 
This  is  a  shortcoming  of  the  local  methods  which  are  based  on  the  linearisation  of 
the  nonlinear  process. 
There  are  many  definitions  of  the  term  controllability  available  in  the  literature. 
Engineers  from  different  disciplines  have  different  definitions  of  this  term.  The  term CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  19 
controllability  is  often  defined  to  suite  particular  objectives. 
Morari  ([60])  pointed  out  the  first  time  the  term  controllability  appeared  in  the 
literature.  It  was  used  by  Ziegler  and  Nichols  {[104]).  They  defined  controllability 
as 
the  ability  of  the  process  to  achieve  and  maintain  the  desired  equilibrium  value 
This  is  a  quite  general  definition  which  can  be  widely  applied.  Probably  the  best 
known  definition  of  the  term  controllability  arose  from  control  engineering.  Kalman 
[39]  introduced  the  concept  of  controllability  for  a  linear  system. 
A  deeper  insight  into  the  controllability  problem  is  obtained  from  the  definitions 
given  by  Rosenbrock  [75,76].  In  these  definitions,  the  Kalman  concept  of  controlla- 
bility  is  included.  Rosenbrock  explained  controllability  as  follows 
In  engineering  practice,  a  system  is  called  controllable  if  it  is  possible  to  achieve  the 
specified  aims  of  control,  whatever  these  may  be.  By  extension,  the  system  is  said 
to  be  more  or  less  controllable  according  to  the  ease  or  difficulty  of  exerting  control. 
These  ideas  of  controllability  have  been  embodied  in  a  number  of  mathematical  defi- 
nitions,  which  however  do  not  exhaust  the  possible  meaning. 
(Rosenbrock,  1970 
This  definition  indicates  that  controllability  should  be  quantified,  however  how  this 
can  be  done  was  not  explained  by  Rosenbrock.  He  considered  various  qualitative 
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2.1.1  Evaluation  of  Controllability  without  Disturbances 
In  this  section  analytical  tools  for  assessing  controllability  without  specifying  any 
disturbances  are  described.  These  methods  are  limited  to  linear  systems  since  it  is 
difficult  to  investigate  the  controllability  properties  of  nonlinear  systems  in  general. 
A  linear  process  model  can  be  obtained  by  either  linearising  the  nonlinear  process 
model  using  a  Taylor  series  or  by  identifying  a  linear  model  by  using  experimental 
data.  These  models  are  only  valid  locally  at  the  operating  point. 
2.1.1.1  Qualitative  Concepts 
In  [75,76]  Kalman  introduced  a  controllability  concept  which  is  called  pointwise 
state  controllability. 
The  system  is  pointwise-state  controllable  if,  given  any  two  states  co  and  ci,  there 
exists  a  time  tl  >0  and  a  control  u  defined  on  [0,  t1]  which  takes  the  state  from 
x(O)  =  CO  to  x(ti)  =  C1. 
This  definition  of  controllability  answers  the  question  whether  it  is  possible  to  con- 
struct  an  input  u(t)  that  steers  the  system  from  any  state  in  the  state  space  to  any 
desired  state  in  a  finite  time.  There  are  no  restrictions  on  how  the  desired  state  is 
reached  or  on  the  input.  If  a  system  is  pointwise  state  controllable  this  does  nec- 
essarily  not  mean  that  it  is  possible  to  maintain  the  system  at  the  desired  state;  it 
only  means  that  it  is  possible  to  move  the  system  to  this  state.  It  is  worth  noting 
that  if  it  is  not  possible  to  move  a  system  to  a  desired  state,  then  it  is  not  possible 
to  maintain  the  system  at  this  state. 
A  concept  closely  related  to  pointwise-state  controllability  is  that  of  output  control- 
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A  system  is  output  controllable  if  there  exists  a  control  policy  u(t)  which  will  steer 
the  system  from  any  given  initial  output  state  yo  to  any  other  desired  output  state 
Yd  in  a  finite  time. 
If  a  system  is  output  controllable  it  is  possible  to  steer  the  system  to  any  state 
in  the  output  space.  But  this  does  not  necessarily  mean  that  is  possible  to  find  a 
control  sequence  that  is  able  to  maintain  the  output  at  this  state.  Pointwise  state 
controllability  and  output  controllability  indicate  only  the  possibility  to  steer  all  or 
a  number  of  states  to  the  desired  states  but  it  does  not  give  any  information  on  how 
this  can  be  done  or  on  the  control  sequence  which  achieves  this. 
Rosenbrock  [75]  introduced  the  term  functional  controllability.  This  term  was  also 
called  functional  reproducibility  [12]. 
The  system  is  functionally  controllable  if  given  any  suitable  vector  y  of  output  func- 
tions  defined  for  t>0,  there  exists  a  vector  u  of  inputs  defined  for  t>0  which 
generates  the  output  vector  y  from  the  initial  condition  x(O)  =0 
If  a  system  is  functionally  controllable  it  is  possible  to  steer  the  system  to  any  state 
in  the  output  space  and  maintain  it  there.  Therefore  a  system  must  be  output 
controllable  to  be  functionally  controllable.  Otherwise  it  would  not  be  possible  to 
bring  the  system  to  the  desired  steady  state.  This  concept  however  restricts  the 
type  of  outputs.  The  restriction  is  that  the  output  function  should  satisfy  certain 
smoothness  conditions  that  are  not  of  practical  interest.  This  concept  does  not  put 
any  restriction  or  limitation  on  the  input. 
Another  concept  of  controllability  was  defined  by  Rosenbrock  [75]  to  deal  with  con 
trol  problems  which  are  related  to  nonminimum  phase  systems.  It  is  an  extension 
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The  system  is  controllable  (l)  if  it  is  functional  controllable  and  if  in  addition  all  tht 
zeros  of  the  transfer  function  matrix  G(s)  lie  in  the  open  left  plane. 
Rosenbrock  [76]  explained  the  different  definitions  of  controllability: 
These  different  kinds  of  controllability  are  appropriate  in  different  circumstances. 
Pointwise  state  controllability  is  appropriate  in  rocket  guidance  problems,  and  in 
some  problems  of  batch  processing  or  start-up  or  grade-change  in  industrial  plants. 
Functional  controllability  is  appropriate  for  the  usual  servo  following  problem  of 
industrial  control  in  which  the  elements  of  the  vector  y  must  approximate  to  constant 
desired  output  values.  Controllability  (1)  ensures  that  difficulties  associated  with 
nonminimum  phase  response  do  not  arise.  It  is  important  to  note  that  pointwise 
state  controllability  is  usually  called  just  "controllability"  in  the  literature.  This 
leads  to  a  presumption  that  it  implies  functional  controllability,  which  is  not  true. 
Pointwise  state  controllability  and  functional  controllability  are  distinct  properties, 
and  either  can  exist  without  the  other. 
A  system  can  be  pointwise  state  controllable  and  not  functionally  controllable  and 
vice  versa.  If  the  system  is  pointwise  state  controllable  this  does  not  imply  that 
the  output  states  can  be  maintained  at  the  desired  state.  If  the  output  states 
can  be  steered  to  certain  states  and  maintained  there  then  the  system  is  functional 
controllable  but  this  does  not  mean  that  all  the  states  of  the  system  are  controllable. 
Skogestad  [83]  discussed  the  use  of  the  term  controllability 
Unfortunately,  in  the  60's  the  term  "controllability"  became  synonymous  with  the 
rather  narrow  concept  of  "state  controllability"  introduced  by  Kalman,  and  the  term 
is  still  used  in  this  restrictive  manner  in  the  system  theory  community.  "State 
controllability"  is  the  ability  to  bring  a  system  from  a  given  initial  state  to  any  final 
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This  concept  is  of  interest  for  realizations  and  numerical  calculations,  but  as  long 
as  we  know  that  all  unstable  modes  are  both  controllable  and  observable,  it  has  little 
practical  significance. 
The  above  indicates  that  as  long  as  the  plant  is  stabilisable,  pointwise  state  con- 
trollability  is  not  of  any  interest.  A  plant  is  stabilisable  means  that  there  exists  a 
controller  which  makes  the  unstable  plant  stable.  Skogestad  points  out  further  that 
functional  controllability  is  the  more  appropriate  concept. 
Russell  and  Perkins  (1987)  gave  the  following  reasons  why  functional  controllability 
has  several  advantages  over  state  controllability. 
"  Usually  it  is  neither  necessary  nor  practical  to  control  and  observe  every  state 
variable  in  the  system.  Consider  for  example  a  model  of  a  distillation  column 
which  includes  a  number  of  states  for  each  plate. 
"  State  controllability  does  not  guarantee  that  it  is  possible  to  independently  spec- 
ify  arbitrary  trajectories  of  the  chosen  set  of  output  variables,  whereas  func- 
tional  controllability  does.  This  is  important  since  the  major  goal  of  regulatory 
control  is  usually  to  maintain  the  plant  at  some  steady  state. 
"  Although  the  initial  and  final  states  are  specified  in  the  definition  of  state  con- 
trollability,  no  conditions  can  be  imposed  on  the  trajectory  between  those  states, 
or  on  the  behavior  of  the  trajectory  after  the  final  time. 
In  connection  to  the  definition  of  functional  controllability  Rosenbrock  (1970)  points 
out 
In  many  industrial  situations  the  aim  of  control  is  to  make  the  output  vector  y  of  a 
plant  take  a  certain  form  as  a  function  of  time.  For  example  the  regulator  problem 
is  to  make  yi(t)  =  vi(t),  where  vi  are  constant,  or  slowly  changing,  desired  outputs. CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  21 
From  the  above  it  becomes  quite  clear  that  most  of  the  researchers  cited  agree  that 
functional  controllability  is  the  most  appropriate  definition  for  the  controllability 
assessment. 
To  determine  the  most  suitable  definition  of  controllability  it  is  necessary  link  it  to 
the  objectives  of  a  control  system.  One  reason  to  control  a  bio-processing  plant  is 
to  guarantee  constant  product  quality.  To  satisfy  this  demand  the  control  system 
should  be  able  to  keep  certain  states  which  can  be  identified  as  quality  parame- 
ters  (e.  g.  concentration)  constant.  These  states  are  defined  as  outputs.  As  long 
as  the  resulting  control  system  is  stabilisable,  functional  controllability  guarantees 
realisable  control. 
Another  objective  of  a  control  system  is  to  maintain  the  processing  plant  at  optimal 
or  near  optimal  operational  conditions.  This  does  not  mean  only  that  the  outputs 
should  be  kept  at  their  optimum  levels  but  also  that  all  other  states  determined  by 
the  optimisation  scheme  should  be  kept  constant.  A  possible  solution  to  this  problem 
is  to  define  all  states  as  outputs  and  to  apply  functional  controllability  to  the  system. 
In  this  case,  a  necessary  condition  for  functional  controllability  is  pointwise  state 
controllability  and  here  the  concept  of  output  controllability  and  pointwise  state 
controllability  are  the  same.  This  is  so  because  the  state  space  and  the  output  space 
are  identical.  Functional  controllability  ensures  that  the  new  steady  state  can  be 
reached  and  maintained.  This  condition  includes  the  less  restrictive  condition  of 
output  controllability  which  requires  that  the  new  steady  state  can  be  reached. 
If  the  objective  of  the  control  system  is  to  operate  the  plant  safely,  then  functional 
controllability  is  sufficient,  but  is  not  necessary.  To  be  sufficient,  all  critical  states 
important  for  safety  have  to  be  defined  as  outputs.  In  this  case  functional  control- 
lability  ensures  that  the  plant  operates  safely  if  it  is  stabilisable. CHAPTER  2.  DESIGNAND  CONTROLLABILITY  25 
A  shortcoming  of  all  these  definitions  is  that  they  put  no  constraints  or  conditions 
on  the  outputs  or  inputs.  The  above  definitions  imply  that  the  plant  is  controllable 
with  respect  to  unbounded  and  unlimited  inputs  (e.  g.  speed  of  the  actuator). 
2.1.1.2  Quantitative  Concepts 
In  the  area  of  quantitative  measures  of  controllability,  a  distinction  is  made  between 
open  loop  and  closed  loop  methods.  Open  loop  methods  use  the  model  of  the  plant 
only  and  no  controller  or  control  structure  is  assumed  to  evaluate  the  controllability 
properties.  For  closed  loop  methods  a  controller  is  assumed  and  the  controllability 
is  evaluated  for  this  controller-plant  configuration. 
Skogestad  (1994)  introduced  a  general  definition  of  input-output  controllability 
The  ability  to  achieve  acceptable  control  performance,  that  is,  to  keep  the  outputs 
(y)  within  specified  bounds  from  their  set  points  (r),  in  spite  of  unknown  variations 
in  the  plant  (e.  g.  disturbances  (d)  and  model  perturbations)  using  available  inputs 
(u)  and  available  measurements. 
This  definition  of  controllability  is  suited  for  control  systems  for  chemical  processes. 
The  term  `the  ability  to  achieve  acceptable  control  performance'  indicates  again  that 
quantification  of  controllability  is  necessary. 
One  of  the  first  systematic  concepts  to  quantify  controllability  analytically  was 
Morari  [59].  He  defined  dynamic  resilience  to  be 
"(Dynamic)  resilience"  is  the  quality  of  the  regulatory  and.  the  servo  behavior  which 
can  be  obtained  for  the  plant  by  feedback. 
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function  inverse.  Russell  and  Perkins  [77]  related  functional  controllability  to  the 
term  dynamic  resilience.  Dynamic  resilience  is  an  attempt  to  quantify  functional 
controllability  and  investigate  it  in  more  depth.  This  new  concept  incorporates  that 
of  controllability  (1)  defined  by  Rosenbrock.  Rosenbrock  [75]  showed  that  a  system 
with  a  transfer  function  matrix  G(s)  is  functionally  controllable  if  and  only  if  G(s)  is 
nonsingular.  This  condition  is  equivalent  to  that  given  in  the  definition  of  functional 
controllability.  If  the  transfer  function  matrix  is  defined  as 
G(s)  = 
ü() 
(2.1) 
(s) 
then  the  expression 
u(s)  =  G-1(s)y(s)  (2.2) 
gives  the  input  trajectories  which  generate  the  required  output  trajectories.  The 
necessity  of  the  non-singularity  condition  is  obvious,  since  the  input  u  can  only  be 
generated  if  G-1(s)  can  be  computed  which  is  only  possible  if  G(s)  is  nonsingular. 
There  are  features  other  than  non-singularity  that  may  cause  problems  when  com- 
puting  the  required  input,  i.  e.  when  inverting  the  transfer  function  matrix.  Morari 
[59]  identified  three  potential  problems.  These  are 
9  nonminimum  phase  behavior  i.  e.  right  half  plane  zeros  and  time  delays. 
9  physically  bounded  inputs 
"  plant/model  mismatch 
Computing  u  in  the  presence  of  right  half  plane  zeros  can  result  in  unrealisable 
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time  delays  leads  to  predictive  elements  in  the  inverse  transfer  function  that  makes 
the  on-line  calculation  (which  is  necessary  for  feedback  control)  of  u  impossible.  As 
a  measure  of  resiliency  Morari  introduced  the  integral  square  error  of  the  output  y. 
If  the  input  computed  for  steering  the  output,  y,  to  the  desired  output  exceeds  the 
physically  realizable  input,  functional  controllability  can  not  be  guaranteed  anymore. 
Morari  [59]  showed  how  singular  values  can  be  used  as  a  measure  of  the  `gain'  of  a 
Multi  Input  Multi  Output  (MIMO)  system,  and  derived  a  bound  on  the  disturbance 
magnitude  for  which  the  control  input  can  be  computed  without  saturating.  The 
condition  number  is  defined  as  the  ratio  of  the  maximum  to  minimum  singular  values 
of  the  transfer  function  matrix.  For  a  plant  to  be  controllable  it  is  a  desirable  to 
have  a  condition  number  close  to  one  and  a  large  minimum  singular  value.  A  plant 
with  a  large  condition  number  is  said  to  be  ill-conditioned.  If  the  input  is  computed 
on  the  basis  of  an  uncertain  model,  then  it  is  not  known  if  the  process  will  reach 
the  desired  output.  The  condition  number  can  be  used  to  quantify  the  effect  of  how 
sensitive  the  design  is  to  model  uncertainties. 
Hovd  and  Skogestad  [36]  reviewed  the  Relative  Gain  Array  (RCA),  introduced  by 
Bristol  [11]  and  the  Performance  Relative  Gain  Array  (PRGA)  and  related  them 
to  controllability  properties.  Wolff  and  Skogestad  [84]  described  tools  available  for 
controllability  analysis. 
The  quantitative  controllability  concepts  are  basically  extensions  of  functional  con- 
trollability.  This  was  shown  by  Russell  and  Perkins  [77]  who  related  functional 
controllability  to  dynamic  resilience.  In  [84]  it  is  pointed  out  that  functional  control- 
lability  can  be  quantified.  Dynamic  resilience  quantifies  functional  controllability. 
These  measures  serve  as  indicators  for  the  controllability  of  the  process. 
All  the  methods  discussed  so  far  are  limited  to  linear  process  models.  This  is  suf 
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different  steady  states  or  for  a  plant  that  does  not  have  a  steady  state  (e.  g.  batch 
processes)  these  methods  are  not  applicable. 
The  controllability  measures  give  an  idea  of  how  difficult  a  certain  design  is  to 
control.  They  are  useful  for  ranking  different  designs  with  respect  to  their  control- 
lability.  Using  these  measures  designs  with  similar  steady  state  economics  can  be 
compared.  A  problem  arises  when  the  designs  have  different  steady  state  economics 
and  different  controllability  properties.  Is  a  design  with  good  steady  state  economics 
that  is  difficult  to  control  preferable  to  a  design  with  less  promising  steady  state  eco- 
nomics  but  that  is  easier  to  control?  The  measures  do  not  take  into  account  the 
costs  that  are  associated  with  the  choice  of  output  and  manipulated  variables.  For 
example,  if  a  big  control  action  is  required  to  steer  a  process  to  the  set  point  this 
would  indicate  bad  controllability.  But  if  this  control  input  is  comparably  cheap 
it  might  be  preferred  to  a  small  but  expensive  control  action.  There  is  no  method 
which  translates  these  controllability  measures  directly  into  economical  benefit. 
2.1.2  Integrating  Controllability  into  Process  Design 
Different  approaches  are  reviewed  here  whose  aim  is  to  integrate  controllability  into 
the  design  procedure. 
2.1.2.1  Process  Flexibility 
In  this  section  methods  are  reviewed  which  incorporate  parameter  uncertainty  into 
the  design  procedure.  The  design  problem  is  formulated  as  än  optimisation  problem. 
Other  reviews  of  optimal  process  design  under  uncertainty  are  in  [25,27]. 
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transients  of  the  process  between  different  steady  states  can  be  neglected.  A  model 
of  the  process  at  steady  state  is  given  by  a  set  of  nonlinear  algebraic  equations 
h(x,  it,  d,  p)  =0  (2.3) 
where  x  is  the  state  vector  of  the  system,  u  is  the  vector  of  control  inputs  which 
can  be  adjusted  during  operation,  d  describes  the  vector  of  design  variables  which 
remain  constant  once  they  are  selected  and  p  is  a  vector  of  uncertain  parameters 
not  known  exactly  in  advance.  P  represents  uncertainties  in  the  process  model  and 
external  disturbances.  The  set  of  equations  Eq.  2.3  can  be  solved  for  a  given  vector 
of  design  variables  d,  control  inputs  u  and  uncertain  parameters  p 
d,  p)  =  h(x,  u,  d,  p)  =0=x  (2.4) 
Thus  dim(h)  =  dim(x)  and  the  states  of  the  system  can  be  seen  as  a  function  of  the 
`inputs'  u,  d  and  p 
=  f(u,  d,  p) 
(2.5) 
implicitly  defined  by  the  model  of  the  process.  It  is  assumed  here  that  the  Jacobian 
Jäx 
is  invertible  for  the  required  inputs. 
Now  consider  the  following  optimisation  problem 
min  C(x,  u,  d,  p) 
x,  u,  d 
s.  t.  h(x,  u,  d,  p)  =0 
(2.6) 
(2.7) 
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where  C(x,  u,  d,  p)  represents  some  objective  function  such  as  economic  profit  and 
g(x,  u,  d,  p)  <0  is  a  set  of  design  constraints  to  be  satisfied  by  the  process  design. 
The  parameter  p  is  not  known  exactly  and  is  assumed  to  be  bounded  in  a  set  P 
P={PIp5pCp}  (2.8) 
where  p  and  p  denote  the  lower  and  upper  bounds  of  the  parameter,  respectively. 
Problem  2.7  is  not  well  defined  in  this  form  since  a  different  optimal  solution  of 
the  problem  corresponds  to  each  value  of  the  parameter  vector  p.  If  a  specific 
value  of  p  is  assumed  (e.  g.  a  nominal  value  pnom)  this  problem  becomes  a  well 
defined  optimisation  problem  and  can  be  solved  under  appropriate  assumptions. 
The  optimal  solution  to  this  problem  (x*,  u*,  d*)  guarantees  optimal  steady  state 
operation  and  constraint  satisfaction  if  the  uncertain  parameters  p  are  at  the  values 
used  for  the  optimisation.  This  is  not  guaranteed  for  parameters  other  than  the  ones 
selected  for  the  optimisation  and  the  solution  is  not  optimal  anymore.  Depending 
on  the  problem  it  cannot,  in  general,  be  assumed  that  the  plant  operates  close  to  the 
optimum  even  if  the  real  parameters  p  are  close  to  the  ones  used  in  the  optimisation. 
If  we  assume  that  the  control  variables  cannot  be  adjusted  during  operation,  the 
design  problem  under  uncertainty  can  be  reformulated  as  a  deterministic  problem. 
A  control  variable  which  cannot  be  adjusted  during  operation  is  equivalent  to  a 
design  variable  which  is  fixed  over  the  whole  time  horizon  of  operation.  Assume,  for 
now,  that  there  are  no  design  constraints  in  the  original  problem  and  a  probability 
distribution  function  for  the  uncertain  parameter  vector  is  available.  Then  the 
original  objective  function  can  be  replaced  by  its  expected  value 
min  EPEP{C(x,  d,  p)} 
x,  d  (2.9) 
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which  can  for  practical  purposes  be  approximated  by  the  weighted  sum 
min  E'  1  w-CZ(xi,  d,  p.  ) 
x,,....  nn,  a  (2.10) 
s.  t.  hz(xi,  d,  pi)  =  0,  i=1, 
...  ,n 
where  wi  are  the  respective  weights.  This  approximation  can  be  interpreted  as  a 
multiperiod  design  problem.  The  problem  is  to  optimise  a  plant  which  is  described 
by  the  model  h(")  =  0.  This  plant  is  operated  at  n  time  intervals.  The  i-th  time 
interval  lasts  the  relative  time  w,  and  the  vector  of  uncertain  parameters  in  this 
period  is  p2.  The  state  vector  in  the  i-th  period  is  x2. 
Additionally  it  may  be  required  that  the  design  constraints  hold  for  all  possible  real- 
isations  of  the  uncertain  parameter  vector.  This  results  in  the  following  optimisation 
problem 
min  >i  wiC  (x1,  d,  pi  ) 
x,  xl....  xn,  d 
h(xi,  d,  pi)  =0 
s.  t.  i=1, 
...  ,n 
9(xz,  d,  p,.  )  <0  (2.11) 
h(x,  d,  p)  =0  b'pEP 
9(x,  d,  p)  <0 
This  problem  formulation  ignores  the  fact  that  the  control  parameters  can  be  ad- 
justed  during  operation.  Such  a  problem  is  called  permanently  feasible  ([2,21]) 
since  the  design  constraints  hold  for  all  possible  parameter  combinations  without 
adjustment  of  any  of  the  process  variables.  This  approach  may  lead  to  conservative 
results. 
In  order  to  achieve  less  conservative  results  it  is  possible  to  take  the  adjustment  of 
the  control  variables  into  account  in  the  problem  formulation.  The  problem  is  then CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  32 
formulated  as  a  two  stage  problem.  In  the  first  stage  the  design  variables  are  selected 
(design  stage).  In  the  second  stage  (the  operating  stage)  the  control  variables  are 
adjusted  to  force  feasible  operation  if  possible.  Mathematically  this  is  equivalent  to 
solving 
min  Epep{C*}  design  stage  d 
s.  t.  C*  =  min  C(x,  u,  d,  p) 
y'u  (2.12) 
s.  t.  h(x,  u,  d,  p)  =0  operating  stage 
g(x,  u,  d,  p)  <0 
where  C*  is  the  optimal  operation  of  the  plant  for  a  given  parameter  vector  p.  For 
some  design  parameters  d  it  may  not  be  possible  to  solve  the  sub-problem  for  the 
operating  stage.  In  [64]  a  penalty  term  is  added  to  the  objective  function  in  this  case. 
Such  an  approach  is  suitable  if  some  of  the  design  constraints  are  soft  constraints. 
Violation  of  soft  constraints  does  not  lead  to  a  disaster  which  has  to  be  avoided 
under  all  circumstances.  For  example  not  meeting  product  specifications  leads  to 
an  economic  penalty  due  to  the  loss  of  product  which  can  be  expressed  as  a  penalty 
term  in  the  objective  function.  However,  finding  an  appropriate  penalty  for  the 
violation  of  soft  constraints  is  not  straightforward  in  realistic  situations.  Haleman 
and  Grossmann  ([30])  defined  a  constraint  which  can  be  added  to  the  problem  to 
ensure  that  the  process  can  be  operated  under  all  possible  uncertainties.  If  this 
constraint  is  included  in  the  problem  formulation  the  penalty  term  for  infeasible 
operation  is  avoided 
Vp  EP  {3u  (Vi  EJ 
h(x,  u,  d,  p)  =0  )}  (2.13) 
L 
9j(x,  u,  d,  p)  C0 
where  g,  (x,  u,  d,  p)  is  the  j-th  component  of  g(x,  u,  d,  p).  This  constraint,  called  the 
feasibility  constraint,  ensures  that  there  exists  a  control  variable,  u,  such  that  the CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  33 
design  constraints  are  satisfied  for  all  possible  parameters  p.  In  [30]  it  is  shown  that 
the  feasibility  constraint  2.13  is  equivalent  to 
max  min  max  gj(x,  u,  d,  p)  <0 
p  . v,  u  3 
s.  t.  h(x,  u,  d,  p)  =0 
(2.11) 
The  resulting  two-stage  problem  with  the  feasibility  constraint  cannot  be  solved 
directly  in  this  form.  The  first  simplification  is  to  discretise  the  uncertain  parameter 
space  and  then  to  approximate  the  calculation  of  the  expectation  value  by  a  weighted 
sum.  The  problem  is  then  given  by 
min  E1  wiCi(xi,  ui,  d,  pi) 
T1I...  iXniul,...,  Un,  d 
s.  t.  h(xi,  ui,  d,  pi)  =0  i=1,  n 
g(x,,  u,,  d,  p2)  <0  (2.15) 
max  min  max  gj  (x,  u,  d,  p)  <0 
p  X,  U  J 
s.  t.  h(x,  u,  d,  p)  =0 
If  there  are  no  control  variables  this  formulation  reduces  to  Problem  2.11.  In  the  two- 
stage  formulation  which  includes  the  feasibility  constraint,  2.13,  the  control  variables 
are  chosen  such  that  the  design  constraints  are  satisfied  at  all  times.  In  practice  this 
is  likely  to  be  difficult  to  achieve  since  there  is  hardly  enough  information  available 
to  achieve  this  goal.  Therefore  it  is  more  realistic  to  consider  a  realisable  control 
system  which  can  be  adjusted. 
One  of  the  control  objectives  is  to  obtain  ofFset  free  steady  state  control.  This  can  be 
achieved  in  practice  under  appropriate  assumptions  if  integral  action  is  included  in 
the  controller.  Instead  of  considering  the  control  variables  at  the  optimisation  stage, 
it  is  then  possible  to  integrate  the  control  system  into  the  process  model.  This  can CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  34 
be  achieved  by  adding  the  set  points  as  additional  equality  constraints  to  the  model 
([97]).  The  control  variables  are  turned  into  state  variables  which  are  determined 
through  the  set  points.  This  is  only  true  if  there  are  as  many  control  variables  as  set 
points  (square  plant).  No  control  variables  are  present  in  this  formulation  and  the 
flexibility  problem  becomes  equivalent  to  the  permanent  feasible  program.  One  level 
of  optimisation  drops  out  of  the  feasibility  constraint  in  the  flexibility  problem.  A 
different  set  of  control  inputs  and  controlled  variables  can  be  incorporated  into  this 
formulation  when  integer  variables  are  included  in  the  model.  This  yields  a  steady 
state  controllable  design  where  the  controlled  states  and  control  inputs  are  already 
chosen. 
Methods  which  design  continuous  flexible  plants  under  uncertainty  and  use  dynamic 
models  are  proposed  in  [97,22,3,4,57,68].  Walsh  &  Perkins  ([97])  reformulate 
the  dynamic  optimisation  problem  as  a  Non  linear  Programming  (NLP)  problem. 
Uncertainty  and  disturbances  are  specified  as  a  bounded  set.  Structural  changes, 
such  as  different  control  structures  or  different  plant  designs,  are  left  to  the  design 
engineer  and  are  not  included  in  the  optimisation  problem.  These  structural  changes 
are  taken  into  account  in  [3,4]  and  [57]  by  introducing  integer  variables,  such  that 
the  final  problem  is  a  Mixed  Integer  Nonlinear  Programming  (MINLP)  problem. 
2.1.2.2  Trade  Off  between  Process  Design  and  Controllability 
Multi-objective  optimisation  can  be  used  to  design  controllable  plants.  In  this  formu- 
lation  an  optimisation  problem  with  two  objective  functions  is  formulated.  The  first 
objective  function  is  an  economic  design  measure  and  the  second  objective  function 
describes  a  controllability  measure.  In  a  multi-objective  optimisation  framework 
([18])  these  two  measures  can  be  traded  off  against  each  other  and  the  designer  can 
specify  `how  much  controllability'  is  necessary.  In  [25]  a  measure  of  flexibility  is CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  35 
introduced  as  a  second  objective.  In  [65]  the  minimum  singular  value  is  proposed  as 
a  controllability  measure.  In  [51]  the  RGA  is  proposed  as  a  controllability  measure 
and  structural  changes  are  taken  into  account  in  the  plant  model. 
2.1.2.3  Design  with  Specified  Disturbances 
The  design  of  a  process  which  is  controllable  with  respect  to  specific  disturbances 
is  similar  to  those  in  Section  2.1.2.1.  The  difference  is  that  controllability  is  not 
evaluated  for  a  continuous  set  of  disturbances.  Single  disturbances  are  specified 
and  the  plant  is  designed  for  good  controllability  for  these  disturbances.  In  [82] 
PI  controllers  are  implemented  on  the  model  and  the  control  structure  selection 
for  a  distillation  column  is  included  into  the  problem.  In  [10]  a  Model  Predictive 
Controller  (MPC)  is  used  to  evaluate  the  control  performance.  The  control  objective 
is  the  Integral  Square  Error  (ISE)  and  the  objective  function  is  augmented  with  the 
ISE  and  a  penalty  parameter.  Thus  bad  control  performance  penalises  the  objective 
function.  This  approach  is  demonstrated  on  a  continuous  fermenter  with  a  substrate 
recycle  and  the  problem  is  solved  for  different  values  of  the  penalty  parameter. 
2.1.2.4  Risk  Conscious  Operation  of  Batch  Plants 
Terwiesch  et  al.  ([92,93])  propose  an  approach  to  design  optimal  profiles  for  batch 
processes.  The  optimal  control  problem  is  transformed  into  a  NLP  problem  with 
uncertain  parameters.  Different  objective  functions  are  proposed  to  formulate  the 
problem.  As  discussed  earlier  in  the  steady  state  situation  the  expectation  value  over 
the  uncertain  parameter  space  can  be  minimised.  The  uncertain  parameter  space 
is  discretised.  This  approach  does  not  contain  the  feasibility  constraint.  Therefore 
feasible  operation  can  only  be  guaranteed  for  parameter  values  p,  contained  in  the CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  36 
discretised  set. 
2.1.3  Evaluation  of  Controllability  with  Disturbances 
Some  evaluation  methods  assess  controllability  after  the  process  design  is  fixed. 
These  methods  are  independent  of  other  aspects  of  the  design  process  and  are  widely 
applicable.  Their  strength  is  at  the  same  time  balanced  by  a  weakness  in  that  it  is 
often  unclear  how  these  methods  can  be  integrated  into  a  certain  design  procedure. 
This  is  particularly  important  if  it  is  found  that  the  design  is  not  controllable. 
An  approach  which  takes  disturbances  into  account  is  described  in  [85,84,67].  Here 
the  scaled  control  input  required  to  reject  the  worst  case  disturbance  is  used  as  a 
measure  of  controllability.  A  linear  system  at  steady  state  can  be  described  by  an 
input-output  model  in  deviation  variables 
y=  Gu  +  Gp  p  (2.16) 
where  u  denotes  the  control  variables  and  p  the  disturbances.  It  is  assumed  that  the 
bounds  on  the  control  input  are  symmetric  and  the  available  input  is  scaled  such 
that 
u=-1  and  ü=1 
The  disturbance  is  scaled,  equivalently,  as 
p=-1  and  p=1 
(2.17) 
(2.18) CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  :37 
A  possible  control  objective  is  to  require  that  the  output  stays  within  certain  bounds. 
The  model  2.16  is  scaled  such  that  these  bounds  are 
y---l  and  y=1  (2.19) 
Another  common  control  objective  is  to  achieve  perfect  control  which  implies  that 
there  is  no  steady  state  offset  (y  =  0).  If  the  dynamic  linear  model  is  analyzed 
in  the  frequency  domain,  the  same  analysis  can  be  done  over  all  frequencies.  Note 
that  a  control  objective  of  zero  offset  is  much  too  stringent  at  high  frequencies  and 
may  not  be  achieved.  The  controllability  problem  at  steady  state  with  respect  to 
disturbance  rejection  can  be  formulated  as  an  optimisation  problem  to  determine 
the  worst  case  output  over  all  disturbances.  The  problem  to  be  solved  is 
Yrn  in=  max  min  Iy 
pu 
s.  t.  Gu+Gpp=y 
Idl  <1 
Iul<1 
(2.20) 
where  I"I  denotes  a  vector  norm.  If  the  solution  to  this  problem  satisfies  the  control 
objective  (i.  e.  Y,,,  in  =  0),  the  process  is  steady  state  controllable,  otherwise  the 
process  is  steady  state  uncontrollable. 
In  order  to  measure  how  easy  or  difficult  it  is  to  control  a  process,  the  magnitude  of 
the  control  input  required  to  achieve  perfect  control  for  the  worst  case  disturbance 
may  be  considered  as  a  measure  for  controllability  ([46,98,85]).  This  worst  case 
control  input  is  the  solution  of  the  following  optimisation  problem.  If  the  control CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  38 
objective  is  jyj  <  1,  the  problem  is 
Umi  =  max  min  Jul 
pu 
s.  t.  Gu  +  Gpp  =y  (2.21) 
'yl  C1 
Idl  <1 
If  the  control  objective  is  perfect  control  the  problem  is 
max  min  Jul 
pu 
s.  t.  Gu  +  Gpp  =0  (2.22) 
Idl<1 
Note  that  if  perfect  control  is  not  possible,  this  problem  is  not  feasible.  A  small 
U,  n,  in  implies  that  a  process  is  easily  controlled  since  there  is  plenty  of  input  to  react 
to  changes. 
For  a  square  plant  (i.  e.  dim(y)  =  dim(u))  a  more  detailed  analysis  of  the  problem 
is  possible  since  a  unique  solution  exists  for  the  control  input.  The  control  input 
which  is  required  to  achieve  perfect  control  is 
Umin  =  max  Jul  =I  G-'Gppl 
p 
(2.23) 
s.  t.  IPI  <1 
This  determines  the  control  input  which  is  required  to  reject,  perfectly,  the  worst 
disturbance.  Since  we  are  interested  in  the  absolute  value  of  the  largest  control 
input  it  is  mathematically  correct  to  choose  the  infinity-norm  for  u  and  d. 
max  II(G-1Gp)=II1 
(2.24) 
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where  max  ()i  1  represents  the  largest  row  sum.  If,  instead,  the  two-norm  is  chosen 
for  u  and  d  and  a  single  disturbance  (GP  =  gp)  is  considered  the  input  for  the  worst 
case  disturbance  (d  =  1)  is 
I  112  =  11  G-19,12  (2.25) 
It  is  clear  that  these  measures  are  indicators  and  are  not  absolute.  It  is  possible 
that  the  required  control  input  for  perfect  control  is  larger  than  one.  Depending  on 
the  direction  of  the  control  input,  it  may  not  be  realisable.  This  is  demonstrated 
in  Figure  2.1  where  the  two-norm  is  visualized  for  a  two-dimensional  control  input. 
The  dashed  box  indicates  the  infinity  norm  and  the  true  bounds  on  the  control 
variable.  The  circle  indicates  the  two-norm.  The  control  input  ub  is  not  realizable. 
The  control  input  ua  (which  has  the  same  length)  is  realisable.  The  advantage  of 
using  the  two-norm  is  that  a  further  analytical  treatment  of  the  problem  is  possible. 
By  using  the  singular  values  of  the  transfer  function,  a  bounded  solution  of  this 
worst  case  control  input  can  be  derived  Q67]) 
1Iu112  <  1j9  2 
ý5(G)  o,  (  G) 
(2.26) 
where  Q(G)  and  Q(G)  are  the  maximum  and  minimum  singular  values  of  G,  respec- 
tively.  The  exact  value  for  Hu  12  depends  on  the  direction  of  the  disturbance.  Eq. 
2.26  shows  that  a  general  requirement  is  to  have  o-(G)  as  large  as  possible  in  order 
to  minimise  the  required  magnitude  of  the  control  input.  A  condition  which  ensures 
that  a  disturbance  can  be  rejected  independent  of  the  direction  is  q(G)  =  1.  This 
might  be  too  pessimistic  since  such  a  disturbance  may  never  occur. 
In  cases  where  particular  disturbances  are  expected  the  performance  can  be  evalu- 
ated  in  terms  of  the  disturbance  condition  number.  Normalising  the  magnitude  of CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  1p 
Figure  2.1:  Two-norm  and  Infinity-norm  of  two  control  inputs. 
the  control  input  in  Eq.  2.26  on  the  basis  of  the  control  magnitude  and  the  dis- 
turbance  coming  in  the  best  direction  (this  is  the  disturbance  which  produces  the 
smallest  control  input)  gives 
1<ý*_ý(G)IJU112<  IIgp112 
(2.27) 
where  y*  is  the  disturbance  condition  number  and  y  is  the  condition  number  defined 
as 
-y(G)  _ 
&(G)  (G) 
(2.28) 
A  large  ry*  means  that  the  magnitude  of  the  control  input  needed  to  reject  this 
particular  disturbance  is  larger  than  a  control  input  needed  to  reject  a  disturbance CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  11 
in  the  best  direction.  A  larger  control  input  is  more  likely  to  exceed  the  bounds. 
The  condition  number  ry  provides  an  upper  hound  on  this  measure.  This  is  one 
reason  why  a  plant  with  a  low  condition  number  is  desirable.  But  a  large  condition 
number  y  does  not  imply  that  the  disturbance  condition  number  y*  is  necessarily 
large. 
Other  controllability  measures  based  on  linear  process  models  have  been  proposed. 
A  comprehensive  overview  of  existing  controllability  tools  based  on  linear  process 
models  can  be  found  in  [85].  Controllability  analysis  based  on  linearised  process 
models  has  been  shown  to  be  a  valuable  tool  for  comparing  the  control  performance 
of  different  process  designs  (e.  g.  [67]). 
The  feasibility  constraint  can  be  used  to  measure  controllability  (flexibility)  of  a 
given  design  with  fixed  design  parameters  d.  In  this  case,  the  steady  state  control 
objective  is  to  satisfy  all  of  the  constraints  g(").  It  is  assumed  that  the  controller 
(operator)  has  perfect  knowledge  of  all  the  states  and  is  able  to  adjust  the  control 
inputs,  u,  perfectly  according  to  the  control  objective.  Satisfaction  of  the  design 
constraints  for  a  given  control  input  ü  and  parameter  j3  can  then  be  expressed  as 
(x,  ü,  d,  p)  <0 
h(x,  ü,  d,  p)  =0  s.  t.  h(x,  ü,  ä,  p)  = 
(2.29) 
Since  we  assume  that  the  controller  can  adjust  the  control  inputs  in  an  optimal 
manner  in  order  to  satisfy  the  constraints,  the  control  variables  are  defined  by 
min  max  gj  (x,  u,  d,  p)  <0 
u) 
s.  t.  h(x,  u,  d,  p)  =0 
max  gj  (x,  it,  d,  p)  <0 
(2.30) 
This  condition  should  not  only  hold  for  the  single  parameter  vector  p,  but  also  for CHAPTER  2.  DESIGN  AND  CONTROLLABILITY 
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all  parameter  vectors  contained  in  the  set  P.  Mathematically,  this  can  be  expressed 
as 
min  max  gj(x,  u,  d,  p)  <0 
U,  X  3  VpE  P 
s.  t.  h(x,  u,  d,  p)  =0 
(2.31) 
This  condition  is  equivalent  to  the  feasibility  constraint.  If  it  is  fulfilled,  the  design 
d  is  steady  state  controllable. 
A  measure  of  how  controllable  (flexible)  a  plant  with  design  parameters  d  is,  is  given 
by  the  maximum  scaled  uncertainty  6  for  which  condition  2.31  holds.  The  set  P  is 
defined  in  this  case  by 
P-  {p  prom  - 
6(Pnom 
-  P)  P5  prom  +  6(P  -  Pnom)I  (2.32) 
where  p,,,  o,,,,  is  defined  as 
p+p 
Pnom  =-2  (2.33) 
The  measure  S  is  the  fractional  range  of  the  uncertainty  the  design  d  can  tolerate 
while  still  being  able  to  operate  in  the  feasible  region.  Thus  S=1  indicates  that 
the  constraints  can  be  satisfied  for  all  uncertain  parameters.  AS<1  indicates  that 
the  design  d  is  not  steady  state  controllable.  Measures  larger  than  unity  indicate  an 
easily  controllable  design  since  there  are  some  safety  margins.  The  measure  S  for  a 
given  design  d  is  found  by  solving 
max  S 
6 
s.  t.  max  min  max  gj(x,  u,  d,  p)  <0 
p  x,  u  i  (2.34) 
s.  t.  h(x,  u,  d,  p)  =0 
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2.1.3.1  Optimal  Design  of  Batch  Fermenters 
In  [87]  an  integrated  approach  is  proposed  to  design  optimal  batch  processes.  An 
optimal  control  problem  is  solved  to  determine  an  optimal  operating  policy  and  the 
corresponding  optimal  state  profile.  Once  these  are  established,  different  criteria  are 
proposed  to  investigate  the  controllability  of  these  profiles.  The  control  objective  is 
to  track  a  subset  of  these  optimal  profiles.  The  criteria  include  invertibility  of  the 
model  for  all  possible  uncertainties.  A  safe  operation  of  the  process  is  ensured  if 
it  is  possible  to  find  a  control  input  such  that  the  states  do  not  violate  any  safety 
constraints  in  the  presence  of  non  nominal  operating  conditions.  It  is  not  obvious 
how  to  modify  the  original  problem  formulation  once  it  is  found  that  the  optimal 
profiles  do  not  satisfy  the  safety  criteria. 
The  invertibility  criteria  is  equivalent  to  the  perfect  control  criteria  for  continuous 
plants.  Denote  by  ysp(t)  the  time-varying  vector  set  point  profile  for  the  process 
outputs.  The  process  is  invertible  if  it  is  possible  to  find  a  control  input  to  track 
these  profiles  under  all  uncertainties.  For  analytical  solutions  of  invertibility  the 
reader  is  referred  to  [41,42].  Alternatively  the  inversion  problem  can  be  formulated 
as  an  optimal  control  problem  [53].  This  optimisation  problem  is  essentially  the 
feasibility  constraint  for  a  dynamic  system.  The  control  objectives  are  that  the 
output  tracks  the  set  point  perfectly  ysr(t)  =y  and  that  the  control  bounds  are  not 
exceeded. 
2.2  Modeling  of  Fermentation  Systems 
In  this  section  models  of  fermentation  systems  will  be  presented.  This  review  is  not 
intended  to  be  exhaustive.  The  intention  is  to  explain  the  models  used  in  this  thesis. CHAPTER  2.  DESIGN  AND  CONTROLLABILITY 
For  thorough  reviews  on  models  of  fermentation  systems  the  reader  is  referred  to 
[62,5]. 
2.2.1  The  Tank  Fermenter 
In  this  section  the  unsteady  state  mass  balances  of  a  tank  fermenter  are  derived. 
It  is  assumed  that  there  is  only  a  single  species  of  microorganism  growing  in  the 
tank  and  there  is  only  one  growth  limiting  substrate.  The  extension  to  multiple 
species  is  straightforward.  Multiple  substrates  can  be  included  in  the  model  by 
using  appropriate  kinetic  expressions  for  the  growth  rates. 
The  fermenter  is  shown  in  Fig.  2.2.  The  stream  Fi,,  flows  into  the  fermenter. 
Fin 
xs 
Figure  2.2:  An  ideal  stirred  tank" 
The  cell  concentration  of  this  stream  is  Xf  and  the  concentration  of  the  growth CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  15 
limiting  substrate  in  this  stream  is  Sf.  The  stream  leaving  the  fermenter  is  called 
Föut.  It  is  assumed  that  the  content  is  well  mixed.  Therefore  the  cell  and  substrate 
concentrations  of  the  outlet  stream  are  the  same  as  in  the  fermenter.  The  model 
describing  the  dynamics  of  the  total  cell  mass  in  the  fermenter  (X1'),  the  total 
substrate  (SV),  the  total  product  (PV)  and  the  tank  volume  V  is  given  by 
d(XV) 
=  rX  V+X  fFin  -X  Fout  (2.35) 
dt 
d(SV) 
=  rsV  +  Sf  Fin  -  SF,,,  t  (2.36) 
dt 
d(PV) 
=  rpV  +  Pf  Fin  -  PF.  t  (2.37) 
dt 
dV 
-  Fin-Foist  (2.38) 
dt 
and  by  applying  the  chain  rule  of  differentiation,  the  model  becomes 
dV 
X 
dX 
V=  +  rX  V+Xf  Fig  -X  Four  (2.39) 
dt  dt 
dV 
S 
dS 
V  +  =  rsV  +  Sf  FZ￿  -  SF0ýt  (2.40) 
dt  dt 
dV 
P 
dP 
V  +  =  rpV  + 
. 
Pf  F=n  -  PF0,,  t  (2.41) 
dt  dt 
dV 
=  Fig-F'oý.  t 
(2.42) 
dt 
Re-arranging  these  equations  gives 
dd 
=  rx  +xfv 
Fin 
(2.43) 
dS 
=  rs  + 
Sf 
vS 
F=n 
(2.44) 
dt CHAPTER  2.  DESIGN  AND  CONTROLLABILITY 
dP 
_ 
Pf-P 
dt 
rp+ 
V 
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Reaction  rate  terms  are  derived  in  the  following  section. 
2.2.2  Process  Kinetics 
46 
(2.15) 
(2.46) 
In  this  section,  the  reaction  terms  in  the  model  are  presented.  For  the  growth  of 
cell  mass  in  a  pure  batch  process,  the  specific  rate  is 
1  dX 
X  dt  =  a(X,  S)  [h-']  (2.47) 
and  the  corresponding  rate  expression 
rX  =  µ(X,  S)X  (2.48) 
For  the  substrate  consumption  in  a  batch  process,  the  specific  rate  is 
1  dS 
_  p(X,  S)  [h-']  (2.49) 
S  dt 
and  the  rate  is 
rs  =  p(X,  S)  (2.50) 
A  parameter  of  great  importance  in  these  models  is  the  yield  factor.  This  factor  was 
originally  defined  by  Monod  (Reference  in  [62])  by  the  quQtient 
_ 
AX 
_ 
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Figure  2.3:  Monod  kinetics 
dX/dt 
_ 
r,  g  cells  formed 
dS/dt  rs  g  substrate  used 
(2.52) 
The  assumption  of  a  constant  yield  coefficient  during  fermentation  is  not  realistic. 
In  real  fermentation  the  yield  coefficient  depends  on  various  other  parameters  which 
either  can  not  be  modeled  or  their  influence  is  often  neglected.  The  following  ex- 
pression  shows  the  influence  of  the  growth  rate  on  the  yield  factor  if  a  maintenance 
term  is  included. 
1=Y1 
aý 
+  SS  (2.53) 
Yx/s  s  m(  ) 
This  means  that  the  cells  are  not  using  the  substrate  for  growth  only,  a  part  of  the 
substrate  is  utilised  for  maintenance. 
Different  expressions  for  the  specific  growth  rate  are  reviewed  in  [62].  The  most 
widely  used  growth  rate  expression  is  the  Monod  kinetics,  shown  in  Fig.  2.3,  where 
S  is  the  growth  limiting  substrate  concentration 
15 
µ(s)=  lima 
s  (2.54) 
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Figure  2.4:  Substrate  inhibited  Monod  kinetic 
and  KS  is  the  Monod  constant.  The  Monod  kinetics  can  be  formally  derived  for 
enzyme  kinetics  (Michaelis  Menten  kinetics)  in  order  to  show  the  analogy  between 
the  varios  mechanisms.  The  Monod  kinetic  can  be  modified  to  include  substrate 
inhibition 
_s 
ýý'ýý  =  µmax 
Ks  +  S+  S2/Ki  (2.55) 
where  Ki  is  the  inhibition  constant.  This  is  shown  in  Fig  2.4  Other  modifications 
to  include  product  inhibition  are 
µ  (S,  P)  -µ  max  s 
SK 
(1 
-  ýP 
) 
'ý  S 
Kp  (2.56) 
where  a  high  product  concentration  has  a  negative  effect  on  the  specific  growth  rate 
as  shown  in  Fig  2.5. 
2.3  Controllability  of  Fermentation  Systems 
The  succesful  operation  of  the  downstream  processes  depends  strongly  on  the  per- 
formance  of  the  fermentation  in  a  biochemical  plant.  It  is  therefore  important  to CHAPTER  2.  DESIGN  AND  CONTROLLABILITY 
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Figure  2.5:  Product  inhibited  Monod  kinetic 
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keep  variations  of  the  fermentation's  states  small.  Some  work  evaluating  the  con- 
trollability  of  continuous  fermentation  processes  has  been  published.  In  [1]  various 
designs  of  continuous  bioreactors  were  examined  for  their  controllability  properties 
based  on  steady  state  arguments.  It  is  found  that  a  better  control  performance  of 
a  bioreactor  can  be  expected  if  a  second  feed  stream,  which  does  not  contain  any 
growth  limiting  substrate,  is  used  as  the  manipulated  control  input.  In  [54]  a  com- 
parison  is  made  between  using  the  dilution  rate  or  the  input  substrate  concentration 
as  the  manipulated  variable  in  order  to  keep  the  cell  concentration  constant.  The 
substrate  concentration  of  the  inlet  flow  yields  better  controllability  properties  than 
the  dilution  rate.  This  result  is  confirmed  by  others  ([102])  using  linearised  transfer 
function  models.  In  [10]  a  high  concentration  feed  stream  and  a  substrate  recycle  are 
added  to  a  single  continuous  fermenter  to  design  an  optimal  controllable  continuous 
fermenter.  In  [103]  different  designs  of  a  continuous  bioreactor  with  a  cross  flow 
filtration  recycle  are  studied. 
Dll- 
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2.4  Optimal  Control  of  Fed  Batch  Fermenters 
50 
Optimal  control  of  fed  batch  fermentation  has  been  widely  studied  and  different 
approaches  for  the  solution  of  these  problems  have  been  proposed.  In  [35]  the  feed 
rate  was  used  as  a  control  variable  and  an  analytic  expression  for  the  switching 
times  between  bang-bang  control  intervals  and  singular  arcs  was  derived.  For  the 
singular  arcs,  a  feedback  law  for  the  feed  rate  was  obtained.  General  characteristics 
for  the  optimal  feed  rate  profiles  for  different  classes  of  fed  batch  fermentations  were 
presented  in  [56],  and  in  [47]  these  characteristics  were  used  to  establish  a  numerical 
procedure  to  obtain  the  optimal  control  profiles  for  the  singular  control  problem. 
In  [20]  the  control  and  state  profiles  were  approximated  with  Lagrange  polynomials 
and  orthogonal  collocation  was  used  to  transform  the  optimal  control  problem  into 
a  NLP  problem.  Discontinuities  of  the  control  profiles  were  taken  into  account  via 
the  introduction  of  a  set  of  additional  super-elements  as  decision  variables.  This 
formulation  can  deal  with  general  constraints.  In  [55]  a  non-singular  control  ap- 
proach  was  presented  to  solve  fed  batch  optimisation  problems.  The  feed  substrate 
concentration  and  the  temperature  in  the  fermenter  were  used  as  control  variables 
in  [43]  in  order  to  obtain  a  non-singular  control  problem.  The  growth  rate  was 
assumed  to  be  temperature  dependent.  To  compute  the  optimal  trajectories  the 
Hamiltonian  of  the  system  was  minimised.  The  system  and  adjoint  equations  were 
solved  by  orthogonal  collocation  and  the  constraints  were  introduced  via  a  penalty 
function  approach.  In  [78]  the  substrate  concentration  in  the  reactor  was  used  as 
the  control  variable  to  derive  a  non-singular  control  problem.  The  optimal  profile 
of  the  substrate  concentration  was  then  realised  with  a  feedback  controller  which 
used  the  feed  substrate  concentration  as  the  manipulated-variable.  A  control  vec- 
tor  parameterisation  technique  was  used  in  [17]  to  solve  the  optimisation  problem 
which  was  formulated  in  the  context  of  a  differential  algebraic  system  of  equations. CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  51 
The  problem  takes  into  account  general  constraints  on  state  and  control  variables. 
In  [23]  the  optimal  control  problem  was  also  formulated  as  a  differential  algebraic 
system  and  Kelly's  transformation  was  used  to  derive  a  nonsingular  control  prob- 
lem.  Iterative  dynamic  programming  was  used  in  [50]  to  obtain  the  optimal  feed 
rate  profiles.  General  constraints  can  be  included  via  a  penalty  function  approach. 
Different  optimisation  methods  were  compared  in  [32]  to  obtain  the  optimal  feed 
rate  profiles.  It  was  concluded  that  the  problem  is  nonconvex  with  several  local 
optima. 
2.5  Conclusions 
One  of  the  most  widely  studied  methods  for  controllability  analysis  is  that  based 
on  linear  process  models.  This  method  for  evaluating  controllability  is  applicable  to 
processes  which  operate  at  steady  state  and  for  which  the  dynamic  behavior  can  be 
adequately  approximated  by  a  linear  process  model  around  the  steady  state.  The 
advantage  of  such  a  method  is  that  it  can  be  used  on  linear  process  models  derived 
either  from  detailed  nonlinear  models  or  from  linear  dynamic  shortcut  models  based 
on  steady  state  models  ([46,86]).  Thus  at  an  early  stage  of  the  design  process  con- 
trollability  tests  can  be  introduced.  Another  advantage  of  open  loop  measures  is 
that  the  control  system  does  not  need  to  be  specified  to  determine  a  controllability 
measure.  It  is  generally  difficult  to  integrate  these  measures  into  a  systematic  design 
procedure  [65,51].  However,  these  tools  are  useful  to  screen  different  design  alter- 
natives  to  identify  attractive  process  structures.  This  is  demonstrated  in  chapter 
five. 
Steady  State  controllability  (or  flexibility)  can  be  taken  into  account  by  using  the 
flexibility  framework  described  above.  The  design  framework  aims  to  optimise  the CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  52 
process  performance  under  uncertainty  according  to  an  objective  function.  Control 
variables  are  used  to  guarantee  feasible  operation.  The  set  points  are  added  to 
the  model  and  are  determined  by  the  optimisation.  The  control  objective  in  this 
approach  is  to  force  feasible  operation,  i.  e.  to  satisfy  a  set  of  inequality  constraints. 
It  is  not  obvious  in  this  approach  whether  the  process  can  be  transfered  from  one 
steady  state  to  another  without  constraint  violation.  This  difficulty  can  be  overcome 
by  using  dynamic  models  in  the  problem  formulation.  In  order  to  incorporate  the 
controller  in  the  model  it  is  not  sufficient  to  include  the  set  points  into  the  problem 
formulation.  When  using  dynamic  models  the  control  system  should  be  specified, 
e.  g  PI  controllers  should  be  included  into  the  problem  formulation.  This  is  due  to 
the  fact  that  although  a  control  objective  which  requires  no  offset  at  all  times  is 
appropriate  for  operation  at  steady  state,  it  is  much  too  restrictive  if  the  process 
operates  dynamically.  A  dynamic  model  of  the  process  is  required  and  information 
about  a  suitable  controller  is  also  required.  This  approach  is  in  principle  applicable 
to  batch  processes  if  the  design  constraints  represent  the  control  objective. 
In  the  multi-objective  design  approach  a  nonlinear  model  is  combined  with  a  con- 
trollability  indicator  which  should  be  easily  available.  This  is  fulfilled  in  the  methods 
proposed  by  [65,51].  The  measures  are  based  on  linear  process  models  and  therefore 
are  not  applicable  for  nonlinear  processes  operating  in  non-steady  state  modes. 
Nonlinear  dynamic  models  for  fermentation  systems  are  described  in  third  part  of 
this  chapter.  These  models  are  low  order  models  which  describe  the  behavior  of  the 
process  sufficiently  well. 
Different  optimal  control  methods  have  been  applied  to  unstructured  fermentation 
models.  These  optimal  control  methods  do  not  guarantee  that  the  resulting  oper- 
ating  strategy  is  a  favorable  one  in  the  presence  of  uncertainties  and  disturbances. 
This  shortcoming  can  be  overcome  if  a  control  system  which  counteracts  these  un- CHAPTER  2.  DESIGN  AND  CONTROLLABILITY  53 
certainties  is  incorporated  into  the  optimal  control  method. 
The  next  chapter  presents  methods  to  transform  an  optimal  control  problem  into  a 
parameter  optimisation  problem.  In  the  third  chapter  the  above  flexibility  approach 
is  incorporated  into  the  transformed  problem  formulation.  In  order  to  guarantee 
bounds  on  the  outcome  of  the  fermentation,  a  second  worst  case  objective  is  formu- 
lated  and  the  problem  is  solved  in  a  multi-objective  optimisation  framework.  Such 
an  approach  provides  a  systematic  way  to  incorporate  controllability  aspects  into 
the  design  procedure. Chapter  3 
Optimal  Control 
The  design  of  a  fed  batch  fermenter  can  be  formulated  as  an  optimal  control  problem. 
In  this  chapter  the  mathematical  foundations  necessary  to  solve  optimal  control 
problems  are  explained.  Sequential  Quadratic  Programming  (SQP)  to  solve  static 
optimisation  problems  will  be  explained.  The  formulation  of  a  general  optimal 
control  problem  is  introduced.  Methods  to  reformulate  optimal  control  problems  as 
parameter  optimisation  problems  are  reviewed.  The  reformulated  problem  can  be 
solved  using  any  appropriate  NLP  solver.  These  methods  usually  parameterise  the 
control  variable  u(t)  as  a  piecewise  function  of  time,  such  as  a  constant  function  or  a 
Lagrange  polynomial.  The  various  methods  proposed  in  the  literature  differ  mainly 
in  how  the  Ordinary  Differential  Equations  (ODEs)  are  formulated  as  constraints 
in  the  optimal  control  problem.  The  system  of  ODEs,  Eq.  3.28,  can  be  solved  using 
an  Initial  Value  Problem  (IVP)  or  Boundary  Value  Problem  (BVP)  solver  in  each 
optimisation  iteration  ([74,91,90]).  Since  the  differential  equations  are  solved  to 
feasibility  and  sequentially  in  each  optimisation  iteration,  this  approach  is  called  the 
sequential  feasible  approach.  Sequential  feasibility  relates  only  to  the  solution  of  the 
ODEs  and  not  to  the  optimisation  iteration  if,  for  example,  an  SQP  type  method  is 
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employed  to  solve  the  problem.  A  premature  termination  of  the  optimisation  does 
not  in  general  return  a  feasible  iteration  because  there  is  no  guarantee  that  all  the 
inequalities  are  satisfied.  There  are  SQP  methods  which  produce  feasible  iterations 
(see  [66]).  In  these  methods  the  optimisation  can  be  stopped  before  termination  and 
a  feasible  point  is  obtained. 
In  the  simultaneous  approach,  the  ODEs  are  solved  simultaneously  with  the  op 
timisation  problem  by  using,  for  example,  a  method  of  weighted  residuals  (e.  g. 
orthogonal  collocation)  to  approximate  the  state  profiles([20,6,73,88]). 
Alternatively,  as  a  hybrid  between  these  two  approaches,  a  multiple  shooting  method 
originally  developed  for  solving  BVPs  can  be  employed  to  discretise  the  ODEs([69, 
90,44]).  The  ODEs  are  feasible  in  the  shooting  intervals  at  each  iteration  and  the 
solution  at  the  nodes  converges  simultaneously  with  the  optimisation  iterations. 
Each  of  these  methods  has  its  own  advantages  and  disadvantages  and  has  success- 
fully  been  applied  to  a  number  of  process  examples.  Gradient  calculations  for  the 
sequential  feasible  method  are  described  in  [74],  [49]  and  [14].  These  calculations  can 
also  be  applied  to  the  hybrid  method.  For  the  simultaneous  approach,  the  gradients 
can  be  obtained  directly  from  the  expressions  for  the  discretisation. 
These  methods  will  be  used  later  to  optimise  fed-batch  fermentations. 
3.1  Sequential  Quadratic  Programming 
SQP  is  not  a  single  algorithm  but  rather  a  conceptual  method  from  which  numer- 
ous  specific  algorithms  have  evolved.  In  general  the  nonlinear  programming  (NLP) CHAPTER  3.  OPTIMAL  CONTROL  56 
problem  to  be  solved  is 
min  f  (x) 
x 
s.  t.  h(x)  =0  (3.1) 
9W  0 
The  basic  idea  of  SQP  is  to  model  the  NLP  problem  at  a  given  approximate  solution 
xk  by  a  Quadratic  Programming  (QP)  subproblem  and  then  to  use  the  solution  of 
this  to  construct  a  better  approximation  at  xk+1.  An  algorithm  is  said  to  be  locally 
convergent  if  it  converges  to  a  solution  starting  from  a  point  close  to  the  solution. 
It  is  globally  convergent  if  it  converges  to  some  local  solution  from  any  remote 
starting  point.  In  order  to  achieve  global  convergence  towards  a  solution,  a  means 
of  monitoring  progress  is  needed.  In  the  unconstrained  case  the  objective  function 
can  be  used  directly.  In  the  constrained  case  progress  can  be  monitored  through 
the  use  of  a  merit  function.  The  merit  function  is  used  to  find  an  acceptable  step 
towards  the  solution  of  the  problem. 
Most  of  the  following  analysis  is  carried  out  for  equality  constrained  problems  only 
min  f  (x) 
x 
(3.2) 
s.  t.  h(x)  =0 
Extensions  to  the  inequality  constrained  problems  are  done  whenever  necessary. 
The  first  order  optimality  conditions  (Karush-Kuhn-Tucker  (KKT)  conditions)  for CHAPTER  3.  OPTIMAL  CONTROL  5; 
problem  Eq.  3.2  are 
V,.  C(x*,  A*)  =0  (3.3) 
and 
h(x*)  =0  (3.4) 
where  the  Lagrangian  function  C  is  defined  as 
£(x,  a)  =f  (x)  -  h(x)TA  (3.5) 
and  the  components  of  A  are  the  Lagrangian  multipliers. 
3.1.1  The  Quadratic  Subproblem 
In  an  SQP  algorithm,  a  QP  sub-problem  is  solved  at  each  iteration  to  determine  a 
suitable  search  direction  p.  The  QP  sub-problem  can  be  formulated  in  such  a  way 
as  to  define  a  Newton  step  in  x  and  A  applied  to  the  KKT  conditions 
Vf  (x*)  -V  xh(x*)T  A*  =0 
h(x*)  =0 
(3.6) 
(3.7) 
The  set  of  linear  equations  which  defines  a  Newton  step  at  x'  in  iteration  k  is  then 
Qx,  C(2k,  ý1k) 
-Vxh(xk)T  xk+1  -  xk  -VxCk 
_  (3.8) 
V  h(xk)  0  Ak+l 
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where  \2r(xk,  Ak)  is  the  Hessian  of  the  Lagrangian  function.  The  Hessian  of  the 
Lagrangian  function  can  be  approximated  by  a  quasi  Newton  update  Bk  at  the  k-th 
iteration.  Rearranging  Eq.  3.8  yields  the  following  set  of  linear  equations  which  are 
solved  to  perform  the  Newton  step 
Bk  -D,  h(xk)T  p- 
(_vf(xk) 
(3.9) 
v  h(xk)  0  \k+1  -h(xk) 
where  p  is  defined  as 
p_  Xk+l  _  xk  (3.10) 
The  solution  of  problem  3.9  is  equivalent  to  the  solution  of  the  following  QP  sub- 
problem 
min  2pTBkp+Vxf(xk)Tp 
S.  t.  V  h(xk)  +  h(x')  =0 
(3.11) 
Solving  the  above  sub-problem  at  each  iteration  to  find  the  search  direction  is  equiv- 
alent  to  applying  Newton's  method  to  the  KKT  conditions. 
This  QP  sub-problem  can  be  extended  to  cover  inequality  constrained  optimisation 
problems  by  applying  an  active  set  strategy  [24,9]  or  an  interior  point  method 
[37,99]. 
For  nonlinear  constrained  optimisation  problems  it  cannot  be  guaranteed  that  the 
QP  sub-problem  has  a  solution.  It  is  possible  that  the  linearisation  of  the  constraints CHAPTER  3.  OPTIMAL  CONTROL 
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at  the  current  point  results  in  an  empty  feasible  region.  In  [7]  an  easily  adaptable 
approach  is  described  to  deal  with  this  situation.  If  the  QP  solver  cannot  find  a 
feasible  point,  it  often  returns  the  sum  of  the  constraint  violations  (infeasibilities) 
at  a  given  point.  If  the  feasibility  tolerance  of  the  QP  solver  (this  is  the  tolerance 
associated  with  a  constraint  violation)  is  reset  to  this  sum  and  the  problem  is  re- 
solved  then  sub-problem  must  have  a  non-empty  feasible  region.  In  [7]  it  is  shown 
that  the  resulting  search  direction  is  a  descent  direction  for  the  merit  function. 
3.1.2  The  Hessian  Update 
The  Hessian  of  the  Lagrangian  function  can  be  approximated  using  a  quasi-Newton 
update.  A  common  procedure  for  generating  the  Hessian  approximation  is  to  require 
that  the  secant  condition 
Bk+l  (X'+l  _  xk)  -  vr(xk+I,  Ak+l)  -  vr(x',  A  k)  (3.12) 
is  satisfied.  Additionally,  it  is  required  that  the  actual  approximation  Bk  is  updated 
by 
Bk+l  =  Bk  +  Uk  (3.13) 
where  Uk  is  a  rank-one  or  rank-two  update  and  that  the  update  preserves  symmetry 
(Bk  symmetric  =  Bk+1  symmetric).  One  of  the  most  successful  rank-two  updates 
having  these  features  is  the  Broyden-Fletcher-Goldfarb-Shanno  (BFGS)  update  [24]. 
T  BkssT  Bk 
3.14 
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where 
S=  xk+l  _  xk  (3.15) 
and 
2ý  _V  C(xk+1'  Ak+l) 
- 
V.  C(xk'  \k+l)  (3.16) 
A  matrix  Bk+1  generated  by  Eq.  3.14  is  positive  definite  if  Bk  is  positive  definite 
and  the  condition 
yTS>0  (3.17) 
is  satisfied.  Positive  definiteness  of  the  Hessian  approximation  is  ensured  if  Eq.  3.17 
is  satisfied  for  each  update.  Powell  [71]  suggested  that  it  is  possible  to  maintain  the 
positive  definiteness  of  the  Hessian  by  modifying  the  update  equation  (Eq.  3.14)  by 
replacing  y  in  Eq.  3.16  with 
y=Oy+(1-O)Bks  (3.18) 
where  0E  (0,1].  With  this  modification  it  is  always  possible,  for  a  suitable  0,  to 
satisfy  Eq.  3.17  although  the  secant  condition,  Eq.  3.12,  is  not  satisfied  anymore. 
Although  no  proof  of  local  convergence  has  been  found  for  the  above  Hessian  approx- 
imation,  the  algorithms  based  on  this  procedure  have  been  shown  to  be  successful 
in  practice  ([9]  ). CHAPTER  3.  OPTIMAL  CONTROL 
3.1.3  The  Merit  Function 
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In  order  to  achieve  global  convergence,  a  merit  function  is  needed  to  compute  an 
appropriate  step  length.  Intuitively  the  merit  function  can  be  regarded  as  a  function 
which  balances  progress  in  the  objective  function  with  progress  in  satisfying  the 
constraints.  The  step  length  a  is  defined  as 
xk+l  =  Xk  +  ap  (3.19) 
where  aE  (0,1]  and  xk+1  is  the  next  approximation  of  the  solution.  The  merit 
function  is  then  minimised  with  respect  to  a  to  compute  the  appropriate  step  length. 
One  of  the  first  merit  functions  to  be  proposed  was  the  non-differentiable  penalty 
function,  the  11-merit  function, 
O(x)  =f  (x)  +  pl  h(x)  I1  (3.20) 
where  p  is  a  positive  constant.  Global  convergence  can  be  shown  with  the  above  0 
as  a  merit  function  ([31,9])  and  with  the  parameter  p  chosen  such  that 
p=  ICI.  +E 
(3.21) 
where  A  are  the  Lagrangian  multipliers  from  the  corresponding  QP  sub-problem  and 
E>0.  Unfortunately  using  this  merit  function  can  lead  to  small  step  sizes  close  to 
the  solution  [16].  To  circumvent  this  problem  Powell  ([71])  proposed  the  following 
merit  function  instead 
O(x)  =f  (x)  +  oj  Ih  (x)  I  (3.22) 
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where  the  weights  cr,  for  the  iterations  k=1,2, 
...  n  are  given  by 
1 
ajk=  min[Qk-1,2  ('k+  ak-1)]  (3.23) 
and  their  initial  values  by 
01  0=  Äo  (3.24) 
The  weakness  of  this  approach  is  that  neither  global  nor  local  convergence  can  be 
proved  and  that  it  fails  on  certain  examples  ([16]).  However,  experience  has  shown 
that  it  is  suitable  to  solve  a  large  class  of  problems  ([9]). 
To  overcome  the  problem  of  slow  convergence  a  non-monotone  line  search  procedure, 
the  "watchdog"  method,  was  proposed  [16].  Here  the  step  size  is  chosen  to  reduce 
an  alternative  merit  function,  e.  g.  the  Lagrangian,  every  iteration  and  to  reduce  the 
original  merit  function,  the  li-merit  function,  every  n  iterations  (n  >  2).  i 
Other  merit  functions  such  as  the  augmented  Lagrangian  have  been  proposed  (e.  g. 
[7])  for  which  global  convergence  can  be  proved.  However  the  adjustment  of  the 
penalty  parameter  is  complicated  and  is  not  straightforward  and,  is  therefore  not 
pursued  here  any  further. 
Computing  an  appropriate  step  length  along  the  search  direction  obtained  from  the 
QP  sub-problem  can  be  done  by  applying  any  method  for  unconstrained  optimi- 
sation.  An  exact  minimisation  is  usually  not  justified  since  it  requires  too  many 
function  evaluations.  An  approximate  iterative  minimisation  based  on  a  quadratic 
interpolation  or  simple  backtracking  (a=+1  =  a;  /2),  is  sufficient  until  the  Armijo 
inequality 
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is  satisfied,  where  6  is  a  small  positive  constant  (6  ti  0.1). 
The  two  merit  functions  described  in  this  section  can  be  extended  to  cater  for 
inequality  constrained  problems  by  defining  the  functions 
9j(x)+  =  max[O,  9j(x)]  (3.26) 
and  treating  the  terms  as  equalities  in  the  merit  function.  The  multipliers  for  these 
constraints  result  from  the  QP  sub-problem  by  applying  an  active  set  strategy. 
3.1.4  Termination 
In  order  to  establish  if  the  algorithm  converged  to  a  local  minimum  within  a  certain 
tolerance,  a  termination  criterion  is  needed.  A  common  termination  criterion  which 
is  related  to  KKT  conditions  is 
meq  m 
Vf  (xk)pl  +I  Ai'i  xk)l  +I  Ajgj(xk)J  <E 
7=1  i=meq+1 
(3.27) 
where  E  is  an  appropriate  small  positive  number  and  meq  and  m  denote  the  number 
of  equality  constraints  and  total  number  of  constraints,  respectively.  Note  that  this 
termination  criterion  applies  to  all  stationary  points  and  not  only  to  local  minima. 
If  one  wants  to  ensure  that  a  minimum  has  been  located,  a  check  involving  second 
order  information  needs  to  be  incorporated. 
3.1.5  Outline  of  the  Algorithm 
The  various  steps  of  a  basic  SQP  algorithm  are  outlined  below: CHAPTER  3.  OPTIMAL  CONTROL  64 
step  1  Evaluate  the  objective  function  and  gradients  at  the  initial  point.  Choose  an 
initial  Hessian  approximation  (e.  g.  identity  matrix). 
step  2  Solve  the  current  QP  sub-problem. 
step  3  Find  an  appropriate  step  length  a  via  a  line  search  procedure. 
step  4  Check  the  termination  criteria.  If  they  are  satisfied,  terminate. 
step  5  Evaluate  the  gradient  at  the  new  point  and  update  the  Hessian  approximation. 
step  6  Go  to  step  2. 
3.2  The  Continuous  Optimal  Control  Problem 
In  the  previous  section  a  method  to  solve  parameter  optimisation  problems  is  de- 
scribed.  The  design  problem  of  a  fed  batch  fermentation  can  be  formulated  as  an 
optimal  control  problem.  In  this  section  we  describe  the  general  optimal  control 
problem.  This  problem  will  be  later  reformulated  such  that  it  can  be  solved  as  a 
parameter  optimisation  problem.  The  control  variables  of  the  optimal  control  prob- 
lems  considered  in  this  thesis  are  either  the  process  input,  for  example  a  feed  rate, 
the  process  duration  or  the  process  initial  conditions.  The  process  is  modeled  by  a 
system  of  ODEs 
±=  f(t,  X,  u)  (3.28) 
where  xE  R"  and  uE  R'  represent  the  state  and  contröl  variables,  respectively. 
The  time  horizon  I=  [to,  t  f]  may  be  assumed  to  be  either  fixed  or  determined  by 
the  optimisation.  It  is  assumed  that  the  function  f:  Ix  R"  x  Rk  ->  R"  is  such  that CHAPTER  3.  OPTIMAL  CONTROL  65 
a  unique  solution  to  Eq.  3.28  exists  for  any  given  initial  conditions  x(to)  =  xo  and 
controls  u(t).  A  control  strategy  u(t)  and  state  trajectory  x(t)  are  called  optimal  if 
they  satisfy  the  model  ODEs  and  optimise  the  objective  function 
J=  ýD(x(tf))  (3.29) 
which  is  given  here  in  Mayer  form.  The  initial  conditions  may  be  fixed  or  be  de- 
termined  by  the  optimisation.  This  form  of  the  objective  function  may  seem  to  be 
restrictive,  but  in  fact  more  general  forms  can  be  transformed  into  it.  The  more 
general  form 
J=  G(x(tf))  +f 
tf 
F(x,  u)  di  (3.30) 
to 
can  be  transformed  to  that  given  in  Eq.  3.29  by  adding  the  equation 
y=  F(x,  u)  (3.31) 
with  the  initial  condition 
Y(to)  =0 
(3.32) 
to  the  model  ODEs.  The  objective  function  in  Eq.  3.30  can  now  be  written  as 
J=  G(x(ts))  +  y(ts)  =  (D(z(tt))  (3.33) 
x 
where  z=.  This  and  other  transformations  are  shown  in  Table  3.1.  The 
y 
general  Unconstrained  Optimal  Control  Problem  (UOCP)  is  therefore  defined  as CHAPTER  3.  OPTIMAL  CONTROL  66 
min  (D(X(t  f» 
x(t),  u(t) 
(3.31) 
s.  t.  x=f  (t,  X,  u) 
In  most  practical  examples,  constraints  on  the  control  variables  are  specified.  The 
simplest  constraints  are  of  the  form 
u(t)  <  u(t)  <  ü(t)  (3.35) 
where  u(t)  and  U(t)  are  the  lower  and  upper  time-varying  bounds  on  the  control 
variable,  respectively.  The  solution  of  the  optimisation  problem  has  to  satisfy  these 
constraints.  Simple  time  varying  bounds  on  the  state  variables  can  also  be  given 
x(t)  5  x(t)  <  T(t)  (3.36) 
Other  more  complex  constraints  can  be  imposed  on  the  solution  as  well.  These 
constraints  are  often  described  by  a  set  of  inequalities  which  depends  on  the  states, 
controls,  and  time 
g(x,  u,  t)  <0  (3.37) 
This  set  of  inequalities  represents  path  and  interior  point  constraints  imposed  on 
the  state  variables  and  controls.  Path  constraints  are  constraints  which  have  to  be 
satisfied  over  continuous  intervals  of  time,  this  can  be  the  whole  time  horizon  or 
parts  of  it.  Interior  point  constraints  are  constraints  which  have  to  be  satisfied  at 
certain  instants  of  time  only 
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original  formulation  transformed  formulation 
free  end  time  fixed  end  time 
min  ýD(x(t  f))  min  (D(x(1)) 
st  x=  f  (x,  u),  0<  t<  tf  st  x=  f  (x,  u)y,  0<  t<  1 
0 
non  autonomous  autonomous 
min  ýD(x(t  f))  min  O(x(t  f)) 
st  i=  f(x,  u,  t),  0  <t  <tf  st  d=  f(x,  u,  y),  0  <t  <tf 
y=1 
y(0)  =0 
Bolza  Problem  Mayer  Problem 
min  -(D(x(t  f))  +  föf  F(x,  u,  t)dt  min  ýD(x(t  f))  +  y(t  f) 
st  ii  =f  (x,  u,  t),  0<t<tf  st  ±=f  (x,  u,  t) 
y=fo(x,  u)  t),  0<t<tf 
y(0)  =0 
Lagrange  Problem  Mayer  Problem 
min  föf  fo(x,  u,  t)dt  min  y(t  f) 
st  =f  (x,  u,  t),  0<t<tf  st  i=f  (x,  u,  t) 
y=fo(x,  u,  t),  05  t<tf 
y(0)=0 
Tschebyscheff  Problem  Mayer  Problem 
min  max  fo(x,  u)t) 
tE[O,  tf]  min  y(tr) 
st  th  =f  (x,  u,  t),  0<t<tf  st  ±=f  (x,  u,  t),  0<t<tf 
y=0 
fo(x)  u,  y)  -y<0 
Table  3.1:  Transformation  of  different  optimal  control  problems CHAPTER  3.  OPTIMAL  CONTROL 
A  subclass  of  these  interior  point  constraints  involve  boundary  conditions  only 
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9(x(to),  x(tf  ))  <0(:  3.:  39) 
A  special  case  of  this  constraint  is  when  all  initial  conditions  are  fixed 
X(O)  =  xo  (3.10) 
A  subclass  of  the  general  path  constraints  are  nonlinear  constraints  involving  the 
control  variable  only 
g(u,  t)  <0  (3.41) 
The  general  constrained  optimal  control  problem  is  then  given  by 
min 
X(t),  u(t)  ID(X(tf)) 
S.  t.  =f 
(t,  X,  u) 
u(t)  <  u(t)  <  ü(t) 
x(t)  <  x(t)  <  y(t) 
91(x(to),  x(tt!  )  C0 
92(x,  u,  ti)  <0 
93(u,  t)  C0 
94(x,  u,  t)  C0 
model  equations 
simple  control  bounds 
simple  state  bounds 
boundary  conditions 
interior  point  constraints 
control  path  constraints 
general  path  constraints 
(3.42) 
and  it  will  be  refered  to  as  an  OCP  (Optimal  Control  Problem).  The  solution 
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of  the  problem.  All  the  constraint  formulations  in  E  q.  3.42  are  special  cases  of 
the  constraint  formulation  in  Eq.  3.37.  The  overall  general  optimal  control  can  be 
written  in  a  more  compact  form  as 
min  ý(X(tf)) 
X(t),  U(t) 
(3.43) 
x,  u) 
9(x,  u,  t)  <_  o 
The  optimality  conditions  of  this  problem  are  not  given  here  since  we  do  not  attempt 
in  this  work  to  solve  the  problem  exactly.  Optimality  conditions  for  general  optimal 
control  problems  of  this  type  can  be  found,  for  example,  in  [13]. 
If  the  general  optimal  control  problem  depends  on  a  free  vector  of  parameters  pE 
RnP  these  parameters  can  be  treated  as  additional  constant  states.  Each  parameter 
pi  can  be  viewed  as  an  additional  state  x,,,  +,  for  which  a  constraint  is  added  to  the 
problem  to  force  this  state  to  be  constant  over  the  whole  time  horizon.  The  initial 
value  of  this  new  state  is  determined  by  the  optimisation.  The  constraint  which 
forces  pi  to  be  constant  over  the  time  horizon  is 
X,,,  +1  =  pt  Vt  E  [toi  tf]  (3.44) 
An  equivalent  formulation  of  this  constraint  is 
: in+i  =  0,  x(to)  =  pi 
(3.45) 
This  ODE  is  simply  added  to  the  model  equations  and  the  initial  value  of  this  state 
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In  the  above  formulation  it  was  assumed  that  the  end  time  was  fixed.  The  duration 
of  a  process  is  often  an  optimisation  variable  to  be  determined.  Problems  with  free 
end  time  can  be  included  in  the  above  formulation  by  introducing  an  additional 
state  variable  and  normalising  the  time  in  the  ODE  model.  The  extended  system  is 
given  by 
dx 
-  f(0,  x,  u)(x  +i  -  to) 
dT  (3.46) 
dxn+l 
_O  drr 
where  the  original  time  has  been  replaced  by 
e(T)  =  to  +  r(xn, 
-F1  - 
to),  TE  [0,1]  (3.47) 
and  -r  is  the  normalised  time.  This  shows  that  a  wide  class  of  problems  is  covered 
in  the  general  problem  formulation. 
3.3  Discretisation  Schemes 
In  this  section  a  number  of  tools  for  reformulating  the  continuous  OCPs  as  NLP 
problems  are  outlined.  The  parameterisation  of  the  control  profile  is  described  first, 
to  be  followed  by  the  discretisation  of  ODEs  using  explicit  and  implicit  Runge  Kutta 
schemes.  The  implicit  Runge  Kutta  scheme  is  shown  to  be  equivalent  to  a  collocation 
scheme. 
3.3.1  Control  Parameterisation 
In  order  to  reformulate  an  OCP  as  a  NLP  problem  the  control  function  u(t)  is 
defined  by  a  finite  number  of  parameters.  For  convenience  it  is  often  assumed  that CHAPTER  3.  OPTIMAL  CONTROL  71 
the  continuous  control  variable  profile  u(t)  can  be  approximated  by  piecewise  low 
order  polynomials  over  time.  The  time  horizon  from  to  to  tf  is  divided  into  in 
suitable  sub-intervals 
=  to  5  ti  < 
... 
5  tm-1  <  tm  =tf  (3.48) 
In  each  of  these  sub-intervals  the  control  variable  is  approximated  by  a  low  order 
function.  In  the  j-th  interval  the  control  function  is  defined  as 
u(t)  =  co  (qj,  t),  qj  E  RkI  tE  [t3,  tj+i]  (3.49) 
where  qj  is  a  vector  containing  the  parameters  of  this  function  in  the  j-th  interval. 
In  the  simplest  case  a  constant  function  is  used  for  each  time  interval  and  the  control 
parameterisation  in  the  j-interval  is  then  given  by 
ýp.  7(t)  =  qj,  qj  E  Rk  (3.50) 
This  is  illustrated  in  Fig.  3.1.  Another  simple  case  is  when  a  piecewise  linear 
approximation  is  used 
ýI 
2k  (3.51 
qjl  +t-t,  (qj2  q  i)  q7 
j1 
ERl 
tj+i 
- 
tj 
qj2 
Here  the  control  function  in  the  j-th  interval  is  a  linear  interpolation  between  the  two 
end  values  qji  and  qj2  of  the  interval.  Fig.  3.2  shows  a  piecewise  linear  approximation 
of  the  control  variable.  A  more  general  parameterisation  is  given  by  approximating 
the  control  variable  by  a  polynomial  of  degree  s-1  (in  Langrange  form)  over  each 
time  interval.  The  control  function  in  the  j-th  sub-interval  is  given  in  this  case  by 
qjt-  (7-j),  qj  E  Rsk,  T;  E  [U,  1)  (3.52) 
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where  7-j  is  the  normalised  time  over  the  j-  th  sub-interval 
t. 
-t:  _1  Tj 
t3 
_tß_1' 
tc  [t3. 
-l, 
tj]  (3.53) 
and 
'ci 
(Tý  _T- 
Cl 
C-  Cl  (3.54) 
i=1,1#i  z 
This  representation  interpolates  the  control  variable  between  the  points 
ýC;  (ci)  =  qji,  i=1, 
...  ,8-1  (3.55) 
by  a  polynomial  of  degree  s-l.  It  is  illustrated  in  Fig.  3.3  for  a  quadratic  polynomial 
representation. 
In  general  it  is  not  necessary  that  all  the  control  variables  in  an  optimal  control 
problem  are  parameterised  in  the  same  way.  Each  control  function  can  be  ap- 
proximated  by  a  separate  parameterisation.  In  principle  the  parameterisation  for  a 
control  variable  could  be  different  for  each  time  interval.  However,  this  would  make 
the  implementation  less  straight-forward. 
There  are  two  possible  ways  to  enforce  continuity  of  the  control  variables  at  the 
boundaries  of  the  time  elements.  These  are  illustrated  here  for  a  scalar  control 
function  using  a  piecewise  linear  parameterisation.  If  the  parameterisation  of  Eq. 
3.51  is  chosen  then  continuity  at  the  interval  boundaries  can  be  enforced  by  adding 
the  m-1  constraints 
qj2  =  q(.  i+,  )i,  .7=0,1,1,.  ,m-2 
(3.56) CHAPTER  3.  OPTIMAL  CONTROL 
to  the  optimisation  problem. 
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Continuity  at  the  boundaries  can  also  be  achieved  by  adding  an  ODE  to  the  model 
equation  for  each  control  variable.  The  control  variable  is  then  defined  on  the  interval 
by 
q(j+,  ),  -  qjl 
(3.57)  iL  =  t, 
7+1  - 
tj 
and  the  initial  condition  is 
ýo(to)  =  Qoi  (3.58) 
The  control  profiles  obtained  with  these  two  methods,  shown  in  Fig.  3.4,  are  iden- 
tical  and  the  only  difference  is  an  implementation  issue.  They  are  two  different 
representations  of  the  same  control  parameterisation. 
The  parameters  qji  corresponding  to  the  control  variable  parameterisation  can  be 
included  in  a  NLP  formulation.  If  we  denote  by  q  the  vector  containing  all  the 
control  parameters  qij 
q=  (qii,  q12)  ...  ,  q21,  q22,  ...  qkm)  (3.59) 
then  an  Unconstrained  OCP  (UOCP)  is  approximated  by  the  following  optimisation 
problem 
min  ýWtf)) 
x(t),  q 
(3.60) 
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Figure  3.1:  Piecewise-constant  approximation  of  the  control  variable 
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Figure  3.2:  Piecewise-linear  approximation  of  the  control  variable CHAPTER  3.  OPTIMAL  CONTROL 
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Figure  3.4:  Piecewise-linear  approximation  of  the  contro4  variable.  The  control 
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From  an  NLP  point  of  view  the  optimisation  of  the  continuous  variable  u(t)  rep- 
resents  an  infinite  dimensional  problem.  Using  control  parameterisation  transforms 
the  infinite  dimensional  control  variable  into  a  finite  dimensional  one.  Although  the 
continuous  nature  of  the  state  x(t)  is  retained,  it  will  be  shown  that  the  UOCP  can 
be  converted  into  a  NLP  problem.  The  approximative  solution  method  proposed 
here  assumes  a  priori  a  certain  structure  of  the  control  profile.  This  structure  has 
to  be  chosen  without  knowing  much  about  the  profile  of  the  'true'  solution.  It  is 
therefore  likely  that  the  solution  is  sub-optimal  and  it  is  difficult  to  estimate  how 
much  it  deviates  from  the  'true'  solution.  Some  methods  have  been  proposed  to 
estimate  this  deviation(e.  g.  [80]). 
3.3.2  Discretisation  Schemes  for  ODEs 
The  discretisation  of  ODEs  using  an  Explicit  Runge  Kutta  (ERK)  scheme  is  first 
considered.  It  is  shown  that  an  Implicit  Runge  Kutta  (IRK)  method  is  equivalent 
to  a  collocation  method.  By  this  equivalence,  it  is  possible  to  explain  the  differences 
between  the  multiple  shooting  and  the  direct  discretisation  approaches.  We  then 
describe  methods  to  use  this  discretisation  to  solve  IVPs  and  BVPs.  The  IRK 
approach  is  chosen  here  because  it  can  be  shown  clearly  how  the  same  discretisation 
scheme  can  be  employed  for  different  solution  procedures. 
3.3.2.1  Explicit  Runge  Kutta  Method 
Here  we  present  the  set  of  equations  which  defines  an  ERK  method  of  third  order 
([28]).  For  a  given  step  size  sequence  the  resulting  equations  approximate  the  solu- 
tion  of  the  ODE  system.  An  ERK  method  of  order  3  is  defined  by  the  following  set CHAPTER  3.  OPTIMAL  CONTROL 
of  equations 
k1  =  f(tz,  x2,  u(ti))  (3.61) 
k2  =f  (ti  +  h,  xi  +  hki,  u(t,  +  h))  (3.62) 
k3  =  f(to  +  h/2,  xl+  4  (ki  +  k2),  1u(ti  +  h/2))  (3.63) 
xti+l  =  xi+  6(k1+4k3+k2)  (3.64) 
where  xi  is  the  state  at  the  current  time  t,  and  h  is  the  step  size.  xZ+t  is  the  state  at 
the  time  ti+i  =  ti  +  h.  Appropriate  error  estimates  and  step  size  control  mechanisms 
are  given  in  [28]. 
3.3.2.2  Implicit  Runge  Kutta  and  Collocation  Methods 
Collocation  methods  are  often  used  to  discretise  the  differential  equations.  The 
resulting  set  of  nonlinear  equations  is  added  as  constraints  to  the  NLP.  Here  the 
equivalence  between  a  collocation  method  and  an  IRK  method  is  shown.  Based  on 
this  equivalence  it  is  possible  to  outline  the  basic  differences  between  the  various 
approaches. 
This  section  discusses  some  of  the  basic  properties  of  collocation  methods  used  to 
discretise  ODEs.  The  time  horizon  [to,  t  f]  is  split  into  n  intervals 
to<tl  <...  <tn, 
-1 
<to=tf  (3.65) 
It  is  assumed  that  the  solution  of  the  ODEs,  x(t),  can  be  approximated  by  a  poly- 
nomial  in  each  of  these  sub-intervals.  It  is  required  that  each  of  these  polynomials CHAPTER  3.  OPTIMAL  CONTROL 
Iý 
solves  the  ODE  at  s  collocation  points  inside  the  interval.  The  s  collocation  points 
for  the  j-th  interval  are  given  by 
tj  <  ti,  +  clh  < 
... 
<  tj  +  c3h  <  tj.  +l  (3.66) 
where 
hj 
=  t3  .  -i-1  - 
t3  (3.67) 
The  polynomial  which  approximates  the  solution  on  the  j-th  interval  is  defined  by 
ý(tj  +  c,  hj)  =  f(tj  +  c=hj,  O(t7  +  czh.,  ))I 
q(ty)  =  x(t,  )  (3.68) 
i=1,2,...,  s  (3.69) 
The  first  equation  ensures  continuity  between  each  of  the  intervals.  The  second 
equation  ensures  that  the  polynomial  approximates  the  solution  of  the  ODE  at  the 
collocation  points  t3-+  cih3-.  The  solution  at  the  end  point  of  the  j-interval  is  given 
by 
x  (t7+1)  =  O(Tj+1  )  (3.70) 
These  equations  define  an  s-stage  IRK  method.  ý  is  a  polynomial  of  degree  s-1  (if 
0  is  a  polynomial  of  degree  s)  which  interpolates  s  data  points 
fýtý+cihj,  q(tJ  +cihj)),  2=  1,...,  5  (3.71) CHAPTER 
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in  the  j-interval.  If  ki  is  defined  as 
kz  =  0(tß  +  czh,  ),  z=1, 
...  's  (3.72) 
the  corresponding  Lagrange  interpolation  polynomial  for  the  j-th  interval  is  given 
by 
S 
fi(t)  _  ýýi  (Tl)  (3.73) 
l-1 
where  r  is  defined  as 
t-t3--1 
Tj  _  (3.74)  tj 
- 
tj-1 
and 
ýl 
\T  C-C 
(3-75) 
i=1,  i#1  lz 
Now  if  we  integrate  Eq.  3.73  with  respect  to  t  from  tj  to  t3+  cZ  hj,  where  i=1, 
...  ,s 
and  from  t.  -  to  tj+i,  we  get 
s 
)  k1,  i=1, 
...  ,s 
(3.76)  O(tJ  +  c,  h,  )  _  «(tj)  +h 
(P 
Cl  (r)drl 
1=1  / 
ß(t3  +  h,  )  +h( 
f1  £i  (r)dr)  kl  (3.77) 
i=1  \/ 
Since  the  integral  expression  in  the  sum  depends  on  the  collocation  points,  they  can 
be  determined  once  the  collocation  points  are  fixed.  Setting 
a=l  =J 
ci 
. 
Cl(r)dr  (3.78) 
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bi  = 
101 
, 
Cl(r)dr  (379) 
gives  the  IRK  scheme  on  the  j-th  interval 
s 
xi  =  xo  +  h3  aitf  (tj  +  cihj,  xi),  i=1, 
...  ,s 
(3.80) 
l-1 
xs+l  =  xo  +  hj  bjf  (t3+  clh3,  xl)  (3.81) 
l-1 
The  solution  of  the  nonlinear  equations  for  all  sub-intervals  approximates  the  solu- 
tion  of  the  ODEs.  A  special  error  estimate  for  the  IVP  case  is  dealt  with  in  the 
implementation  section.  The  collocation  points  ci  and  the  parameters  aid  and  b3  are 
conveniently  expressed  in  an  array  format 
cl  I  all  ..  als 
(3.82) 
cs  I  a81  ..  ass 
b1  bs 
3.4  Discretisation  of  Optimal  Control  Problems 
Here  the  reformulation  of  the  general  optimal  control  problem  i  as  a  NLP  is  dis- 
cussed.  In  general  the  reformulations  discussed  here  do  not  produce  a  solution  which 
is  exactly  that  of  the  original  continuous  problem.  The  solution  of  the  reformulated 
problem  can  be  viewed  as  an  approximation  on  the  solution  of  the  original  problem 
(it  can  never  be  better  than  the  original  solution,  as  long  as  the  original  constraints 
are  satisfied).  This  is  due  to  the  fact  that  the  control  parameterisation  confines  u(t) CHAPTER  3.  OPTIMAL  CONTROL  81 
to  a  certain  domain.  From  an  engineering  point  of  view  the  reformulated  problem 
can  sometimes  be  more  relevant  since  for  example  the  control  profile  of  the  contin- 
uous  solution  cannot  be  implemented  in  practice  but  has  to  be  approximated  by  a 
staircase  function.  In  such  a  case  the  reformulated  problem  represents  reality  better 
than  the  original  solution  which  must  be  subsequently  approximated  in  order  to  be 
implementable. 
Different  methods  to  reformulate  path  constraints  in  optimal  control  problems  are 
also  discussed.  These  reformulations  can  then  be  included  in  the  NLP  formulation 
of  the  optimal  control  problem. 
In  this  section  discretisation  schemes  of  ODEs  based  on  solution  methods  for  IVPs 
and  BVPs  are  described.  These  schemes  are  used  to  get  a  finite  dimensional  approx- 
imation  of  the  state  variables,  x,  which  are  then  included  in  the  NLP  formulation. 
It  is  worth  noting  again  that  a  SQP  type  method  can  be  viewed  as  applying  Newton's 
method  to  the  KKT  conditions  which  include  the  equality  constraints.  In  fact  if  no 
degree  of  freedom  is  left  then  a  SQP  reduces  to  Newton's  method  applied  to  the  set  of 
equality  constraints[8].  We  are  aiming  for  a  discretisation  scheme  where  by  Newton's 
method  can  be  applied  to  a  set  of  equations  resulting  from  the  discretisation.  This 
set  of  equations  can  then  be  integrated  into  the  NLP  formulation  of  the  optimal 
control  problem  to  replace  the  ODEs. 
The  simplest  discretisation  (from  an  implementation  point  of  view)  is  the  so  called 
single  shooting  approach.  Here  an  IVP  or  BVP  solver  is  used  to  solve  the  ODEs. 
A  more  complex  approach  is  to  apply  a  BVP  technique  to  discretise  the  ODEs. 
An  alternative  approach  to  is  to  replace  the  ODEs  by  a  set  of  nonlinear  equations 
resulting  from  a  discretisation  scheme  such  as  a  collocation  scheme. CHAPTER  3.  OPTIMAL  CONTROL  S"> 
3.4.1  Single  Shooting  Discretisation 
In  this  feasible  path  approach,  the  ODEs  are  solved  using  any  method  suitable  for 
solving  IVPs.  Since  IVPs  problems  are  a  subclass  of  BVPs,  a  BVP  solver  can  be 
employed  as  well  ([90]).  Given  the  initial  conditions  and  the  piecewise  control  ap- 
proximation,  cps  (t),  the  state  variables  x(t)  are  determined  uniquely.  This  approach 
minimises  the  objective  function  with  respect  to  the  optimisation  variables  {xo,  q} 
and  solves  the  system  of  ODEs  for  each  objective  function  evaluation.  The  end 
values  of  the  states  appear  in  the  NLP  as  functions  of  the  optimisation  variables 
X  tf  =  xtf  (xo,  R')  (3.83) 
These  are  then  inserted  into  the  objective  function  of  the  UOCP  to  obtain  the 
SS-UOCP  (Single  Shooting  Unconstrained  Optimal  Control  Problem) 
min  c(xo,  q)) 
xo,  9 
(3.84) 
which  is  an  unconstrained  optimisation  problem.  This  approach  is  illustrated  in 
Figure  3.5 
3.4.2  Multiple  Shooting  Discretisation 
In  the  multiple  shooting  discretisation  the  time  horizon  is  divided  into  1  suitable 
sub-intervals 
0=to  <ti  <...  <t1_1  <ti=tf  (3.85) CHAPTER  3.  OPTIMAL  CONTROL  83 
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Figure  3.5:  The  Single  Shooting  Discretisation 
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For  clarity  of  representation  it  is  assumed  that  the  sub-intervals  for  the  control  vector 
parameterisation  are  the  same  as  those  of  the  multiple  shooting  discretisation.  In 
general  these  two  interval  grids  do  not  need  to  be  related  but  for  implementation 
purposes  it  is  reasonable  to  assume  that  the  multiple  shooting  grid  contains  that  of 
the  control  vector  parameterisation.  Deviations  from  the  representation  given  here 
are  straightforward.  The  ODEs  are  solved  in  each  of  the  sub-intervals  as  in  the 
single  shooting  case.  The  continuity  between  the  sub-intervals  is  enforced  through 
nonlinear  equations  which  are  added  as  constraints  to  the  optimisation  problem.  The 
solution  at  the  end  point  of  the  j-th  interval  x3  .  (tj)  is  implicitly  defined  through  the 
ODEs  if  the  initial  values  for  this  interval  x3(t,;  _1)  and  the  control  parameters  q3  are 
given.  Any  appropriate  IVP  solver  can  be  employed  to  determine  x3  (tj), 
In  general  this  end  value  is  not  identical  with  the  initial  value  for  the  next  interval 
(which  is  an  optimisation  variable  in  this  case)  and  therefore  the  following  conditions 
are  added  to  the  NLP  in  order  to  enforce  the  continuity  of  the  state  equations 
between  the  shooting  intervals 
X3  (tj)  -  xj+1(tß)  =  0,  j=1,  ...  ,1 
(3.86) 
The  last  of  these  conditions  involves  x'+l(tl),  which  does  not  relate  to  an  initial  value 
for  the  next  interval.  This  value  can  be  used  to  evaluate  the  objective  function 
Cx(tf))  =  ID(x"'(ti)) 
(3.87) 
For  simplicity  of  notation  if  the  argument  of  the  state  variable  is  omitted  this  means 
that  it  relates  to  its  initial  value  at  this  interval,  e.  g.  x  relates  to  the  initial  value 
of  the  state  at  the  j-th  interval  x'(t,  _1). 
A  vector  containing  all  the  elements 
(3.88) 
{x'},  j=1,...,  l  +1 CHAPTER  3.  OPTIMAL  CONTROL  85 
is  denoted  by  x.  It  will  be  stated  (if  not  clear  from  the  context)  if  this  x  is  the 
explicit  continuous  solution  of  the  state  equations  x(t).  The  optimisation  variables 
in  this  case  which  are  included  into  the  NLP  are  the  control  parameters,  the  initial 
values  of  the  states  at  each  sub-interval  and  the  final  state  value.  These  are  given 
by  the  set 
{q,  x}  (3.89) 
The  reformulated  problem  which  approximates  the  UOCP  is  MS-UOCP  (Multiple 
Shooting  -  Unconstrained  Optimal  Control  Problem) 
min  (D(x(tl+i)) 
z,  q 
s.  t.  x  (tj)  -  x'+1  =  0,  j=1, 
...  ,l 
(3.90) 
The  IVPs  for  each  sub-interval  are  independent  and  can  in  principle  be  solved  in 
parallel.  The  approach  is  illustrated  in  Figure  3.6. 
3.4.3  Direct  Discretisation 
In  the  direct  discretisation  approach  the  state  equations  are  discretised  directly  and 
the  discretisation  equations  are  included  in  the  NLP  probblem  as  nonlinear  equality 
constraints.  This  approach  can  be  explained  using  the  single  shooting  method.  In 
the  single  shooting  method,  an  IVP  solver  is  employed  to  solve  the  state  equations. 
This  IVP  solver  requires  a  number  of  integration  steps  where  the  length  of  the 
step  is  adapted  in  each  function  call  in  order  to  achieve  a  solution  of  the  state 
equations  within  a  certain  tolerance.  For  each  step  a  number  of  explicit  or  implicit 
discretisation  equations,  depending  on  the  method  chosen  to  solve  the  ODEs,  have Xtf 
ax;  ax, 
57,  '  ax, 
ODE  -  solver 
I(xtf),  9(xo,  xtf) 
Continuity  Equations 
Gradients 
Optimiser 
Ui 
xo 
Figure  3.6:  The  Multiple-Shooting  Discretisation 
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to  be  solved.  If  the  step  size  sequence  for  the  IVP  solver  is  fixed  in  advance,  this 
results  in  a  fixed  number  of  equations  which  have  to  be  solved  for  each  function 
call.  These  equations  can  be  included  as  implicit  equations  directly  as  nonlinear 
constraints  in  the  NLP  and  solved  simultaneously  with  the  optimisation.  Here,  as 
in  the  previous  approach,  the  time  horizon  is  split  into  I  suitable  sub-intervals  as 
given  in  Eq.  3.85.  In  each  of  these  intervals  one  integration  step  is  applied.  For 
notational  convenience,  it  is  again  assumed  that  the  grid  from  the  control  vector 
parameterisation  coincides  with  that  for  the  ODE  discretisation.  In  general  the 
time  grid  of  the  control  vector  parameterisation  must  be  contained  in  the  time  grid 
of  the  direct  discretisation  scheme  since  it  is  an  assumption  of  most  discretisation 
methods  that  the  right  hand  side  of  the  ODEs  must  be  continuously  differentiable. 
This  holds  if  an  integration  step  is  bigger  than  an  interval  from  the  control  vector 
parameterisation.  The  discretisation  results  in  a  set  of  n  nonlinear  equations  for 
each  sub-interval 
x  +￿  qj)  =0 
where 
0<cl<...  <cn=1 
Depending  on  the  discretisation  approach  (and  if  n>  1)  the  variables 
xj+c2  7"".  '  x3+cn-1 
(3.91) 
(3.92) 
(3.93) 
are  not  necessarily  solutions  of  the  state  equations  at  the  corresponding  times  in  the 
interval.  These  equations  are  included  as  equality  constraixts  in  the  NLP.  A  vector 
containing  all  the  elements 
{xiiXJ+cii... 
lxj+Cn}1 
j=0,... 
ýl 
3.94) CHAPTER  3.  OPTIMAL  CONTROL  88 
is  denoted  by  x.  The  optimisation  variables  here  are 
{x,  q}  (3.95) 
and  the  UOCP  is  approximated  by 
min  e(x(ti+l)) 
x'9  (3.96) 
S.  t.  h. 
7(xJ,  x.  7+￿,...,  xj-f-cn  qJ)  =  0,  k=O,...,  l 
which  will  be  called  DD-UOCP  (Direct  Discretisation  -  Unconstrained  Optimal 
Control  Problem). 
In  this  formulation,  the  step  size  sequence  defined  by  the  time  intervals  is  fixed. 
This  sequence  may  not  give  a  solution  with  a  specified  accuracy  even  if  this  is 
possible  with  the  same  number  of  steps.  For  this  reason  the  length  of  each  interval 
is  considered  as  an  additional  optimisation  variable.  A  set  of  inequality  constraints 
is  added  which  bounds  the  error  in  each  integration  step.  This  approach  can  lead  to 
an  empty  feasible  region  of  the  optimisation  problem  since  it  may  not  be  possible  to 
satisfy  the  same  accuracy  requirement  for  all  time  intervals.  Alternatively,  a  set  of 
equality  constraints  can  be  added  which  forces  the  integration  error  to  be  equal  for 
all  time  steps.  This  can  lead  to  very  nonlinear  and  ill-conditioned  NLP  problems 
[81].  Another  approach  is  to  solve  the  problem  for  a  given  step  sequence,  in  which 
a  new  problem  with  a  refined  grid  is  solved.  Interpolation  of  the  results  from  the 
previous  problem  can  serve  here  as  initial  guesses.  A  series  of  problems  can  then  be 
solved  where  the  grid  is  refined  between  each  problem. 
3.5  Inequality  Constraints 
This  section  discusses  different  reformulations  of  the  path  constraints  in  OCP. CHAPTER  3.  OPTIMAL  CONTROL 
3.5.1  Interior  Point  Constraints 
89 
Interior  point  constraints  can  be  included  directly  into  the  NLP  formulation  once 
the  control  profile  and  the  ODEs  are  discretised.  The  value  of  the  constraint  is 
then  evaluated  at  each  function  call  using  an  integration  routine  or  (in  the  case  of 
the  direct  discretisation  method)  using  the  optimisation  variables.  For  an  efficient 
implementation  it  is  useful  if  the  discretised  state  values,  say  in  the  multiple  shooting 
discretisation,  can  be  used  directly  and  the  ODEs  are  not  solved  for  each  interior 
point  constraint  separately.  In  the  single  shooting  approach  this  can  be  achieved  by 
forcing  the  integration  routine  to  output  state  values  at  all  the  times  required  for 
interior  point  constraint  evaluations  and  not  only  at  the  final  times  of  the  integration 
interval.  In  the  direct  discretisation  method,  the  discretised  points  can  contain  the 
interior  ones,  and  so  the  constraints  can  be  evaluated  directly. 
3.5.2  Path  constraints 
The  general  OCP  formulation  contains  a  set  of  path  constraints.  Path  constraints 
can  be  active  over  intervals  of  time.  They  cannot  be  treated  directly  in  a  direct  so- 
lution  method  and  need  to  be  transformed  into  a  more  suitable  form.  Various  forms 
of  transformations  are  discussed  and  the  method  used  in  this  thesis  is  described.  A 
path  constraint  of  the  form 
g(x,  u,  t)  5  0,  Vt  E  [to,  t  f]  (3.97) 
is  known  as  a  semi-infinite  constraint.  It  is  imposed  on  the  solution  over  the  con- 
tinuous  time  interval  from  to  to  t  f.  From  an  NLP  point  of  view,  this  formulation 
corresponds  to  an  infinite  number  of  constraints  since  it  has  to  be  satisfied  contin- 
uously.  Semi-infinite  constraints  are  treated  in  another  chapter  in  this  thesis  and CHAPTER  3.  OPTIMAL  CONTROL  90 
in  principle  the  methods  discussed  there  can  be  applied  here  as  well.  There  are 
basically  three  methods  available  to  treat  path  constraints  in  an  NLP  framework 
9  via  penalty  terms  in  the  objective  function 
"  by  converting  them  into  end  point  constraints 
"  by  replacing  them  by  a  finite  number  of  inequality  constraints 
Each  of  these  methods  will  be  described  below. 
3.5.2.1  Penalty  Methods 
In  this  approach  the  objective  function  is  augmented  with  a  penalty  term 
t 
-  (D  +P/f  max(0,  g(x,  ul  t))2dt  (3.98) 
to 
where  P  is  a  large  positive  number.  If  the  constraint  is  to  be  satisfied  exactly, 
P  -*  oo  and  therefore  only  an  approximate  satisfaction  of  the  constraint  as  achieved. 
This  approach  may  lead  to  numerical  difficulties  ([24])  and  slow  convergence  Q52]), 
as  often  observed  in  penalty  functions  methods. 
3.5.2.2  End  Point  Constraint  Transformation 
In  this  approach  the  path  constraint  is  transformed  to  a  single  or  multiple  end  point 
constraint,  instead  of  being  augmented  to  the  objective  function  as  in  the  penalty CHAPTER  3.  OPTIMAL  CONTROL 
approach.  The  path  constraint  is  transformed  into  a  new  set  of  constraints 
y(o)  =0 
y=  max  (0,  g(x,  u,  t))p 
y(t.  f)  C0 
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(3.99) 
(3.100) 
(3.101) 
where  p  is  a  positive  integer.  This  transformation  integrates  the  constraint  violation 
up  and  replaces  it  with  a  single  end  constraint  which  can  then  be  included  into  the 
NLP  formulation.  Setting  p  to  1  is  sufficient  but  leads  to  non-differentiability  at 
zero.  First  order  differentiability  is  achieved  for  the  exponent  p=2.  A  difficulty 
with  this  formulation  is  that  the  gradient  of  the  active  and  inactive  constraints  is 
always  zero  at  the  solution.  A  simple  way  to  overcome  this  difficulty  is  to  relax  the 
constraint  in  Eq.  3.101  to 
Y(ts)  <6  (3.102) 
where  e  is  a  small  positive  scalar.  It  is  worth  pointing  out  that  this  reformulation 
is  indeed  a  relaxation  of  the  original  constraint  and  the  original  constraint  is  not 
guaranteed  to  be  satisfied  exactly  at  the  solution  anymore.  This  is  often  acceptable 
in  practical  engineering  problems.  Another  way  to  reformulate  the  constraint  for 
pure  state  constraints  of  the  form 
9(x,  t)  <o  (3.103) 
is  described  in  [91].  In  this  smooth  reformulation,  the  gradient  of  the  constraint 
which  is  active  at  the  solution  is  not  zero.  The  path  constraint  is  substituted  by  a CHAPTER  3.  OPTIMAL  CONTROL  92 
new  set  of  constraints 
y(0)  =  -y  (3.104) 
=  g(x,  t)  (3.105) 
y(t  f)  <  -y  (3.106) 
where  g(x,  t)  is  given  by 
g(x,  t)  if  g(x,  t)  >E 
g-  (-g(x,  t)  -  6)2/46  if  -E  <  g(x,  t)E  (3.107) 
0  if  g(x,  t)  <E 
Here  the  constraint  is  satisfied  exactly  and  the  gradient  of  the  active  constraints 
at  the  solution  is  not  zero.  However  the  gradient  of  the  inactive  constraints  at  the 
solution  is  still  zero. 
3.5.2.3  Discretisation  Method 
In  the  discretisation  method  the  path  constraints  are  discretised  so  that  they  have  to 
be  satisfied  only  at  certain  times.  Practically,  this  means  that  the  path  constraints 
are  transformed  into  a  finite  number  of  interior  point  constraints  which  can  readily 
be  included  in  the  optimisation  problem  as  shown  for  interior  point  constraints. CHAPTER  3.  OPTIMAL  CONTROL 
3.5.2.4  Control  Constraints 
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Inequality  path  constraints  involving  the  control  variable  are  a  special  case  of  the 
general  path  constraint.  Control  inequality  constraints  of  the  form 
g(u,  t)  <0  (3.108) 
which  include  the  simple  bound  constraints  can  be  directly  included  into  the  re- 
formulated  optimisation  problem  using  the  discretisation  method.  If  the  control 
variable  is  parameterised  using  Langrange  polynomials  the  parameters  represent 
the  value  of  the  control  function  u(t)  at  the  discrete  time  points.  These  parameters 
can  be  used  to  calculate  the  value  of  the  reformulated  constraints.  In  general  it 
does  not  follow  that  the  original  constraints  are  satisfied  if  the  transformed  ones  are 
satisfied.  This  is  possible  for  some  special  cases  only.  Often  the  control  constraints 
are  simple  bounds  which  are  not  time-varying.  If  these  constraints  are  imposed  on 
the  control  profile  at  the  beginning  and  at  the  end  of  each  control  interval,  and  the 
control  is  parameterised  by  either  a  stair-case  function  or  a  linear  function,  then  a 
satisfaction  of  the  original  constraints  is  guaranteed. 
3.6  Gradient  Evaluation 
Any  SQP  type  method  for  the  solution  of  NLP  problems  requires  the  calculation  of 
the  objective  function  gradient  and  the  constraint  Jacobians  in  each  iteration.  Since 
some  of  the  constrained  functions  of  the  OCP  are  defined  implicitly  by  ODEs,  an 
efficient  method  is  needed  to  compute  their  derivatives  with  respect  to  the  optimi- 
sation  variables.  The  ODEs  considered  here  are  defined  by 
i=  f(X,  q) 
(3.109) CHAPTER  3.  OPTIMAL  CONTROL  gl 
where  the  components  of  the  vector  x  are  the  states  of  the  system  and  q  is  a  vector 
of  model  parameters.  We  need  to  compute  derivatives  with  respect  to  the  initial 
conditions,  xo,  and  the  parameters,  q,.  There  are  two  main  methods  to  compute 
these  derivatives.  They  are  explained  below. 
3.6.1  Numerical  Differentiation 
The  simplest  approach  to  compute  the  derivatives  is  to  perturb  one  parameter  at 
a  time  and  then  solve  the  ODEs  repeatedly.  The  gradients  are  then  obtained  by 
finite  differences  Q74]).  This  scheme  is  called  External  Numerical  Differentiation 
(END)  ([44]).  It  has  some  shortcomings.  The  output  of  an  adaptive  IVP  solver  is 
not  differentiable  with  respect  to  the  parameters  and  initial  conditions  ([28]).  This 
is  due  to  the  step  size  control  mechanism.  If  one  of  the  inputs  is  varied,  jumps  of 
the  order  of  the  integration  tolerance  are  expected  in  the  output.  They  arise  when  a 
change  in  the  input  forces  the  integration  routine  to  follow  a  different  solution  path. 
It  is  clear  that  using  an  integration  routine  as  a  black-box  routine  may  produce  very 
poor  results  except  when  high  accuracies  are  used.  The  demand  for  high  accuracy 
naturally  results  in  long  computing  times.  As  a  rule  of  thumb  ([14,44]  ),  the  tolerance 
TOL  of  the  integration  routine  should  be  e2  where  -  is  the  perturbation  size. 
This  is  illustrated  on  an  example.  The  startup  of  a  continuous  fermenter  is  simulated 
using  a  third  order  explicit  Runge-Kutta  integration.  The  fermenter  is  described  in 
Chapter  5.  The  sensitivity  of  the  final  value  of  the  cell  mass  with  respect  to  the 
initial  substrate  concentration  is  computed  as  described  above  for  various  initial 
substrate  concentrations.  The  perturbation  size  was  chosen  equal  to  the  integration 
tolerance.  The  result  is  displayed  in  Fig.  3.7,  which  shows  the  non-smoothness  of 
the  gradient.  Since  the  simulation  time  is  long  enough  to  ensure  that  the  unique PAGINATION  AS  IN  ORIGINAL C'HAPTE'R  3.  OPTIMAL  CONTROL 
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Figure  3.7:  Derivative  of  the  final  cell  mass  with  respect  to  the  initial  cell  mass 
computed  by  using  finite  differences  and  an  adaptive  step  size  selection  for  each 
solution. 
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Figure  3.8:  Derivative  of  the  final  cell  mass  with  respect  to  the  initial  cell  mass 
computed  by  using  finite  differences  and  the  same  step  size  sequence  for  all  solutions. CHAPTER  3.  OPTIMAL  CONTROL 
extended  state  vector  is  defined  and  the  new  problem  is  given  by 
x  f(t,  x,  gi) 
zl  f  (t,  zi,  qz) 
Zn  f(t,  zn,  gi) 
zn+1  f  (ti  zn+l,  qi  +  En+1  en+l 
zn+np  f(t,  z,  qi  +  En+np  enl-np  ) 
x(0)  _  xo 
zi(0)  =  xo  +  Gel 
iz  , 
(O) 
-  xo  +  Ee,, 
zn+1(O)  =  xo 
zn+np 
(O) 
=  xQ 
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(3.110) 
where  np  is  the  number  of  parameters  and  e,  is  the  cartesian  basis  vector.  This 
problem  can  be  solved  by  any  appropriate  IVP  solver.  If  an  implicit  IVP  solver  is 
employed,  special  implementations  can  be  tailored  towards  exploring  the  problem 
characteristics.  The  Jacobian  of  the  original  problem  can  be  used  as  an  approxima- 
tion  to  that  of  the  perturbed  problem  and  the  intermediate  solutions  of  the  original 
problem  can  serve  as  initial  guesses  for  the  perturbed  problem.  Using  this  strategy, 
the  perturbation  size  -  can  be  chosen  as  TOL  and  the  derivative  is  then  obtained 
approximately  with  the  integration  tolerance  TOL  ([14]). 
For  some  problems  it  may  happen  that  the  original  and  the  perturbed  solution 
differ  significantly  and  the  perturbed  solution  computed  by  the  finite  difference 
approximation  is  far  from  the  original  solution.  In  such  a  situation  the  computation 
should  be  stopped.  This  situation  could  be  indicated  for  example  by  a  large  norm 
of  the  difference  of  the  two  solutions.  The  derivatives  at  the  current  time,  t., 
öx(tj) 
and 
ax(t3) 
öxo  aqi 
(3.111) 
are  computed  via  finite  differences  and  then  the  computations  are  restarted.  The CHAPTER  3.  OPTIMAL  CONTROL 
initial  values  of  the  states  for  the  perturbed  problem  are  given  by  the  original  solution 
at  the  current  time.  At  the  end  (t  f)  the  derivatives  for  the  second  part 
öx(t  f) 
and 
ax(tf  ) 
öx(tJ)  aqi 
are  computed  via  finite  differences  as  well.  The  overall  derivative  can  the  be  derived 
by  applying  the  chain  rule 
ax(t  f)  ax(t  f)  - 
ax(tj)  (3.113) 
axo  ax  (t,  )  axo 
ax(t  f) 
_ 
äx(tf)  ax(tj) 
+ 
äx(t) 
(3.114) 
aq2  a  (3)  qZ  qz 
This  approach  can  be  applied  as  often  as  necessary. 
3.6.2  The  Sensitivity  Equations 
98 
(3.112) 
The  problem  of  computing  the  derivatives  of  the  solution  of  Eq.  3.109  with  respect 
to  the  initial  conditions  x(0)  and  with  respect  to  the  parameters  qi  can  be  reduced 
to  that  of  computing  the  derivatives  with  respect  to  the  initial  values  only.  This 
is  done  by  adjoining  np  differential  equations  to  the  original  set  of  ODEs  and  by 
assuming  that  the  parameters  qi  are  constant  functions  of  time 
X,  qt) 
qi  0 
x(O)  =  xo  (3.115) 
qi(0)  =  qi CHAPTER  3.  OPTIMAL  CONTROL  99 
Now  the  problem  is  reduced  to  that  of  computing  the  derivatives  with  respect  to 
the  initial  conditions  of  the  transformed  problem,  which  can  be  rewritten  as 
z=  h(t,  z),  z(0)  =  zo  (3.116) 
where  z  the  state  vector  of  the  extended  system  and  is  defined  by  z=  (xT  qT  )T 
. 
Differentiating  Eq  3.116  with  respect  to  the  initial  conditions  gives  the  following 
linear  matrix  differential  equation  which  is  known  as  the  `variational  equation'  ([28]) 
or  `sensitivity  equation'  ([74] 
S  Oh  Viz'0  z)  S,  S(0)  =1  (3.117) 
where  S  is  defined  as 
S(t)  =ä 
(t)  (3.118) 
0 
The  solution  S(t)  is  the  derivative  of  z(t)  with  respect  to'  the  initial  conditions  at 
time  t.  Transforming  this  equation  back  gives  the  required  derivatives  with  respect 
to  the  original  initial  conditions,  x(0),  and  the  parameters  qi 
aft,  ý 
ax 
0 
aft,. 
aq; 
S,  S(o)  =r 
0 
(3.119) CHAPTER  3.  OPTIMAL  CONTROL  100 
where  S  is  given  by 
ax  ax 
axo  aq1 
s=  (3.120) 
axo  aq, 
Since  qi(t)  is  independent  of  xo  and  ä=1,  the  sensitivity  equations  for  the  original 
system  can  be  written  as 
slo  = 
of  (äx'  q2)  sxo  3  s.  o  (o)  =1  (3.121) 
af(t,  x,  qt)  of  (t,  x,  q)  Sqi  =  Sq;  +1  S9;  (0)  =0  (3.122)  äx  öqi 
where  S., 
o 
is  a  matrix  which  denotes  the  sensitivities  with  respect  to  the  initial 
conditions  and  Sq;  is  a  vector  which  denotes  the  sensitivities  with  respect  to  the 
parameters  qi.  If  analytic  expressions  for  ff  and  fq1  are  known  they  can  be  used, 
otherwise  a  finite  difference  approximation  is  used 
of  f(t,  x+Ei-,  q=)-f(t,  X,  gi)1 
1.  =1,...,  n  (3.123)  äx 
Ei 
and 
a  f(t,  X,  gi+E7)  - 
f(t,  X,  gz) 
j=ný--1,...,  n-}-np  (3.124) 
äq9-  E, 
and  the  sensitivity  equations  are  solved  simultaneously  with  the  original  system.  The 
remaining  question  is  how  to  choose  the  perturbation  parameter.  The  advantage 
of  this  approach  is  that  the  perturbation  parameter  can  be  adapted  during  the CHAPTER  3.  OPTIMAL  CONTROL  101 
integration.  This  step  size  selection  is  critical  to  the  success  of  the  finite  difference 
approximation.  In  [24]  it  is  suggested  to  perturb  half  the  digits  of  xi  and  qi.  For 
example,  for  the  case  of  ' 
Oqi 
Ei  =  vfu-Igil 
(3.125) 
perturbes  half  the  digits  of  qi  where  u  is  the  unit  round-off  error.  This  kind  of 
strategy  works  provided  x  is  not  near  zero.  An  important  consideration  for  any 
incremental  selection  strategy  is  that  it  should  vary  linearly  with  x.  The  following 
strategy  can  therefore  be  used 
Ej,  =\  max(I  gz1,  ATOL)  (3.126) 
where  ATOL  is  a  user  chosen  constant  to  prevent  computational  difficulties  when 
mI  is  close  to  zero. 
3.7  Implementation  Issues 
Here  the  implementation  of  an  IRK  method  at  `Radau2a'  collocation  points  ([29]) 
is  described.  It  closely  follows  the  implementation  described  in  [29]. 
The  array  defined  by  Eq.  3.82  represents  the  collocation  points  and  the  parameters CHAPTER  3.  OPTIMAL  CONTROL 
and  is  given  by 
4-  V'6- 
10 
4-  6 
10 
1 
88-7f  296-169'  -2+3V6 
360  1800  225 
296-169  6  88-7V  -2-3f 
1800  360  225 
16-  16  1 
36  36  9 
16-f  16+y  1 
36  36  9 
102 
(3.127) 
In  order  to  reduce  round-off  errors,  it  is  preferable  to  work  with  the  smaller  quantities 
Zi=xi  -  Xo  (3.128) 
If  the  matrix  A=  (aid)  of  the  Runge  Kutta  coefficients  is  nonsingular,  which  is  the 
case  in  Eq.  3.127,  then  using  the  transformation  of  Eq.  3.128  gives  the  IRK  scheme 
Z1  hf(to+ci,  xo+Z1) 
Za  =A  hf  (to  +  C2,  Xo  +  Z2)  (3.129) 
Z3  hf(to+C3,  xo+Z3) 
x(tn+h)  =  xo+Z3  (3.130) 
If  Newton's  method  is  used  to  solve  the  set  of  nonlinear  equations  given  in  Eq.  3.129, PAGINATION  AS  IN  ORIGINAL CHAPTER  3.  OPTIMAL  CONTROL 
3.8  Conclusions 
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The  first  part  of  this  chapter  reviews  the  basic  foundations  of  the  SQP  method  and 
describes  a  basic  algorithm.  It  is  possible  to  construct  SQP  algorithms  which  exploit 
the  structure  of  the  optimal  control  problem  to  allow  a  more  efficient  implementa- 
tion.  With  a  targeted  implementation  it  is  possible  to  solve  large  scale  problems 
more  efficiently  than  with  a  general  purpose  algorithm. 
Different  methods  to  reformulate  the  optimal  control  problem  as  a  parameter  opti- 
misation  problem  are  described.  We  found  that  for  the  class  of  problems  addressed 
in  this  work  a  multiple  shooting  discretisation  leads  to  a  more  robust  implemen- 
tation  than  the  direct  and  single  shooting  discretisation.  The  direct  discretisation 
method  causes  problems  when  solving  stiff  ODE  models.  We  observed  stiff  behavior 
in  the  model  equations  in  certain  situations.  This  caused  problems  when  imple- 
menting  the  direct  discretisation  approach.  An  advantage  of  the  multiple  shooting 
implementation  is  that  the  model  can  easily  be  tested  during  the  development  with 
the  integration  method  used  later  in  the  optimisation.  Such  tests  are  not  straight- 
forward  with  a  direct  discretisation  approach.  A  general  comparison  of  the  methods 
can  be  found  in  [15].  In  general  the  multiple  shooting  discretisation  leads  to  longer 
computations  since  the  ODEs  are  solved  fully  for  each  function  call  in  contrast  to 
the  direct  approach  where  the  ODEs  and  optimisation  are  solved  simultaneously. Chapter  4 
The  Integration  of  Design  and 
Control  for  Fermentation  Systems 
In  this  chapter  the  problem  of  optimal  design  and  operation  of  fermentation  pro- 
cesses  will  be  studied.  The  first  section  demonstrates  how  the  problem  can  be  for- 
mulated  as  an  optimal  control  problem.  The  second  section  defines  the  term  `robust 
design'  and  describes  a  computational  approach  to  obtain  such  a  robust  design.  The 
third  section  outlines  an  approach  for  the  integration  of  design  and  robust  control 
suitable  for  fermentation  processes.  Here  the  two  separate  approaches  of  optimal 
design  and  robust  control  are  combined  into  a  single  mathematical  program.  In  this 
way  the  design  and  the  robust  control  problems  can  be  solved  simultaneously.  The 
advantage  of  such  an  integrated  design  method  is  that  the  final  design  is  optimal 
and  at  the  same  time  robust  control  of  the  plant  is  made  possible. 
The  proposed  method  produces  a  robust  open  loop  design.  An  open  loop  design 
means  that  the  design  parameters  are  selected  once  only  and  remain  fixed  during 
operation.  In  order  to  allow  some  degree  of  on-line  adjustment,  the  method  is  ex- 
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tended  to  incorporate  feedback  controllers.  However,  a  disadvantage  of  this  method 
is  that  the  design  and  operation  of  the  plant  is  optimal  only  with  respect  to  some 
nominal  parameters.  This  means  that  it  is  possible  that  the  plant  operates  far  away 
from  the  optimum  while  fulfilling  the  robustness  requirements.  In  order  to  avoid 
such  drawbacks,  the  problem  is  formulated  differently.  In  this  new  formulation,  the 
nominal  design  is  traded  off  against  robustness  properties.  This  is  done  by  optimis- 
ing  simultaneously  the  objective  functions  corresponding  both  to  the  nominal  and 
to  the  worst  case  models  in  a  multi-objective  framework. 
4.1  Optimal  Design  and  Control  of  Fermentation 
Processes 
In  this  section  the  optimal  design  and  control  of  a  fermentation  process  based  on  a 
nominal  model  will  be  discussed.  This  problem  is  formulated  as  an  optimal  control 
problem: 
min  ýD(x(t!  )) 
s.  t.  th  =f  (X,  u,  model  equations 
(4.1) 
g(x,  u,  t)  <0  design  constraints 
The  objective  function  is  the  design  objective.  The  differential  equations  are  the 
model  equations  where  the  uncertain  parameters,  p,  are  fixed  at  their  nominal  values 
The  inequality  constraints  are  the  design  constraints  which  have  to  be  fulfilled 
at  the  solution  of  the  problem.  The  solution  is  optimal  with  respect  to  the  nominal 
parameters  only.  This  is  an  optimal  control  problem  which  can  be  solved  using  any 
of  the  methods  described  in  Chapter  3. CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL  108 
4.2  Robust  Design  and  Control  of  Fermentation 
Processes 
The  robust  control  problem  is  defined  in  terms  of  computing  the  controls  which  steer 
the  states  whilst  satisfying  a  set  of  inequality  constraints  for  a  certain  set  of  uncertain 
parameters.  This  is  illustrated  in  Fig.  4.1  as  that  of  steering  a  process  state  from 
y 
Y-9 
Yo 
t 
Figure  4.1:  Moving  the  state  y  to  ySet  without  violating  the  constraints  g1,92  and 
g3" 
an  initial  position  yo  to  a  new  position  yset  without  violating  the  constraints  gi,  g2 
and  g3.  The  problem  is  to  determine  a  control  trajectory  which  ensures  the  state 
does  not  violate  any  of  these  constraints  during  the  transient  period.  The  solution 
to  this  problem  is  robust  if  these  constraints  are  not  violated  for  all  possible  model 
uncertainties.  This  problem  can  be  formulated  in  an  optimal  control  framework.  A 
similar  problem  formulation  has  been  used  for  controller  design  in  [70,101,100].  A 
complete  description  of  an  algorithm  will  be  given  in  the  next  section.  A  more  basic 
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Prior  to  showing  how  to  find  a  robust  solution  to  the  design  and  control  problem, 
a  mathematical  definition  of  robustness  is  given  first.  A  solution  (u*,  xö)  is  called 
robust  if  it  satisfies  a  set  of  robustness  constraints  with  respect  to  a  set  of  uncertain 
parameters 
x=  f(x,  u*,  p) 
bp  cP  (4.2) 
g(x,  u,  t)  <0 
where  the  set  P  is  defined  as 
P={PIpCp<PI  (4.3) 
This  means  that  if  the  process  is  controlled  by  the  input  u*  starting  from  the  initial 
condition  xö,  then  none  of  the  inequality  constraints  are  violated  irrespective  of  what 
value  the  uncertain  parameter  takes  in  the  set  P.  The  set  P  is  static  in  the  sense 
that  the  parameters  p  are  uncertain  but  constant  within  this  set  over  the  entire  time 
horizon.  Time  varying  uncertainties  can  be  incorporated  into  this  formulation  by 
the  vector  parameterisation  approach.  In  this  case,  the  time  varying  uncertainties 
are  parameterised  and  bounded  by  box  constraints.  This  representation  is  then 
included  in  the  problem  formulation. 
The  number  of  constraints  in  Eq.  4.2  is  infinite  since  each  value  of  the  parameter 
vector  p  in  the  set  P  corresponds  to  a  single  set  of  constraints,  and  the  set  P  is 
continuous.  One  approach  to  solve  this  type  of  problem  is  to  approximate  the  fea- 
sible  region,  described  implicitly  by  the  infinite  number  of  constraints,  by  a  finite 
number  of  constraints.  Algorithms  based  on  this  approäch  are  sometimes  called 
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feasible  region  is  approximated  sequentially  from  outside  the  region.  In  these  al- 
gorithms,  (u*,  xö)Z  at  the  i-th  iteration  is  determined  by  solving  the  finite  set  of 
inequalities 
x=  f(x,  u,  p) 
`dpEPi  CP 
g(X,  u,  t)  <0 
(4.4) 
where  the  set  Pi  contains  only  a  finite  number  of  elements.  If  the  solution  of  this 
approximated  problem  is  not  a  solution  to  the  overall  problem,  the  set  Pi  is  updated 
according  to 
PZ+l  =  Pi  u  pi  cP  (4.5) 
where  pi  is  the  solution  to 
PE 
apxmaxg(x,  u,  t)  (4.6) 
t 
Problem  4.6  corresponds  to  the  worst  case  constraint  violation. 
If 
max  max  g(x,  u,  t)  <0  (4.7) 
t 
where  the  max  operator  is  global,  inequality  4.7  is  satisfied  Vp  EP  and  the  algorithm 
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4.3  Robust  Optimal  Design  and  Control 
In  this  section,  robustness  and  optimal  design  and  control  methods  are  integrated  to 
obtain  combined  robust  optimal  design  methods.  Problems  4.1  and  4.2  are  combined 
into  a  single  mathematical  program.  This  is  done  by  formulating  Problem  4.2  as 
an  additional  set  of  constraints  in  Problem  4.1.  The  resulting  robust  optimisation 
problem  can  then  be  written  as 
min  4b(x(t  f)) 
s.  t.  ±=f  (x,  u)  pmom)  model  equations 
g(x,  u,  t)  <0  design  constraints  (4.8) 
xp  =f  (xp,  u,  p) 
Vp  EP  robustness  constraints 
O(xP,  x)  u,  t)  <0 
where  Pnom  is  the  nominal  value  of  the  uncertain  parameter  vector.  The  set  P  of 
uncertain  parameters  is  defined  as 
P={plp<p<p}  (4.9) 
where  p  and  p  are  the  lower  and  upper  bounds  of  the  parameters  respectively.  This 
problem  is  called  a  Semi-Infinite  Optimal  Control  Problem  (SIOCP).  It  is  called 
Semi-Infinite  because  the  robustness  constraints  have  to  be  satisfied  for  a  continuous 
range  of  parameter  values.  This  results  in  an  infinite  number  of  constraints  which 
have  to  be  satisfied  at  the  solution.  The  solution  to  this  problem  is  optimal  in 
the  sense  that  it  optimises  the  nominal  performance  of  the  process  and  satisfies  the 
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parameters  are  different  from  pnom,  optimality  is  lost  but  robustness  (feasibility)  of 
the  solution  is  maintained. 
The  reformulation  of  an  optimal  control  problem  as  a  NLP  problem  as  described  in 
Chapter  3  can  be  applied  to  the  SIOCP  problem  to  obtain  an  associated  parameter 
optimisation  problem  which  approximates  the  original  problem.  The  discretised 
states  are  represented  by  the  vector  y  and  the  control  vector  parameters  and  the 
initial  conditions  are  represented  by  the  vector  q  in  the  reformulated  problem.  An 
appropriate  reformulation  of  the  inequality  constraints  will  be  discussed  later  when  a 
solution  algorithm  for  this  problem  is  described  in  detail.  The  reformulated  problem 
is  a  Semi-Infinite  Programming  (SIP)  problem  since  it  still  has  an  infinite  number  of 
constraints  relating  to  the  robustness  constraints.  The  resulting  Discretised  Semi- 
Infinite  Optimal  Control  Problem  (DISIOCP)  can  then  be  written  as 
min  oD(y(t  f)) 
s.  t.  h(y,  q,  Pmom)  =0 
9(y,  q,  t)  C0  (4.10) 
h(yp,  q,  p)=0  1  dp  EP 
«(yp,  y,  q,  t)  <0 
where  h(")  =0  are  the  discretised  equations.  Based  on  the  particular  method  used 
to  solve  the  ODEs,  these  equations  represent  for  example  continuity  equations  in  the 
multiple  shooting  discretisation  or  the  discrete  equations  in  the  direct  discretisation. 
In  the  single  shooting  method  these  equations,  (h(.  )  =  0)  are  not  present,  however, 
the  constraints  remain  to  deal  with  the  more  general  case.  ' 
Problem  4.10  cannot  be  solved  directly  using  an  SQP  algorithm.  An  algorithm  which 
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the  next  section. 
4.3.1  A  Solution  Algorithm 
In  this  section  we  describe  the  use  of  an  SQP  method  to  solve  the  SIP.  The  latter 
problem  is  an  approximation  of  the  SIOCP.  The  procedure  is  similar  to  that  of 
finding  a  feasible  point  to  an  infinite  number  of  constraints  (the  robustness  problem) 
described  in  Section  4.2.  The  general  method  to  solve  a  SIP  is  shown  schematically 
in  Figure  4.2.  The  original  SIP  problem  is  approximated  by  a  NLP  problem.  The 
approximate  problem  can  be  solved  using  the  standard  SQP  method  in  which  the 
infinite  number  of  constraints  (in  this  case  the  robustness  constraints)  are  replaced 
by  a  finite  number  of  constraints.  The  approximation  is  further  refined  and  the 
solution  process  progresses  until  the  original  problem  is  solved. 
semi-inifinite  problem  generator  of  finite 
(SIP)  problem 
SQP 
Figure  4.2:  Solution  method  for  SIP  problems 
Different  variants  of  the  above  algorithm  are  discussed  in  [33].  The  basic  steps  are 
described  as  follows 
(a)  i=0.  Start  with  an  initial  discretisation  Pi  of  the  continuous  set  P,  Pi  C  P. 
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(c)  Find  all  the  local  constraint  maximisers  p1,..  .,  pk  as  the  solution  to  the  prob- 
lem  1 
max  max  max  qj  (yp,  y,  q*,  t) 
pEP  jt 
S.  t.  h(y,  q*)Pnom)  _0  (4.11) 
h(yp,  q*,  P)  =o 
and  stop  if 
h(y,  q*7Pnom)  _0 
ý(yp,  q*,  p)  =0 
«  yp,  y,  q*,  t)  <0 
for  1=  1,...,  k. 
(4.12) 
(d)  Delete  some  of  the  elements  in  the  set  Pi.  Add  the  maximisers  P1,  ...  ,  Pk  to 
the  set  Pi  to  obtain  a  new  set  P=+1  for  the  next  iteration 
Pi+1  =PiU{pl,...,  pk}  (4.13) 
Instead  of  adding  all  the  local  maximisers  to  the  set,  only  the  global  maximiser 
can  be  added.  In  this  case  it  is  sufficient  in  step  (c)  to  find  only  the  global 
maximiser  and  not  all  the  local  maximisers. 
(e)  Increment  i:  i=i+1  and  go  to  (b) 
Each  of  the  sub-problems  which  has  to  be  solved  in  the  individual  steps  is  discussed 
below  in  more  detail.  It  is  important  that  all  the  sub-problems  are  considered  in  a 
consistent  way.  This  means  that  the  treatment  of  the  path  constraints  of  the  optimal 
'Note  that  a  general  path  constraint  gj  (x,  u,  t)  <  0,  Vt  E  [0,  t  f],  is  equivalent  to  the  constraint 
max  gj  (x,  u,  t)  <  0. 
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control  problem  in  step  (b)  should  be  compatible  with  that  of  the  objective  function 
when  searching  for  a  constraint  maximiser  in  step  (c).  This  is  because  the  original 
problem  is  solved  approximately  and  the  same  approximation  should  be  used  in  each 
step. 
(a)  Choice  of  an  initial  set  Pl 
An  initial  guess  of  the  worst  case  uncertainty  can  often  be  obtained  from  an  en- 
gineering  insight  into  the  problem.  It  may  be  useful  to  start  with  more  than  one 
element  in  the  set.  In  some  cases  if  the  problem  is  initialised  with  a  non-empty 
set  P1,  it  is  is  solved  faster  than  initialising  with  a  set  Pi  which  corresponds  to  the 
original  nominal  design  problem. 
(b)  Solution  of  SIOCP 
The  SIOCP  corresponding  to  a  discretised  set  P=  is  a  standard  optimal  control  prob- 
lem  which  can  be  solved  using  a  control  vector  parameterisation  technique  explained 
in  Chapter  3.  The  ODEs  can  be  discretised  using  one  of  the  methods  described  in 
that  chapter.  The  path  constraints  are  discretised  at  certain  points  in  time  (ti).  The 
reasons  behind  this  discretisation  will  be  given  in  the  next  paragraph.  The  optimal 
input  and  initial  conditions  of  this  problem  are  given  by  (q*)I-. 
(c)  Computation  of  a  constraint  maximiser 
The  purpose  of  this  step  is  to  establish  whether  or  not  the  solution  (q*)  obtained 
in  the  previous  step  satisfies  the  robustness  constraints  for  all  possible  parameters 
in  the  continuous  set  P  and  not  only  for  those  discretised  parameters  in  the  set  P;. 
We  need  to  identify  an  appropriate  reformulation  for  the  path  constraints.  Possible 
reformulations  were  discussed  in  Chapter  3. 
If  the  path  constraints  are  reformulated  as  end  point  constraints,  the  gradients  of 
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therefore  not  possible  due  to  the  zero  gradients.  The  same  situation  holds  for  the 
other  variants  of  this  reformulation  as  discussed  in  Chapter  3.  In  this  case,  the 
gradients  of  the  active  constraints  are  non-zero  at  the  solution  but  the  gradients 
of  the  inactive  constraints  are  zero.  This  means  that  for  those  inactive  constraints 
no  constraint  maximiser  can  be  found  since  no  information  about  these  constraints 
is  available  to  the  optimiser.  The  same  arguments  apply  if  a  penalty  approach  is 
employed. 
It  can  be  concluded  that  combining  path  constraints  into  a  single  term  (end  point 
or  penalty  term)  may  be  suitable  in  the  context  of  solving  the  OCP  but  not  to  find 
constraint  maximisers. 
The  above  disadvantages  do  not  apply  in  the  discretisation  approach.  The  discreti- 
sation  approach  is  more  suitable  in  this  context,  however,  is  main  disadvantages  are 
amplified  when  solving  SIOCP.  It  is  possible  using  the  above  algorithm  to  find  a 
solution  to  the  SIOCP  which  satisfies  the  discretised  robustness  constraints  Vp  E  P=, 
however  this  does  not  imply  that  the  original  path  constraints  (the  continuous  ro- 
bustness  constraints)  are  satisfied. 
In  principle,  it  is  possible  to  uses  different  reformulation  in  each  of  the  steps.  One 
needs  to  make  sure  that  in  step  (b)  when  solving  an  OCP  the  constraint  reformula- 
tion  guarantees  a  stricter  satisfaction  of  the  path  constraints  than  that  in  step  (c) 
when  searching  for  a  constraint  maximiser.  Thus  if  in  step  (b)  an  exact  satisfaction 
of  the  original  set  of  constraints  is  achieved,  then  the  discretisation  approach  can 
be  applied  in  step  (c).  Since  the  end  point  constraint  reformulation  does  not  have 
good  convergence  properties  ([52]),  the  discretisation  approach  is  used  in  all  steps 
of  this  algorithm. 
If  we  apply  the  discretisation  scheme  for  path  constraints  described  in  Chapter  3  to CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL  lli 
Problem  4.11  the  problem  becomes 
max  max  0,  (yp,  y,  q*) 
PEP  3,  Y,  Yp 
S.  t.  h(y,  q*,  pnom) 
h(yp,  q*,  p)  =0 
where  ý  is  a  vector  containing  all  the  discretised  path  constraints.  The  problem  of 
finding  the  largest  constraint  violation  over  the  whole  time  horizon  then  simplifies  to 
that  of  finding  the  largest  element  in  the  vector  of  the  discretised  set  of  constraints. 
This  is  a  bilevel  problem.  The  objective  function  of  the  outer  problem  is  implicitly 
defined  by  an  inner  optimisation  problem.  The  solution  of  this  problem  is  defined  by 
the  largest  element  of  the  vector  of  constraints.  The  most  obvious  method  to  solve 
this  problem,  as  described  by  [26]  for  steady  state-models  and  in  [97,3]  for  dynamic 
models,  is  to  exchange  the  two  max-operators  and  then  circumvent  the  outer  max- 
J 
problem  by  solving  for  each  element  in  the  constraint  vector.  Since  the  number 
of  inequality  constraints  resulting  from  a  discretisation  of  the  path  constraints  can 
become  rather  large  resulting  in  a  large  number  of  NLPs  which  have  to  be  solved, 
a  more  efficient  scheme  would  be  desirable.  In  [97]  it  is  argued  that  approximating 
Problem  4.14  by 
max  E 
y,  yn,  E,  PEP 
s.  t.  log  exp  () 
)=0 
\\j  (4.15) 
h(y,  q*,  p)  =0 
h(yp,  q*,  p)  =0 
to  avoid  non-differentiabilities  leads  to  a  fewer  number  of  NLPs.  Here  v)  corresponds 
'3,.  to  the  smallest  significant  constraint  violation  of CHAPTER  4.  INTEGRATION  OF  DESIGN 
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In  order  to  use  one  of  the  methods  described  in  Chapter  3  to  solve  optimal  control 
problem  4.14  it  needs  to  be  transformed  in  a  more  amenable  form.  It  is  transformed 
into  a  standard  optimal  control  problem.  The  following  problem  is  equivalent  to 
Problem  4.14 
max  min  6 
pEP  6,  y,  yp 
s.  t.  h(y,  q*)  pnom)  =0 
h(yp,  q*,  p)  =0 
0(ypyq*)<_s 
(4.16) 
where  the  index  parameter  j  is  avoided.  This  is  still  a  bilevel  problem  with  a  possible 
non-differentiable  inner  problem.  Problem  4.16  can  be  solved  using  a  procedure 
based  on  the  complete  solution  of  the  inner  problem  as  proposed  by  [40],  i.  e.  solving 
the  problem  in  a  feasible  path  approach.  Such  an  approach  is  likely  to  fail.  The 
difficulty  here  is  that  the  function  defined  implicitly  by  the  inner  problem  may 
not  be  continuously  differentiable.  Most  optimisation  algorithms  are  based  on  the 
assumption  that  the  objective  function  is  continuously  differentiable.  A  stochastic 
optimisation  algorithm  to  overcome  this  difficulty  is  used  in  [38]  to  solve  the  outer 
problem  in  the  context  of  robust  controller  design. 
Most  of  the  methods  proposed  in  the  literature  ([96])  to  solve  bilevel  mathematical 
programs  are  based  on  replacing  the  inner  optimisation  problem  by  a  set  of  con- 
straints  to  the  outer  problem.  These  constraints  define  the  optimality  conditions  of 
the  inner  problem.  The  resulting  problem  is  a  NLP  problem  which  can  be  solved 
using  any  appropriate  NLP  solver.  The  KKT  conditions  of  the  inner  problem  are 
h(y,  q*i  Pnom)  =0 
h(yp,  q*,  p)  =0 
(4.17) 
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0(yp,  y,  q*)  Cb  (1.19) 
ähß 
ay  +ý  ýkö(ýk  -  b) 
ay  =0  (4.20) 
k 
09YP  +YAk 
k 
ay  =0  (4.21) 
, 
Aj  =1  (4.22) 
A;  (o;  -  b)  =0  (4.23) 
A;  >0  (4.24) 
Eq.  4.20  and  Eq.  4.21  are  the  stationary  conditions  with  respect  to  the  state 
variables  (y,,  y).  These  conditions  can  be  ignored  if  it  is  assumed  that  the  Jacobians 
of  the  equality  constraints  are  nonsingular  at  the  solution.  Under  this  assumption 
it  is  always  possible  to  find  multipliers  (µ,  v)  such  that  these  conditions  are  fulfilled. 
This  is  so  because  multipliers  do  not  appear  elsewhere  in  the  set  of  Eqs.  4.17-4.24 
and  can  be  freely  chosen  to  satisfy  Eqs.  4.20  and  4.21. 
The  overall  problem  is  now  given  by 
max  S 
b,  y,  ya,  A,  PEP 
s.  t.  h(y,  q*,  p,,,  o,, 
)  =0 
h(yp,  q*,  p)  =0 
c(yp,  y,  q*)  <S 
>j  )3  =1 
)t  (cb  -  S)  =0 
A;  >0 
(4.25) 
The  complementary  condition  4.23  can  lead  to  computational  difficulties  when  sear- 
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defines  the  constraints  which  are  active.  It  is  taken  into  account  in  [19]  and  [26] 
where  an  active  set  methodology  is  developed  which  replaces  this  condition  by  con- 
straints  involving  binary  variables  that  indicate  which  constraints  are  active  at  the 
solution.  An  alternative  method  is  presented  in  [18]  where  the  complementary  con- 
straint  is  replaced  by  a  penalty  term  in  the  objective  function.  Penalty  function 
algorithms  exchange  a  constrained  optimisation  problem  with  a  sequence  of  uncon- 
strained  problems.  Constraint  violations  are  prevented  (in  the  limit)  by  adding 
penalty  terms  to  the  objective  function.  The  main  advantage  of  such  an  approach  is 
that  the  complementary  condition  (which  is  included  in  the  penalty  term)  needs  only 
to  be  satisfied  in  the  limit  when  the  solution  of  the  modified  problem  converges  to 
the  solution  of  the  original  problem.  The  solution  of  the  sequence  of  unconstrained 
problems  circumvents  the  need  for  an  active  constraint  strategy  and  avoids  the  com- 
binatorial  search  problem  at  degenerate  points  ([19]).  The  main  disadvantage  of  a 
penalty  function  approach  is  that  it  can  lead  to  ill-conditioned  sub-problems  ([24]. 
A  key  advantage  of  the  penalty  function  approach  is  that  it  relaxes  the  discrete 
nature  of  the  complementary  condition.  In  [19]  it  is  proposed  to  relax  the  comple- 
mentary  conditions  associated  with  the  KKT  criteria  instead  of  including  them  in  a 
penalty  term  in  the  objective  function  and  to  solve  a  series  of  sub-problems  with  a 
decreasing  value  of  the  relaxation  constant  r 
<r  (4.26) 
is  solved.  By  applying  this  strategy,  the  ill-conditioning  of  the  sub-problems  can  be CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL 
avoided.  The  overall  problem  can  then  be  written  as 
max  6,  y,  yp,  ),  PEP 
S.  t.  h(y,  q*,  pnonz)  =0 
h(yp,  q*,  p)  =0 
0(yp,  y  q*)  <S 
E3  A 
=1 
-Aj(03-S)  <r 
x;  >0 
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(4.27) 
whose  solution  converges  to  the  solution  of  the  original  problem  as  r  -*  0.  Note  here 
that  the  sign  restrictions  on  (q  -  S)  and  A  mean  that  the  product  -(q,  -  b)\j  is 
bounded  from  below  by  zero.  The  solution  of  each  sub-problem  serves  as  an  initial 
estimate  of  the  solution  of  the  next  sub-problem  with  a  decreased  r. 
As  an  example,  consider  the  following  bilevel  optimisation  problem  where  the  state 
variables  have  been  eliminated  by  solving  the  state  equations 
max  min  S 
PEP  6 
s.  t.  gY  <  S,  i=1,2,3 
The  set  Pisdefined  byP={pJO<p<11}  and 
gi  =  0.75p  -  0.75 
g2  =  -10p+14 
93  =  -0.5p+3 
(4.28) 
(4.29) 
(4.30) 
(4.31) CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL  122 
The  solution  of  the  inner  problem  as  a  function  of  p  is  shown  in  Fig.  4.3  by  the 
solid  line.  The  objective  function  defined  implicitly  by  the  inner  problem  is  non- 
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Figure  4.3:  Constraints  of  a  bilevel  optimisation  problem 
differentiable.  Replacing  the  inner  optimisation  problem  by  the  relaxed  KKT  con- 
ditions  gives  the  following  NLP  problem 
max  S 
pEP,  6 
s.  t.  gi  <  S,  i=1,2,3 
(4.32) 
1:  3a,  =1 
-A2(gi  -  S)  <  r,  i=1,2,3  -- 
The  original  KKT  conditions  which  define  the  inner  optimisation  problem  require  the 
knowledge  of  which  constraints  (dotted  lines)  are  active  for  a  given  p.  The  feasible 
region  of  the  original  problem  is  shown  by  the  solid  line  in  Fig.  4.3.  Figure  4.4  shows 
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Figure  4.4:  Feasible  region  of  the  relaxed  bilevel  optimisation  problem 
the  feasible  region  (shaded  area)  of  the  optimisation  problem  defined  by  the  relaxed 
KKT  conditions  projected  into  the  S,  p-space.  The  arrow  indicates  decreasing  values 
of  r.  The  relaxation  of  the  complementary  condition  gives  a  smoother  representation 
of  the  inner  optimisation  problem. 
It  may  happen  that  the  algorithm  for  the  overall  problem  terminates  at  a  stationary 
point  which  is  not  the  global  maximum.  This  can  be  shown  for  the  above  example 
in  Figure  4.4.  There  are  two  maxima  for  the  problem  at  p=0  and  p=  11.  In  order 
to  increase  the  chances  of  locating  the  global  constraint  maximiser,  a  local  search  is 
started  from  each  vertex  of  the  P-  space.  In  this  example,  each  of  the  initial  points 
of  the  search  is  a  solution  to  the  problem  since  they  are  local  maximisers. 
The  overall  algorithm  terminates  if  it  cannot  find  a  parameter  p,  within  the  set 
P,  which  corresponds  to  a  constraint  violation.  The  solution  (q*)  defines  a  robust 
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solution  to  the  overall  optimisation  problem. 
Selection  of  a  new  set  PZ+1 
This  step  includes  removal  of  some  old  elements  in  the  set  Pi  and  addition  of  new 
elements  to  obtain  the  new  set  P+1  for  the  next  iteration.  The  most  straightforward 
approach  is  not  to  delete  any  element  from  the  old  set  and  add  the  global  or  all  local 
maximisers  to  the  set  Pi  to  obtain  the  new  set  P+1.  In  [33],  the  convergence  of  such 
an  algorithm  is  proved. 
In  [97]  it  is  proposed  to  delete  all  the  elements  which  have  not  been  active  in  the 
last  n  iterations,  unless  they  have  been  deleted  before.  n  is  defined  a  priori.  This 
strategy  avoids  the  algorithm  cycling  between  inclusion  and  rejection  of  the  same 
constraint. 
4.4  Robust  Feedback  Design 
The  previous  sections  described  open-loop  solutions  for  the  integrated  design  and 
control  problem.  The  design  parameters  and  control  profiles  are  determined  once 
only  and  are  not  changed  during  process  operation.  This  can  lead  to  very  conser- 
vative  results  since  the  solution  of  the  problem  is  always  constrained  by  the  worst 
case  scenario.  An  improvement  to  the  objective  function  can  be  expected  if  the  con- 
trol  profiles  can  be  adjusted  based  on  process  measurements.  In  principle,  different 
modes  of  control  can  be  incorporated  in  the  optimisation  problem.  In  [95]  number 
of  methods  for  adjusting  the  controls  are  described: 
(a)  Optimal  closed-loop  control  method:  the  control  inputs  are  computed  as  feed 
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(b)  Open-loop  control  method  without  updating:  the  control  inputs  are  based  on 
initial  information  only. 
(c)  Open-loop  control  method  with  updating:  same  as  (b)  except  that  controls 
are  recomputed  as  new  information  becomes  available.  This  can  be  considered 
as  an  online  optimiser  scheme. 
(d)  Mean  value  approximation  method:  the  closed  loop  control  is  computed  with 
a  fixed  set  of  parameters  (mean  values).  It  can  be  used  within  a)-e). 
(e)  Best  control  law  within  a  class:  the  feedback  control  is  a  parameterised  class 
of  control  laws.  One  solves  for  the  best  control  law  within  the  specified  class. 
If  method  (a)  is  used,  the  best  performance  is  expected.  Unfortunately,  it  is  not 
straight-forward  to  include  a  dynamic  programming  problem  within  an  optimisation 
problem.  Furthermore  one  is  also  faced  with  the  `curse  of  dimensionality'  associated 
with  dynamic  programming.  Method  (b)  applied  to  a  fed  batch  fermenter  results 
in  an  open  loop  problem  which  can  be  solved  by  methods  discussed  previously 
depending  on  the  aim  of  control.  This  approach  is  an  open  loop  approach.  Method 
(c)  is  very  similar  to  method  (b).  Instead  of  computing  new  control  inputs  at 
the  beginning,  controls  are  always  recomputed  at  certain  times.  Such  a  scheme 
corresponds  to  a  Model  Predictive  Control  (MPC)  scheme.  Thus  the  overall  robust 
design  and  control  problem  is  a  bilevel  optimisation  problem  with  multiple  lower 
levels.  Each  level  corresponds  to  a  single  MPC  problem.  If  this  problem  is  solved  as 
a  mathematical  program  by  replacing  the  lower  level  problems  by  the  corresponding 
KKT  conditions,  a  very  high  dimensional  problem  results  ([10]).  Method  (d)  is  faced 
with  the  same  difficulties  as  the  methods  (a)-(c). 
Method  (e)  converts  the  closed-loop  problem  into  an  open-loop  one  where  the  feed- 
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into  the  model  and  the  control  parameters  then  act  as  design  parameters  of  the  pro- 
cess.  Of  course,  the  result  is  influenced  by  the  type  of  controller  used.  This  method 
can  be  incorporated  readily  into  the  process  model  once  the  feedback  parameteri- 
sation  is  given.  This  approach  has  been  proposed  in  [34]  for  the  design  of  optimal 
feedback  controllers. 
A  critical  point  in  method  (e)  is  how  to  impose  bounds  on  the  control  input  in  the 
problem  formulation.  For  the  sake  of  argument  assume  that  the  control  parameter- 
isation  in  the  model  is  given  by 
u(t)  =f  f(x)  (4.33) 
This  description  includes  for  example  a  state  feedback  controller.  Imposing  the 
bounds  in  the  control  variable  by  simply  adding  the  path  constraints 
u<  u(t)  <ü  (4.34) 
may  result  in  a  compromise  between  periods  where  the  constraint  is  active  and  when 
it  is  inactive.  Such  a  constraint  would  imply  that  the  control  variable  should  never 
saturate.  Since  avoiding  control  saturation  is  usually  not  a  control  objective  by 
itself,  it  should  not  affect  the  solution  as  long  as  it  does  not  lead  to  the  violation 
of  any  other  constraint.  It  should  be  possible  that  control  saturation  can  occur 
during  operation'  A  more  appropriate  controller  model  for  this  case  is  the  smoothed CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL 
saturation  function 
Li 
if 
_ 
(f,  (t)-U-E)2 
if  E<f, 
(t)  < 
-{" 
U(t)  =  fi(t)  if  u+E<  fi(t)  < 
-. 
fc(t4E 
u-E)2 
if  u-E< 
fi(t) 
<u+E 
u  if  fi(t)  <u  -E 
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(4.35) 
where  E  is  a  small  positive  scalar.  The  smoothing  is  necessary  in  order  to  avoid  non 
differentiability  in  the  optimisation  problem. 
4.5  A  Multi-objective  Problem  Formulation 
The  robust  design  problem  4.8  is  optimal  with  respect  to  the  nominal  model  parame- 
ters.  If  these  parameters  take  on  values  other  than  their  nominal  values,  the  process 
is  not  optimal  anymore.  Although  it  is  guaranteed  that  the  robustness  constraints 
are  satisfied  for  all  allowed  parameter  variations,  the  design  constraints  can  be  vio- 
lated  even  for  small  parameter  perturbations.  It  is  indeed  possible  that  the  process 
does  not  operate  in  a  profitable  way  anymore.  Special  insight  into  the  problem  is 
therefore  required  to  safeguard  against  this  failure. 
An  alternative  approach  to  design  a  process  by  optimising  its  nominal  model  is 
to  optimise  the  worst  case  scenario  and  additionally  to  guarantee  that  the  design CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL 
constraints  are  satisfied  for  all  possible  parameter  combinations. 
min  max$(x(tf)) 
u(t),  r(t),  t  f  pEP 
s.  t.  x=f  (x,  u,  P) 
xp  =f  (x,,  u,  p) 
b'p  EP 
g(xp,  u,  0  <0 
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(4.36) 
This  problem  formulation  can  however  lead  to  unnecessarily  conservative  designs 
because  the  final  solution  is  based  only  on  the  worst  possible  outcome  which  is 
probably  not  often  encountered  in  practice.  We  have  outlined  so  far  two  different 
objective  functions.  One  which  is  too  optimistic  because  it  does  not  take  any  pa- 
rameter  variations  into  account,  and  one  which  is  too  pessimistic  because  it  assumes 
that  the  parameters  will  always  force  the  worst  possible  outcome.  One  way  to  over- 
come  the  problem  of  designing  either  a  too  optimistic  or  a  too  conservative  process 
is  to  trade  off  these  two  objectives  against  each  other  in  a  multi-objective  optimi- 
sation  framework.  In  a  multi-objective  optimisation  problem  the  aim  is  to  find  the 
optimum  of  two  objective  functions  with  the  same  constraints  [18].  This  problem 
results  in  the  following  multi-objective  formulation. 
ýD(x(tf)) 
min 
U(t)°x(t)°tf  max4ý  (x(tf)) 
pEP 
s.  t.  ±=f  (x,  u,  P) 
(4.37) 
±P=f(x  ,  u)p) 
vpEP 
9(x  ,  u,  t)  <0 
One  approach  to  solve  multi-objective  optimisation  problems  is  to  turn  one  objective 
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certain  value  E.  The  problem  can  now  be  solved  for  different  values  of  e  in  order  to 
construct  a  trade  off  curve  ([18]).  In  this  formulation,  the  worst  case  objective  is 
turned  into  a  constraint.  By  noting  that 
mEaPx4D(x(tf))  CE  <D(x(tf))  <E  Vp  EP  (4.38) 
(In  case  the  max  operator  is  global,  the  relation  is  true  in  both  directions).  Problem 
4.37  can  be  written  using  the  e-constraint  formulation  as 
U(tm(),  tf 
D(x(tf)) 
s.  t.  th  =f  (x,  u,  p) 
xp  =  f(xp,  u,  p) 
(4.39) 
g(xP,  u,  t)  <O  VpE  P 
c(xp(tf))  <E 
This  problem  has  the  same  form  as  the  nominal  design  problem  with  the  robustness 
constraints  (Problem  4.8)  and  therefore  the  same  algorithm  introduced  in  Section 
4.3  can  be  used  to  solve  it. 
The  above  problem  can  be  modified  so  that  the  second  objective  does  not  represent 
the  worst  case  of  the  original  objective  function.  Other  objective  functions  relating 
to  specific  control  objectives  can  be  used  as  will  be  demonstrated  in  the  case  studies. 
This  problem  can  also  be  viewed  in  the  framework  presented  in  Section  4.3  where  the 
nominal  case  is  optimised  and  an  additional  set  of  robustness  constraints  is  intro- 
duced.  In  Problem  4.39  the  nominal  case  is  also  optimised.  The  design  constraints 
are  turned  into  robustness  constraints  such  that  they  are  satisfied  for  all  possible 
parameter  combinations.  An  additional  robustness  constraint  is  introduced  which CHAPTER  4.  INTEGRATION  OF  DESIGN  AND  CONTROL  130 
ensures  that  the  objective  function  (or  any  other  performance  measure)  is  bounded 
by  E  for  all  parameters  p  in  P.  Solving  the  problem  for  different  bounds  E  results  in 
a  set  of  Pareto  optimal  solutions  ([18])  for  the  multi-objective  optimisation  problem. 
4.6  Conclusions 
The  first  part  of  this  chapter  presents  a  method  to  design  a  robust  controller  for 
a  fed  batch  fermentation.  A  specific  controller  parameterisation  is  assumed  and 
the  controller  parameters  are  included  in  the  problem  formulation.  This  problem 
formulation  is  incorporated  into  an  optimal  design  procedure.  As  a  result  it  is 
possible  to  design  a  fermentation  process  which  is  controllable  with  respect  to  the 
assumed  controller.  In  order  to  guarantee  acceptable  performance  a  second  objective 
function  is  introduced  in  the  problem  formulation  which  is  based  on  a  worst  case 
scenario.  This  second  objective  function  can  be  reformulated  in  a  multiobjective 
optimisation  framework. Chapter  5 
Case  Studies 
5.1  Controllability  Analysis  of  a  Continuous  Fer- 
mentation 
In  this  case  study  different  designs  of  a  continuous  fermentation  are  compared  with 
respect  to  their  controllability  properties.  Four  designs  of  a  single  cell  producing 
fermenter  are  considered.  These  are  common  designs  for  continuous  fermenters 
which  can  be  found  in  the  literature  (e.  g.  [62]).  Design  1  (Figure  5.1a)  is  a  single 
stream  fermenter  with  one  inlet  and  one  outlet  stream.  The  input  flow  rate  and  the 
feed  substrate  concentration  are  considered  as  possible  manipulated  inputs. 
To  enable  manipulation  of  the  overall  feed  concentration  whilst  maintaining  a  con- 
stant  flow  rate  (as  assumed  in  Design  1),  two  streams  with  different  concentrations 
must  be  employed.  Instead  of  using  the  feed  concentration  as  a  manipulated  input, 
Design  2  (Figure  5.1b)  uses  the  flow  rate  of  one  of  the  inlet  streams  as  the  control 
input. 
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Figure  5.1:  The  four  different  fermenter  designs:  a)  Design  1;  b)  Design  2;  c)  Design 
3;  d)  Design  4 
In  Designs  3  and  4  (Figures  5.  lc  &  d)  a  recycle  is  introduced.  The  difference  between 
the  two  designs  is  that  in  Design  3  the  product  is  withdrawn  before  the  filter  whereas 
in  Design  4  it  is  withdrawn  after  the  filter.  The  inlet  and  the  product  outlet  flow 
rates  are  considered  as  manipulated  inputs  under  different  recycles. 
The  nonlinear  and  the  linearised  models  corresponding  to  the  four  designs  are  de- 
rived  in  the  next  section. 
5.1.1  Nonlinear  Dynamic  Models 
In  all  four  designs  the  fermenter  is  described  by  an  unstructured  model.  The  specific 
growth  rate  is  modeled  by  a  Monod  kinetic  relationship  - 
X5.1) 
µ(S)=Pma 
S 
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where  S  is  the  substrate  concentration,  fcmax  is  the  maximum  specific  growth  rate 
and  K  is  the  substrate  saturation  constant.  For  all  reactors  it  is  assumed  that 
they  have  constant  volume,  their  content  is  well  mixed  and  the  feed  is  sterile.  The 
nominal  Monod  model  parameters  are  K=0.05  g/l  and  µm,,,  =  0.4  1/h. 
5.1.1.1  Single-Stream  Fermenter:  Design  1 
Figure  5.  la  shows  a  fermenter  with  one  inlet  and  one  outlet  stream.  The  nonlinear 
model  corresponding  to  this  design  is  given  by 
X=  µ(S)X  -  XD 
=  -µ(y 
)X 
+  (Sf  -  S)D  (5.2) 
where  X  is  the  cell  concentration.  Sf  is  the  feed  substrate  concentration,  Y  is  the 
yield  coefficient  and  D  is  the  dilution  rate.  The  nominal  values  of  Y  and  Sf  are 
taken  as  0.4  g/g  and  1  g/l  respectively.  The  inlet  flow  rate  or  the  inlet  substrate 
concentration  can  be  used  as  manipulated  inputs. 
The  design  objective  is  to  maximise  the  profit  per  unit  volume  and  unit  time  at 
steady  state  conditions.  This  objective  can  be  formulated  as  maximising 
Q=  qý,  DX  -  g3DS  f  (5.3) 
where  qx  and  q3  are  the  cost  coefficients  related  to  the  product  and  the  substrate, 
respectively.  It  can  be  shown  that  the  optimal  dilution  rate  which  maximises  the CHAPTER  5.  CASE  STUDIES  1:  31 
profit  is 
Iý  Sf  Dopt 
=ilmax  1- 
j  fý 
ýý+C  Y/ýmaxlSf+ý1ý 
where  c=  q3/q,,  is  the  ratio  of  the  cost  coefficients 
(5.4) 
Different  sets  of  operating 
points  are  obtained  by  varying  the  cost  coefficients.  The  first  operating  point  (OP1) 
corresponds  to  c=0.035,  whereas  the  second  operating  point  (OP2)  corresponds 
to  a  negligible  cost  of  feed  substrate  (c  =  0).  These  two  operating  points  fall 
into  regions  where  it  is  common  to  operate  fermenters.  OP1  corresponds  to  an 
intermediate  dilution  rate  and  the  dilution  rate  of  OP2  is  that  which  yields  optimal 
productivity,  however  OP2  is  close  to  the  wash  out. 
The  steady  state  values  corresponding  to  the  operating  points  OPI  and  OP2  are 
shown  in  Table  5.1. 
X  [g/1]  S  [g/1]  Dir,,  [1/h] 
OP  1  0.381  0.047  0.1947 
OP  2  0.328  0.179  0.3127 
5.1.1.2 
Table  5.1:  Nominal  operating  points  for  Design  1 
Two  -  Stream  Fermenter:  Design  2 
Figure  5.1b  shows  a  fermenter  with  two  inlet  streams  D,  and  Df.  The  two  inlet 
streams  have  different  feed  concentrations  Sf  and  S,  respectively.  The  process  is 
modeled  by 
µ(S)X  -  X(Df  +  D,  ) 
_"(()X+(Sf-S)Df+(SC-S)DC 
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The  two  streams  are  designed  such  that  the  mixed  stream  which  enters  the  fermenter 
has  the  same  flow  rate  and  the  same  feed  concentration  as  the  inlet  flow  in  Design 
1  at  the  two  operating  points  OPI  and  OP2.  At  nominal  operating  conditions, 
there  is  no  difference  between  Designs  1  and  2.  The  dilution  rate  of  the  control  flow 
D,  is  made  to  satisfy  certain  bounds.  The  concentration  of  the  control  stream  S, 
is  used  as  a  design  parameter  and  is  varied  from  0  to  200  %  of  the  nominal  feed 
concentration  of  Design  1  at  each  of  the  two  operating  points. 
5.1.1.3  Continuous  Recycle  Fermenter:  Designs  3& 
Figures  5.1c  &  5.1d  show  fermenters  with  recycle  and  filter  units.  The  processes  are 
modeled  by 
X=  µ(S)X-x((1- 
E-1)Do+(E-1)Di, 
+(E  - 
Ie) 
=  -µ(y)X-(S-Siý,  )Din  (5.6) 
where  D.  is  the  dilution  rate  withdrawn  before  the  filter  and  De  is  the  dilution  rate 
withdrawn  after  the  filter.  Di,,  is  the  dilution  rate  entering  the  fermenter,  and  D  fir 
is  the  stream  leaving  the  filter.  r.  is  the  split  fraction  and  E  the  separation  factor  of 
the  filter.  The  filter  is  assumed  to  be  static  and  is  modeled  by  algebraic  equations. 
In  both  designs,  E=1  corresponds  to  a  cell  recycle  with  no  biomass  in  the  stream 
leaving  the  system  in  the  filter  and  c=0  corresponds  to  a  pure  substrate  recycle. 
K  is  taken  as  a  design  parameter.  The  cases  of  pure  substrate  and  pure  cell  recycle 
will  be  investigated.  The  filter  can  be  either  of  centrifugal  type  or  a  membrane  type. 
The  filter  stream  is  employed  to  keep  the  volume  in  the  fermenter  constant.  The 
nominal  values  of  inlet  flow  rate  and  concentration  at  the  two  operating  points  are CHAPTER  5.  CASE  STUDIES 
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the  same  as  those  in  Design  1.  The  operating  points  have  the  same  conversion  rate 
as  Design  1.  At  steady  state  conditions,  the  filter  stream  is  Dfii  =  0.5Dzn.  In  Design 
3  (Figure  5.  lc)  the  product  is  withdrawn  before  the  filter,  i.  e.  De  =  0,  whereas  in 
Design  4  (Figure  5.1d)  the  product  is  withdrawn  after  the  filter,  i.  e.  Do  =  0. 
5.1.2  Linearised  Models 
The  nonlinear  models  are  linearised  at  the  two  operating  points  and  transformed  to 
the  Laplace  domain  to  obtain  the  input-output  transfer  functions  and  disturbance- 
output  transfer  functions 
y(s)  =  G(s)u(s)  +Z  Gd;  (s)di(s) 
2 
(5.7) 
where  y  is  the  controlled  output,  u  is  the  control  input  and  d  is  the  vector  of 
disturbances.  G(s)  is  the  input-output  transfer  function  and  Gd;  is  the  disturbance 
transfer  function  corresponding  to  disturbance  di.  The  output  y  is  the  cell  mass 
concentration  X.  Disturbances  are  assumed  to  be  due  to  uncertainties  in  the  cell 
mass  yield  Y,  maximum  growth  rate  inlet  flow  rate  Df  and  inlet  substrate 
concentration  Sf.  The  bounds  on  the  inputs,  disturbances  and  the  allowed  output 
deviation  are  given  in  Table  5.2.  The  input  u,  the  output  y  and  the  disturbances  d, 
are  scaled  such  that  they  are  all  in  the  range  [-1,1]. 
5.1.3  Analysis 
Based  on  the  input-output  and  the  disturbance-output  transfer  functions  and  the 
worst  case  disturbances,  the  controllability  properties  of  the  different  designs  can  be 
analysed.  The  effects  of  the  worst  case  disturbances  and  of  the  manipulated  input CHAPTER  5.  CASE  STUDIES 
Du  Ad  Ay 
Design  1  ODZ,  =  0.5Din 
OSf  =  0.25Sf 
ADzn  =  0.1DZn 
OSf  =  O.  lSf 
Design  2  AD,  =  0.25(Df  +  De)  Dµ￿Lax  =  O.  lµ,  nax  AX  =  0.1.  )( 
Design  3  ODo  =  0.25Do 
ODZn  =  0.25D27L 
AK  =  0.1K 
AY  =  0.1Y 
Design  4  ADe  =  0.25De 
Table  5.2:  Input,  disturbance  and  output  bounds  for  the  different  designs 
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on  the  output  are  determined  for  each  of  the  designs.  The  results  are  shown  as 
frequency  plots. 
5.1.3.1  Design  1 
The  analysis  is  performed  for  two  different  control  inputs.  In  Case  1  the  dilution 
rate  is  taken  as  the  control  input  and  in  Case  2  the  feed  concentration  is  employed 
as  the  control  input  to  control  the  outlet  cell  concentration. 
Figure  5.2  shows  the  frequency  plots  for  the  two  control  structures  at  the  two  op- 
erating  points  OP1  and  OP2.  Since  perfect  disturbance  rejection  at  steady  state 
conditions  is  desired,  the  gain  of  the  transfer  function  at  low  frequencies  has  to  be 
larger  than  the  magnitude  of  the  worst  case  disturbance. 
Case  1:  Using  the  dilution  rate  as  control  input  (u=D) 
At  both  operating  points  the  effect  of  the  dilution  rate  on  the  cell  concentration  is 
small.  This  corresponds  to  a  small  steady  state  gain  which  indicates  controllability 
problems  since  the  input  is  likely  to  saturate.  In  fact  the  worst  case  disturbance  has CHAPTER  5.  CASE  STUDIES  138 
Figure  5.2:  The  input-output  transfer  function  (full  line)  and  the  disturbance-output 
transfer  function  (dashed  line)  for  Design  1 
(a):  u  =D  at  OPI;  (b):  u=D  at  OP2 
(c):  u  =  Sf  at  0  Pl;  (d):  u=  Sf  at  0P2 
a  larger  effect  on  the  output  and  one  can  therefore  expect  input  saturation.  Figure 
5.2b  shows  that  at  operating  point  OP2,  the  steady  state  gain  is  larger  than  that 
at  operating  point  OPI.  However,  a  perfect  rejection  of  the  worst  case  disturbance 
is  still  not  possible. 
The  results  shown  for  the  two  operating  points  confirm  other  findings  for  these 
fermenters  ([102]).  For  continuous  fermenters  with  Monod  kinetics,  the  steady  state 
gain  increases  with  increasing  dilution  rate.  This  indicates  better  controllability 
properties  closer  to  the  wash  out. 
The  above  analysis  shows  that  Design  1  is  not  controllable  at  either  of  the  two 
operating  points  if  the  dilution  rate  is  chosen  to  be  the  control  input.  This  is  due 
to  a  low  steady  state  gain. CHAPTER  5.  CASE  STUDIES  1:  39 
Case  2:  Using  feed  substrate  concentration  as  control  input  (il  =  Sf) 
Figures  5.2c  and  5.2d  show  the  frequency  plots  for  Design  1  with  the  feed  concen- 
tration  as  manipulated  input.  The  system  is  not  controllable  at  operating  point 
OP2.  The  effect  of  the  disturbances  is  too  large  and  rejection  of  the  disturbances 
at  steady  state  conditions  is  not  possible.  However  the  effect  of  the  disturbances  is 
smaller  at  operating  point  OPI  where  perfect  rejection  of  the  disturbances  is  pos- 
sible  at  low  frequencies.  A  good  disturbance  rejection  can  therefore  be  expected  at 
this  operating  point  if  the  feed  concentration  is  chosen  as  the  control  input. 
5.1.3.2  Design  2 
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Figure  5.3:  The  input-output  transfer  function  (full  line)  and  disturbance-output 
transfer  function  (dashed  line)  for  Design  2  using  D,  as  the  control  input  with 
different  values  of  S, 
(a):  S,  =0  at  OP1,  (b):  S,  =0  at  OP2, 
(c):  S,  =  1.1  at  OP1,  (d):  S,  =  1.8  at  OP2, 
(e):  SC=2  at  OPI,  (f):  S,  =2atOP2 CHAPTER  5.  CASE  STUDIES  140 
In  this  design  the  dilution  rate  of  the  control  stream  is  used  as  a  control  input 
(u  =  Da).  Figure  5.3  shows  the  frequency  plots  for  different  concentrations  (Se)  of 
the  control  stream  at  the  two  operating  points  OP1  and  OP2.  For  a  control  stream 
concentration  of  Sc  =  0,  the  dilution  rate  Dc  has  a  large  effect  on  the  output.  This 
effect  is  larger  than  the  effect  of  the  disturbances  at  low  frequencies  at  both  operating 
points.  Therefore  the  process  is  controllable  at  both  operating  points  (Figure  5.3a 
and  5.3b).  By  increasing  the  concentration  S,  the  gain  of  the  input-output  transfer 
function  decreases.  At  intermediate  values  of  S,  the  process  is  uncontrollable  due 
to  the  very  low  transfer  function  gain.  This  is  shown  clearly  in  Figure  5.3c  and 
5.3d  for  operating  points  OP1  and  OP2.  The  frequency  plots  corresponding  to 
Sc  =1  are  not  shown  here  since  this  case  is  equivalent  to  Design  1  with  the  dilution 
rate  as  a  control  input.  This  process  is  not  controllable  as  was  shown  in  Section 
5.1.3.1.  With  increasing  stream  concentrations,  the  steady  state  gain  decreases  and 
approaches  zero.  At  this  point  the  transfer  function  zero  crosses  the  imaginary  axis. 
This  point  can  be  obtained  by  setting  the  transfer  function  to  zero  to  give  the  control 
stream  concentration 
sý  = 
Stotal 
(D,  +  Df)Kµmax  (5.8) 
((D0  +  Df)  µmax)2 
where  Stotal  is  the  concentration  of  the  total  stream  entering  the  fermenter  (Stotal  _ 
1  g/l).  For  this  feed  concentration  the  process  is  uncontrollable  independent  of 
the  bounds  on  the  input.  At  OP1,  S,  =  1.1  g/l  and  at  OP2  it  is  S,  =  1.8  g/l. 
The  change  in  dilution  from  increasing  the  inlet  flow  and  the  change  in  growth 
from  adding  more  substrate  to  the  fermenter  compensate  each  other  at  this  feed 
concentration. 
For  stream  concentrations  higher  than  S,  a  right-half  plane  zero  appears  in  the 
transfer  function.  As  S,  increases  above  S,  the  zero  moves  away  from  the  imaginary CHAPTER  5.  CASE  STUDIES  III 
axis.  The  presence  of  a  right  half  plane  zero  can  have  a  significant  effect  on  the 
control  performance  of  the  process.  At  the  concentration  where  the  zero  crosses  the 
imaginary  axis  the  input  has  no  effect  on  the  output  at  steady  state.  The  influence 
of  the  position  of  the  transfer  function  zero  is  less  pronounced  the  further  away  the 
zero  is  placed  from  the  imaginary  axis  [59].  Figure  5.3e  shows  that  for  S,  =2  the 
process  is  controllable  at  operating  point  OPI.  At  operating  point  OP2  the  steady 
state  gain  is  not  large  enough  to  make  the  process  controllable. 
5.1.3.3  Design  3 
This  design  corresponds  to  a  recycle  fermenter  with  the  product  withdrawn  before 
the  filter.  The  outlet  (Do)  and  inlet  (Di)  dilution  rates  are  considered  as  control 
inputs. 
Case  1:  Using  the  outlet  stream  as  control  input  (u  =  Do) 
Figures  5.4a  and  5.4b  show  respectively  the  frequency  plots  for  a  cell  recycle  fer- 
menter  at  the  operating  points  OP1  and  OP2.  Perfect  control  is  possible  at  all 
frequencies.  Figures  5.4c  to  5.4f  show  the  frequency  plots  for  the  same  fermenter 
at  two  different  values  of  the  splitting  fraction  rc.  A  low  ic  corresponds  to  a  low 
recycle  rate.  For  i=0.5  (Figure  5.4c  and  5.4d)  the  system  is  not  controllable  at 
both  operating  points.  The  steady  state  gain  increases  with  increasing  r,  and  the 
system  becomes  controllable  at  r,  =  0.85  (Figure  5.4e  and  5.4f).  This  indicates  that 
a  cell  recycle  makes  the  fermenter  more  controllable.  A  substrate  recycle  makes  the 
system  controllable  at  high  recycle  rates. CIIAPTER  5.  CASE  STUDIES 
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Figure  5.4:  The  input-output  transfer  function  (full  line)  and  the  disturbance-output 
transfer  function  (dashed  line)  for  Design  3  with  u=  Do 
(a):  E=1  at  OP1,  (b):  E=1  at  0P2, 
(c):  '=0.5  at  OP1,  (d):  rc  =  0.5  at  0P2, 
(e):  '=0.85  at  OPI,  (f):  K=0.85  at  OP2 CHAP'T'ER  5.  CASE  STUDIES 
Case  2:  Using  the  inlet  flow  rate  as  control  input  (u  =  D;, 
ý) 
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In  this  case,  the  input  dilution  rate  Di,  is  used  as  the  manipulated  variable.  The 
frequency  plots  are  shown  in  Figure  5.5. 
Figure  5.5:  The  input-output  transfer  function  (full  line)  and  the  disturbance-output 
transfer  function  (dashed  line)  for  Design  3  with  u=  Di,  and 
(a):  E=0  at  OPI,  (b):  E=0  at  OP2, 
(c):  rc  =  0.5  at  OPI,  (d):  is  =  0.5  at  OP2, 
(e):  is  =  0.85  at  OPI,  (f):  ic  =  0.85  at  OP2 
The  effect  of  the  input  dilution  rate  on  the  cell  concentration  in  the  effluent  is 
not  large  enough  to  guarantee  disturbance  rejection  at  steady  state  conditions  in- 
dependent  of  the  operating  point  and  the  kind  of  recycle.  The  system  becomes 
controllable  only  with  a  substrate  recycle  and  high  recycle  rates  (Figure  5.5f).  All 
the  other  designs  are  uncontrollable  (Figure  5.5a  to  Figure  5.5e). CHAPTER  5.  CASE  STUDIES 
5.1.3.4  Design  4 
In  this  design  the  product  is  withdrawn  after  the  filter  and  the  output  dilution  rate 
of  the  filtered  stream  is  taken  as  the  control  variable.  Figures  5.6a  and  5.6b  show 
Figure  5.6:  The  input-output  transfer  function  (full  line)  and  the  disturbance-output 
transfer  function  (dashed  line)  for  Design  4  with  u=  De  and 
(a):  e=0  at  OPI;  (b):  E=0  at  OP2; 
(c):  '=0.85  at  OPI;  (d):  tc  =  0.85  at  OP2 
the  frequency  plots  with  a  cell  recycle  at  the  two  operating  points.  The  design  is 
controllable  in  both  cases.  For  a  substrate  recycle  with  intermediate  recycle  rates 
this  design  was  found  not  to  be  controllable. 
Figure  5.6c  &  5.6d  show  the  frequency  plots  corresponding  to  a  high  substrate 
recycle.  At  these  operating  points  the  design  is  controllable.  In  order  to  achieve  the 
same  conversion  rate  as  Design  1  and  be  controllable,  the  volume  of  this  reactor  has 
to  be  six  times  larger  than  that  for  Design  1. 
5.1.4  Nonlinear  Simulations 
Simulations  of  the  nonlinear  models  with  simple  PI  controllers  have  been  performed 
in  order  to  confirm  the  results  obtained  from  the  controllability  analysis.  The  sim- CIIAPTER  5.  CASE  STUDIES 
ulations  are  for  illustrative  purposes  only. 
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Figure  5.7:  Nonlinear  simulation  of  PI  controlled  fermenter  based  on  Design  1. 
The  dilution  rate  is  the  control  input  and  a  negative  4%  step  disturbance  in  Y  is 
considered. 
The  above  analysis  showed  that  Design  1  is  not  controllable  if  the  dilution  rate  is 
chosen  to  be  the  control  input.  The  bounds  on  the  control  input  for  this  design  were 
chosen  to  be  twice  as  wide  as  those  of  the  other  designs.  The  poor  controllability  of 
this  design  is  confirmed  via  a  simulation  of  the  controlled  system  (Figure  5.7).  For 
a  4%  step  change  in  the  yield  factor  Y,  the  control  input  exceeds  its  lower  bound 
(0.11/h).  Note  that  this  simulation  corresponds  to  a  single  disturbance  at  half  its 
maximum  possible  size.  A  small  disturbance  is  chosen  because  it  corresponds  to 
a  realisable  input  at  steady  state  conditions.  For  larger  disturbances,  the  control 
input  saturates. 
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Figure  5.8  shows  a  simulation  of  a  PI  controlled  fermenter  based  on  Design  -'  with 
Sc  =0  subject  to  10%  step  changes  in  all  disturbances.  The  control  system  is  able 
to  reject  these  disturbances  without  exceeding  the  bounds  on  the  control  input. 
These  findings  correspond  closely  to  the  results  obtained  from  the  linearised  process 
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Figure  5.8:  Nonlinear  simulation  of  PI  controlled  fermenter  based  on  Design  2.  One 
stream  is  used  as  the  control  input  and  10%  step  changes  in  all  disturbances  are 
considered. 
models. 
5.1.5  Conclusions 
The  above  study  shows  that  linear  controllability  analysis  is  a  valuable  tool  in  eval- 
uating  and  comparing  the  controllability  properties  of  different  designs  at  an  early 
stage  of  the  design  procedure. CHAPTER  5.  CASE  STUDIES  III-, 
A  few  common  process  designs  of  continuous  fermenters  are  compared  with  respect 
to  their  controllability  properties  at  two  different  operating  points.  The  comparisons 
were  made  in  terms  of  the  control  input  required  to  reject  the  worst  case  disturbance 
for  perfect  control  in  the  frequency  domain.  It  can  be  seen  that  it  is  possible  using 
frequency  analysis  to  study  the  controllability  properties  of  fermenters.  Using  the 
dilution  rate  as  the  control  input  to  maintain  the  cell  concentration  at  the  desired 
level  was  found  not  to  yield  satisfactorily  control  performance.  The  control  problems 
are  related  to  input  saturation.  This  was  confirmed  using  a  nonlinear  simulation 
of  the  PI  controlled  process.  Adding  a  second  stream  (which  does  not  contain  any 
growth  limiting  substrate)  to  the  fermenter  leads  to  superior  control  performance. 
This  is  predicted  by  linear  analysis  and  confirmed  with  a  nonlinear  simulation.  Re- 
cycles  can  have  a  positive  effect  on  the  controllability  properties  of  the  process.  Cell 
recycles  improve  controllability  if  an  outlet  stream  is  used  as  the  control  input.  For 
substrate  recycles,  high  recycle  rates  are  required  to  improve  the  controllability  of 
the  process.  This,  in  general,  is  not  desirable  because  it  corresponds  to  larger  reactor 
volumes. 
5.2  Design  of  a  Cell  Producing  Fed-Batch  Fer- 
mentation 
5.2.1  Nonlinear  Dynamic  Model 
In  this  case  study  a  cell  producing  fed  batch  fermenter  as  shown  in  Figure  5.9  is 
optimised.  The  nominal  problem,  i.  e.  without  taking  uncertainty  into  account,  has 
been  solved  as  an  optimal  control  problem  in  [55].  The  objective  is  to  maximise  the CHAPTER  5.  CASE  STUDIES  1.18 
F 
Figure  5.9:  Cell  producing  fed  batch  fermenter 
amount  of  product  at  the  end  of  the  fermentation 
ID  =X  (t  f)V  (t  f)  (5.9) 
where  X  is  the  cell  concentration,  V  the  volume  of  the  fermenter  and  tf  the  final 
time  of  the  fermentation  is  fixed  to  be  tf=3.8  h.  The  volume  of  the  fermenter  is 
assumed  to  be  bounded  by 
V  (t)  <51  (5.10) 
It  is  also  assumed  that  the  fermenter  is  fed  by  a  single  stream,  its  contents  are  well 
mixed  and  the  feed  is  sterile.  The  unstructured  model  of  this  fermentation  is  given 
by 
µ(S)X  -VF CHAPTER  5.  CASE  STUDIES  119 
p(s)+  (Sf  -  S) 
F 
YV  (5.11) 
V=F  (5.12) 
where  X  and  S  are  the  cell  and  substrate  concentrations,  respectively.  Y  is  the  yield 
coefficient  (Y  =  0.5)  and  the  influent  substrate  concentration  Sf  (Sf  =  10  g/l)  is 
assumed  to  be  constant.  The  feed  flow  rate  F  is  assumed  to  be  time  varying  and  is 
considered  to  be  the  control  input.  Bounds  on  the  flow  rate  are 
0  1/h  <  F(t)  <4  1/h  (5.13) 
The  control  input  is  parameterised  using  a  piecewise  constant  function.  It  has  been 
found  through  computer  simulations  that  not  much  improvement  is  obtained  using  a 
more  complex  parameterisation.  The  growth  rate  is  substrate  inhibited  and  modeled 
by 
=  ti(S)  -  µma  s 
xK+S+0.552 
(5.14) 
The  maximum  growth  rate  µmdx  =1  h-'  and  the  Monod  constant  K=0.03  g/l  are 
assumed  to  be  uncertain  by  ±10%. 
5.2.2  Nominal  Optimisation 
Initially  the  model  is  optimised  using  the  nominal  parameters.  This  gives  a  total 
amount  of  cell  mass  OD  =  20.95  g  and  a  final  product  c6ncentration  of  X  (t  f)  = 
4.19  gIl.  This  result  serves  as  an  upper  bound  on  the  objective  function  and  can  be 
used  later  to  measure  the  difference  between  the  nominal  and  the  robust  optimum CHAPTER  5.  CASE  STUDIES  150 
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Figure  5.10:  Optimal  nominal  solution:  X  (t  f)V  (t  f)  =  20.95  g 
(a):  Feed  rate  input  profile, 
(b):  State  trajectories  corresponding  to  the  nominal  parameters, 
(c):  State  trajectories  corresponding  to  values  of  µmax  =  0.9  h-1  (90%  of  the  nominal 
value)  and  K=0.033  g/l  (110%  of  the  nominal  value) CHAPTER  5.  CASE  STUDIES  151 
when  uncertainty  is  taken  into  account.  The  optimal  feed  rate  profile  for  the  nominal 
problem  is  shown  in  Figure  5.10a.  The  corresponding  state  trajectories  for  the  nom- 
inal  parameter  values  are  shown  in  Figure  5.10b.  The  optimal  controller  maintains 
the  substrate  concentration  at  a  constant  level  which  maximises  the  growth  rate. 
The  small  oscillations  are  due  to  the  staircase  character  of  the  control.  In  Figure 
5.10c  the  effect  of  the  parameter  uncertainties  is  shown.  The  10%  change  in  the  pa- 
rameter  values  strongly  influences  the  state  profiles  if  the  optimal  feed  rate  based  on 
the  nominal  parameters  is  applied.  The  final  cell  concentration  (X  (t  f)  =  1.28  g/l) 
is  much  less  than  in  the  nominal  case.  The  total  amount  of  product  is  only  about 
1/3  of  the  value  predicted  by  the  nominal  optimisation. 
5.2.3  Robust  Optimisation 
In  order  to  avoid  such  failures  and  guarantee  final  product  concentrations  within 
certain  bounds,  an  additional  uncertainty  constraint  is  introduced.  This  constraint 
restricts  the  final  cell  mass  concentration  to  be  within  a  certain  neighbourhood  of 
the  nominal  case  for  all  parameter  variations.  This  is  expressed  with  the  following 
set  of  constraints 
ip  =  f(x 
,  u)p) 
Xp(t  f)  <X  (t  f)  +  0.5  g/l  VP  EP 
Xp(t  f)  >  X(tf)  -  0.5  g/l 
(5.15) 
These  constraints  ensure  that  the  final  cell  concentration-  will  be  within  ±0.5  g/l 
bounds  of  the  nominal  solution  at  the  final  time.  The  robust  optimal  feed  rate 
profile  is  shown  in  Figure  5.  lla.  Figure  5.  llb  shows  the  solution  for  the  nominal CHAPTER  5.  CASE  STUDIES 
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Figure  5.11:  Robust  optimal  solution  with  uncertainty  constraints  Eq.  5.15: 
X(tf)V(tf)  =  16.51  g 
(a):  Feed  rate  input  profile, 
(b):  State  trajectories  corresponding  to  the  nominal  parameters, 
(c):  State  trajectories  corresponding  to  values  of  µ￿ýaý  =  0.9  1/h  and  K=0.033  gll CHAPTER  5.  CASE  STUDIES  153 
parameter  case.  The  trajectories  corresponding  to  the  parameter  combination  which 
maximizes  the  uncertainty  constraint  is  shown  in  Figure  5.11c.  It  is  shown  that  the 
effect  of  the  uncertainty  is  much  less  than  that  corresponding  to  the  solution  without 
the  uncertainty  constraint.  This  is  achieved  at  the  expense  of  reducing  the  objective 
function  of  the  nominal  case  to  16.51  g.  As  pointed  out  before,  this  is  the  price  to 
pay  to  incorporate  robustness. 
5.2.4  Robust  Optimisation  with  Feedback 
In  order  to  reduce  the  effect  of  the  uncertainty  and  allow  some  degree  of  on=line 
adjustment,  a  linear  constant  gain  state  feedback  controller  is  implemented  on  the 
model.  The  elements  of  the  gain  matrix  are  included  in  the  optimisation  problem 
as  additional  parameters.  The  control  law  is  given  by 
F(t) 
=  F(t)n, 
om  +  kjOX  (t)  +  k20S(t)  (5.16) 
where  F,, 
om 
is  the  feed  rate  profile  corresponding  to  the  normal  optimisation  problem 
and  OX  and  AS  are  the  deviation  from  the  corresponding  nominal  state  trajectories. 
Since  the  input  constraints  in  Eq.  5.13  ensure  that  the  controller  parameters  are 
chosen  such  that  input  saturation  is  prohibited,  a  smooth  saturation  function  as 
shown  in  Figure  5.13  was  added  to  the  problem 
4 
Ft-4-e2 
4- 
4e 
F(t)  =  F'(t) 
-Ft-ez 
4f 
0 
if  F(t)  >4+E 
if  4-E<F(t)<4+E 
if  0<  F(t)  <4 
if  -c<F(t)<E 
if  F<  -E 
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Figure  5.12:  Optimal  solution  with  uncertainty  constraints  Eq.  5.15  and  feedback 
controller:  X  (t  f)V  (t  f)  =  20.95  g 
(a):  Feed  rate  input  profile, 
(b):  State  trajectories  for  the  nominal  parameters  (same  as  Fig.  5.10b), 
(c):  State  trajectories  for  p,,,,  =  0.9  1/h  and  K=0.033  g/l CHAPTER  5.  CASE  STUDIES  155 
Figure  5.13:  The  smoothed  saturation  function  Eq.  5.17 
where  c  is  a  small  positive  scalar.  The  smoothing  is  necessary  in  order  to  avoid 
non  differentiability  in  the  optimisation  problem.  This  saturation  function  makes 
it  possible  for  the  input  to  saturate  during  operation  which  would  not  have  been 
possible  if,  instead,  constraint  Eq.  5.13  was  modified  to  bound  F(t).  Equation  5.13 
is  used  to  bound  the  flow  rate  F(t)n, 
O7z. 
The  optimal  input  profile  is  shown  in  Figure 
5.12a.  It  is  identical  to  the  input  profile  of  the  problem  without  any  uncertainty 
constraints.  The  value  of  the  objective  function  is  C=  20.95  g  which  is  equal  to  the 
case  without  uncertainty  constraints.  The  state  trajectories  corresponding  to  the 
nominal  parameters  case  are  shown  in  Figure  5.12b.  For  the  worst  case  uncertainty 
the  state  trajectories  are  shown  in  Figure  5.12c.  The  uncertainty  constraint  is  not 
active  at  the  solution  which  implies  that  the  final  bounds  on  the  cell  concentration 
will  be  less  than  those  required  by  the  constraint.  The  cell  concentration  trajectories 
are  quite  close  together.  The  controller  shifted  the  effect  of  the  uncertainty  on  the 
cell  mass  concentration  to  that  on  the  volume. 
012345 
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5.2.5  Conclusions 
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The  above  study  has  shown  that  improvements  can  be  made  if  model  uncertainties 
are  taken  into  account  when  optimising  fed  batch  fermentation.  The  optimisation 
of  the  nominal  model  is  compared  to  the  optimisation  taking  parameter  uncertainty 
into  account.  It  is  shown  that  a  feedback  controller  based  on  process  measurements 
or  estimates  can  be  used  to  reduce  the  effect  of  the  uncertainty  since  it  provides 
a  degree  of  on-line  adjustment.  This  approach  has  been  shown  to  produce  profiles 
which  are  more  robust  in  the  presence  of  uncertainty. 
5.3  Design  of  a  Competitive  Fed-Batch  Fermen- 
tation 
5.3.1  Nonlinear  Dynamic  Model 
In  this  case  study  the  production  of  a  metabolite  produced  by  cells  containing  a 
recombinant  plasmid  is  investigated.  A  major  problem  in  the  use  of  plasmids  as 
recombinant  vectors  is  the  plasmid  free  cell  generation  and  subsequent  growth  [79]. 
This  phenomenon  results  in  the  loss  of  production  of  gene  products  encoded  on  the 
plasmid  due  to  a  wash  out  of  the  plasmid  bearing  cells  in  a  continuous  culture. 
Plasmid  free  cells  are  generated  by  plasmid  loss  due  to  improper  segregation  at  cell 
division  of  the  plasmid  carrying  cells  or  by  growth.  The  plasmid  carrying  cells  are 
competing  for  the  same  substrate  with  the  plasmid  free  cells.  The  plasmid  carrying 
cells  excrete  a  metabolite  into  the  media  which  is  consumed  by  the  plasmid  free 
cells.  These  interactions  are  demonstrated  in  Fig.  5.14 CHAPTER  5.  CASE  STUDIES  157 
Figure  5.14:  The  interactions  between  the  different  components  in  the  fermenter 
In  [79]  an  unstructured  dynamic  model  for  such  a  process  is  developed.  It  is  demon- 
strated  that  the  model  predictions  compare  well  with  continuous  and  batch  exper- 
iments.  This  model  was  modified  here  in  order  to  operate  in  fed-batch  mode.  The 
model  equations  are 
"  The  mass  balance  for  the  plasmid  carrying  cells 
X+  _  (1  -  r)µ+(S)  X+  -VF 
"  The  mass  balance  for  the  plasmid  free  cells 
rµ+(S)  X+  µ(S,  M)  X-  -F 
"  The  substrate  mass  balance 
S=-  µ+(s)  X+  - 
IL(sl  + 
sr  -SF 
YS  YS  Y 
"  The  metabolite  mass  balance 
µ(S'M)X+kµ+(S)  X+_ 
MF 
YM 
(5.18) 
(5.19) 
(5.20) 
(5.21) CHAPTER  5.  CASE  STUDIES  1155 
"  The  overall  mass  balance 
V=F  (5.22) 
where  the  growth  rate  of  the  plasmid  carrying  cells  is  modeled  by  a  Monod  kinetic 
µ+  (S)  Pmax 
K,  + 
(5.23) 
It  is  assumed  that  a  constant  fraction,  r,  of  these  cells  looses  the  plasmid.  The 
growth  rate  of  the  plasmid  free  cells  is  modeled  as  a  dual  Monod  kinetic.  Both  the 
substrate,  S,  and  the  metabolite,  M,  are  growth  limiting  substrate 
SM 
II(S,  M)  =  Pma'u  Ks+SKM  +M 
(5.24) 
The  substrate  yield,  Ys,  and  metabolite  yield  , 
YM,  are  assumed  to  be  constant  over 
the  operating  range  and  YS  is  assumed  to  be  the  same  for  both  cell  types. 
The  optimisation  objective  is  to  maximise  the  amount  of  metabolite  at  the  end  of 
the  fermentation  time. 
4)  =  M(t1)V(t1)  (5.25) 
In  order  to  avoid  undesired  side  products  which  start  building  at  high  substrate 
concentrations  the  substrate  concentration  in  the  fermenter  should  not  exceed  S= 
6  g/l.  This  leads  to  the  following  path  constraint  for  the  optimisation 
S(t)  <6  g/l  VtE  [0,  t  f] 
(5.26) CHAPTER  5.  CASE  STUDIES 
r  0.14 
µnax  0.431/h 
Ys  0.13  g/g 
YM  0.03  g/g 
k  13  g/g 
KS  1.1  g/l 
Km,  0.21  g/l 
Sf  6.8  g/l 
Table  5.3:  The  nominal  model  parameters 
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The  volume  of  the  fermenter  is  limited  to  Vmax  =51.  The  corresponding  path 
constraint  is 
V  (t)  <51Vtc  [0,  t1]  (5.27) 
The  flow  rate,  F,  of  the  feed  is  considered  to  be  the  control  variable.  Constraints 
on  the  flow  rate  are 
0  1/h  <  F(t)  <  10  1/h  (5.28) 
The  fermentation  time  is  free  within  a  four  hours  time  horizon 
Oh<tf<4h  (5.29) 
The  nominal  parameter  values  used  in  the  model  are  given  in  Table  5.3.  The  upper 
and  lower  bounds  of  the  uncertain  parameters  are  shown  in  Table  5.4.  The  time 
horizon  is  divided  into  seven  intervals,  which  gave  good  results  in  computational 
experiments.  The  control  variable  is  parameterised  to  be  constant  in  each  of  these 
intervals.  A  multiple  shooting  discretisation  is  used  to  discretise  the  ODE  model. CHAPTER  5.  CASE  STUDIES 
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P 
r 
p 
0.1 
p 
0.2 
µmax  0.41/h  0.51/h. 
K3  0.9  g/l  1.2  g/l 
Table  5.4:  The  bounds  on  the  uncertain  parameters 
The  ODEs  are  solved  by  a  third-order  ERK  in  each  interval  and  the  gradients  are 
obtained  by  IND.  The  path  constraints  are  discretised  on  the  same  time  grid.  This 
approach  can  lead  to  violations  of  the  original  path  constraints  but  the  results  were 
satisfactory. 
5.3.2  Optimisation  of  the  Nominal  Model 
Initially  the  nominal  model  is  optimised.  The  nominal  optimal  input  profile  is 
shown  in  Fig.  5.15  and  the  corresponding  nominal  state  profiles  are  given  in  Fig. 
5.16.  In  the  first  time  interval  the  feed-rate  drives  the  substrate  concentration  to 
reach  the  substrate  path  constraint  boundary  at  the  end  of  the  interval.  In  the 
subsequent  time  intervals,  the  flow-rate  forces  the  substrate  concentration  to  stay 
(approximately,  due  to  the  constraint  discretisation  and  control  parameterisation)  at 
the  substrate  path  constraint  boundary  until  the  volume  path  constraint  boundary 
is  reached.  After  this  period  no  feed  is  added  to  the  fermenter  anymore.  At  the 
end  of  the  fermentation,  tf=4h,  the  total  amount  of  metabolite  is  '=  17.44  g. 
For  parameters  other  than  the  nominal  ones  the  state  profiles  look  different.  The 
state  profiles  corresponding  to  the  worst  case  scenario  with  respect  to  violating  the 
substrate  path  constraint,  is  shown  in  Fig.  5.17.  Here  the  substrate  path  constraint 
is  violated. CHAPTER  5.  CASE  STUDIES 
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Figure  5.15:  Optimal  nominal  input  profile 
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Figure  5.16:  Optimal  state  profile 
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5.3.3  Robust  optimisation 
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In  order  to  avoid  the  violation  of  the  path  constraints  for  model  parameters  other 
than  the  nominal  ones,  the  path  constraints  are  included  as  uncertainty  constraints 
in  the  optimisation  problem.  These  constraints  have  to  be  satisfied  for  all  pos- 
sible  parameter  variations.  The  results  from  an  open-loop  robust  optimisation 
run  are  shown  here.  The  optimal  robust  input  profile  is  shown  in  Fig.  5.18  and 
the  corresponding  state  profile  for  the  nominal  parameter  values  is  shown  in  Fig. 
5.19.  At  the  end  of  the  fermentation,  tf=4h,  the  total  amount  of  metabolite  is 
M(t  f)V  (t  f)  =  17.32  g.  The  state  profile  corresponding  to  the  worst  case  scenario 
with  respect  to  violating  the  substrate  path  constraint  is  shown  in  Fig.  5.20.  The 
path  constraint  is  not  violated  in  the  worst  case  scenario. CHAPTER  5.  CASE  STUDIES 
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Figure  5.18:  Robust  input  profile 
5.3.4  Multi-Objective  Optimisation 
In  this  section  two  objective  functions,  (D1(tf)  and  an  objective  corresponding  to  a 
worst  case  scenario  max  4b2(t  f),  are  traded  off  against  each  other.  The  first  objective 
PEP 
function  is  the  nominal  total  amount  of  metabolite  giver'  by  Eq.  5.25.  The  pur- 
pose  of  the  second  objective  function  is  to  avoid  too  low  metabolite  concentrations 
due  to  parameter  uncertainty.  The  final  metabolite  concentration  corresponding  to 
the  worst  case  scenario  should  be  as  close  as  possible  to  the  nominal  final  metabo- 
lite  concentration.  This  means  that  the  difference  between  the  nominal  metabo- 
lite  concentration,  M(t  f),  and  the  worst  case  metabolite  concentration,  min  Mp(t  f),  PEP 
should  be  minimised.  This  difference  can  be  expressed  by 
P  402(tf)  =  M(tr)  -m  MM(tf)  (5.30) CHAPTER  5.  CASE  STUDIES 
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Figure  5.20:  Robust  worst  case  profiles  of  the  states CHAPTER  5.  CASE  STUDIES  165 
which  is  equivalent  to 
I2(tf)  =  max  [M(tf)  -  MM(tf)]  (5.31) 
since  the  nominal  metabolite  concentration  is  independent  of  p.  The  objective  func- 
tion  of  the  multi-objective  optimisation  problem  is  then  given  by 
Mt  t  t)V(f) 
(5.32) 
max  [M(t1) 
-  MP(tf  )] 
Reformulating  the  second  objective  function  as  an  e-constraint 
max  [M(tf)  -  MP(tt)]  <e  (5.33) 
requires  that  an  absolute  difference  between  the  nominal  and  the  worst  case  concen- 
trations  is  specified  a  priori  . 
For  small  differences,  this  can  lead  to  a  small  feasible 
region  in  the  optimisation  problem  which  makes  the  solution  somewhat  difficult. 
An  alternative  objective  function,  which  expresses  the  same  performance  measure, 
is  the  worst  case  ratio  of  the  nominal  to  the  perturbed  final  -metabolite  concentration 
ý2  =  max 
M(tf 
PEP  Mp(t  f) 
The  corresponding  e-constraint  is  then 
max 
ýf) 
<e 
PEP  Mp(tf) 
This  constraint  is  equivalent  to 
M(tf) 
Mp(t  f) 
<6  VpE  P 
(5.34) 
(5.35) 
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which  can  be  rearranged  to 
-yM(ts)  -  MM(t  f)  <0  Vp  EP  (5.37) 
where 
1 
7=-  (5.38) 
This  inequality  can  be  interpreted  as  an  additional  uncertainty  constraint  which 
requires  that  the  final  worst  case  metabolite  concentration  is  at  least  a  fraction  'y  of 
the  nominal  metabolite  concentration. 
The  trade-off  curve  between  the  two  objective  functions  is  shown  by  the  solid  line 
in  Fig.  5.21.  The  nominal  objective  function  is  plotted  against  the  worst  case  lower 
bound  of  the  metabolite  concentration  given  here  as  percentage  of  the  nominal 
substrate  concentration.  For  `generous'  bounds,  the  value  of  the  first  objective 
function  is  the  same  as  that  for  the  open-loop  robust  optimisation  problem.  Tighter 
bounds  on  the  worst  case  final  metabolite  concentration  lead  to  less  product  in  the 
nominal  case. 
5.3.5  Multi-Objective  Optimisation  with  Feedback 
The  dotted  line  in  Fig.  5.21  gives  the  value  of  the  nominal  optimal  product.  This 
value  serves  as  an  upper  bound  for  the  robust  optimisation.  It  is  shown  that  for 
generous  bounds  (below  e  70%),  the  robust  open  loop  optimisation  yields  results 
close  to  the  nominal  optimisation.  It  can  therefore  be  concluded  that  a  feedback 
control  system  cannot  give  a  significantly  better  performance  since  there  is  not 
much  scope  for  improvement.  For  tighter  bounds  on  the  worst  case  metabolite CHAPTER  5.  CASE  STUDIES 
167 
concentration,  the  robust  open-loop  profit  decreases  rapidly.  A  feedback  controller 
can  be  implemented  to  improve  the  situation. 
A  feedback  controller  of  the  form 
2l  =  Kp(M(t)nom 
- 
M(t)) 
(5.39) 
and 
u(t)  =  sat(ü)  (5.40) 
where  sat(.  )  is  the  saturation  function  given  in  Eq.  4.35,  is  incorporated  into  the 
model.  The  flow  rate  was  chosen  as  a  control  input  and  the  controller  parameter, 
Kp,  was  included  as  an  optimisation  variable  in  the  optimisation  problem.  The 
results  of  applying  the  feedback  controller  for  different  bounds  are  indicated  by 
crosses  in  Fig.  5.21.  The  corresponding  open-loop  input  profiles  are  shown  in  Fig. 
5.22.  Compared  to  the  case  without  controller,  the  controller  makes  it  possible  for 
the  robust  nominal  objective  function  to  be  equivalent  to  the  nominal  optimisation 
case.  This  holds  even  for  tight  bounds.  Note  that  this  result  does  not  imply  that 
the  total  amount  of  metabolite  in  the  perturbed  case  is  close  to  the  nominal  case.  In 
order  to  achieve  this,  the  worst  case  objective  function  has  to  be  traded  off  against 
the  nominal  objective  function. 
5.3.6  Conclusions 
In  this  case  study  it  is  shown  that  the  robust  optimisation  approach  can  be  in- 
corporated  in  a  multi-objective  optimisation  framework  and  the  nominal  objective 
function  is  traded  off  against  a  worst  case  objective  function.  The  results  have  been CHAPTER  5.  CASE  STUDIES  16S 
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Figure  5.21:  Trade-off  curve  between  the  controllability  measure  and  the  econimic 
measure  for  robust  open-loop  (full  line)  and  feedback  (dotted  line)  optimisation 
compared  to  the  nominal  optimisation  and  robust  optimisation  ones.  A  feedback 
controller  improves  the  optimisation  results  and  does  it  significantly  more  if  tighter 
bounds  on  the  worst  case  performance  are  imposed. CHAPTER  5.  CASE  STUDIES 
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Figure  5.22:  Open-loop  input  profiles 
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Conclusions  and  Future  Work 
6.1  Conclusions 
This  thesis  addresses  the  integration  of  controllability  into  the  design  procedure  of 
fermentation  processes.  Chapter  one  gives  an  introduction  to  this  area  and  motivates 
the  work. 
In  chapter  two  methods  for  evaluating  controllability  of  a  given  process  design  are 
reviewed.  Some  of  these  methods  are  based  on  linear  process  models  and  are  suit- 
able  for  continuous  processes  operating  at  steady  state.  These  methods  can  be  used 
to  compare  alternative  process  designs  with  respect  to  their  controllability  proper- 
ties  as  was  demonstrated  in  the  first  case  study  in  chapter  four.  Four  continuous 
fermenter  designs  were  compared  with  respect  to  their  controllability  properties. 
These  processes  are  often  quoted  in  the  literature  and  are  designed  such  that  they 
have  similar  steady  state  economics.  From  an  economic  point  of  view  it  is  not  al- 
ways  obvious  which  is  the  most  attractive  design  for  a  fermentation  process.  It  is 
shown  that  the  structure  of  the  process  has  an  influence  on  the  controllability  of 
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the  fermentation.  It  is  found  that  from  a  controllability  point  of  view  it  is  more 
advantageous  to  utilise  the  flow  rate  of  a  second  feed  stream  containing  no  growth 
limiting  substrate  as  a  control  input  instead  of  manipulating  the  overall  inlet  flow 
rate. 
It  is  not  straightforward  to  incorporate  controllability  indicators  into  a  systematic 
design  procedure.  Methods  to  design  steady  state  controllable  (flexible)  processes 
have  been  proposed  in  the  literature.  Recently  these  methods  have  been  extended  to 
cover  dynamical  aspects  of  continuous  processes.  Fermentation  processes  are  often 
operated  in  fed-batch  mode  and  the  above  methods  are  not  readily  applicable. 
Chapter  three  reviews  and  summarises  methods  to  reformulate  and  solve  optimal 
control  problems  by  utilising  NLP  techniques.  The  control  function  is  parameterised 
in  order  to  convert  the  infinite  dimensional  optimisation  problem  into  a  finite  dimen- 
sional  description.  Different  methods  to  discretise  the  ODE  model  and  to  reformu- 
late  path  constraints  are  discussed.  The  most  suitable  methods  for  optimising  fed 
batch  fermentations  are  identified.  The  identification  of  a  suitable  solution  method 
is  found  to  be  critical  to  the  successful  solution  of  the  optimisation  problem. 
In  chapter  four  a  method  for  the  intergration  of  process  design  and  control  is  pro- 
posed  which  is  applicable  to  fed  batch  fermentations.  The  control  system  and  the 
process  are  designed  simultaneously.  The  problem  of  designing  a  fed-batch  fermenter 
is  formulated  as  an  optimal  control  problem.  The  controller  design  problem  is  for- 
mulated  as  that  of  satisfying  a  set  of  constraints  for  a  bounded  set  of  uncertain 
parameters.  The  controller  problem  is  added  to  the  design  problem  of  a  fed-batch 
fermenter.  In  this  way  the  controller  model  is  included  into  the  process  model.  The 
design  parameters  of  the  process  as  well  as  the  controller  parameters  are  determined 
simultaneously  by  the  optimisation.  An  algorithm  to  solve  this  overall  design  and 
control  problem  is  presented.  In  this  formulation  the  nominal  fermentation  model  is CHAPTER  6.  CONCLUSIONS  AND  FUTURE  WORK  12 
optimised  and  the  control  objective  (expressed  as  a  set  of  constraints)  is  guaranteed 
to  be  satisfied.  However,  it  is  still  possible  that  the  process  performance  is  eý 
sensitive  to  model  uncertainty  (e.  g.  the  fermenter  can  still  operate  non-profitably 
in  the  presence  of  uncertainty).  In  order  to  avoid  this  scenario,  a  new  problem  for- 
mulation  is  proposed.  A  second  objective  function  is  introduced  into  the  problem 
formulation  which  is  based  on  a  worst  case  scenario.  This  second  objective  function 
expresses  the  worst  possible  outcome  with  respect  to  a  certain  performance  mea- 
sure.  The  trade-off  between  this  worst  case  performance  and  the  original  objective 
function  are  explored  by  optimising  the  two  objective  functions  in  a  multi-objective 
optimisation  framework.  It  is  shown  that  the  algorithm  presented  in  chapter  four 
can  be  applied  to  this  problem  by  using  the  c-constraint  method  to  reformulate  the 
problem.  In  this  formulation,  it  is  possible  that  the  designer  specifies  an  acceptable 
worst  case  performance  and  the  fermentation  can  be  optimised  for  this  specification. 
This  is  demonstrated  on  two  case  studies.  In  both  case  studies  it  is  shown  that  op- 
timising  a  nominal  model  gives  results  which  are  sensitive  to  uncertainties  in  the 
process  model.  It  is  demonstrated  that  less  sensitive  results  can  be  achieved  with 
the  proposed  design  method.  It  is  shown  also  that  the  proposed  method  can  be  used 
to  identify  operating  strategies  where  a  control  system  can  potentially  improve  the 
fermentation  performance.  This  can  be  achieved  without  implementing  a  specific 
controller  by  constructing  the  trade  off  curve  between  the  two  objective  functions 
as  discussed  above. 
The  major  conclusion  which  comes  out  of  this  thesis  is  that  the  application  of  the 
controllability  tools  developed  in  this  thesis  at  the  design  phase  of  fermentation 
systems  have  the  potential  to  yield  more  controllable  processes.  Tools  from  the 
literature  have  been  used  and  further  developed  to  give  improved  controllability  re- 
sults  for  fermentation  systems.  The  power  of  these  tools  has  been  demonstrated  in 
different  case  studies  and  they  provide  a  framework  which  has  the  potential  to  en- CHAPTER  6.  CONCLUSIONS  AND  FUTURE  WORK  17  3 
courage  engineers  to  apply  these  tools  in  practice.  The  design  framework  is  based  on 
unstructured  fermentation  models  and  it  is  assumed  that  such  a  model  is  available. 
Additionally  it  is  assumed  that  an  estimate  of  the  model  parameter  uncertainties  is 
available.  These  assumptions  do  not  always  apply  in  practice.  A  framework  based 
on  experimental  data  and  including  different  model  types  is  desirable  as  a  future 
goal.  However,  for  some  fermentation  systems  these  models  are  available  and  the 
proposed  tools  can  be  applied.  The  engineer  can  develop  fermenter  designs  based 
on  these  models  which  satisfy  controllability  requirements  and  consider  other  objec- 
tives  as  economic  measures  as  well.  Considering  only  economic  measures  which  do 
not  take  any  operational  aspects  into  account  to  design  a  fermentation  process  can 
lead  to  designs  which  are  sensitive  to  uncertainties  in  the  model  on  which  the  design 
is  based.  This  can  lead  to  process  designs  which  are  difficult  to  control.  The  tools 
proposed  in  this  work  can  avoid  these  difficulties. 
The  presented  robust  optimisation  technique  has  been  successfully  applied  to  fed 
batch  fermentation  processes.  Various  approaches  to  solve  optimal  control  problems 
have  been  studied  in  order  to  identify  the  most  suitable  one  for  fermentation  sys- 
tems.  This  yielded  an  optimisation  procedure  which  has  promise  in  terms  of  shorter 
implementation  times  for  'real  life'  applications. 
The  multi-objective  robust  optimisation  approach  enables  the  engineer  to  study  a 
possible  trade  off  between  the  controllability  measures  and  some  economic  measures 
in  a  systematic  way.  This  avoids  the  usual  and  time  consuming  'trial  and  error' 
approaches  adopted  in  the  past.  There  are  certainly  still  some  open  questions  which 
have  not  been  addressed  in  this  thesis  and  some  of  them  are  an  outcome  of  this 
study.  These  are  discussed  in  the  next  section. 
The  results  obtained  in  this  thesis  are  very  encouraging  and  the  next  step  is  per- 
haps  to  apply  them  on  an  experimental  pilot  plant  in  order  to  demonstrate  their CHAPTER  6.  CONCLUSIONS  AND  FUTURE  WORK  17.1 
applicability  on  a  real  process. 
6.2  Future  Work 
The  approach  of  integrated  design  and  control  procedure  proposed  in  this  thesis 
assumes  that  a  certain  type  of  controller  is  included  in  the  plant  model.  As  a  next 
step,  more  general  controller  parameterisations  should  be  investigated  such  that  the 
final  result  is  less  constrained  by  the  type  of  controller  chosen.  Including  a  MPC 
controller  into  the  model  formulation  increases  the  size  of  the  optimisation  problem. 
The  resulting  optimisation  problem  is  a  multilevel  problem.  Investigation  of  efficient 
algorithms  suitable  to  solve  this  type  of  problem  may  allow  the  use  of  this  approach 
as  an  alternative  to  the  one  described  in  this  thesis  for  the  design  of  controllable 
processes. 
The  design  procedure  presented  in  this  thesis  assumes  that  the  requirements  of 
the  downstream  processing  units,  which  have  to  be  satisfied  by  the  fermentation 
process  are  known.  They  are  directly  integrated  into  the  problem  formulation  via  the 
robustness  constraints.  Since  these  requirements  are  not  always  clear  at  this  stage 
of  the  design  process,  it  would  be  desirable  to  include  the  design  of  the  downstream 
units  into  the  problem  formulation  in  order  to  remove  any  of  these  assumptions. 
The  robust  design  problem  proposed  here  for  the  design  of  controllable  fermenters 
is  formulated  as  a  semi-infinite  optimal  control  problem.  This  problem  is  reformu- 
lated  as  a  NLP  problem.  The  resulting  optimisation  problem  is  large  scale  with 
many  nonlinear  constraints.  Optimisation  methods  have  been  proposed  in  the  liter- 
ature  [90,44,80]  which  explore  the  special  structure  of  this  type  of  optimal  control 
problems.  Methods  which  explore  the  special  structure  of  multiperiod  design  prob- 
lems  have  also  been  proposed  [94].  It  has  been  shown  that  interior  point  methods CHAPTER  6.  CONCLUSIONS  AND  FUTURE  YORK  1i5 
are  capable  of  dealing  effectively  with  a  large  number  of  inequality  constraints  [99]. 
Combining  these  ideas  into  a  single  algorithm  should  lead  to  an  improved  solution 
procedure  for  the  class  of  problems  proposed  in  this  thesis. 
The  control  structure  selection  could  be  included  into  the  problem  formulation  by 
introducing  integer  variables.  This  leads  to  a  mixed  integer  optimal  control  problem 
where  solution  procedures  have  recently  been  proposed  ((58]). Appendix  A 
Nomenclature 
a  Constant. 
b  Constant. 
ci  Collocation  point. 
d  Design  parameter. 
f  ()  Objective  function  or  dynamic  model. 
g(")  Design  constraints. 
h()  Model  of  a  system. 
h  Step  size. 
i,  j  Components  or  indices.  i=1...  n. 
k  Runge  Kutta  parameters  or  indices. 
n  Dimensionality. 
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p  Uncertain  parameter  in  a  system  or  search  direction. 
q  Control  parameter. 
r  Reaction  rate  or  relaxation  constant. 
t  Time. 
u  Control  input  of  a  system. 
x  The  state  variables.  (x  E  R'h) 
xi  A  component  of  x.  (x1  E  R) 
x*  Optimal  solution. 
y  Output  of  a  system. 
. 
C(A,  §)  Lagrangian  function. 
R  The  set  of  real  numbers. 
B  Quasi  Newton  update  of  the  Hessian  of  the  Lagrangian. 
C(...  )  Objective  function. 
Ftn,  Feed  stream  into  the  reactor. 
F0,,  t  Stream  out  of  the  reactor. 
G(s)  Transfer  function  in  the  Laplace  domain. 
Gp(s)  Disturbance  transfer  function. 
J  Jacobian  matrix 
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K  Constant  in  a  specific  rate. APPENDIX  A.  NOMENCLATURE 
P  Bounded  set  of  uncertain  parameters  or  product  concentration. 
S  Substrate  concentration. 
Sf  Feed  substrate  cocnentration. 
X  Cell  concentration. 
Y  Yield  factor. 
J  Objective  function. 
Q(G)  Minimum  singular  value  of  G. 
Q(G)  Maximum  singular  value  of  G. 
-y  Condition  number. 
-y*  Disturbance  condition  number. 
S  Flexibility  index. 
p  Specific  substrate  consumption  rate  or  penalty  parameter. 
µ￿nax  Maximum  specific  growth  rate. 
A  Lagrangien  multipliers. 
o  Weights  in  the  merit  function. 
cp  Control  parameterisation. 
0  Collocation  polynomial  or  merit  function. 
e  Constant. 
it  Specific  growth  rate  or  Lagrangian  multipliers. 
I  7S 
v  Lagrangien  multipliers. Appendix  B 
Implementation  Details 
In  this  appendix  algorithmic  implementation  details  for  the  case  studies  2  and  3  are 
given.  First  the  implementation  of  the  solution  algorithm  as  presented  in  Chapter  3 
and  Chapter  4  is  summarised.  Then  the  case  study  specific  implementation  details 
(e.  g.  optimisation  tolerances  and  integration  accuracy)  are  elucidated  together  with 
a  summary  of  the  results. 
A  flow  diagram  of  the  overall  solution  algorithm  is  presented  in  Fig.  B.  I.  The 
theoretical  background  with  a  discussion  of  the  algorithm  is  given  in  Chapter  4.3.1. 
In  the  initialisation  step  the  parameters,  as  for  example  the  integration  tolerances  for 
the  multiple  shooting  discretisation,  are  set.  The  initial  members  of  the  discretised 
uncertainty  space  are  selected  (see  Chapter  4.3.1  item  (a)).  The  algorithm  proceeds 
then  by  solving  the  discretised  OCP  (see  Problem  4.10)  for  the  initial  selected  set 
Po.  For  all  case  studies  the  multiple  shooting  discretisation  was  used.  When  the 
optimisation  terminates  a  problem  to  find  the  constraint  maximiser  for  this  solution 
is  solved  (see  Chapter  4.3.1  item  (c)).  If  this  constraint  maximiser  satisfies  all 
the  constraints  in  the  problem  the  algorithm  terminates.  In  case  the  constraint 
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Figure  B.  1:  Flow  diagram  of  the  overall  solution  algorithm. APPENDIX  B.  IMPLEMENTATION  DETAILS  181 
maximiser  violates  one  of  the  constraints,  this  constraint  maximiser  is  used  to  update 
the  current  set  Pi  in  order  to  form  the  set  PZ+1  and  the  algorithm  goes  back  to  solve 
the  discretised  SIOCP. 
The  different  steps  in  the  algorithm  are  as  follows: 
(a)  Initialisation: 
The  tolerance  for  the  termination  criteria  Eq.  3.27  of  the  SQP  in  step  (b)  and 
(c)  is  selected.  The  integration  accuracy  for  the  solution  of  the  model  equations 
in  the  multiple  shooting  intervals  is  set.  The  nominal  model  parameters  and 
the  lower  and  upper  bound  on  the  uncertain  parameters  have  to  be  specified. 
(b)  Solution  of  MS-OCP: 
The  OCP  is  discretised  by  the  multiple  shooting  method  described  in  Chapter 
3.  The  number  of  control  intervals  for  the  control  vector  parameterisation 
and  the  number  of  discretisation  intervals  for  the  model  equations  has  to  be 
selected  in  advance.  The  function  for  the  control  parameterisation  has  to  be 
implemented  in  the  model.  The  discretisation  grid  for  the  path  constraints 
has  to  be  implemented.  The  integration  method  and,  the  method  for  gradient 
evaluation  has  to  be  implemented. 
(c)  Finding  the  constraint  maximiser: 
Here  the  constraint  maximiser  for  the  discretised  OCP  from  the  previous  step 
has  to  be  found. 
(d)  Adding  the  constraint  maximiser: 
Here  the  new  set  P  is  formed  for  the  next  iteration  of  the  algorithm  if  the 
constraint  maximiser  does  not  satisfy  all  the  constraints APPENDIX  B.  IMPLEMENTATION  DETAILS 
B.  1  Case  Study  2 
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Here  the  information  specific  to  case  study  2  is  given.  The  nominal  optimisation 
problem  is  defined  by  the  Eqs.  5.9  -  5.14.  The  robustness  constraints  are  given  by 
Eq.  5.15. 
(a)  Initialisation: 
The  nominal  model  parameters  are  shown  in  Table  B.  1,  and  the  lower  and 
/.  cmax  1.001/h 
Y  0.50  g/g 
K  0.03  g/l 
Table  B.  1:  The  nominal  model  parameters  for  case  study  2 
upper  bound  for  the  uncertain  parameters  are  given  in  Table  B.  2.  The  termi- 
ppp 
µmax  0.91/h  1.11/h 
K  0.027  g/l  0.033  g/l 
Table  B.  2:  The  bounds  on  the  uncertain  parameters  for  case  study  2 
nation  tolerance  for  the  SQP  was  chosen  to  be  c=  10-3  and  the  integration 
accuracy  for  the  multiple  shooting  discretisation  was  set  to  c=  10-4 
(b)  Solving  MS-OCP: 
The  number  of  control  intervals  was  set  to  ten  during  the  fermentation.  The 
size  of  each  control  interval  was  chosen  to  be  of  equal  size.  The  grids  for  the 
multiple  shooting  discretisation  and  the  path  constraint  discretisation  were APPENDIX  B.  IMPLEMENTATION  DETAILS  183 
identical  with  the  control  discretisation.  The  control  function  was  approxi- 
mated  in  each  interval  by  a  piecewise  constant  function.  The  model  equations 
were  solved  by  an  IRK  method  as  described  in  Chapter  3.7.  The  gradients 
were  obtained  by  solving  the  sensitivity  equations,  Eqs.  3.121  and  3.122,  si- 
multaneously  with  the  model  equations.  The  Jacobian  of  the  model  equations 
was  supplied  analytically. 
(d)  Adding  the  constraint  maximiser: 
The  constraint  maximiser  was  added  to  the  current  set  Pi  to  form  the  discre- 
tised  uncertainty  space  Pz+i  for  the  next  iteration. 
The  different  solutions  of  the  case  study  are  summarised  in  Table  B.  3.  The  pa- 
Xnom(tf)Vnom(tf)  Xnom(tf)  Xworstcase(tfl 
nominal  optimisation  20.95  g  4.19  g/l  1.28  g/l 
robust  optimisation  16.51  g  4.13  g/l  3.69  g/l 
feedback  optimisation  20.95  g  4.19  g/l  3.93  g/l 
Table  B.  3:  Solution  summary  for  case  study  2 
rameter  combination  corresponding  to  all  worst  cases  is  µ,  ýax  =  0.91/h  and  K= 
0.033  g/l. 
B.  2  Case  Study  3 
The  nominal  optimisation  problem  for  case  study  3  is  defined  by  the  Eqs.  5.18  to 
5.29.  The  robustness  constraints  are  all  the  inequality  constraints,  Eqs.  5.26  -  5.29, 
in  the  nominal  optimisation  problem. APPENDIX  B.  IMPLEMENTATION  DETAILS 
r  0.14 
µmax  0.431/h 
Ys  0.13  g/g 
YM  0.03  g/g 
k  13  g/g 
K3  1.1  g/l 
K..  0.21  g/l 
Sf  6.8  g/l 
Table  B.  4:  The  nominal  model  parameters  for  case  study  3. 
r  0.1  0.2 
µ,  nax  0.41/h  0.51/h 
KS  0.9  g/l  1.2  g/l 
Table  B.  5:  The  bounds  on  the  uncertain  parameters  for  case  study  3. 
(a)  Initialisation: 
1lý  1 
The  nominal  model  parameters  are  shown  in  Table  B.  4,  and  the  lower  and 
upper  bound  for  the  uncertain  parameters  are  given  -in  Table  B.  5.  The  termi- 
nation  tolerance  for  the  SQP  was  chosen  to  be  c=  10-3  and  the  integration 
accuracy  for  the  multiple  shooting  discretisation  was  set  to  c=  10-4 
(b)  Solving  MS-OCP: 
The  number  of  control  intervals  was  set  to  seven  during  fermentation.  The 
length  of  each  control  interval  was  chosen  to  be  of  equal  size.  The  grids  for  the 
multiple  shooting  discretisation  and  the  path  constraint  discretisation  were 
identical  with  the  control  discretisation.  The  control  function  was  approxi- 
mated  in  each  interval  by  a  piecewise  constant  function.  The  model  equations 
were  solved  using  by  a  third-order  ERK  described  in  Chapter  3.3.2.1.  The APPENDIX  B.  IMPLEMENTA'T'ION  DETAILS 
gradients  were  obtained  by  applying  IND  as  explained  in  Chapter  3.6.1. 
(d)  Adding  the  constraint  maximiser: 
I  S5 
The  constraint  maximiser  was  added  to  the  current  set  Pi  to  form  the  discre- 
tised  uncertainty  space  Pz+l  for  the  next  iteration. 
The  different  solutions  of  this  case  study  are  summarised  in  Figure  5.21  and  given 
in  Table  B.  6. 
X  )V  (t  )  M 
Mworst  tf 
norn  f  nom  f  nom 
(f) 
nominal  optimisation  17.44  g  3.49  g/l 
robust  optimisation  17.32  g  3.46  g/l 
feedback  optimisation  17.44  g  3.49  g/l 
mult.  -obj.  optimisation  17.32  g  3.46  g/l  <  0.65 
mult.  -obj.  optimisation  17.11  g  3.42  g/l  0.675 
mult.  -obj.  optimisation  16.72  g  3.35  g/l  0.7 
mult.  -obj.  optimisation  15.76  g  3.15  g/l  0.725 
mult.  -obj.  optimisation  14.33  g  2.87  g/l  0.75 
mult.  -obj.  optimisation  10.92  g  3.19  g/l  0.8 
mult.  -obj.  optimisation  8.98  g  3.06  g/l  0.825 
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