Introduction
Consider the following 2 × 2 system of hyperbolic conservation laws    ∂ t u + ∂ x f 1 (u, v) = 0
for (x, t) ∈ R × (0, ∞) and where f 1 , f 2 , r are some given functions. The function r is called the relaxation term. Examples of relaxation in 2×2 systems of hyperbolic conservation laws include models in elasticity [29] , chromatography [8] , river flows [30] , gas dynamics [17] , kinetic theory [5] , traffic flows [15] , and the numerical approximation of scalar conservation laws [12] . The parameter ε is called the relaxation time, which is positive and represents a physical quantity in many situations. In kinetic theory it is the mean free path, and in elasticity it is the duration of memory. This motivates examination of the system in the zero relaxation limit ; namely, the behavior of the system as ε → 0. In [6] it was shown that under some stability conditions, the solutions of (1.1) converge as ε → 0 to a solution of a reduced (or equilibrium) equation
where f is a reduced flux. (See Section 2 for details.)
The relaxation limit for various 2×2 systems of hyperbolic conservation laws has been thoroughly explored in [6-8, 13, 15, 16, 18] using the methods of compensated compactness [28] . The first convergence result was obtained in [6] , which gives the convergence in measure of the relaxing sequence to a weak solution of (1.2). It is well-known (see [10, Section 3.4 .1]) that weak solutions to (1.2) are not in general unique, and that the "physical" solution satisfies infinitely many entropy inequalities. However, the limit obtained from the relaxing sequence verifies at most finitely many entropy inequalities. This problem of the uniqueness of the limiting solution of (1.2) was addressed in [16] . There it was shown that with some additional technical assumptions on the solutions, the limiting solution of (1.2) is indeed unique. The convergence results for general 2 × 2 systems of the form (1.1) also rely on an a priori L ∞ bound on the relaxing sequence. This assumption can be verified in the particular case of the 2×2 semi-linear p-system; see [21] . See the survey [22] for a thorough discussion on relaxation in systems of hyperbolic conservation laws.
The main goal of this paper is to investigate the zero relaxation limit for the Cauchy problem (1.1) in the case that the initial data is uncertain. This is of practical interest, since the data may only be known up to certain statistical quantities like mean, variance, or higher moments due to inherent uncertainty in measurements. To this end, we construct an appropriate mathematical formulation for (1.1) which allows for random initial data. Specifically, we assume that y is a finite-dimensional random variable taking values in R N (this assumption will be motivated later.) For any ε > 0 we write (1.1) with initial data (u
(1.
3)
The primary goal is to prove the following: if (u ε , v ε ) is a sequence of (suitably defined) solutions of (1.3) (x, t, y)-almost everywhere, then as ε → 0 the sequence u ε converges to u almost everywhere with respect to (x, t, y), where u(x, t, y) is a (suitably defined) solution of the Cauchy problem ∂ t u + ∂ x f (u) = 0 u(x, 0, y) = u 0 (x, y) , (1.4) with u 0 the limit of u ε 0 as ε → 0 in a suitable sense. In other words, we wish to "repeat" the deterministic arguments and generalize the results to the case of parametrized initial data. However, the appropriate generalization is not straightforward. There are two strategies considered here: 1) For a fixed y ∈ R N , apply the deterministic results directly.
2) Consider solutions belonging to the spaces L p (R d × (0, T ) × R N ) and repeat the proofs of the deterministic results in order to verify that the results hold in the case of the new function spaces.
If we consider the main result using approach 1), the conclusion is that for each fixed y u(x, t, y) := lim εy→0 u εy (x, t, y) , (1.5) where the convergence is in (x, t)-measure and ε y is a subsequence of ε that depends on y. However, this approach presents several challenges. First, the fact that ε y depends on y means that the solution u may not be a measurable function in y. Moreover, solutions u ε may not be continuous in y. Indeed even if u ε 0 (·, y 1 ) − u ε 0 (·, y 2 ) is small (in some suitable norm) for two given values y 1 and y 2 , there is no general stability result that ensures u ε (t, ·, y 1 ) − u ε (t, ·, y 2 ) to remain small at later times [9] . If one can establish a priori that the point-wise limit in y is unique, then some additional structure may be available. For example, in [19, 27] a stochastic version of the deterministic theory of conservation laws is developed. However, it is not known whether the relaxation limit of general 2 × 2 systems is the unique entropy solution of the scalar equation (1.4) . In simple cases, such as the semi-linear p-system, uniqueness can be established. We consider this system as a special case of the general results studied here. The direct application of the point-wise limit may be possible for the semi-linear p-system (see [21] ); this will be the subject of a future work. In the current work, we do appeal to approach 1) so far as the entropy structure for the system (1.3) is concerned. We assume the same L ∞ bounds on the solutions as in [6] , and thus the domains of the entropies considered here are identical to those in [6] .
Our motivation for approach 2) is the theoretical paradigm developed recently for the numerical analysis of stochastic partial differential equations. We formulate definitions of random entropy solutions to (1.3) analogous to the definitions of weak solutions to random second-order linear elliptic [2, 3, 24] and hyperbolic [20] equations. In those works, an assumption is made on the random components of the PDE that makes the analysis more manageable. We make the same type of assumption; namely, we assume that the randomness in the initial data is determined by finitely many random variables via the introduction of the parameter y ∈ R N (to be made precise in Section 2). This assumption allows us to make use of the techniques used in the analysis of the zero relaxation limit.
The theory for second-order linear elliptic and hyperbolic SPDE is a straightforward generalization of the deterministic case, and well-posedness is the application of appropriate representation or fixed-point theorems. As a result the relevant theory can be addressed as a part of the numerical analysis. The problem of examining the limit of solutions of a system of first-order nonlinear hyperbolic PDE is not as straightforward. Scalar conservation laws have a complete and well-known theory of well-posedness [14] , but for 2 × 2 systems like (1.1) only partial results are known. We quote [4, page 6]:
2 Set-Up and Preliminaries . We also assume without loss of generality that supp ρ := {y ∈ Γ | ρ(y) = 0} = Γ. Then the Cauchy problem (1.3) with random initial data can be written as
where U ε (x, t, y) = (u ε (x, t, y), v ε (x, t, y)) : R × (0, ∞) × Γ → R 2 , the flux F : R 2 → R 2 , the relaxation term R : R 2 → R 2 , and the initial data
be an open convex set. We assume that U ε takes values in the set D for each ε. We also assume that F := (f 1 , f 2 ) : D → R 2 is a C 2 function such that the system (2.1) is hyperbolic. Precisely, the 2 × 2 matrix ∂ U F (U ) has real eigenvalues and is diagonalizable. Finally, we assume that the C 2 relaxation term R takes the form R(U ) = 0, r(U ) ⊺ , where r : D → R possesses a set of local equilibria in the following sense: for (u, v) ∈ R 2 , denote projection onto the first coordinate by π 1 :
We also assume that ∂ vv r(U ) ≡ 0 for all U ∈ D. We define the curve of equilibria
Note that K need not contain (0, 0). In addition, we assume that the function e is C 2 . We also assume the condition
Applying the local equilibrium approximation -namely U ε ≈ (u ε , e(u ε )) -to (2.1) and omitting the index ε, we obtain the conservation law 5) where the reduced flux f is defined by
We expect this approximation to be good when ε ≪ 1 and the initial data are reasonable.
Stability and the Effect of Entropy
The stability criterion of the system (2.1) with deterministic initial data is given in [6] . Since we are assuming that only the initial data are random, there is no uncertainty incorporated into the flux F or the relaxation term r. Thus the stability criterion from [6] applies directly; we summarize it here. The full system (2.1) is assumed to have real and distinct characteristic speeds, i.e., the eigenvalues of ∂ U F (U ) are real and distinct. Specifically, they are given by
and the characteristic speed of the reduced system (2.5) is
The aforementioned stability criterion for the system (2.1) can be derived via a Chapman-Enskog expansion, described in detail in [6] . Specifically, the first-order ε correction of (2.5) is dissipative provided that the stability condition 9) holds. This condition, called the subcharacteristic condition, is guaranteed by the existence of a convex entropy for the system (2.1) [6] . We restate the definition of entropy first given in [6] below.
with equality if and only if
The function η is called a strictly convex entropy if ∂ UU η > 0 on D in the sense of quadratic forms, and a strongly convex entropy if there exists c constant c such that ∂ UU η ≥ c > 0 on D in the sense of quadratic forms.
Condition i) says that ∂ UU η(U ) symmetrizes the system (2.1) via multiplication on the left. It ensures the existence of an entropy flux Q : D → R such that
We refer to the pair of functions (η, Q) as an entropy pair. If U is a smooth solution of (2.1) then, using (2.10), multiplication of (2.1) by ∂ U η(U ) on the left gives
Condition ii) states that, in effect, R dissipates η, and characterizes the dynamics of the curve of equilibria subject to the entropy. As in [6] , we assume the (strict) subcharacteristic condition, namely
Whereas the existence of a convex entropy guarantees the subcharacteristic condition (2.9), this stronger assumption (2.12) allows the converse statement to be proved; that is, the existence of a convex entropy pair for the full system (2.1) is guaranteed by (2.12) . This fact is stated precisely in Theorem 3.5 in Section 3.
In short, the existence of entropy for the equations (2.1) and (2.5) leads to the stability of solutions just as it does in the case of deterministic initial data, as we will see in Sections 3.4 and 4.
Function Spaces
Let d, n ∈ N, and let G ⊂ R d . Denote the set of C ∞ functions compactly supported on G taking values in
We define the homogeneous Sobolev spaces W
, and denote the dual Sobolev spaces
We define the weighted L p spaces as follows:
Note that the interchange of integrals is allowed in evaluating
Finally, we introduce the weighted Bochner spaces for 1 ≤ q < ∞,
(2.20)
For q = ∞ we use the natural definition. When G 1 = R d and G 2 = Γ, we use the abbreviated notation
When n = 1, we omit the superscript. Many times throughout the paper we will take a norm in some of the variables while leaving the others fixed. In these cases we write the remaining variables in the arguments of the function. For example, if U = U (x, t, y) :
Solutions
We can now state precisely the definitions of solutions for the 2 × 2 system and the reduced scalar system.
Definition 2.2 (Entropy Solutions of (2.1)). Let
2 taking values in D is a weak solution of the full system (2.1) if
Here, " · " denotes the usual Euclidean inner product on R 2 . If in addition the solution U ε satisfies
for every convex entropy pair (η, Q) over D and for every ϕ ∈ C ∞ c (R × (0, T ) × Γ) with ϕ ≥ 0, and
for every V ⋐ R, then we say that U ε is a weak entropy solution of the full system (2.1).
Definition 2.3 (Entropy Solutions of (2.5)). Let 0
is a weak solution of the limiting equation
for every convex function ℓ : R → R that is of class C 2 (π 1 (D)) with q : R → R defined as
with ϕ ≥ 0, and if u satisfies
for every V ⋐ R, then we say that u is a weak entropy solution of the limiting equation (2.5).
We call the pair (ℓ, q) an entropy pair for the equation (2.5) . This definition of entropy solution of (2.5) guarantees the uniqueness of such a solution:
Theorem 2.4 (Uniqueness of Entropy Solutions). Suppose u andũ are weak entropy solutions of (2.5) corresponding to initial data u 0 ,ũ 0 respectively. Then there exists α > 0 depending only on f and its derivatives such that for every m > 0, Γ 1 ⋐ Γ, and t > 0
In particular, for any u 0 ∈ L ∞ (R × Γ) there exists at most one entropy solution to (2.5) with initial data u 0 .
See Appendix E for the proof. Note the density ρ 2 rather than ρ; the proof follows the "doubling of variables" argument in [14] , of which the presence of ρ 2 is a direct consequence. These definitions are an appropriate generalization of entropy solutions for systems of conservation laws; note that if the initial data is deterministic (i.e. independent of y), then Definitions 2.2 and 2.3 coincide with solution definitions found throughout the literature.
Justification of Equilibrium Limit
The main goal of this section is to prove the stochastic analogue of [6, Theorem 4.1]. There are two tasks to be undertaken before the result of convergence is stated and proven. The first is the application of the program of compensated compactness to our parametrized system of hyperbolic conservation laws. See [9, 18] for a complete picture of this theory in the nonparametrized case. The second is to extend convex functions on π 1 (D) to convex entropy for the system (2.1). Care must be taken with the density ρ; we generally treat it as part of the sequence of functions, rather than as a weight in function spaces, but its role will vary from theorem to theorem. 4 and both
Compactness Tools
are compact in the strong topology of W
Then there exists a subsequence (still denoted Φ ε ) such that
in the sense of distributions.
The proof follows from a special case of [18, Theorem 2.1.4].
be an open bounded set, and let q 1 , q 2 , q 3 be constants satisfying
Then there exists B a compact set of W
The proof is a special case of [18, Theorem 2.3.2] .
The proof is a special case of [18, Theorem 2.3.4] .
. Let ρ be the PDF given in Assumption 1. Suppose that
where
with k ∈ R an arbitrary constant. Then,
, then there exists a subsequence of the u ε that converge to u a.e. in G.
Proof. There are two paradigms to consider here: one is using the div-curl lemma of Murat and Tartar [28] and the other is using the weak continuity of the determinant. We adopt the latter and follow the proof of [18, Theorem 3.1.1]. We first must verify the assumptions of Theorem 3.1. Since G is a bounded set, the weak-L 2 limits of u ε and
and so by the definition of weak convergence the weak-L 2 limits of u ε and f (u ε ) are equal almost everywhere to their L ∞ weak-star limits u and f respectively. In addition, h i (u ε )ρ and j i (u ε )ρ are bounded in L 2 (G) for i = 1, 2, again since G is a bounded set. Thus there exists a subsequence (still denoted by ε) such that
weakly in L 2 (G). By the compactness assumption (3.6) we can therefore use the weak continuity of the determinant (Theorem 3.1) with components Φ
weakly in L 2 (G). We will examine both sides of the limit and obtain cancellation in some of the terms. We start with the right-hand side. By the definitions of h i and j i det
We expand I as follows: 11) where the final equality follows from the fact that
Substituting (3.11) and (3.13) into (3.10) gives det
(3.14)
We now expand the left-hand side of (3.9):
(3.15)
We then take the weak limit in (3.15) and cancel out common terms from (3.14). The result is
We now continue with the argument in [18] but provide further details here for the reader. By Hölder's inequality, for any u,
Thus the left-hand side of (3.16) is nonnegative, and therefore
It follows immediately from (3.19) that f = f (u) almost everywhere, and claim 1) is established. To prove claim 2), we will show that u ε converges to u in measure, and thus a subsequence converges almost everywhere. Define Υ : 
Thus, for any ε and for any (x, t, y) ∈ G such that u ε − u > α,
Thus, for any α > 0
However, we have from the first equality (3.18) that
By definition of the PDF ρ, ρ = 0 almost everywhere in Γ. Therefore, the only way that the left-hand side integral can converge to 0 is that for every α > 0
By a similar argument, we can also establish that
from which it follows that
Thus a subsequence converges almost everywhere in G, and the proof is complete.
Constructing Entropy Extensions
Here we introduce the assumptions for the entropy of the system, and construct the entropy necessary for invoking the compactness program built in the previous section. To begin, the converse statement for the existence of entropy described in Section 2 is as follows:
Theorem 3.5 (Entropy Extension; Theorem 3.2 in [6] ). Let (ℓ, q) be a strictly convex entropy pair for the limiting equation (2.5). Assume that the strict subcharacteristic condition (2.12) holds. Then there exists a strictly convex entropy pair (η, Q) for the system (2.1) over an open set D ℓ ⊂ D containing the local equilibrium curve K, along which
Next we construct two entropy for (2.1) whose difference on K is f (u), up to a constant. 
With all the assumptions of Theorem 3.5, for every bounded open set B ⊂ R 2 there is a constant γ > 0 depending only on the flux F and the entropy ℓ such that B γ ⊂ D ℓ . As a result, on the set B γ we have for some constant c > 0
This lemma is stated in-line in [6] . We state it in a lemma here to emphasize the strong convexity conditions on η. The strong convexity is necessary for the analysis in Theorem 3.9, which is the main result in this section.
We can actually prove something stronger regarding the existence of strongly convex entropy pairs for the full system (2.1). Lemma 3.8 will allow us to employ the compensated compactness framework that was set up in the preliminary theorems, which is the key technique in the proof of Theorem 3.9. 
where the constant C > 0 is chosen so that
Assume the strict subcharacteristic condition (2.12). Then there exists a constant γ > 0 such that there are two strongly convex entropy pairs for the full system (2.1)
Moreover, the entropy satisfy
gives an entropy flux corresponding to ℓ 1 .
Therefore, Theorem 3.5 applies and there exists (
is a strictly convex entropy pair for the full system (2.1) over D ℓ1 satisfying (3.31). Then we can use Lemma 3.7 to say that there exists γ 1 > 0 such that for the set
we have B ′ γ1 ⊂ D ℓ1 and the entropy η 1 satisfies the condition (3.33) on B ′ γ1 . Now, the bound (3.35) implies that ℓ 2 (u) is a strictly convex function on
is an entropy flux corresponding to ℓ 2 . So Theorem 3.5 applies and there
is a strictly convex entropy pair for the full system (2.1) over D ℓ2 satisfying (3.31). Then again we use Lemma 3.7 to conclude that there exists γ 2 > 0 such that for the set
B γ2 ⊂ D ℓ2 and the entropy η 2 satisfies the conditions (3.33) on B γ2 .
are strongly convex entropy pairs on B γ for i = 1, 2, and finally we observe that (3.36) is satisfied.
Convergence Result
We now arrive at the main result of this section. Following the argument of [6] we are able to prove pointwise convergence of solutions U ε under an a priori L ∞ assumption and some additional assumptions on the structure of the system (2.1) and the equation (2.5), specifically the strict subcharacteristic condition (2.12) and genuine nonlinearity of the flux f . Suppose that there exists a function U (y) = (u(y), v(y)) : Γ → K and a constant β > 0 independent of ε such that
for every ε, and that
Then there exists a subsequence (still denoted by ε) such that
where 1 ≤ p < ∞ and the limit function
ii) u is a weak solution of the equilibrium equation (2.5) with initial data u 0 defined as the weak-star limit of
Proof.
Step 1: Throughout the proof we use the following L 2 estimate: there exists a constant C > 0 depending only on η i , F , r and their derivatives such that
for every ε > 0. See Appendix D for the proof.
Step 2: Let G ⊂ R × (0, ∞) × Γ be a bounded set. We will show that
This will allow us to use the convergence result in Theorem 3.4. First we show (3.43). Because U ε is a weak solution of (2.1), we use the first equation in the system (2.1) to write that
in the sense of distributions. Using Taylor's theorem,
for some ξ on the line segment connecting e(u ε ) and v ε . Using Hölder's inequality and the estimate (3.42), we have that for every V ⋐ G
The constant C depends only on sup
, β, and the constant on the right hand side of (3.42).
Since the left hand side of (3.47) converges to 0 as ε → 0 and since V ⋐ G is arbitrary, the compactness result (3.43) is proved. Next we show (3.44). For i = 1, 2, and for every ε,
in the sense of distributions, since U ε is an entropy solution of (2.1). Therefore, since r(u ε , e(u ε )) ≡ 0,
in the sense of distributions. Now let V ⋐ G. Then by Taylor's theorem and Hölder's inequality,
Using the L 2 estimate (3.42) and the fact that ρ ∈ L ∞ (Γ), there exists a constant C depending only on η i , ρ, and ℓ i such that I
Therefore by assumption (3.39) on the initial data
Similarly, I ε i2 can be bounded exactly the same way, and
we estimate as
by Taylor's theorem, (3.36) and the L 2 estimate (3.42). The constant C depends only on η i , ρ, r, and β. Crucially, the constant is independent of ε. So the sequence I ε i3 is bounded in L 1 loc (G). As a consequence of the Rellich-Kondrachov Theorem [1, Theorem 6.3, Part IV], the embedding
, so we have that
(G), and so
Now we use Murat's Lemma (Theorem 3.3 above, with
Further, using Hölder's inequality we obtain that for every V ⋐ G, p ∈ (1, ∞),
where p ′ = p/(p − 1), and C depends on ℓ i , q i , and ρ. The constant C is independent of ε, so the sequence
. Therefore, the conditions of Murat's Lemma are satisfied (with q 1 = p 1 , q 2 = p 2 ), and we obtain
and thus
In view of the estimate (3.57) we see that actually
for any r > 2. Therefore, by Theorem 3.2 with constants q 1 = p 2 , q 2 = 2 and q 3 = r, we finally have that
which recovers (3.44).
Step 3: We conclude the theorem. By the condition on the two entropy (3.34) we have ℓ 2 (u) − ℓ 1 (u) = Cf (u), and because q
By (3.43) and (3.62) the conditions of Theorem 3.4 are satisfied, and taking subsequences as necessary we conclude that u ε converges almost everywhere in G to a function u. Hence, the Lebesgue Dominated we get that u is a weak solution to the reduced system (2.5). The proof is complete.
Uniqueness of the Limiting Solution
Define u as the limit function obtained in Theorem 3.9. Issues arise when we attempt to verify that this u obtained is the unique entropy solution of (2.5). The following, derived from the work of [16] , are sufficient conditions in order to verify that u is the unique entropy solution.
(H1) The initial data (u (H2) For every ε, the solution U ε to (2.1) is the unique limit in
where (u
(H3) For every convex entropy pair (ℓ, q) over π 1 (D), the function u satisfies
Remark 3.10. Considering (H2), it is possible to prove a result analogous to Theorem 3.9 with a sequence U ε,ν solving the parabolic equations (3.63) in place of a sequence U ε solving the hyperbolic system (2.1); see [18, Chapter 15] for the argument in the deterministic case.
We verify the sufficiency of (H1), (H2), and (H3) in this section. Throughout, we use all of the analysis in the previous sections, like the entropy extension of Theorem 3.5 and the definition of B γ in Lemma 3.8. ) . Take all the assumptions of Theorem 3.9. Without loss of generality we can assume that there exists an entropy (η, Q) on B γ such that η is an extension of ϕ(u) := |u| 2 . (If this is not the case, the constant γ can be further restricted.) Further assume (H1), (H2), and that the approximate solutions U ε,ν and approximating initial data U ε,ν 0 to (3.63) both take values in B γ for every ν. Then, for any V ⋐ R, we have
Lemma 3.11 (A Stability Result
Proof. Let Ψ ∈ C ∞ c (R) with Ψ ≡ 1 on V and 0 ≤ Ψ ≤ 1 on R. Since U ε,ν is a classical solution, multiplying the system in (H2) by ∂ U η(U ε,ν ) and using that
Therefore, since ∂ v η(U )r(U ) ≥ 0 and since ∂ UU η(U ) > 0 as a quadratic form,
Taking ν → 0 and integrating over [0, T ], we obtain using (H2) and the Lebesgue Dominated Convergence Theorem
As ε → 0, using Theorem 3.9, (H1) and the Lebesgue Dominated Convergence Theorem we obtain
Using the definition of Ψ we obtain (3.65).
Theorem 3.12 (Verifying Uniqueness). With all the assumptions of Lemma 3.11, we have
for every V ⋐ R. Further, if (H3) aslo holds, then u is the unique weak entropy solution of the reduced equation (2.5) with initial condition u 0 .
where the constant C depends on V , Γ and ρ. Now, let (g n ) ⊂ C ∞ c (R × Γ) be a sequence of functions such that
Then by Lemma 3.11,
Let {V i } be a nested sequence of compact sets such that ∪V i = R and such that V ⊂ V 1 . Then for any δ > 0 there exists i and n i large such that
By repeating the above argument for this i, since 
for each fixed n ∈ N. Let U ε,ν be the solution to the parabolic equations (3.63) with initial data U ε,ν 0 . Then using this,
, and since (u, v) takes values in B γ . Note that the sequence of constants C n may be unbounded in n, but is independent of ε and ν. Therefore by (H1) and (H2), the Lebesgue Dominated Convergence Theorem gives
and (3.77) follows.
4 Example: The Semi-linear p-system
Our goal here is to apply the analysis of the previous sections to the case of the semi-linear p-system
where a is some positive constant. We assume that f ∈ C 2 (R) with f (0) = f ′ (0) = 0. The subcharacteristic condition (2.12) becomes
The curve of local equilibria is the set
The approximate parabolic system (3.63) for the semi-linear p-system is
This analysis is a combination of the arguments found in [9, 21, 23, 26] . Much of what we have done in the previous sections rely on apriori assumptions made on the solutions U ε . Specifically, we assumed that U ε are entropy solutions, uniformly bounded in L ∞ , and the limits of vanishing viscosity solutions U ε,ν . In this section we show that -with enough assumptions on the data U ε 0 -there exist unique solutions, one for each ε, of the semi-linear p-system satisfying suitable versions of these criteria. We obtain L ∞ -stability results for solutions of (4.1), which is used to verify the uniform boundedness of U ε in L ∞ , a necessary condition for invoking Theorem 3.9. For data U ε 0 in L 1 ∩ L ∞ we can verify (H2) and (H3) for the p-system. For data only in L ∞ , however, we are not able to verify (H2), but instead show that the p-system satisfies an alternative version of the assumption, denoted (H2)
′ . In what follows we consider the case of data in L ∞ only.
2 as ν → 0 of classical solutions U ε,ν,j to the approximate parabolic system (3.63) with initial data U ε,ν,j 0
, where U ε,ν,j are compactly supported This theorem is not an obvious corollary of Lemma 3.11 and Theorem 3.12. The proof, however, consists of nothing but an identical repetition of the arguments given in Section 3.4. This can be verified without much difficulty by a line-by-line review of the proofs.
The key technique in verifying (H2) ′ and (H3) is to "diagonalize" the systems (4.1) and (4.3) and to appeal to the theory for scalar conservation laws. In terms of these Riemannian coordinates
the system (4.1) takes the form
Similarly, the approximate parabolic system (4.3) takes the form
For the rest of this section we prove results for the systems (4.1) and (4.3) via the diagonalized systems (4.5) and (4.7), respectively. The proofs for the systems (4.5) and (4.7) can be found in Appendices A, B and C. Convex entropy pairs for the system (4.5) are defined just as in Definition 2.1, but with R 2 in place of D and (w, z) ∈ R 2 w − z 2 = f − w + z 2 in place of K. Weak solutions and weak entropy solutions to (4.5) are defined according to Definition 2.2, but with W ε in place of U ε . 
Verification of (H2)

′
We prove that the p-system verifies (H2) ′ in two steps. First, in Theorem 4.3 we prove global existence and uniqueness of classical solutions to the approximate parabolic system (4.3). Second, in Theorem 4.4 we prove that there exists a unique weak entropy solution to the p-system (4.1) obtained in the sense described in (H2) ′ .
uniformly in ε and ν, where · = · ∞ + · 2;ρ . Then there exists a unique global classical solution U ε,ν of
In addition, the solutions U ε,ν satisfy
uniformly in ε and ν, where β := sup
Proof. It is clear that U ε,ν is a classical solution of (4.3) with initial data U 
Then there exists a unique weak entropy solution U ε to the system (4.1) with initial data U ε 0 . The function U ε satisfies
satisfies the L ∞ bounds (4.10), and is obtained as the limit of a sequence of functions described in (H2) ′ .
Proof. Define U 
The Frechet-Kolmogorov Theorem, Theorem C.5, Remark 4.2, and properties of A reveal that the limit of any subsequence in ν is a weak entopy solution of (4.1). Since weak entropy solutions of (4.1) are unique, the entire sequence converges to the same limit, defined as U ε,j . Finally, by reviewing the proof of Theorem C.2 and using A, we see that we can define the weak entropy solution U ε of (4.1) with initial data U ε 0 as the limit described in (H2) ′ , and the proof is complete.
Verification of (H3)
Just as with general 2 × 2 systems, any convex function ℓ : R → R can be extended to convex entropy for the p-system via the application of Theorem 3.5. For general systems, however, it may happen that the sets D ℓ "degenerate" in the following sense: Take an infinite family of convex functions on π 1 (D) (ℓ α ). Then it is possible that the sets D ℓα are contained in sets of the type B γ for arbitrarily small γ. Therefore, no a priori L ∞ bound for the solutions can be set. We do not encounter this difficulty in the case of the p-system; the key is that the constructed entropy are valid over all of R 2 rather than over some bounded set containing the equilibria curve K. We prove this now; the first lemma states the validity of the extension over all of R 2 , and the second lemma demonstrates that the function u verifies infinitely many entropy inequalities.
Lemma 4.5 (Entropy Extension for the p-system).
Let ℓ : R → R be a convex (strictly convex, strongly convex) function that is of class C 2 (R), and set
Then there exist functions η : R 2 → R and Q : R 2 → R such that (η, Q) is a convex (strictly convex, strongly convex) entropy pair for the semi-linear p-system (4.1) over all of R 2 , satisfying
In addition, η and Q satisfy
(4.14)
Proof. Entropy pairs (η, Q) for the full system (4.1) satisfy the linear hyperbolic system
The subcharacteristic condition (4.2) implies that the equilibrium curve K is non-characteristic for the system. Thus, given any entropy pair (ℓ, q) for the scalar conservation law, one may obtain extended entropy (η, Q) just as in Theorem 3.5, but satisfying the conditions of Definition 2.1 and (4.14) on all of R 2 .
Corollary 4.5.1 ((H3) is verified)
. Suppose (U ε ) ε is a sequence of entropy solutions of (4.1) taking values
for every ϕ ∈ C ∞ c (R × (0, ∞) × Γ) with ϕ ≥ 0. Proof. By Lemma 4.5 there exists a convex entropy (η, Q) for the full system (4.1) convex on all of R 2 and hence convex on all of D. Then the Dominated Convergence Theorem applied to the entropy inequality (2.24) for U ε with said entropy implies that (4.17) is satisfied.
Main Theorem
We summarize the results of this section in one theorem:
Proposition 4.6 (Convergence for the semi-linear p-system). Assume the subcharacteristic condition (4.2).
Assume that the initial data (U ε ) ε for the p-system
Assume that f ′′ (u) = 0 almost everywhere. Then for each ε there exists a unique global weak entropy solution U ε = (u ε , v ε ) of the p-system (4.1) belonging to the class
and satisfying the bound
ii) u is the unique weak entropy solution to the scalar conservation law (2.5) with initial data u 0 .
A Quasilinear Parabolic Systems
This section is devoted to proving the relevant results for a general 2 × 2 system of quasilinear parabolic equations. These results will be used to show the global well-posedness of the parabolic systems (4.7) and (4.3) in Appendix B and Section 4 respectively. The system we are concerned with in this section is
We assume that F 1 , F 2 , Q 1 and Q 2 are all C 2 , and we define F := (F 1 , F 2 ) and Q := (Q 1 , Q 2 ). Throughout the section we assume that
A classical solution U of will satisfy the integral equation given by the fundamental solution of the heat equation 
is a contraction on a suitable Banach space. The Banach Fixed Point Theorem gives us the existence of a solution to (A.2). The main result of this section is the following theorem.
Theorem A.1 (Local Existence of Solutions). Suppose that
Then there exists a time T > 0 such that the following holds: There exists a function
for some constant C independent of U , where · = · ∞ + · ∞,2;ρ . Moreover, this solution U to the integral equation (A.2) is in fact a local classical solution to (A.1).
We prove this theorem in three lemmas, stated and proved in the rest of this section.
Lemma A.2. Suppose that the term Q vanishes on at least one point. Let b, b 0 be constants such that
2 taking values in the set K := {U ∈ R 2 Q(U ) = 0} such that
The constant C depends only on b 0 , b and T .
Step 1: We show that there exists a time T > 0 such that L is a contraction mapping from the complete metric space 
Choose T small enough so that,
Then LU ∈ G ∞ T . Now we prove the property that the mapping is a contraction.
Step 1 is complete. The Banach fixed-point theorem gives us the existence of a unique fixed point of the mapping L :
We call the fixed point U .
Step 2: We show that in fact the fixed point U belongs to G 2 T . We proceed just as in (A.15) with the norm · ∞2;ρ in place of · ∞ to get
Thus the mapping L is a contraction for the norm · ∞,2;ρ as well. Therefore, the sequence {U m − U } m≥0 , where U m is defined by
is Cauchy in · ∞,2;ρ and thus converges in said norm to a limit functionŨ . Then there exists a subsequence which converges almost everywhere. However, it has already been established that the sequence converges in the metric space G 
We next obtain bounds on derivatives in order to see that the solution to the integral equation (A.2) is in fact a classical solution of (A.1) for data sufficiently smooth. 
Then there exist T 0 ∈ (0, T ] and C > 1 such that the solution of (A.2) satisfies
Where · = · ∞ + · ∞,2;ρ . Here, P is a polynomial with coefficients depending on b and the C 2 norm of
Proof. We follow the argument in [26] . It is sufficient to show that if a given
with T 0 to be determined. Then
where V (x, 0, y) = lim
Also, since J solves the heat equation, subtracting R(U ) and using the assumptions on V gives us
(A.23)
(Note that the time T chosen in Theorem A.2 would work here.) Then
Thus, the sequence of iterates U m satisfy
by repeated use of the above argument, since U 0 ≡ U . Finally, for each m ∈ N,
which leads in a similar way to .28) and then
To show the other two estimates, one differentiates the non-kernel terms in the integral equation and repeats an argument just like the one above. See [26] for details. The estimates are simpler, since there are no boundary terms. 
(x, t)-a.e., and that lim
for every x 0 ∈ R. These are true for every y ∈ Γ, so the equation is solved pointwise. The maximal existence time is bounded from below by the same T 0 obtained above.
Proof of Theorem. Since U is a classical solution, we can take derivatives of both U and U 0 . Then , s, y) ). It suffices to show that ∂ t −∂ xx applied to the right-hand side of (A.32) is equal to −F (U (x, t, y)). Since the first term on the right-hand side of (A.32) is convolution with the heat kernel, we get that
Splitting the integral and changing the variable of differentiation, we get
We handle each separately.
Integrating by parts, we get
(A.36) since J solves the heat equation. Thus,
It therefore suffices to show that
Let α > 0 be given. Choose β > 0 and δ > 0 small such that
dz . 
and that
B Weakly Coupled Semi-linear Parabolic Systems
We prove the global well-posedness of the system (4.7), which in turn is used to prove the global wellposedness of the system (4.3) in Section 4 and to demonstrate the existence of a solution to (4.5) in Appendix C. The following results are straightforward generalizations of standard theorems for weakly coupled semilinear parabolic systems found in [11, 21] , included here for completeness. First, we need the following comparison theorem for diagonal semi-linear parabolic equations. It is a special case of [11, Theorem 5.1] adapted to our situation.
where λ i ∈ R, with initial data
The proof of Theorem B.1 is a straightforward extension of the proof of [11, Theorem 5.1]. For each fixed y ∈ Γ, apply the result in [11] to the functions V 1 (·, ·, y) and V 2 (·, ·, y). Then the result follows.
Corollary B.1.1. There exists at most one classical solution of the diagonalized approximate parabolic system (4.7).
Proof. In components, the system (4.7) takes the form
which is easily seen to be of the form (B.1). The weak coupling term H is quasimonotone as a result of the subcharacteristic condition, and the statement follows.
Proof. Note that H(0, 0) = (0, 0). Set U ≡ (0, 0). By Theorem A.1 there exists a time (T ε,ν ) ′ > 0 such that the equation (A.1) with
By checking the scaling directly, one sees that W ε,ν is a classical solution of (4.7) with initial data W ε,ν
be the supremum of all T > 0 such that the system (4.7) has a solution
We show that the solution can be extended. (This is a standard argument.) By the assumption and by properties of the constructed solution, we see that for any t ∈ (0, T
(B.7)
Then a repeat of the arguments in Appendix A shows that the maximal existence time of the fixed point of
is at least 2δ. Since solutions to (4.7) are unique by Corollary B.1.1, the solution is thus extended onto the
Before taking ε → 0 or ν → 0 we will in fact see in the next theorem that the solutions U ε,ν are global for small data, and so later the ε, ν limits can be taken without worrying about the interval of existence for solutions. 10) and that W ε,ν 0
Theorem B.4 (Global Existence
uniformly in ε and ν, where · = · ∞ + · 2;ρ . Then the unique local classical solution W ε,ν of (4.7) can be extended globally (i.e. T ε,ν * = ∞).
Proof. By the continuation principle it suffices to show that
uniformly in ε and ν. The idea is to use the comparison principle and construct appropriate initial data and corresponding solutions to compare to W ε,ν . Consider the system of ODĖ 12) with p 1 (0) = p 2 (0) = p 0 , to be determined later. The global solutions are given by
is in fact a solution of the system (4.7) with initial data (p 0 , p 0 ). Set
Denote (p
to be the solutions of (B.12) with initial times p
we conclude by the comparison principle that 16) for every (x, t, y) ∈ R × (0, T ε,ν ) × Γ. Therefore, using the exact solutions (p
C Weakly Coupled Semi-linear Hyperbolic Systems
Here we state and prove the well-posedness theory in the L 1 framework for the weakly coupled 2×2 hyperbolic system (4.5). This will be used in Section 4 to show the global well-posedness of the p-system (4.1) with initial data in L ∞ . The system can be written in components as
These results of well-posedness are classical in the case of deterministic initial data [21] , and much of the proofs generalize in a straightforward manner. We include them for completeness. When applied to the diagonal system (4.5), Definition 2.2 becomes the following:
is a weak solution of (4.5) if
for every convex entropy pair (η, Q) for (4.5) over R 2 and for every ϕ ∈ C ∞ c (R × (0, T ) × Γ) with ϕ ≥ 0, and
for every V ⋐ R, then we say that W ε is a weak entropy solution of (4.5).
The goal of this appendix is to prove the following theorem:
Then there exists a unique weak entropy solution W ε of (4.5)
Just as in the nonparametric case the apriori L 1 loc estimates are crucial, and used throughout the subsequent arguments.
Lemma C.3. Let W ε and W ε be two weak entropy solutions of (4.5) corresponding to
respectively. Then for every m > 0 and every t ∈ (0, T ] we have
Proof. It suffices to prove (C.5); (C.6) is proved similarly. We choose a sequence of C 2 convex functions η n such that η n (W ) converges locally uniformly to the convex function |w − k| for some k ∈ R. Thus, the entropy inequalities (C.3) for W ε and W ε become
Mechanically speaking, the proof now proceeds in a fashion virtually identical to the proof of Theorem 2.4. The point of departure is the presence of the nonlinearity H in the entropy inequalities for W ε and W ε , which accounts for the additional integral term on the right-hand side of (C.5).
2 and let W ε and W ε be entropy solutions of (4.5) corresponding to W ε 0 , W ε 0 respectively. Then for any m > 0, Γ 1 ⋐ Γ and any t > 0,
Proof. For any t ∈ [0, T ] and 0 < s < t set
Then using the fact that H is globally Lipschitz with bound ∂ U H ∞ ≤ a + 1, we have from Lemma C.3 the estimate
The conclusion follows by Gronwall's inequality.
It follows immediately from the estimate (C.9) that
2 there exists at most one entropy solution of (4.5).
With the uniqueness theory for the diagonal system (4.5) in place, we now establish existence using a vanishing viscosity argument. Consider solutions W ε,ν to the viscosity approximation (4.7) with suitable initial data; by Theorem A.1, Corollary B.1.1 and Theorem B.4 the functions W ε,ν are classical, unique, global solutions to (4.7).
2 . Let W ε,ν be the unique global classical solution of (4.7) with initial data W ε,ν 0 . Suppose also that there exists a subsequence (still denoted by ν) such that W ε,ν converges to some function
and W ε is a weak entropy solution of (4.5).
Proof. By virtue of (B.17) the function W ε belongs to L ∞ (R × (0, ∞) × Γ) 2 . Take any convex entropy η for the diagonal system (4.5). Multiply (4.7) by ∂ W η(W ε,ν ) to get
multiply by a nonnegative smooth test function ϕ compactly supported on R × (0, ∞) × Γ, integrate over R × [0, ∞) × Γ, and integrate by parts. The fact that the last term on the right-hand side of (C.12) is nonnegative gives us the inequality
(C.13)
Taking the limit as ν → 0,
which is the entropy inequality (C.3). To see the L 1 loc convergence to the initial data (C.4), use the triangle inequality to obtain
for every V ⋐ R. By the assumption of convergence, I can be made arbitrarily small and independent of T for ν small enough. By assumption, III can also be made arbitrarily small for ν small enough. By Theorem A.1, for T small enough,
where C is independent of T . Therefore, II → 0 as T → 0 + , and (C.4) is proved.
We are now ready to estimate the L 1 modulus of continuity of the solutions W ε,ν . 
Then for every T > 0 we have the estimate
where the constant C is independent of ν.
Proof. We follow the argument in [23] . Throughout the proof we use the fact that by Theorem B. 
Since H is Lipschitz on D, B has matrix norm bounded independent of x, t, y, ε, ν, h, and k.
For reasons that will become clear, we choose ϕ ε,ν to be the solution of the adjoint differential system 
. Now, taking the Euclidean inner product of (C.19) with ϕ ε,ν , multiplying by ρ(y), integrating over R × [0, T ] × Γ 1 and integrating by parts gives
The only boundary term remaining after the integration by parts is the one involving the time derivative, since
for some constant C independent of x. Therefore, choosing
and using the bound (C.22), 
Proof. As in the previous proof we use the fact that by Theorem B.4 the solutions W ε,ν are uniformly bounded in L ∞ with respect to ν, taking values in some bounded open convex set D ⊂ R 2 , where D depends on D 0 , a and f . We begin with the estimate for w ε,ν . Define
we will add and subtract an appropriately mollified version of w ε,ν,τ (x, t, y) and estimate each term separately. Let ψ : R × R N → R be a standard mollifier, with ψ ≥ 0, supp ψ ⊂ {(x, y) ∈ R × R N |(x, y)| < 1}, and ψ 1 = 1. Choose 0 < h 0 < 1 so that for any h ∈ (0, h 0 ] the sets Γ 1,h := {y ∈ Γ 1 | dist(y, ∂Γ 1 ) > h} and [−m + h, m − h] are both nonempty. Define ψ h as the convolution
The integral defining ψ h converges absolutely, and supp
Note that there exists a constant C such that
Note that the W ε,ν take values in D. For ν < 1 the right-hand side of (C.29) is therefore majorized by
since h < 1. The constant C 1 depends on a, D, m, ρ, ε and H but not ν, τ or h. Now, by properties of standard mollifiers
where in the second (in)equality the quantity
was added and subtracted. We now estimate I and II. Denoting (x, y) by x and (
The constant C depends on D, ρ, and Γ 1 but not ε, ν, τ or h. To estimate I, note that for any function
Then by Theorem C.6,
Combining (C.30), (C.34) and (C.36) we arrive at (C.27), but with only w ε,ν on the left-hand side. Repeat the proof for z ε,ν and the proof is complete.
We are finally ready to present the proof of the main theorem in this section.
Proof of Theorem C. 
D Proof of
Step 1 in Theorem 3.9
Proof. We follow [9, Theorem 5.2.1] with appropriate modifications. We use the relaxation term to prove L 2 convergence of the solution to equilibrium rather than proving the L 2 stability of weak solutions. Our choices of test function are also modified to account for the lack of initial conditions in the definition of the entropy inequality. Use one of the strongly convex entropy pairs constructed in Lemma 3.7, denoted here by (η, Q). For U ∈ B γ , define the relative entropy pair
We claim that there exists an α > 0 such that for every U ∈ B γ , U ∈ K,
Indeed, both h and Y are quadratic in U − U , and since ∂ UU η(U ) is uniformly positive definite on B γ we have that the quotient |Y |/h is bounded from above by a positive constant α. Now, let T > 0, and let ϕ ∈ C 1 c (R × (0, T ) × Γ) be a nonnegative test function. Then since U ε is an entropy solution of (2.1) and U ∈ K is a classical solution of (2.1), 
E Proof of Theorem 2.4
Proof. We follow the argument of [14] as outlined in [10] . Choose a sequence of C 2 convex functions ℓ n such that ℓ n (θ) → |θ| uniformly on compact subsets ℓ a(x, t, y) := |u(x, t, y) −ũ(x, t, y)| b(x, t, y) := sgn(u(x, t, y) −ũ(x, t, y))(f (u(x, t, y)) − f (ũ(x, t, y))).
, the Lipschitz constant of f . Fix t 1 , t 2 ∈ (0, ∞) with t 1 < t 2 (no relation to the t 1 and t 2 above) and let σ 1 , σ 2 ∈ (t 1 , t 2 ) with σ 1 < σ 2 . Let m > 0 and let Γ 1 ⋐ Γ. For δ > 0 small, choose as a test function w(x, t, y) = ψ(t) Ξ(x, t) χ Γ1 (y), where (E.14)
Then we obtain 1 δ |u(x, σ 1 , y) −ũ(x, σ 1 , y)|ρ 2 dy dx (E.17) for almost every σ 1 , σ 2 ∈ (t 1 , t 2 ) with σ 1 < σ 2 . Now, entropy solutions u(x, t, y) satisfy u ∈ C([0, T ) \ F ; (L 1 loc (R × Γ))) , F at most countable, (E.18)
by a straightforward adaptation of the proof of [9, Theorem 4.5.1]. Therefore, the inequality (E.17) holds for almost every t 1 , t 2 , σ 1 , σ 2 satisfying 0 < t 1 ≤ σ 1 < σ 2 ≤ t 2 < ∞. Thus, by appropriate choice of t 1 and t 2 outside of F , |x|≤m Γ1
|u(x, t 2 , y) −ũ(x, t 2 , y)|ρ 2 (y) dy dx ≤ |x|≤m+αt2 Γ1
|u(x, t 1 , y) −ũ(x, t 1 , y)|ρ 2 (y) dy dx . (E. 19) holds for almost every t 1 , t 2 satisfying 0 < t 1 < t 2 < ∞. Finally, let T > 0. Integrate in t 1 from 0 to T and divide by T . We obtain
|u(x, t 2 , y) −ũ(x, t 2 , y)|ρ 2 (y) dy dx
|u(x, t 1 , y) −ũ(x, t 1 , y)|ρ 2 (y) dy dx dt 1 .
(E.20)
Now add and subtract the quantity 
