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Weprove a decomposition theorem for the classG of {P2∪P3, C4}-free graphs. This theorem
enables us to show that (i) every graph G in G has at most n+5maximal cliques where n is
the number of vertices in G, and (ii) for every G in G, χ(G) ≤

5ω(G)
4

, where χ(G) (ω(G))
is the chromatic (clique) number of G.
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1. Introduction
All our graphs are simple, finite and undirected. For a graph G, let n andm, respectively denote the number of vertices and
number of edges in G. A clique in a graph G is a set of pairwise adjacent vertices in G, and ismaximal if it is not contained in a
larger clique.Wedenote the number ofmaximal cliques in a graphG byµ(G). Moon andMoser [12] proved thatµ(G) ≤ 3⌈ n3 ⌉,
for any graph G, and observed that this bound is attained by the graph (⌈ t3⌉K3)c , where t is a multiple of 3. A class of graphs
G is said to have few cliques [14] if µ(G) ≤ p(n), for every G ∈ G, where p(n) denotes a polynomial in n.
In 1965, Fulkerson and Gross [7] obtained an interesting characterization of interval graphs. During the course of their
proof, they observed that any chordal graph has at most nmaximal cliques. Since then several more classes of graphs with
few cliques have been identified. These results are summarized in Table 1. It follows that theMaximum Clique Problem and
the Maximum Weight Clique Problem for these classes of graphs are solvable in polynomial time, where as for a general
class of graphs these problems are well known to be NP-complete. Various complexity issues on graphs with few cliques
are investigated in [15].
For (P2 ∪ P3)-free graphs,Maximum Independent Set Problem and Independent Dominating Set Problem are solvable
in polynomial time [11] but Minimum Dominating Set Problem [1] and Maximum Clique Problem [13] are known to be
NP-complete.
In this paper, we are concerned with the class of {P2 ∪ P3, C4}-free graphs, which includes interesting subclasses such as
split graphs, pseudo-split graphs, {2K2, C4}-free graphs and {3K1, C4}-free graphs. See Fig. 1 for examples of graphs which
are (i) {P2 ∪ P3, C4}-free, (ii) (P2 ∪ P3)-free but contains an induced C4, and (iii) C4-free but contains an induced (P2 ∪ P3).
We prove a decomposition theorem for the class G of {P2 ∪ P3, C4}-free graphs. This theorem enables us to show that
(i) every graph G in G has at most n + 5 maximal cliques, where n is the number of vertices in G, and (ii) for every G in G,
χ(G) ≤

5ω(G)
4

, where χ(G) (ω(G)) is the chromatic (clique) number of G. These extend the results proved in [2,3].
Throughout the paper, Pt , Ct , Kt , respectively denote the induced path, induced cycle, complete graphs on t vertices. For
notations and terminology not defined here, we follow West [17]. If H is an induced subgraph of G, we write H ⊑ G. If H is
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Fig. 1. H1 is a {P2 ∪ P3, C4}-free graph, H2 is a (P2 ∪ P3)-free graph but contains an induced C4 , and H3 is a C4-free graph but contains an induced (P2 ∪ P3).
Table 1
Classes of graphs with few cliques.
G Upper bound for µ(G)
Chordal n [7]
C4-free cn2 , c is a constant [6]
{2K2, C4}-free n [2]
{P5, C4}-free n [8]
Planar 7n3 − 6 [14]
Kt -free, t ≥ 2 max{n, n∆t−22t−2 } [14]{K1,3, K1 + C4}-free 2m [9]
Graph with boxicity k (2n)k [16]
a subgraph of a graph G and if v ∈ V (G), then NH(v) = NG(v) ∩ V (H). If F is a family of graphs, G is said to be F -free if it
contains no induced subgraph isomorphic to any graph in F . If S and T are two vertex disjoint subsets, then [S, T ] denotes
the set of edges with one end in S and the other in T . [S, T ] is said to be complete if every vertex in S is adjacent with every
vertex in T . [S] denotes the subgraph induced by S. The length of a shortest path between two vertices x, y is denoted by
d(x, y), and d(x, S) := min{d(x, y) : y ∈ S}. For any integer i ≥ 0, Ni(S) := {y ∈ V (G) : d(x, y) = i, for some x ∈ S}, and we
simply denote it by Ni. N1({x}) is denoted by N(x), and N[x] = N(x) ∪ {x}. For a graph G, we denote a partition of V (G) into
k (≥ 1) sets by (V1, V2, . . . , Vk).
For a graph G, Gc denotes the complement of G. If G1 and G2 are two vertex disjoint graphs, then their union G1 ∪ G2 is
the graph with V (G1 ∪ G2) = V (G1)∪ V (G2) and E(G1 ∪ G2) = E(G1)∪ E(G2). Similarly, their join G1+ G2 is the graph with
V (G1 + G2) = V (G1) ∪ V (G2) and E(G1 + G2) = E(G1) ∪ E(G2) ∪ {(x, y) : x ∈ V (G1), y ∈ V (G2)}. For any positive integer
k, kG denotes the union of k disjoint graphs each isomorphic with G. For a graph G, let χ(G) (ω(G)) denote its chromatic
(clique) number.
Next, we define an operation to combine various graphs. Let G be a graph on n vertices v1, v2, . . . , vn, and let
H1,H2, . . . ,Hn be n vertex disjoint graphs. Then an expansion G(H1,H2, . . . ,Hn) of G is the graph obtained from G by
(i) replacing the vertex vi of G by Hi, i = 1, 2, . . . , n, and
(ii) joining the vertices x ∈ Hi, y ∈ Hj iff vi and vj are adjacent in G.
An expansion is also called a composition; see [17]. If Hi’s are complete, it is called a complete expansion of G, and is
denoted by K[G] or K[G](m1,m2, . . . ,mn) if Hi = Kmi . It is shown by Lovász [10] that if G,H1,H2, . . . ,Hn are perfect,
then G(H1,H2, . . . ,Hn) is perfect. So, if G is perfect, then K[G] is perfect. It is easily verified that if G is chordal, then K[G] is
chordal, so in particular G+ Kt (t ≥ 0) is chordal.
2. The class of {P2 ∪ P3, C4}-free graphs
2.1. Structure of {P2 ∪ P3, C4}-free graphs
In this section, we prove a decomposition theorem for a non-chordal {P2∪ P3, C4}-free graph Gwhich says that its vertex
set V (G) can be partitioned into three subsets V1, V2 and V3 such that [V3] can be obtained as a complete expansion of one
of the seventeen basic graphs shown in Fig. 2, and V1 and V2, respectively induce an edgeless graph and a complete graph.
Theorem 1. A connected graph G that contains an induced C6 is {P2 ∪ P3, C4, C5}-free if and only if there exists a partition
(V1, V2, V3) of V (G) such that (1) [V1] ∼= K cm, for some m ≥ 0, (2) [V2] ∼= Kt , for some t ≥ 0, (3) [V3] ∼= C6, (4) [V1, V3] = ∅,
and (5) [V2, V3] is complete.
Proof. Observe that if such a partition exists, then G is a {P2 ∪ P3, C4, C5}-free graph that contains an induced C6. To see
the reverse implication, let us assume that [N0] := [{v1, v2, v3, v4, v5, v6}] ∼= C6 ⊑ G. By assumptions on G, any x ∈ N1 is
adjacent to all the vertices of [N0]. Then
(i) [N1] is complete (else, C4 ⊑ G).
(ii) N2 is independent (else, P2 ∪ P3 ⊑ G).
(iii) Nr = ∅, if r ≥ 3 (else, P2 ∪ P3 ⊑ G).
It follows that (N2,N1,N0) is a required partition of V (G). 
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Fig. 2. Basic graphs used in Theorem 2.
Theorem 2. If G is a connected {P2 ∪ P3, C4}-free graph, then G is either chordal or there exists a partition (V1, V2, V3) of V (G)
such that (1) [V1] ∼= K cm, for some m ≥ 0, (2) [V2] ∼= Kt , for some t ≥ 0, (3) [V3] is isomorphic to a graph obtained from one
of the basic graphs Gt (1 ≤ t ≤ 17) shown in Fig. 2 by expanding each vertex indicated in circle by a complete graph (of order
≥ 1), (4) [V1, V3] = ∅, and (5) [V2, V3 \ S] is complete (see Fig. 2 for the set S).
Proof. Let G be a connected {P2 ∪ P3, C4}-free graph and for 1 ≤ t ≤ 17, let Gt denote the class of graphs obtained from Gt
by the operations stated in the theorem.
If G is {C5, C6}-free, then G is chordal. If G is C5-free and contains an induced C6, then a required partition is given by
Theorem 1 where [V3] ∼= C6 ∈ G1 and S = ∅. Hence, assume that G contains an induced C5. Among all the induced 5-cycles
in G, choose one, say C such that the number of vertices in V (G) \ V (C) that are adjacent to exactly two consecutive vertices
of C is maximum. Let C = [N0] = [{v1, v2, v3, v4, v5}] ∼= C5 ⊑ G and let
A = {x ∈ N1 : [N(x) ∩ N0] ∼= K1},
B = {x ∈ N1 : [N(x) ∩ N0] ∼= K2},
D = {x ∈ N1 : [N(x) ∩ N0] ∼= P3},
F = {x ∈ N1 : [N(x) ∩ N0] ∼= C5}.
Then it is easily verified that N1 = A ∪ B ∪ D ∪ F . For convenience, we further partition A, B and D as follows:
Ai = {x ∈ A : N(x) ∩ N0 = {vi}},
Bi = {x ∈ B : N(x) ∩ N0 = {vi, vi+1}},
Di = {x ∈ D : N(x) ∩ N0 = {vi−1, vi, vi+1}},
where 1 ≤ i ≤ 5, i mod 5. Then A = ∪5i=1 Ai, B = ∪5i=1 Bi, and D = ∪5i=1 Di, and the following hold:
(R1) Nj = ∅, for all j ≥ 3 (else, P2 ∪ P3 ⊑ G); so V (G) = N0 ∪ N1 ∪ N2.
(R2) [A ∪ B ∪ D,N2] = ∅ (else, P2 ∪ P3 ⊑ G).
For every i, 1 ≤ i ≤ 5, imod 5, we have:
(R3) (i) |Ai| ≤ 1 (else, P2 ∪ P3 ⊑ G).
(ii) [Ai, Ai+1] = ∅ (else, C4 ⊑ G).
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(iii) [Ai, Ai+2] is complete (else, P2 ∪ P3 ⊑ G).
(iv) [A] is an induced subgraph of C5 (a consequence of (i), (ii) and (iii)).
(R4) (i) |Bi| ≤ 1 (else, P2 ∪ P3 ⊑ G).
(ii) [Bi, Bi+1] is complete (else, P2 ∪ P3 ⊑ G).
(iii) If Bi ≠ ∅, then Bi+2 = ∅ = Bi−2 (else, P2 ∪ P3 or C4 ⊑ G).
(iv) If |B| = 2, then Bk, Bk+1 ≠ ∅, for some k, 1 ≤ k ≤ 5, k mod 5 (a consequence of (iii)).
(R5) (i) [Di] is complete (else, C4 ⊑ G).
(ii) [Di,Di+2] = ∅ (else, C4 ⊑ G).
(iii) [Di,Di+1] is complete or there exist a unique di ∈ Di and a unique di+1 ∈ Di+1 such that didi+1 ∉ E(G) (else,
P2 ∪ P3 or C4 ⊑ G). In the latter case, Di+3 = ∅ (else, P2 ∪ P3 ⊑ G).
(iv) There exists a j, 1 ≤ j ≤ 5, j mod 5, such that [N0 ∪ D] ∼= K(C5) − Z , where Z ⊆ {(dj, dj+1), (d′j+1, dj+2)} with
dj ∈ Dj, dj+1, d′j+1 ∈ Dj+1 (dj+1 ≠ d′j+1) and dj+2 ∈ Dj+2 (—a consequence of (i), (ii) and (iii)).
(R6) (i) If Ai ≠ ∅, then Bj = ∅, for all j ≠ i+ 2 (else, P2 ∪ P3 or C4 ⊑ G).
(ii) [Ai, Bi+2] is complete (else, P2 ∪ P3 ⊑ G).
(R7) (i) [Ai,Di] is complete (else, P2 ∪ P3 ⊑ G).
(ii) [Ai,Di−1] = ∅ = [Ai,Di+1] (else, P2 ∪ P3 ⊑ G).
(iii) If Ai ≠ ∅, then Di−2 = ∅ = Di+2 (else, P2 ∪ P3 or C4 ⊑ G).
(iv) If Ai ≠ ∅, then [Di,Di+1] and [Di,Di−1] are complete (else, P2 ∪ P3 ⊑ G, by (i) and (ii)).
(R8) (i) [Bi,Dj] is complete, for all j ≠ i− 2 (else, P2 ∪ P3 ⊑ G).
(ii) [Bi,Di−2] = ∅ (else, C4 ⊑ G).
(iii) If Bi ≠ ∅, then either Di−1 = ∅ or Di+2 = ∅ (else, P2 ∪ P3 or C4 ⊑ G).
(iv) If Bi ≠ ∅, then [Di+1,Di+2] and [Di,Di−1] are complete (else, C4 ⊑ G).
(R9) [F ] is complete (else, C4 ⊑ G).
(R10) [Di, F ] is complete (else, C4 ⊑ G). Hence, [N0 ∪ D, F ] is complete.
(R11) N2 is independent (else, P2 ∪ P3 ⊑ G).
(R12) (i) If x, y ∈ V (G) \ V (C) are such that xy ∈ E(G), and if there exists an index j (1 ≤ j ≤ 5, j mod 5) such that
xvj, yvj−2 ∈ E(G) and xvj−2, yvj, xvj−1, yvj−1 ∉ E(G), then [{x, y}, F ] is complete (else, P2 ∪ P3 or C4 ⊑ G).
(ii) If x, y ∈ A ∪ B and xy ∈ E(G), then N(x) ∩ F = N(y) ∩ F (else, C4 ⊑ G).
If we define V1 = N2, V2 = F and V3 = N0 ∪ A ∪ B ∪ D, then the partition (V1, V2, V3) of V (G) satisfies the following
requirements of the theorem: (1) by (R11), (2) by (R9), (4) by (R2), and (5) by (R10) and (R12). So, the theorem is proved if
we show that [V3] satisfies (3). We will consider three cases depending on |B|. Note that |B| ≤ 2, by (R4).
Case 1: |B| = 0.
If A = ∅, we claim that the set Z defined in (R5(iv)) is empty. If not, (w. l. o. g.) assume that (d1, d2) ∈ Z . Then
C ′ := [{v1, d2, v3, v4, v5}] is an induced 5-cycle in G such that d1 is adjacent to exactly two consecutive vertices v1 and
v5 of C ′, a contradiction to the choice of C .
So, by properties (R3), (R5) and (R7), we conclude that [V3] ∼= K(C5) ∈ G2, if A = ∅, and [V3] ∈ ∪9i=3 Gi, if A ≠ ∅.
Case 2: |B| = 1.
Assume (w.l.o.g.) that B = {b1}. Then by (R6(i)), Ai = ∅, for all i ∈ {1, 2, 3, 5}. So, |A| = |A4| ≤ 1. Also, by (R8(iii)), one of
D3 or D5 is empty. Assume (w.l.o.g.) that D5 = ∅. Next, we claim that Z = ∅. Assume to the contrary that Z ≠ ∅. By (R8(iv)),
Z = {(d1, d2)} or Z = {(d3, d4)}. If Z = {(d1, d2)}, then C ′ := [{v1, d2, v3, v4, v5}] is an induced 5-cycle in G such that d1 is
adjacent to v1 and v5 of C ′, and b1 is adjacent to v1 and d2 of C ′, a contradiction to the choice of C , and if Z = {(d3, d4)}, we
get a similar contradiction.
So, if |A| = 0, then by properties (R4) and (R8), we see that [V3] ∈ G10 ∪ G11.
If |A| = 1, let A = A4 = {a4}. By (R7(iii)), D1 = ∅ = D2. By (R6(ii)), [A4, B1] is complete. Then by using (R7(ii)) and (R8(i)),
we see that D3 = ∅ (else, C4 ⊑ G). Since [A4,D4] is complete (by R7(i)), these observations imply that [V3] ∈ G12.
Case 3: |B| = 2.
Assume (w.l.o.g.) that B = {b1, b2}. Then by (R6(i)), A = ∅. By (R8(iii)), we deduce that D5 = ∅ or D3 = ∅, since B1 ≠ ∅,
and D1 = ∅ or D4 = ∅, since B2 ≠ ∅. Hence one of the four sets D1 ∪ D5, D5 ∪ D4, D3 ∪ D1 or D4 ∪ D3 is empty.
So, if Z = ∅, then since b1b2 ∈ E(G) (by R4(ii)), we see that one of D4 = ∅ or D5 = ∅ (else, C4 ⊑ G). Hence, by properties
(R4), (R5) and (R8), we conclude that [V3] ∈ G13 ∪ G14 ∪ G15, if D1 ∪ D5 = ∅ or D4 ∪ D3 = ∅ or D3 ∪ D1 = ∅, and
[V3] ∈ G13 ∪ G14 ∪ G16, if D4 ∪ D5 = ∅.
If Z ≠ ∅, then by (R8(iv)), Z = {(d4, d5)}. Now, we claim that D4 \ {d4} = ∅ = D5 \ {d5}. Assume to the contrary that
d′4 ∈ D4 \ {d4}. Then b1b2, d′4d5, b1d5, b2d′4 ∈ E(G) (by R4(ii), R5(iii), and R8(i)) and b1d′4, b2d5 ∉ E(G) (by R8(ii)). But then[b3, b4, d′1, d2] ∼= C4 ⊑ G, a contradiction. So, D4 \ {d4} = ∅. Similarly, D5 \ {d5} = ∅. Thus, by properties (R4), (R5) and (R8),
and by the nature of Z , we conclude that [V3] ∈ G17. 
Corollary 1. If G is a connected {P2 ∪ P3, C4}-free graph, then there exists a vertex v in G such that [N[v]] is chordal.
Proof. If G is chordal, then [N[v]] is chordal, for all v ∈ V (G). If G is not chordal, then consider the partition (V1, V2, V3) of
V (G) described in Theorem 2. Let v ∈ V3. It can be directly verified that [NGj [v]] is chordal, for all j, 1 ≤ j ≤ 17. Moreover,
[NG(v) ∩ V2] is a complete graph. Thus, [NG(v)] is a complete expansion of [NGj [v]] + K1, where 1 ≤ j ≤ 17, and hence it is
chordal. 
It follows that if G is a {P2 ∪ P3, C4}-free graph (connected or disconnected), then there exists a vertex v such that [N[v]]
is chordal.
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2.2. Number of maximal cliques
A universal vertex of a graph G is a vertex which is adjacent to all other vertices in G. For later use, we make the following
simple observations and state a result due to Fulkerson and Gross [7].
(M1) µ(G1 ∪ G2) = µ(G1)+ µ(G2). So, µ(G) = µ(G1)+ µ(G2)+ · · · + µ(Gk), if G1,G2, . . . ,Gk are the components of G.
(M2) µ(G1 + G2) = µ(G1) · µ(G2). So, if T is a set of universal vertices in a graph G, then µ(G− T ) = µ(G).
(M3) µ(K[G]) = µ(G).
(M4) If each vertex in G belongs to at most kmaximal cliques, then µ(G) ≤ kn2 .
Theorem A ([7]). If G is a chordal graph, then µ(G) ≤ n. Equality holds if and only if G has no edges. 
Theorem 3. If G is a {P2 ∪ P3, C4}-free graph, then µ(G) ≤ n+ 5.
Proof. If G is chordal, then µ(G) ≤ n, by Theorem A. So, assume that G is not chordal. If G is connected, then V (G) admits a
partition (V1, V2, V3) as described in Theorem 2. Let T denote the set of all universal vertices in [V2 ∪ V3]. Note that T ⊆ V2.
Then:
µ(G) ≤ µ(G− V1)+ |V1|, since [V1] is edgeless and every v ∈ V1 is simplicial
= µ(G− V1 − T )+ |V1|, by (M2)
= µ(Gi)+ |V1|, for some i, 1 ≤ i ≤ 17, by (M3)
≤ n+ 5, since µ(Gi) ≤ |V (Gi)| + 5, for all i, 1 ≤ i ≤ 17.
Next, assume that G is disconnected. Let F1, F2, . . . , Fk denote the components of G. Since G is not chordal, at least one
component, say F1 admits a decomposition (V1, V2, V3) of V (F1) as given in Theorem 2 such that C5 ⊑ [V3] or C6 ∼= [V3].
Since G is (P2 ∪ P3)-free, for every i, 2 ≤ i ≤ k, Fi is an edgeless graph and hence it has exactly one vertex. So,
µ(G) = µ(F1)+ n− |V (F1)|, by (M1)
≤ |V (F1)| + 5+ n− |V (F1)|, by the above argument
= n+ 5. 
The upper bound given in Theorem 3 is attained for the graphs P ∪ K ct , where t ≥ 0 and P is the Petersen graph.
Corollary 2. If G is a {K1 + (P2 ∪ P3), K1 + C4}-free graph, then µ(G) ≤ n2+5n2 .
Proof. Note that [N(x)] is {P2 ∪ P3, C4}-free, for any x ∈ V (G). So, by Theorem 3, any x ∈ V (G) belong to at most n + 5
maximal cliques. Hence the result follows by (M4). 
If G is a {K1 + (P2 ∪ P3), K1 + C4}-free graph, then the upper bound for µ(G) in Corollary 2 has to be quadratic in n. For
example, consider the graph H = C5(K ct , K ct , K ct , K ct , K ct ), which is {K1 + (P2 ∪ P3), K1 + C4}-free and has 5t vertices. Since
maximal cliques in H are edges, we have µ(H) = 5t2.
An O(n2m)-time algorithm to generate all the maximal cliques in a graph which repeatedly contains a vertex whose
neighborhood is chordal is described in Section 2 of [5]. Therefore, by Corollary 1, we have the following result.
Theorem 4. All the maximal cliques in a {P2 ∪ P3, C4}-free graph can be generated in O(n2m)-time. 
2.3. Chromatic bound
Blászik et al. [2] proved that for every {2K2, C4}-free graph G, χ(G) ≤ ω(G)+ 1. It is shown in [3] that if G is a {3K1, C4}-
free graph, then χ(G) ≤

5ω(G)
4

. We prove that this latter bound holds for the class of {P2 ∪ P3, C4}-free graphs, which is a
superclass of both {2K2, C4}-free graphs and {3K1, C4}-free graphs. This bound is optimal; see [3] for optimal graphs.
A graph G is said to be perfect if χ(H) = ω(H), for every induced subgraph H of G. The strong perfect graph theorem
(SPGT) [4] states that G is perfect if and only if G is {C2k+1, C c2k+1}-free, for every k ≥ 2.
The following assertions are easy consequences of SPGT [4].
Lemma 1. If G is a {P2 ∪ P3, C4, C5}-free graph, then G is perfect. 
Lemma 2. If G is a graph which admits a partition (V1, V2, V3) of V (G) such that (1) [V1] is an edgeless graph, (2) [V2] is
complete, (3) [V3] is perfect, (4) [V1, V3] = ∅, and (5) [V2, V3] is complete, then G is perfect. 
Theorem 5. If G(V , E) is a {P2 ∪ P3, C4}-free graph, then χ(G) ≤

5ω(G)
4

.
Proof. Assume that G is connected. We use Theorem 2 to deduce the upper bound. If G is chordal, then G is perfect and so
χ(G) = ω(G). Else, there exists a partition (V1, V2, V3) of V (G) as described in Theorem 2.
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If [V3] ∈ Gj, where 1 ≤ j ≤ 17, j ≠ 2, let Tj ⊆ Gj be the independent set defined in Fig. 2. It is easily verified that Gj− Tj is
a perfect graph. So, [V3\Tj] is a complete expansion of a perfect graph. Hence, by Lemmas 1 and 2, G−Tj is perfect. Therefore,
χ(G) ≤ χ(G− Tj)+ χ([Tj]) ≤ ω(G)+ 1.
Next suppose that [V3] ∈ G2. Then, [V3] ∼= K[C5](m1,m2,m3,m4,m5), where mi ≥ 1, for all i, 1 ≤ i ≤ 5; let
m1 = min{mi : 1 ≤ i ≤ 5}. Let V ′3 = V (K[C5](m1,m1,m1,m1,m1)). Then [V3 − V ′3] is perfect. So, (V1, V2, V3 − V ′3) is
a partition of V (G− V ′3) as described in Lemma 2. Hence, G− V ′3 is perfect. Since ω([V ′3]) = 2m1 and χ([V1 ∪ V ′3]) =

5m1
2

(see [3]), we deduce that
χ(G) ≤ χ([V − (V1 ∪ V ′3)])+ χ([V1 ∪ V ′3])
≤ ω([V − (V1 ∪ V ′3)])+

5m1
2

, since [V − (V1 ∪ V ′3)] ⊑ G− V ′3, and G− V ′3 is perfect
≤ (ω(G)− 2m1)+

5m1
2

≤

5ω(G)
4

, since 2m1 ≤ ω(G). 
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