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Abstract
Tremendous efforts have been made to study the theoretical and algorithmic aspects of sparse
recovery and low-rank matrix recovery. This paper fills a theoretical gap in matrix recovery: the
optimal sample complexity for stable recovery without constants or log factors. We treat spar-
sity, low-rankness, and potentially other parsimonious structures within the same framework:
constraint sets that have small covering numbers or Minkowski dimensions. We consider three
types of random measurement matrices (unstructured, rank-1, and symmetric rank-1 matrices),
following probability distributions that satisfy some mild conditions. In all these cases, we prove
a fundamental result – the recovery of matrices with parsimonious structures, using an optimal
(or near optimal) number of measurements, is stable with high probability.
1 Introduction
Matrix recovery plays a central role in many applications of signal processing and machine
learning. It is widely known that an unknown matrix can be recovered from an underdetermined
system of linear measurements, by exploiting parsimonious structures of the matrix, such as
sparsity or low-rankness [2, 3]. A special case where the unknown matrix is a sparse vector has
been of particular interest in the context of compressed sensing and variable selection in linear
regression.
Linear measurements of an unknown matrix are obtained through linear functionals, i.e.,
inner products with measurement matrices, which take different forms in different applications.
In matrix completion [4], blind deconvolution via lifting [5], and bilinear regression [6], the mea-
sure matrices have rank-1. In phase retrieval via lifting [7], and in covariance matrix estimation
via sketching [8], the measurement matrices are symmetric (or Hermitian) rank-1 matrices.
∗This work was supported in part by the National Science Foundation (NSF) under Grant IIS 14-47879. This
paper was presented in part at ISIT 2016 [1].
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Given noise-free measurements, it is of interest to determine when the unknown matrix can
be identified as the unique solution to an underdetermined system with a parsimonious prior.
Sufficient conditions for the unique identification have been studied for recovery of low-rank
and/or sparse matrices [9, 10]. As special cases with structured measurements, the uniqueness
in bilinear inverse problems, especially blind deconvolution and blind calibration, is studied
separately [5,11–13]. These results provided tight sample complexities for the exact recovery of
the unknown matrix.
However, in practice, measurements are corrupted with additive noise. It is therefore of
interest to answer the question: under what conditions can the unknown matrix be estimated
stably from noisy measurements. Many stability results have been shown by demonstrating the
effectiveness of convex relaxation. As for the recovery of sparse vectors, early results using the
restricted isometry property (RIP) [14, 15] showed that stable recovery of s-sparse vectors of
length n is guaranteed with m = O(s log(n/s)) i.i.d. Gaussian random measurements. Later
RIPless analysis showed that, for a larger class of measurement functionals, m = O(s log(n/s))
measurements are sufficient for stable recovery. The results on stable recovery of sparse vectors
were extended to the case of low-rank matrices [16], guaranteeing the recovery of n×n matrices
of rank-r from m = O(rn log n) linear measurements. Candès and Plan [17] sharpened sample
complexity to m = O(rn). Chandrasekaran et al. unified the parsimonious models including
low-rank matrices and sparse vectors as atomic sparsity models [18]. Using the Gaussian width
of a tangent cone, they computed sample complexities for stable recovery that coincide with
the empirical phase transition using convex relaxation. Recently, recovery of matrices that
are sparse and low-rank has been studied (e.g., [19]). As for rank-1 measurement matrices,
Cai and Zhang [20] showed that stable recovery of n1 × n2 matrices of rank r is achieved by
m = O(r(n1 + n2)) measurements. Recently, stable recovery in blind deconvolution and phase
retrieval [7, 21,22] has been studied by lifting to matrix recovery.
Another line of work studies the information-theoretic fundamental limit of sparse or low-
rank matrix recovery, establishing the sample complexities achieved by an optimal decoder
(practical or not). Wu and Verdù studied the performance of the optimal stable decoder for
compressed sensing in a Bayesian framework [23]. Also for compressed sensing, Reeves showed,
without a prior distribution on the unknown sparse vector, the optimal sample complexity for
stable recovery from i.i.d. Gaussian random measurements [24].
Riegler et al. studied the information-theoretic limit for the unique recovery of matrices in
a set of small Minkowski dimension, using unstructured or rank-1 measurement matrices [25].
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However, a relevant result on stable matrix recovery has been missing. Many key results in
this paper build on the brilliant work by Riegler et al. [25, 26]. Our contributions include the
following: (i) we refine the covering number argument used in [25] to achieve stability under
the same sample complexity; (ii) we provide a simpler proof that gets rid of some unnecessary
technicalities; (iii) we derive a concentration of measure bound with better constants for the
case of uniformly distributed measurements treated by Stotz et al. [26], and provide additional
results for Gaussian random measurements. We provide more detailed comparisons later in the
paper.
In this paper, we address the fundamental question of stable matrix recovery: how many
measurements are sufficient to guarantee the existence of stable decoder? Similar to the paper
by Riegler et al. [25], our analysis covers a large category of problems, including compressed
sensing, low-rank matrix recovery, phase retrieval, etc.
2 Problem Statement
2.1 Notations
The transpose of a matrix A is denoted by AT . The inner product of two matrices A and X
are denoted by 〈A,X〉 = trace(ATM). We use ‖·‖0 and ‖·‖r,0 to denote the numbers of nonzero
entries and nonzero rows in a matrix, respectively. We use ‖·‖2 to denote the `2 norm of a vector
or the spectral norm of a matrix, and ‖·‖F to denote the Frobenious norm of a matrix. We use
[n] to denote the set of integers {1, 2, · · · , n}. If J ⊂ [n], then the complement of J is denoted
by Jc = [n]\J . We use a(j) to denote the jth entry of a, and a(j1:j2) to denote the subvector
of a consisting of the entries indexed by j1, j1 + 1, · · · , j2. Borrowing the colon notation from
MATLAB, we use X(J,:) to denote the submatrix of X consisting of the rows indexed by J .
We use 1 (·) to denote the indicator function. Suppose Ω is the state space of a random
variable A, and E(A) is a statement about A (also known as an event). Then pD(·) and PD[E(A)]
denote the probability density function (PDF) of a distribution D, and the probability of E(A)
when A follows distribution D. We have PD[E(A)] =
∫
Ω
1 (E(A)) · pD(A) dA, which involves a
minor abuse of notation – the random variable and its value are both denoted by A.
We say a set ΩX ∈ Rn1×n2 is a cone, if for every X ∈ ΩX and every σ > 0, the scaled matrix
σX ∈ ΩM. The unit ball (with respect to the `2 norm) in Rn centered at the origin is denoted
by Bn. Then x+RBn denotes the ball in Rn of radius R centered at x. Similarly, the unit ball
(with respect to the Frobenius norm) in Rn1×n2 centered at the origin is denoted by Bn1×n2 .
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Then X +RBn1×n2 denotes the ball in Rn1×n2 of radius R centered at X. We use Vn =
∫
Bn dx
to denote the volume of a unit ball in Rn. Then the volume of a ball in Rn of radius R is RnVn.
2.2 Matrix Recovery
In this paper, we study the constrained matrix recovery (MR) problem. Suppose X0 is an
unknown n1 × n2 matrix. We have m linear measurements of X0, y = A(X0) + e ∈ Rm,
where A(X0) is in the form of A(X0) = [〈A1, X0〉 , 〈A2, X0〉 , · · · , 〈Am, X0〉]T , A1, A2, · · · , Am ∈
Rn1×n2 denote the measurement matrices, and e = [e(1), e(2), · · · , e(m)]T ∈ Rm denotes the noise
or other distortions in the measurement. The matrix recovery problem refers to estimating the
unknown matrix X0 from y. We consider three models for the measurement matrices in this
paper:
1. Unstructured measurement matrices {Aj}mj=1.
2. Rank-1 measurement matrices {Aj = ajbTj }mj=1.
3. Symmetric rank-1 measurement matrices {Aj = ajaTj }mj=1, for which n1 = n2.
In this paper, we assume that the matrices {Aj}mj=1 (resp. vectors {aj}mj=1, {bj}mj=1) are i.i.d.
random matrices (resp. vectors), following a probability distribution on Rn1×n2 (resp. Rn1 , Rn2)
that satisfies a mild concentration of measure inequality, which can be proved for a large category
of probability distributions (e.g., uniform distribution on a ball, i.i.d. Gaussian distribution).
More discussion is provided in Section 4.
In matrix recovery, the number of measurements m is often smaller than n1n2 – the number
of entries in X0. For matrix recovery to be well-posed, the unknown matrix X0 is assumed to
belong to a known constraint set ΩX ⊂ Rn1×n2 , which encodes our prior knowledge of X0. As
examples, we consider the following constraint sets:
1. Matrices in a subspace. The constraint set is a subspace of Rn1×n2 , of dimension t < n1n2,
which has an orthonormal basis M1,M2, · · · ,Mt. Then
ΩX = {X ∈ Rn1×n2 : ∃β ∈ Rt, s.t. X =
t∑
i=1
β(i)Mi}. (1)
Examples of such subspaces include the sets of Hankel matrices, Toeplitz matrices, and
symmetric matrices. Hankel (resp. Toeplitz) matrices, in which each skew-diagonal (resp.
diagonal) is constant, i.e., X(j,k) = X(j+1,k−1) (resp. X(j,k) = X(j+1,k+1)), reside in a
subspace of dimension t = n1 + n2 − 1. Symmetric matrices, which are square matrices
equal to their transposes, i.e., n1 = n2 = n and X(j,k) = X(k,j), reside in a subspace of
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dimension t = n(n+ 1)/2. Symmetric Toeplitz matrices reside in a subspace of dimension
t = n.
2. Sparse matrices. The constraint set is the set of s-sparse matrices over a dictionary, whose
atoms are M1,M2, · · · ,Mt. Then
ΩX = {X ∈ Rn1×n2 : ∃β ∈ Rt, s.t. ‖β‖0 ≤ s, X =
t∑
i=1
β(i)Mi}. (2)
When {Mi}ti=1 are symmetric matrices, the constraint set is the set of sparse symmetric
matrices. When n2 = 1, the sparse matrix recovery problem reduces to sparse vector
recovery.
The following notations will be used in Section 3.1. LetM = [vec(M1), vec(M2), · · · , vec(Mt)],
then we have vec(X) = Mβ. Define
σs,min = min‖β‖2=1,‖β‖0≤s
‖Mβ‖2 , σs,max = max‖β‖2=1,‖β‖0≤s
‖Mβ‖2 , κs =
σs,max
σs,min
.
For example, if M is an orthonormal basis (e.g., the standard basis), then κs = σs,min =
σs,max = 1. If M has a restricted isometry constant δs [14], then σs,min ≥
√
1− δs,
σs,max ≤
√
1 + δs, and κs ≤
√
1+δs
1−δs . In this paper, we assume that σ4s,min > 0 and hence
κ4s <∞.
3. Low-rank matrices. The constraint set is the set of matrices of rank at most r, i.e.,
ΩX = {X ∈ Rn1×n2 : rank(X) ≤ r}. (3)
4. Sparse low-rank matrices. We consider the special set of matrices that have at most rank
r, have at most s1 nonzero rows, and have at most s2 nonzero columns (r < min{s1, s2}).
The constraint set is
ΩX = {X ∈ Rn1×n2 : rank(X) ≤ r, ‖X‖r,0 ≤ s1,
∥∥XT∥∥
r,0
≤ s2}. (4)
5. Symmetric low-rank matrices. Symmetry can be combined with low-rank structures in (3)
and (4), the results of which are:
ΩX ={X ∈ Rn×n : X = XT , rank(X) ≤ r}. (5)
ΩX ={X ∈ Rn×n : X = XT , rank(X) ≤ r, ‖X‖r,0 ≤ s}. (6)
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Note that all the above constraint sets are cones. For all practical purposes, the matrix X0
has finite energy. Hence it suffices recover X0 subject to the constraint set restricted to a ball,
whose radius is sufficiently large. We define the following shorthand notations for the rest of
this paper:
ΩB :=ΩX
⋂
Bn1×n2 , (7)
Ω∆B :=ΩB − ΩB = (ΩX
⋂
Bn1×n2)− (ΩX
⋂
Bn1×n2), (8)
Ω∆X :=(ΩX − ΩX )
⋂
Bn1×n2 . (9)
Then we can estimate X0, for example, by solving the following constrained least squares prob-
lem:
(MR) min .
X
‖A(X)− y‖2 ,
s.t. X ∈ σΩB.
If the radius σ <∞, (MR) has a bounded constraint set
σΩB = ΩX
⋂
σBn1×n2 = {X ∈ ΩX : ‖X‖F ≤ σ}.
If σ =∞, the constraint set becomes ΩX , which is unbounded.
2.3 Stability
We introduce the following notions of stability:
Definition 2.1.
1. Single point stability: We say that the recovery of X0 ∈ σΩB using measurement op-
erator A is stable at level (δ, ε), if for all X ∈ σΩB such that ‖A(X)−A(X0)‖2 ≤ δ, we
have ‖X −X0‖X ≤ ε.
2. Uniform stability: We say that the recovery on σΩB using measurement operator A is
uniformly stable at level (δ, ε), if for all X1, X2 ∈ σΩB such that ‖A(X1)−A(X2)‖2 ≤ δ,
we have ‖X1 −X2‖X ≤ ε.
In both definitions, ‖·‖X can either be the Frobenius norm ‖·‖F or the spectral norm ‖·‖2, and
ε = ε(δ) is a function of δ that vanishes as δ approaches 0.
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The stability, as defined above, would guarantee the accuracy of the constrained least squares
estimation. Let X1 denote the solution to (MR) with noisy measurement. Suppose the per-
turbation in the measurement is small, ‖e‖2 ≤ δ2 for some small δ > 0. Then the deviation of
A(X1) from A(X0) is small, i.e.,
‖A(X1)−A(X0)‖2 ≤ ‖A(X1)− y‖2 + ‖A(X0)− y‖2 ≤ 2 ‖A(X0)− y‖2 = 2 ‖e‖2 ≤ δ.
By the definition of single point stability or uniform stability, we have ‖X1 −X0‖X ≤ ε, which
is also a small quantity.
If the recovery of X0 is stable, then for every ε > 0, there exists δ > 0 such that for all
X ∈ σΩB that satisfies ‖A(X)−A(X0)‖2 ≤ δ, we have ‖X −X0‖X ≤ ε. If the recovery
of all matrices in σΩB is stable, then for every ε > 0, there exists δ > 0 such that for all
X1, X2 ∈ σΩB that satisfies ‖A(X1)−A(X2)‖2 ≤ δ, we have ‖X1 −X2‖X ≤ ε. If A (restricted
to the domain σΩB) is invertible, i.e., there exists A−1 : A(σΩB) → σΩB, then single point
stability at X0 implies that A−1 is continuous at A(X0); uniform stability on σΩB implies that
A−1 is uniformly continuous on A(σΩB).
Suppose ΩX is a cone, and we need to evaluate the stability on a bounded constraint set
σΩB (σ < ∞). We can scale X0 and the radius of the ball by 1σ simultaneously. If for all
X ∈ ΩB such that
∥∥A(X)−A(X0σ )∥∥2 ≤ δ, we have ∥∥X − X0σ ∥∥X ≤ ε(δ), then for all X ∈ σΩB
such that ‖A(X)−A(X0)‖2 ≤ δ, we have ‖X −X0‖X ≤ σε( δσ ). In other words, stability on ΩB
implies stability on any bounded subset of ΩX . Therefore, in this paper, we consider ΩB and
ΩX as representatives for bounded and unbounded constraint sets. The main results bound the
probability of three events:
1. Single point stability on bounded constraint set ΩB.
2. Uniform stability on bounded constraint set ΩB.
3. Uniform stability on unbounded constraint set ΩX .
2.4 Modeling Error
In practice, the true matrix X0 may not belong to the constraint set ΩX , but may be close to
it. Let X̂0 = arg minX∈ΩX ‖X −X0‖X denote the projection of X0 onto ΩX , and suppose we
have the following bounds on the modeling error
∥∥∥X0 − X̂0∥∥∥X and the operator norm of A:∥∥∥X0 − X̂0∥∥∥X = minX∈ΩX ‖X −X0‖X ≤ εM ,
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‖A‖X→2 = max
X∈Rn1×n2 ,‖X‖X=1
‖A(X)‖2 ≤ L.
Then the error in the estimator X1 is bounded by
‖X1 −X0‖X ≤
∥∥∥X1 − X̂0∥∥∥X + ∥∥∥X0 − X̂0∥∥∥X ≤ ε(2LεM + δ) + εM , (10)
where the bound on the first term follows from the stability of matrix recovery at X̂0 ∈ ΩX
(the recovery error ε(·) is a function of the measure error), and from the following bound on the
measurement error:
∥∥∥A(X1)−A(X̂0)∥∥∥
2
≤‖A(X1)− y‖2 +
∥∥∥A(X̂0)− y∥∥∥
2
≤2
∥∥∥A(X̂0)− y∥∥∥
2
≤2
∥∥∥A(X̂0)−A(X0)∥∥∥
2
+ 2 ‖A(X0)− y‖2
≤2 ‖A‖X→2
∥∥∥X̂0 −X0∥∥∥X + 2 ‖e‖2
≤2LεM + 2× δ
2
= 2LεM + δ.
The first and third lines follow from triangle inequality, and the second line follows from the
optimality of X1 in (MR).
By (10), even in the presence of modeling error, stability of recovery can guarantee that the
recovery error is bounded by a small quantity that is a function of the modeling error (εM ) and
the measurement error (δ).
3 Covering Number and Minkowski Dimension
The conditions for stability of the matrix recovery problem (MR) are expressed in terms of the
covering number or the Minkowski dimension of the constraint set ΩX , which are defined as
follows.
Definition 3.1. The lower and upper Minkowski dimensions of a nonempty bounded set Ω ⊂
Rn1×n2 are
dimB(Ω) =: lim inf
ρ→0
logNΩ(ρ)
log 1ρ
, dimB(Ω) =: lim sup
ρ→0
logNΩ(ρ)
log 1ρ
,
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where NΩ(ρ) denotes the covering number of set Ω given by
NΩ(ρ) = min
{
k ∈ N : Ω ⊂
⋃
i∈{1,2,··· ,k}
(Xi + ρBn1×n2), Xi ∈ Rn1×n2
}
.
If dimB(Ω) = dimB(Ω), then it is simply called the Minkowski dimension, denoted by dimB(Ω).
The covering number of a set characterizes its description complexity. As will be shown
in Section 4, bounds on the covering numbers of ΩB play an important role in the sample
complexities of matrix recovery problems that guarantee single point stability. Similarly, sample
complexities that guarantee uniform stability are expressed in terms of bounds on the covering
numbers of Ω∆B and Ω∆X , defined by (8) and (9), respectively.
3.1 Bounds on Covering Numbers
We prove in Appendix A the following bounds on the covering numbers of the constraint sets
defined in Section 2.2:
Proposition 3.2. If ΩX is (1) – (6), then the covering number of ΩB, defined by (7), satisfies
NΩB(ρ) ≤ C1
(
1
ρ
)d1
for all 0 < ρ < 1, where d1 and C1 are global constants that only depend
on n1, n2, s, r, s1, and s2. The expressions for d1 and C1 are summarized in Table 1.
ΩX d1 C1
(1): t-dimensional subspace t 3t
(2): s-sparse matrices s (3κ2s)s ·
(
t
s
)
(3): rank-r matrices (n1 + n2)r (6
√
r)
(n1+n2)r
(4): sparse rank-r matrices (s1 + s2)r (6
√
r)
(s1+s2)r · (n1s1)(n2s2)
(5): symmetric rank-r matrices nr (r + 1) (6
√
r)
nr
(6): symmetric sparse rank-r matrices sr (r + 1) (6
√
r)
sr · (ns)
Table 1: A summary of the constants in Proposition 3.2 .
Proposition 3.3. If ΩX is (1) – (6), then the covering number of the difference set Ω∆B =
ΩB − ΩB, defined by (8), satisfies NΩ∆B(ρ) ≤ C2
(
1
ρ
)d2
for all 0 < ρ < 1, where d2 and C2 are
global constants that only depend on n1, n2, s, r, s1, and s2. The expressions for d2 and C2 are
summarized in Table 2.
Proposition 3.4. If ΩX is (1) – (6), then the covering number of the difference set Ω∆X =
ΩX −ΩX , defined by (9), satisfies NΩ∆X (ρ) ≤ C3
(
1
ρ
)d3
for all 0 < ρ < 1, where d3 and C3 are
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ΩX d2 C2
(1): t-dimensional subspace t 6t
(2): s-sparse matrices 2s (6κ2s)2s ·
(
t
s
)2
(3): rank-r matrices 2(n1 + n2)r (12
√
r)
2(n1+n2)r
(4): sparse rank-r matrices 2(s1 + s2)r (12
√
r)
2(s1+s2)r · (n1s1)2(n2s2)2
(5): symmetric rank-r matrices 2nr (r + 1)2 (12
√
r)
2nr
(6): symmetric sparse rank-r matrices 2sr (r + 1)2 (12
√
r)
2sr · (ns)2
Table 2: A summary of the constants in Proposition 3.3 .
global constants that only depend on n1, n2, s, r, s1, and s2. The expressions for d3 and C3 are
summarized in Table 3.
ΩX d3 C3
(1): t-dimensional subspace t 3t
(2): s-sparse matrices 2s (3κ4s)2s ·
(
t
2s
)
(3): rank-r matrices 2(n1 + n2)r
(
6
√
2r
)2(n1+n2)r
(4): sparse rank-r matrices 4(s1 + s2)r
(
6
√
2r
)4(s1+s2)r · (n12s1)(n22s2)
(5): symmetric rank-r matrices 2nr (2r + 1)
(
6
√
2r
)2nr
(6): symmetric sparse rank-r matrices 4sr (2r + 1)
(
6
√
2r
)4sr · (n2s)
Table 3: A summary of the constants in Proposition 3.4 .
3.2 Alternative Bounds Using Minkowski Dimensions
Given the bounds on the covering numbers in Proposition 3.2, the upper Minkowski dimensions
of the three constraint sets (sparse matrices, low-rank matrices, and sparse low-rank matrices),
are bounded by s, (n1 + n2)r, and (s1 + s2)r, respectively. On the other hand, if we are given
a bound on the upper Minkowski dimension of a set, we can bound its covering number.
Proposition 3.5. If dimB(Ω) ≤ d, then there exists ρ0 > 0, such that
NΩ(ρ) ≤
(
1
ρ
)d+1
, ∀ 0 < ρ < ρ0.
Combining Proposition 3.5 with bounds on the Minkowski dimensions of the sets ΩB, Ω∆B,
and Ω∆X derived in Appendix A, we have the following alternative bounds for the covering
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numbers.
Corollary 3.6. If ΩX is the set of low-rank matrices (3) or sparse low-rank matrices (4), then
the covering numbers of ΩB, Ω∆B, and Ω∆X satisfy:
1. There exists ρ1 > 0, such that NΩB(ρ) ≤
(
1
ρ
)d1
for all 0 < ρ < ρ1.
2. There exists ρ2 > 0, such that NΩ∆B(ρ) ≤
(
1
ρ
)d2
for all 0 < ρ < ρ2.
3. There exists ρ3 > 0, such that NΩ∆X (ρ) ≤
(
1
ρ
)d3
for all 0 < ρ < ρ3.
The expressions for d1, d2, and d3 are summarized in Table 4.
ΩX d1 d2 d3
(3): rank-r matrices (n1 + n2 − r)r + 1 2(n1 + n2 − r)r + 1 2(n1 +n2− 2r)r+ 1
(4): sparse rank-r matrices (s1 + s2 − r)r + 1 2(s1 + s2 − r)r + 1 4(s1 + s2 − r)r + 1
Table 4: A summary of the constants in Corollary 3.6 .
The bounds on the covering numbers of the sets of low-rank (or sparse low-rank) matrices in
Corollary 3.6 are sharper than those in Propositions 3.2 – 3.4, the proofs of which are simplified
by relaxation. However, the bounds in Corollary 3.6 hold only for sufficiently small ρ, whereas
the bounds in Propositions 3.2 – 3.4 hold for any ρ > 0. In general, bounding the covering
number via Minkowski dimension is unnecessary, if one can directly obtain a covering number
bound whose exponent matches the number of degrees of freedom (e.g., the bounds for a subspace
or a set of sparse matrices in Propositions 3.2 – 3.4).
4 Main Results
4.1 Unstructured Measurement Matrices
Riegler et al. [25] showed that the matrix recovery problem has a unique solution if the number
m of linear measurements is greater than the lower Minkowski dimension of the constraint set,
which implies, for example, that m > (n1 + n2)r is sufficient to guarantee the uniqueness of
the solution when the constraint set is defined by (3). In this section, we show that for random
measurement matrices that follow certain distributions, the same sample complexity can also
guarantee stability, with high probability.
The stability results in Theorem 4.1 hold under assumptions (A1) and (A2), on the constraint
set and the measurement matrices, respectively:
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(A1) The constraint ΩX satisfies that the covering numbers N1(ρ), N2(ρ), N3(ρ) of sets ΩB,
Ω∆B and Ω∆X (defined by (7), (8), and (9), respectively) are bounded by
Ni(ρ) ≤ Ci
(
1
ρ
)di
, ∀ρ < ρi, i = 1, 2, 3, (11)
where ρi > 0, and Ci is independent of ρ.
(A2) The measurement matrices {Aj}mj=1 ⊂ Rn1×n2 are i.i.d. random matrices following a
distribution D that satisfies the following concentration of measure bounds (ε, δ > 0):
PD [‖A‖F ≤ R, |〈A,X〉| ≤ δ] ≤ CD,R ·
δ
ε
, ∀X s.t. ‖X‖F ≥ ε, (12)
PD[‖A‖F > R] = θD,R. (13)
The constant CD,R depends on distribution D and radius R, but not on ε, δ.
Theorem 4.1. Suppose the constraint set and the measurement matrices satisfy assumptions
(A1) and (A2), respectively. If m > di, ε < 1, and δ < Rρi, then with probability 1− Pi, where
Pi ≤ Ci (3CD,R)m ·Rdi · δ
m−di
εm
+m · θD,R, (14)
we have the following:
1. for i = 1, single point stability on bounded constraint set ΩB.
2. for i = 2, uniform stability on bounded constraint set ΩB.
3. for i = 3, uniform stability on unbounded constraint set ΩX .
In all three cases, the norm ‖·‖X in which the recovery error of the matrix is measured in the
definition of stability, is the Frobenius norm ‖·‖F.
Since θD,R is non-negative and non-increasing in R, it converges to its infimum 0 as R
approaches infinity. Therefore, one can always choose a sufficiently large R such that θD,R < 1m .
To make sure that the probability in (14) is non-trivial, let
ε = ε(δ) > 3CD,R ·
(
Ci
1−m · θD,R
) 1
m
·R dim · δ1− dim . (15)
Fixing R, the right hand side of (15) is a function of δ that vanishes as δ approaches 0, which
meets the definition of stability.
Next, we specialize Theorem 4.1 for the cases of uniform distribution and of i.i.d. Gaussian
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distribution. The proof of Theorem 4.1 follows the same steps as [26, Proposition 1]. However,
we refine the argument by covering the relevant set with balls of a different radius, so that we
can show stability with the same number of measurements. We also generalize the results to
cover measurement models following other distributions, e.g., Gaussian distribution in Corollary
4.3. For uniformly distributed measurements, our guarantee Corollary 4.2 and Lemma B.1 has
improved constants compared with previous results [26, Lemma 3].
Corollary 4.2. Suppose the constraint set satisfies assumption (A1), and the measurement
matrices {Aj}mj=1 are i.i.d. random matrices following distribution U – uniform distribution on
the ball RBn1n2 . Then the stability results in Theorem 4.1 hold, except for a small probability:
Pi ≤ Ci
(
6 · Vn1n2−1
Vn1n2
)m(
δ
R
)m−di (1
ε
)m
.
Corollary 4.3. Suppose the constraint set satisfies assumption (A1), and the measurement
matrices {Aj}mj=1 are i.i.d. random matrices following distribution G – the entries of the mea-
surement matrices are i.i.d. Gaussian random variables N(0, σ2). Then the stability results in
Theorem 4.1 hold, except for a small probability:
Pi ≤ Ci
(
3
√
2√
piσ
)m
·Rdi · δ
m−di
εm
+m · e−
n1n2
2
(
R2
n1n2σ
2−1−ln R
2
n1n2σ
2
)
, ∀R > √n1n2σ.
Combining the above results with the bounds on covering numbers in Section 3, we have
Corollary 4.4.
Corollary 4.4. The stability results in Theorem 4.1, Corollary 4.2, and Corollary 4.3 hold
1. for ΩX defined by (1) – (4), under the sample complexities in Table 5.
2. for ΩX defined by (3) or (4) when perturbations are small (δ < Rρi, i = 1, 2, 3), under the
less demanding sample complexities in Table 6.
The first result in Corollary 4.4 follows from the bounds on covering numbers in Section 3.1,
and the second result follows from the alternative bounds in Section 3.2.
4.2 Rank-1 Measurement Matrices
Next, Theorem 4.5 shows that the same sample complexities as in Theorem 4.1 apply to matrix
recovery with rank-1 measurement matrices.
In this section, the measurement matrices have the form Aj = ajbTj . The distribution of
random matrix Aj is described in terms of the distributions of random vectors aj ∈ Rn1 and
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ΩX
Single point stability
on ΩB
Uniform stability on
ΩB
Uniform stability on
ΩX
(1) m > t m > t m > t
(2) m > s m > 2s m > 2s
(3) m > (n1 + n2)r m > 2(n1 + n2)r m > 2(n1 + n2)r
(4) m > (s1 + s2)r m > 2(s1 + s2)r m > 4(s1 + s2)r
Table 5: A summary of sample complexities for stable recovery.
ΩX
Single point stability
on ΩB (δ < Rρ1)
Uniform stability on
ΩB (δ < Rρ2)
Uniform stability on
ΩX (δ < Rρ3)
(3) m > (n1 +n2− r)r+ 1 m > 2(n1+n2−r)r+1 m > 2(n1+n2−2r)r+1
(4) m > (s1 + s2 − r)r + 1 m > 2(s1 +s2− r)r+1 m > 4(s1 +s2− r)r+1
Table 6: A summary of sample complexities for stable recovery against small perturbations.
bj ∈ Rn2 . Theorem 4.5 holds under assumption (A1) on the constraint set, and the following
assumption (A3) on the distribution of aj , bj :
(A3) The measurement matrices {Aj = ajbTj }mj=1 satisfy that {aj}mj=1 and {bj}mj=1 are indepen-
dent random vectors, where {aj}mj=1 (resp. {bj}mj=1) are i.i.d. following a distribution D1
(resp. D2) that satisfies the following concentration of measure bounds (ε, δ > 0):
PD1D2
[‖a‖2 ≤ R1, ‖b‖2 ≤ R2, ∣∣aTXb∣∣ ≤ δ] ≤ CD1,D2,R1,R2,δ · δε , ∀X s.t. ε ≤ ‖X‖2 ≤ 2,
PD1 [‖a‖2 > R1] = θD1,R1 , PD2 [‖b‖2 > R2] = θD2,R2 .
The constant CD1,D2,R1,R2,δ is independent of ε, but may contain a polylog(δ) factor.
Theorem 4.5. Suppose the constraint set and the measurement matrices satisfy assumptions
(A1) and (A3), respectively. If m > di, ε < 1 and δ < R1R2ρi, then the corresponding stability
result in Theorem 4.1 holds with probability 1− Pi, where
Pi ≤ Ci (3CD1,D2,R1,R2,3δ)m · (R1R2)di ·
δm−di
εm
+m (θD1,R1 + θD2,R2) .
The norm ‖·‖X in which the recovery error of the matrix is measured in the definition of stability,
is the spectral norm ‖·‖2.
For uniform distributions and i.i.d. Gaussian distributions, the above theorem reduces to
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Corollaries 4.6 and 4.7, respectively. The proof of Theorem 4.5 follows steps similar to those
in [25, Lemma 3]. Again, our refined covering number argument allows stability with the same
number of measurements, and our generalization covers measurement models following other
distributions, e.g., Gaussian distribution in Corollary 4.7. For uniformly distributed measure-
ments, our guarantee Corollary 4.6 and Lemma B.3 are analogous to a previous result by Riegler
et al. [25, Lemma 4]. Our adaptation of the previous result makes a big difference in our stability
guarantees. Please see a detailed comparison in Appendix B.
Corollary 4.6. Suppose the constraint set satisfies assumption (A1), the measurement matrices
{Aj = ajbTj }mj=1 satisfy that {aj}mj=1 and {bj}mj=1 are independent random vectors, where {aj}mj=1
(resp. {bj}mj=1) are i.i.d. following distribution U1 – uniform distribution on R1Bn1 (resp. U2
– uniform distribution on R2Bn2). Then the stability results in Theorem 4.5 hold, except for a
small probability:
Pi ≤ Ci
(
12Vn1−1 · Vn2−1
Vn1 · Vn2
(
1 + ln
2R1R2
3δ
))m(
δ
R1R2
)m−di (1
ε
)m
.
Corollary 4.7. Suppose the constraint set satisfies assumption (A1), the measurement matrices
{Aj = ajbTj }mj=1 satisfy that {aj}mj=1 and {bj}mj=1 are independent random vectors, where {aj}mj=1
(resp. {bj}mj=1) are i.i.d. following distribution G1 – with i.i.d. Gaussian entries N(0, σ21) (resp.
G2 – with i.i.d. Gaussian entries N(0, σ22)). Then the stability results in Theorem 4.5 hold,
except for a small probability:
Pi ≤Ci
(
3
σ1σ2
(
1 + ln
(
1 +
2σ1σ2
3δ
)))m
· (R1R2)di · δ
m−di
εm
+me
−n12
(
R21
n1σ
2
1
−1−ln R
2
1
n1σ
2
1
)
+me
−n22
(
R22
n2σ
2
2
−1−ln R
2
2
n2σ
2
2
)
, ∀R1 > √n1σ1, ∀R2 > √n2σ2.
The sample complexities for stable recovery in Tables 5 and 6 also hold for rank-1 mea-
surement matrices. Here, deviation from the true matrix is measured in spectral norm, and
the constants in the probability of failure are different from those for stable recovery using
unstructured measurement matrices.
Corollary 4.8. The stability results in Theorem 4.5, Corollary 4.6, and Corollary 4.7 hold
1. for ΩX defined by (1) – (4), under the sample complexities in Table 5.
2. for ΩX defined by (3) or (4) when perturbations are small (δ < Rρi, i = 1, 2, 3), under the
less demanding sample complexities in Table 6.
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4.3 Symmetric Rank-1 Measurement Matrices
The analysis in Section 4.2 does not apply to symmetric rank-1 matrices, which arises in ap-
plications like phase retrieval. In this section, we treat this case separately. In this section,
n1 = n2 = n, and Aj = ajaTj . Theorem 4.9 holds under assumption (A1), and the following
assumption (A4) on the distribution of random vectors {aj}mj=1 ⊂ Rn.
(A4) The measurement matrices {Aj = ajaTj }mj=1 satisfy that {aj}mj=1 are i.i.d. random vectors
following a distribution D that satisfies the following concentration of measure bounds
(ε, δ > 0):
PD
[‖a‖2 ≤ R, ∣∣aTXa∣∣ ≤ δ] ≤ CD,R ·
√
δ
ε
, ∀X s.t. ‖X‖2 ≥ ε,
PD[‖a‖2 > R] = θD,R.
The constant CD,R is independent of ε, δ.
Theorem 4.9. Suppose the constraint set and the measurement matrices satisfy assumptions
(A1) and (A3), respectively, and all matrices in ΩX are symmetric. If m > 2di, ε < 1 and
δ < R2ρi, then the corresponding stability result in Theorem 4.1 holds with probability 1 − Pi,
where
Pi ≤ Ci
(√
3CD,R
)m
·R2di · δ
m/2−di
εm/2
+m · θD,R.
The norm ‖·‖X in which the recovery error of the matrix is measured in the definition of stability,
is the spectral norm ‖·‖2.
In phase retrieval, the measurements of a unknown vector x0 ∈ Rn are obtained without
signs. By Theorem 4.9, in the lifted phase retrieval problem, we need m > 2d1 = 2n measure-
ments to stably recover the unknown n× n symmetric rank-1 matrix X0 = x0xT0 . By Theorem
4.1, if the measurements are obtained with signs, m > d1 = n measurements are sufficient.
Hence, due to the loss of signs, we need twice as many measurements to stably recover the
unknown vector.
For uniform distributions and i.i.d. Gaussian distributions, the above theorem reduces to
Corollaries 4.10 and 4.11, respectively.
Corollary 4.10. Suppose the constraint set satisfies assumption (A1), the measurement ma-
trices {Aj = ajaTj }mj=1 satisfy that {aj}mj=1 are i.i.d. random vectors following distribution U –
uniform distribution on RBn. Then the stability results in Theorem 4.9 hold, except for a small
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probability:
Pi ≤ Ci
(
2
√
6 · Vn−1
Vn
)m(
δ
R2
)m
2 −di (1
ε
)m
2
.
Corollary 4.11. Suppose the constraint set satisfies assumption (A1), the measurement ma-
trices {Aj = ajaTj }mj=1 satisfy that {aj}mj=1 are i.i.d. random vectors following distribution G –
with i.i.d. Gaussian entries N(0, σ2). Then the stability results in Theorem 4.9 hold, except for
a small probability:
Pi ≤Ci
(
2
√
3√
piσ
)m
·R2di · δ
m/2−di
εm/2
+me
−n2
(
R2
nσ2
−1−ln R2
nσ2
)
, ∀R > √nσ.
Combining the above results with the bounds on covering numbers in Section 3, we have
Corollary 4.12.
Corollary 4.12. The stability results in Theorem 4.9, Corollary 4.10, and Corollary 4.11 hold
for set of symmetric matrices ΩX defined by (1), (2), (5), or (6), under the sample complexities
in Table 7.
ΩX
Single point stability
on ΩB
Uniform stability on
ΩB
Uniform stability on
ΩX
(1) m > 2t m > 2t m > 2t
(2) m > 2s m > 4s m > 4s
(5) m > 2nr m > 4nr m > 4nr
(6) m > 2sr m > 4sr m > 8sr
Table 7: A summary of sample complexities for stable recovery using symmetric rank-1 measurement
matrices.
5 Proofs of Main Results
5.1 Proof for Unstructured Measurement Matrices
Proof of Theorem 4.1. We start with single point stability on ΩB. The measurement matrices
{Aj}mj=1 are i.i.d. random matrices following distribution D, which we denote by Dm. Then the
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probability of failure for single point stability is:
P1 := 1− PDm [∀X ∈ ΩB, if ‖A(X)−A(X0)‖2 ≤ δ, then ‖X −X0‖F ≤ ε]
= PDm [∃X ∈ ΩB, s.t. ‖A(X)−A(X0)‖2 ≤ δ, and ‖X −X0‖F > ε]
= PDm [∃X ∈ ΩB −X0, s.t. ‖X‖F > ε and ‖A(X)‖2 ≤ δ] (16)
Define Ωε := {X ∈ ΩB−X0 : ‖X‖F > ε}. Then the probability of failure (unstable recovery) is:
P1 =PDm [∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]
≤PDm
[‖Aj‖F ≤ R,∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]+ PDm [∃j ∈ [m] s.t. ‖Aj‖F > R]
≤PDm
[‖Aj‖F ≤ R,∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]+m · θD,R, (17)
where (17) follows from a union bound and (13) in assumption (A2). To complete the proof, we
need to bound the first term.
We form a minimal cover of Ωε with balls of radius ρ = δR < ρ1 centered at the points
{Xi}NΩε (ρ)i=1 . The centers of the balls are not necessarily in Ωε. However, by the minimality of
the cover, the intersection of Ωε with each ball is nonempty, hence there exists another set of
points {X ′i}NΩε (ρ)i=1 such that
X ′i ∈ Ωε
⋂
(Xi + ρBn1×n2), i = 1, 2, · · · , NΩε(ρ).
Now we can cover Ωε with balls of radius 2ρ centered at {X ′i}NΩε (ρ)i=1 , which are points in Ωε (a
property that will be needed for inequality (22) below), because
(Xi + ρBn1×n2) ⊂ (X ′i + 2ρBn1×n2), i = 1, 2, · · · , NΩε(ρ),
Ωε ⊂
⋃
1≤i≤NΩε (ρ)
(Xi + ρBn1×n2) ⊂
⋃
1≤i≤NΩε (ρ)
(X ′i + 2ρBn1×n2).
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Therefore, the first term in (17) satisfies:
PDm
[‖Aj‖F ≤ R,∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]
≤
NΩε (ρ)∑
i=1
PDm
[‖Aj‖F ≤ R,∀j ∈ [m], and ∃X ∈ (X ′i + 2ρBn1×n2), s.t. ‖A(X)‖2 ≤ δ] (18)
≤
NΩε (ρ)∑
i=1
PDm
[‖Aj‖F ≤ R,∀j ∈ [m], and ∃X ∈ (X ′i + 2ρBn1×n2), s.t. |〈Aj , X〉| ≤ δ, ∀j ∈ [m]]
(19)
≤
NΩε (ρ)∑
i=1
PDm
[‖Aj‖F ≤ R, |〈Aj , X ′i〉| ≤ 3δ, ∀j ∈ [m]] (20)
=
NΩε (ρ)∑
i=1
(
PD [‖A1‖F ≤ R, |〈A1, X ′i〉| ≤ 3δ]
)m
(21)
≤NΩε(ρ)
(
CD,R · 3δ
ε
)m
(22)
≤C1
(
R
δ
)d1 (
CD,R · 3δ
ε
)m
. (23)
Inequality (18) uses a union bound. The event in (18) implies the event in (19), which then
implies the event in (20). Inequality (20) is due to the following chain of inequalities, of which
the last is implied by ‖Aj‖F ≤ R, ‖X ′i −X‖F ≤ 2ρ, and |〈Aj , X〉| ≤ δ:
|〈Aj , X ′i〉| ≤ |〈Aj , X ′i −X〉|+ |〈Aj , X〉|
≤ ‖Aj‖F ‖X ′i −X‖F + |〈Aj , X〉|
≤2Rρ+ δ = 3δ. (24)
Equation (21) is due to the fact that {Aj}mj=1 are i.i.d. random matrices. Inequality (22) follows
from (12) in assumption (A2). (By construction, X ′i, as points in Ωε, satisfy ‖X ′i‖F > ε.)
Inequality (23) uses the fact that NΩε(ρ) ≤ NΩB(ρ) = NΩB
(
δ
R
)
, and (11) in assumption (A1).
(By assumption, δR < ρ1.) Replacing the first term in (17) by (23), we have
P1 ≤ C1 (3CD,R)m ·Rd1 · δ
m−d1
εm
+m · θD,R,
thus completing the proof of single point stability on ΩB.
Next, we prove uniform stability on ΩB and ΩX . The probability of failure for uniform
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stability on bounded constraint set ΩB is:
P2 :=1− PDm [∀X1, X2 ∈ ΩB, if ‖A(X1)−A(X2)‖2 ≤ δ, then ‖X1 −X2‖F ≤ ε]
=PDm [∃X1, X2 ∈ ΩB, s.t. ‖A(X1)−A(X2)‖2 ≤ δ, and ‖X1 −X2‖F > ε]
=PDm [∃X ∈ Ω∆B, s.t. ‖X‖F > ε and ‖A(X)‖2 ≤ δ] . (25)
The probability of failure for uniform stability on unbounded constraint set ΩX is:
P3 :=1− PDm [∀X1, X2 ∈ ΩX , if ‖A(X1)−A(X2)‖2 ≤ δ, then ‖X1 −X2‖F ≤ ε]
=PDm [∃X1, X2 ∈ ΩX , s.t. ‖A(X1)−A(X2)‖2 ≤ δ, and ‖X1 −X2‖F > ε]
=PDm [∃X ∈ ΩX − ΩX , s.t. ‖X‖F > ε and ‖A(X)‖2 ≤ δ] (26)
=PDm [∃X ∈ Ω∆X , s.t. ‖X‖F > ε and ‖A(X)‖2 ≤ δ] . (27)
The last line owes to the fact that the events in (26) and (27), which we denote by E1 and
E2, are equivalent for the following reason: First, Ω∆X = (ΩX − ΩX )
⋂Bn1×n2 ⊂ ΩX − ΩX ,
hence E2 implies E1. Secondly, suppose E1 is true, i.e., there exists X ∈ ΩX − ΩX such that
‖X‖F > ε and ‖A(X)‖2 ≤ δ. If ‖X‖F ≤ 1, then X ∈ Ω∆X and E2 is true. If ‖X‖F > 1, then∥∥∥ X‖X‖F ∥∥∥F = 1 > ε and ∥∥∥A( X‖X‖F )∥∥∥2 ≤ δ‖X‖F < δ, hence X‖X‖F ∈ Ω∆X and E2 is true. In either
case, E1 implies E2. Therefore, E1 and E2 are equivalent.
We continue the proof of uniform stability on ΩB and ΩX . Comparing (25) and (27) to
(16), we argue that the rest of the proof of single point stability on ΩB applies, with Ω∆B and
Ω∆X replacing ΩB −X0. Therefore, with d1, C1 replaced by d2, C2 (resp. d3, C3) in the sample
complexity and the probability of stable recovery, the single point stability result translates to
uniform stability, thus completing the proof of uniform stability on ΩB (resp. ΩX ).
Proof of Corollary 4.2. Corollary 4.2 follows Theorem 4.1, with the following expressions for
θU,R and CU,R for uniform distribution on the ball RBn1n2 :
θU,R = 0,
CU,R =
2Vn1n2−1
R · Vn1n2
.
The expression for CU,R follows from Lemma B.1 in Appendix B. If ‖X‖F ≥ ε, then
PU [‖A‖F ≤ R, |〈A,X〉| ≤ δ] = PU [|〈A,X〉| ≤ δ] ≤
2δ · Vn1n2−1
εR · Vn1n2
,
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thus we have the expression for CU,R.
Proof of Corollary 4.3. Corollary 4.3 follows Theorem 4.1, with the following expressions for
θG,R and CG,R for i.i.d. Gaussian distribution G:
θG,R = PG
[
‖A‖2F > R2
]
≤ e−
n1n2
2
(
R2
n1n2σ
2−1−ln R
2
n1n2σ
2
)
, if R2 > n1n2σ2,
CG,R =
√
2√
piσ
.
The expression for θG,R follows from Chernoff bound.1 The expression for CG,R follows from
Lemma B.2 in Appendix B. If ‖X‖F ≥ ε, then
PG [‖A‖F ≤ R, |〈A,X〉| ≤ δ] ≤ PG [|〈A,X〉| ≤ δ] ≤
√
2δ√
piσε
,
thus we have the expression for CG,R.
5.2 Proof for Rank-1 Measurement Matrices
Proof of Theorem 4.5. The proof follows steps mostly analogous to those in the proof of Theo-
rem 4.1 , with the Frobenius norm replaced by the spectral norm.
Define Ωε := {X ∈ ΩB −X0 : ‖X‖2 > ε}. Then (17) is replaced by:
P1 = PDm1 Dm2 [∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]
≤ PDm1 Dm2
[‖aj‖2 ≤ R1, ‖bj‖2 ≤ R2, ∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]
+ PDm1 Dm2
[∃j ∈ [m] s.t. ‖aj‖2 > R1 or ‖bj‖2 ≤ R2]
≤ PDm1 Dm2
[‖aj‖2 ≤ R1, ‖bj‖2 ≤ R2, ∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]+m(θD1,R1 + θD2,R2).
(28)
Let ρ = δR1R2 < ρ1. To bound the first term, we find points {X ′i}
NΩε (ρ)
i=1 such that
Ωε ⊂
⋃
1≤i≤NΩε (ρ)
(X ′i + 2ρBn1×n2).
1This probability is small. For example, if R = 2
√
n1n2σ, then θG,R ≤ e−0.8n1n2 .
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Then, the first term in (28) satisfies
PDm1 Dm2
[‖aj‖2 ≤ R1, ‖bj‖2 ≤ R2, ∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]
≤
NΩε (ρ)∑
i=1
(
PD1D2
[‖a1‖2 ≤ R1, ‖b1‖2 ≤ R2, ∣∣aT1 X ′ib1∣∣ ≤ 3δ])m (29)
≤C1
(
R1R2
δ
)d1 (
CD1,D2,R1,R2,3δ ·
3δ
ε
)m
. (30)
Inequality (29) uses the following chain of inequalities:
∣∣aTj X ′ibj∣∣ ≤ ∣∣aTj (X ′i −X)bj∣∣+ ∣∣aTj Xbj∣∣
≤‖aj‖2 ‖X ′i −X‖2 ‖bj‖2 +
∣∣aTj Xbj∣∣
≤‖aj‖2 ‖X ′i −X‖F ‖bj‖2 +
∣∣aTj Xbj∣∣
≤2R1R2ρ+ δ = 3δ.
Inequality (30) follows from assumptions (A1) and (A3). (By construction, X ′i, as points in Ωε,
satisfy ε < ‖X ′i‖2 ≤ 2.) To complete the proof for single point stability, we substitute (30) into
(28).
Uniform stability on ΩB and ΩX , using rank-1 measurement matrices, can be proved by
replacing ΩB −X0 with Ω∆B and Ω∆X , respectively.
Proof of Corollary 4.6. Corollary 4.6 follows Theorem 4.5, with the following expressions for
θU1,R1 , θU2,R2 and CU1,U2,R1,R2,δ:
θU1,R1 = θU2,R2 = 0,
CU1,U2,R1,R2,δ =
4Vn1−1 · Vn2−1
R1R2 · Vn1 · Vn2
(
1 + ln
2R1R2
δ
)
.
The expression for CU1,U2,R1,R2,δ follows from Lemma B.3. If ε ≤ ‖X‖2 ≤ 2, then
PU1U2
[‖a‖2 ≤ R1, ‖b‖2 ≤ R2, ∣∣aTXb∣∣ ≤ δ]
=PU1U2
[∣∣aTXb∣∣ ≤ δ]
≤4δ · Vn1−1 · Vn2−1
εR1R2 · Vn1 · Vn2
(
1 + ln
2R1R2
δ
)
,
thus we have the expression for CU1,U2,R1,R2,δ.
Proof of Corollary 4.7. Corollary 4.7 follows Theorem 4.5, with the following expressions for
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θG1,R1 , θG2,R2 and CG1,G2,R1,R2,δ:
For i = 1, 2, θGi,Ri = PGi
[
‖a‖22 > R2i
]
≤ e−
ni
2
(
R2i
niσ
2
i
−1−ln R
2
i
niσ
2
i
)
, if R2i > niσ
2
i ,
CG1,G2,R1,R2,δ =
1
σ1σ2
(
1 + ln
(
1 +
2σ1σ2
δ
))
.
The expressions for θGi,Ri follows from Chernoff bound. The expression for CG1,G2,R1,R2,δ follows
from Lemma B.4. If ε ≤ ‖X‖2 ≤ 2, then
PG1G2
[‖a‖2 ≤ R1, ‖b‖2 ≤ R2, ∣∣aTXb∣∣ ≤ δ] ≤ PG1G2 [∣∣aTXb∣∣ ≤ δ] ≤ δεσ1σ2
(
1 + ln
(
1 +
2σ1σ2
δ
))
,
thus we have the expression for CG1,G2,R1,R2,δ.
5.3 Proof for Symmetric Rank-1 Measurement Matrices
Proof of Theorem 4.9. The proof follows steps mostly analogous to those in the proofs of The-
orems 4.1 and 4.5.
Define Ωε := {X ∈ ΩB −X0 : ‖X‖2 > ε}. Then (17) is replaced by:
P1 ≤ PDm
[‖aj‖2 ≤ R, ∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]+m · θD,R. (31)
Let ρ = δR2 < ρ1. To bound the first term, we find points {X ′i}
NΩε (ρ)
i=1 such that
Ωε ⊂
⋃
1≤i≤NΩε (ρ)
(X ′i + 2ρBn×n).
Then, the first term in (31) satisfies:
PDm
[‖aj‖2 ≤ R, ∀j ∈ [m], and ∃X ∈ Ωε s.t. ‖A(X)‖2 ≤ δ]
≤
NΩε (ρ)∑
i=1
(
PD
[‖a1‖2 ≤ R, ∣∣aT1 X ′ia1∣∣ ≤ 3δ])m (32)
≤C1
(
R2
δ
)d1 (
CD,R ·
√
3δ
ε
)m
. (33)
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Inequality (32) uses the following chain of inequalities:
∣∣aTj X ′iaj∣∣ ≤ ∣∣aTj (X ′i −X)aj∣∣+ ∣∣aTj Xaj∣∣
≤‖aj‖2 ‖X ′i −X‖2 ‖aj‖2 +
∣∣aTj Xaj∣∣
≤‖aj‖2 ‖X ′i −X‖F ‖aj‖2 +
∣∣aTj Xaj∣∣
≤2R2ρ+ δ = 3δ.
Inequality (33) follows from assumptions (A1) and (A4). (By construction, X ′i, as points in Ωε,
satisfy ‖X ′i‖2 > ε.) To complete the proof for single point stability, we substitute (33) into (31).
Uniform stability on ΩB and ΩX , using symmetric rank-1 measurement matrices, can be
proved by replacing ΩB −X0 with Ω∆B and Ω∆X , respectively.
Proof of Corollary 4.10. Corollary 4.10 follows Theorem 4.9, with the following expressions for
θU,R and CU,R:
θU,R = 0,
CU,R =
2
√
2Vn−1
R · Vn .
The expression for CU,R follows from Lemma B.5. If ‖X‖2 ≥ ε, then
PU
[‖a‖2 ≤ R, ∣∣aTXa∣∣ ≤ δ]
≤PU
[∣∣aTXa∣∣ ≤ δ]
≤2
√
2δ · Vn−1√
εR · Vn , (34)
thus we have the expression for CU,R.
Proof of Corollary 4.11. Corollary 4.11 follows Theorem 4.9, with the following expressions for
θG,R and CG,R:
θG,R = PG
[
‖a‖22 > R2
]
≤ e−n2
(
R2
nσ2
−1−ln R2
nσ2
)
, if R2 > nσ2,
CG,R =
2√
piσ
.
The expression for θG,R follows from Chernoff bound. The expression for CG,R follows from
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Lemma B.6. If ‖X‖2 ≥ ε, then
PG
[‖a‖2 ≤ R, ∣∣aTXa∣∣ ≤ δ] ≤ PG [∣∣aTXa∣∣ ≤ δ] ≤ 2√δ√piεσ ,
thus we have the expression for CG,R.
6 Nonlinearity in Matrix Recovery
6.1 Parameterized Constraint Set
We addressed single point stability and uniform stability on a bounded constraint set ΩB in
Section 4 as part of the main results. The bounded constraint sets we considered so far all
satisfy ΩB = ΩX
⋂Bn1×n2 , where ΩX is a cone (1) – (6). However, stability on a bounded
constraint set only requires that ΩB has a bound on its covering number, NΩB(ρ) ≤ C1( 1ρ )d1 ,
where d1 is an upper bound on the number of degrees of freedom. In this section, we show that
this type of covering number bound can derived for a much larger class of bounded constraint
sets with a small number of degrees of freedom, and hence the stability results also apply to
these constraint sets.
In (1) and (2), the constraint set is a subspace and a union of subspaces, respectively.
6.2 Nonlinear Transform of Measurement Matrices
6.3 Nonlinear Measurement Operator
7 Conclusions
We studied the optimal sample complexity of the matrix recovery problem. If the measurement
matrices follow distributions specified in this paper, then under optimal sample complexities,
the recovery is stable with high probability against small perturbations in the measurements.
A Proofs of Covering Number Bounds
A.1 Useful Lemmas about Covering Numbers
In this appendix, we prove the bounds on covering numbers in Section 3. We start with two
lemmas, which will be used later.
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Lemma A.1. Let ΩU and ΩV be nonempty subsets of σBn1×r and σBn2×r, respectively. If
ΩB ⊂ {UV T ∈ Rn1×n2 : U ∈ ΩU , V ∈ ΩV}, then NΩB(ρ) ≤ NΩU ( ρ2σ )NΩV ( ρ2σ ).
Proof. We cover ΩU ⊂ σBn1×r and ΩV ⊂ σBn2×r with balls of radius ρ2σ centered at the
following two sets of points, respectively:
{Ui}NΩU (
ρ
2σ )
i=1 ⊂ σBn1×r, {Vi}
NΩV (
ρ
2σ )
i=1 ⊂ σBn2×r.
Since ΩB ⊂ {UV T ∈ Rn1×n2 : U ∈ ΩU , V ∈ ΩV}, any X ∈ ΩB can be written as X = UV T for
some U ∈ ΩU and V ∈ ΩV . Then we can find centers of the above coverings, Ui1 and Vi2 , such
that
‖U − Ui1‖F ≤
ρ
2σ
, ‖V − Vi2‖F ≤
ρ
2σ
.
Then
∥∥X − Ui1V Ti2 ∥∥F =∥∥UV T − Ui1V T + Ui1V T − Ui1V Ti2 ∥∥F
≤‖U − Ui1‖2 ‖V ‖F + ‖V − Vi2‖2 ‖Ui1‖F
≤‖U − Ui1‖F ‖V ‖F + ‖V − Vi2‖F ‖Ui1‖F
≤ ρ
2σ
× σ × 2 = ρ.
Therefore, the set ΩB can be covered by NΩU (
ρ
2σ )NΩV (
ρ
2σ ) balls in R
n1×n2 of radius ρ, centered
at the matrices (like Ui1V Ti2 ) generated by the centers of the coverings of ΩU and ΩV . It follows
that
NΩB(ρ) ≤ NΩU (
ρ
2σ
)NΩV (
ρ
2σ
).
Lemma A.2. Let ΩU be a nonempty subset of σBn×r. If Λ is a diagonal matrix whose entries
are ±1, and ΩB ⊂ {UΛUT ∈ Rn×n : U ∈ ΩU}, then NΩB(ρ) ≤ NΩU ( ρ2σ ).
Proof. We cover ΩU ⊂ σBn×r with balls of radius ρ2σ centered at the following set of points:
{Ui}NΩU (
ρ
2σ )
i=1 ⊂ σBn×r.
Since ΩB ⊂ {UΛUT ∈ Rn×n : U ∈ ΩU}, any X ∈ ΩB can be written as X = UΛUT for some
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U ∈ ΩU . Then we can find a center of the above covering, Ui, such that
‖U − Ui‖F ≤
ρ
2σ
.
Then
∥∥X − UiΛUTi ∥∥F =∥∥UΛUT − UiΛUT + UiΛUT − UiΛUTi ∥∥F
≤‖U − Ui‖2 ‖Λ‖2 ‖U‖F + ‖Ui‖2 ‖Λ‖2 ‖U − Ui‖F
≤‖U − Ui‖F ‖U‖F + ‖Ui‖F ‖U − Ui‖F
≤ ρ
2σ
× σ × 2 = ρ.
Therefore, the set ΩB can be covered by NΩU (
ρ
2σ ) balls in R
nn×nn of radius ρ, centered at the
matrices (like UiΛUTi ) generated by the centers of the coverings of ΩU . It follows that
NΩB(ρ) ≤ NΩU (
ρ
2σ
).
Lemma A.3. Let ΩB be a nonempty bounded subset of Rn1×n2 . Then NΩB−ΩB(ρ) ≤ NΩB(ρ2 )2,
and dimB(ΩB − ΩB) ≤ 2dimB(ΩB).
Proof. We cover ΩB with balls of radius ρ2 centered at {Xi}
NΩB (
ρ
2 )
i=1 . Any pointX1−X2 ∈ ΩB−ΩB
is the difference of two points in ΩB. Then we can find centers of the above covering, Xi1 and
Xi2 , such that
‖X1 −Xi1‖F ≤
ρ
2
, ‖X2 −Xi2‖F ≤
ρ
2
.
Then
‖(X1 −X2)− (Xi1 −Xi2)‖F = ‖(X1 −Xi1)− (X2 −Xi2)‖F
≤‖X1 −Xi1‖F + ‖X2 −Xi2‖F
≤ρ
2
× 2 = ρ.
Therefore, the set ΩB −ΩB can be covered by NΩB(ρ2 )2 balls in Rn1×n2 of radius ρ, centered at
the matrices (like Xi1 −Xi2) generated by the centers of the coverings of ΩB. It follows that
NΩB−ΩB(ρ) ≤ NΩB(
ρ
2
)2.
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Therefore,
dimB(ΩB − ΩB) = lim sup
ρ→0
logNΩB−ΩB(ρ)
log 1ρ
≤ lim sup
ρ→0
2 logNΩB(
ρ
2 )
log 1ρ
= 2dimB(ΩB).
A.2 Proof of Proposition 3.2
Next, we prove Proposition 3.2. We split the proof into six parts, bounding the covering numbers
of different ΩB’s corresponding to different ΩX ’s defined by (1) – (6).
Proof of Proposition 3.2 (ΩX defined by (1)). Since {Mi}ti=1 is an orthonormal basis, we have∥∥∥∑ti=1 β(i)Mi∥∥∥
F
= ‖β‖2. Hence
ΩB = ΩX
⋂
Bn1×n2 = {X ∈ Rn1×n2 : ∃β ∈ Bt, s.t. X =
t∑
i=1
β(i)Mi}.
We cover Bt with balls of radius ρ centered at the points {βj}NBt (ρ)j=1 . Then for every X =∑t
i=1 β
(i)Mi ∈ ΩB, there exists a center βj such that ‖β − βj‖ ≤ ρ, and hence
∥∥∥∥∥X −
t∑
i=1
β
(i)
j Mi
∥∥∥∥∥
F
=
∥∥∥∥∥
t∑
i=1
(β(i) − β(i)j )Mi
∥∥∥∥∥
F
= ‖β − βj‖2 ≤ ρ.
Then we can cover ΩB with NBt(ρ) balls of radius ρ, centered at points
{∑t
i=1 β
(i)
j Mi
}NBt (ρ)
j=1
.
Therefore, for 0 < ρ < 1,
NΩB(ρ) ≤ NBt(ρ) ≤
(
3
ρ
)t
.
The covering number of the ball Bt follows from a standard volume argument [27].
Proof of Proposition 3.2 (ΩX defined by (2)). The set ΩB = ΩX
⋂Bn1×n2 is
ΩB ={X ∈ Rn1×n2 : ∃β ∈ Rt, s.t. ‖β‖0 ≤ s, X =
t∑
i=1
β(i)Mi, ‖X‖F ≤ 1}
⊂{X ∈ Rn1×n2 : ∃β ∈ Rt, s.t. ‖β‖0 ≤ s, ‖β‖2 ≤
1
σs,min
, X =
t∑
i=1
β(i)Mi}
={X ∈ Rn1×n2 : ∃β ∈ 1
σs,min
Bt, s.t. ‖β‖0 ≤ s, X =
t∑
i=1
β(i)Mi}.
Define set Ωβ := {β ∈ 1σs,minBt : ‖β‖0 ≤ s}. If we cover Ωβ with balls of radius
ρ
σ2s,max
, centered
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at {βj}ρ/σ2s,maxj=1 ⊂ Ωβ , then for every X =
∑t
i=1 β
(i)Mi ∈ ΩB, there exists a center βj in the
above cover that satisfies ‖β − βj‖2 ≤ ρσ2s,max , and hence∥∥∥∥∥X −
t∑
i=1
β
(i)
j Mi
∥∥∥∥∥
F
=
∥∥∥∥∥
t∑
i=1
(β(i) − β(i)j )Mi
∥∥∥∥∥
F
≤ σ2s,max ‖β − βj‖2 ≤ ρ.
Therefore, the covering number of ΩB satisfies:
NΩB ≤ NΩβ
(
ρ
σ2s,max
)
≤
(
t
s
)(
3 · 1
σs,min
· σ2s,max
ρ
)s
≤
(
t
s
)(
3κ2s
ρ
)s
.
The second inequality is due to the fact that Ωβ is the union of
(
t
s
)
balls in subspaces of dimension
s, of radius 1σs,min . The third inequality follows from σs,min ≥ σ2s,min.
Proof of Proposition 3.2 (ΩX defined by (3)). For an arbitrary low-rank matrix X in the unit
ball,
X ∈ ΩB = {X ∈ Rn1×n2 : ‖X‖F ≤ 1, rank(X) ≤ r},
the singular value decomposition is X = UΣV T = (UΣ
1
2 )(V Σ
1
2 )T , where U ∈ Rn1×r and
V ∈ Rn2×r have orthonormal columns, and Σ = diag([σ1, σ2, · · · , σr]). The Frobenius norm of
UΣ
1
2 and V Σ
1
2 satisfies:
∥∥∥UΣ 12 ∥∥∥
F
=
∥∥∥V Σ 12 ∥∥∥
F
=
∥∥∥Σ 12 ∥∥∥
F
=
√
σ1 + σ2 + · · ·+ σr ≤
√√
σ21 + σ
2
2 + · · ·+ σ2r
√
r ≤ r 14 ,
where the first inequality follows from the Cauchy–Schwarz inequality, and the second inequality
is due to the fact ‖X‖F =
√
σ21 + · · ·+ σ2r ≤ 1. Therefore,
ΩB ⊂ {UV T ∈ Rn1×n2 : U ∈ ΩU , V ∈ ΩV},
where
ΩU = {U ∈ Rn1×r : ‖U‖F ≤ r
1
4 }, ΩV = {V ∈ Rn2×r : ‖V ‖F ≤ r
1
4 }.
By a standard volume argument:
NΩU (ρ) ≤
(
3r
1
4
ρ
)n1r
, NΩV (ρ) ≤
(
3r
1
4
ρ
)n2r
.
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It follows from Lemma A.1 that
NΩB(ρ) ≤ NΩU (
ρ
2r
1
4
)NΩV (
ρ
2r
1
4
) ≤
(
6
√
r
ρ
)(n1+n2)r
.
Proof of Proposition 3.2 (ΩX defined by (4)). The proof is analogous to the previous case, with
ΩU and ΩV replaced by:
ΩU = {U ∈ Rn1×r : ‖U‖r,0 ≤ s1, ‖U‖F ≤ r
1
4 }, ΩV = {V ∈ Rn2×r : ‖V ‖r,0 ≤ s2, ‖V ‖F ≤ r
1
4 },
NΩU (ρ) ≤
(
n1
s1
)(
3r
1
4
ρ
)s1r
, NΩV (ρ) ≤
(
n2
s2
)(
3r
1
4
ρ
)s2r
.
Therefore,
NΩB(ρ) ≤ NΩU (
ρ
2r
1
4
)NΩV (
ρ
2r
1
4
) ≤
(
n1
s1
)(
n2
s2
)(
6
√
r
ρ
)(s1+s2)r
.
Proof of Proposition 3.2 (ΩX defined by (5)). For an arbitrary low-rank symmetric matrix X
in the unit ball,
X ∈ ΩB = {X ∈ Rn×n : ‖X‖F ≤ 1, X = XT , rank(X) ≤ r},
the eigendecomposition is X = UΛUT , where U ∈ Rn×r has orthonormal columns, and Λ =
diag([λ1, λ2, · · · , λr]). The eigenvalues λ1 ≥ λ2 ≥ λr can be positive, zero, or negative. Define
Λ+ := diag([|λ1|, |λ2|, · · · , |λr|]),
Λsgn := diag([1 (λ1 ≥ 0) ,1 (λ2 ≥ 0) , · · · ,1 (λr ≥ 0)]).
Then X = (UΛ
1
2
+)Λsgn(UΛ
1
2
+)
T . By an argument analogous to that in the proof of case (3):
∥∥∥UΛ 12+∥∥∥
F
=
∥∥∥Λ 12+∥∥∥
F
=
√
|λ1|+ |λ3|+ · · ·+ |λr| ≤
√√
λ21 + λ
2
2 + · · ·+ λ2r
√
r ≤ r 14 .
Therefore,
ΩB ⊂
⋃
j=0,1,··· ,r
{UΛjUT ∈ Rn×n : U ∈ ΩU},
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where Λj is a diagonal matrix, whose first j diagonal entries are 1, and last (r − j) diagonal
entries are −1, and
ΩU = {U ∈ Rn×r : ‖U‖F ≤ r
1
4 }, NΩU (ρ) ≤
(
3r
1
4
ρ
)nr
.
It follows from Lemma A.2 that
NΩB(ρ) ≤ (r + 1)NΩU (
ρ
2r
1
4
) ≤ (r + 1)
(
6
√
r
ρ
)nr
.
Proof of Proposition 3.2 (ΩX defined by (6)). The proof is analogous to the previous case, with
ΩU replaced by:
ΩU = {U ∈ Rn×r : ‖U‖r,0 ≤ s, ‖U‖F ≤ r
1
4 }, NΩU (ρ) ≤
(
n
s
)(
3r
1
4
ρ
)sr
.
Therefore,
NΩB(ρ) ≤ (r + 1)NΩU (
ρ
2r
1
4
) ≤ (r + 1)
(
n
s
)(
6
√
r
ρ
)sr
.
A.3 Proof of Propositions 3.3 and 3.4
Next, we prove Propositions 3.3 and 3.4. Using the bounds on the covering number of ΩB in
Proposition 3.2, it is easy to acquire bounds on the covering numbers of Ω∆B and Ω∆X .
Proof of Proposition 3.3. When ΩX is defined by (1),
Ω∆B ={X ∈ Rn1×n2 : ∃β ∈ Bt − Bt, s.t. X =
t∑
i=1
β(i)Mi}
={X ∈ Rn1×n2 : ∃β ∈ 2Bt, s.t. X =
t∑
i=1
β(i)Mi}.
By the proof of Proposition 3.2, when ΩX is defined by (1), we have
NΩ∆B(ρ) ≤ N2Bt(ρ) ≤
(
6
ρ
)t
.
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When ΩX is defined by (2) – (6), we apply Lemma A.3 to Ω∆B = ΩB − ΩB. If the covering
number of ΩB satisfies NΩB(ρ) ≤ C1
(
1
ρ
)d1
, where C1 is independent of ρ, then the covering
number of Ω∆B satisfies NΩ∆B(ρ) ≤ C21
(
2
ρ
)2d1
. Let d2 = 2d1 and C2 = 22d1C21 . Then, the rest
of the bounds in Proposition 3.3 follow from their counterparts in Proposition 3.2.
Proof of Proposition 3.4. When ΩX is the subspace defined by (1), ΩX − ΩX = ΩX . Hence
Ω∆X = (ΩX − ΩX )
⋂
Bn1×n2 = ΩX
⋂
Bn1×n2 = ΩB.
Therefore, when ΩX is defined by (1), we have
NΩ∆X (ρ) ≤
(
3
ρ
)t
.
When ΩX is defined by (2) – (6), we use the fact that the sparsity (resp. rank) of matrices
in ΩX − ΩX is bounded by twice the sparsity (resp. rank) of matrices in ΩX . Therefore, the
rest of the bounds in Proposition 3.4 follow from their counterparts in Proposition 3.2, with 2s,
2r, 2s1, and 2s2 replacing s, r, s1, and s2.
A.4 Proof of Alternative Bounds Using Minkowski Dimensions
Next we prove Propositions 3.5.
Proof of Proposition 3.5. If
dimB(ΩB) = lim sup
ρ→0
logNΩB(ρ)
log 1ρ
≤ d,
then, by the definition of limit superior, there exists ρ0 > 0 such that for all 0 < ρ < ρ0,
logNΩB(ρ)
log 1ρ
≤ d+ 1,
i.e.,
NΩB(ρ) ≤
(
1
ρ
)d+1
.
Corollary 3.6 follows from Proposition 3.5 and the Minkowski dimension bounds on ΩB, Ω∆B,
and Ω∆X . We give the bound on the Minkowski dimension of ΩB in the following lemma. Then
the Minkowski dimension of Ω∆B = ΩB−ΩB can be bounded using Lemma A.3 : dimB(Ω∆B) ≤
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2dimB(ΩB). The Minkowski dimension of Ω∆X = (ΩX − ΩX )
⋂Bn1×n2 has the same bound as
ΩB = ΩX
⋂Bn1×n2 , with 2r, 2s1, and 2s2 replacing r, s1, and s2.
Lemma A.4. The upper Minkowski dimension of ΩB has the following bound:
1. dimB(ΩB) ≤ (n1 + n2 − r)r, if ΩX is the set of low-rank matrices in (3).
2. dimB(ΩB) ≤ (s1 + s2 − r)r, if ΩX is the set of sparse low-rank matrices in (4).
Proof of Lemma A.4. The first Minkowski dimension bound is given by Lemma 1 in [25].
We prove the second Minkowski dimension bound using an argument similar to that of [25,
Lemma 1]. We first rewrite ΩX in (4) as the following union of subsets:
ΩX =
⋃
k≤r
J1⊂[n1],k≤|J1|=`1≤s1
J2⊂[n2],k≤|J2|=`2≤s2
Ωk,J1,J2 ,
where
Ωk,J1,J2 = {X ∈ Rn1×n2 : rank(X) = k,X(J
c
1 ,:) = 0, X(:,J
c
2 ) = 0}
is an embedded submanifold of Rn1×n2 of dimension (`1 + `2 − k)k (see [28, Example 5.30]).
By Properties (i) and (ii) in [29, Section 3.2], the upper Minkowski dimension of Ωk,J1,J2
⋂Bn1×n2
is bounded by the dimension of the smooth submanifold Ωk,J1,J2 , which is (`1 + `2 − k)k. By
Property (iii) in [29, Section 3.2], the Minkowski dimension is finitely stable, i.e., the Minkowski
dimension of a finite union of sets is no more than the sum of the Minkowski dimensions of these
sets. Since
ΩB = ΩX
⋂
Bn1×n2 =
⋃
k≤r
J1⊂[n1],k≤|J1|=`1≤s1
J2⊂[n2],k≤|J2|=`2≤s2
(
Ωk,J1,J2
⋂
Bn1×n2
)
,
we have
dimB(ΩB) ≤ max
k≤r
J1⊂[n1],k≤|J1|=`1≤s1
J2⊂[n2],k≤|J2|=`2≤s2
dimB
(
Ωk,J1,J2
⋂
Bn1×n2
)
= max
k≤r, k≤`1≤s1, k≤`2≤s2
(`1 + `2 − k)k
=(s1 + s2 − r)r.
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B Proof of Concentration of Measure Inequalities
Lemma B.1. Suppose A ∈ Rn1×n2 is a random matrix following a uniform distribution on
RBn1×n2 . If a matrix X ∈ Rn1×n2 satisfies ‖X‖F ≥ ε, then
PU [|〈A,X〉| ≤ δ] ≤ 2δ · Vn1n2−1
εR · Vn1n2
.
Proof. 2 Let a = vec(A) ∈ Rn1n2 , and x = vec(X) ∈ Rn1n2 . Then a is a random vector following
a uniform distribution on RBn1n2 , and x satisfies ‖x‖2 ≥ ε. It follows that
PU [|〈A,X〉| ≤ δ] = PU
[∣∣aTx∣∣ ≤ δ] = PU [∣∣∣∣aT x‖x‖2
∣∣∣∣ ≤ δ‖x‖2
]
= PU
[∣∣aT e1∣∣ ≤ δ‖x‖2
]
, (35)
where e1 denotes the first standard basis vector in Rn1n2 , e(1) = 1, e(2:n1n2) = 0, and the last
equality follows from the isotropy of U .
Therefore,
PU [|〈A,X〉| ≤ δ] =PU
[∣∣aT e1∣∣ ≤ δ‖x‖2
]
=
∫
RBn1n2 da 1
(∣∣a(1)∣∣ ≤ δ‖x‖2)∫
RBn1n2 da
=
1
Rn1n2Vn1n2
∫
RBn1n2−1
da(2:n1n2)
∫
|a(1)|2≤R2−‖a(2:n1n2)‖2
2
da(1) 1
(
|a(1)| ≤ δ‖x‖2
)
≤ 1
Rn1n2Vn1n2
∫
RBn1n2−1
da(2:n1n2)
∫ R
−R
da(1) 1
(
|a(1)| ≤ δ‖x‖2
)
=
Rn1n2−1Vn1n2−1
Rn1n2Vn1n2
∫ R
−R
da(1) 1
(
|a(1)| ≤ δ‖x‖2
)
≤ Vn1n2−1
R · Vn1n2
2δ
‖x‖2
≤2δ · Vn1n2−1
εR · Vn1n2
.
Lemma B.2. Suppose A ∈ Rn1×n2 is a random matrix, whose entries are i.i.d. following a
2We would like to acknowledge that Lemma B.1 is inspired by, and slightly tighter than, [26, Lemma 3].
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Gaussian distribution N(0, σ2). If a matrix X ∈ Rn1×n2 satisfies ‖X‖F ≥ ε, then
PG [|〈A,X〉| ≤ δ] ≤
√
2δ√
piσε
.
Proof. Since i.i.d. Gaussian distribution is also isotropic, we have (35) with G replacing U :
PG [|〈A,X〉| ≤ δ] = PG
[∣∣aT e1∣∣ ≤ δ‖x‖2
]
= PG
[∣∣∣a(1)∣∣∣ ≤ δ‖x‖2
]
. (36)
Since the entries of a are independent, the probability in (36) only has to do with the marginal
distribution of its first entry G(1), which is N(0, σ2), on the interval
[
− δ‖x‖2 ,
δ
‖x‖2
]
. Therefore,
PG [|〈A,X〉| ≤ δ] = PG(1)
[∣∣∣a(1)∣∣∣ ≤ δ‖x‖2
]
≤ pG(1)(0) ·
2δ
‖x‖2
≤ 2δ√
2piσε
. (37)
Lemma B.3. Suppose a ∈ Rn1 and b ∈ Rn2 are independent random vectors, following uniform
distributions on R1Bn1 and R2Bn2 , respectively. If a matrix X ∈ Rn1×n2 satisfies ε ≤ ‖X‖2 ≤ E,
then
PU1U2
[∣∣aTXb∣∣ ≤ δ] ≤ 4δ · Vn1−1 · Vn2−1
εR1R2 · Vn1 · Vn2
(
1 + ln
ER1R2
δ
)
.
Proof. 3 Suppose the singular value decomposition (SVD) of X is X = UΣV T , where U ∈
Rn1×n1 and V ∈ Rn2×n2 are orthogonal matrices, and Σ ∈ Rn1×n2 satisfies ε ≤ Σ(1,1) = ‖X‖2 ≤
E.
Let a˜ := UTa, and b˜ := V T b, then a˜ and b˜ are also independent random vectors, following
uniform distributions on R1Bn1 and R2Bn2 , respectively. Therefore,
PU1U2
[∣∣aTXb∣∣ ≤ δ]
=PU1U2
[∣∣∣a˜TΣb˜∣∣∣ ≤ δ]
=
∫
R1Bn1 da˜
∫
R2Bn2 db˜ 1
(
|a˜TΣb˜| ≤ δ
)
∫
R1Bn1 da˜
∫
R2Bn2 db˜
=
1
Rn11 Vn1 ·Rn22 Vn2
∫
R1Bn1−1
da˜(2:n1)
∫
R2Bn2−1
db˜(2:n2) φ(a˜, b˜), (38)
3Lemma B.3 is a rephrase of [5, Lemma A.1]. We include the proof here for completeness.
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where
φ(a˜, b˜) =
∫ R1
−R1
da˜(1)
∫ R2
−R2
db˜(1) 1
(
|a˜TΣb˜| ≤ δ
)
· 1
(
|a˜(1)|2 ≤ R21 −
∥∥∥a˜(2:n1)∥∥∥2
2
)
· 1
(
|b˜(1)|2 ≤ R22 −
∥∥∥b˜(2:n2)∥∥∥2
2
)
≤
∫ R1
−R1
da˜(1)
∫ R2
−R2
db˜(1)1
(∣∣∣∣b˜(1) + 1‖X‖2 a˜(1) a˜(2:n1)TΣ(2:n1,2:n2)b˜(2:n2)
∣∣∣∣ ≤ δ‖X‖2 |a˜(1)|
)
≤
∫ R1
−R1
da˜(1) min
(
2δ
‖X‖2 |a˜(1)|
, 2R2
)
=
4δ
‖X‖2
(
1 + ln
‖X‖2R1R2
δ
)
≤4δ
ε
(
1 + ln
ER1R2
δ
)
. (39)
Substituting (39) into (38), we obtain
PU1U2
[∣∣aTXb∣∣ ≤ δ] ≤ 4δ ·Rn1−11 Vn1−1 ·Rn2−12 Vn2−1
ε ·Rn11 Vn1 ·Rn22 Vn2
(
1 + ln
ER1R2
δ
)
=
4δ · Vn1−1 · Vn2−1
εR1R2 · Vn1 · Vn2
(
1 + ln
ER1R2
δ
)
.
Lemma B.3 adapts a previous result by Riegler et al. [25, Lemma 4]. They have two concen-
tration bounds, for X of rank 1 and for X of rank larger than 1. Their bound for rank(X) > 1
is tighter in terms of dependence on δ, but is also inversely proportional to the product of all
nonzero singular values of X. When those singular values decay fast, this bound is not neces-
sarily stronger than our bound. In the analysis of stability, these concentration bounds must
apply to an adversarial X. The improvement of the dependence of such bounds on δ is not
necessary, and the worse dependence on X becomes problematic. Therefore, our adaptation of
the previous result makes a big difference in our stability guarantees.
Lemma B.4. Suppose a ∈ Rn1 and b ∈ Rn2 are independent random vectors, and the entries
of a (resp. b) are i.i.d. following a Gaussian distribution N(0, σ21) (resp. N(0, σ22)). If a matrix
X ∈ Rn1×n2 satisfies ε ≤ ‖X‖2 ≤ E, then
PG1G2
[∣∣aTXb∣∣ ≤ δ] ≤ δ
εσ1σ2
(
1 + ln
(
1 +
Eσ1σ2
δ
))
.
Proof. Similar to the proof of Lemma B.3, we use the SVD X = UΣV T , and the change of
variables a˜ = UTa, b˜ = V T b. Since i.i.d. Gaussian distributions are isotropic, a˜ and b˜ follow
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distributions G1 and G2, respectively, the same distributions as a and b. Therefore,
PG1G2
[∣∣aTXb∣∣ ≤ δ]
=PG1G2
[∣∣∣a˜TΣb˜∣∣∣ ≤ δ]
=
∫
Rn1
da˜
∫
Rn2
db˜ 1
(
|a˜TΣb˜| ≤ δ
)
· pG2(b˜) · pG1(a˜)
=
∫
Rn1−1
da˜(2:n1)
∫
Rn2−1
db˜(2:n2) φ(a˜, b˜) · pG(2:n2)2 (b˜
(2:n2)) · pG(2:n1)1 (a˜
(2:n1)), (40)
where
φ(a˜, b˜) =
∫ ∞
−∞
da˜(1)
∫ ∞
−∞
db˜(1) 1
(
|a˜TΣb˜| ≤ δ
)
· pG(1)2 (b˜
(1)) · pG(1)1 (a˜
(1))
=
1
2piσ1σ2
∫ ∞
−∞
da˜(1)
∫ ∞
−∞
db˜(1) 1
(∣∣∣∣b˜(1) + 1‖X‖2 a˜(1) a˜(2:n1)TΣ(2:n1,2:n2)b˜(2:n2)
∣∣∣∣ ≤ δ‖X‖2 |a˜(1)|
)
· e−
(a˜(1))2
2σ21
− (b˜(1))2
2σ22
≤ 1
2piσ1σ2
∫ ∞
−∞
da˜(1)
∫ ∞
−∞
db˜(1) 1
(∣∣∣b˜(1)∣∣∣ ≤ δ‖X‖2 |a˜(1)|
)
· e−
(a˜(1))2
2σ21
− (b˜(1))2
2σ22
=
1
2piσ1σ2
∫ ∞
−∞
da˜(1)
∫ ∞
−∞
db˜(1) 1
(∣∣∣a˜(1)b˜(1)∣∣∣ ≤ δ‖X‖2
)
· e−
(a˜(1))2
2σ21
− (b˜(1))2
2σ22
=
1
2pi
∫ ∞
−∞
du
∫ ∞
−∞
dv 1
(
|uv| ≤ δ‖X‖2 σ1σ2
)
· e−u
2+v2
2 ,
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where u = a˜
(1)
σ1
, and v = b˜
(1)
σ2
. Rewrite the integral in polar coordinates:
φ(a˜, b˜) ≤ 1
2pi
∫ ∞
0
∫ 2pi
0
1
(∣∣∣∣r22 sin 2θ
∣∣∣∣ ≤ δ‖X‖2 σ1σ2
)
dθ e−
r2
2 · r dr
=
1
2pi
∫ √ 2δ
‖X‖2σ1σ2
0
∫ 2pi
0
dθ e−
r2
2 · r dr
+
1
2pi
∫ ∞√
2δ
‖X‖2σ1σ2
∫ 2pi
0
1
(
|sin 2θ| ≤ 2δ
r2 ‖X‖2 σ1σ2
)
dθ e−
r2
2 · r dr
=1− e− δ‖X‖2σ1σ2
+
4
2pi
∫ ∞√
2δ
‖X‖2σ1σ2
∫ 2pi
0
1
(
|2θ| ≤ arcsin 2δ
r2 ‖X‖2 σ1σ2
)
dθ e−
r2
2 · r dr
≤1− e− δ‖X‖2σ1σ2
+
4
2pi
∫ ∞√
2δ
‖X‖2σ1σ2
∫ 2pi
0
1
(
|2θ| ≤ piδ
r2 ‖X‖2 σ1σ2
)
dθ e−
r2
2 · r dr
≤1− e− δ‖X‖2σ1σ2 + δ‖X‖2 σ1σ2
∫ ∞
δ
‖X‖2σ1σ2
1
z
e−z dz
≤ δ‖X‖2 σ1σ2
+
δ
‖X‖2 σ1σ2
ln
(
1 +
‖X‖2 σ1σ2
δ
)
(41)
≤ δ
εσ1σ2
(
1 + ln
(
1 +
Eσ1σ2
δ
))
, (42)
where (41) follows from
1− e−x ≤ x, ∀x > 0,∫ ∞
x
1
z
e−z dz ≤ e−x ln(1 + 1
x
) ≤ ln(1 + 1
x
), ∀x > 0, (43)
and (43) is an established bound (see [30, 5.1.20]).
Substituting (42) into (40), we have
PG1G2
[∣∣aTXb∣∣ ≤ δ] ≤ δ
εσ1σ2
(
1 + ln
(
1 +
Eσ1σ2
δ
))
,
thus completing the proof.
Lemma B.5. Suppose a ∈ Rn is a random vector following uniform distribution on RBn. If
symmetric matrix X ∈ Rn×n satisfies ‖X‖2 ≥ ε, then
PU
[∣∣aTXa∣∣ ≤ δ] ≤ 2√2δ · Vn−1√
εR · Vn .
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Proof. Suppose the eigendecomposition of symmetric matrix X is X = UΛUT , where U is an
orthogonal matrix, and Λ is a diagonal matrix whose diagonal entries are the eigenvalues of X.
Suppose Λ(1,1) ≥ Λ(2,2) ≥ · · · ≥ Λ(n,n), then max{Λ(1,1),−Λ(n,n)} = ‖X‖2 ≥ ε. Without loss of
generality, let Λ(1,1) = ‖X‖2.
Let a˜ := UTa, then a˜ also follows the uniform distribution on RBn. Therefore,
PU
[∣∣aTXa∣∣ ≤ δ]
=PU
[∣∣a˜TΛa˜∣∣ ≤ δ]
=
∫
RBn da˜ 1
(|a˜TΛa˜| ≤ δ)∫
RBn da˜
=
1
RnVn
∫
RBn−1
da˜(2:n) φ(a˜), (44)
where
φ(a˜) =
∫ R
−R
da˜(1) 1
(|a˜TΛa˜| ≤ δ) · 1(|a˜(1)|2 ≤ R2 − ∥∥∥a˜(2:n)∥∥∥2
2
)
≤
∫ R
−R
da˜(1)1
(∣∣∣∣(a˜(1))2 + 1‖X‖2 a˜(2:n)TΛ(2:n,2:n)a˜(2:n)
∣∣∣∣ ≤ δ‖X‖2
)
≤2
√
2δ
‖X‖2
≤2
√
2δ
ε
. (45)
Substituting (45) into (44), we obtain
PU
[∣∣aTXa∣∣ ≤ δ] ≤ 2√2δ
ε
· R
n−1Vn−1
RnVn
=
2
√
2δ · Vn−1√
εR · Vn .
Lemma B.6. Suppose a ∈ Rn is a random vector whose entries are i.i.d. following a Gaussian
distribution N(0, σ2). If symmetric matrix X ∈ Rn×n satisfies ‖X‖2 ≥ ε, then
PG
[∣∣aTXa∣∣ ≤ δ] ≤ 2√δ√
piεσ
.
Proof. Similar to the proof of Lemma B.5, we use the eigendecomposition X = UΛUT , and
a˜ := UTa. Without loss of generality, let Λ(1,1) = ‖X‖2 ≥ ε.
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Then we have
PG
[∣∣aTXa∣∣ ≤ δ]
=PG
[∣∣a˜TΛa˜∣∣ ≤ δ]
=
∫
Rn−1
da˜(2:n) φ(a˜) · pG(2:n)(a˜(2:n)), (46)
where
φ(a˜) =
∫ ∞
−∞
da˜(1) 1
(|a˜TΛa˜| ≤ δ) · pG(1)(a˜(1))
≤ 1√
2piσ
∫ ∞
−∞
da˜(1)1
(∣∣∣∣(a˜(1))2 + 1‖X‖2 a˜(2:n)TΛ(2:n,2:n)a˜(2:n)
∣∣∣∣ ≤ δ‖X‖2
)
· e− (a
(1))2
2σ2
≤ 1√
2piσ
× 2
√
2δ
‖X‖2
≤ 2
√
δ√
piεσ
. (47)
Substituting (47) into (46), we obtain
PG
[∣∣aTXa∣∣ ≤ δ] ≤ 2√δ√
piεσ
.
References
[1] Y. Li, K. Lee, and Y. Bresler, “Optimal sample complexity for stable matrix recovery,” in
Proc. Int. Symp. Inform. Theory (ISIT), Jul 2016, pp. 81–85.
[2] Y. C. Eldar and G. Kutyniok, Compressed sensing: theory and applications. Cambridge
University Press, 2012.
[3] M. A. Davenport and J. Romberg, “An overview of low-rank matrix recovery from incom-
plete observations,” IEEE J. Sel. Topics Signal Process., vol. 10, no. 4, pp. 608–622, Jun.
2016.
[4] E. J. Candès and B. Recht, “Exact matrix completion via convex optimization,” Found.
Comput. Math., vol. 9, no. 6, pp. 717–772, Apr 2009.
[5] Y. Li, K. Lee, and Y. Bresler, “Identifiability and stability in blind deconvolution under
minimal assumptions,” IEEE Trans. Inf. Theory, vol. 63, no. 7, pp. 1–15, 2017.
40
[6] J. Nzabanita, Bilinear and Trilinear Regression Models with Structured Covariance Matri-
ces. Dissertation, Linköping University, 2015.
[7] E. J. Candès, T. Strohmer, and V. Voroninski, “Phaselift: Exact and stable signal recovery
from magnitude measurements via convex programming,” Commun. Pure Appl. Math.,
vol. 66, no. 8, pp. 1241–1274, 2013.
[8] S. Bahmani and J. Romberg, “Sketching for simultaneously sparse and low-rank covariance
matrices,” arXiv preprint arXiv:1510.01670, 2015.
[9] D. L. Donoho and M. Elad, “Optimally sparse representation in general (nonorthogonal)
dictionaries via `1 minimization,” Proc. Natl. Acad. Sci., vol. 100, no. 5, pp. 2197–2202,
2003.
[10] Y. Eldar, D. Needell, and Y. Plan, “Uniqueness conditions for low-rank matrix recovery,”
Appl. and Computational Harmonic Anal., vol. 33, no. 2, pp. 309 – 314, 2012.
[11] Y. Li, K. Lee, and Y. Bresler, “Identifiability in bilinear inverse problems with applications
to subspace or sparsity-constrained blind gain and phase calibration,” IEEE Trans. Inf.
Theory, vol. 63, no. 2, pp. 822 – 842, 2017.
[12] ——, “Identifiability in blind deconvolution with subspace or sparsity constraints,” IEEE
Trans. Inf. Theory, vol. 62, no. 7, pp. 4266–4275, Jul 2016.
[13] ——, “Optimal sample complexity for blind gain and phase calibration,” IEEE Trans. Signal
Process., vol. 64, no. 21, pp. 5549–5556, Nov 2016.
[14] E. Candès and T. Tao, “Decoding by linear programming,” IEEE Trans. Inf. Theory, vol. 51,
no. 12, pp. 4203–4215, Dec 2005.
[15] E. J. Candès, J. K. Romberg, and T. Tao, “Stable signal recovery from incomplete and
inaccurate measurements,” Comm. Pure Appl. Math., vol. 59, no. 8, pp. 1207–1223, 2006.
[16] B. Recht, M. Fazel, and P. A. Parrilo, “Guaranteed minimum-rank solutions of linear
matrix equations via nuclear norm minimization,” SIAM Review, vol. 52, no. 3, pp.
471–501, Jan 2010.
[17] E. Candès and Y. Plan, “Tight oracle inequalities for low-rank matrix recovery from a
minimal number of noisy random measurements,” IEEE Trans. Inf. Theory, vol. 57, no. 4,
pp. 2342–2359, Apr 2011.
[18] V. Chandrasekaran, B. Recht, P. A. Parrilo, and A. S. Willsky, “The convex geometry of
linear inverse problems,” Found. Comput. Math., vol. 12, no. 6, pp. 805–849, Oct 2012.
41
[19] K. Lee, Y. Wu, and Y. Bresler, “Near optimal compressed sensing of sparse low-rank
matrices via sparse power factorization,” arXiv preprint arXiv:1312.0525, 2013.
[20] T. T. Cai and A. Zhang, “ROP: Matrix recovery via rank-one projections,” Ann. Stat.,
vol. 43, no. 1, pp. 102–138, Feb 2015.
[21] A. Ahmed, B. Recht, and J. Romberg, “Blind deconvolution using convex programming,”
IEEE Trans. Inf. Theory, vol. 60, no. 3, pp. 1711–1732, Mar 2014.
[22] K. Lee, Y. Li, M. Junge, and Y. Bresler, “Blind recovery of sparse signals from subsampled
convolution,” IEEE Trans. Inf. Theory, vol. 63, no. 2, pp. 802 – 821, 2017.
[23] Y. Wu and S. Verdu, “Optimal phase transitions in compressed sensing,” IEEE Trans. Inf.
Theory, vol. 58, no. 10, pp. 6241–6263, Oct 2012.
[24] G. Reeves, “The fundamental limits of stable recovery in compressed sensing,” in Proc. Int.
Symp. Inform. Theory (ISIT), Jun 2014, pp. 3017–3021.
[25] E. Riegler, D. Stotz, and H. Bölcskei, “Information-theoretic limits of matrix completion,”
in Proc. Int. Symp. Inform. Theory (ISIT), Jun 2015, pp. 1836–1840.
[26] D. Stotz, E. Riegler, and H. Bolcskei, “Almost lossless analog signal separation,” in Proc.
Int. Symp. Inform. Theory (ISIT). IEEE, Jul 2013, pp. 106–110.
[27] D. Pollard, Empirical Processes: Theory and Applications. IMS and ASA, 1990.
[28] J. M. Lee, Introduction to Smooth manifolds. Springer Verlag, New York, 2001.
[29] K. J. Falconer, Fractal geometry: mathematical foundations and applications. John Wiley
& Sons, 1990.
[30] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions: with formulas,
graphs, and mathematical tables. Courier Corporation, 1964.
42
