Canonical ordering is an important tool in planar graph drawing and other applications. Although a linear-time algorithm to determine canonical orderings has been known for a while, it is rather complicated to understand and implement, and the output is not uniquely determined. We present a new approach that is simpler and more intuitive, and that computes a newly defined leftist canonical ordering of a triconnected graph which is a uniquely determined leftmost canonical ordering. Further, we discuss duality aspects and relations to Schnyder woods.
Introduction
Canonical vertex orderings were introduced by de Fraysseix, Pach, and Pollack [14, 15] and are the backbone of several algorithms for planar graphs.
De Fraysseix, Pach, and Pollack [14, 15] introduce an O(n log n)-time algorithm that embeds a maximal planar graph with n vertices on a (2n−4)×(n−2) integer grid by computing a canonical ordering of the vertices and then inserting them on a grid using this ordering. Later, Chrobak and Payne show how to execute this algorithm in linear time [11] .
Kant [34] generalizes canonical orderings to triconnected graphs and presents a linear-time algorithm to construct a straight-line convex grid embedding of a triconnected graph on a (2n − 4) × (n − 2) grid. This grid size is improved by Chrobak and Kant [9] to (n − 2) × (n − 2). More about grid embeddings that are associated with canonical orderings can be found in [4, 9, 10, 11, 14, 15, 27, 28, 32, 33, 34] . Further, canonical vertex orderings are used to create visibility representations [24, 35, 36, 37] , curve embeddings [18, 19] , and other drawings [2, 3, 4, 17, 20, 24, 27, 28] . They are found in graph encoding [1, 12, 31] , used for the construction of realizers, spanners, or orderly spanning trees [6, 7, 8, 16, 38, 39, 40] , and more [13, 30, 42] .
Kant [34] shows constructively that every triconnected planar graph has a canonical ordering and presents a linear-time algorithm. While several implementations of this algorithm of Kant are available, it is neither trivial to code, nor is its correctness easily understood. Based on a simple and intuitive criterion, we present a new algorithm that might further broaden the scope of adoption and ease teaching.
Since a triconnected graph can have many canonical orderings, we introduce the leftist (and rightist) canonical ordering that is uniquely determined. The leftist canonical ordering is in particular a leftmost canonical ordering.
The main advantage of our algorithm compared to the one in [34] is that we do not use the dual graph nor any face labels. Further, we compute the unique leftist canonical ordering from scratch, i. e., without any reordering, and we compute it from the low numbers to the high numbers contrary to the previous algorithm that builds the canonical ordering from the end by shelling off paths from the outer face. A similar approach for biconnected canonical orderings can be found in [29] . We also give a detailed pseudocode such that it can be easily implemented. Our proof of correctness includes a new proof of the existence of a canonical ordering for triconnected graphs. Finally, we show that the leftist canonical ordering induces the leftist canonical ordering of the dual graph.
Schnyder [40] develops the concept of Schnyder labelings (normal labelings) and Schnyder woods (realizers) for triangulated graphs. Di Battista, Tamassia, and Vismara [16] generalize Schnyder woods to triconnected graphs and show how to construct one from a canonical ordering. Felsner [21] constructs Schnyder labelings for triconnected graphs and proves that they are equivalent to Schnyder woods [22] and to α 0 -orientations [23] . Recently, Gonçalves, Lévêque, and Pinlou [26] proved that there is a bijection between Schnyder woods and special contact triangle representations.
The minimal Schnyder wood is the Schnyder wood that is associated with the α 0 -orientation without clockwise cycles [23] . Brehm [7] introduces an algorithm that directly constructs the minimal Schnyder wood for a triangulated graph. Fusy, Schaeffer, and Poulalhon [25] show how to construct the minimal α 0 -orientation of a triconnected planar graph in linear time. Their algorithm works similar to the algorithm of Kant [34] for constructing a canonical ordering.
We discuss why there does not exist a reasonable one-to-one correspondence between canonical orderings and Schnyder woods and generalize this concept to ordered path partitions. Then, we give a bijection between the equivalence classes of ordered path partitions and Schnyder woods. Using the construction of Fusy, Schaeffer, and Poulalhon [25] , we show that the leftist ordered path partition corresponds to the minimal Schnyder wood. We finally adapt our algorithm for the leftist canonical ordering such that it directly outputs the leftist ordered path partition.
The paper is organized as follows. Canonical orderings are defined in Section 2. The new algorithm and its linear-time implementation are described in Sections 3 and 4, respectively. In Section 5 we show how to find the leftist canonical ordering by the algorithm of Kant [34] and that the dual of the leftist canonical ordering corresponds to the leftist canonical ordering of the dual graph. Section 6 is dedicated to Schnyder woods and their bijection to equivalence classes of ordered path partitions.
Preliminaries
Throughout this paper, let G = (V, E) be a simple undirected graph with n vertices, n ≥ 3, and m edges. A graph G is k-connected if the removal of k − 1 vertices does not disconnect the graph. A set of two vertices whose removal disconnects the graph is called a separation pair. We assume that G is planar and triconnected, hence it has a unique planar embedding up to the choice of the outer face.
For a subset V ⊆ V we denote by G[V ] the subgraph of G induced by V . By deg G (v) we denote the number of edges of G that contain v. A path is a sequence P = z 0 , . . . , z of distinct adjacent vertices, i. e., {z i , z i+1 } ∈ E. We also denote the set {z 0 , . . . , z } by P .
Canonical orderings were introduced originally for triangulated graphs by de Fraysseix et al. [14, 15] . The following rephrases Kant's generalization to triconnected graphs [34] .
Definition 1 (canonical ordering) Let Π = (P 0 , . . . , P s ) be a partition of V into paths and let P 0 = v 1 , v 2 , P s = v n such that v 2 , v 1 , v n is a path on the outer face of G in clockwise direction.
P k is called a singleton if |P k | = 1 and a chain otherwise.
A canonical ordering Π is refined to a canonical vertex ordering v 1 , . . . , v n by ordering the vertices in each P k , k > 0, according to their clockwise appearance on C k (see Figures 1(a)-1(c) ).
The following observations help build an intuitive understanding of canonical orderings. Each path P k encloses an interval of consecutive faces of G k adjacent to C k−1 on the outside of G k−1 . This interval consists of exactly one face if P k is a chain and of one or more faces if P k is a singleton. Iterative application of Condition 2 guarantees that for each z i ∈ P k there is a path to v n in G[V \ V k ] ∪ {z i }, i. e., a path not using a vertex in V k \ {z i }.
We summarize the above observations in Propositions 2 and 3 of Lemma 1. Propositions 4 and 5 of Lemma 1 are part of Kant's original definition.
Lemma 1 For k = 1, . . . , s − 1:
2. For each vertex z in P k there is a z-v n -path z = z k0 , . . . , z kp = v n where each z ki is in P ki and k i < k j for 0 ≤ i < j ≤ p. Especially:
3. (a) A singleton P k+1 and a path of C k bound some faces or (b) a chain P k+1 and a path of C k bound one face.
4. G k is biconnected.
5. If v, w is a separation pair of G k , then both are on C k .
Proof:
The properties are directly implied by the fact that G is triconnected and by the definition of a canonical ordering.
Remark 1 Two incident faces of a triconnected planar graph share one vertex or one edge. Especially, no face has a chord.
Leftmost Canonical Ordering
In general, a canonical ordering of (G, v 1 ) is not uniquely defined. Therefore, Kant [34] introduced a leftmost and rightmost canonical ordering of (G, v 1 ). Let P 0 , . . . , P k be a sequence of paths that can be extended to a canonical ordering of G. A path P of G is a feasible candidate for the step k +1 if also P 0 , . . . , P k , P can be extended to a canonical ordering. Let v 1 = c 1 , c 2 , . . . , c q = v 2 be the vertices from left to right on C k . Let c be the neighbor of P on C k such that is as small as possible and let c r be the neighbor of P on C k such that r is as large as possible. We call c the left neighbor and c r the right neighbor of P .
Definition 2 (leftmost canonical ordering)
A canonical ordering P 0 , . . . , P s is called leftmost (rightmost) if for k = 0, . . . , s − 1 the following is true. Let c be the left neighbor of P k+1 and let P k , k + 1 ≤ k ≤ s, be a feasible candidate for the step k + 1 with left neighbor c . Then either (1) ≤ ( ≥ ) or (2) there is an edge between P k+1 and P k (see Figure 1(b) ).
Note that once a canonical ordering is known a simple linear-time algorithm can be used to rearrange its paths so that it becomes leftmost [34] . Also note that Kant did not use Condition 2 of a leftmost canonical ordering in his definition, however, he used it in his reordering algorithm. More precisely, let P 0 , . . . , P s be a canonical ordering of (G, v 1 ) and let e = {u 1 , u 2 } be an edge of G such that there are k 1 < k 2 with u i ∈ P ki , i = 1, 2. Then e is an outgoing edge of u 1 and an incoming edge of u 2 .
Kant [34] required that a leftmost canonical ordering may be constructed by reordering a given canonical ordering only if the incoming and outgoing edges are maintained.
While leftmost canonical orderings are particularly useful for many applications, we stress that the rearrangement is applicable to any canonical ordering and that a leftmost canonical ordering is only unique with respect to a given partition.
Leftist Canonical Ordering
In the leftist canonical ordering we add in each step the leftmost possible path where the choice is not only within an already given partition.
Definition 3 (leftist canonical ordering) A canonical ordering P 0 , . . . , P s is called leftist (rightist) if for k = 0, . . . , s − 1 the following is true. Let c be the left neighbor of P k+1 and let P be a feasible candidate for the step k + 1 with left neighbor c . Then ≤ ( ≥ ) (see Figures 1(c) and 1(a) ).
Note that a feasible candidate for the step k + 1 needs not to be a feasible candidate for the step k + 2 anymore. Also note that the leftist canonical ordering is unique irrespective of a given partition and it is a leftmost canonical ordering. A similar concept related to Schnyder labelings without clockwise cycles was defined for triangulated graphs in [7] . Now, our goal is not only to simplify the computation of an initial canonical ordering but also to compute the leftist canonical ordering of (G, v 1 ).
New Algorithm
Starting from P 0 = v 1 , v 2 , we build the canonical ordering by adding P 1 , . . . , P s in this order. In step k + 1, the "belt" around G k , i. e., the sequence of vertices not in G k that lie on faces of G incident to G k is considered. Then, a candidate not causing any "self-intersection" within the belt is chosen. Before we give the details, we start with a recursive definition of which paths will be considered in the step k + 1. Definition 4 (cut faces and locally feasible candidates) P 0 = v 1 , v 2 is a locally feasible candidate. Let P 0 , . . . , P k be a sequence of locally feasible candidates and V k , G k , and C k as in Definition 1. A cut face f of G k is an inner face of G that is incident to some vertex on C k but is not a face of G k . Let P f be the clockwise sequence of vertices incident to f that are not in V k . If f is incident to an edge on C k , then f is called a candidate face and P f is called a candidate for the step k + 1. A candidate face f and the candidate P f are locally feasible for the step k + 1 if
is connected, and 3. P f is a singleton or the degree of each vertex of
In the remainder of this section, we will see that the locally feasible candidates are exactly the feasible candidates. We start with the following lemma which is a direct consequence of Definitions 1 and 4 and the triconnectivity of G.
Lemma 2
1. A canonical ordering is a sequence of locally feasible candidates.
2. If a sequence of locally feasible candidates partitions the whole vertex set of a triconnected graph, it is a canonical ordering.
Proof:
1. It follows directly from Definition 1 and Lemma 1(2a) that each canonical ordering is a sequence of locally feasible candidates.
2. Let P 0 , . . . , P s be a sequence of locally feasible candidates partitioning the whole vertex set of a triconnected graph G = (V, E). We show by induction on k = 0, . . . , s that P k fulfills the condition of a canonical ordering. P 0 = v 1 , v 2 and v n is in P s . By triconnectivity and Condition 3 of a locally feasible candidate, P s consists only of v n .
Let now 0 < k < s. Since P k+1 is a candidate and the outer face of G k had been a simple cycle by the inductive hypothesis, it follows that the outer face of G k+1 is a simple cycle. Condition 3 of a locally feasible candidate corresponds to Condition 3 of a canonical ordering.
By triconnectivity of G, each vertex has at least degree 3. Hence, if P k+1 is a chain, each vertex of P k+1 is connected to V \ V k+1 . By the connectivity of G[V \ V k ], a singleton has to be connected to some vertex in
In what follows, we consider the vertices on C k to be from left to right between v 1 and v 2 . Accordingly, we also consider the cut faces from left to right: A cut edge of G k is an edge of G that is incident to one vertex in V k and one vertex in V \ V k . Let f and f be two cut faces. Let c and c , respectively, be the leftmost vertices on C k that are incident to f and f , respectively. We say that f is to the left of f if c is to the left of c on C k or if c = c , then the cut edges of f are to the left of the cut edges of f in the incidence list of c.
. . , v p be the bound of the inner face incident to
Let f be the leftmost locally feasible candidate face
Corollary 1 If Algorithm 1 terminates, it computes the leftist canonical ordering of a triconnected planar graph.
Before we prove that in each step there exists a locally feasible candidate face, we describe locally feasible candidates in terms of "self-intersection" of the belt. Let P 0 , . . . , P k be a sequence of locally feasible candidates. The belt of G k is the sequence of vertices not in G k that are incident to the cut faces of G k from left to right. I. e., let f 1 , . . . , f t be the cut faces of G k ordered from left to right. Let P f0 be the vertices in V \ V k that are incident to the outer face in counterclockwise order. Then, the concatenation of P f1 , . . . , P ft and P f0 is the belt of G k . Consider Figure 2 . Then, P 2 = 6, 7 , P 3 = 8 , and the belt of G 3 is 15, 14|14|14, 15, 13, 12|12, 10|10, 11, 9|9|9, 11, 13|13, 15|15. • singular if v occurs more than twice in the belt of G k and its occurrence is consecutive, and
• a stopper if it is forbidden or singular.
In the above example, 15, 13, and 11 are forbidden vertices and 14 and 9 are singular vertices. Note that v n is always the first and last vertex of the belt. Hence, it remains forbidden until the end. It will turn out that the locally feasible candidates are those that do not contain a stopper or that are singular singletons.
Lemma 3 Let P 0 , . . . , P k be a sequence of locally feasible candidates. Let f be a candidate face for the step k + 1 and let P = P f .
1. If a vertex v of P is adjacent to more than two vertices in V k ∪ P , then v occurs more than twice in the belt.
is not connected, then P contains a forbidden vertex.
3. If a vertex v of P is singular, then v is a locally feasible singleton.
is not connected or P contains another vertex with more than two neighbors in V k ∪ P .
1. First, assume v = v n . Let e be an edge incident to v and a vertex in V k ∪P that is not incident to f . By Remark 1, edge e is a cut edge and hence incident to two cut faces. Thus, v is incident to at least three cut faces. If v = v n , then v is the first and the last vertex of the belt and occurs also in f in the belt.
2. Let W be the set of vertices in a connected component of the graph induced by V \ (V k ∪ P ) and not containing v n . Since V \ V k was connected, W is adjacent to P and there is a path from P to v n not intersecting W . By the triconnectivity of G, there is an edge between W and the part of C k not contained in f . Further, there is at least a third vertex on C k ∪ P adjacent to W . Let w be the rightmost vertex on C k ∪ P that is adjacent to W and let v be the leftmost such vertex. Assume that w is on C k . Then v is on P . Consider the face f containing v and w. Then, the belt contains some vertices of W between the occurrences of v for the belt faces f and f (see Figure 3 (a)).
3. If v is singular, then it is a candidate. By Proposition 2,
4. Since v is forbidden, there is a cut face f containing v and a cut face h between f and f such that P h contains a vertex w = v. If w is not incident to f , then w and v n are in two connected components of Figure 3 (b)). So assume now that for all faces h between f and f the path P h contains only vertices incident to f . Among these faces let h be the face that is next to f . By Remark 1, P h consists of one vertex w = v and w is singular (see Figure 3 (c)).
Corollary 2
1. A candidate that is a chain is locally feasible if and only if it does not contain any stopper.
A vertex of the belt is a locally feasible singleton if and only if it is singular.
For example, the locally feasible candidates for the step k + 1 = 4 in Figure 2 are 14 , 12, 10 , and 9 .
Theorem 1 Algorithm 1 computes the leftist canonical ordering of a triconnected planar graph.
Proof: By Lemma 1, it remains to show that in each step of the algorithm there is a locally feasible candidate. By Corollary 2(2), if there are any singular vertices, we have a locally feasible candidate. So, assume now we do not have any singular vertices. By Corollary 2, we have to show that there is a candidate that does not contain any forbidden vertex. Let f be a candidate face and let P = P f . Assume that P contains a forbidden vertex v. Let f be a cut face containing v such that the belt contains a vertex other than v between the occurrence of v in P f and the occurrence of v in P f . Let f, h 1 , . . . , h t , f be the sequence of cut faces between f and f . We show by induction on the number of forbidden vertices in P h1 , . . . , P ht that there is a locally feasible candidate among P h1 , . . . , P ht .
By the choice of f and by triconnectivity of G, there is at least one i = 1, . . . , t such that P hi is a candidate that does not contain v. If v is the only forbidden vertex in P h1 , . . . , P ht , then P hi is locally feasible.
If P hi contains a forbidden vertex w (recall that by our assumption there are no singular vertices), there is a cut face h = h i among f, h 1 , . . . , h t , f incident to w such that the belt contains a vertex other than w between the occurrence of w in P hi and in P h . The cut faces between h and h i do not contain v. Hence, by the induction hypothesis, one of them is a locally feasible candidate.
is not connected or (c) there is a singular vertex w.
Linear-Time Implementation
We will maintain a list Belt that represents the cut faces from left to right. For a simpler implementation, Belt contains lists of edges rather than one list of vertices and each cut face f is represented by a belt item which is a pair consisting of
• a list Chain of f 's incident edges not in G k in clockwise order and
• the rightmost stopper of P f (if any).
We traverse the list Belt using a pointer candidate.
To decide whether a vertex is a stopper, we maintain two counters. Let cutFaces(v) be the number of cut faces and cutEdges(v) the number of cut edges to which v is incident. In order to make the following lemma true also for v n , we will count the outer face twice in cutFaces(v n ). Proof: A vertex occurs once for each cut face it is incident to in the belt. Two occurrences of a vertex v in the belt are consecutive if and only if the corresponding cut faces share a cut edge incident to v. So, all occurrences of v in the belt are consecutive if and only if v is only incident to one more cut face than to cut edges.
Algorithm 2: Leftist Canonical Ordering
Input : G = (V, E) planar embedded triconnected undirected graph v 1 ∈ V on the outer face Output: leftist canonical ordering P 0 , . . . , P s of (G, v 1 ) canonicalOrdering replace each {v, w} ∈ E by (v, w) and (w, v) v n ← clockwise neighbor of v 1 on outer face v 2 ← counterclockwise neighbor of v 1 on outer face
The algorithm canonicalOrdering (see Algorithm 2) now works as follows (for a detailed illustration see Figure 6 ). We start with a copy of G in which each In general, each iteration in Algorithm 2 consists of three steps: (1) We choose the new leftmost locally feasible candidate P k , (2) we find the new cut faces incident to P k , and (3) we replace P k by its incident cut faces in the belt and update its neighbors (see Figure 1(c) 
list Chain is finally appended to the list Extension that stores all new belt items incident to candidate.Chain. See Algorithm 5.
updateBelt We replace candidate (and all its copies if it was a singleton) by the new cut faces found by beltExtension. The last edge of the predecessor and the first edge of the successor of candidate are removed since they are now contained in G k . If the predecessor of candidate was not a candidate face before or it lost its stopper, then we go one step to the left in Belt and set candidate to its predecessor. See Algorithm 4.
Theorem 2 Algorithm 2 computes the leftist canonical ordering of a triconnected planar graph in linear time.
Proof:
Linear running time: In the algorithm beltExtension each edge is touched at most twice. In the algorithm leftmostFeasibleCandidate each candidate is scanned from right to left until the first stopper occurs. All the scanned edges will have been deleted from the list when the candidate will be scanned the next time. In total only 2m edges will be added to Belt.
Correctness: While scanning Belt from left to right, we always choose the leftmost locally feasible candidate: Assume that at step k + 1 we scan a face f and there are no locally feasible candidates to the left of f . The face f is omitted because it is not a candidate or it contains a stopper. None of the two properties changes if no direct neighbor in Belt had been added to G k . Hence, as long as f is not locally feasible, no face to the left of f has to be considered. Further, the number of incident cut faces or cut edges of a vertex never decreases. We show that a candidate can only become locally feasible after his rightmost stopper has become singular.
Let v be the rightmost stopper of P f and assume v is forbidden. Let f be the leftmost and f r be the rightmost cut face containing v. We can conclude from the proof of Theorem 1 that all occurrences of v between f and f are consecutive and that Algorithm 2 finds the locally feasible candidates between f and f r in the belt until the belt contains only v between f and f r . It follows that all occurrences of v in the belt are consecutive. Let now v be singular. Then, the only two incident cut faces f = f and f r of v would share a cut edge {v, w} that would not have been a cut edge before. Hence, w would have been a stopper of f to the right of v.
Note that the algorithm for computing the leftist canonical ordering can also be used to compute the rightist canonical ordering. In that case, we store for each cut face the leftmost stopper and we scan the belt from right to left.
Duality
In this section, we show that the leftist canonical ordering can also be found by choosing always the rightmost face or singleton in the algorithm of Kant [34] . We conclude that the dual of the leftist canonical ordering is the leftist canonical ordering of the dual graph.
Let v 2 , v 1 , v n be a path on the outer face of G in clockwise direction. Let Π = (P 0 , . . . , P k−1 ) with P 0 = v 1 , v 2 , P k−1 = v n or Π = (P k+1 , . . . , P s ) with v 1 , v 2 = P k+1 , P s = v n , respectively, be a sequence of paths of G that can be extended to a canonical ordering of (G, v 1 ). We say that P k is a feasible extension of Π if P 0 , . . . , P k or P k , . . . , P s , respectively, can also be extended to a canonical ordering of (G, v 1 ) . [34] proved that the path P k is a feasible extension for P k+1 , . . . , P s if and only if the following is true:
1. All vertices of P k are adjacent to some vertex in P k+1 , . . . , P s .
2. If P k is a chain, then all vertices of P k have degree 2 in G k .
G
An inner face of G k is called a separation face if its incidence with the outer face of G k is not only a single path.
Remark 2
The following two conditions are equivalent for a path P k on the outer face of G k , k ≥ 2:
2. (a) P k is not incident to a separation face and (b) P k is a singleton with degree greater than 2 or P k is a maximal sequence of vertices of degree 2 on the outer face of G k .
Definition 6 (upper rightist canonical ordering)
A canonical ordering P 0 , . . . , P s of (G, v 1 ) is called upper rightist if for k = s − 1, . . . , 0 the following is true. Let P = P k be a feasible extension of P k+1 , . . . , P s . Then, P is between v 1 and P k on the clockwise outer facial cycle C k around G k .
Theorem 3
The upper rightist canonical ordering of a triconnected plane graph with a fixed vertex on the outer face equals its leftist canonical ordering.
Proof: Let Π = (P 0 , . . . , P s ) be the upper rightist canonical ordering and let Π = (P 0 , . . . , P i−1 , P i , . . . , P s −1 , P s ) be the leftist canonical ordering of (G, v 1 ).
Assume that P i = P i . Then both, P i and P i are feasible extensions of P 0 , . . . , P i−1 and P i is to the left of P i on C i−1 . Hence, it is not possible that one of the two is contained in the other. Let v ∈ P i \ P i and v ∈ P i \ P i . Since P i is feasible, it follows that G[V \ (P 0 ∪ · · · ∪ P i−1 ∪ P i )] is connected. Thus, there is a path Q from v to v n that contains no vertices of P i or G i−1 .
Let i < j < s be such that v ∈ P j . Let w be the first vertex of Q not in G j and let w be the vertex that is immediately before w in Q. Then, w is to the right of v on the outer facial cycle C j of G j . Further, w is adjacent to the vertex w in P j+1 ∪ · · · ∪ P s .
Assume first that w is not incident to a separation face. If w has degree 2 in G j , let P be a maximal sequence of vertices of degree 2 in C j containing w. Otherwise, let P = w . In both cases P is a feasible extension of P j+1 , . . . , P s on the right of P j .
Assume now that w is incident to a separation face f . Consider the separator S of G j consisting of all the vertices that are incident to both, f and the outer face and consider the components of G j with respect to S. Then, there is one component that contains G i−1 and v . All other components have to be eliminated before w can become part of a feasible extension (see Figure 4) . Hence, all these components have to contain a feasible extension. But all these components are to the right of v . Thus, P j was not the rightmost feasible extension.
Let G * = (V * , E * ) be the dual graph of G. Let v * 1 be the dual vertex of the outer face of G and let v 1 be on the outer face of G * . Kant [33] mentioned that Figure 4 : Illustration of the proof of Theorem 3. The gray component has to be eliminated before w can become part of a feasible extension.
a leftmost canonical ordering of (G, v 1 ) induces a leftmost canonical ordering on (G * , v * 1 ). We rephrase Kant's construction and show that the result can be extended to the leftist canonical ordering. Note that a similar result holds for st-orderings [41] .
Let Π = (P 0 , . . . , P s ) be a canonical ordering of (G, v 1 ). Let E i be the set of edges of G i = G[P 0 ∪ · · · ∪ P i ], i = 0, . . . , s, and let E(P 0 ) = E 0 , E(P i ) = E i \ E i−1 , i = 1, . . . , s. I. e., E(P i ) consists of all edges that are incident to two vertices in P i and all cut edges of G i−1 that are incident to a vertex of P i .
Analogously, if Π * = (P * 0 , . . . , P * s ) is a partition of the set V * of faces of G, let E * i be the set of edges of 
Theorem 4 Let Π be a canonical ordering of (G, v 1 ).
1. A dual canonical ordering Π * of Π exists and is uniquely determined. It is a canonical ordering of (G * , v * 1 ). 2. Π is the leftist canonical ordering of (G, v 1 ) if and only if Π * is the leftist canonical ordering of (G * , v * 1 ). Proof: Let Π = (P 0 , . . . , P s ).
Let v *
n be the face of G bounded by P 0 and P 1 . Then P * s = v * n . By the definition of the dual canonical ordering,
n is a path on the outer face of G * in clockwise direction.
Again by the definition of a dual canonical ordering, it follows that the subgraph induced by P * 0 and P * 1 is the simple cycle bounding the face of G * in which v n is located. Hence, Conditions 1 and 3 of Definition 1 are fulfilled for k = 1. Condition 2 is fulfilled by the triconnectivity of G * .
Let C * k , k = 1, . . . , s, be the boundary of the outer face of G *
We will prove the following observation by induction on k while proving Theorem 4(1). The remark is certainly true for k = 1. Let now k = 2, . . . , s − 1 and let w * 1 , . . . , w * t be the faces bounded by P s−k+1 and C s−k in the order in which they occur around P s−k+1 . Then P * k = w * 1 , . . . , w * t . Since each vertex in P s−k+1 is adjacent to at least one vertex in P s−k+2 ∪ · · · ∪ P s , it follows that C * k is a simple cycle. Since each of these faces is incident to at least one edge in C s−k , it follows that w * i , i = 1, . . . , t, is adjacent to at least one vertex in P * k+1 ∪ · · · ∪ P * s . Assume now that P * k is a chain, i. e., that P s−k+1 is a singleton v with more than two neighbors in G s−k . See Figure 5 (b) for an illustration. Since C s−k is a simple cycle it follows that all vertices in P * k have degree 2 in G * k . Finally, the vertices of G inside C * k are exactly those that had been inside C * k−1 plus the vertices in P s−k+1 . Hence, Remark 3 is true for k. In this section, we discuss how the concept of leftist canonical orderings is related to Schnyder woods. Let G = (V, E) be again a planar and triconnected graph and v 2 , v 1 , v n a path on the outer face of G in clockwise direction and let G * be the dual graph of G.
Schnyder Woods and Canonical Orderings
Definition 8 (closure) The closure of (G, v 1 ) is the graph G ∞ that is obtained from G by adding a new vertex v ∞ to the outer face of G and the edges {v 1 , v ∞ }, {v 2 , v ∞ }, and {v n , v ∞ }.
For simplicity, we sometimes denote v 1 = a 1 , v 2 = a 2 , v n = a 3 and assume on the labels i = 1, 2, 3 a cyclic structure so that 3 + 1 = 1 and 1 − 1 = 3.
Definition 9 (Schnyder wood) A Schnyder wood of (G, v 1 ) is an orientation and labeling of the edges of the closure G ∞ of (G, v 1 ) with labels 1, 2, and 3 such that:
1. Every edge is oriented by one or two opposing directions. If an edge is bioriented, then the two directions have distinct labels.
2. The three edges {a i , v ∞ } are oriented towards v ∞ and labeled i, i = 1, 2, 3. 4. There is no interior face whose boundary is a directed cycle in one label.
See Figure 8 Let v ∈ V . By the previous lemma, we know that there are oriented paths T i (v), i = 1, 2, 3, from v to a i , in which all edges are labeled i. The following lemma states that any two of these paths are internally disjoint. Schnyder woods are closely related to α 0 -orientations [23] which we define next.
is constructed as follows:
1. Superimpose the closure G ∞ of (G, v 1 ) with its dual G * ∞ such that exactly every edge of G ∞ crosses with its dual edge of G * ∞ and insert edge-vertices at those crossings. Felsner [23] shows that the Schnyder woods of (G, v 1 ) are in bijection with the Schnyder woods of the dual graph (G * ∞ , v * 1 ), where v * 1 is the dual vertex of the face bounded by v 2 , v n , v ∞ , and with the α 0 -orientations of G × (see Figure 8(b) ). However, given only the orientations of a Schnyder wood of (G, v 1 ), the labels cannot be reconstructed from the underlying orientation [23] .
There exists a unique α 0 -orientation without clockwise cycles of the primal dual superimposition G × . This is the minimal α 0 -orientation, where the term minimal refers to the fact that the set of all α 0 -orientations of G × forms a distributive lattice [23] . An α 0 -orientation can be made minimal by iterative application of reversing clockwise cycles. A minimal Schnyder wood is a Schnyder wood that is associated with the minimal α 0 -orientation.
Di Battista et al. [16] construct a Schnyder wood from a canonical ordering. While the minimal Schnyder wood of a triangulated graph is the one associated with the leftist canonical ordering [7] , this observation does not hold for triconnected graphs any more. See Figure 8 . Moreover, the minimal Schnyder wood cannot always be reconstructed from a canonical ordering. See again Figure 8 . The graph has one canonical ordering and at least two different Schnyder woods.
Figure 8: Schnyder wood associated with the leftist canonical ordering (blue, green, red indicate labels 1, 2, 3, respectively); the corresponding α 0 -orientation contains a clockwise cycle.
Schnyder Woods and Path Partitions
Canonical orderings do not seem to be the right concept to construct a bijection to Schnyder woods since a graph can have more Schnyder woods than canonical orderings. Therefore, we generalize the definition of a canonical ordering to an ordered path partition and show that certain equivalence classes of ordered path partitions are in bijection with Schnyder woods. Further, we show that the leftist ordered path partition corresponds to the minimal Schnyder wood.
Definition 12 (ordered path partition) Let P 0 = v 1 , v 2 , let P s = v n , and let V k and C k be defined as in Definition 1. An ordered partition Π = (P 0 , . . . , P s ) of V into paths is called ordered path partition of (G, v 1 ) if for each k = 1, . . . , s − 1:
1. C k is a simple cycle.
2. Each vertex in P k has a neighbor in V \ V k .
3. Each vertex on C k has at most one neighbor on P k+1 .
An ordered path partition Π = (P 0 , . . . , P s ) of (G, v 1 ) induces an orientation on the edges of G that are not in the paths P 0 , . . . , P s . More precisely, let e = {u 1 , u 2 } be an edge of G such that there are k 1 < k 2 with u i ∈ P ki , i = 1, 2. Then, e is an outgoing edge of u 1 and an incoming edge of u 2 .
Definition 13 (equivalence of ordered path partitions)
Two ordered path partitions Π = (P 0 , . . . , P s ) and Π = (P 0 , . . . , P s ) are equivalent if and only if {P 0 , . . . , P s } = {P 0 , . . . , P s } as well as Π and Π induce the same orientation on the edges.
Theorem 5
There is a bijection between the equivalence classes of the ordered path partitions of (G, v 1 ) and the Schnyder woods of (G, v 1 ).
Proof: We show how to map equivalence classes of ordered path partitions to Schnyder woods and Schnyder woods to equivalence classes of ordered path partitions such that the composition of the two maps yields the identity.
From ordered path partitions to Schnyder woods. We extend the construction of Di Battista et al. [16] . Let Π = (P 0 , . . . , P s ) be an ordered path partition. Let (u, v) denote the directed edge from u to v and let label(u, v) = i indicate that (u, v) has label i. Orient the three edges label(a i , v ∞ ) = i, i = 1, 2, 3, and bi-orient label(a 1 , a 2 ) = 2 and label(a 2 , a 1 ) = 1. Let k = 1, . . . , s and let P k = z 1 , . . . , z p have left neighbor c and right neighbor c r . We label and orient the edges of P k and between P k and C k−1 as follows (see Figure 9 ):
Construction yields a Schnyder wood. If the end vertices of an edge e are in the paths P i and P j , i ≤ j, then e is oriented and labeled in step j. Therefore, Definition 9(1) is true since every edge is oriented exactly once with one or two opposing directions by construction. Definition 9(2) is obviously true.
Since every vertex is contained in exactly one path, every vertex has outdegree one in label 1 and 2. Let z be a vertex of P k , k < s, and let k be maximal such that z has a neighbor z in P k . Then, k > k. Therefore, z has an outgoing edge to z with label 3. Since z has at most one neighbor in P k , this is the only outgoing edge of z with label 3. Also, since k > k, the edge (z, z ) appears in the adjacency list of z in the clockwise sector between the outgoing edge with label 1 and the outgoing edge with label 2. By construction, the incoming edges with label 3 appear in the clockwise sector of the outgoing edges with label 2 and 1.
Assume that z has an incoming edge e = (ẑ, z) with label 1 that appears in the clockwise sector between the outgoing edges with label 1 and 3.
Since label(ẑ, z) = 1, it follows thatẑ is the leftmost vertex of a path Pk withk > k and that z is the left neighbor of Pk. Since Ck is a simple cycle and by the planarity of G the assumption implies that the outgoing edge of z with label 3 is an incoming edge of Pk to the right ofẑ. By Definition 12, z has at most one vertex on Pk. This is a contradiction. See Figure 9 . The same argumentation holds for the incoming edges with label 2. This completes Definition 9(3).
We show by induction that there is no cycle in one label (Definition 9(4)). This is for sure true for the first path P 0 = v 1 , v 2 . Assume that in G k−1 there is no cycle in one label and that P k is the next path. When adding P k , there does not exist a directed path in any label between two vertices on C k−1 using vertices of P k .
Independence of representatives. All representatives have the same paths. Also, two ordered path partitions are only equivalent if they induce the same orientation and, therefore, induce the same Schnyder wood.
From Schnyder woods to ordered path partitions. Let a Schnyder wood of (G, v 1 ) be given. A path P = z 1 , . . . , z p of G is a 1-2 labeled path if the edges {z i , z i+1 }, i = 1, . . . , p − 1, are oriented from z i to z i+1 with label 2, and from z i+1 to z i with label 1. We define a partial ordering ≺ on the partition of V into maximal 1-2 labeled paths. Let e be an edge between two maximal 1-2 labeled paths P and P . Then P ≺ P if
1. e is oriented from P to P and labeled 3 or 2. e is oriented from P to P and labeled 1 or 2.
We will show that the transitive closure of these two conditions indeed yields a partial ordering. We will then show that the set of all linear extensions Π = (P 0 , . . . , P s ) of this partial ordering ≺ defines an equivalence class of ordered path partitions. This will be the image of the given Schnyder wood.
≺ is acyclic Assume that there is a sequence Q 0 ≺ · · · ≺ Q k = Q 0 of ascending maximal 1-2 colored paths such that the first and the last element is the same. Then there is a cycle C = z 0 , . . . , z p , p > 2, in G such that the edges {z i , z i+1 }, i = 0, . . . , p − 1, are oriented from z i to z i+1 and labeled 3 or oriented from z i+1 to z i and labeled 1 or 2. Note that some edges of C may also be bioriented. Especially, C may contain edges of the 1-2 labeled paths. However, this contradicts Lemma 5(2). Π = (P 0 , . . . , P s ) is an ordered path partition. v 1 , v 2 is a maximal 1-2 labeled path. From each vertex there is an oriented path labeled 1 to v 1 . Hence, P 0 = v 1 , v 2 . All edges incident to v n are labeled 3. Hence, v n is a maximal 1-2 labeled path. From each vertex there is an oriented path labeled 3 to v n . Hence, P s = v n .
Next, we prove by induction that C k , k = 1, . . . , s−1, is a simple cycle and that C k , k = 0, consists of a single edge. This claim is true for k = 0. Let now k > 0, let i = 1, 2, and let c i be the vertex not in P k that is incident to the edge labeled i and oriented away from P k . By the definition of ≺, we have c 1 , c 2 ∈ V k−1 . Again by the definition of ≺, the paths T 3 (u), u on P k may not intersect C k−1 . Hence, P k is contained in the exterior of C k−1 and, thus, c 1 , c 2 are on C k−1 . By Lemma 6, it follows that c 1 = c 2 .
Hence, P k has at least two neighbors on C k−1 . Thus, C k is a simple cycle.
Let now k = 1, . . . , s − 1 and let u be a vertex of P k . Then, there is an edge labeled 3 and oriented away from u. This edge is incident to a vertex of V \ V k .
From the definition of Schnyder woods and of ≺ it follows that among the edges between C k−1 and P k there are exactly two that are oriented towards C k−1 -one with label 1 and one with label 2. All other edges are labeled 3 and oriented towards P k . Assume now that there is a vertex c on C k−1 that has two neighbors u, u in P k . The edges {c, u}, {c, u } cannot both be labeled 3. Otherwise, c had two outgoing edges with the same label. By Lemma 6, {c, u}, {c, u } cannot be labeled 1 and 2, respectively. So assume that {c, u} is labeled 1 and that {c, u } is labeled 3. Consider the cycle C bounded by {c, u}, {c, u } and a part of P k . By Definition 9(3) there have to be vertices x i , i = 1, 2, in the interior of C such that the edges {c, x i } are oriented towards x i and labeled i. Now, we have on one hand x i ∈ V k−1 . On the other hand, the simple cycle C k−1 cannot bound a region that contains c, x 1 , x 2 , v 1 , and v 2 , but does not intersect P k . The case in which {c, u} is labeled 2 is symmetric.
It is easy to see that the two constructions are inverse to each other. Definition 14 (leftist ordered path partition) An ordered path partition P 0 , . . . , P s is called leftist if for k = 0, . . . , s − 1 and an ordered path partition P 0 , . . . , P s with P i = P i , i = 0, . . . , k, the following is true. Let c (c r ) be the left (right) neighbor of P k+1 and c (c r ) be the left (right) neighbor of P k+1 . Then, ≤ and r ≤ r .
Note that and r in the above definition can be simultaneously minimized. Assume that P k+1 is contained in P k+1 with < and r < r. Let z 1 be the neighbor of c in P k+1 and z p the neighbor of c r in P k+1 . Then, the subpath P = z 1 , . . . , z p of P k+1 fulfills the properties of Definition 12, has the same left neighbor as P k+1 , and a right neighbor that is to the left of c r . Moreover, analogously to canonical orderings, a sequence P 0 , . . . , P i of paths can be extended to an ordered path partition if and only if P 0 , . . . , P i fulfill the properties of Definition 12 and G[V \ (P 0 ∪ · · · ∪ P i )] is connected. The latter is fulfilled for P since P is a subpath of P k+1 , G[V \ (P 0 ∪ · · · ∪ P k+1 )] is connected, and each vertex of P k+1 is adjacent to a vertex of G[V \ (P 0 ∪ · · · ∪ P k+1 )].
We now show that the leftist ordered path partition corresponds to the minimal Schnyder wood. The algorithm of Fusy et al. [25] to compute the minimal element of an α 0 -orientation reuses the idea of the algorithm of Kant [34] . Let G k and C k be as in Definition 1. A vertex v on C k is eligible if 1. it is incident to at least one edge in G[V \ V k ] and 2. it is not incident to a separation face.
Fusy et al. [25] iteratively eliminate the rightmost eligible vertex and its incident faces from the outer face of G × until the graph is shrunk to the edge {v 1 , v 2 }. The vertices v 1 and v 2 are considered to be blocked until only the edge {v 1 , v 2 } is left. Let v be the rightmost eligible vertex that is eliminated in step s − k + 1. Let P k be the path that consists of v and a maximal chain of vertices with degree two on C k to the left of v. Then, P k is the next path that is eliminated and Π = (P 0 , . . . , P s ) is the corresponding ordered path partition. It follows that Π is the upper rightist ordered path partition in the following sense:
Definition 15 (upper rightist ordered path partition) An ordered path partition P 0 , . . . , P s of (G, v 1 ) is called upper rightist if for k = 1, . . . , s and an ordered path partition P 0 , . . . , P s with P s−i = P s −i , i = 0, . . . , k − 1, the following is true. Let P s−k = z 1 , . . . , z p and let P s −k = z 1 , . . . , z p , then z 1 is between v 1 and z 1 , and z p is between v 1 and z p on the clockwise outer facial cycle C s−k around G s−k .
Theorem 6
The leftist ordered path partition corresponds to the minimal Schnyder wood.
Proof: It remains to show that the upper rightist ordered path partition equals the leftist ordered path partition. Let Π = (P 0 , . . . , P s ) be the upper rightist ordered path partition, let Π = (P 0 , . . . , P i−1 , P i , . . . , P s −1 , P s ) be the leftist ordered path partition of (G, v 1 ), and assume P i = P i .
If P i is contained in P i or P i is contained in P i , then P i does not fulfill the requirements of a leftist ordered path partition. Otherwise, the argumentation is the same as in Theorem 3.
We adapt Algorithm 2 such that it computes the leftist ordered path partition in the following way. Replace line Proof: The running time of Algorithm 2 is not affected by the changes. The difference to a canonical ordering is that a path of the leftist ordered path partition can be a chain with an attached singleton to the right. This path would be split into a singleton and a chain in a canonical ordering.
The modifications in lines 1 and 2 in Algorithm 3 guarantee that the algorithm does not skip a candidate if it contains a singular vertex. Since we process the candidate faces from left to right and the vertices in a face from right to left, only the rightmost vertex of a path in a leftist ordered path partition can be singular. If a vertex is forbidden, the algorithm goes to the next face.
If the rightmost vertex of a path is singular, all neighboring items are still removed from the belt (if -loop in Algorithm 4).
