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Abstract. In this paper we prove the existence of global classical solutions to
continuous coagulation–fragmentation equations with unbounded coefficients
under the sole assumption that the coagulation rate is dominated by a power
of the fragmentation rate, thus improving upon a number of recent results by
not requiring any polynomial growth bound for either rate. This is achieved by
proving a new result on the analyticity of the fragmentation semigroup and then
using its regularizing properties to prove the local and then, under a stronger
assumption, the global classical solvability of the coagulation–fragmentation
equation considered as a semilinear perturbation of the linear fragmentation
equation. Furthermore, we show that weak solutions of the coagulation–
fragmentation equation, obtained by the weak compactness method, coincide
with the classical local in time solutions provided the latter exist.
1. Introduction. Coagulation equations, introduced by Smoluchowski [22, 23] in
the discrete case and in [21] in the continuous one, and extended in [9, 12, 20, 19, 26]
to include the reverse fragmentation processes, have proved crucial in numerous
applications, ranging from polymerization, aerosol formation, animal groupings,
phytoplankton dynamics, to rock crushing and planetesimals formation, see a survey
in [5, Vol. I] and, as such, they have been extensively studied in engineering, physical
and mathematical sciences. We note that coagulation–fragmentation processes can
be studied also in a probabilistic setting, see e.g. [11], but in this paper we shall
focus on the deterministic approach that yields the following kinetic type continuous
coagulation–fragmentation equation
∂tf(t, x) = Cf(t, x) + Ff(t, x) , (t, x) ∈ R
2
+, (1a)
with the initial condition
f(0, x) = f in(x) , x ∈ R+, (1b)
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where the coagulation operator C and the fragmentation operator F operators are,
respectively, given by
Cf(x) =
1
2
∫ x
0
k(x− y, y)f(x− y)f(y) dy −
∫ ∞
0
k(x, y)f(y)f(x) dy (2)
and
Ff(x) = Af(x) + Bf(x) = −a(x)f(x) +
∫ ∞
x
a(y)b(x, y)f(y) dy, (3)
for x ∈ R+. In (1), (2) and (3), f is the density of particles of mass x, the coagulation
kernel k is a nonnegative and measurable symmetric function defined on R2+, the
overall fragmentation rate a is a nonnegative measurable function on R+ satisfying
a ∈ L∞,loc([0,∞)). (4)
The daughter distribution function b, sometimes referred to as the fragmentation
kernel, is a nonnegative and measurable function such that for a.e. y > 0,∫ y
0
xb(x, y) dx = y and b(x, y) = 0 for a.e. x > y. (5)
We recall that the first condition in (5) ensures that there is no loss of matter during
fragmentation events.
Typically, the analysis of the coagulation–fragmentation equations is done in the
spaces X0 := L1(R+, dx) and X1 := L1(R+, dx) since the norm of a nonnegative f
in X0,
‖f‖[0] =
∞∫
0
f(x)dx,
gives the total number of particles in the system, while
‖f‖[1] =
∞∫
0
f(x)xdx
gives its total mass. It follows that by introducing some control on the evolution
of large particles we can improve the properties of the involved equations. The
easiest way to introduce such a control is to consider the problem in the spaces
Xm := L1(R+, x
mdx) and X0,m := L1(R+, (1 + x
m)dx); the natural norms in
these spaces will be denoted by ‖ · ‖[m] and ‖ · ‖[0,m]. To shorten notation, we use
the abbreviation wm(x) = 1 + x
m.
In its full generality, (1) is a nonlinear, nonlocal integro-differential equation with
unbounded coefficients and hence its solvability presents a wide array of challenges.
Early attempts, whose survey can be found in [5], mostly focused on finding partic-
ular solutions to (1), often by quite ingenious methods. Systematic mathematical
studies of (1) date back to the 1980s and two main (deterministic) ways to approach
have emerged. In the so called weak compactness method, used originally in e.g.
[3] for the discrete version of the problem and in [24] for the continuous one (see
also [16] for a more comprehensive approach), the equation is first truncated to
yield a more tractable family of problems approximating (1). Then it is shown that
the solutions to the truncated problems form a weakly compact family of functions
from which one can select a subsequence converging in a suitable topology to a
solution of an appropriate weak formulation of (1). The other method, which can
be termed the operator one, was initiated in [1], and, roughly speaking, consists
in considering the coagulation part as a perturbation of the linear fragmentation
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part. Then the theory of semigroups of operators is used to first obtain the (linear)
fragmentation semigroup and hence solve (1) by an appropriate fixed point tech-
nique. Each method has its advantages and disadvantages that make them suitable
for different scenarios and thus they have been developed to large extent indepen-
dently of each other. The weak compactness approach mostly uses the properties
of the coagulation part and can deliver the existence of a solution for a large class
of coagulation kernels but then the fragmentation part must somehow match the
coagulation term; also other properties, such as mass conservation, regularity, or
uniqueness of solutions, have to be proved independently under much more strin-
gent assumptions. On the other hand, the operator method provides the existence
of unique, mass conserving and classical solutions but, while being able to deal with
even very singular fragmentation processes, its applications to the full problem (1)
for a long time were restricted to bounded coagulation kernels. This has changed
in the recent few years with the realization that the fragmentation semigroup is
analytic for a large class of fragmentation rates a and the daughter distribution
functions b. This, in turn, allowed for proving the classical solvability of (1) even if
the coagulation rate k is unbounded as long as it is dominated in a suitable sense by
the fragmentation rate a, see [7, 8] and [5, Section 8.1.2]. The proofs use interpo-
lation spaces between X0,m and the domain of the generator of the fragmentation
semigroup in this space.
The main aim of this paper is twofold. First, we extend the results of [5, 7]
by removing the assumption that the fragmentation rate is of polynomial growth.
This requires a new proof of the analyticity of the fragmentation semigroup that
this time is based on the Miyadera-Voigt perturbation theorem, see e.g. [27] or [14,
Corollary III.3.16], with the help of [4, Lemma 4.15]. It turns out that the local in
time solvability of (1) remains the same as in [7], but the global one requires some
new moment estimates: for the zeroth moment we adapt the ideas present in [16, 25]
(see also [5, Lemma 8.2.27]), while for the estimates in the interpolation spaces we
use the Henry-Gronwall inequality as in [6]. We emphasize that, in contrast to e.g.
[13, 15, 16], we do not require any polynomial estimates on the coagulation kernel, or
on the fragmentation rate; also we allow the expected number of daughter particles
to be unbounded for large size of the parent particle. Second, we show that if the
coefficients of (1) satisfy the assumptions of the local existence theorem, then the
solutions to the truncated problems, constructed in e.g. [16] as the approximations
to a weak solution to (1) in the weak compactness method, converge strongly to
the classical solution of (1) on its maximal interval of existence, confirming thus
the fact, not entirely surprising, that both methods agree with each other whenever
they are both applicable.
Acknowledgement. The author is grateful to Prof. Mustapha Mokhtar-
Kharroubi for the suggestions concerning the application of the Miyadera theorem
to the problem and to Dr. S. Shindin, whose ideas for the estimates in the discrete
case have helped to develop their counterparts in the continuous case.
2. Analytic fragmentation semigroup. Let X , Y be Banach spaces. The space
of bounded linear operators from X into Y will be denoted by L(X,Y ), shortened
to L(X) if X = Y . If an operator O generates a C0-semigroup, this semigroup will
be denoted by (GO(t))t≥0.
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For m ≥ 0 we introduce
nm(y) =
y∫
0
b(x, y)xmdx, (6)
Nm(y) = y
m − nm(y); (7)
then we have the inequalities, [5, Eqn. (2.3.16)],
Nm(y) > 0, m > 1, N1(y) = 0, Nm(y) < 0, 0 ≤ m < 1. (8)
First, let us assume m ≥ 1. We define Amf := −af on
D(Am) = {f ∈ Xm : af ∈ Xm}
and, using the definition (3) of B, by (6) we easily get
‖Bf‖[m] =
∞∫
0
a(y)nm(y)f(y)dy <∞, f ∈ D(Am)+. (9)
Hence, we can define Bm = B|D(Am).
Moving to X0,m we need to introduce some control on the number of particles
produced in fragmentation events. Hence, besides (4) and (5), we assume that there
is l ≥ 0 and b0 ∈ R+ such that for any x ∈ R+
n0(x) =
x∫
0
b(y, x)dy ≤ b0(1 + x
l). (10)
Similarly to Am, for any m ≥ 1 we define A0,mf := −af on
D(A0,m) = {f ∈ X0,m : af ∈ X0,m}.
Defining B0,m is, however, slightly more involved.
Lemma 2.1. If 0 ≤ f ∈ D(A0,m) with m ≥ l, then
‖Bf‖[0,m] =
∞∫
0
a(y)(nm(y) + n0(y))f(y)dy <∞. (11)
Proof. Let f ∈ D(A0,m)+. By (9), it suffices to estimate
∞∫
0
 ∞∫
x
a(y)b(x, y)f(y)dy
dx = ∞∫
0
a(y)f(y)
 y∫
0
b(x, y)dx
 dy
=
∞∫
0
a(y)n0(y)f(y)dy ≤ b0
∞∫
0
a(y)(1 + yl)f(y)dy ≤ 2b0
∞∫
0
a(y)wm(y)f(y)dy <∞,
where we used the estimate
1 + yl ≤ 2(1 + ym), (12)
if m ≥ l. Hence, we can define B0,m = B|D(A0,m) provided m ≥ l.
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Theorem 2.2. Let a, b satisfy (4), (5) and (10). Let further for some m0 > 1
lim inf
y→∞
Nm0(y)
ym0
> 0. (13)
Then
1. (13) holds for all m > 1;
2. F0,m := A0,m+B0,m is the generator of a positive analytic semigroup (GF0,m(t))t≥0,
on X0,m for any m > max{1, l}.
Proof. 1. This result in the discrete case is due to [6]. Let y ≥ 1 and m0 > 1. It is
easy to see that (13) is equivalent to the existence of a constant δm0 > 0 such that
infy≥1Nm0/y
m0 ≥ δm0 . We have
d
dm
Nm(y)
ym
= −
1
ym
y∫
0
b(x, y)xm ln
(
x
y
)
dx > 0
and
d2
dm2
Nm(y)
ym
= −
1
ym
y∫
0
b(x, y)xm ln2
(
x
y
)
dx < 0,
where the differentiation under the sign of the integral is justified as xm−1(lnx)i,
i = 1, 2, is bounded due to m > 1. Hence, if
Nm0(y)
ym0 > δm0 for some δm0 > 0 and
some m0 > 1, then
Nm(y)
ym > δm0 for any m > m0. Further, the inequality for the
second derivative shows that m 7→ Nm(y)ym is concave; that is, since
N1(y)
y = 0, for
m ∈ (1,m0] and y ≥ 1 we obtain
Nm(y)
ym
≥
Nm0(y)
ym0(m0 − 1)
(m− 1) ≥
δm0(m− 1)
m0 − 1
,
which gives (13) in the interval (1,m0].
2. To prove the generation result, we use the Miyadera–Voigt theorem, see [14,
Corollary III.3.16] and [4, Lemma 4.15]. For this we observe that (13) and the
positivity of m− l imply that there is r > 0 such that for x ≥ r we have
nm(x)
xm
≤ c′ < 1,
b0(1 + x
l)
1 + xm
≤
1− c′
4
, (14)
see (10). Furthermore, by (10), there is an ζ > 0 such that
ess sup
0≤x≤r
a(x)b0(1 + x
l)
a(x) + ζ
≤
1− c′
4
. (15)
Consider the operator (A0,m − ζI,D(A0,m). Then for f ∈ D(A0,m)+ we have∫ δ
0
‖B0,mGA0,m−ζI(t)f‖[0,m]dt
=
∫ δ
0
(∫ ∞
0
(1 + xm)
(∫ ∞
x
a(y)b(x, y)e−(a(y)+ζ)tf(y)dy
)
dx
)
dt
≤
∫ ∞
0
(1 + xm)
(∫ ∞
x
a(y)b(x, y)
a(y) + ζ
f(y)dy
)
dx
=
∫ ∞
0
a(y)f(y)
a(y) + ζ
(∫ y
0
(1 + xm)b(x, y)dx
)
dy = I1 + I2,
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where, by (6), (10), (15) and the monotonicity of x 7→ 1 + xm,
I1 :=
∫ r
0
a(y)f(y)
a(y) + ζ
(∫ y
0
(1 + xm)b(x, y)dx
)
dy ≤
∫ r
0
a(y)(1 + ym)n0(y)
a(y) + ζ
f(y)dy
≤ b0
∫ r
0
a(y)(1 + yl)(1 + ym)
a(y) + ζ
f(y)dy ≤
1− c′
4
‖f‖[0,m]
and, by (14) and (12),
I2 :=
∫ ∞
r
a(y)f(y)
a(y) + ζ
(∫ y
0
(1 + xm)b(x, y)dx
)
dy
≤
∫ ∞
r
a(y)n0(y)f(y)
a(y) + ζ
dy +
∫ ∞
r
a(y)nm(y)f(y)
a(y) + ζ
dy
≤ ‖f‖[0,m]
(
ess sup
y≥r
a(y)b0(1 + y
l)
(1 + ym)(a(y) + ζ)
+ c′
)
≤
3c′ + 1
4
‖f‖[0,m].
Hence ∫ δ
0
‖B0,mGA0,m−ζI(t)f‖[0,m]dt ≤ I1 + I2 ≤ γ‖f‖[0,m]
with γ = (c′ + 1)/2 < 1. Therefore B0,m is a Miyadera perturbation of A0,m − ζI,
and hence of A0,m, see [4, Lemma 4.15]. Using [14, Exercise III.3.17(1)] and Arendt–
Rhandi theorem, [2], we conclude that F0,m = A0,m + B0,m is the generator of an
analytic positive semigroup.
3. Local solvability. As mentioned in the introduction, the local in time solv-
ability of (1) can be proved exactly as in [7], see also [5, Theorem 8.1.2.1]. Certain
notation and intermediate estimates will be, however, used in the proof of the global
existence and thus are recalled below.
We assume that a and b satisfy (4), (5), (10) and (13). Hence the fragmentation
operator (F0,m, D(A0,m)) = (A0,m+B0,m, D(A0,m)) is the generator of an analytic
positive semigroup on X0,m whenever m > max{1, l}. The coagulation kernel k is
assumed to be a measurable symmetric function such that, for some K > 0 and
0 < α < 1,
0 ≤ k(x, y) ≤ K(1 + a(x))α(1 + a(y))α, (x, y) ∈ R2+. (16)
This assumption is sufficient for the local-in-time solvability of (1). However, to
prove that the solutions are global in time we need to strengthen (16) to
0 ≤ k(x, y) ≤ K
(
(1 + a(x))α + (1 + a(y))α
)
, (x, y) ∈ R2+, (17)
again for K > 0 and 0 < α < 1. Thus, using the linear operators A0,m and B0,m,
and the nonlinear operator C0,m, defined via (2) but now only for f in the maximal
domain
D(C0,m) := {f ∈ X0,m : Cf ∈ X0,m},
the initial-value problem (1) can be written as the following abstract semilinear
Cauchy problem in X0,m:
∂tf = A0,mf +B0,mf + C0,mf, f(0) = f
in. (18)
We note that, in general, 0 /∈ ρ(F0,m) and therefore to enable us to define appro-
priate intermediate spaces we consider
F0,m,ω := F0,m − ωI = A0,m − ωI + B0,m = A0,m,ω +B0,m,
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where
A0,m,ω := A0,m − ωI,
assuming that ω is greater than the type of (GF0,m(t))t≥0. We also assume that ω >
1 to simplify using (16) and (17). Clearly, (F0,m,ω, D(A0,m)) is also the generator
of an analytic semigroup (GF0,m,ω (t))t≥0 = (e
−ωtGF0,m(t))t≥0, but now we have
the desired property that 0 ∈ ρ(F0,m,ω). Thus, as in [7], the intermediate spaces
between D(F0,m,ω) = D(A0,m,ω), see [18, Section 2.2], satisfy
DF0,m,ω (α, 1) = DA0,m,ω(α, 1) = X
α
0,m, α ∈ (0, 1),
where
Xα0,m :=
{
f ∈ X0,m :
∫ ∞
0
|f(x)|(ω + a(x))αwm(x) dx <∞
}
, (19)
and equality of the spaces is interpreted in terms of equivalent norms, see also
the Stein–Weiss theorem [10, Corollary 5.5.4]. The natural norm on Xα0,m will be
denoted by ‖ · ‖
(α)
[0,m], and we note that X
0
0,m = X0,m, and X
1
0,m = D(A0,m,ω).
Hence, in general, if (G(t))t≥0 is an analytic semigroup in X0,m satisfying
‖G(t)‖L(X0,m) ≤M
(0)
0,me
ω0,mt,
then, by [14, Theorem II.4.6(c)], it is a family of operators in L(X0,m, X
1
0,m) satis-
fying
‖G(t)‖L(X0,m,X10,m) ≤M
(1)
0,me
ω0,mtt−1, t > 0.
Then it follows that G(t) ∈ L(X0,m, X
α
0,m) and there is M
(α)
0,m such that
‖G(t)‖L(X0,m,Xα0,m) ≤
M
(α)
0,me
ω0,mt
tα
, t > 0, 0 < α < 1. (20)
Theorem 3.1. Assume that a and b satisfy (4), (5), (10), (13) and let m >
max{1, l}. Further, let k satisfy (16). Then, for each f in ∈ Xα0,m,+, there is
τ(f in) > 0 such that the initial-value problem (18) has a unique nonnegative clas-
sical solution
f ∈ C
(
[0, τ(f in)), Xα0,m
)
∩C1
(
(0, τ(f in)), Xα0,m
)
∩C
(
(0, τ(f in)), D(A0,m)
)
. (21)
Remark 1. As we mentioned, the proof of this result is the same as of [7, Theo-
rem 2.2] which was proved under the additional assumption that a is polynomially
bounded. This assumption, however, was only needed to prove, by an alterna-
tive method, that (GF0,m(t))t≥0 is an analytic semigroup generated by F0,m =
A0,m+B0,m in X0,m with a suitably bigger m depending also on the growth rate of
a. The only other consequence of the generation theorem of [7] is that (GF0,m (t))t≥0
is a quasi-contractive semigroup (that is, satisfying ‖GF0,m‖L(X0,m) ≤ e
ωmt for some
ωm) which in turn allowed in the proof of [7, Theorem 2.2] to use the Trotter–Kato
representation formula to prove that certain auxiliary semigroups are positive. This
result is, however, available also by a direct analysis of the construction of these
semigroups.
We recall some equalities and inequalities used in the proof of [7, Theorem 2.2]
that will be used in the sequel. First, let C˜ denote the bilinear form obtained from
C; that is,
C˜(f, f) = Cf
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where C is defined in (2). Then direct calculations yield, for any measurable θ,∫ ∞
0
θ(x) [C˜(f, g)](x) dx =
1
2
∫ ∞
0
∫ ∞
0
θ(x + y)k(x, y)f(x)g(y) dxdy
−
∫ ∞
0
∫ ∞
0
θ(x)k(x, y)f(x)g(y) dxdy (22)
and, by symmetry,∫ ∞
0
θ(x) [Cf ](x) dx =
1
2
∫ ∞
0
∫ ∞
0
χθ(x, y)k(x, y)f(x)f(y) dxdy , (23)
where
χθ(x, y) = θ(x + y)− θ(x) − θ(y).
In particular, for θ(x) = 1 + xm we will be using the elementary inequality
(x+ y)m ≤ 2m(xm + ym), x, y ∈ R2+, m ≥ 0,
as well as
0 ≤ (x+ y)m − xm − ym ≤ cm
(
xym−1 + xm−1y
)
, x, y ∈ R2+, m > 1, (24)
for some cm, see [5, Lemma 7.4.2].
Next, (22) and (16) with f, g ∈ Xα0,m and θ = wm(x) = 1 + x
m yield
‖C˜(f, g)‖[0,m] ≤ (1 + 2
m)K‖f‖
(α)
[0,m]‖g‖
(α)
[0,m]. (25)
On the other hand, assumption (17) yields in a similar way
‖Cf‖[0,m] ≤ 2
m+1K‖f‖
(α)
[0,m]‖f‖[0,m]. (26)
4. Relation with weak solutions. Weak solutions to (1) are constructed as weak
limits of solutions fr to the problem (1) with the coefficients a and k modified as
follows
ar(x) =
{
a(x) for x ≤ r
0 for x > r,
kr(x, y) =
{
k(x, y) for x+ y ≤ r
0 for x+ y > r,
(27)
see e.g. [16], or [5, Lemma 8.2.24].
Theorem 4.1. Assume that the assumptions of Theorem 3.1 are satisfied and f
is the solution to (18) satisfying (21). If (fr)r>0 are approximate solutions defined
above, then
lim
r→∞
fr = f (28)
in C([0, T ], Xα0,m) for any T < τ(f
in).
Proof. Let 0 < r < ∞. We observe that the solutions fr, r > 0, to the trun-
cated problem (1) are unique and thus coincide with the solutions obtained by
the semigroup method as follows. Let us denote by Fr the fragmentation expres-
sion (3) restricted to [0, r). Taking into account the fact that the spaces X0,m,r =
L1((0, r), wm(x)dx) are invariant under the action of (GF0,m(t))t≥0 we find that
the (uniformly continuous and analytic) semigroups (G
F
(r)
0,m
(t))t≥0 generated by
F
(r)
0,m = F0,m|X0,m,r coincide with (GF0,m |X0,m,r (t))t≥0 and thus all the estimates for
(G
F
(r)
0,m
(t))t≥0 are the same as for (GF0,m(t))t≥0 and independent of r. Also, (16) is
satisfied for ar and kr uniformly in r and thus the solution fr satisfies all estimates
of Theorem 3.1 uniformly in r. Let f be the classical solution to (18) on the max-
imal interval [0, τ(f in)), constructed in Theorem 3.1, and let with f (r) = f |X0,m,r .
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Introducing the error er(t, x) = f
(r)(t, x) − fr(t, x), we have er(t, x) = 0 for x > r
and e(0, x) = 0. Using the fact that both f (see [7, Theorem 2.2]) and fr satisfy
(1a) pointwise, for 0 < x < r we have
∂ter(t, x) = −a(x)er(t, x) +
∞∫
0
a(x)b(x, y)er(t, y)dx (29)
− f (r)(t, x)
∞∫
0
k(x, y)f(t, y)dy +
1
2
x∫
0
k(x− y, y)f (r)(t, x− y)f (r)(t, y)dy
+ fr(t, x)
r−x∫
0
kr(x, y)fr(t, y)dy −
1
2
x∫
0
kr(x− y, y)fr(t, x− y)fr(t, y)dy.
Then, we transform the coagulation part as follows
− f (r)(t, x)
r−x∫
0
k(x, y)f (r)(t, y)dy − f (r)(t, x)
∞∫
r−x
k(x, y)f(t, y)dy
+
1
2
x∫
0
k(x− y, y)f (r)(t, x− y)f (r)(t, y)dy
+ fr(t, x)
r−x∫
0
k(x, y)fr(t, y)dy −
1
2
x∫
0
k(x− y, y)fr(t, x− y)fr(t, y)dy
= −
r−x∫
0
k(x, y)(f (r)(t, x)f (r)(t, y)− fr(t, x)fr(t, y))dy
+
1
2
x∫
0
k(x− y, y)(f (r)(t, x− y)f (r)(t, y)− fr(t, x− y)fr(t, y))dy
− f (r)(t, x)
∞∫
r−x
k(x, y)f(t, y)dy,
where, for 0 ≤ x ≤ r, (x − y) + y = x ≤ r so that kr(x − y, y) = k(x − y, y). Next
we write
f (r)(t, x)f (r)(t, y)− fr(t, x)fr(t, y) = f
(r)(t, y)er(t, x) + er(t, y)fr(t, x),
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and hence (29) takes the form
∂ter(t, x) = −a(x)er(t, x) +
∞∫
0
a(x)b(x, y)er(t, y)dx (30)
−
r−x∫
0
k(x, y)(f (r)(t, y)er(t, x) + er(t, y)fr(t, x))dy
+
1
2
x∫
0
k(x− y, y)(f (r)(t, y)er(t, x− y) + er(t, y)fr(t, x − y))dy
− f (r)(t, x)
∞∫
r−x
k(x, y)f(t, y)dy =: F0,mer(t, x) + E1er(t, x) + E2(f
(r), f)(t, x).
Next, by (25),
‖E1er(t)‖0,m =
r∫
0
wm(x)
∣∣∣∣∣∣−
r−x∫
0
k(x, y)(f (r)(t, y)er(t, x) + er(t, y)fr(t, x))dy
+
1
2
x∫
0
k(x− y, y)(f (r)(t, y)er(t, x− y) + er(t, y)fr(t, x− y))dy
∣∣∣∣∣∣ dx
≤ L0‖er(t)‖
(α)
0,m(‖fr(t)‖
(α)
0,m + ‖f
(r)(t)‖
(α)
0,m) ≤ L‖er(t)‖
(α)
0,m,
where L is a constant independent of r. Further,
‖E2(f
(r), f)(t)‖0,m =
r∫
0
wm(x)f
(r)(t, x)
 ∞∫
r−x
k(x, y)f(t, y)dy
 dx
≤
r∫
0
wm(x)f
(r)(t, x)
1 + (r − x)m
 ∞∫
r−x
k(x, y)f(t, y)wm(y)dy
dx
≤ K‖f(t)‖
(α)
0,m
r∫
0
wm(x)(1 + a(x))
αf (r)(t, x)
1 + (r − x)m
dx
≤ K‖f(t)‖
(α)
0,m
(
‖f(t)‖
(α)
0,m
1 +
(
r
2
)m + ‖f(t)− f ( r2 )(t)‖(α)0,m
)
.
Then, using the integral formulation of (30), er(0) = 0 and identifying GF (r)0,m
(t) =
GF0,m(t) on X0,m,r, we have
er(t) =
t∫
0
GF0,m(t− s)E1er(s)ds+
t∫
0
GF0,m(t− s)E2(f
(r), f)(s)ds. (31)
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Using the analyticity of (GF0,m(t))t≥0, (20) and the estimates above, we have, for
any fixed t < τ(f in),
‖er(t)‖
(α)
0,m ≤ c1
t∫
0
‖er(s)‖
(α)
0,mds
(t− s)α
+ c2
(
1
1 +
(
r
2
)m + sup
0≤s≤t
‖f(s)− f (
r
2 )(s)‖
(α)
0,m
)
,
where c1, c2 are uniform in r and t ∈ [0, τ(f
in)). Using now the Gronwall-Henry
inequality in the form of [6, Lemma 3.2], we obtain
‖er(t)‖
(α)
0,m ≤ c3
(
1
1 +
(
r
2
)m + sup
0≤s≤t
‖f(s)− f (
r
2 )(s)‖
(α)
0,m
)
(32)
for some constant c3 independent of r. We observe that for any rn →∞, (‖f(t)−
f (
rn
2 )(t)‖
(α)
0,m)n∈N is a monotone sequence of continuous functions converging to 0
(which is also a continuous function) and hence the convergence is uniform by Dini’s
theorem. Thus
lim
r→∞
‖er(t)‖
(α)
0,m = 0
uniformly in t on any interval [0, T ] ⊂ [0, τ(f in)). Then also the approximate
solutions (fr)r>0, extended by 0 to R+, converge to f in C([0, T ], X
(α)
0,m).
5. Global solvability. In this section we prove the following theorem
Theorem 5.1. Assume that a and b satisfy (4), (5), (10) and (13), and let m >
max{1, l}. If the coagulation kernel k satisfies (17), then, for each f in ∈ X
(α)
0,m,+,
the corresponding local nonnegative classical solution (21) is global in time.
Proof. Let us fix some m0 for which the assumptions of Theorem 3.1 are satisfied.
By a standard argument, we can assume that f is defined on its maximal forward
interval of existence [0, τ(f in)). By [18, Proposition 7.1.8] (and the comment below
it), if τ(f in) < ∞, then t 7→ ‖f(t)‖
(α)
[0,m0]
is unbounded as t → τ(f in). Thus,
to prove that f is globally defined, we need to show that t 7→ ‖f(t)‖
(α)
[0,m0]
is a
priori bounded on [0, τ(f in)). We use the following two observations. First, for
0 ≤ m1 ≤ m2, X0,m2 is continuously and densely imbedded in X0,m1 and hence
the boundedness of t 7→ ‖f(t)‖[0,m2] implies the same for t 7→ ‖f(t)‖[0,m1] for all
m1 ∈ [0,m2]. Second, if Theorem 3.1 holds for a specific m0, then it is also valid
in the scale of spaces X0,m with m > max{1, l}, hence we can always choose an
integer m ≥ max{2,m0} for which Theorem 3.1 holds.
Next, we need to establish several inequalities valid in any space X0,i,+. By (23),
(24) and assumption (17), we can deduce that for each i > 1 and f ∈ X0,i,+,∫ ∞
0
xiCf(x)dx =
1
2
∫ ∞
0
∫ ∞
0
((x+ y)i − xi − yi)k(x, y)f(x)f(y)dxdy
≤ Ki(‖f‖
(α)
[i−1]‖f‖[1] + ‖f‖[i−1]‖f‖
(α)
[1] ), (33)
where Ki is a positive constant. For the case i = 1 we have∫ ∞
0
xCf(x)dx = 0.
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Turning now to the linear terms in (18), we recall from Theorem 2.2, item 1., that,
if Nm0(x)/x
m0 ≥ δm0 holds for some m0 > 1, δm0 and x ≥ 1, then there is δi > 0
such that Ni(x)/x
i ≥ δi > 0 for any i > 1 and x ≥ 1. Hence, for f ∈ D(A0,i)+,
∞∫
0
(Af(x) + Bf(x))xidx = −
∞∫
0
Ni(x)a(x)f(x)dx
= −
1∫
0
a(x)Ni(x)f(x)dx −
∞∫
1
(a(x) + ω)f(x)xi
Ni(x)
xi
dx+ ω
∞∫
1
f(x)Ni(x)dx
≤ −
1∫
0
a(x)Ni(x)f(x)dx − δi
∞∫
1
(a(x) + ω)f(x)xidx+ ω
∞∫
1
f(x)Ni(x)dx
= −δi‖f‖
(1)
[i] −
1∫
0
a(x)Ni(x)f(x)dx + δi
1∫
0
(a(x) + ω)xif(x)dx+ ω
∞∫
1
f(x)Ni(x)dx
≤ −δi‖f‖
(1)
[i] + ω1‖f‖[i], (34)
where ω1 = δiess sup0≤x≤1 a(x) + ω(1 + δi). As for the coagulation term, for i = 1
we have ∫ ∞
0
x(Af(x) + Bf(x))dx = 0.
If we take f in with bounded support in [0,∞), then f in ∈ X
(α)
0,i,+ and, if additionally
i > max{1, l}, then the corresponding solution (0, τ(f in)) ∋ t 7→ f(t) is differen-
tiable in any such Xα0,i and thus in any Xi, i ≥ 0, or, in other words, any moment
of the solution is differentiable. First, let us consider an integer i ≥ 2. Then, from
(33) and (34), we have
d
dt
‖f(t)‖[i] ≤ ω1‖f(t)‖[i] − δi‖f(t)‖
(1)
[i]
+Ki(‖f(t)‖
(α)
[i−1]‖f(t)‖[1] + ‖f(t)‖[i−1]‖f(t)‖
(α)
[1] ). (35)
To simplify (35), we use the following auxiliary inequalities. For i ≥ 2 and 1 ≤ r ≤
i− 1, we apply the Ho¨lder’s inequality with p = 1/α and q = 1/(1− α) to obtain
‖f‖
(α)
[r] =
∫ ∞
0
xraαω(x)f(x)dx =
∫ 1
0
xraαω(x)f(x)dx +
∫ ∞
1
xraαω(x)f(x)dx
≤ ca
∫ 1
0
xf(x)dx +
∫ ∞
1
x(i−1)/qf1/q(x)x(qr−i+1)/qaαω(x)f
1/p(x)dx
≤ ca‖f‖[1] +
(∫ ∞
0
xi−1f(x)dx
)1−α(∫ ∞
1
x(r−(i−1)(1−α))/αaω(x)f(x)dx
)α
≤ ca‖f‖[1] + ‖f‖
1−α
[i−1]
(
‖f‖
(1)
[i]
)α
. (36)
Note that the above derivation of (36) uses the fact that (r − (i − 1)(1 − α))/α ≤
i− 1 < i for α ∈ (0, 1) and r ≤ i− 1, and hence
x(r−(i−1)(1−α))/α ≤ xi, x ∈ [1,∞).
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Young’s inequality, with p = 1/α and q = 1/(1− α), then leads to
‖f‖
(α)
[i−1]‖f‖[1] ≤ ca‖f‖
2
[1] + ‖f‖[1]‖f‖
1−α
[i−1]
(
‖f‖
(1)
[i]
)α
≤ ca‖f‖
2
[1] + ‖f‖[1]
(
(1− α)ǫ1/(α−1)‖f‖[i−1] + αǫ
1/α‖f‖
(1)
[i]
)
(37)
and
‖f‖[i−1]‖f‖
(α)
[1] ≤ ca‖f‖[1]‖f‖[i−1] + ‖f‖
2−α
[i−1]
(
‖f‖
(1)
[i]
)α
≤ ca‖f‖[1]‖f‖[i−1] +
(
(1 − α)ǫ1/(α−1)‖f‖
(2−α)/(1−α)
[i−1] + αǫ
1/α‖f‖
(1)
[i]
)
.
(38)
We now apply these inequalities to the solution t 7→ f(t). Since ‖f(t)‖[1] = ‖f
in‖[1]
is constant on [0, τ(f in)), by choosing ǫ so that αǫ1/αKi(‖f‖[1] + 1) ≤ δi, we see
that there are positive constants D0,i, D1,i, D2,i, D3,i such that (35) can be written
as
d
dt
‖f(t)‖[i] ≤ D0,i +D1,i‖f(t)‖[i] +D2,i‖f(t)‖[i−1] +D3,i‖f(t)‖
(2−α)/(1−α)
[i−1] . (39)
In particular, for i = 2 we obtain
d
dt
‖f(t)‖[2] ≤ D0,2 +D1,2‖f(t)‖[2] +D2,2‖f
in‖[1] +D3,2‖f
in‖
(2−α)/(1−α)
[1] , (40)
and thus t 7→ ‖f(t)‖[2] is bounded on [0, τ(f
in)). Then we can use (39) to proceed
inductively to establish the boundedness of t 7→ ‖f(t)‖[i] for all integer i. Further,
since for any i > 1 we have xi ≤ x for x ∈ [0, 1] and xi ≤ x⌊i⌋+1
‖f‖[i] ≤ ‖f‖[1] + ‖f‖[⌊i⌋+1],
we find that all moments of the solution of order i ≥ 1 are bounded on the maximal
interval of its existence.
In the next step we show that also the moment of order 0 is bounded. In the proof
we use the ideas of [5, Theorem 8.2.23] but while there the estimates were carried
out for compactly supported approximating solutions, as in Theorem 4.1, here we
will work with classical solutions defined for x ∈ R+ but only for t ∈ [0, τ(f
in)).
Let us fix an integer i > max{1, l}. For the fragmentation term we have, as in
(34),
∞∫
0
[Ff ](t, x)xidx ≤ −δi
∞∫
1
a(x)f(t, x)xidx. (41)
Let us define
Φ(t) := ‖f(t)‖[i] + δi
t∫
0
∞∫
1
a(x)f(s, x)xidxds.
We observe that, by induction, (39) can be written as
d‖f(t)‖[i]
dt
≤ D0,i +D1,i‖f(t)‖[i] +Θ(t), (42)
where Θ(t) is bounded on [0, τ(f in)). Then
dΦ(t)
dt
=
d‖f(t)‖[i]
dt
+ δi
∞∫
1
a(x)f(t, x)xidx ≤ D0,i +D1,iΦ(t) + Θ(t)
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and, integrating,
Φ(t) ≤ eD1,it
Φ(0) + D0,i
D1,i
(1− e−D1,it) +
t∫
0
Θ(s)e−D1,isds

and we see that neither Φ, nor
t 7→
t∫
0
∞∫
1
a(x)f(s, x)xidxds (43)
can blow up at t = τ(f in). Let us define
P (t) :=
∞∫
1
a(x)f(s, x)wi(x)dxds.
Using the fact that
∞∫
0
Cf(t, x)dx ≤ 0
and, by (12),
∞∫
0
Ff(t, x)dx ≤
∞∫
0
(n0(y)− 1)a(y)f(t, y)dy ≤ 2b0
∞∫
0
a(y)f(t, y)wi(y)dy
≤ a1
1∫
0
f(t, y)dy + 2b0P (t), (44)
on [0, τ(f in)), where a1 = 2b0ess supy∈[0,1] a(y)wi(y), for the zeroth moment we
have
d
dt
‖f(t)‖[0] ≤ a1‖f(t)‖[0] + 2b0P (t)
and hence
‖f(t)‖[0] ≤ e
a1t
‖f in‖[0] + 2b0 t∫
0
P (s)ds
 .
Now, using (43),
P (t) =
t∫
0
∞∫
1
a(x)f(s, x)wi(x)dxds ≤ 2
t∫
0
∞∫
1
a(x)f(s, x)xidxds. (45)
is bounded on [0, τ(f in)) and hence ‖f(t)‖[0] is bounded there as well.
To complete the proof, let m0 > max{1, l} be arbitrary. From the previous part
of the proof, for f in with bounded support, the norm of the corresponding solution,
t 7→ ‖f(t)‖[0,m0], remains bounded on [0, τ(f
in)). We again use the properties of
the analytic semigroup (F0,m0(t))t≥0. The local solution f satisfies the integral
equation
f(t) = GF0,m0 (t)f
in +
t∫
0
GF0,m0 (t− s)[Cf ](s)ds (46)
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and thus, using (20) and (26),
‖f(t)‖
(α)
[0,m0]
≤ C1‖f
in‖
(α)
[0,m0]
+ C2
t∫
0
‖Cf(s)‖[0,m0]
(t− s)α
ds
≤ C1‖f
in‖
(α)
[0,m0]
+ 2m0+1KC2
t∫
0
‖f(s)‖
(α)
[0,m0]
‖f(s)‖[0,m0]
(t− s)α
ds
≤ C3 + C4
t∫
0
‖f(s)‖
(α)
[0,m0]
(t− s)α
ds, (47)
where C3 and C4 are independent of time on [0, τ(f
in)) on account of the bounded-
ness of t 7→ ‖f(t)‖[0,m0]. Thus, using Gronwall–Henry inequality, for some constant
C5 independent of t,
‖f(t)‖
(α)
[0,m0]
≤ C5, t ∈ [0, τ(f
in)) (48)
and hence t 7→ f(t) is a global classical solution in any Xα0,m0 for which the assump-
tions of the theorem hold.
To prove the global existence of solutions emanating from any initial condition
f in ∈ Xα0,m0,+ (and also to mild solutions) we observe that since the space of
functions with bounded support is dense in Xα0,m0 (respectively, X0,m0), a finite-
time blow-up of such a solution would contradict the theorem on the continuous
dependence of solutions on the initial data (which, in this case, follows from the
Gronwall–Henry inequality, see [18, Theorem 7.1.2]) along the lines of the proof of
[5, Theorem 8.1.1].
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