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Abstract—In this paper, error-resilient video coding schemes
based on data-embedding techniques are proposed for the H.263+
codec. Data embedding, popularly applied to secret hiding and
digital watermarking, is now used to convey error recovery in-
formation to the decoder via a covert channel, without causing
significant increase in transmission bitrate. Our embedded in-
formation provides implicit macroblock (MB) delimiters for
resynchronization in presence of channel errors. In this way, the
decoder is capable of isolating erroneous MBs with the extracted
information. A set of variational schemes is proposed, extensively
analyzed, and compared to the competitive counterparts (e.g., the
original H.263+ TMN8 and its synchronization-enhanced version)
at the same bitrate. Experimental results show that our data em-
bedding process decreases the average peak signal-to-noise ratio
(PSNR) in error-free conditions by 0.3 dB (light data embedding)
to 1.8 dB (heavy data embedding), but it is capable of achieving
a significant PSNR improvement up to 2 and 9.5 dB when the
bit error rate is 10 5 and 10 3, respectively. We also provide
suggestions of how to adaptively apply the proposed schemes for
different channel error conditions and different video contents.
Index Terms—Data embedding, error resilience, H.263+,
resynchronization.
I. INTRODUCTION
SEVERAL video compression standards, such as H.26x andMPEG-1/2/4, have been proposed in the past decade for
storage and communication purposes. However, as the video
data are highly compressed, they become sensitive to errors
caused by unreliable transmission channels. Often, error propa-
gation will be accompanying, meaning that an error at any po-
sition of the bit stream will disable not only the decoding of
the word that contains it, but also the following ones until a syn-
chronization symbol is met. Furthmore, reconstruction error in a
single pixel sample will affect all the samples that are directly or
indirectly predicted from it, thus leading to video quality degra-
dation. Usually, error concealment techniques such as zero-mo-
tion replacement or spatial interpolation [1] are applied to solve
this predicament.
Several methods have been proposed to avoid error propaga-
tion, such as inserting resynchronization markers [3], reversible
variable-length coding (RVLC) [4], and error-resilient entropy
coding (EREC) [5]. Inserting resynchronization markers peri-
odically or adaptively is the most simple and effective method
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for enhancing error resilience, but will introduce lots of redun-
dancies and increase the bit rate rapidly. Each GOB startcode
in H.263+ spends at least 31 bits and is obviously an expen-
sive effort. The RVLC scheme, recommended as an option in
H.263+, is capable of achieving unique decoding in both the for-
ward and reverse directions of the bit stream. According to re-
lated reports [6], [7], RVLC sacrifices 1.5%–12% of coding ef-
ficiency for motion vectors (MVs) [6] and DCT coefficients [7],
compared to the traditional VLC. Besides, RVLC cannot rescue
data in between the first and last errors when more than one error
is present in the same packet. On the other hand, EREC, con-
verting the traditional VLC bit stream into fixed-length frames
of data, allows the decoder to synchronize bit streams at the start
of each EREC frame. The major drawbacks of EREC are no
guarantee of frame spatial synchronization and the requirement
of highly-protected auxiliary information.
Recently, researchers proposed several error-resilient
methods based on data embedding techniques, which are origi-
nally proposed for, e.g., watermarking [2] and steganalysis [18].
They applied data embedding schemes to establish another
covert channel for transmitting important information that
enhances error resilience capability without increasing the bit
rate significantly [8]–[12]. In [8], the parity check bits of MV
codewords in a frame are embedded into the half-pel MVs of
its following frame to recover the corrupted MVs with a single
bit error, but degrade the video quality by 0.3–1.0 dB of PSNR.
The method of parity embedding error detection (PEED) [9], on
the other hand, embeds parity check bits of MB data into MVs
and DCT coefficients of the following frame, but leaves the
bits between the synchronization code and the first following
error bit discarded even thought they are error-free. In [10],
a feature vector containing information such as smoothness
and edge orientation is computed for each encoded MB and
embedded into its companion counterpart. These features are
thus extracted at the decoder to facilitate error concealment,
especially for the interpolation of intra-coded MBs. In [11],
Leou et al. proposed to embed codeword indices, generated by
the vector quantization (VQ) technique, of an image into the
JPEG quantized DCT coefficients by the modulo 2 method. At
the receiver, the VQ information is extracted to reconstruct the
corrupted blocks in presence of channel errors. In [12], Okada
et al. proposed to embed the so-called check marker of each
MB into its own DCT coefficients. This method provides better
error detection capability than traditional MPEG4 decoder,
but still has to discard bits between the error bit and next
synchronization code.
When the data embedding technique is applied to visual com-
munication, the most concerned problems are: what, where, and
how to embed the information. Take the above-mentioned cases
for examples:
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1) what to embed: parity check bits [8], [9], [12] or macro-
block features [10], [11];
2) where to embed: MVs [8], [9] or DCT coefficients (in
following frame [9], [10], the same frame [11], or even
the same MB [12]);
3) how to embed: change of MVs to specific half-pixel po-
sitions [8], [9] or reset (with ) or modulo 2 change of
DCT coefficients [9]–[12].
Among them, the content of embedded information will be cru-
cial to error resilience capability and should be the first concern.
One kind of information that is critical to error recovery but dif-
ficult to estimate at the decoder is the resynchronization. Rather
than inserting additional resynchronization codes, the number
of bits of each encoded MB is embedded. This embedded infor-
mation is capable of providing implicit delimiters between MBs
so that the decoder can skip the corrupted MB data and continue
the decoding of next MB. This concept can be applied to stan-
dards such as H.263+ and MPEG-2/4 with slight adaptation.
In this paper, we select the H.263+ standard [14] as the imple-
mentation platform due to its popular use in visual communica-
tion applications, especially in wireless channel environments.
II. BASIC DATA EMBEDDING SCHEMES
As addressed in the previous section, MVs and DCT coef-
ficients are the most common places for information embed-
ding. The former has the drawbacks of low embedding capacity
(2 bits per MB) and significant quality degradation (since the
advantage of half-pixel MVs has been removed). On the other
hand, DCT coefficients are advantageous of higher embedding
capacity and negligible quality degradation if properly arranged.
For the above reasons, we adopt in this paper the strategy of em-
bedding information in DCT coefficients only.
Due to different embedding capacities, we have to adopt dif-
ferent embedding schemes for intra- and inter-coded MBs and
different embedded information for I- and P-frames.
A. What to EMBED
For I-frames, we can embed longer information due to their
larger embedding capacity. As stated in Section I, data length
of an encoded MB (here abbreviated as MB_DL) is helpful in
resynchronization if that MB is corrupted due to channel errors.
According to experiments, if the quantization scale factor, ,
is larger than 3 in H.263+, the maximal MB_DL will be mostly
smaller than 4096 bits. This means that we need to embed
12 bits of MB_DL for each MB for medium-to-low bit-rate
transmission.
On the other hand, P-frames have three coding types for
MBs: skipped, inter-coded, and intra-coded. Normally, only a
few parts are intra-coded. At low bit rates, an inter-coded MB
frequently contains a large number of zero blocks, or even the
whole MB is skipped and coded with only a single bit “1.”
If errors occur in the “skipped” run, they will be also propa-
gated to the decoding of nonskipped MBs that immediately
follow. Hence, recording the run length of “skipped MBs” is
helpful to leap over them and keep on decoding the following
nonskipped MBs. There are three possible relations between
two nonskipped MBs (denoted as MB_before and MB_after
in order) separated by a run of skipped MBs of length :
1) located at the same GOB row; 2) located at adjacent GOB
rows; and 3) separated by at least one blank GOB (i.e., GOB
of all skipped MBs). For cases 2) and 3), the binary code of
may need 7 bits to account for a maximal run length of 99 for
the QCIF format. Considering limited embedding capacity for
inter-coded MBs in P-frames, location of MB_after in a GOB
row (denoted as MB_HL) is instead embedded into MB_before
for decoder use. In this manner, 4-bit information is enough for
QCIF images where each GOB row contains 11 MBs. With this
information (MB_HL), the decoder can check the position of
the first decoded nonskipped MB (which starts with a bit “0”)
after MB_before to see if any error occurs therein.
In addition to protecting errors in skipped MBs, errors occur-
ring in the nonskipped MB bit stream should also be considered.
Considering again MB_after, its data length can be recorded
and embedded into MB_before. Eight-bit information (denoted
as MB_DL_8) is chosen due to shorter data lengths for most
inter-coded MBs in P-frames. This is obviously insufficient if
MB_after is intra-coded. However, a tradeoff between error re-
silience and embedding capacity for an inter-coded MB_be-
fore should be made. Combining the 4-bit MB_HL and 8-bit
MB_DL_8 information, a 12-bit datum can thus be embedded so
as to identify the start and end bit positions of MB_after. Here, a
mechanism is designed to notify the decoder of the situation of
deficient MB_DL_8. MB_DL_8 is assigned with “00 000 000”
to indicate the over-length (i.e., larger than 255) of MB_after
bit stream. In this case, the decoder should give up re-synchro-
nizing the MB_after if it is in errors.
B. Where and How to Embed
Data embedding often causes image quality degradation [15],
[16]. The quality degradation of a frame may result in an in-
crease of prediction residues in successive following P-frames,
thus further increasing the coding bit rate. For this reason, our
proposed scheme considers embedding with tradeoffs between
the coding performance (i.e., quality/bit rate) and the error re-
silience that it can achieve in case of errors.
Now we face the problems of “where” and “how” to embed
information so as to cause less influence on quality and bit
rate. Basically, information is embedded in DCT coefficients of
MBs. Those MBs selected to embed data are called the hosts.
In H.263+, all MBs in I-frames are intra-coded and can be
selected as the hosts. On the other hand, host MBs in P-frames
should be conditionally selected (reject the skipped MBs and
those contain no DCT coefficients).
In H.263+, the dc component of each intra-coded MB is
coded in a fixed length (8 b). Therefore, embedding (e.g., by the
common LSB (least significant bit) method) at dc coefficients
does not cause any bit-rate increase, but possibly severe quality
degradation. For inter-coded MBs, all DCT coefficients are
variable-length-coded and coefficients at lower frequencies
should be chosen to avoid significant bit-rate increase. Due
to this difference in coding principles, we develop separate
embedding schemes for intra- and inter-coded MBs as follows.
• Scheme 1: Embedding data into the two LSBs of a quan-
tized dc coefficient by the direct replacement method.
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• Scheme 2: Embedding data into the selected ac coeffi-
cients (e.g., the first and second coefficients in the zigzag
scanning order) by the modulo 2 method.
In H.263+ standard, dc coefficients of intra-coded MBs are
always quantized with a step size . Hence, scheme 1
introduces errors in the range of – . To reduce
image degradation at the receiver side, the decoder can always
assign the last two bits of each decoded dc coefficient to be “01”
after data extraction. In this manner, the dc reconstruction error
is narrowed down to be between . The same as-
signment procedure is consistently performed for the local de-
coder (before the inverse quantization process) at the encoder
side. Since our local decoder has taken the embedding effect into
consideration, there will be no drift errors in following frames
(but the total bit rate is increased slightly). For each intra-coded
MB, there are four luminance and two chrominance ( ,
) blocks, achieving an embedding capacity of 12 b.
On the other hand, embedding in ac coefficients (scheme 2)
is considered for inter-coded MBs of P-frames. The following
modulo 2 scheme is adopted:
If embedded then
remains unchanged
Else for or
for
where is the quantized ac coefficient selected for embed-
ding. This scheme is similar to the LSB-replacement method,
but tends to get a smaller magnitude after modification, which
generally has a shorter VLC code.
To have a comparison of quality degradation between dc and
ac embedding, we have the following derivations. The following
equation shows the formula of 8 8 inverse DCT (IDCT):
(1)
for
otherwise
(2)
where represents the de-quantized DCT coefficient and
represents a pixel in the image domain. After data em-
bedding, is changed to be . Since DCT is a linear
transformation, the noise term
can be separated out from IDCT of to result in
(3)
(4)
where we have assumed dc and ac (at a single frequency )
embedding in (3) and and (4), respectively.
Let’s have an insight into the reconstruction noise terms, i.e.,
, to see how they behave with dc
and ac embedding. Since the quantization step sizes for dc and
ac coefficients are 8 and , respectively, in H.263+, we
have
(5)
(6)
where and are reconstruction errors corresponding to
2-bit dc and 1-bit ac embedding, respectively.
Hence, we yield
(7)
(8)
where is equal to or 1/2, depending on the values
of and (i.e., the position of the modified coefficient). Ac-
cording to the prior statements, 2-bit embedding in dc coeffi-
cient leads to a reconstruction error , while 1-bit
embedding in ac coefficient leads to . We derive the
range of pixel reconstruction error, based on the same embedded
amount of data (i.e., 2 b), to be
(9)
when (10)
Obviously, dc embedding causes less of a gray-level change
than ac embedding provided that is larger than 2. Be-
sides, dc embedding causes a constant gray-level shift (i.e.,
) in a block and a maximal difference of three gray-levels
between two adjacent blocks, which is often invisible to human
perception. On the other hand, ac embedding may introduce
ripple-like noise of larger amplitude . To compare the
PSNRs of I-frames after data embedding at different positions,
six video sequences (“Akiyo,” “BBC,” “Flower,” “Foreman,”
“Miss_Am,” and “Salesman”) are tested. It is found that dc
embedding results in a less quality degradation (on average
0.18 dB) than ac embedding (on average 1.82 and 1.88 dB for
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Fig. 1. Result of reconstructed I-frames (QP = 13) with information
embedded at (a) 2 LSBs of dc coefficients by scheme 1 and (b) the first and
second ac coefficients by scheme 2. Results of reconstructed I-frames with
information embedded at the third and fifth ac coefficients by scheme 2 is
similar to (b).
pairs of (first and second) and (third and fifth) ac coefficients,
respectively). Fig. 1 shows the resulting image qualities. It is
clear to find out that scheme 2 [Fig. 1(b)] causes distinguishable
blocking artifacts than scheme 1 [Fig. 1(a)].
The major challenge of embedding information in P-frames
comes from the large amount of skipped MBs and insufficient
nonzero blocks in inter-coded MBs, especially for very low bit-
rate coding. To be consistent, we propose that information can
only be embedded in a nonskipped MB (including inter- and
intra-coded) which contains at least one nonzero block. De-
pending on the number (1–6) of nonzero blocks in the host MB,
information bits (MB_HL and/or MB_DL_8) are conditionally
embedded according to the following four categorized cases.
• Case 1: For only one nonzero block, the 4-bit MB_HL
information is totally embedded there.
• Case 2: For two nonzero blocks, the 4-bit MB_HL infor-
mation is evenly embedded in them.
• Case 3: For three nonzero blocks, 2, 1, and 1 bits of
MB_HL are sequentially embedded in them.
• Case 4: For more than three nonzero blocks, all informa-
tion bits (4-bit MB_HL or 12-bit MB_HL MB_DL_8,
where “ ” means concatenation) are evenly embedded in
the first four (in the order of Y, Cb, and Cr) or all six
nonzero blocks.
For each inter-coded MB to be modified, information bits are
sequentially embedded into the first few low frequency (in the
zigzag scanning order) DCT coefficients, regardless of zeros or
not. After applying scheme 2 to a host MB, a resulting zero
block should be prohibited to make data extraction possible. In
this case, the DCT coefficient immediately after the last embed-
ding position should be forcedly set to a nonzero value (e.g., 1
or 1). Furthermore, for the intra-coded MB_before (mostly
case 4), the embedded information (4-bit or 12-bit MB_HL
MB_DL_8) is evenly embedded into the dc coefficients of all
six blocks (i.e., 1 bit per Y-component block or 2 bits per block)
by using scheme 1.
In case that the inter-coded MB_before contains only MV and
no DCT blocks, our proposed scheme embeds no information
for error resilience and thus introduces no quality degradation or
bit-rate increase. In this case, the proposed scheme degenerates
to the original H.263+ codec.
In general, case 1 will cause significant distortion for those
MBs with a single nonzero block, whereas cases 2–4 are fea-
tured of distributing these distortions in more blocks. Case 1
also causes modifications of higher frequency DCT coefficients
which may lead to a significant increase in coding bit rate.
Fig. 2. Selection of host MBs for information embedding, as indicated
by arrows. (a) I-frame: the upper-adjacent MB. (b) P-frame: the preceding
nonskipped MB.
III. PROPOSED ERROR-RESILIENT VIDEO CODING ALGORITHM
A. Information Embedding for I-Frames
Here, we propose to embed the MB_DL information of each
MB in I-frames into the upper-adjacent MB (i.e., as the host
MB), as shown in Fig. 2(a), by using scheme 1 described in
Section II. The encoder has to temporarily store the th GOB
coded data in an extra memory buffer and then modify its dc
coefficient part (fixed length codes) until the th GOB
is encoded. Note that this modification does not alter the data
length of the th GOB, hence the bit stream of the th GOB
can remain unchanged. In this manner, the encoding procedure
only has a delay of one GOB. As for the first GOB in each
I-frame, the embedding process is skipped due to the lack of
host MBs.
B. Information Embedding for P-Frames
For P-frames, if errors occur in a run of skipped MBs, the im-
mediately following nonskipped MB will not be decodable. To
protect these errors, it requires that the run-length of the skipped
MBs be recorded and embedded so that the decoder is capable
of re-synchronizing the start of the following nonskipped MB.
Hence, the host MB is no longer located at a fixed position just
as in I-frames, but should be adaptively selected. The encoder
has to temporarily keep the data of a MB until its corresponding
MB_after is encountered and then modify the selected coeffi-
cients by schemes 1 or 2. However, embedding of MB_DL_8 of
the MB_after in MB_before normally causes bit-rate variation,
which subsequently changes MB_DL_8 of MB_before. This in-
curs the requirement of a backward procedure that processes the
last MB first and concatenates the resulting bit streams in the for-
ward direction. As a consequence, a one-frame delay is resulted,
in contrast to the one GOB delay for I-frames. Fig. 2(b) shows
how a nonskipped MB chooses its host MB (the MB pointed
by an arrow). The exception occurs when the host MB contains
304 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 16, NO. 2, FEBRUARY 2006
Fig. 3. Illustration of MB backward decoding when two vertically adjacent
MBs (e.g., B and A) are both corrupted.
only one MV (or 4 MVs) but no DCT residuals [e.g., in
Fig. 2(b)]. In this case, the embedding process is ignored.
C. Information Extraction for MB Resynchronization
The video decoding procedure is similar to the traditional
H.263+, but with additional extraction of the embedded infor-
mation for MB resynchronization. For each MB in I-frames,
the extraction of embedded information is extremely simple:
just capture the two LSB bits directly from each dc coeffi-
cient, replace them with a fixed “01” pattern (as mentioned in
Section II-A), and then concatenate the extracted 12 bits to
form the MB_DL information. Basically, the usage of MB_DL
datum can be two-fold: 1) validating a decodable MB (i.e.,
implicit-error detection) and 2) skipping an error MB (i.e., error
protection). Fig. 3 illustrates a situation that both a MB and
its host MB incur errors. In this case, resynchronization
of becomes impossible. Our decoder will immediately
look for the next GOB startcode (sync_3) and put the bits
there between into the memory buffer. At this newly found
synchronization point, the decoder can process the bit stream
backward by delimiting MBs , , , , and based on
the extracted information from their host MBs (i.e., MBs ,
, , , and , respectively). This backward procedure stops
until a corrupted host MB (e.g., MB ) is encountered. Hence,
even in the condition that two vertically adjacent MBs are both
corrupted, our algorithm can still work well. However, there
would have troubles when both the considered MB and its host
are attacked by errors, but still decodable. Surely, this should be
resorted to error detection technique. By applying the forward
and backward decoding procedures with information extraction
for each slice or GOB, the number of lost MBs (defined as
those are undecodable due to error propagation) can be reduced
to a minimal.
For P-frames, the selected ac coefficients in each nonskipped
MB (as defined in cases 1–4 in Section II) are examined to ob-
tain their modulo 2 values (i.e., 0 or 1). These extracted bits are
concatenated to get the MB_HL information of following non-
skipped MB. According to this information, the decoder passes
by consecutive skipped MBs until reaching the nonskipped MB
whose location (in a GOB row) is specified by the extracted in-
formation. If at this location a “0” bit is encountered, it is rec-
ognized as the start of a nonskipped MB. Otherwise (a “1” bit
is encountered), the decoder continues to pass by multiples
of “1’s” ( for QCIF format), as well as the required
resynchronization codes there between, until a “0” bit is met
at the specified MB_HL location. Our system cannot definitely
predict the value of . This indefiniteness disables the protec-
tion of errors occurring at “1” bit which indicates a skipped MB
Fig. 4. Pseudo codes of error-skipping process for I- and P-frames.
at the same specified MB_HL location. For errors occurring in
the bit stream of a nonskipped MB, the exacted MB_DL_8 in-
formation can be used to prevent error propagation. In case that
the MB_DL_8 information is missing due to an undecodable
host MB (i.e., these two nonskipped MBs are both in errors),
the subsequent skipped and nonskipped MBs will be lost until
next synchronization code is encountered. In this case (often in
high error environments), the performance against errors will be
the same as the traditional H.263+ codec.
A summary of the above-mentioned error-skipping algo-
rithms for I- and P-frames are given in Fig. 4 for more clarity.
IV. SIMULATIONS
The experiments were preformed on eight QCIF 4:2:0 color
video sequences coded at 10 frames per second (fps). Each
group of pictures (GOP) is structured as IPPP… and contains
21, 51, or 101 frames. The quantization scale factor is set to
9–31 for medium-to-low bit-rate purpose. The GOB start-codes
are inserted at the front of each MB row for the original H.263+
and proposed codecs. The following algorithms are compared.
1. Ori: Original H.263+ TMN8 codec with a fixed quantization
scale factor.
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 16, NO. 2, FEBRUARY 2006 305
2. ARMP: H.263+ codec enhanced with adaptive resynchro-
nization marker position (ARMP) [13] for all frames.
3. Mod_I: Proposed method with data embedding in I-frames
only.
4. Mod_IP1: Proposed method with simultaneous embedding of
12 bist in I-frames and 4-bit MB_HL in P-frames, where each
eligible host MB should have at least one nonzero block.
5. Mod_IP2: Similar to Mod_IP1, except that each eligible host
MB should have at least two nonzero blocks.
6. Mod_IP4: Similar to Mod_IP1, except that each eligible host
MB should have at least four nonzero blocks.
7. Mod_IP4E: Proposed method with simultaneous embed-
ding of 12-bit MB_DL in I-frames and 12-bit “MB_HL
MB_DL_8” in P-frames, where each eligible host MB should
have at least four nonzero blocks.
Among them, Mod_IP1 gives chances to embed informa-
tion even only one nonzero 8 8 block ( , , or com-
ponent) is available in a MB. On the other hand, “Mod_IP4”
and “Mod_IP4E” strongly requires the existence of at least four
nonzero 8 8 blocks for distributive embedding.
Under the same quantization step size, “Mod_I” and
“Mod_IP4” produce a bit stream with almost the same size
as H.263+. On the other hand, “Mod_IP1”, “Mod_IP2”, and
“Mod_IP4E” increase the bit stream size by a perceivable
amount. The induced extra bit rate, with respect to the original
H.263+ codec, is figured out. The same extra amount of bit rate
is then added to the H.263+ bit stream by inserting additional
resynchronization codes (32 bits per code in H.263+) in all
frames by using the ARMP algorithm [13]. This experiment
was mainly designed to compare error resilience when the
resynchronization information is embedded in the bit stream or
conveyed in an explicit manner (i.e., ARMP).
To compare all schemes, the average PSNR is calculated as
[17]
(11)
To be fair in comparisons, error patterns are generated in the
following procedures.
1) Error probability of each MB (including the skipped and
nonskipped) in I- and P-frames is obtained by computing
, where and are bit error rate (BER) and
number of bits in the considered MB, respectively. The
same simulation manner was adopted for all seven test
algorithms.
2) All synchronization codes in I- and P-frames were as-
sumed error-free for simplicity.
3) Fifty runs of experiments were conducted.
To see tradeoffs between the hidden information and the in-
creased bit rate due to data embedding, we define a (ab-
breviation of Benefit) as
(12)
where the first two items represent the demanded bit rate
when the embedded information is transmitted separately via
another secure and synchronized channel; however, the third
item stands for the created bit rate when the same
amount of information is embedded for transmission.
TABLE I
PSNR PERFORMANCES (IN dB) OF THE ORIGINAL H.263+ AND
THE PROPOSED SCHEMES (“MOD_I” AND “MOD_IP4”) WITH
GOP size = 51, QP = 15, AND DIFFERENT BERS
describes the number of bits that we can save via the proposed
data embedding techniques. From our experimental results (not
shown here due to limited space), two points can be found.
1) “Mod_I” and “Mod_IP4” are economical
for most of the values. The value of is nearly
independent of for “Mod_I”, since the for dc
components is fixed at 8. For coding schemes that have
a positive , a positive PSNR gain might be resulted
even at BER (see Table I).
2) “Mod_IP4E”, “Mod_IP1”, and “Mod_IP2” are uneco-
nomical . This is due to the fact that they
cause more distortions in P-frames and thus increase
the overall bit rate. In spite of this lose of economy, the
excess bit rate (i.e., ) may result in an improvement
of error resilience in presence of channel errors. Please
see Table II for this comparison.
Though “Mod_I” and “Mod_IP4” are more economical in
terms of embedding benefit, their embedding capacity is actu-
ally limited. Accordingly, they present less error resilience in
face of channel errors.
The rate-distortion performances in error-free condition
were also compared. Since data embed-
ding results in quality degradation and increasing residuals, the
overall bit rate will be increased accordingly. Our rate-distortion
curves are obtained by changing from 9 to 31. Four out of
the eight cases are illustrated in Fig. 5. It was found from these
8 test sequences that “Mod_I” and “Mod_IP4” degrade the
average PSNR by 0.06–0.3 dB and 0.13–0.3 dB, respectively,
with respect to the original H.263+ codec (at the same bit rate).
“Mod_IP4E” degrades the average PSNR by 0.4–1.8 dB, with
respect to “ARMP” (at the same and bit rate). The nearly
indistinguishable curves imply that “Mod_I” and “Mod_IP4”
achieve almost the same visual quality as the original H.263+
codec in the error-free case. Similar performances can also be
found in other test sequences with and 101
(not shown here).
The exception comes from the “Akiyo” and “Miss America”
sequences, where “Mod_I” and “Mod_IP4” present a larger
PSNR degradation dB than in other sequences. This is
mainly due to the simple and dark background content, which
is susceptible to disturbances in dc components, as well as the
nonlinear relation between PSNR and MSE (the same amount
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TABLE II
PSNR PERFORMANCES (IN dB) OF ARMP AND PROPOSED SCHEMES (“MOD_IP1,” “MOD_IP2,” AND “MOD_IP4E”)
WITH GOP size = 51, QP = 9, AND DIFFERENT BERS
Fig. 5. Comparisons of rate-distortion performances between H.263+ and proposed schemes with GOP size = 51 in error-free situation. The test sequences
are (a) “Akiyo,” (b) “BBC,” (c) “Foreman,” and (d) “Miss America.”
of variation in MSE would result in a larger reduction in PSNR
for higher quality sequences).
To evaluate the error resilience performance, each algorithm
is integrated with the same error concealment technique,
e.g., the zero-MV replacement method. Essentially, zero-MV
replacement cannot be applied to the first frame of the video,
which is then assumed to be error-free. Since “Ori,” “Mod_I,”
and “Mod_IP4” result in a similar bit rate, we compare them
in Table I. On the other hand, “Mod_IP1,” “Mod_IP2,” and
“Mod_IP4E,” which cause significant overheads, are compared
in Table II with “ARMP.” To be fair, the insertion of resyn-
chronization codes in “ARMP” is such that the resulting bit
rate is approximately the same as that of “Mod_IP4E.” Both
experiments were obtained with and
9, 15, and 25. The choice of different s leads to different
numbers of nonskipped MBs for information embedding. Due
to limit in space, only a part of results is shown here (Table I
is with and Table II with ). In Tables I and
II, the boldfaced values mean that the proposed algorithms
outperform “Ori” or “ARMP” in PSNR. From Tables I and II,
several key points can be found below.
1) For all test sequences, “Mod_I” and “Mod_IP4” mostly
provide better error resilience capability than “Ori,” as
BER becomes larger than 1 . For examples, there
are 1.9 and 2.0 dB of improvement for “Foreman” and
“Table_tennis,” respectively, when BER .
2) Though “Mod_IP1,” “Mod_IP2,” and “Mod_IP4E”
sacrifice in view of the embedding cost, they
might provide better error resilience than “ARMP,” as
long as properly applied. For example, for videos of
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TABLE III
COMPARISON BETWEEN THE PROPOSED ALGORITHMS AND OTHER DATA-EMBEDDING-BASED METHODS
(BER: BIT ERROR RATE, BKER: BLOCK ERROR RATE, GOBLR: GOB LOSS RATE)
dynamic content (such as “BBC”) which are coded at
high bit rate (i.e., low ), the considerable amount
of nonskipped MBs will make our algorithm effec-
tive in conveying error-skipping information. As seen
from Table II, for “BBC,” “Mod_IP1,” “Mod_IP2,” and
“Mod_IP4E” mostly outperform “ARMP” by 0.5–9.5 dB
when and BER – .
3) For low-motion sequences such as “Akiyo” and “Miss
America,” which are normally coded at low bit rates,
P-frames will contain a large portion of skipped MBs and
nonskipped MBs with few nonzero blocks. In this case,
“Mod_IP4” is a reasonable choice, considering the trade-
offs between bit rate increase and error resilience. For
example, “Mod_IP4” outperforms the original H.263+
codec by 0.6 dB when BER equals for “Akiyo.”
On the other hand, all the performances of “Mod_IP1,”
“Mod_IP2,” and “Mod_IP4E” are worse than ARMP
due to excessive embedding noise. Since for low-motion
sequences, the zero-motion replacement technique for
error concealment is sufficient to compensate the lose of
a series of MBs, the benefit of data embedding become
insignificant.
4) In order to provide more powerful error resilience capa-
bility, more information has to be embedded, but it will
also cause more quality degradation in error-free condi-
tion. This would be a tradeoff between the (error-free)
quality degradation and the error resilient capability. In
other words, “when” to use data embedding is important.
When channel condition is good, it is not smart to adopt
the “Mod_IP4E” (heavy embedding) coding method.
When the channel is bad, “Mod_I” or “Mod_IP4”
(light embedding), though causing less degradation
dB in error-free condition, are not enough to
resist the channel errors. In application of “Mod_IP4E,”
the video content and the value of would also be
taken into consideration, since “Mod_IP4E” requires
more nonskipped MBs for data embedding.
It is important to note that our experiments have considered
the operation of error concealment (here, the zero-MV replace-
ment). Hence for low-motion video (e.g., the “Akiyo” or “Miss
America”), the loss of MBs can be almost compensated by error
concealment. This is why the original H.263+ codec performs
better than our proposed methods in some cases. This is also
why the error resilience coding schemes that rely on the syn-
chronization codes do not show the same performance in all
kinds of video sequences.
In summary, we suggest the suitability of proposed schemes
by considering channel BER and the amount of motion-com-
pensated residuals (depending on the video content and
values) as follows.
1) “Mod_I” is enough for channels of low BER and videos
with low motion-compensated residuals.
2) “Mod_IP4E” which embeds more error resilience infor-
mation works better for channels of high BER and videos
with high motion-compensated residuals.
3) “Mod_IP4” which plays a tradeoff between “Mod_I”
and “Mod_IP4E” is a better choice for other channel
conditions.
V. CONCLUSION AND REMARKS
In this paper, error-resilient video coding schemes based
on data embedding techniques were proposed for the H.263+
codec. It is in principle of establishing a covert channel to
convey important information to the decoder end for error pro-
tection, without significant increase in transmission bit rate. The
embedded information, here the data length of MBs in I-frames
and horizontal locations of nonskipped MBs in P-frames,
is capable of providing implicit MB delimiters for resyn-
chronization in presence of channel errors. Various schemes,
such as “Mod_I,” “Mod_IP1,” “Mod_IP2,” “Mod_IP4,” and
“Mod_IP4E,” are extensively analyzed and compared to some
existing schemes (e.g., the original H.263+ TMN8 and the
ARMP method). Experiments show that our data embedding
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process decreases the average PSNR by less than 0.3 dB
(light data embedding) and 1.8 dB (heavy data embedding) in
error-free condition, but have a significant PSNR improvement
of up to 2 and 9.5 dB, respectively, when BER varies between
and . Besides, suitability of proposed schemes is
figured out from experiments, which indicates that “Mod_I” is
most suitable for low residual videos (i.e., high and static
content) in low BER condition, “Mod_IP4E” is most suitable
for high residual videos (i.e., low and dynamic content)
in high BER condition, and “Mod_IP4” may be appropriate
elsewhere. However, if there exists no host MBs in P-frames
(e.g., at very low bit rate for low-motion video), the proposed
scheme will degenerate to “Mod_I.”
In Table III, several data-embedding-based error re-
silience/error concealment methods and our proposed algorithm
are compared qualitatively. Quantitative performances of the
compared methods, e.g., the quality degradation with data em-
bedding and the gain in presence of channel errors, are referred
from their published materials. Since some papers did not show
enough experimental results (e.g., only one image or error
condition was tested), only a specific value, instead of a range,
is listed. Most of the proposals focus on error detection of video
bit streams. Since the embedded information in this case is not
critical, PSNR gain in presence of noises is also not significant.
On the other hand, embedding VQ information for image error
concealment though yields significant PSNR improvement, but
relies on the availability of codebook at receiver side (surely, it
also consumes some bit rates, if optimality of VQ is desired).
We know from the above that data embedding techniques play
tradeoffs between quality degradation (in error-free condition)
and error resilience (in presence of heavy channel noise). It will
be more efficient if the knowledge of “when” to apply this kind
of techniques is known. That is, it will be better if a technique of
channel estimation is provided. Even, the estimation of motion
activity of a video would be helpful in choosing suitable coding
scheme among “Mod_I,” “Mod_IP4,” and “Mod_IP4E.” In
summary, the 4W issues, “what,” “how,” “where,” and “when”
should be the main concerns in the application of data embed-
ding techniques for error resilient visual communication.
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