Kriging is widely used as a popular type of surrogate models for approximating expensive black box functions in engineering design and optimization. The tuning of kriging hyper-parameters has a direct and influential impact on its approximating capability. It always requires numerical optimization of the nonlinear and multi-modal likelihood function to obtain the optimal kriging hyper-parameters based on the maximum likelihood estimation (MLE) theory. In this work, a cuckoo search based approach is proposed and applied to the optimization of kriging hyper-parameters to ensure and improve the approximation ability of the kriging surrogate model. Firstly, the hyper-parameter optimization model of kriging is built based on MLE. Secondly, CS algorithm is applied on the established optimization model to search the optimum hyper-parameters. Finally, the benchmark test function is adopted as the case to verify the proposed method, and the results of the case study demonstrate that CS outperforms PS, GA and PSO in terms of the quality of the solution and efficiency for optimal kriging hyper-parameter tuning by comparison.
INTRODUCTION
In engineering design and optimization, it is often difficult and even impossible to derive an explicit and closed form mapping expression for the evaluation function. As a result, the number of black box function evaluations by high-fidelity finite element method (FEM) or finite volume method (FVM) is especially severely limited by computation time or cost in the optimization. One way to address this challenge is to fit qualified surrogate models according to the limited amount of data collected through evaluating the original black box objective and constraint functions at only a few points to replace the computationally expensive original black box ones in optimization. Owing to being especially good at globally approximating the nonlinear and multi-peak black-box functions that often occur in engineering, kriging, as one of the typical types of surrogate models which include artificial neural networks, support vector regression and kriging, etc. is widely used in evolutionary optimization, structural optimization, and multidisciplinary design optimization. Kriging was first proposed by the geologist to estimate the mineral concentrations over an area of interest given a set of sampled sites from the area, and yet is popularized by Sacks et al. [1] to approximate a deterministic computer experiment as a surrogate model to replace the computationally expensive original black-box function in design space exploration, uncertainty analysis and optimization etc.
In order to construct the kriging surrogate model, Lophaven et al. [2] developed a MATLAB kriging toolbox of Design and Analysis of Computer Experiments (DACE) and applied pattern search (PS) to optimize the kriging hyper-parameters in DACE. Martin [3] adopted the Newton-Raphson algorithm and compared the relative performances of three different variations of gradient based optimization algorithms to solve the MLEs of kriging meta-model hyper-parameters. However, the PS and the traditional gradient based numerical optimization methods are very sensitive to the selection of the starting points and much easy to fall into the local optimum. To this end, several approaches based on evolutionary algorithms have been presented in the past few years to obtain the optimal kriging hyper-parameter tuning. To obtain MLEs of the correlation parameters of kriging, Booker et al. [4] applied simulated annealing (SA) algorithm to accomplish the global optimization of likelihood function to develop a rigorous framework for optimization of expensive functions via a 31-variable helicopter rotor blade design example. Simpson et al. [5] employed SA to find the MLEs for the correlation parameters of kriging models for global approximation in simulation-based multidisciplinary design optimization of an aerospike nozzle. Toal et al. [6] used genetic algorithm (GA) to minimize the negative of the concentrated likelihood function to search the optimal set of hyper-parameters to construct the best kriging. Similarly, Toal et al. [6] developed a hybridized particle swarm optimization (PSO) method to achieve the optimal kriging hyper-parameter tuning.
Nevertheless, evolutionary optimization of kriging hyper-parameters using traditional intelligent algorithms, such as SA, GA or PSO, often requires tedious and troublesome efforts in fine-tuning algorithmic control parameters in order to obtain satisfactory results in constructing the kriging surrogate model. In recent years, a new meta-heuristic algorithm, called Cuckoo search (CS), was proposed by Yang and Deb [8, 9] based on the brood parasitism of some cuckoo species in combination with the Lévy flight behavior of some birds and fruit flies, and it is indicated that the results obtained by CS are much better than GAs and PSO.
In this paper, a new approach based on CS algorithm is proposed to tune the optimal hyper-parameters of kriging surrogate model. With this section included, this paper is divided into seven sections. The remainder of the paper is organized as follows: in section 2, the basic principles of kriging model are introduced and the optimization model of kriging hyper-parameter tuning based on MLE is constructed. In section 3, the fundamentals of CS algorithm are presented. Section 4 depicts the flowchart of the proposed method for the optimization of kriging hyper-parameters. In section 5, the numerical case study of the standard test function is introduced to prove the effectiveness and efficiency of the developed method. In section 6, the results of the case study are illustrated and discussed. Finally, this paper is concluded in section 7. 
PROBLEM STATEMENT Kriging
, as a realization of a regression model F and a Gaussian stochastic function Z, as shown in Equation (1).
The regression model
F β x is a linear combination of k chosen polynomial functions:
where the coefficients { } β are regression parameters.
The stochastic process ( ) z x is assumed to be a Gaussian stationary process with zero mean and covariance:
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where ( )
is the t-th correlation parameter corresponding to t-th design variable.
The unknown hyper-parameters for the kriging model, ( ) 
Optimization model based on MLE
The tuning of Gaussian correlation function parameters has a direct and influential impact on the approximating capability and the prediction accuracy of kriging. It always requires numerical optimization of the nonlinear and multi-modal likelihood function to obtain the optimal kriging hyper-parameters based on MLE. MLE is a method of estimating the parameters of a statistical model given data. Maximizing the MLE function is a ddimensional non-linear optimization problem. The optimization model for kriging hyperparameters based on MLE can be equally converted and expressed as: σ θ is the process variance and ( ) R θ is the correlation model with hyperparameters θ ; m is the size of the design sites. In this paper, CS is applied to find the optimal value of θ to minimize the concentrated likelihood function value of ( ) ϕ θ .
CUCKOO SEARCH ALGORITHM
Based on the obligate breeding parasitic behavior of some cuckoo species and the Lévy flight behavior of some birds and fruit flies, a new and powerful meta-heuristic optimization algorithm, called Cuckoo Search (CS) algorithm, was developed by Yang and Deb. In CS, each egg in a nest represents a solution and a cuckoo egg represents a new solution. The mechanism of CS algorithm is to use the new and potentially better solutions (cuckoos) to replace the worse solutions in the nests to find the optimum at last. For simplicity, the breeding behaviors of cuckoos can be idealized into these three rules as follows:
(1) Each cuckoo lays one egg each time and dumps it in a nest randomly; (2) The best nests with high quality of eggs (solutions) will be kept and transferred to the next generation; (3) The number of the available host nests is fixed, and a host can discover an alien egg with a probability
On the basis of these three ideal rules, the pseudo code of CS can be summarized in Table 1 . 
where 0 α > is the step size, which is supposed to be related to the scales of the problem of interest and determines how far a random walk can reach for a fixed number of iterations, and 1 α = is used in most cases. The symbol ⊕ means entry-wise multiplications. Lévy flights essentially provide a random walk while their random steps are drawn from a Lévy stochastic distribution for large steps:
which has an infinite variance with an infinite mean.
OPTIMIZATION METHOD
In the optimization model based on MLE, the kriging correlation parameters are treated as the design variables while the concentrated likelihood function is treated as the objective. CS is applied to the established optimization model to search the optimal hyper-parameters to construct the CS-optimized kriging as the surrogate model of the baseline and original test function. In order to verify the proposed method, a comparative study on the applications of four types of algorithms to the optimal kriging hyper-parameter tuning, such as CS, pattern search (PS), GA and PSO, is then demonstrated by the numerical case study. Latin hypercube sampling (LHS) [10] is used to achieve the training and test data sets. Relative root sum square error (RRSME) [11] is employed as the evaluation criterion of the approximating abilities of CS-optimized kriging (CS-kriging), PS-optimized kriging (PSkriging), GA-optimized kriging (GA-kriging) and PSO-optimized kriging (PSO-kriging). The flowchart, shown in Figure 1 , explains the optimization procedure of the proposed method. 
NUMERICAL CASE STUDY
Here, the Branin function is adopted from the literature [12] as the test function benchmark in this section to compare the performances among PS-kriging, GA-kriging, PSO-kriging and CS-kriging based on the well-known MATLAB kriging toolbox DACE. The 2-D Brainin function is defined as: 
In order to make the fair comparisons among the four kriging surrogate models, the same training and test data set of the same size should be employed to build/test the kriging surrogate model. The regression part of the kriging surrogate model is set as the constant, which is the so-called constant kriging. The same training data set of 30 sample points and the same test data set of 10 sample points are generated to fit each kriging model. The training and test data sets, as shown in Table 2 and Table 3 , are created by LHS. Table 2 . Training sample set. Four different optimization algorithms, such as CS, PS, GA and PSO, are all applied to search the optimum hyper-parameters of the kriging surrogate model of the 2-D Branin function. To make equal and standard comparisons, the values of the common control parameters of the mentioned algorithms above such as the population size and the maximum iteration number are chosen to be the same in all numerical experiments. The population size is fixed as 20 and the maximum iteration number is set as 500. It should also be noted that the initial randomly generated population is set the same for all the three Number Coordination ( ) 
RESULTS AND DISCUSSION
After the implementation of optimizing the kriging hyper-parameters by PS, GA, PSO and CS, the corresponding kriging surrogate models of the Branin function are built respectively. The relative errors are listed in Table 4 . It can be seen that the relative error value of the CS (1.32%) is much smaller than PS (3.79%), GA (3.14%) and PSO (2.41%), which means that the proposed method using CS algorithm can achieve the highest prediction accuracy of kriging model by optimizing the correlation parameters. Besides, the convergence characteristics of GA, PSO and CS for optimizing the hyper-parameter are shown in Figure 2 . It can be inferred form the convergence characteristics of GA, PSO and CS for optimizing kriging hyper-parameter that CS can steadily reach the minimum value after fewer times of iterations in a faster convergence speed and produce better quality solutions by comparison. What's more, smoother average fitness curve of CS means that the CS is more stable and robust. In addition, there are fewer parameters to be fine-tuned in CS than GA and PSO. Therefore, the CS algorithm performs better than the PSO and GA in terms of the quality of the solution, efficiency, robustness and usability in the optimization of the hyper-parameters of the kriging surrogate model. 
CONCLUSIONS
In this paper, the new CS based approach is proposed to accomplish the optimal kriging hyper-parameter tuning. The developed optimization model based on MLE is searched by CS, PS, GA and PSO to minimize the concentrated likelihood function to build CS-kriging, PS-kriging, GA-kriging and PSO-kriging respectively. These four established corresponding kriging models are tested and compared by the benchmark test function in the literature though the numerical case study. The main conclusions are drawn as follows:
(1) The CS based method is demonstrated and verified through the numerical case study. The results of the case study indicate that CS has the potential capability of obtaining the optimal hyper-parameters of the kriging surrogate model and ensuring the predictive ability of kriging surrogate model. Besides, there are fewer parameters to be fine-tuned in CS and this means that we do not have to take the trouble to fine tune so many control parameters for the optimal kriging hyper-parameter parameter.
(2) The CS based method is compared with PS, GA and PSO in the optimization of the kriging hyper-parameters. The comparison results of the standard test function show that CS is superior to these three existing and widely-accepted algorithms in the literature in terms of the quality of the solutions, efficiency and robustness throughout the whole iterative optimization procedure. In the future, the CS-based method should be tested further by more numerical test functions, especially high dimensional ones.
