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CLUSTER ANALYSIS OF STREAMFLOW DATA OVER TURKEY 
SUMMARY 
A robust clustering scheme for partitioning gauged streamflow records into 
homogeneous groups is an important tool for the characterization of hydrologic 
systems. In this study we applied the simple, quantitative method of hierarchical 
cluster analysis (HCA) to the task of objectively classifying streamflow data over 
Turkey into regions containing the similar streamflow patterns. The performances of 
the three standardization techniques were also tested and standardizing by range 
performed better than standardizing with the zero mean and unit variance. Clustering 
was carried out using Ward’s minimum variance method which became prominent in 
atmospheric researches with squared Euclidean dissimilarity measures on 80 
streamflow stations with natural flow regimes where no intensive river regulation has 
occurred. Using cluster analysis we investigated that the zones having similar 
streamflow pattern can not be overlapped with the conventional climate zones of 
Turkey but streamflow regions are coherent with climate zones of Turkey redefined 
by applying cluster analysis (CA) to total precipitation data and homogenous 
streamflow zones of Turkey defined by applying Principal Component Analysis 
(PCA).  
Use of the regional streamflow information generated in this manner can 
significantly improve the accuracy of stream predictions. In this context, we got 
maps after testing stability of the procedures by using different data sets in order to 
make the tools available for the regional studies in Turkish streams.  
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TÜRKİYE AKIM VERİLERİNİN KÜME ANALİZİ 
ÖZET 
Gözlenmiş akım verilerinin sağlam bir plan dahilinde sınıflandırılması, hidrolojik 
sistemlerin nitelendirilmesinde önemli bir araçtır. Bu çalışmada; Türkiye akım 
verilerin, benzer akım düzenlerini içeren bölgelere ayırmak için nicel metotlu 
hiyerarşik küme analizini kullandık. Üç adet standartlaştırma tekniğini de test ettik 
ve sıra değerini esas alan yöntemi, bilinen standartlaştırmaya kıyasla daha başarılı 
bulduk. Küme analizi, atmosfer bilimlerinde Öklit benzerlik ölçütüyle öne çıkan 
Ward’s yöntemiyle , doğal akımlı, yoğun akım düzenlemesi yapılmamış 80 akım 
istasyonuna uygulanmıştır. Küme analizi kullanarak elde edilen sonuçlarda, benzer 
akım özelliğine sahip bölgelerin hali hazırdaki iklim bölgeleri ile örtüşmediği ortaya 
çıkarılmış, bununla birlikte, toplam yağış miktarlarına uygulanan küme analizi 
sonuçlarıyla ve homojen akım bölgelerinin PCA ile tespiti çalışmalarıyla tutarlı 
sonuçlar elde edilmiştir. 
Bölgesel akım verilerinin kullanımı akım tahminlerinin doğruluğunun etkin şekilde 
sağlanmasına bir anlamda olanak sağlayabilmektedir. Bu bağlamda Türkiye 
akarsularında bölgesel çalışmalarda ihtiyaç duyulabilecek araçları(harita), 
yöntemlerin değişmezliklerini (sağlamlıklarını) test ettikten ve bir çok veri seti 
üzerinde denedikten sonra elde ettik. 
 
 
 
 
 x
1. INTRODUCTION 
1.1. Quantitative and Comparative Hydrology 
Although the process by which precipitation becomes streamflow is well understood 
in hydrology, the input and the many relevant land characteristics can not be 
measured accurately enough to define streamflow completely deterministically. 
Climate, geology, and topography are principal characteristics of a river basin 
affecting streamflow process. Streamflow characteristics provide information needed 
in design of structures built in or along stream channels, for evaluating flood hazards, 
for defining the available water supply and in the large scale provides a useful tool 
for extrapolation of hydrological variables and for the identification of natural flow 
regimes where intensive river regulation has occurred. Because the climatic factors 
of precipitation, temperature, sunshine, humidity, and wind all affect stream runoff to 
some extend but in similar topography and geology, precipitation and temperature 
account for major differences among the river catchments (Riggs, 1985; Haines et 
al., 1988).  
Quantitative hydrology is a recent science that streamflow measurements were not 
widely available until after 1888 in United States when systematic gauging was 
begun by governmental departments such as U.S. Geological Survey (Riggs, 1985). 
Scarcity of hydrologic data is a serious problem especially in the arid and semi arid 
regions. The importance of soil and especially water resources in arid and semiarid 
regions has increased as the growing population makes large demands on natural 
resources.  
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Additionally, subsequent demands for irrigation water, hydropower, and flood 
control municipal and industrial water supplies, and soil conservation issues led to 
major activity in hydrologic analysis (Riggs, 1985). Turkey is located in semiarid 
zone where water is limited and scarce resource since precipitation is limited to 
rainfall and is characterized by high spatial and temporal variability. Water 
management in semiarid regions should focus on enhancing water use efficiency and 
conservatively. Although we will not run an estimation process yet, a popular 
approach is the use of comparative hydrology, which seeks to transfer hydrological 
information from gauged sites to ungauged ones. Since the world is so complex and 
large that the use of clustering analogs in the management of natural resources can 
not be avoided. Comparative hydrology is used to explore the broad-scale 
characteristics of hydrological processes, which represent the interaction between 
climate and the nature of the surface land. It is also used to identify zones with 
similar patterns or behavior, so that the hydrological effects can be compared in these 
regions, hydrologic predictions, transferring information from one area to another 
with analogous characteristics can be possible if a robust scheme of regionalization is 
established (Andrade, 1997). Herein, we run the process for defining the 
geographical zones having similar streamflow variation in different periods. (i.e., 
monthly, seasonal, and annual mean)  
1.2. Objectives of the Study 
The main objective of this study is to develop a clustering scheme for gauged 
streamflow data over Turkey to define regime types and the boundaries of climatic 
zones containing the similar streamflow patterns and variation. 
There are three major objectives of this study: 
1. To test the hypothesis that river basins from different geographic location can 
be considered in the same cluster independent of their geographic position. 
2. To test all the combinations of distance metrics and hierarchical linkage rules 
available in MATLAB and to determine which one is superior to the others 
by applying replication analysis and pseudo statistics. Briefly, to make an 
algorithm specification (See Appendix C1) 
3. To determine the best standardization techniques mentioned in Arabie et al., 
(1996) which work well with clustering streamflow data. 
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1.3. Hypothesis 
H: River basins from different geographic locations can be considered in the 
same cluster independent of their geographic positions. 
 
This hypothesis asserts that basins from different geographical areas can have 
similar hydrological features. This was tested by comparing different 
combinations of method and data over Turkey. 
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2. LITERATURE REVIEW 
In last two decades, multivariate techniques, such as cluster analysis, have been used 
to identify homogeneous hydrological regions using hydrologic characteristics 
(Andrade, 1997). It’s usage in the atmospheric sciences has been comparatively rare, 
however possibly due to the controversy and the inherent ambiguities in its use 
(Wolter, 1987). Still papers using CA are now appearing in atmospheric sciences 
journals at an increasing rate (Fovell and Fovell, 1993).  
Streamflow regionalization is the classification of river catchments into regions 
according to preset criteria. The preset criteria are generally based on streamflow 
information or drainage (or river) basin and climatic characteristics. Streamflow 
variables characterize the streamflow properties such as mean monthly flows, daily 
flows, peak flows, or streamflow parameters (Chiang, 1996). Streamflow is most 
variable from year-to-year where semi-arid and dry sub-humid environmental 
conditions are dominant. As available literature on teleconnections of 
hydroclimatological variables is numerous, the following review concentrates on 
studies either linking streamflow to global climatic processes and precursors or 
circulation patterns to drought, streamflow conditions, and extreme hydrological 
events. Generally, statistical analyses of the link aim at identifying the causing 
atmospheric processes, at explaining trends or at describing typical event 
characteristics (Piechota et al., 1997; Uvo, 2003; Kahya and Karabörk, 2001; Stahl et 
al., 2001; Gaffen and Ross, 1999). Close relationships between streamflow 
anomalies in US and Australia and spatial and temporal modes dominating 
streamflow variability in the western US in response to ENSO events were 
investigated by Kahya and Dracup (1993) and Piechota et al., (1997). Time series 
model was used for regionalization of watersheds by Chiang et al (2002) and Merzi 
et al., (1993) was used monthly streamflows at three stations in the Çoruh River to 
construct his AR (autoregressive) model. Fovell and Fovell, (1993) developed a 
regionalization for US using monthly temperature means and precipitation 
accumulations from 344 climate divisions.  
 4
Gaffen and Ross, (1999) applied a modified version of eight-cluster solution to 
analyze trends in US temperature and humidity. Several techniques have been 
applied to a variety data to define regions having similar climatic or hydrologic 
patterns over Turkey (i.e., Türkeş 1996; Ünal et al., 2003). The data used were 
temperature and precipitation in the form of mean or total during the period (maps 
are in Appendix E.1). Some climate classifications have been attempted to define 
regions with similar climatic conditions due to the necessity for reasonable climate 
divisions. The most well-known examples are Ünal et al., (2003), Türkeş et al., 
(1995), and Türkeş (1996) for Turkey. Except Ünal et al., (2003), they used the 
Thornthwaite classification method entailed the a priori definition of a set of climate 
types or rules that were then used to classify climate of Turkey. Türkeş (1998) 
carried out a study relating desertification to precipitation and aridity index series 
and he found that the continental interiors and South-eastern Anatolia of Turkey 
appear to be arid lands. Both the seasonality and year-to-year variations of national 
streamflows must be catalogued to understand linkages between river basins and 
regions, and across time. Several investigations in Europe used the NAOI and the 
correlation of the NAOI to different European drought series was investigated and 
details are reported in Stahl et al., (2001) and comprehensive review can be found in 
Stahl (2001). Stahl (2001) correlated the monthly averages of the Regional 
Streamflow Deficiency Index (RDI) series of the 19 European clusters to NAOI and 
low correlations were found. However seasonal correlations were much higher 
except for the summer season in northern Europe (Stahl, 2001). Higher temperatures 
generally lead to higher potential evaporation so that the hydrological cycle 
intensifies in a warmer environment. With the closed global water balance and the 
higher content of water vapour in a warmer atmosphere, the precipitation will 
increase. In summer, the natural reservoir of a catchment and thus streamflow will be 
decreased by higher temperatures and higher evapotranspiration. Higher 
temperatures in winter will increase the amount of rain, which will cause higher 
streamflows. For rainfed regimes, the main recharge season is winter, whereas for 
snowfed regimes, spring snowmelt recharges the soil and groundwater reservoirs. 
Consequently, higher temperatures in summer induce drier surface hydrological 
conditions and winter temperature and rainfall changes can also have a strong 
influence on the hydrological summer conditions. The general global mechanism is 
strongly modified by seasonal differences at a regional level.  
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In Europe, most rivers show a strong seasonal regime therefore seasonal variability is 
important to assess the impact of climate changes on the complex hydrological 
system (Stahl, 2001). The southern and continental parts of Europe, especially the 
Mediterranean region are sensitive to drought so that the climate change on Regional 
Streamflow Deficiency is likely to affect these areas (Stahl, 2001). Acreman and 
Sinclair (1986) classified 168 basins in Scotland using Normix multivariate 
clustering algorithm. They tested homogeneity of the basins using a likehood ratio 
test of adapt for all basins within a region. They used logarithmically transformed 
basin characteristics; area, stream length, channel slope, stream density, rainfall, soil 
moisture deficit, soil type, and lake storage. Dettinger and Diaz (2000) worked with 
the global dataset of monthly streamflow series and pointed out that the timing and 
amplitude of streamflow seasonality depends on the local month of maximum 
precipitation and the extent to which precipitation is trapped in snow and ice at most 
gauges. In cluster analysis, as in most multivariate analyses, the choice of variables, 
clustering technique and dissimilarity measure/initial partition may indeed 
significantly influence the results (Stooksbury and Micheals, 1991; Fovell, 1997). 
The final groups may or may not be geographically contiguous. If the clustering 
scheme is successful, strong relationships between streamflow properties (e.g., mean, 
standard deviation, and correlation of monthly streamflows) can be realized. These 
relationships can be utilized to develop useful streamflow information at ungauged 
watersheds featuring similar characteristics (Chiang, 1996). The seasonality of 
streamflow varies widely from stream to stream and is influenced mostly by the local 
distribution of precipitation, local seasonal cycle of evaporation demand, timing of 
snowmelt, travel times of water from runoff source areas through surface and 
subsurface reservoirs and channels to stream gauge, and human management. The 
seasonal and annual mean stream flows can be used to evaluate whether water 
outflows meets the downstream water requirements for water use, such as 
hydropower, water supply, water control or irrigation (Chiang, 1996).  
The fact of streamflow being privileged variable as stated earlier, a study regarding 
cluster analysis of streamflow data in national scale seemed to be an important 
necessity. In a sense, this study picks up where Ünal et al., (2003) left off, with 
respect to streamflow, by defining regions having similar streamflow pattern on a 
national scale. 
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MATERIALS AND METHODS 
Streamflow Data  
As with other statistical procedures, a number of decisions must be made by 
researcher before the actual analysis procedure. Selecting the variables to include in 
an analysis is always crucial and the similarity measure is highly dependent on the 
scales of measurements used. To elude the problems, variables must be carefully 
chosen, so that the analysis reveals the correct and all variables must be standardized 
to have a mean of zero and standard deviation of one. 
Seasonal and annual mean discharge values from 80 continuous-record gauging 
stations were used to develop the cluster analysis. Each gauging station in Table 3.1 
had 31 years of record through water year 1994 (See Appendix G1). Gauging 
stations located on streams where flows are regulated, where diversions significantly 
affect flows, or where significant discharge from spring’s augments streamflow was 
extracted from 257 stations by using high resolution (100000:1 or 25000:1) maps of 
Turkey. The records extracted for this study start from October of 1964 and end in 
September of 1994. 
The streamflow variation among stations was important to this study and had a great 
impact on the clustering results. Therefore, the original streamflow data were used in 
the analysis to see this impact and then standardized by monthly mean and standard 
deviation although some of the above-cited studies have applied CA to raw data, one 
variable at a time (e.g. Wolter, 1987). In clustering process standardization is 
believed to be essential when variances among variables differ to any great extent or 
when substantial differences exist in the absolute magnitude (or mean) of the 
variables (Arabie et al., 1996); (Table G1 and Appendix B1) Standardization of the 
data was not only necessary to achieve physically meaningful classifications but it is 
also a useful precursor to the application of cluster analysis (See Figure F1) 
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Table 3.1 Gauging stations used in this study and their locations 
Basin 
No Name of  River Basin Number of the Gauging Stations’ 
1 Maritza (Meriç) 101 
2 Marmara - 
3 Susurluk  302, 311, 314, 316, 317, 321, 324 
4 Northern Aegean  406, 407 
5 Gediz  509, 510, 514, 518 
6 Small Menderes  601 
7 Big Menderes  701, 706, 713 
8 Western Mediterranean 808, 809, 812 
9 Antalya 902, 912 
10 Burdur Lake - 
11 Akarçay - 
12 Sakarya  1203, 1216, 1221, 1222, 1223, 1224, 1226, 1233, 1237, 1242, 1243 
13 Western Black Sea 1302, 1307, 1314, 1335 
14 Yeşilırmak  1401, 1402, 1413, 1414, 1418 
15 Kızılırmak  1501, 1517, 1524, 1528, 1532, 1535 
16 Konya Closed. 1611, 1612 
17 Eastern Mediterranean 1708, 1712, 1714 
18 Seyhan  1801, 1805, 1818 
19 Orontes (Asi) 1905, 1906 
20 Ceyhan  2006, 2015 
21 Euphrates (Fırat)  2122, 2124, 2131, 2132, 2145, 2147, 2151 
22 Eastern Black Sea 2213, 2218, 2232, 2233 
23 Chorokhi (Çoruh)  2304, 2305, 2323 
24 Arax (Aras)  2402, 2409 
25 Van Lake - 
26 Tigris(Dicle)  2603, 2610, 2612 
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Study Area 
The study area is whole the country and extends from 26-45° of longitude east and 
36-42° of latitude north (Figure 3.1). The spatial distributions of the 80 continuous-
record streamflow gauging stations are not uniform; however the monthly 
streamflow records compiled by EIE (General Directorate of Electrical Power 
Resources Survey and Development Administration) were shown to satisfy the 
homogeneity condition at a desirable confidence by Kahya and Karabörk (2001). The 
watersheds (2, 10, 11, and 25) which could not be included in the study because of 
their inconvenient data period were joined and assigned as cluster according to their 
neighboring conditions (Table 3.1).  
In the literature river basin is the land are between the source and the mouth of a 
river, which gives all its water to this river and its branches. Twenty six different 
drainage basins (db) and their various characteristics associated with each 
streamflow station and there are seven different climatic regions that have been 
accepted by Turkish climatologists since the beginning of the 20th century (Ünal et 
al., 2003). These both situations affect the magnitude of the monthly streamflow 
values and make them very greatly among the stations (Piechota et al., 1997). Most 
of the drainage basins are large to medium size (>1000 km ) and are located in the 
middle of high elevations (>500m).The max flow per unit area is observed in the 
Antalya watershed (basin) although Eastern Black Sea has the highest precipitation 
measurements (State Institute of Statistics, 1995) 
2
Data Preprocessing 
In clustering process standardization is believed to be essential when variances 
among variables differ to any great extent or when substantial differences exist in the 
absolute magnitude (or mean) of the variables (Arabie et al., 1996); (Figure B.1). The 
original streamflow data were used in the analysis to see the impact of magnitude 
difference among the stations (Figure 4.1) and then three standardization techniques 
were applied to the each dataset and the results were compared. 
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 Figure 3.1. Locations of rivers and streamflow gauging stations with their basins used in the study. 
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a) 
 
b) 
 
Figure 3.2. Plot of a) Eigen vector one scores ( 1E ) versus Eigen vector two scores ( 2E ) obtained by using original annual streamflow data b) 
same as Figure.3.2a but for standardized annual streamflow data. 
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Seven different standardization measures (three of them are shown below as; Eq.3.1, 
Eq.3.2, Eq3.3) were defined in Arabie et al., (1996) and the only standardization 
procedures that were in the superior group in every condition were those measures 
that standardized by range (Eq3.3). Standardization of the data was not only 
necessary to achieve physically meaningful classifications but it is also a useful 
precursor to the application of cluster analysis. In the current study we wanted to 
measure the fluctuation in relative streamflow from year-to-year. Thus, streamflow 
measurements at each station were standardized based on the average over all years 
investigated at that station. That is, for streamflow S  for station i in year t, the 
streamflow index, 
it
itZ  is computed by traditional standardization equation 
_
it i
it
i
S SZ σ
−=  Eq. ( 3.1 )
where  is the average, 
_
iS iσ  the standard deviation of all measurements at station: for 
e annual streamflow for each station is given in Table A.1. There are two 
more equations used in this study to standardize the streamflow by range of the 
series. 
1, 2,....,80i =  and 1,2,....,31t = . 
The averag
( ) ( )max minitit it it
SZ
S S
= −  Eq. ( 3.2 )
( )
( ) ( )
min
max min
it it
it
it it
S S
Z
S S
−= −  Eq. ( 3.3 )
The reduction of the data by another multivariate analysis method potentially loses 
some relevant information therefore PCA or factor analyses were not applied in this 
study (Arabie et al., 1996). We just applied multi dimensional scaling (MDS) to see 
how the data was scattered on two dimensional space. And as it is shown in Figure 
3.2 standardization is a must for streamflow data to apply clustering method 
effectively. To see details about multi dimensional scaling method, refer to Everitt 
(1993) which have provided comprehensive expressions about this subject. 
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Cluster Analysis 
It would be useful at the beginning of the study to differentiate between the terms of 
clustering and classification. Classification is a supervised learning and in this 
process we know the labels (names) and we know also the number of classes. But 
clustering is an unsupervised learning that we don’t know the class labels and of 
course we may not know the number of the classes. So that their results are 
somewhat misleading for a definition of the climate zones and lack of readable 
results may cause contradictory outcomes respectively. 
The term cluster analysis is first used by R. C. Tryon in 1939 (Landau, 2003). The 
purpose of cluster analysis is to response to the general question facing researchers in 
many areas of inquiry is how to organize observed data into meaningful structures. In 
brief, cluster analysis amalgamates data objects into constituent groups (natural 
groupings) such that objects belonging to the same cluster are similar, while those 
belonging to different ones are dissimilar. Natural groups are also named as clusters 
having properties such as internal cohesion and external isolation (Everitt, 1993; 
Anderberg, 1973). Until the 80s the discussion concentrated mainly on techniques 
that encompass a number of different classification algorithms. At the end of the 80s 
the whole process of clustering-starting with the selection of cases and variables then 
ending with the validation of clusters- became dominant (Arabie et al., 1996). 
Clustering methods (Anderberg, 1973; Bacher, 2002; Everitt, 1993) can be divided 
into two basic types: hierarchical and partitional clustering. Within each of the types 
there exists a wealth of subtypes and different algorithms for finding the clusters. In 
figure 3.10 linkage methods and distance metrics available in the most popular 
statistical packages SPSS, SAS and in the technical computing program Matlab v6.5 
are presented as a cluster diagram. Cluster analysis procedure can be applied to form 
clusters based on the similarity or dissimilarity of variables. Therefore, samples with 
similar streamflow patterns can be placed in a single cluster (i.e., streamflow 
regions). The data for a clustering procedure usually consist of the values of p 
variables 1 2 3, , ,..., nX X X X  for n objects (stations). These variable values are then 
used to produce an array of distances between objects.  
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To measure the distance between two objects i and j, the Euclidean distance function, 
ij , is frequently used (Chiang, 1996, Gong and Richman, 1995): d  
p
( ) 1/ 22
1
p
ij ik jk
k
d x x
=
⎡ ⎤= −⎢ ⎥⎣ ⎦∑  Eq. ( 3.4 )I
For example, the distance between two oints ( )  and 1 2, 4A = ( )6,8A =  
equals ( ) ( ) 1/ 22 22 6 4 8⎡ ⎤
2
− +
ardization, the choice of similarity metrics, 
selection of methods, the number of clusters, and test of stability (validation). 
Table 3.2 Critical steps in cluster analysis and our decision 
Step Question Decision 
−⎣ ⎦ . Variables are usually standardized (i.e., mean=0, 
variance=1) before distances are calculated; thus, all p variables are equally weighted 
in determining these distances. Several procedures based on Euclidean distance are 
used to generate clusters (Figure 3.3 and Figure 3.4). The Ward’s method (Everitt, 
1993), one popular procedure will be used. The major steps in a cluster analysis are 
outlined by Arabie et al., (1996) and Hair et al., (1987). There are five critical steps: 
the choice of variables, decision on stand
1 Which variable was chosen? Streamflow data 
2 Standardization Required 
3 Similarity Metric  Squared Euclidean 
4 Method Ward’s method 
5 Test of Stability Replication test was applied 
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Figure 3.3. Flow chart of algorithms of cluster analysis 
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Figure 3.4. Methodology used for compiling and editing the streamflow database 
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Hierarchical Cluster Analysis (HCA) 
An agglomerative hierarchical clustering with a combination of different measures of 
similarity and linkage methods was used to perform CA of streamflows. All the CA 
procedures were undertaken using MATLAB program by writing self code. To check 
out the performance of the program script, SPSS and SAS statistical packages were 
used. Among different linkage methods and similarity measures available on 
MATLAB, nine different linkage methods and five distinct similarity measures were 
connected. We observed the dendrograms and also used the cophenetic correlation 
coefficient to compare the results of clustering the same data set (6x3 sample matrix) 
using different distance calculation methods or clustering algorithms. The 
Mahalanobis distance and Average linkage method combination had the highest 
cophonet correlation score(C=0,90420, see Table C.1 for details) but the resultant 
membership was not valid. Jaccard and Hamming distance metrics were failed at the 
beginning of the analysis. Pseudo statistics, CCC, and other tests were only available 
on SAS.  
This study employs the hierarchical approach instead of the partitioning clustering 
approach for some reasons. First off all; we have to emphasize that methods can 
ision of the objects at each step because an independent clustering is 
erative hierarchical 
clustering methods are considered to be the most popular cluster analysis technique 
(Gong and Richman, 1995). We have the goal to find an adequate subdivision of the 
bjects (stations), in order to define similar streamflow regimes without sacrificing 
too much detail, and then the Ward's method under HCA is more attractive for our 
study. Readers are referred to Everitt (1993), Gordon (1999), Ward (1963), and 
Kalkestein (1987) for details concerning this method. Although many other distance 
metrics exist, Euclidean distance is the most commonly used dissimilarity measure in 
CA and brief literature review provided by Gong and Richman (1995) shows that the 
large majority (85%) of investigators applied this metric for their study. 
optimize the div
obtained for each clustering level (See Figure 4.8). However, an initial selection of 
objects to act as cluster seeds is difficult and the sensivity of the results to the seeds 
chosen is poor. That is why the hierarchical methods are relatively more popular. 
Besides, hierarchical approach helps users on the way of identifying not only distinct 
clusters but also the subgroups they may contain. Besides; agglom
o
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Single Linkage 
een two clusters is 
determined by the distance of the two closest cases (neighbors) in the different 
One of the simplest hierarchical clustering method is Single Linkage is also known in 
the literature as “nearest neighbor technique” and “minimum method” (Everitt, 1993; 
Gong and Richman, 1995). In this method, the distance betw
clusters. This measure of inter-cluster is illustrated in Figure 3.6. 
( ) ( ), min , ,I II I I II II I IID C C X C X C d X X= ∈ ∈  Eq. ( 3.5 )I
 
CLUSTER II
CLUSTER I
dxy
 
Figure 3.5. Single linkage distance 
his method is appropriate unless the clusters unless the clusters tend to be somehow 
clusters therefore it is not widely used in atmospheric sciences. 
 
The method will be applied to the following distance matrix as a sample of the 
linkage procedure. Refer to Everitt (1993) for more detail. 
 
4 2 03
8 7 6 04
4 10 9 7 05
⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
The smallest entry is that for individuals 2 and 3, consequently these are joined to 
rm a two-member cluster. Distances between this cluster and the other three 
T
elongated or of a chain type nature. The technique may not discern poorly separated 
1
1 2 3 4 5
01
3 02
D
⎛ ⎞⎜ ⎟⎜ ⎟=  
fo
individuals are below; 
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( ) [ ]12 13 1223 1 min , 3d d d d= = =  
( ) [ ]24 34 3423 4 min , 6  d d d d= = =
( ) [ ]25 35 3523 5 min , 9d d d d= = =
 
A new matrix is now constr ed who inter-individual distances and 
cluster-individual values. 
The smallest entry is in  is that for individuals (23) and 1, so these now form a 
ree-member cluster, and a new distance matrix is found, 
 
uct se entries are 
23 1 4 5
2
23 0
1 3 0
4 6 8 0
5 9 4 7 0
D
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
 2D
th
( ) [ ]231 234 231123 4 min , 3d d d d= = =  
 
( ) [ ]231 235 231123 5 min , 3d d d d= =  =
 
The smallest entry is in  is that for individuals (123) and 4 or 5 . The entry 4 is 
added to the cluster containing individuals 1, 2, 3. Finally the groups containing 
individuals 1, 2, 3, 4 and 5 are combined into one single. The partitions produced at 
each level are: 
Level Groups 
5 [1], [2], [3], [4], [5] 
4 [1], [2 3], [4], [5] 
3 [1 2 3], [4], [5] 
2 [1 2 3 4], [5] 
1 [1 2 3 4 5] 
Complete Linkage 
A variation on the simple linkage method is often known as complete linkage or 
furthest neighbor or maximum method (Gong and Richman, 1995). The distance 
between two clusters is defined as the greatest distance between objects in them. The 
measure is shown in figure below. 
 
 
123
123
3
4 5
0
3 04
3 7 05
D
⎛ ⎞= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 3D
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Figure 3.6.  Main idea of hierarchical techniques derived from Backer, (2002)  
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Figure 3.7. Complete linkage distance 
( ) ( ), max , ,I II I I II II I IID C C X C X C d X X= ∈ ∈  Eq. ( 3.6 )(
As it is described above, this clustering method is opposite of SL in the sense that the 
distance definition is quite different. However, the results will still depend very much 
on which two cases are taken as starting point in the process. Complete linkage tends 
to produce small, compact clusters in which the observations or cases are very 
similar to each other, while single linkage tends to produce long and stringy clusters 
(Gong and Richman, 1995). 
Average Linkage 
This method is referred to by the names groups-average clustering and enweighted 
pair wise group average linkage (Everitt, 1993; Sneath and Sokal, 1973). The general 
method description can be found in the literature (Everitt, 1993; Fovell and Fovell, 
1993; Gong and Richman, 1995; Kalkstein et al., 1987). This technique treats the 
distance between two clusters as the average distance between all pairs of objects in 
the two different clusters. Sneath and Sokal (1973) introduced this method using 
arithmetic averages. The distance between cluster a, merged by clusters i and j, and 
another cluster b is determined by the following formula; 
i i
ab ib jb
i j i j
N Nd d
N N N N
= ++ + d
ely. 
 Eq. ( 3.7 )
Where ij  is the distance between object i in cluster a and object j in the cluster b, 
aN  and bN  are the number of objects (station) in clusters a and b, respectiv
d
Such a measure is shown in Figure 3.8. 
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CLUSTER I
CLUSTER II
 
Figure 3.8. Average distance linkage 
There is a family of three agglomerative techniques related to, but not identical to, 
this space conserving average linkage method (Gong and Richman, 1995; 
Anderberg, 1973). They are median clustering, centroid clustering and weighted 
average linkage. The formula of distance between clusters a and b for these methods 
are presented here. 
Centroid method i ji i
ab ib jb ij
i j i j i j
N NN Nd d d
N N N N N N
= + −+ + +  d
Median method 
Eq. ( 3.8 )
(
1 1 1
2 2 4ab ib jb ij
d d d= + −  d Eq. ( 3.9 )(
(Simple) 
Weighted Average 1 1
2 2ab ib jb
d d= +  d Eq. ( 3.10 (
All three methods above are described in Everitt (1993) and Anderberg (1973). 
Ward’s method 
entities or cases into clusters such that 
the variance within a cluster is minimized. 
 
Ward’s method (also called incremental sum of squares method) is a non-
 )
All the linkage techniques such as SL, CL, and Average Linkage are based on similar 
principle: there is a chain of similarity leading to whether or not a case is included to 
a cluster. The rules governing this chain differ from one linkage technique to another 
so that different shapes of clusters are obtained due to the technique. A different 
approach is Ward’s method which is considerably more complex than other linkage 
algorithms. The aim in this method is to join 
To be more precise; each case begins as it its own cluster then two clusters are 
merged if this merger results in the minimum increase in the error sum of squares.
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overlapping clustering method for identifying regions with similar streamflow 
characteristics. The squared Euclidean distance is a measure of the dissimilarity 
between two pairs of object, i and j, in an nxp data matrix. At each step in Ward’s 
method procedure, union of every possible pair of clusters is considered and the two 
clusters whose fusion results in the minimum increase in information loss in term of 
an error sum-of-squares (ESS) criterion are combined (Everitt, 1993). 
The squared Euclidean distance is formulated as: 
( )2
1
p
ij ik kj
k
d x x
=
= −∑  Eq. ( 3.11 )
where p is the number of variables. 
For example, 12 individuals have scores {4, 7, 8, 8, 4, 3, 3, 0, 0, 1, 1, 3} on some 
particular variable. The loss of information that would result from treating twelve 
scores as one group with a mean of 3.5 is presented by ESS given 
2_
1
i
i= ⎝
n
ESS x x⎛ ⎞= −⎜ ⎟⎠∑  Eq. ( 3.12 )
For this data set 
( ) ( )4 3,5 7 3,5 ... (3 3,5) 91onegroupESS = − + − + + − =  2 2 2
Similarly if the 12 individuals are clustered according to their scores into six sets, 
{0, 0}, {1, 1}, {3, 3, 3}, {4, 4}, {7}, {8, 8} 
1 2 6... 0sixgroup group onegroup groupESS ESS ESS ESS= + + + =  
Although streamflow is the only variable being used here, it is a multiple variable 
with the streamflow for each year being a separate variable. In this study, each 
station has 31 years of streamflow measurements to investigate. Therefore, the 
streamflow data have 31 variables for each of the 31-dimensional squared Euclidean 
space. The number of members in each object (cluster) is not accounted for in 
squared Euclidean distance. In the cluster analysis procedure, a hierarchical grouping 
approach is followed to account for similarity of group members with respect to 
several variables. The aim is to form each possible number of groups k, k-1,…, 1 in a 
manner to minimize the loss of information. The first step is to combine two clusters 
M&N whose fusion yields the least increase in the sum of squares within clusters 
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distance from each individual to the centroid of its present cluster k, resulting in k-1 
groups. The next step is to examine the k-1 group to determine if a third member 
should be linked with the first pair or another pairing made in order to secure the 
optimum value of the objective function for k-2 groups in clustering process. This 
process continues till all individuals are fused into a single large cluster and all the 
hydrologic differences are concealed. Selection of similarity/dissimilarity 
measurements and linkage methods used for clustering may indeed significantly 
affect the results of CA. After careful examinations of available combinations of 
similarity/dissimilarity measurements, it was found that using squared Euclidean 
distance as dissimilarity measurement, together with Ward's method for linkage, 
produced the most distinctive groups because it uses an analysis of variance 
approach to evaluate the distances between clusters (Güler et al., 2002). Ward’s 
method (also called incremental sum of squares method) merges the clusters that the 
sum of squared distances between points and the centroid of their respective cluster. 
Despite producing clusters containing a similar number of members, several studies 
have successfully used this method. Ward’s method has been limited to Euclidean 
metric space (Bacher, 2002) while getting the most accurate solutions (Gong and 
Richman, 1995). Excellent and comprehensive reviews of HCA methods are given in 
Gong and Richman, (1995); Arabie et al., (1996); DeGaetano, (1996); Bacher, 
(2002); Anderberg, (1973). 
Determination of The Number of Clusters 
 so deciding where to cut the stems of a dendrogram is a 
subjective evaluation.  
xample dendrogram ideally illustrates a clear 
grouping of three groups (Figure 3.9). 
None of the CA techniques automatically determine how many clusters are 
represented in the data
Interpreting a Dendrogram 
The dendrogram or tree does not provide cluster assignments by itself, therefore the 
number of clusters to be formed must be interpreted by the user. One informal 
method cited by Everitt (1993) consist in making an examination of the differences 
between fusion level in the dendrogram, and cutting the dendrogram when large 
changes are observed. The following e
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 Figure 3.9. One sample dendrogram 
Greater of fewer groups could be defined by moving the dashed horizontal line 
(phenon line) up or down to achieve any desired result. In addition, the dendrogram 
does not give information about distribution of the streamflow data that form each 
group: a distinct limitation when compared with the other graphical techniques. 
However, to plot the distance between the clusters merged at each step and look for 
plateaus or natural breaks can be useful while interpreting a dendrogram (Fovell and 
Fovell, 1993). See the study by Ünal et al., (2003) for an example of this procedure 
indicates where one is to stop in the hierarchical solution. Determination of the 
optimum number of clusters to retain is considered as it is one of the major 
unresolved issues in cluster analysis, therefore the use of various tests are 
recommended to detect where the clustering procedure should be stopped (Gong and 
Richman, 1995). In climate applications, pseudo F and pseudo  tests described in 
the documentation for SAS Institute (1985, p268) were used by Fovell and Fovell 
(1993) and Stooksbury and Micheals, (1991) and Yeh et al., (2000) and Piechota et 
al., (1997) and Fovell, (1997). Since the cluster analysis does not have a theoretical 
distribution assumption, we can not use common statistical tests to determine the 
appropriate number of clusters. It should be noted that departures from normality do 
hamper the usage of statistical population tests on the clustered data like the F and t 
tests (Fovell and Fovell, 1993).  
2t
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Figure 3.10. Linkage Methods and Similarity Measures Available in Matlab, SPSS, and SAS 
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Pseudo F and pseudo 2t  tests are termed “pseudo tests” because they violate the 
usual statistical assumptions that underlie such tests, and thus we used pseudo tests 
and cubic clustering criterion (CCC) developed by Sarle (1983) only in an advisory 
role (Fovell and Fovell, 1993). Thirty methods for estimating the number of groups 
using four hierarchical clustering methods can be found in Arabie et al., (1996:362-
364). These thirty published proposals are also known as “stopping rules” (Arabie et 
al., 1996:361) because they indicate where phenonline should be stopped on the 
dendrogram obtained in hierarchical solution. In addition to pseudo tests and CCC, 
we used four criteria and dendrogram to get a consensus number of cluster (Table 
4.1, 4.2). We chose the NCL, indicated by the majority of eight criteria (i.e, 4 of 8 is 
sufficient) and we applied this procedure for each data set (annual mean, seasonal 
mean, monthly mean). These stopping rules were made using clusters that were 
distinct and well separated in Euclidean space so their performance may be data 
dependent (Fovell and Fovell, 1993). A useful approach pointing to procedures that 
may help to determine the correct number of clusters for more complicated and less 
separated data is necessary for various fields of climatological data. It must be 
emphasized that these criteria are appropriate only for compact and slightly 
elongated clusters and none of these criteria is commonly accepted or recognized as a 
secure or significance test due to the lack of an underlying distribution assumption. 
The FASTCLUS procedure from SAS statistical package uses a technique developed 
by Anderberg, (1973). The pseudo F and CCC are printed by FASTCLUS; these two 
statistics and the pseudo  statistic are printed by CLUSTER, thus we used 
CLUSTER procedure in our study (SAS Institute, 1985). The pseudo F is the ratio of 
the between clusters variance and the within clusters variance, therefore our goal is 
to maximize this ratio to have valid clustering results (Stooksbury and Micheals, 
1991) The pseudo  is the ratio of the sum of square errors within two clusters and 
the sum of square errors within one cluster, therefore (SAS Institute, 1985) 
recommends looking for local peaks in the pseudo F test that are followed by sudden 
jumps in pseudo  to have correct number of clusters (Stooksbury and Micheals, 
1991). It is also recommended that higher values of CCC (e.g.>3) indicate good 
clustering so it may be advisable to look for consensus among three statistics, that is, 
local peaks of the CCC and pseudo F statistic combined with a small value of the 
pseudo 2  statistic and larger 2  (jump) for the next cluster fusion (Figure 4.7). 
 
2t
2t
2t
t t
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3. RESULTS AND DISCUSSION 
A group of 80 stations (st) was analyzed using the hierarchical clustering method 
described in the preceding section. An agglomerative clustering method shows which 
stations or clusters are being clustered together at each step of the analysis procedure. 
The analysis procedures require a total of 79 (80-1) steps to arrive to one single 
cluster. Ward’s minimum variance method was applied to the distance matrix 
constructed from the following standardized variables: annual mean, classical 
seasonal mean data, and monthly mean data. For each variable, the process was 
stopped at the 60th (calculated as 80-20) step to detect variation in the cluster 
memberships and to get more consistent clusters. At the beginning of the analysis, 
we carried out the cluster procedures for 20 steps (see Table H.1 for an example) 
using both standardized and original variables to see which type of variables seems 
to be proper for the analysis. Figure 4.1 illustrates the results of three distinct cluster 
levels for the original streamflow variables and indicates no meaningful or useful 
conclusions for all levels. The reason why we chose 20 steps in the analysis 
procedures was that the possible largest number of cluster (abbreviated as NCL) 
appeared to be taken as 20. If it would be higher than 20, the handling processes of 
the results would not be practical. We selected the number of groups based firstly on 
the visual examination of the dendrogram, and secondly on the computation of 
pseudo statistics, CCC, and, some other test statistics such as root-mean-square 
standard deviation (RMSSTD), and finally observed the process during twenty steps 
to obtain robust structure of groups. The eight different criterions were shown in 
Table 4.1. The local peaks both in the pseudo-F and  statistics and higher values in 
CCC were used to give an idea about specific clustering levels. The resultant regions 
of the cluster procedures in this study are herein presented in three cluster levels for 
the annual mean and seasonal data. For the monthly mean data, the results are 
mapped only for one cluster level (equal to 6) which was chosen from 20 different 
cluster levels. We selected the cluster level 6 because it seems to account for more 
compact and reasonable solutions in the best fashion.  
2t
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The 8-, 5-, and 3-cluster solutions were chosen as three cluster levels because we 
intended to give more typical outcomes of the analysis. Similar magnitudes for the 
number of regions (clusters) were also examined for climatic data in some studies 
(i.e., Ünal et al., 2003; Türkeş 1996). Lastly, the hatching properties will be used to 
demonstrate the analysis results in the map figures afterward.  
a)For NCL 3 
 
b) For NCL 5 
 
c) For NCL 8 
 
Figure 4.1.: Hydrological streamflow regions obtained by applying the Ward’s 
clustering procedure with squared Euclidean distance to the original mean annual 
streamflow. 
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3.1. Annual Mean Data 
Figure 4.2 shows the results for three cluster levels. Explanations will be based on 
only cluster memberships and regional definitions for 8 number of cluster level 
(NCL) as follows. Further evaluation will be made in section 4.4. 
We applied an agglomerative method which starts at 80 cluster level and stops at one 
cluster level. But here in, the presentation follows divisive direction which increases 
NCL. Because it helps reader to observe separations and it is better to represent a 
subject in details later. While st-1203 was included in region A; 3, 5, 6 and half of 
basin 4 were extracted from region A and produced a new group labeled as region H. 
Region D at 5 cluster level was saved in the same shape, only its name was changed 
to region F and st-2006 was included in a different cluster (Figure 4.2c).Region C is 
a stable cluster structure, keeping form at almost every detailed solution level (i.e., 6, 
8). At 3 cluster level Region C is the largest cluster covering not only the entire 
eastern part but also eastern half of the interior part of Turkey. The basins with the 
identification numbers of 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, and 26 falls 
into this cluster that can not be readily interpreted from a hydroclimatological 
perspective (Figure 4.2a). It is interesting that most of the basins in Figure 4.1 were 
entirely included in one of the regions but North Aegean, Susurluk, Sakarya, and 
Euphrates basins were split in two distinct clusters. For instance; while the northern 
part of Euphrates basin was included in Region E, the other part was grouped with 
Region D (Figure 4.2b). East Mediterranean and Seyhan basins were joined into one 
cluster first and stayed until the process was terminated. This statistical clustering 
reflected the similarities in average annual yield between these basins (State Institute 
of Statistics, 1995). 
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a) 
b) 
c) 
Figure 4.2.: Same as Figure 4.1, except for the standardized by range mean 
annual streamflow  
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Obtaining 4 different groups in northern coastal area may be seen as weird but Black 
Sea is considered a being one of the most complicated zone having wet conditions as 
Antalya basin has (State Institute of Statistics, 1995). There were four stations 
available in our dataset representing East Black Sea basin. The coastal region of 
northwestern Turkey has a steep and rocky coast, and rivers cascade through gorges 
of the coastal ranges. Access inland from the coast is limited to a few narrow valleys 
in Black Sea region, and, as a result, the coast has always been isolated from the 
interior. Only a few of the large rivers, those cutting back through the Pontus 
Mountains have tributaries that flow in broad, elevated basins. That is why basins 
located through this region have different streamflow pattern than interior part of the 
Black Sea region. The narrow coastal ribbon running between Rize and Zonguldak 
cities, widening here and there into fertile deltas, is an area of concentrated 
cultivation, because the mild and damp climate favors the farming (Sansal, 1997). 
The western part of the Black Sea Region and the Marmara Region host much of 
Turkey’s heavy industry and the population rate is also very high. Thus, transferring 
knowledge from gauged sites to ungauged ones (in term of estimation) is very crucial 
in water resources management. The differences in streamflow patterns across the 
three regions in far eastern of the coastline of the Black Sea can be explained 
topographically. Although rainfall shows almost uniform distribution in this part of 
Turkey, stream gradients are highly variable because the land slopes are steep in 
these mountainous basins. Besides, there exists many sub regions in East Black Sea 
basin causing variation in streamflows. In the western part of the Mediterranean 
region rivers have not cut valleys to the sea; movement inland therefore is limited. 
The backland is dominated by mainly karst and rises sharply from the coast to 
elevations of up to 2800 meters. Mountains close to the coastal zone prevent 
Mediterranean influences from extending inland, giving the interior of Turkey a 
continental climate conditions with distinct seasons. A grouping of eight regions is 
quite useful for study of streamflows of Turkey according to the annual mean data 
because it helps recognizing smaller regions in this vast country. The technique can 
go further in regrouping to obtain even smaller streamflow regions that satisfy local 
and micro level studies. Three regions grouping, where much of the information is 
lost, show the majority of the stations as one region (Figure 4.3a). 
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3.2. Seasonal Mean Data 
The cluster solutions for seasonal mean data are spatially contiguous. Below, the 5- 
and 3-cluster solutions are presented and the 8-cluster regionalization of seasonal 
mean data is briefly discussed. Region A, B and C dominate mainly the coastal zones 
of Turkey, especially at 5-cluster level. East Blacksea basin was split into two 
subregions and kept this shape at 8-cluster level also at each seasonal result. The 
river basins surrounding Marmara Sea were isolated from Region A, at 8-cluster 
solution of summer and spring seasons. This statistical finding brought us to consider 
the possibility that the western Turkey should be split into two distinct clusters as it 
is shown in most of the 8-cluster figures. Region A and Region C were the most 
constant two clusters during the analysis. Region C represents the northern Anatolia, 
including majority of individual lakes, situated in an open area and stations here 
receive much less annual precipitation than those in mountainous areas of Eastern 
Blacksea region. This basin is a land of heavy rains that provide a vast resource of 
water for irrigation, power production, and domestic and industrial uses. The region 
is characterized by receiving the national highest amount of rainfall total above 2300 
mm. Kahya and Kalayci (2004) found no significant trend in most of the eastern part 
of Turkey including coastal areas of Eastern Black sea. From figure 4.2 it is observed 
that those areas are included in Region C. The soil or geology of a region determines 
how much and at what rate precipitation will infiltrate and thus what proportion will 
become overland runoff. Many streams that flow into arid regions terminate in closed 
lakes and other streams terminate in playas which may be dry for long periods 
(Riggs, 1985). The cluster covering Marmara region which occupies the northwest 
corner of the country shows a different pattern with drier conditions in summer and 
spring seasons at 8-cluster level. The pattern of streamflow scores seems to be 
logical since coastal zones have most humid conditions all year round. In addition, 
the southern rim of the country shows higher relative humidity due to the invasion of 
humid influences from Mediterranean Sea, and cooling influences coming from 
north. Conversely, it is observed that the lowest scores are concentrated on the 
Konya Plateau. The area is far from humidity influences. Thus the streamflow scores 
grade into this area from three different directions: the west, the north and the east. 
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 Although termed a plateau, Central Anatolian Region is quite diverse. Stretching 
inland from the Aegean, it occupies the zone between the two regions of folded 
mountains, extending east to the point where the two mountain ranges converge. 
Arid highlands of central Anatolia are considered the heartland of the vast country. 
Akin to the Russian steppes, the region varies in altitude from 600 to 1200 meters 
west to the east, averaging 500 meters in elevation. The two largest basins on Central 
Anatolia plateau are the Konya Plain and the basin occupied by Salt Lake. These 
basins are characterized by inland drainage. For most part, the region is not only bare 
and monotonous, but also wooded areas are confined to the northwest and northeast. 
Rainfall is limited in this region and cultivation is restricted to the areas surrounding 
the neighboring rivers where the valleys are sufficiently wide. 
3.2.1. Winter Season 
At 3 cluster level; region C occupied the same area at 3 cluster level of annual mean 
data except for basin 22. Region B covered the coastal zone basins 13, 22. The 
Western Turkey (1, 2, 3, 4, 5, 6, 7, 8, 9, and 12) is dominated by cluster A. Three and 
12 basins are only basins making difference between annual mean data and winter 
data at the same level. The two main clusters (Clusters-A and -C) tend to be 
separated by Konya Plateau and Kizilirmak basin border (Figure 4.3a). At 5 cluster 
level; Region B was saved except for 2213 station. Region C was split into three 
clusters. 19, 25, 26, and south of the basin 21 were joined and named as region D. 
Region A was saved except for 9, 11 basins and 1203, 1223,1224 stations. The 
stations extracted from region A were joined 16, 17, 18, 20 basins and 2124, 2145, 
2131 stations then the group was labeled as region C (Figure 4.3b) At 8 cluster level 
region F covers the Eastern Turkey, where the Pontus and Taurus Mountains 
converge, is rugged country with higher elevations, a more severe climate, and 
greater precipitation than on the Central Anatolian plateau. Mount Ararat is located 
in this area where the average elevation of the peaks is greater than 3000 meters. 
Long and daunting winter from September to June affects the streamflow, thus the 
Eastern Turkey stations fall into the same cluster with stations in southern basins 
(Figure 4.3c). Region D at 5-cluster level was saved in this solution but its name was 
changed to region G. 1203, 1223, 1224, 2015, 2124, 2131, 2145 stations are not in 
cluster C. The northern part of db-12 joined db-3 and st-406 and named as region H. 
Winter solution matches with annual mean results at the same level (Figure 4.3c) 
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a) 
 
b) 
 
c) 
 
Figure 4.3.: Same as Figure 4.1, except for the winter season. 
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3.2.2. Summer Season 
Region E was saved at this level also. Region C in figure 4.4c is elongated and 
aligned along the west-east direction and covers 9, 16, 17, 18, 20, 21 (except for st-
2132) basins. 2132 station behaved as a subregion of basin 21 and it was mostly 
located in different clusters. The area occupied by 1203, 1223, 1224 stations and 7, 8, 
9, 10, 11 basins was kept during the process. One can see the same area at annual 
mean results (Figure 4.2) and at winter time solutions (Figure 4.3c). Basin 24 and 25 
were in the same group with 10, 11, 15, and 16 in Figure D.1a that average annual 
precipitation is between 416,8 and 474,3 mm (State Institute of Statistics, 1995). But 
these two basins were joined with basin 23 and half of 22 and labeled as region F. 
Region G was mostly saved at this level. Basin 13 was labeled as region B. The 
drainage basins surrounding the Marmara Sea (1, 3, and 4) fall into region D firstly. 
In previous sections there were no regions representing Marmara zone. Basin 3 and 
the north of basin 12 are named as region H (Figure 4.4c). 
Table 4.1: Visual examination of the graphics and the resultant number of cluster for 
the annual mean and seasonal mean streamflow data. 
 
 
ANNUAL  
MEAN WINTER SUMMER SPRING FALL 
  Suggested Suggested Suggested Suggested Suggested 
FREQ 5 8 7 8 6 
RSQ 8 - 7 8 - 
RMSSTD 6 7 9 9 9 
PSF 8 8 6 9 9 
SPRSQ 8 7 8 8 7 
PST2 8 6 8 8 9 
CCC 8 - 6 8 - 
AVLINK 6 7 8 9 8 
Dendrogram 4 4 6 7 6 
x x x x x x 
Selected NCL 8 7 8  8  9  
 
a) 
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b) 
 
c) 
 
Figure 4.4.: Same as Figure 4.1, except for the summer season. 
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3.2.3. Spring Season 
At 3 cluster level; region A covers 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11 basins and south 
of the basin 12 (Figure 4.6). This area represents a block characteristic that keeps the 
form in every scenario. Basin 13 and northern part of 12 joined with region C in 
summer. Region B is the same as it is in summer (Figure 4.7a). At 5 cluster level; 
region E (Figure 4.5) in summer solutions could not be detected in this level and 
region D occupied most of the Eastern Turkey. Db-22 was split into two distinct 
zones, one belongs to region D and other is and individual cluster (region E). Region 
C shows a stable structure in both levels 3 and 5 (Figure 4.7b).At 5 cluster level 14, 
15 basins were assigned as Region D although they were joined and named as 
Region E. But they reappear together in cluster E at 8-cluster level this time. In 
eastern part of Turkey fertile basins, such as Muş Valley, west of Lake Van and 
various river corridors, lie at the foot of the lofty ranges. However, the Central 
Anatolia and the Eastern part of Turkey are somewhat protected from the effects of 
the moisture-bearing air masses lose their moisture content and get drier adiabatically 
(Türkeş, 1996).The streamflow on northern coastal zone of Turkey didn’t show a 
spatially contiguous shape as it was determined by the study of Kahya and Kalayci 
(2004). This partial shape may be occurred due to the fluctuation at streamflow 
during the same period. Basin 9 was included in the block also occupied the southern 
part of Aegean costal area and 8, 9 basins in Mediterranean costal zone. The northern 
part of Aegean are was dominated by region D which covered also basin 1 and 2. 
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a) 
b) 
c) 
Figure 4.5.: Same as Figure 4.1, except for the spring season. 
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3.2.4. Fall Season 
At 3 cluster level; the shape of region B and C were totally different from previous 
solutions. Basins 13, 14, 15, 23, 24, and 26 where no trend was found by Akyürek 
(2003) were felt into the same cluster B. This cluster also covers 3, 4, 22, 25 basins 
and aligned along the Black Sea coastal zone totally (except for basin 2). Region C 
occupies 9, 16, 17, 18, 19, 20, and 21 basins. Region A dominated the block area (7, 
8, 10, 11, and southern 12) and also 1, 2, 5, and 6 basins (Figure 4.8a). 
At 5 cluster level; cluster C in Figure 4.8b represents region that are relatively 
homogenous in terms of their monthly trend behavior (Kahya and Kalaycı, 2004) 
Eastern Black Sea zone was totally included in region D at 5-cluster level. Basin 13 
was an only basin in region B. Region E occupied northern part of basin 14. 1524 
and 1528 were included in region C at this level (Figure 4.8b). 
At 8 cluster level; none of the regions were contiguous except for region B and C. 
Basin 24 amalgamated with 1414 station and labeled as region G. Region C, shown 
in Figure 4.8 is located in the midsection of the country and semi-arid conditions are 
dominant over Konya Closed basin in which mean annual precipitation total is 
between 416,8 mm and 474,3 mm (River Basin Statistics, 1995). It is shown in 
Figure 4.8c that clusters (regions) are not spatially contiguous as it is in geographical 
regions of Turkey. With classification techniques such as cluster analysis, it is not 
necessary for streamflows within a given grouping to be geographically contiguous 
because such region would exist in a multi-dimensional predictor variable data space 
rather than in a geographical space (Nathan and McMahon, 1990). Because the 
climatic factors of precipitation, temperature, sunshine, humidity and wind all affect 
streamflow to some extend. Especially temperature and precipitation account for 
major differences among runoff regimes in regions of similar geology and 
topography. Unusual streamflow patterns usually can be explained qualitatively by 
some feature or combination of features of climate, geology, and topography which 
are the principal basin characteristics (Riggs, 1985). 
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Figure 4.6.: Dendrogram of Fall data set  
Figure 4.7.:  Variation of pseudo-F (indicated by circles) and (indicated by 
squares) statistics and CCC values (at each step near the end of the clustering 
procedure) with respect to cluster level. 
2T  
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a) 
 
b) 
 
c) 
 
Figure 4.8.: Same as Figure 4.1, except for the fall season. 
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3.3. Monthly Mean Data 
The NCL (number of cluster) is selected to be 6 for mean monthly data sets. The 
NCL selection is based on iterative trail process (see Table H.1.), visual examination 
of dendrogram (i.e., Figure 4.6), and plotting pseudo statistics and CCC, against 
NCL (Figure 4.9 to 4.20). After applying the replication technique, the cluster 
solutions of two subsets seem to be consistent with their mother dataset 
3.3.1. Month of December 
Region A covers the South Western of Turkey, extending in a north-west direction. 
This area (db-4, -7, -8, -10, -11, and st-1203, -1223) behaves as a block and one can 
see this block in previous sections even at 8-cluster level solutions. Besides, 
Mediterranean dynamics also have a great impact on stochastic nature of the monthly 
streamflows in this part of the vast country. The climatological distinction of the 
Mediterranean domain is defined as summers are hot, droughts not uncommon, 
fertile soils and warm climate make the western part of Turkey ideal for growing 
citrus fruits and grapes, cereals and, irrigated areas, rice and cotton. Mediterranean 
basins are concluded as they are one of the main physiographic factors affecting 
Turkey’s climate (Türkeş, 1996). Basin 13 and 12 (except 1203, 1223, and 1224) 
joined and labeled as region B. Region C occupied an area of extreme heat and 
virtually no rainfall in summer, the Anatolian plateau is cold in winter and receives a 
heavy, lasting snow. The Eastern Black Sea is located in this region as well. Region 
D represents lands neighboring the Marmara Sea. Region F is aligned along the 
coastal range of the Mediterranean Sea. Region E includes only three stations (2124, 
2131, 2132, and 2145). Suggested NCL were: 4, 5, 6, 8, selected NCL was 4 but the 
map presented below is for NCL 6 (Figure 4.9). 
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Table 4.2: Same as Table 4.1, except for the mean monthly streamflow data. 
 
     JANUARY FEBRUARY MARCH APRIL MAY JUNE
  Suggested Selected Suggested Selected Suggested Selected  Suggested Selected Suggested Selected Suggested Selected
FREQ       6 6 6 7 4 6
RSQ       5 4 8 4 7 5
RMSSTD       6 7 7 4 6 8
PSF  5   8   8   6   7   5   
SPRSQ             8 6 5 6 5 6 6 6 6 6 5 6
PST2       6 6 6 7 6 6
CCC       - - - 6 6 7
AVLINK       7 6 6 4 5 6
Dendrogram  6   6   6   6   6   6   
             
   JULY AUGUST SEPTEMBER OCTOBER NOVEMBER DECEMBER
 Suggested Selected Suggested Selected Suggested Selected  Suggested Selected Suggested Selected Suggested Selected
FREQ       6 6 4 5 4 4
RSQ       7 5 5 5 5 4
RMSSTD       6 4 5 5 5 4
PSF  4   5   5   7   5   6   
SPRSQ             6 6 5 6 6 5 5 5 6 5 6 4
PST2       6 6 5 4 4 5
CCC       - - - - - 8
AVLINK       6 4 7 7 5 4
Dendrogram  6   6   6   6   6   6   
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Figure 4.9.: a) Same as Figure 4.1, except for December mean monthly 
streamflow data. b) Pseudo statistics (F and  against NCL) , CCC against NCL, 
and hierarchy tree (dendrogram)  
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3.3.2. Month of January 
Extensive regions are: A, E, F, and D. the rest are small one and contain two or three 
stations. Region A occupied the totally western country. Region F includes 21 
(except st-2124), 23, 24, and 25 basins. Basin 12, 13 were joined and named as 
region D. Suggested NCL were: 5, 6, 7, and 8, selected NCL was 6 (Figure 4.10). 
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Figure 4.10.: Same as Figure 4.7, except for January 
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3.3.3. Month of February 
The coastal range of the Black Sea represents a constant shape. Region A dominates 
the western part except 1, and 2 basins. Region E covers the Southeastern Turkey 
and 2409 as well. Region F is elongated and aligned along the east-west direction of 
Turkey. Suggested NCL were: 4, 5, 6, 7, and 8 selected NCL was 6 (Figure 4.11). 
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Figure 4.11.: Same as Figure 4.7, except for February 
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3.3.4. Month of March 
Region E at February solution kept its shape and its name was changed into region C. 
Region A shows a similar shaping as it was previous sections. Region F includes 
Konya Plateau that it is the driest area where annual rainfall frequently is less than 
300 mm. May is generally the wettest month and July and August the driest periods 
observed in this region. Suggested NCL were: 5, 6, 7, and 8, selected NCL was 6 
(Figure 4.12). 
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Figure 4.12.: Same as Figure 4.7, except for March. 
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3.3.5. Month of April 
The western Turkey is dominated by one spatially extensive cluster labeled as region 
A. Region F is a constant cluster which includes 16, 17, 18, 20 basins and 2124, 
2145, 2131 stations. This cluster was also defined by Kahya and Kalaycı, (2002) 
using rotated principal component analysis. Region E is another spatially extensive 
cluster dominating eastern part of Turkey. Suggested NCL were: 4, 6, and 7, selected 
NCL was 6 (Figure 4.13). 
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Figure 4.13.: Same as Figure 4.7, except for April 
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3.3.6. Month of May 
Region A and region E are dominant in the western and the eastern part of Turkey 
respectively. Region D represents basins surrounding Marmara Sea and also 13 basin 
in Black Sea coastal area. Region F shows the same characteristics as it showed in 
April. This month; each of the regions showed compact form except region B having 
three solutions. Suggested NCL were: 4, 5, 6, and 7 selected NCL was 6 (Figure 
4.14). 
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Figure 4.14.: Same as Figure 4.7, except for May. 
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3.3.7. Month of June   
Region A and region E dominant in the Western and the Eastern part of Turkey. 
Region D represents 1, 2, 3, 4 basins and region C reappeared. the block structure of 
Region A is defined again in this data set. Region D covered 1, 2, 3, and 4 basins and 
region C appeared in this solution. Suggested NCL were: 5, 6, 7, and 8 selected NCL 
was 6 (Figure 4.15). 
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Figure 4.15.: Same as Figure 4.7, except for June. 
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3.3.8. Month of July 
Region F (at June solution.) was separated into two subclusters. Region E 
represented the similar characteristics as April solution. The block area in 
Southwestern Turkey is defined as region A again. Region B and region C 
reappeared in July. Suggested NCL were: 4, 6, and 7, selected NCL was 6 (Figure 
4.16). 
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Figure 4.16.: Same as Figure 4.7, except for July 
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3.3.9. Month of August 
The Eastern Turkey is occupied including db-19 and db-22. The western turkey 
shows a rigid structure, as region does. Region C covers db-14 and db-15 (except st-
1524). Region D is a little cluster having 2 stations 406, 407. Suggested NCL were: 
4, 5, and 6, selected NCL was 6 (Figure 4.17). 
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Figure 4.17.: Same as Figure 4.7, except for August. 
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3.3.10. Month of September 
Region B in previous solution (August) showed the same structure here. Db-22 and 
st-2409 were joined and represented the cluster C. Suggested NCL was: 4, 5, 6, and 7 
selected NCL was 5 but the map presented below is for NCL 6 (Figure 4.18). 
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Figure 4.18.: Same as Figure 4.7, except for September. 
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3.3.11. Month of October 
Region A has db-5, -6, -7, -9, -10, -11, st-1203, st-1223, and -1224 as a block and 
they dominates this region. Region C may be the most pieced cluster which includes 
17, 19, and 22 basins inside. Region E was reappeared here and region B was 
occupied half of the Black Sea coastal zone. Suggested NCL was: 4, 5, 6, and 7, 
selected NCL was 5 but the map presented below is for NCL 6 (Figure 4.19). 
a) 
 
b) 
0
2
4
6
8
10
12
14
16
18
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Number of Cluster
_PSF_
 
0
2
4
6
8
10
12
14
16
18
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Number of Cluster
_PST2_
-1
-0,5
0
0,5
1
1,5
2
2,5
3
3,5
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Number of Cluster
_CCC_
 
024681012141618
31
75
18
36
60
57
19
37
70
79
50
32
68
33
78
64
62
27
69
29
41
56
 9
59
39
63
38
58
40
10
12
54
34
74
13
15
43
14
72
22
73
66
71
 1
25
28
49
80
 8
76
 7
 4
44
47
42
 6
20
53
77
 3
52
26
30
61
 2
46
16
67
 5
17
11
35
45
23
24
21
51
65
55
48
Distance
O
bs
er
va
tio
n 
N
um
be
r
Combination of Squared Euclidean Distance and Ward Method-October Standardized Variables
 
  
Figure 4.19.: Same as Figure 4.7, except for October. 
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3.3.12. Month of November 
The forms of the clusters became constant for this data set. 14 basin was included in 
region E. Basin 22 behaved as separated cluster and labeled as region C. region B 
covers 12 (except 2, 12).  Midsection of the country was occupied by region. 
Suggested NCL was: 4, 5, and 6 selected NCL was 5 but the map presented below is 
for NCL 6 (Figure 4.20). 
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Figure 4.20.: Same as Figure 4.7, except for November. 
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3.4. Overall Evaluation of Findings 
Region A at each levels this study indicating a strong influence of Mediterranean 
dynamics. Our outcomes also seem to be consistent with those of the Kahya and 
Kalaycı’s (2004) study for trend analysis of streamflow data and the study by 
Kalaycı et al., (2004) for PCA and annual cycle analysis of streamflow data observed 
in Turkish rivers. They have analyzed almost the same data set and reported a 
downward trend over basins located in western Turkey (represented by Region A in 
most cases). This region was also emphasized by other researchers such as Toros et 
al. (1994) and Türkeş et al., (1995) whom studied rainfall data partially or wholly 
over Turkey. They have examined seasonal and annual rainfall data and found a 
decreasing trend particularly over the Mediterranean rainfall regions. Although 
Turkey is located in Northern hemisphere between 36 -42  latitudes where climatic 
conditions are quite temper, the diverse nature of the landscape, and the existence in 
particular of the mountains that run parallel to the coasts, results in significant 
differences in climatic conditions from one region to the other. Mountain ranges 
along the western coast prevent Mediterranean influences from extending inland, 
giving the interior of Turkey a continental climate with distinct seasons (Figure D.1). 
The first five components, having different Eigen values account for 66,81% of total 
variance has been studied by Kalaycı et al., (2004). They mapped the patterns of 
these five principal components. Principal component 1 (PC1) map at this paper 
represents an area occupied by the southern coastal zone and some inland basins such 
as 15, and 21, is similar to region C at monthly mean data. The map illustrating PC2 
pattern over Turkey is indicating a region named region A at our study. PC3 map is 
highlighting both region C and D. PC4 map is similarly demonstrated as region F and 
PC5 map is resembling region D in this thesis. 
o o
Varimax orthogonal rotation was also applied by Kalaycı et al., (2004) and especially 
component seven patterns are similar to those findings in our study as region B. 
Homogenous streamflow regions defined by Kalaycı et al., (2004) are harmonious 
with our results. Especially region 1, 2, 4, and 7 are also found in this chapter after 
applying CA. 
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Table 4.3: Comparison of the intra- and intercluster variances a) for original variables b) for standardized variables. Both are 
normalized by the station number in each cluster. 
a) 
Ward method-Original Monthly Mean Data (Normalized by station number) 
Intracluster          Jan Feb Mar Apr May Jun Jul Aug Sep Oct   Nov Dec
CL1 3284,09            2545,84 3390,13 8472,29 751,25 648,37 175,87 273,56 23,11 64,99 38,11 411,76
CL2 0,04            2775,97 690,98 3146,41 2553,74 1729,09 62,45 319,61 31,92 123,23 19,12 4,35
CL3 30,37            962,61 4612,89 3233,10 4762,72 19,84 380,35 37,70 30,55 319,91 191,22 596,81
CL4 1184,08            1379,97 2143,71 140,78 5667,56 381,52 342,19 82,76 591,75 418,08 480,27 1673,32
CL5 1068,97            1043,36 3441,17 2469,23 1216,77 760,73 118,46 34,55 52,92 50,84 446,85 1124,69
CL6 1434,60            1123,33 142,41 2881,75 224,72 442,60 142,25 314,62 294,61 593,77 704,98 1786,82
Intercluster -8,93            -1,51 0,6 -0,15 5,98 -1,5 -1,6 -0,52 -0,56 2,89 -3,38 1,86 
b) 
Ward method-Standardized Monthly Mean Data (Normalized by station number) 
Intracluster           Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov  Dec
CL1 4,054            4,054 4,054 4,054 4,054 4,054 4,055 4,053 4,054 4,054 4,054 4,054
CL2 0,410            4,054 4,053 4,054 4,054 4,054 0,406 4,055 0,406 4,054 4,053 4,053
CL3 4,054            4,054 4,055 4,054 4,054 4,054 4,054 4,054 4,054 4,054 4,054 4,054
CL4 0,406            4,054 4,054 4,053 4,055 4,054 4,054 4,054 4,054 0,406 4,054 4,054
CL5 4,054            4,054 4,055 4,054 4,054 4,054 4,054 4,054 4,054 4,054 4,054 4,054
CL6 4,054            4,054 4,054 0,405 4,053 4,054 4,054 4,054 4,054 4,054 4,054 4,054
Intercluster -5,70E-13 2,46E-16 -9,40E-14 1,92E-13 2,95E-13 2,87E-13 3,51E-13 -1,60E-12 5,01E-13 -1,30E-12 1,13E-12 -1,40E-14  
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3.5. Stability of the Clustering Process 
The stability of a clustering result can be examined by randomly dividing the dataset 
into two subsets (split-half samples) and performing cluster analysis separately on 
each subset. (Everitt, 1993) Finding similar solutions in the analysis process of both 
datasets increase the confidence in cluster structures. Therefore, in order to assess the 
stability of the best clustering solution of streamflow data the 80 stations were 
randomly split into two samples: the modeling sample and the validation sample, 
respectively. Each sample contains 40 stations. Quite satisfactory results are showed 
in figure 4.21. The intercluster and intracluster variance table is given for comparison 
in table 4.1. 
a)Subset with random stations (40 stations) 
 
b) Subset with random stations (40 stations) 
 
c) Whole dataset (80 stations) 
 
Figure 4.21.: Replication analysis resultant clusters. 
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5. CONCLUSIONS 
The goals of this work were to determine, as objectively as possible, streamflow 
zones of Turkey and evaluate the stability of the solution obtained with respect to the 
decisions made during variable preprocessing, choosing the best algorithm, and NCL 
stage. Agglomerative clustering algorithms were chosen to perform the 
regionalization. We specifically considered two measures, the Euclidean and squared 
Euclidean. But Mahalanobis and Average Linkage combination which has the best 
performance at our test (C=0,90420) wasn’t applied to the dataset yet (Table C.1) 
Therefore this may be our future study. We decided that Ward’s minimum variance 
method was most likely to yield acceptable results at our case. Available statistical 
tests were used to identify a set of candidate clustering levels, from which the 3-, 5-, 
6-, and 8-cluster solutions were chosen for comparison. 
A hydrologic regionalization scheme is proposed for the clustering of streamflow 
regimes at gauged sites in this study. This scheme makes several significant 
progressions from other studies. In previous studies streamflow variable was not 
applied for hydrologic regionalization by hierarchical clustering approach in the 
geography of Turkey, and only climatic variables such as temperature (Gaffen and 
Ross, 1999) and precipitation (Fovell and Fovell, 1993; Ünal et al., 2003) were used 
as one set of criteria for CA.  
Some of the significant progressions, difficulties and shortcomings could be 
addressed in below: 
• Different standardization strategies. Three different data preprocessing strategies 
adopted herein was only considered by Arabie et al., 1996. Alternate strategies such 
as logarithmic transformation can be considered. 
• Three different data set. We used three different data set in this study.  
• Overlapping clustering. PCA also produce overlapping clusters but we didn’t 
apply this method. 
• Consensus Algorithm. We run the algorithm after detailed examination of the 
linkage and distance harmony. 
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• Non-hierarchical Clustering. The partitioning approach such as k-means may 
generate better, more robust solutions after two stages CA. We were determined not 
to give up the advantages of hierarchical clustering for this study, however.  
Within a river basin, hydrologic processes are integrated into streamflow 
characteristics; thus streamflow data provide a natural filter for precipitation data, 
and that is why we particularly used this pattern for this study (Piechota et al., 1997). 
Cluster analysis used to delineate the regions and a “pseudo statistics” iterative 
improvement technique was developed to modify our results. The initial data 
consisted of monthly average streamflow resulting in an 80 station x 31 variable data 
matrix. Approximately 6 clusters were retained in each of the 12 month analyses. 
Two conclusions were drawn from the current study;  
1 The Ward’s method with squared Euclidean was more effective at producing 
homogenous clusters when compared to the other HCA methods. 
2 Using monthly patterns were favorable in regard to defining streamflow 
regions. 
3 Standardization by range is superior to other techniques. 
 
Precipitation and streamflow variables were studied and some significant downward 
trends found in the western Turkey where usually assigned as region A in our study 
(Kahya and Kalaycı, 2004; Partal, 2002; Akyürek, 2003), (Figure I.1).  
Ünal et al., (2003) developed a regionalization of climate in Turkey by using cluster 
analysis. Their results show eight regions of similar climate pattern. Some of the  
regions established by Ünal et al., (2003) are very similar to those found in this work 
over Turkey, but the zones having similar streamflow pattern can not be overlapped 
with the conventional climate zones of Turkey. 
Although river drainage basins were not a major impetus for the climate divisions of 
Turkey which are based primarily on political boundaries, with limited attention 
given to topography and other factors, streamflow parameter can be added to the 
dataset used for climate clustering. To our knowledge, such a technique has not been 
applied in this research area. Further research is needed to determine the usefulness 
of streamflow data for this purpose of climate clustering of Turkey of larger 
domains.  
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APPENDIX A.1  
 
Table A.1 : The list of stations used in this study 
No Name Station ID RiverBasin Latitude Elevation(m) Area(km2) Average Annual Streamflow 
1 Akcasusurluk 317 28.26 40.17 2 21611.2 127.34 
2 Akkopru 812 28.56 36.55 128 4622.3 44.23 
3 Aktas 1224 31.20 39.19 837 4298.0 7.33 
4 Aslankopru 407 26.19 39.50 35 1584.4 11.69 
5 Aydinkoprusu 706 27.50 37.47 25 19595.6 62.21 
6 Azdavay 1307 33.17 41.38 815 1097.6 7.15 
7 Babaeski 101 27.06 41.25 50 478.4 2.32 
8 Balikli 324 28.01 39.38 94 1384.0 8.95 
9 Bayburt 2304 40.13 40.15 1545 1734.0 16.05 
10 Baykan 2610 41.47 38.09 910 640.4 19.72 
11 Besdegirmen 1203 30.02 39.31 855 3938.4 8.71 
12 Besiri 2603 41.20 37.58 545 2450.4 48.70 
13 Beskonak 902 31.11 37.08 116 1942.4 82.34 
14 Bozkir 1611 30.30 40.58 8 55321.6 3.70 
15 Bucakkisla 1712 32.14 37.11 1170 271.2 29.53 
16 Catallar 808 33.01 36.57 397 2689.2 4.42 
17 Citakkoprusu 713 30.04 36.29 342 770.0 13.34 
18 Dedekusagi 2147 29.38 38.09 802 3945.6 2.52 
19 Denircik 1612 39.18 39.20 1195 875.0 100.39 
20 Derecikviran 1335 33.24 37.12 1055 267.7 13.95 
21 Derekoy 514 32.04 41.32 2 13300.4 133.10 
22 Dereli 2213 28.42 38.42 344 689.6 174.29 
23 Dogancay 1221 38.26 40.45 248 713.0 8.34 
24 Dokbasi 1243 30.20 40.37 41 52531.6 56.60 
25 Dokurcan 1237 30.51 40.34 286 1073.4 70.06 
26 Dolluk 302 28.31 39.57 40 9629.2 13.86 
27 Durucasu 1413 36.06 40.44 301 21667.2 70.86 
28 Egrigol 406 27.06 39.03 16 2887.6 15.85 
29 Fakli 1401 36.60 40.28 375 10048.8 60.01 
30 Gecitkoy 321 28.56 40.17 63 1290.8 18.65 
31 Gokdere 1805 35.37 37.37 312 4242.8 82.14 
32 Gomeleonu 1418 37.12 40.19 840 1560.0 33.77 
33 Gulsehirkoprusu 1532 34.37 38.45 895 20622.0 10.78 
34 Guvercinkaya 2409 43.10 40.43 1670 2928.0 1.87 
35 Hamidiye 1223 30.55 39.02 895 1608.4 29.08 
36 Himmetli 1801 36.03 37.52 665 2596.8 24.58 
37 Hisarcik 2145 37.41 38.28 935 5822.0 0.69 
38 Incirli 2132 39.02 37.09 470 464.5 35.23 
39 Ishankoprusu 2323 41.42 40.47 572 6854.0 56.13 
40 Kagizman 2402 43.08 40.11 1140 8872.8 158.47 
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Table A.1 (Continued): The list of stations used in this study 
No Name Station ID RiverBasin Latitude Elevation(m) Area(km2) Average Annual Streamflow 
41 Kala 1402 36.30 40.46 190 33904.0 26.32 
42 Karabuk 1314 32.38 41.10 271 5086.8 14.23 
43 Karahacili 1714 33.49 36.24 24 10065.2 52.68 
44 Karakoy 1233 31.40 40.12 512 1984.8 3.90 
45 Kargi 1242 31.44 39.58 493 33847.2 19.03 
46 Kavalidere 809 29.33 36.49 1115 546.8 2.91 
47 Kayacal 314 27.58 40.04 25 2308.8 5.51 
48 Kayalioglu 509 27.46 38.53 77 901.6 1.77 
49 Kayirli 701 28.08 37.25 262 948.0 5.66 
50 Kilayik 2131 38.12 38.19 925 277.6 6.79 
51 Killik 510 27.40 38.47 55 3184.8 16.37 
52 Kucukilet 311 34.20 41.35 475 4192.4 43.88 
53 Kuylus 1524 29.27 39.37 795 1621.6 127.14 
54 Malabadikoprusu 2612 41.12 38.09 597 4105.2 11.56 
55 Manisa 518 27.26 38.38 23 15616.4 39.85 
56 Mesecik 1226 31.56 39.49 635 7140.0 8.94 
57 Muhatkoprusu 1708 34.50 37.02 57 1416.0 69.27 
58 Musruflu 1906 36.32 36.18 98 2764.4 9.31 
59 Peterek 2305 41.29 40.44 654 7272.0 18.75 
60 Poskoflu 2006 36.33 38.01 1324 739.2 118.75 
61 Rustumkoy 1222 29.46 40.15 198 2021.6 125.48 
62 Salurkoprusu 1528 34.39 40.39 494 57612.4 61.05 
63 SansagDDY 2151 40.10 39.34 1355 8185.6 2.68 
64 Sefaatli 1517 27.22 37.58 4 3255.2 10.33 
65 Selcuk 601 31.36 36.58 245 625.6 72.11 
66 Simsirli 2218 36.50 39.43 1245 6607.6 39.11 
67 Sinanhoca 912 36.07 40.26 510 5409.2 26.89 
68 Sogutluhan 1535 34.44 39.30 895 8592.4 13.17 
69 Sutluce 1414 40.29 40.49 307 834.9 28.35 
70 Tanir 2015 36.55 38.25 1180 915.2 8.69 
71 Topluca 2232 41.00 41.04 233 763.2 29.02 
72 Torunkoprusu 1905 36.24 36.30 84 1768.0 11.77 
73 Tozkoy 2233 40.34 40.40 1296 223.1 6.51 
74 Tutak 2122 42.46 39.32 1552 5882.4 49.11 
75 Uctepe 1818 35.28 37.23 130 13846.0 60.01 
76 Yahyabey 316 28.10 39.58 32 6454.0 45.48 
77 Yakinbasi 1302 30.59 40.51 115 1988.0 38.21 
78 Yamula 1501 35.15 38.53 995 15581.6 71.82 
79 Yazikoy 2124 37.26 38.40 1180 1336.4 8.60 
80 Zir 1216 32.30 39.58 780 1539.2 4.03 
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APPENDIX B.1: The figure showing fluctuation in monthly mean values of   
.                              stations 
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APPENDIX B.1  
 
 
 
 
 
 
 
 
 
 
Figure B.1.: Mean monthly streamflow fluctuations in Jan., Feb., and March. 
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Figure B.2.: Mean monthly streamflow fluctuations in April, May, and June. 
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Figure B.3.: Mean monthly streamflow fluctuations in, July, Aug, and Sept. 
  
 
 
 
 
 
  
 
Figure B.4.: Mean monthly streamflow fluctuations in, Oct., Nov., and Dec. 
 
 73
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
APPENDIX C.1 : Results of 45 distance and method combinations  
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Table C.1.: Results of 45 distance and method combinations 
 
Cluster Number of Observation 
 
 
Method Combinations 
Obs1 Obs2 Obs3 Obs4 Obs5 Obs6 
Cophonet  
Coefficient 
Euclidean  and Single Linkage  3 3 1 1 2 2 0.86004 
Euclidean  and Complete Linkage  3 3 1 1 2 2 0.87795 
Euclidean  and Average Linkage  3 3 1 1 2 2 0.88335 
Euclidean  and Centroid  3 3 1 1 2 2 0.88335 
Euclidean  and Ward  3 3 1 1 2 2 0.88114 
Squared Euclidean  and Single Linkage  3 3 1 1 2 2 0.84092 
Squared Euclidean  and Complete Linkage  3 3 1 1 2 2 0.86627 
Squared Euclidean  and Average Linkage  3 3 1 1 2 2 0.87320 
Squared Euclidean  and Centroid  3 3 1 1 2 2 0.87320 
Squared Euclidean  and Ward  3 3 1 1 2 2 0.87074 
Cityblock  and Single Linkage  3 3 1 1 2 2 0.85142 
Cityblock  and Complete Linkage  3 3 1 1 2 2 0.87174 
Cityblock  and Average Linkage  3 3 1 1 2 2 0.87788 
Cityblock  and Centroid  3 3 1 1 2 2 0.87787 
Cityblock  and Ward  3 3 1 1 2 2 0.87554 
Mahalanobis  and Single Linkage  1 1 2 2 3 2 0.86177 
Mahalanobis  and Complete Linkage  1 1 3 3 1 2 0.81073 
Mahalanobis  and Average Linkage  1 1 1 1 3 2 0.90420 
Mahalanobis  and Centroid  1 1 1 1 3 2 0.88764 
Mahalanobis  and Ward  3 3 1 1 2 2 0.84603 
Minkowski  and Single Linkage  3 3 1 1 2 2 0.86004 
Minkowski  and Complete Linkage  3 3 1 1 2 2 0.87795 
Minkowski  and Average Linkage  3 3 1 1 2 2 0.88335 
Minkowski  and Centroid  3 3 1 1 2 2 0.88335 
Minkowski  and Ward  3 3 1 1 2 2 0.88114 
Cosine  and Single Linkage  3 3 1 2 3 2 0.68007 
Cosine  and Complete Linkage  3 3 1 2 3 2 0.68965 
Cosine  and Average Linkage  3 3 1 2 3 2 0.69095 
Cosine  and Centroid  3 3 1 2 3 2 0.69094 
Cosine  and Ward  3 3 1 2 3 2 0.68807 
Correlation  and Single Linkage  1 1 2 3 2 3 0.69398 
Correlation  and Complete Linkage  1 1 2 3 2 3 0.74243 
Correlation  and Average Linkage  1 1 2 3 2 3 0.74406 
Correlation  and Centroid  1 1 2 3 2 3 0.74393 
Correlation  and Ward  1 1 2 3 2 3 0.74352 
Hamming  and Single Linkage  1 1 1 1 2 3 - 
Hamming  and Complete Linkage  1 1 1 1 2 3 - 
Hamming  and Average Linkage  1 1 1 1 2 3 - 
Hamming  and Centroid  1 1 1 1 2 3 - 
Hamming  and Ward  1 1 1 1 2 3 - 
Jaccard  and Single Linkage  1 1 1 1 2 3 - 
Jaccard  and Complete Linkage  1 1 1 1 2 3 - 
Jaccard  and Average Linkage  1 1 1 1 2 3 - 
Jaccard  and Centroid  1 1 1 1 2 3 - 
Jaccard  and Ward  1 1 1 1 2 3 - 
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Figure C.1.: Dendrograms of 45 distance and method combinations 
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Figure C.1.: Dendrograms of 45 distance and method combinations (Continued) 
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Figure C.1.: Dendrograms of 45 distance and method combinations (Continued) 
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Figure C.1.: Dendrograms of 45 distance and method combinations (Continued) 
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Figure C.1.: Dendrograms of 45 distance and method combinations (Continued) 
 
 
 
 
 80
a)  
 
b) 
00.511.522.533.5
1
2
3
4
5
6
Distance
O
bs
er
va
tio
n 
N
um
be
r
Combination of Euclidean Distance and Ward Method
00.511.522.53
1
2
3
4
5
6
Distance
O
bs
er
va
tio
n 
N
um
be
r
Combination of Euclidean Distance and Centroid Method
 
c)  
 
d) 
00.511.522.53
1
2
3
4
5
6
Distance
O
bs
er
va
tio
n 
N
um
be
r
Combination of Euclidean Distance and Average Linkage Method
00.511.522.533.54
1
2
3
4
5
6
Distance
O
bs
er
va
tio
n 
N
um
be
r
Combination of Euclidean Distance and Complete Linkage Method
 
e) 
0.20.40.60.811.21.41.61.822.2
1
2
3
4
5
6
Distance
O
bs
er
va
tio
n 
N
um
be
r
Combination of Euclidean Distance and Single Linkage Method
 
 
 
 
Figure C.1.: Dendrograms of 45 distance and method combinations (Continued) 
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APPENDIX D.1 : Maps derived from  State Institute of Statistics.,(1995) 
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APPENDIX D.1 
igure D.1.: Average annual precipitation, total annual volume and average annual              
ater yield by State Institute of Statistics., (1995) 
a)   
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NDIX E.1 : Maps derived from Ünal et al., (2003) for comparison of 
clusters 
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 APPENDIX E.1 
a) Only temperatures 
 
 
b) Only total precipitation 
 
c) Both temperatures and precipitation 
 
 
Figure E.1.: Ward’s solutions using precipitation and temperature variables                                
.                   derived from Ünal et al., (2003) 
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NDIX F.1: Cluster solution
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 APPENDIX F.1 
a) For NCL 3 (Raw Data) 
 
 
b) For NCL 3 (Standardized Data) 
 
c) For NCL 5 (Standardized Data) 
 
d) For NCL 8 (Standardized Data) 
 
 
 
 
Figure F.1.: Cluster solutions of raw data and standardized data.
 87
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    APPEN tics 
 
 
 
 
DIX G.1 : Station descriptive statis
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Table G.1.: Station descriptive statistics 
 
 
 
 
 
STATION STATISTICS (Mean) 
St_ID October November December January February March April May June July August September 
1 ,51 40,33 105,85 213,59 259,82 284 231,77 160,18 95,92 52,63 29,77 24,38 29
2 ,31 28,50 67,15 87,21 79,11 77 60,25 39,39 23,94 18,01 15,09 15,63 19
3 ,37 7,06 7,80 9,05 10,33 11 10,04 7,44 5,75 3,90 3,83 4,79 6
4 ,62 6,54 22,42 25,78 28,98 24 15,17 8,15 3,52 1,15 0,46 0,92 2
5 ,94 47,86 75,99 102,46 103,41 99 71,68 51,13 35,73 40,58 43,77 35,15 39
6 ,33 3,04 6,50 7,13 10,81 21 14,30 11,01 5,99 2,27 1,12 0,94 1
7 ,44 1,21 3,58 4,56 5,84 5 3,32 2,24 0,88 0,25 0,07 0,08 0
8 ,51 3,52 15,94 22,60 22,65 19 10,36 5,48 2,75 1,14 0,93 1,29 1
9 ,58 7,19 6,20 5,36 5,40 8 38,52 54,63 29,94 13,39 8,83 7,38 7
10 ,62 9,92 14,83 13,14 19,25 35 64,71 47,28 15,02 5,52 3,56 3,24 4
11 ,48 5,10 7,77 11,03 14,37 18 15,44 10,95 6,85 3,90 3,25 3,58 4
12 43 109,32 29,26 7,77 3,60 3,53 9,07 25,46 36,08 33,42 48,84 102 175,
13 11 95,15 65,62 46,81 39,24 36,67 37,99 55,45 115,84 133,35 128,03 120 114,
14 ,56 1,19 3,10 3,69 4,21 9 11,44 6,76 2,79 0,86 0,42 0,38 0
15 ,83 14,14 28,98 31,78 37,93 67 80,18 40,28 16,94 10,33 8,55 8,35 9
16 ,85 3,19 4,19 5,71 6,15 6 6,52 5,12 3,95 3,25 3,00 2,77 2
17 ,92 6,94 9,13 8,55 10,02 11 12,49 12,46 12,42 25,16 26,39 16,41 8
18 ,41 21,82 18,73 16,15 15,19 25 70,22 74,93 55,69 39,21 27,84 21,04 19
19 ,83 1,06 1,66 2,08 2,58 6 7,80 4,03 1,75 0,97 0,73 0,71 0
20 ,37 52,61 99,38 111,10 142,09 218 223,14 152,13 86,12 42,83 24,61 22,09 30
21 ,42 1,04 4,53 6,48 7,12 6 3,27 2,13 0,78 0,28 0,15 0,20 0
22 ,27 8,76 8,88 6,75 8,16 17 35,36 33,59 21,72 9,28 5,49 4,97 7
23 ,51 109,88 140,15 160,20 179,50 209 214,05 152,06 99,68 77,75 73,33 84,21 97
24 118,76 136,39 188,79 218,76 248,01 287 283,54 200 130,21 98,05 86,25 95,85 
25 ,14 3,57 6,05 8,41 11,95 18 18,29 13,19 7,28 4,22 3,08 2,84 3
26 ,35 24,44 65,59 91,71 107,40 120 99,72 69,28 35,60 18,60 13,89 14,36 18
27 ,32 50,82 61,24 70,34 88,04 138 136,91 111,61 60,90 27,86 24,90 30,05 40
28 ,97 4,08 23,24 37,37 35,47 29 17,40 8,95 3,25 1,69 1,69 1,81 1
29 ,65 31,81 36,13 30,45 37,92 95 230,48 200,07 91,60 30,77 22,10 19,45 24
30 ,23 7,65 19,51 20,31 22,75 26 31,87 30,17 15,48 5,48 2,89 2,97 5
31 ,53 29,50 53,84 69,09 72,45 118 141,15 90,10 46,55 29,59 23,60 22,30 23
32 ,50 8,22 11,19 9,65 12,01 32 63,57 46,79 20,49 7,49 4,29 3,69 4
33 ,86 39,63 50,97 50,50 64,05 160 266,78 170,61 82,33 32,82 20,29 19,94 27
34 ,75 3,97 4,23 3,94 3,86 10 40,72 32,07 14,34 5,34 3,56 3,53 3
35 ,54 0,80 1,52 2,50 3,69 5 3,97 2,24 1,16 0,27 0,23 0,29 0
36 ,80 15,75 21,78 25,51 28,39 57 71,16 45,35 25,57 17,16 14,11 13,59 13
37 ,82 19,66 19,51 18,98 19,93 34 48,52 35,58 25,39 19,62 17,61 17,19 18
38 ,46 0,44 0,54 0,78 1,24 2 1,47 0,91 0,52 0,13 0,07 0,09 0
39 ,72 18,40 16,73 15,06 15,34 21 70,85 120,80 65,18 28,07 17,44 15,85 17
40 ,69 24,93 21,86 18,28 19,03 38 170,36 208,50 90,70 28,22 16,54 15,52 21
 89
Table G.1.: Station descriptive statistics (Continued) 
STATION STATISTICS (Mean) Continued 
 
IST_No October November December January May June July August September February March April 
41 77,95 98,66 116,10 120,65 147,46 258 386,49 340,55 175,46 70,19 52,33 57,65 
42 7,13 9,55 17,04 18,18 27,06 61 79,12 48,90 26,47 9,51 5,57 5,77 
4   3 49,40 74,63 131,61 149,81 146,99 225 280,51 162,28 78,06 47,19 40,15 39,15
4    4 3,32 3,87 12,38 14,08 18,50 40 46,31 22,29 6,72 1,49 0,63 1,24
4    6 5 42,97 47,03 53,10 61,05 70,99 85 77,73 61,09 44,20 29,05 26,39 33,3
46 0,85 1,78 3,99 6,05 7,05 9 9,22 5,41 1,95 0,76 0,43 0,54 
4   7 3,05 7,83 32,46 47,73 50,38 46 22,72 10,79 4,45 1,26 0,68 1,23
4  8 0,38 0,69 3,86 6,48 7,61 7 4,69 2,60 0,90 0,33 0,23 0,29
4  9 1,35 2,45 8,00 13,57 13,29 11 6,65 3,86 2,43 1,45 0,95 0,90
5  0 0,76 0,87 0,82 0,93 1,02 3 6,67 2,88 1,42 0,91 0,76 0,69
5  1 1,42 2,06 7,92 12,92 12,99 11 8,77 5,58 2,51 1,04 0,49 0,96
5  2 3,39 3,64 6,55 11,17 12,32 13 9,55 7,15 4,89 3,41 3,01 2,99
5  3 5,43 7,06 9,83 10,22 14,21 33 44,19 35,25 22,42 6,56 3,80 4,18
54 28,78 76,69 118,11 109,51 159,44 265 373,29 269,98 85,74 23,79 8,40 7,26 
5       1 5 24,75 28,42 52,01 77,81 81,70 77 56,35 34,71 20,68 23,01 25,57 24,7
5  6 5,50 7,25 10,10 13,36 17,32 26 23,40 16,33 8,45 4,02 2,78 3,87
5        5 7 13,45 18,47 26,06 29,43 32,41 52 81,34 89,57 67,29 33,05 20,10 14,5
5  8 2,99 4,65 10,11 16,50 21,91 22 14,95 8,18 2,91 0,85 0,67 1,27 
5  9 25,93 30,49 26,97 21,83 23,22 53 164,81 217,00 153,86 64,37 27,96 22,17
6     0 4,17 4,72 5,75 6,08 6,87 15 24,54 21,95 10,90 5,07 3,49 3,41
61 5,77 9,60 21,89 24,43 30,63 38 39,58 29,95 14,95 4,97 2,64 2,79 
6 137,25 157,75   3 2 117,51 118,75 127,54 133,70 169 145,64 110,81 89,56 93,57 104,4
6     8 3 19,76 27,02 23,78 20,33 21,56 43 177,78 227,95 103,55 34,83 18,18 14,6
64 5,44 8,36 11,72 15,04 20,02 30 27,19 21,62 12,18 2,86 1,33 2,45 
65 1,33 2,32 14,08 26,39 26,99 24 15,27 8,34 3,48 0,77 0,09 0,40 
6    9 6 18,10 17,35 14,62 11,66 12,36 19 41,53 65,04 66,81 37,66 19,76 16,2
6   7 15,00 32,47 100,98 117,76 105,84 114 120,02 100,84 67,19 44,05 28,75 17,98
68 8,94 14,41 18,14 17,15 24,19 84 150,36 92,18 36,68 11,23 6,03 5,78 
6    4 9 26,59 27,86 28,47 26,69 26,76 35 36,22 33,19 21,98 16,97 19,77 23,0
70 5,86 5,59 5,43 5,23 5,38 10 18,31 15,36 11,36 8,39 7,01 6,27 
7   3 1 20,65 18,34 14,93 11,27 12,50 18 38,40 64,08 67,36 40,93 22,45 19,2
72 5,14 6,65 14,39 21,29 26,03 28 17,88 9,75 3,80 2,29 2,49 3,07 
7   3 2,67 2,62 1,98 1,64 1,59 3 8,71 19,72 20,16 10,07 3,85 2,32
74 16,61 20,66 17,51 14,74 16,50 41 180,18 175,37 68,73 18,64 10,12 9,50 
7     0 5 23,53 29,50 53,84 69,09 72,45 118 141,15 90,10 46,55 29,59 23,60 22,3
7    1      6 10,13 15,71 67,46 101,23 05,25 101 65,95 37,50 16,36 8,29 7,40 9,37
7  7 17,01 26,49 52,97 48,94 63,17 74 68,56 42,50 24,63 17,15 11,71 11,36
7  8 21,22 30,95 41,46 42,17 54,30 141 246,12 154,95 71,01 26,89 15,95 15,25
7    9 7,44 7,46 7,15 6,83 6,80 9 14,60 11,60 9,33 7,87 7,38 7,27
80 1,15 1,78 3,44 4,96 5,36 11 11,04 5,83 1,78 0,78 0,55 0,67 
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Table G.1.: Station descriptive statistics (Continued) 
STATION STATISTICS (Variance) 
St_ID N De n eb a Ap May June October ovember cember Ja uary F ruary M rch ril July August September 
1 97,19 1 6317,63 35 5 7 27 7633,02 1237,93 5  10,39 20 2,36 26 41,90 20 74 1 27,19 02,06 192,91 101,14 
2 24,92 138,54 2793,35 753,07 262,71 64,24 25,69  4657,92 1597,81 1239 11,68 17,01 
3 3,29 3,70 6 14,96 26,77 34 29,98 15,97 ,42 7,02 2,79 2,24 2,42 
4 26,10 55,45 469,99 451,22 191 68,23 19,41 5,71 0,53 361,65 0,14 2,23 
5 515,26 424,08 2075,22 5883,54 4502,91 3979 2791,06 1345,46 413,81 100,65 142,85 570,82 
6 1,85 10,38 38,00 17, 36,19 274 81,85 47,43 20,06 26 5,70 0,84 0,52 
7 0,39 1,86 21,71 19,00 20,59 14 4,77 3,81 0,27 0,08 0,03 0,01 
8 0,86 5,60 274,74 424,49 388,94 117 47,33 15,31 2,82 0,88 0,59 1,22 
9 2,58 2,74 2,12 1,63 1,81 4 310,64 403,77 10 10,63 9,97 6,36 4,00 
10 57,69 176,10 75, 104,74 201 747,71 735,99 70,05 4,26 84 3,45 0,66 0,44 
11 19,27 54,12 93,14 162 102,02 49,91 13,35 2,37 3,12 3,58 2,41 2,43 
12  6 1246,29 694 675 5542,30 3796,40 347,67 15,45 68,10 11,46 ,50 ,73 2573 1,88 1,06 
13 563,65 4040,96 6899,66 2669,53 989 894,13 645,12 189,82 49,76 15,58 36,48 21,89 
14 6,00 6,6 4,47 15 25,01 10,38 10,06 1,75 5 ,86 0,21 0,03 0,03 
15 49,86 287,34 309 353,29 505 1113,44 359,49 26,83 5,13 ,75 5,74 0,71 0,82 
16 8 18,63 19,10 17 21,93 10,70 1,80 4,96 ,20 4,95 3,16 2,82 2,40 
17 80 71, 119,73 160 135,95 94,06 32,35 52,25 27,17 ,05 96 44,93 81,37 105,87 
18  6 28,83 11, 10, 68 381,32 822,61 203,26 1  23,17 5,63 10 44 12,40 54,42 28,81 
19 0,77 1,72 3,17 8 15,65 6,29 0,12 0,33 0,98 0,32 0,19 0,16 
20  13 230 297 653 6033,13 1803,51 998,00 221,68 131,11 521,62 49,21 6,45 2 ,92 2 ,30 7389 8099,88 
21 32,86 43,90 37,30 21 5,90 0,08 0,86 3,20 0,25 0,11 0,02 0,07 
22 20,75 15,20 8,60 8,49 30 210,52 85,66 59,02 9,42 15,78 9,71 5,06 
23 1042,83 12 1515 3115 6997 084 65 9125,02 2105,36 1365,53 1016,24 1317,61 14,87 ,71 ,28 ,88 1 0 1 08,08
24 1 8 16 282 589 927 149 89 117 2829,18 1904,62 1317,07 1433,64 173,7 23,07 1,59 5 ,52 8 ,52 1 4 1 99,99 47,47
25 6 25,13 33,37 53 54,50 32,52 0,47 0,78 ,50 5,93 4,41 1,21 0,73 
26 207 551 473 1540,53 187,93 33,23 51,27 5,80 4 ,16 4 ,64 3541 2424,31 48,60 22,98 24,37 
27  913,62 935 589 793 5035,98 916,43 180,63 165,57 203,10 361,14 ,65 1 ,50 1 ,77 3925 4653,32 
28 608,45 468 196,83 86,37 4,99 6,63 7,68 1470,78 1093,25 2,42 5,00 11,39 
29  443,71 399 244 381 7338,75 1559,80 358,41 690,34 471,70 ,99 ,68 ,85 1199 9463,21 736,39 
30 19 51 5 137,39 38,53 12,66 14,11 5,60 1 ,61 1 4,31 117 148,25 10,06 4,21 2,73 
31 24,99 117,42 1026,06 1689,11 224,95 58,89 2845,44 1488,21 3358 4052,16 24,56 19,39 
32 62,19 28,51 50,10 137 444,09 281,23 62,55 59,08 7,21 7,04 1,41 0,62 
33 380,70 840 730,90 1341,80 51 5695,90 1285,51 163,29 44,62 62,96 ,11 4183 1 53,60 39,79 
34 3,20 1,48 1,51 46 596,48 283,79 61,03 0,47 0,49 7,80 1,41 1,73 
35 1,65 5,6 15,04 16 15,20 4,13 0,08 0,14 0 2,05 0,05 0,03 0,04 
36 17,07 101,00 327 245,67 723 1111,98 387,52 59,49 19,09 5,41 ,34 9,53 6,88 
37  19,75 20,39 18,7 22,93 178 838,38 293,80 87,24 47,58  18,77 3 34,08 23,48 
38 0,13 0,84 2,64 2 4,28 0,95 0,14 1,44 0,50 
 
 
 
 
0,03 0,02 0,02 
39 13 5,3 6,1 26 792,54 175,88 10,81 26,01 ,28 2 4  1061,84 3102,39 50,42 14,48 
40 36,09 45,52 18,69 21,66 257 4962,97 8159,50 1667,80 180,21 24,07 28,52 18,82 
 
 
 
 
 
 
 
 
 91
Table G.1.: Station descriptive statistics (Continued) 
 
 
 
 
 
 
 
 
 
 
 
 
STAT ued ION STATISTICS (Variance) Contin
St_ID  M April May June A SOctober November December January February arch July ugust eptember 
41  2 2 7 1 1329,74 1066,21 3261,86 3247,86 3550,85 3830,75 7013 0147,42 5992,95 137,86 1603,00 170,20
42 584,65 195,96 32,83 11,21 30,46 29,48 118,14 122,37 292,99 566 1324,21 6,51 
43  1 2 7041,98 3 5539 12 4493,15 683,69 140,28 66,76 48,08 234,85 164,4 5671,63 835,58 043,08
44 261 429,58 227,41 27,94 2,49 54,80 9,36 97,77 214,29 230,94 1,81 0,42 
45 1 2084 1332,52 1020,52 200,00 96,91 84,30 147,80 566,77 089,70 92,04 82,95 94,05 
46 21,25 0,09 0,15 2,19 12,53 30,19 23,37 28 9,19 1,06 0,19 0,05 
47    1515,07 1 657 219,38 33,50 8,00 0,52 0,37 3,10 40,47 107,63 1542,22 426,16
48 14,52 0,35 0,03 0,01 0,02 0,04 0,45 27,05 55,68 69,07 25 7,25 
49   63,38 45 0,20 0,53 2,04 58,92 153,35 15,20 4,09 1,41 0,73 0,31 
50 0,12 0,40 0,19 0,42 0,47 7 21,53 5,73 1,59 0,16 0,15 0,13 
51 1,00 3,27 192,70 1 102 0,83 309,30 76,99 97,92 63,28 3,30 0,85 0,33 
52 0,77 1,35 27,04 99,20 89,10 95 38,48 16,62 3,31 1,14 0,65 0,60 
53 14,78 25,62 40,78 30,38 57,64 2 422,12 259,94 168,31 30,11 13,56 83 7,78 
54 620,62 5 2 5124,10 68 10 13 15 3006,53 369,67 19,33 9,55 687,7 9975,02 02,81 518 367,74 165,74
55 404,29   4 4406 3277,64 1970,26 224,98 118,20 124,12 291,24 467,50 2025,26 5315,51 722,33
56 3,82 8,19 22,79 161,94 459 175,60 122,50 10,34 2,28 126,38 3,37 2,22 
57 19,19 118,63  547 688,86 1048,61 636,35 152,23 42,10 360,08 369,44 366,81 21,13 
58 7,69 11,43 116,62 269,12 290 134,10 48,38 265,83 7,19 1,38 0,77 1,83 
59 57,81   4 27 3636,04 3907,12 2185,35 569,76 75,97 48,17 189,93 90,53 29,44 7,18 6 
60 2,11 3,01 8,16 15,84 17,04 51 99,94 111,54 23,39 6,57 2,89 2,10 
61 22,41   221,60 239 233,83 161,83 45,69 12,26 2,93 36,32 160,02 192,19 6,24 
62 1197,45  2221,19 23 4001 6897,44 8292,81 3837,73 885,65 801,56 972,66 1524,67 1461,00 02,27
63 25,80 150,75 57,21 30,98 31,85 256 5966,71 7 1483,40 771,95 281,65 48,41 18,52 
64 7,34 14,82 34,16 90,62 93,66 212 207,24 265,51 52,43 7,04 2,15 3,11 
65 2,40 3,21 427,68 1094,03 611,33 367 232,01 107,48 7,44 0,96 0,05 0,42 
66 34,38 25,00 11,71 4,30 7,23 29 200,47 118,54 2 1 41,17 87,50 61,23 10,77 
67 91,42 1060,52 5036,03 2 1595 1520,80 1403,23 622,38 367,49 250,44 147,52 6522,52 841,16
68 16,81  9 5134,48 1623,93 339,54 22,25 206,21 151,34 179,96 314,61 39 4,16 3,74 
69 235,30 294,46 297,05 274,55 225,71 264 444,61 444,20 134,67 57,93 1 138,73 19,36 
70 3,12 2,94 3,45 4,07 4,92 33 71,65 50,41 14,34 3,89 7,62 5,11 
71 54,79 30,48 14,73 5,85 9,50 24 152,51 149,03 2 1 41,52 42,52 23,80 03,23 
72 10,71  280,52 613 218,48 67,24 6,99 9,95 123,89 258,67 9,28 3,91 6,49 
73 0,79 0,61 0,21 0,11 0,09 1 10,77 9,68 21,97 11,08 1,33 0,42 
74 31,67   4 4 2951,71 5123,40 1230,29 109,21 23,90 11,61 66,50 33,21 33,04 6,44 34 
75 24,99  2845,44 1 3358 4052,16 1689,11 224,95 58,89 24,56 19,39 117,42 1026,06 488,21
76 20,48  7 2876 1660,20 738,24 45,51 11,52 10,37 18,51 44,50 3713,35 8395,78 377,31
77 125,71   4 625 668,01 440,19 247,99 243,11 55,53 41,31 296,88 821,22 528,74 59,36 
78 49,53   11 357 136 5421,44 1015,74 130,90 37,78 27,36 277,74 547,16 636,93 19,02 8 38,03
79 2,80 2,26 2,20 2,18 1,84 10 59,95 23,85 8,36 5,88 4,50 3,23 
80 0,52 3,02 9,85 84,39 46,93 143 105,76 37,88 1,12 0,32 0,55 0,18 
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Table G.1.: Station descriptive statistics (Continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A T Ske ) ST TION STA ISTICS ( wness
St_ID October May June November December January February March April July August September 
1 0,6 ,2 ,2 9 8  ,2 0 2 2 8 1 2 3 0 0, 3 0,6 0 0,77 2 4 0,08
-
,05 0,2  0,2
2 0, 8 0 1 ,5 0 7 8 07 0, 7 2,15 1, 7 0,4  1 0,39 0 6 0,16 ,24 0,1  0,6
3 -2,1 ,4 ,1 3 4  ,9 0 4 49 -2 4 -1 4 0, 5 0,8  0 0,94 0 4 0,50
-
,25 -0,7  -1,6  
4 4,86 ,21 ,8 ,34 8 1 1,50 0, ,34 50  3  1 2 1  1,4 1,22 2,79 39 0 3,
5 0,4 ,0 9 1  0, ,11 27 3 -0 8 0,85 0, 2 0,6 1 1,16 1,48 0,17 21 -0 0,
6 3,15 ,44 ,3 ,52 6 1 1,15 2, ,05 15  1  1 5 0  0,9 0,46 1,67 71 2 3,
7 2,57 ,86 ,4 43 1 1 2,25 2, ,27 84  1  2 1 1,  1,0 1,21 0,69 76 3 1,
8 2,42 ,99 2,97 ,01 71 1 2,53 0, ,71 75  0   1  2, 1,66 2,73 66 0 1,
9 1,04 ,7 ,1 ,0 6  0,57 0, ,24 46  0 5 1 9 -0 4 -0,2  0 1,71 0,10 56 0 0,
10 1,78 ,39 ,9 ,48 9 1 0,76 0, ,31 55  2  1 6 1  0,9 0,57 0,68 44 0 0,
11 -0,0 ,11 ,2 ,74 2  ,4 0 3 9 1 -0  1 2 0  0,9 1 1,00 1 9 0,37 ,42 0,5  0,0
12 2, 9 5 9 , 3 1 27 1, 3 1,96 1, 9 0,7  2 0,55 0 67 0,80 0,50 0,3  0,8
13 0,7 0 2 6 ,3 0 3 98 1, 7 1,51 1, 5 1,1  1 0,21 0 3 0,13 ,04 0,0  0,4  
14 1,56 ,64 ,0 0 9  ,3 0 01 06  2  1 8 1, 9 0,3 1 0,06 0 5 0,12 ,82 -0, 2,
15 1,8 5 ,2 7 2  ,2 2 1 8 2 2, 9 1 9 0, 1 0,7 1
-
0,30 0 9 0,31 ,05 0,2  1,2
16 0,07 2,24 1 0,121,23 0,90 1,15 0,98 1,10 0,28 0,22 0,17 
 
17 0,97 ,69 1,25 1,26 3 2 0,7 1 71 0,48  0   1,4 0,88 5 0,03
- -
,64 -1,
18 1,38 ,5 2 5 0 ,7 3 1 9 1,28 0, 1 0,5 0,81 0 6 0,09
-
0,07 -0,04 0,1  
19 -0,4 82 ,7 ,95 8  ,4 1 0 6 0,  0 0 0  1,1 1
-
0,06 0 0 0,23 0,12 0,0  0,0
20 3,44 ,4 , 5 0  
-
,8 2, ,89 36  1 5 0 29 0, 9 0,8 1 0,06 1 8 1,02 07 1 1,
21 0,51 2,00 3,74 1,00 22 2 1,46 1,9 2 6 0  1, 2 0,25 ,75 1,1  2,1
22 1,1 2 ,0 ,2 2  ,3
-
0 5 3 7 1, 3 1 5 1 4 0,8 1 2,44 0 1 0,43 ,05 2,9  1,9
23 -0,1 0 ,2 5 4  ,5 0 2 1 1 0, 4 0 8 0, 5 1,0 1 1,13 1 7 0,12 ,96 0,2  0,0
24 -0,1 0 ,4 5 5  ,4 0 7 4 6 0, 3 0 9 0, 8 0,5 1 0,71 1 0 0,09 ,89 0,3  0,0
25 1,56 1,39 0,93 1,03 1 1,15 2,411,16 0,50 0,04 0,26 -0,12 
26 1,13 ,8 ,02 0,7 4  0 03 6  0 9 2 7 1,0 0 1,17 1,70 0,29 , ,39 0  ,1-0
27 -0,0 ,46 1,36 4 1 0,86 0 48 4 7 1  0,97  0,5 1,00 0,33 ,44 0,  0,0
28 3,34 ,29 2,01 1,41 12 1 2 6 0  1   2, 1,07 3,26 1,12 ,64 2,6  4,0
29 3,2 5 21 1,45 0,92
-
0,35 1 6 7 3 2, 1 1,  0 1,02 0,39 ,57 2,4  4,0
30 2,0 ,4 9 6 0,29 0,0 1 19 2,03 6 1 7 2,09 0, 7 1,1  0 8 0,44 ,03 3,
31 0,64 1,42 0,9 00 0,59 0,21 6 3 2,  1 0,15 0,61
-
0,05 -0,18 0,1
32 1,51 3,32 1,51 ,32 38 0 
-
0,05 0, ,27 ,15  1  1, 0,18 0,10 59 0 0
33 1,12 ,70 1,50 2,19 8 0, ,66 61  2   1,5 1 0,75 0,38 0,77 96 0 0,
34 0,56 0,32 3,75 0,86 1,04 1,09 0,79 0,77 0,71 1,00 2,85 1 
35 0,55 0,28 1,24 1,21 1,65 1,77 1,50 3,55 1,50 0,96 0,77 1 
36 0,77 1,06 0,82 2,23 1,03 0,47 0,74 0,04 0,08 0,19 0,13 1 
37 0,93 0,78 0,88 0,75 0,52 2 1,80 1,01 0,66 0,94 0,83 0,83 
38 3,94 1,06 1,73 3,18 3,11 3,31 1,99 2,54 1,46 1,83 1,75 2 
39 0,21 2,11 0,63 0,57 0,11 2,21 0,82 0,36 0,89 0,80 0,20 0 
40 2,14 1,13 1,27 0,43 0,66 1,45 0,58 0,03 1,04 1,24 0,37 2 
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Table G.1.: Station descriptive statistics (Continued) 
 
STA nued TION STATISTICS (Skewness) Conti
St_ID October November   February  April  June  August  December January March May July September
41 0,53 2,23  0,48  1,70  1,33 1,20 1 0,54 0,53 0,62 1,35 2,56
42 4,77 2,29  1,10  1,97  1,61 1,14 1 0,19 0,86 0,56 1,31 0,87
43 1,26 1,26 
-
 1,48 0,77 0,50 1 0,23 0,15 0,41
-
0,30 0,18 1,07 
44 2,23    5,26 1,51 1,61 1,12 1 
-
0,06 1,11 0,99 2,45 1,71 3,74
45  
-
0,06   0,49 0,60 0,81 1,51 1,84 2 0,84 1,40
-
0,04 0,10 0,06
46 0,04 2,21  1,02 0,10 0,24  0,41  1,16 1,33 1 0,58 0,63 1,46
47 5,00 3,58 3,45 1,06 1,79 0 1,33 1,50 2,44 0,37 1,51 2,94 
48 1,20 2,27 3,21 0,26 -0,24  1,70 2,97 1 1,85 2,82 0,95 1,29
49 1,31 1,12 1,61 0,21   0,97 0,62 1 0,80 0,67 0,28 -0,08 -0,24
50 0,53 2,17 1,15   2,01 1,55 1 1,02 1,64 3,80 0,44 0,71 0,50
51 0,23 1,58 4,26   2,19 2,06 1 2,89 4,02 0,95 0,61 1,16 0,84
52 -0,19    0,60 3,20 1,09 0,99 1 1,09 1,65
-
0,01
-
0,04 0,18 0,34
53 2,38 2,40 1,65 1,42 0,55 1 
-
0,08 0,26 0,71 1,74 1,99 1,93 
54 1,73 2,41 1,55   0,89 0,93 1 
-
0,20 0,46 1,06 2,60 0,46 -0,54
55 1,01 0,61 2,07 1,24 0,95 1 2,22 3,89 0,75 1,31 0,36 0,29 
56 0,42 0,85 1,58   2,86 1,87 2 0,65 1,30 0,32 0 30, 0,25 0,14
57 0,76 1,25 2,11   1,29 1,03 1 0,33 0,20 0,04 0,38 0,57 1,23
58 1,90 1,57 2,99 2,17 1,40 1 1,30 0,97 1,55 0,97 0,84 1,07
59 1,65 2,10 1,37   0,61 0,81 0 1,16 1,02 0,77 0,92 0,47 1,38
60 0,67 0,87 0,89   1,73 1,21 1 0,22 0,48
-
0,03 0,02 0,29 0,29
61 2,87 1,99 0,64 0,63 0,63 0 0,14 0,44 0,72 0,96 
-
1,28 2,48 
62 0,08 0,62 -0,14   0,33 0,48 1 1,28 1,06 2,06 0,91 0,04 0,45
63 0,97 2,06 1,13   0,97 0,46 1 1,51 0,50 0,25 0,85 0,81 0,64
64 0,30 0,56 1,24   1,95 0,35 1 0,50 0,73 0,14 1,01 1,61 1,37
65 1,16 0,49 3,64  2,01 1,24 1 2,22 3,39 0,74 1,81 2,74 1,87 
66 1,34 0,05 0,20    -0,34 1,07 3 1,13 0,37 0,25
-
0,09 0,68 4,18
67 0,07 1,32 0,79    0,48 0,73 1 
-
0,37
-
0 17,
-
0,16
-
0,36 -0,29 -0,01
68 1,43 4,29 1,31   3,05 1,46 1 0,88 0,16 0,73 0,46 0,47 0,75
69 0,27 0,47 1,08   1,10 1,51 1 1,15 0,86 1,27 0,45 0,39 0,20
70 0,23 0,14 0,20 0,42 0,54 1 0,75 1,18 0,39 0,45 0,42 0,41 
71 0,44 0,06 0,60 0,21 0,58 2 1,35 0,22 0,27 0,54 1,24 1,10
-
72 1,79 1,19 2,07   1,15 1,06 2 1,02 1,13 1,28 0,51 1,45 1,48
73 1,04 0,97 0,80   0,54 0,46 1 1,12 0,06 0,33 0,54 0,43 1,45
74 1,35 1,47 0,66   1,43 2,21 1 0,00 0,39 0,73 1,90 2,88 1,33
75 0,64 1,42 0,93    2,00 0,59 1 0,15 0,61 0,21
-
0,05 -0,18 0,16
76 1,87 0,61 2,68   1,27 2,23 0 1,70 2,11 0,90 0,74 0,10 0,78
77 1,54 1,22 0,35   0,63 0,70 0 
-
0,14 0,82 2,15 2,70 1,66 1,02
78 0,75 2,75 1,29   2,68 1,51 1 0,69 0,63 0,62 0,54 0,61 0,72
79 0,88 0,53 0,78   0,61 0,40 1 1,41 1,26 0,87 0,89 0,80 0,94
80 2,48 3,82 1,60 4,18 2,07 1,09 2,01 0,35 1,15 3,27 0,98 1 
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Table G.1.: Station descriptive statistics (Continued) 
 
STATION STATISTICS (Max) 
St_ID October November December January February March April a J September M y une July August 
1 58,70 69,10 466,40 5 5  0  46,70 91,30 647 98 510,2 524,30 188,70 101,70 58,10 
2 27,90 60,10 263,10 2 162,80 1  0 9 38,10 26,80 21,30 24,70 64,60 67 126,7 7  
3 8,62 9,60 12,61 18,99 23,57 25 27,38 18,91 14,24 7,93 6,65 6,86 
4 29,40 40,30 101,30 , 1 7,80 92,70 92,90 59 3 ,209  22 60 3,80 2,90 1,30 
5 91,80 76,90 178,10 252,50 2  0  78,20 300 26 232,5 172,40 78 61,90 71,30 
6 7,20 12,90 25,10 15,50 28 69 32,50 30,20 21,40 11,50 4,30 4,20 
7 2,80 4,80 20,20 16 17,80 16 9,50 9 0,50 9, 0 2,10 1,50 0,80 
8 5,40 9,50 89,60 73,50 107 45 33,60 21, 1 5,40 30 0,10 3,20 2,80 
9 12,14 11,29 10,88 8,25 12  0 51,67 24,59 14,14 12,43 7,90 102 1 5 
10 11,16 40,32 54,48 42,34 43,78 79 126,40 2 4,50 104,60 9,69 9,02 5,10 
11 7,59 8,27 22,19 30,30 37,12 60 43,40 35, 1 6,26 32 4,73 8,09 7,15 
12 36,61 107 1  1 117,40 2   5 7  6,39 48,80 20,10 63 354 2 2 1,66 15,43 6,35 
13 53,80 111 343,70 3 2  0 89,30 61,90 47,40 47,70 80,40 283 00 172,3 151,70
14 1,41 6,39 9,84 11,84 21 5,48 2,23 0,77 1,04 8,11 22,10 14,70 
15 17,80 42,40 74 79,60 77,30 118 11,40 135,60 80,90 27,90 19,90 10,20 
16 5,70 12,30 12,10 16,80 18,20 19 19,10 14, 6 90 8,60 7,10 6,70 
17 25,50 17,10 34,90 28,80 38,70 51 36,30 35,40 23,40 32,60 37,70 41,30 
18 35,76 46,42 36,45 22,40 23,04 43 122,10 84,23 60,89 41,50 31,83 143,60
19 1,39 2,42 3,54 5,88 7,50 13 14,07 9,6 1,94 1,41 0 3,88 1,47 
20 136,40 148,90 194,70 278,30 494  159 53,84 227 380 449,40 207 72,91 
21 1,00 4,20 32 23,40 26,50 23 10,70 8,6 1,10 0 1,80 1,70 0,60 
22 18,89 22,27 19,85 15,52 16,06 30 96,16 57, 4  13,18 10 0,27 15,51 19,23 
23 165,90 176,60 530  158,90 229 270 419 533 456,90 192,20 195,60 156,30 
24 193,20 209,60 3 473,80 573 0 188,40 331 99,20 615,8 548,20 234,50 227,30 186,80 
25 12,92 20,96 29,83 40 4,80 5,67 6,47 35,20 31,08 12,32 13 6 
26 37,40 46,70 238,20 2 270,40 2  0 70,40 36,20 22,80 21,80 36,50 42 259,7 214,80
27 73,30 1  133,80 1 189,70 3  0 8  60,80 44,90 95,50 28 350,2 2 6 129,90 61,10 59,90 
28 13,20 12,20 111,20 1 164,50 , 18,20 56,50 85 49,80 51 50 8,80 8,30 11,10 
29 121,00 111,80 167 0  152 97,28 85,65 91,09 547,8 343,90 184,20 84,90 119 
30 17,20 20,60 74,10 50,60 57,30 50 57,70 51, 14,80 12,30 8,70 40 29 
31 36,46 61,78 147,80 263,70 163,20 273 30,80 30,57 267,10 195,10 79 43,05 
32 9,44 43,23 32,50 26,75 35,31 58 111,40 , 3  5,13 74 73 8, 1 4 14,39 6,96 
33 54,92 1  1 3  0 34,60 21,30 128 60,70 183 62 552,6 345,60 172,80 71,05 37,05 
34 5,13 5,74 12,90 7,63 8,05 28 105 , 3  9,34 75 60 2,66 11,19 7,36 
35 1,14 1,67 4,89 8,72 15,11 15 17,69 7,9 0,74 5 7,90 1,05 0,64 
36 19,70 27,48 47,73 89,05 69,26 1  0 40,79 26,68 20,99 18,75 34 149,4 103,50
37 31,04 30,06 29,90 29,45 29,94 84 151,80 82,22 48,80 39,03 33,14 31 
38 5,20 1,40 1,70 4,70 8,30 6 11 4,9 0,60 0 3,40 0,60 0,50 
39 24,92 38,68 25,90 21,30 19,50 33 207 4  24,30 2 8 126,80 60,69 36,90 
40 43,10 42,57 42,50 28,64 31,34 95 389  24,72 438,10 177 68,15 33,17 
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Table G.1.: Station descriptive statistics (Continued) 
S
 
STATION STATISTIC  (Min) 
St  November December u tem_ID October January February March April May June July Aug st Sep ber 
1 12,10 24 34,90 2 1 2 ,652,70 54,20 84 37,50 1,60 5,20 11,10 8, 0 8 0 
2 10,90 12,20 18,30 19,50 17,60 30 22,20 17,10 1 ,70 0,52,50 10,80 9  1 0 
3 0,45 0,52 0,44 0,42 0,38 0 0,14 0,34 0,34 ,10 0,070,15 0   
4 0,00 1 2,10 3,20 4,60 5 3,50 2 1, 0 0 20 0  
5 6,30 14 19,10 17,70 1  ,6 0,20 3,80 13 9,30 11 5 21,90 17 0 
6 0,40 0,60 0,70 1,80 2,30 1,10 0,40 ,30 0,303 2 2,70 0   
7 0,00 0,10 0,40 0,20 0,40 1 0,60 0,10 0 0 0 0  
8 0,30 0,60 1,70 2 1,50 4 2,10 1,90 0,40 0 0 0  
9 5,59 4,90 3,93 2,60 2,60 4 12,12 19,33 1 ,80 4,153,15 6,43 4   
10 2,46 3,64 3,55 4,66 5,52 19 15,02 5,78 3 ,2 ,02 2,08 ,21 2 2 2  
11 1,83 2,13 2,33 2,45 2,58 3 2,98 2,19 1,16 21 1,211,10 1,   
12 2,83 6,11 6,53 7,11 10,73 3,70 9 ,954 33,60 10,90 1,15 0, 5 1 5 
13 27,80 31,70 36,20 37,60 57,20 71 65,40 54,70 42 ,6 30 ,40 35,50 31 0 
14 0,27 0,32 0,45 0,72 1 ,10,63 1,23 3 3,17 1,60 0,15 0, 4 0 8 
15 7,80 8,30 9,70 9,20 15 36 19,40 11,90 8,70 7,40 ,40 7,30 7  
16 0,60 0,60 0,80 0,70 0,80 1 0,80 0,60 0,50 5 ,40,50 0, 0 0 0 
17 1,00 0,20 0,30 0,20 0,60 0 0,30 0,60 2,60 5 ,13 1, 0 1 0 
18 12,82 12,34 11,64 10,37 10,03 12 36,55 3 29 ,7 2,25,70 ,60 20,30 14 0 1 0 
19 0,18 0,22 0,46 0,39 0,72 2 1,84 0,89 0,37 0,17 ,0 ,00 9 0 7 
20 13,07 15,28 22,63 4 14 8,2 ,56 6,2044,90 55,70 67 50,70 6,59 ,80 3 6   
21 0,00 0,10 0,40 0,30 0,30 0 0,20 0,20 0,10 0 0 0  
22 2,98 2,81 3,15 3,02 3,43 10 19,57 14,53 9,83 3,60 2,26 2,42 
23 33,70 46,80 76,50 2 ,977,70 56,80 72 37,50 34,60 1,20 14,10 17,50 15 0 
24 45,90 59,10 102 101 112,30 116 63,30 54,10 3 22,20,20 19,90 25,20 0 
25 2,16 2,40 2,88 3,44 4,77 6 5,04 4,08 2,17 8 ,81,22 0, 3 0 0 
26 9,30 15,30 17,30 21 21,60 29 16,20 1 , 6 ,52,70 9 6 20 5, 0 5 0 
27 8,70 15,60 23 21,70 29,20 55 42 18,80 11 6,20 ,6,10 3 0 4,30 
28 0,10 0,40 1,50 1,50 1,70 3 2,70 1,10 0,10 0 0 0 
29 5,78 14,43 14,15 8,91 8,73 30 62,50 8,53 17 9, 2,80 64 5, 3 5,66 
30 1,70 2,70 3,70 5,80 5,40 6 9,60 7,80 5 1, 6 ,1 20 0, 0 1 0 
31 14,98 15,20 16,01 15,31 23,98 42 37,57 27,57 2 6 ,9 5,02,75 1 ,60 14 4 1 7 
32 2,90 3,37 3,72 3,59 5,18 14 24,39 17,45 6,78 3,34 2,2 ,25 2 5 
33 15,10 18,46 22,37 18,80 31,06 60 113,80 2 3 77 8,4445,77 1,60 1 ,47 9,   
34 2,57 2,38 2,51 1,57 1,17 3 11,09 5,82 3 1,4 ,51 2,08,11 8 1   
35 0,09 0,16 0,22 0,35 0,38 0 0,14 0,10 0,03 0 ,00 0, 2 0 4 
36 10,52 10,56 10,02 9,81 11,32 23 21,42 17,53 1 0 22,84 1 ,18 9, 8 9,19 
37 13,00 12,81 12,72 12,46 13,24 17 17,64 1 12 ,23,80 ,55 10,46 10 2 10,81 
38 0,00 0 0,10 0,20 0,20 0 0 0 0 0 0 0  
39 11,10 11,50 10,85 11,86 10,95 13 24,78 44,70 23 12 1 ,2,79 ,99 6, 7 9 9 
40 13,93 16,19 11,92 11,04 12,09  79,40 37,44 15,37 9,08 9,80 8,07 22
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Table G.1.: Station descriptive statistics (Continued) 
  
STATION STATISTICS (Min) Continued 
 
St_ID October November December January May June July August September  February March April 
41 22,80 38,50 52,10 45,90 57,70 125 166 77,10  31,90 19,30 14,30 18,50 
42 4,00 5,01 1,43 5,59 6,42 7,38 19 17,80 11,97 3,16 1,02 1,07 
43 24,50 27,60 49,21 45,84 65,50 1  24 76,20 63,08 37,18 19,40 24,70 27 
44 0,75 1,38 1,60 2,27 3,03 13 5,75 1,26 0,10 0,02 0,00 0,10 
45 25,50 32  38,50 40,60 45 28,20 2 0 14,30 ,50 37,60 2,2 12,40 6,80 7,70 
46 0,20 0  0 ,40 0,80 0,90 1 2 1,60 0,60 0,3 0,20 0,10 0,10 
47 0,40 1,90 1,20 7 7 12 4  ,80 2,60 0,50 0,10 0 0,10 
48 0,10 0,10 0,20 0,20 0,20 1 0,40 0,40 0,10 0 0,10 0,10 
49 0,30 0,60 1,60 1,20 0 1 2 1,80 0,90 0,60 0,2 0 0,10 
50 0,26 0,32 0,32 0,35 0,36 0 0,93 0,63 0,42 0,25 0,19 0,17 
51 0,00 0 0 0 0 1 0,80 0,10 0 0 0 0 
52 1,20 1,10 1,70 1,40 1,90 2 2,20 2,10 1,40 1,40 1,70 1,80 
53 1,74 2,72 3,37 4,46 4,03 9 6,99 9,65 0,82 0,19 0,07 0,05 
54 6,43 12,73 14,35 16,70 33,80 1  06 116,40 28,85 7,10 5,06 0,57 0,17
55 0,50 1,80 4,30 3,90 2,90 4 4,90 1,90 0,50 5,70 5,20 0,10 
56 2,30 2,90 3,60 3,70 4 1,30 ,10 5 3 4 1,90 0,50 0,40 
57 5,90 3,30 2,60 2,40 4,30 11 2  3,60 33,40 19,70 12,60 10 7,60 
58 0,00 0,20 1,80 2,50 2,80 3 2,90 0,20 0 0 0 0 
59 18,15 17,84 13,72 12,47 13,51 27 71,74 118,80 82,91 30,60 12,69 12,98 
60 2,07 2,23 2,34 1,85 2,51 6 8,46 4,62 2,03 0,08 0,76 1,28 
61 1,68 3,49 5,13 6,46 8,55 17 9,54 6,58 3,85 0,37 0,23 0,42 
62 44,90 48,10 46,50 39,40 45,80 45 26,20 3 0 42,30 40,40 44,50 41,90 5,7
63 11,50 14,90 15,20 11,30 12,90 22 59,90 64 25 8,60 7,80 6,70 
64 0,31 0,83 4,02 5,23 7,62 9 4,94 2,69 0,28 0,01 0 0,03 
65 0,00 0 0,20 0 0 0 0,40 0 0 0 0 0 
66 11,05 7,74 7,64 7,28 7,18 11 2  3,41 47,80 38,90 20,30 8,69 9,17 
67 0,00 0 7,90 4 21,50,50 23 50 43,80 29,20 6,40 0,60 0 
68 4,17 5,47 6,37 5  2,98 5,57 7,28 27 8,90 19,71 7,71 3,34 3,04 
69 8,10 8,10 15 4,10 0 5,20 8,30 7,30 9,80 7,90 5,7 2,70 3,10 
70 2,74 2,60 2,19 2,04 2,34 2 5,64 6,08 5,03 3,68 3,17 2,78 
71 8,76 8,43 8,33 11 2 37,85    7,26 6,75 3,90 45,69 22,31 11,16 10,70
72 0,30 1,40 3,90 3,60 4,50 4 3,10 1,20 0,10 0 0 0 
73 1,66 1,57 1,12 1 1,23 1,42 1,03 4,77 13,90 9,80 4,81 2,07 
74 9,14 11,71 7,79 7,44 8,95 15 77,59 28,56 6,43 4,38 4,52 5,11 
75 14,98 15,20 16,01 15,31 23,98 42   15,07 37,57 27,57 22,75 16,60 14,94
76 5,10 6,10 9,40 1 12,50 20 8,20 0 4,60 9,70 6,50 2,6 1,40 3,10 
77 9,50 21,40 30,10 6,00 6 32 15,60 14,80 8,30 4,40 3,40 3,50 
78 8,30 10,94 15,79 15,01 23,53 45 98,70 38,11 18,70 7,79 6,77 6,78 
79 4,93 4  4,76 6,14 5  4 4,01 ,88 4,54 4,64 6 ,62 5,5 4,21 4,52 
80 0,30 0,40 0,50 0,10 0,30 0,50 1 0,60 0,50 0,10 0 0,10 
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 Table H.1.: Iterative trail process of fall data for 20 steps in cluster analysis  
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APPENDIX I.1 : Streamflow regions of Turkey, derived from Kahya and Kalaycı, (2002)
 100
APPENDIX I.1 
 
Figure I.1.: Streamflow regions of Turkey, derived from Kahya and Kalaycı, (2002) 
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APPENDIX J.1 : Seasonal streamflow variations at each station  
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APPENDIX J.1 
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Figure J.1.: Seasonal streamflow variations at each station
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Figure J.2.: Seasonal streamflow variations at each station 
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APPENDIX K.1 : Self produced Matlab code for Cluster Analysis  
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APPENDIX K.1 
atlab Code 
 Read data 
lear all; 
cho off; 
kc=xlsread('Akcasusurluk_317.xls'); 
1=Akc( 1:31 , 2); Z2=Akc( 1:31 , 3) ; Z3=Akc( 1:31 , 4) ; Z4=Akc( 1:31 , 5); 
5=Akc( 1:31 , 6) ; Z6=Akc( 1:31 , 7) ; Z7=Akc( 1:31 , 8) ; Z8=Akc( 1:31 , 9) ; 
9=Akc( 1:31 , 10) ; Z10=Akc( 1:31 , 11) ; Z11=Akc( 1:31 , 12) ; Z12=Akc( 1:31 , 
3); 
kca= [ Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Z11 Z12 ]; 
 
Cluster Analysis of Annual Mean Data 
clear all; 
ead data  
Akcasusurluk_317 
kc=Akca; 
il= [sum(Akc( 1 , 1:12)) sum(Akc( 2 , 1:12))  sum(Akc( 3 , 1:12))   sum(Akc( 4 , 
:12))  sum(Akc( 5 , 1:12))   sum(Akc( 6 , 1:12))  sum(Akc( 7 , 1:12))   sum(Akc( 8 , 
:12))  sum(Akc( 9 , 1:12))   sum(Akc( 10 , 1:12))  sum(Akc( 11 , 1:12))   sum(Akc( 
12 , 1:12))  sum(Akc( 13 , 1:12))   sum(Akc( 14 , 1:12))  sum(Akc( 15 , 1:12))   
sum(Akc( 16 , 1:12))  sum(Akc( 17 , 1:12))   sum(Akc( 18 , 1:12))  sum(Akc( 19 , 
1:12))   sum(Akc( 20 , 1:12))  sum(Akc( 21 , 1:12))   sum(Akc( 22 , 1:12))  
sum(Akc( 23 , 1:12))   sum(Akc( 24 , 1:12))  sum(Akc( 25 , 1:12))   sum(Akc( 26 , 
1:12))  sum(Akc( 27 , 1:12))   sum(Akc( 28 , 1:12))  sum(Akc( 29 , 1:12))  sum(Akc( 
30 , 1:12))  sum(Akc( 31 , 1:12))]; S=Yil/12 ; 
Akcasusurluk_317=(S-min(S))/(max(S)-min(S)) ;       
…. 
Turkiye=[Akcasusurluk_317 ; Akkopru_812 ; Aktas_1224 ; Aslankopru_407 ; 
Aydinkoprusu_706 ; Azdavay_1307 ; Babaeski_101 ; Balikli_324 ; Bayburt_2304 ; 
Baykan_2610 ; Besdegirmen_1203 ; Besiri_2603 ; Beskonak_902 ; Bozkir_1611 ; 
Bucakkisla_1712 ; Catallar_808 ; Citakkoprusu_713 ; Dedekusagi_2147 ; 
Denircik_1612 ; Derecikviran_1335 ; Derekoy_514 ; Dereli_2213 ; Dogancay_1221 
; Dokbasi_1243 ; Dokurcan_1237 ; Dolluk_302 ; Durucasu_1413 ; Egrigol_406 ; 
Fakli_1401 ; Gecitkoy_321 ; Gokdere_1805 ; Gomeleonu_1418 ; 
Gulsehirkoprusu_1532 ; Guvercinkaya_2409 ; Hamidiye_1223 ; Himmetli_1801 ; 
Hisarcik_2145 ; Incirli_2132 ; Ishankoprusu_2323 ; Kagizman_2402 ; Kala_1402 ; 
Karabuk_1314 ; Karahacili_1714 ; Karakoy_1233 ; Kargi_1242 ; Kavalidere_809 ; 
Kayacal_314 ; Kayalioglu_509 ; Kayirli_701 ; Kilayik_2131 ; Killik_510 ; 
Kucukilet_311 ; Kuylus_1524 ; Malabadikoprusu_2612 ; Manisa_518 ; 
Mesecik_1226 ; Muhatkoprusu_1708 ; Musruflu_1906 ; Peterek_2305 ; 
Poskoflu_2006 ; Rustumkoy_1222 ; Salurkoprusu_1528 ; SansagDDY_2151 ; 
Sefaatli_1517 ; Selcuk_601 ; Simsirli_2218 ; Sinanhoca_912 ; Sogutluhan_1535 ; 
Sutluce_1414 ; Tanir_2015 ; Topluca_2232 ; Torunkoprusu_1905 ; Tozkoy_2233 ; 
Tutak_2122 ; Uctepe_1818 ; Yahyabey_316 ; Yakinbasi_1302 ; Yamula_1501 ; 
Yazikoy_2124 ; Zir_1216 ]; 
cd C:\MATLAB6p5\work\YillikOrtSonuclari\STD!Z4\veri 
M
%
c
e
A
Z
Z
Z
1
A
…
%
echo off; 
R
%
A
Y
1
1
 106
dlmwrite('Yillik!Z5veri.txt',Turkiye, '\t',0,0) 
.txt 
ye,'seuclidean');K=squareform(Mes_Turkiye);%DEĞİŞKE
urkiye=linkage(Mes_Turkiye,'ward');%DEĞİŞKEN 
; 
 
r(Cluster_Turkiye,4,1,'clusters'); 
Cluster_Turkiye,5,1,'clusters'); 
rkiye,6,1,'clusters'); 
kiye,7,1,'clusters'); 
luster_Turkiye,8,1,'clusters'); 
type Yillik!Z5veri
 
Mes_Turkiye=pdist(Turki
N 
Cluster_T
figure ( 'pos' , [200 100 1000 600 ]  ) , axes ( 'FontSize',10 ) ;  
[H,T,perm] = 
dendrogram(Cluster_Turkiye,0,'orientation','left','colorthreshold','default'); 
xlabel('Distance'); ylabel('Observation Number'); 
title('Combination of Squared Euclidean Distance and Ward Method_Annual Mean 
Z5_Standardized Variables')%DEĞİŞKEN 
T1=cluster(Cluster_Turkiye,1,1,'clusters'); 
T2=cluster(Cluster_Turkiye,2,1,'clusters')
T3=cluster(Cluster_Turkiye,3,1,'clusters');
T4=cluste
T5=cluster(
T6=cluster(Cluster_Tu
T7=cluster(Cluster_Tur
T8=cluster(C
T9=cluster(Cluster_Turkiye,9,1,'clusters'); 
T10=cluster(Cluster_Turkiye,10,1,'clusters'); 
T11=cluster(Cluster_Turkiye,11,1,'clusters'); 
T12=cluster(Cluster_Turkiye,12,1,'clusters'); 
T13=cluster(Cluster_Turkiye,13,1,'clusters'); 
T14=cluster(Cluster_Turkiye,14,1,'clusters'); 
T15=cluster(Cluster_Turkiye,15,1,'clusters'); 
T16=cluster(Cluster_Turkiye,16,1,'clusters'); 
T17=cluster(Cluster_Turkiye,17,1,'clusters'); 
T18=cluster(Cluster_Turkiye,18,1,'clusters'); 
T19=cluster(Cluster_Turkiye,19,1,'clusters'); 
T20=cluster(Cluster_Turkiye,20,1,'clusters'); 
 
G=[1 2 3 4 5 6 7 8 9 10 11 12
 13 14 15 16 17 18 19 20 21 22 23
 24 25 26 27 28 29 30 31 32 33 34
 35 36 37 38 39 40 41 42 43 44 45
 46 47 48 49 50 51 52 53 54 55 56
 57 58 59 60 61 62 63 64 65 66 67
 68 69 70 71 72 73 74 75 76 77 78
 79 80]; 
 
Sonuc=[G(1,1:80)' T1(:,1) T2(:,1) T3(:,1) T4(:,1) T5(:,1) T6(:,1) T7(:,1) T8(:,1) 
T9(:,1) T10(:,1) T11(:,1) T12(:,1) T13(:,1) T14(:,1) T15(:,1) T16(:,1) T17(:,1) 
T18(:,1) T19(:,1) T20(:,1)] 
 
cd C:\MATLAB6p5\work\YillikOrtSonuclari\STD!Z5 
dlmwrite('Yillik!Z5.xls',Sonuc, '\t',0,0) 
type Yillik!Z5.xls 
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