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Outexa b s t r a c t
In RBIR, texture features are crucial in determining the class a region belongs to since they can overcome
the limitations of color and shape features. Two robust approaches to model texture features are Gabor
and curvelet features. Although both features are close to human visual perception, sufﬁcient information
needs to be extracted from their sub-bands for effective texture classiﬁcation. Moreover, shape irregular-
ity can be a problem since Gabor and curvelet transforms can only be applied on the regular shapes. In
this paper, we propose an approach that uses both the Gabor wavelet and the curvelet transforms on the
transferred regular shapes of the image regions. We also apply a ﬁtting method to encode the sub-bands’
information in the polynomial coefﬁcients to create a texture feature vector with the maximum power of
discrimination. Experiments on texture classiﬁcation task with ImageCLEF and Outex databases demon-
strate the effectiveness of the proposed approach.
 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
The rapid growth of image data on the internet has spurred the
demand for methods and tools for efﬁcient search and retrieval.
Although many researches have been done in the ﬁeld of image
search and retrieval, there are still many challenging problems to
be solved. As the semantic gap is considered to be the main issue,
recent works have focused on semantic-based image retrieval.
Most of the proposed approaches learn image semantics by
extracting low-level features from entire image. However, such
approaches fail to take into consideration the semantic concepts
that occur in the images. In this paper, we focus on the high-level
semantic identiﬁcation at the region level. This is because analyz-
ing the visual features included in the images gives more intuition
about images. By learning these features at the region level, high-
level semantics of images can be built. The approaches in which
region information is employed to extract semantic concepts of
images are known as region-based image retrieval or RBIR [1–3].
One issue in semantic understanding of image regions in RBIR is
the extraction of effective and discriminatory features. Many
researches have been done in global image features extractionand representation, but not much attention has been paid to
region-based features [2–6]. Ideally, the extracted features must
match the human perceptions of images. Most image retrieval sys-
tems apply three well-known color, shape and texture features.
Color is the most common feature since it is invariant to distortion
and scale. Although color feature is well-deﬁned and widely used
in image retrieval systems, it is unable to distinguish between dif-
ferent objects with the same color. Shape feature is not as impor-
tant as other features in RBIR as regions’ shapes are more
vulnerable than regions’ color and texture features [2,7].
Texture is an important determinant of region class in RBIR due
to its capability to distinguish regions with similar colors and
shapes. Although texture feature is very useful in RBIR, they are dif-
ﬁcult to model. Ideally, a texture feature of an object should be con-
sistent with human perceptual intuitions of the object, like
directional/chaotic and smooth/rough [8].
Basically, texture analysis has four main categories: (1) texture
feature, (2) texture discrimination, (3) texture classiﬁcation, and
(4) shape from texture. In this paper, we consider only texture dis-
crimination and classiﬁcation. Many different methods have been
proposed for texture feature extraction. In general, these methods
are categorized into spatial and spectral approaches [9,10].
The spatial approaches are further classiﬁed into structural, sta-
tistical and model-based approaches. In structural approaches such
as Voronoi tessellation [11], texture feature is described using a set
of texture primitives and their placement rules. Statistical texture
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occurrence matrices (GLCM) [12,13]. Although these features are
compact and robust, they are insufﬁcient to describe a large variety
of textures. Model-based approaches such as Markov random ﬁelds
(MRF) [14] and fractal dimensions (FD) [15] apply stochastic (ran-
dom) or generative models to describe texture features. As these
models fall into an optimization problem, they usually need com-
plex computations [16].
In spectral methods such as discrete cosine transform [18], Fou-
rier transform [19], wavelet ﬁlters [20], Gabor [21] and curvelet
features [22], texture images are transformed into the frequency
domain using a set of spatial ﬁlters. Then, the statistics of the spec-
tral information at different scales and orientations form the tex-
ture descriptor. Due to the large neighborhood support of the
ﬁlters, spectral methods can generate sufﬁcient number of features
to classify variety of texture images.
However, the varying rotations of real-world textures suggest
the need for rotation–invariant methods. Among the many spatial
methods that can be considered, LBP [17] is the most widely used.
It combines structural and statistical approaches by computing the
occurrence histogram for rotation–invariant texture classiﬁcation.
In LBP, the values of neighboring pixels are turned into binary val-
ues using the central pixel as the threshold. This local binary gray-
scale information is encoded to characterize a structural pattern.
Although rotation invariance is achieved by only selecting
rotation–invariant uniform local binary patterns, it is not scale-
invariant. The LBP-based approaches often also fail in detecting
large-scale textural structures. Many Gabor- and wavelet-based
algorithms were also proposed for rotation–invariant texture
classiﬁcation [23–25]. Han and Ma [25] proposed to create textureFig. 1. Pairs of different textures with similar statistical values obtain
Fig. 2. The block diagram ofeatures from a rotation–invariant and a scale-invariant Gabor rep-
resentation by summations of the conventional Gabor ﬁlters.
Recently, [2,26] presented a circular shifting of the curvelet texture
features to generate rotation–invariant texture representations.
However, both the Gabor wavelet and the curvelet ﬁlters cap-
ture a large volume of unnecessary information which reduces
their distinguishing power in texture classiﬁcation. To overcome
this issue, sub-band coefﬁcients are produced in multiple orienta-
tions and scales and analyzed in the pre-processing step. In some
earlier works, generalized Gaussian density was used to model
wavelet coefﬁcients [20,27,28]. In most of the texture extraction
methods, texture feature vectors consist of statistical information,
which are calculated from all sub-bands generated by applying
either Gabor or curvelet transforms on a given image [23,29,30].
Zhang et al. [2] used mean and standard deviation to create a tex-
ture feature vector from curvelet sub-bands for each image region.
Although both Gabor and curvelet transforms represent image tex-
ture features sufﬁciently by sub-band coefﬁcients, using mean and
standard deviation and other statistical information can lead to
misclassiﬁcations as the discrimination power reduces. For
instance, each image pair in Fig. 1 shows two different textures
being classiﬁed into the same group as they have similar or slightly
different means and standard deviations.
Mohamadzadeh and Farsi [7] used down-sampling to create a
reduced size feature vector. However, random down-sampling
increases the risk of losing the key information in the respective
sub-band.
To overcome these problems, we propose the application of
polynomial coefﬁcients that are unique in representing data points.
It is a combination of sub-band coefﬁcients computed by the Gabored from curvelet sub-bands, which lead to the misclassiﬁcation.
f the proposed method.
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therefore classify similar textures in the same group which leads to
effective discrimination of different textures when both Gabor and
curvelet features are combined. The block diagram of the proposed
texture classiﬁcation method is shown in Fig. 2.
Experiments show that the proposed method performs well in
comparison to the several other methods, namely that of Zhang
et al.’s [2], LBP [17] and systems that only use the Gabor wavelet
or curvelet features.
The rest of the paper is organized as follows. In Section 2, we
describe the basic concepts required for region-based texture clas-
siﬁcation. In Section 3, we propose a method to combine both
Gabor wavelet and curvelet transforms and create texture feature
vector by polynomial coefﬁcients. In Section 4, the evaluations
and comparisons are presented. Finally, Section 5 summarizes
and concludes the paper.2. Basic concepts
In this section, the deﬁnitions of Gabor wavelet, curvelet trans-
form and polynomial function required for region-based texture
classiﬁcation are described.
2.1. Gabor wavelet ﬁlter
The Gabor transform is a type of wavelet ﬁlter. According to
[14], a two dimensional Gabor function g(x, y) can be written as:Fig. 3. Frequency spectrum covera












where W is the modulation frequency. The 2-D Fourier transform
which is the frequency response of the Gabor function is then
deﬁned as:








where ru = (2prx)1 and rv = (2pry)1. Let g(x, y) be the mother
Gabor wavelet, then a set of self-similar ﬁlter functions can be gen-
erated by appropriate dilations and rotations of g(x, y) through the
following generating function:
gmnðx; yÞ ¼ amgðx0; y0Þ; ð3Þ
where x0 = am(x cos h + y sin h), y0 = am(x sin h + y cos h), a > 1,
h = np/N, and n = 0, 1, 2, . . ., N  1 and m = 0, 1, 2, . . .,M  1 are the
orientation and the scale of the Gabor wavelet, respectively. Accord-
ingly, for a given image region I(x, y) with the size X  Y, its discrete






Iði; jÞgmnðx i; y jÞ; ð4Þ
where ⁄ indicates the complex conjugate of gmn. The Gabor wavelet
ﬁlter is then applied on the image region in different orientations
and scales to obtain an array of magnitudes:ge by (a) Gabor (b) curvelet.
c) Fitted polynomial of (b). (d) Function and coefﬁcients of the polynomial in (c).
Fig. 5. (a) An image region. (b) Texture extracted by mirror padding method with wrong reﬂected edges in the texture. (c) Improved mirror padding method.






These magnitudes are the sub-bands which represent the
energy contents at several scales and orientations for a given
region. It has been proven that they are descriptive image texture
features similar to how human vision is invariant to scale and
orientation.2.2. Curvelet ﬁlter
A curvelet transform is an extension of the ridgelet transform.
The ridgelet differs from other wavelet transforms in which itFig. 6. (a) Regular shaped region. (b) 40 Gabor waveldetects lines instead of points. According to [31], a continuous
ridgelet transform at scale a, translation b, and orientation h is
given by:
CRTf ða; b; hÞ ¼
ZZ
wa;b;hðx; yÞIðx; yÞdxdy; ð6Þ
where I(x, y) is an image region, andw is the ridgelet function which
is deﬁned as:
wa;b;hðx; yÞ ¼ a1=2w




Curvelet feature extraction function for digital image region
I[x, y] can then be computed as:et sub-bands. (c) Curvelet sub-bands in 4 scales.





I½x; ywDa;b;h½x; y: ð8Þ
As explained in [32], this formula can be extended in the fre-
quency domain and deﬁned as:
CTDa;b;h ¼ IFFTðFFTðI½x; yÞ  FFTðwDa;b;h½x; yÞÞ: ð9Þ
The curvelet sub-bands for every region are created by adjust-
ing the ridgelets to different scales and orientations. Then, the







where Sba,h is the sub-band at scale a and orientation h.
Though Gabor ﬁlters are similar in this way, they do not cover
entire frequency spectrums due to their oval shape. Fig. 3(a) repre-
sents the holes between ovals in the frequency plane of Gabor
wavelet. The complete coverage of the frequency spectrum by
curvelet can be observed in Fig. 3(b). In this ﬁgure, si stands for
scale i, and the numbers 1, 2, . . ., etc. show the orientations or
sub-bands.
Although curvelet can cover spectral domain completely due to
the wedge shape of its frequency response, the Gabor wavelets are
very effective in representing objects with isolated point singular-
ities. Thus, Gabor wavelets and curvelets are mutually complemen-
tary. Recently, the combination of wavelet and curvelet transforms
has been reported in some applications for image denoising and
feature extraction [33–36], which their ﬁndings suggest the poten-
tial of the combination. Thus, we apply both methods to create tex-
ture feature vectors for the best classiﬁcation accuracy.
2.3. Fitting by polynomials
Polynomial functions have ﬂexible shapes, and changes of loca-
tion and scale in the raw data result in the same polynomial model.
That is, the underlying metrics do not inﬂuence the polynomial
functions. They are frequently applied as an empirical method for
curve and surface ﬁtting, so they can encode information about
some other objects. A polynomial function is a data set of n paired
(x, y) members such as (x1, y1), (x2, y2), (x3, y3), . . ., (xn, yn), which
are evaluated using a least-squares technique to generate a predic-
tive polynomial equation y as illustrated in the following:
y ¼ a0 þ a1xþ a2x2 þ a3x3 . . . apxp; p < n; ð11Þ
where p stands for the degree of the polynomial, which is a non-
negative integer. In this equation, a0, a1 . . .ap are the polynomial
coefﬁcients, which are constants. These unknown coefﬁcients are
calculated by minimizing the sum of the deviations’ squares of
the data from the model, which is called least-squares ﬁt. This
mathematical procedure is described in detail in [37].
Multivariate polynomial functions can also be deﬁned. Polyno-
mials in two variables are algebraic expressions taking the form ofFig. 7. A texture image in the three rotataxnym instead of axn. The degree of these polynomials is the largest
sum of the exponents in all terms.
In this paper, we use a polynomial function with two variables
to encode each Gabor or curvelet sub-band in the spectral domain
of an image region texture. The following equation has been cre-
ated for a curvelet transform sub-band. The constants p00, p10, p01,
p20, p11, p02, p30, p21, p12 and p03 are coefﬁcients which properly
code the information in the respective sub-band:
f ðx; yÞ ¼ p00 þ p10xþ p01yþ p20x2 þ p11xyþ p02y2 þ p30x3
þ p21x2yþ p12xy2 þ p03y3: ð12Þ
Fig. 4 illustrates a texture and its corresponding curvelet sub-
band which has been ﬁtted by a polynomial function.3. Texture classiﬁcation
Prior to texture classiﬁcation task, images in the training set are
segmented into regions using the JSEG in [38]. Since image regions
are irregular, they must be transferred to a regular shape in order
to apply Gabor wavelet and curvelet transforms.
An irregular shaped region is transformed into an appropriate
regular shaped region for texture extraction by ﬁnding either the
largest internal square or the bounding box. Due to the size varia-
tion in the regions, the largest internal square of some regions may
not include enough texture information. Although a bounding box
is large enough, but it always includes non-region pixels. The accu-
racy of the extracted texture features from a bounding box highly
depends on the values of these pixels. The common approach to ﬁll
these regions is via ‘zero-padding’, where non-region pixels are
ﬁlled by zeros. Nevertheless, differences between zero padded
regions and the original region result in false and inaccurate tex-
ture information. Recently, Zhang et al. [2] proposed a mirror pad-
ding method to ﬁll non-region areas in the bounding box with the
mirrored textures inside the region. Although this method outper-
forms zero padding, it adds false information of the region edges to
the real texture of the region. In contrast, an internal square con-
sists of only valid region-pixels. Thus the features extracted from
an internal square are more accurate than the features extracted
from a bounding box. Thus we propose an improved version of
the mirror padding which extract both real and mirrored textures
from the largest internal square instead of the bounding box. It also
avoids mirror padding when the size of the largest internal square
is large enough to carry texture information of the region. Fig. 5
shows the wrong reﬂected region edges using mirror padding
method, which have been removed in the improved mirror pad-
ding method.
Once all the training image regions are transformed into the
regular shapes using the improved mirror padding method, they
are categorized into predeﬁned concept classes according to their
textures. For a particular concept with a distinct texture, multiple
regular shaped regions are gathered to create an image regionion angles (a) 0, (b) 15 and (c) 30.
Table 1
The sub-band energies of the rotated textures in Fig. 7 in one scale, and their
rearranged energies.
0 Fig. 7(a) 15 Fig. 7(b) 30 Fig. 7(c)
Original Rearranged Original Rearranged Original Rearranged
556.24 558.76 498.72 550.07 479.21 564.55
523.00 524.35 535.10 524.83 493.70 537.70
466.74 462.25 549.70 467.26 546.59 471.65
455.04 457.69 519.81 461.23 549.47 451.63
478.99 469.10 467.28 469.83 505.83 479.21
558.76 483.39 452.87 485.80 501.85 493.70
524.35 548.31 473.49 545.05 538.46 546.59
462.25 555.09 550.07 548.89 559.40 549.47
457.69 498.77 524.83 501.34 527.26 505.83
469.10 496.79 467.26 498.72 472.38 501.85
483.39 543.74 461.23 535.10 448.46 538.46
548.31 556.24 469.83 549.70 481.36 559.40
555.09 523.00 485.80 519.81 564.55 527.26
498.77 466.74 545.05 467.28 537.70 472.38
496.79 455.04 548.89 452.87 471.65 448.46
543.74 478.99 501.34 473.49 451.63 481.36
Table 2
Coefﬁcients of the ﬁtted polynomials of the textures in Fig. 7.
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region to obtain texture features in different orientations and
scales.
Our proposed algorithm employs 40 Gabor ﬁlters in ﬁve scales
and eight orientations as shown in Fig. 6(b) where we illustrate the
texture detection steps along with the image region after applying
Gabor ﬁlters. We also apply curvelet decomposition on the image
regions in four levels. Therefore, 50(=1 + 16 + 32 + 1) different
sub-bands of curvelet coefﬁcients are calculated. Fig. 6(c) shows
the texture representation of an image region using curvelet trans-
form. Furthermore, a description of image region texture is
obtained with 90 different sub-bands.
However, although these sub-bands comprehensively describe
the textural structures, they are not reliable enough when the
image is rotated. Recently, some works proposed to overcome thisFig. 8. (a) Two different image regions representing ‘grass’.limitation using the curvelet rotation shifting property [2], or alter-
natively, generating a dominant orientation by summation over all
the sub-bands at different scales, and then circular shifting [26]. In
this work, given that the energy of the dominant orientation
usually spreads between two neighboring sub-bands, different
sub-bands at each scale are rearranged based on their energies.
This makes a unique sub-band set for each texture, even though
it is rotated, and therefore, encoding a texture at different rotations
generates similar coefﬁcients. More speciﬁcally, although both the
Gabor and the curvelet coefﬁcients reﬂect the effect of the rotation
at different scales, the rotation of the texture cannot be captured
by only considering these coefﬁcients. However, there is a
dominant orientation at each scale of decomposition in the Fourier
spectrum which is detectable by ﬁnding the highest energy sub-
band. Consequently, rearranging the other sub-bands makes a
relatively unique set of coefﬁcients for each texture even though
it is rotated. Using Eqs. (5) and (10), the highest energy sub-bands
can be detected.
Fig. 7 shows a texture image at different rotation angles of 0,
15, and 30, which their sub-band energies are listed in Table 1.
It is observable that these energies are concentrated at the domi-
nant values and they are circularly shifted when the texture is
rotated. Rearranging the respective sub-bands and ﬁtting them
by polynomials (using Eq. (12)) result in a unique feature vector
consisting of the polynomial coefﬁcients as shown in Table 2. To
encode the rearranged coefﬁcients using polynomial ﬁtting, ﬁrst
we obtain the degree of the bivariate polynomial that best ﬁts
the data. From our preliminary experiments, this varies between
3 and 6 for different sub-bands. We ﬁnally choose the value 6
so that the feature vectors with the same size are created for all
regions and sub-bands.
Using polynomials to encode texture information brings several
beneﬁts in texture classiﬁcation and discrimination. First, same
textures have the same coefﬁcients after ﬁtting the polynomials.
It is also observed that the sub-bands obtained from the Gabor
and curvelet transforms of various textures in the same class can
be coded into similar codewords with the coefﬁcients of their ﬁtted
polynomials. Fig. 8 illustrates two different textures for the class
‘grass’ with very similar coefﬁcients of their ﬁtted curvelet sub-
band polynomials. The higher discrimination power is another
beneﬁt of using polynomials. It is described by the Fisher’s linear
discriminant or FLD which is a widely used discrimination criterion
that measures the ‘‘between-class scatter’’ normalized by the
‘‘within-class scatter’’ [39]. It tries to maximize the scatter ratio
between classes to the scatter within classes. Let us assume we
have sets Di, i = 1, 2, 3. . ., c which represent c classes, each contain-
ing ni elements that |Di| = ni. The scatter within classes is given by:
SW ¼
X
SDi ; ð13Þ(b) Polynomial coefﬁcients of the region textures in (a).
Table 3
Comparison of classiﬁcation scores for different polynomial degrees.
Polynomial degree 3 4 5 6
Score 54 73 91 100




ðxmDi ÞðxmDi ÞT ; ð14Þ
which mDi is the mean vector for class Di. The total mean that is in










niðmDi mÞðmDi mÞT : ð16Þ




As a result, the higher values of this metric show lower scatter
within classes and higher scatter between classes, which result in a
better discrimination. This leads to compact and well-separated
clusters.
In the next step, all texture features in each training texture
class are used to create the representative feature vector for that
class, by averaging all vectors in the texture category. We then
build up a texture dictionary from these feature vectors where
every entry includes a codeword to represent a particular texture.
A texture dictionary is a set of codewords which are representative
texture features. The number of entries in the texture dictionary
demonstrates the number of texture classes. In other words, every
region texture class is coded into a codeword in the texture dictio-
nary. These codewords are generated using the vector quantization
method which discretizes texture feature vectors and computes
the centroid of each cluster by averaging the cluster of textures
[40].Fig. 9. Texture samples of the Outex_TCOnce the texture dictionary is created, a mapping between a
semantic concept and codewords from the dictionary needs to be
established. Therefore we applied a k-nearest neighbor (k  NN)
classiﬁer based on the proposed classiﬁcation method in [41] to
perform classiﬁcation step. This classiﬁer projects the extracted
region texture to the appropriate texture class according to the tex-
ture descriptors of the regions. To make predictions with k  NN,
we measure the distance between the texture vector and the code-
words using the Euclidean distance. We ﬁnd the index of the clos-
est representative feature vector from the texture dictionary by:
ind ¼ argminðdistðv; v iÞÞ; ð18Þ
where i is an integer between 1 and the dictionary size, and
dist(v, vi) is the Euclidean distance between the texture vector and
the codewords from the texture dictionary.4. Experimental results
Two experiments with differing settings were conducted to
demonstrate the performance of the proposed method in terms
of scale and rotation invariance. The ﬁrst experiment, discussed
in Section 4.1, investigates the effectiveness of the proposed
method in a challenging texture classiﬁcation task of rotation
invariance. It also considers the empirical results on different poly-
nomial degrees to ﬁnd the optimal degree. In this experiment, our
results are compared with the widely used rotation–invariant tex-
ture classiﬁcation methods by Ojala et al. [17], and Zhang et al. [2]
using the standard and popular Outex [42] database._00010 from Outex database [42].
312 M. Zand et al. / J. Vis. Commun. Image R. 26 (2015) 305–316The second experiment, discussed in Section 4.2, aims at con-
sidering the proposed method in classifying the real textures of
real-world images from the ImageCLEF 2012 dataset [43] for RBIR,
enabling evaluation at varying scales. In this experiment, the per-
formance of the proposed method is evaluated and compared with
the proposed method by Zhang et al. [2] and systems that only use
the Gabor wavelet or the curvelet features.
4.1. Experiments on classifying textures in different rotations
We ﬁrst investigated the optimal degree for our polynomial
function, and consequently used the results through the experi-
ments. To verify that the proposed texture descriptor is not only
scale-invariant but also achieves better rotation invariance in com-
parison to the other methods, a series of experiments based on the
Outex database [42] was carried out. Outex includes a large collec-
tion of textures and test suites for different types of texture analy-
sis challenges. For fair comparison, we used the same texture
images and followed the experimental setup by Ojala et al. [17].
Consequently, the Outex_TC_00010 test suite was selected as a
standard benchmark to evaluate the rotation invariance of the tex-
ture classiﬁcation method. It contains 24 texture classes, as shown
in Fig. 9, with 180 images of size 128  128 in 9 rotation degrees in
each class (20 samples for each rotation degree). Each 128  128
texture sample was normalized to an average intensity of 128
and a standard deviation of 20 For the purpose of classiﬁcation,
the k  NN classiﬁer was used, with the Euclidean distance as the
similarity measurement between two descriptors.
To objectively evaluate the percentage of correctly classiﬁed
samples in the same way for all algorithms applying on Outex, a






where N is the number of test samples, d is Kronecker delta func-
tion, CLBn is the predeﬁned cost for the n-th sample in the test set,
and LBn and LOn are the original texture class and the assigned tex-
ture class of the n-th sample in the test set, respectively.
In order to obtain an optimum degree for the polynomial func-
tion, the classiﬁer was trained with randomly selected samples
from all rotation degrees; ﬁve samples of each rotation degree in
each class (5  9 samples). The remaining 3240 samples were used
for testing the classiﬁcation accuracy of different polynomial
degrees varying between 3 and 6. As shown in Table 3, there is a
trend of increasing classiﬁcation performance as the polynomial
degree increases. Surprisingly, all test samples were classiﬁed in
their appropriate texture classes when the polynomial degree of
6 was selected. However, the degree 6 was chosen regarding the
tradeoff between the accuracy and the feature size of the higher
polynomial degrees. This result not only suggests the optimal poly-
nomial degree for our method but also veriﬁes the strength of the
polynomial coefﬁcients for texture discrimination. This setting was
then used in the other experiments.
After obtaining the optimal polynomial degree, we trained the
classiﬁer in different ways for evaluating the rotation invariance
of the algorithm. In this setting, only the samples at rotation angle
0were applied to train the classiﬁer, and samples with the other 8Table 4
Comparison of classiﬁcation scores in different rotation angles for different methods.
Rotation angle 0 5 10
Statistical curvelet [2] 100 84.05 78.11
LBP [17] 100 99.07 97.95
Fusion of Gabor and curvelet with ﬁtted polynomial 100 96.5 97.66angles (5, 10, 15, 30, 45, 60, 75, 90) in each texture class
were used as unseen test sets. This resulted in a total of 480 sam-
ples for training and 3840 samples for validation. Table 4 compares
the classiﬁcation scores of the proposed method with those of LBP
[17] and Statistical curvelet [2] in different rotation angles.
While the polynomial ﬁtting method outperformed the two
other methods in multi-rotation classiﬁcation case, the statistical
curvelet [2] obtained the lower mean score of 79.22%. This is
because much useful texture information is kept in our encoding
process, and rotation–invariant features are efﬁciently generated
by normalizing the circular shifted feature vector of each sub-band.
To observe the effect of the rotation in different texture classes,
the misclassiﬁcation results for both methods showing the highest
scores of polynomial ﬁtting and LBP are listed in Table 5. In our
case, very similar textures apparently obtained the highest number
of misclassiﬁed samples in different rotation angles. Hence, the
two classes ‘convas038’ and ‘convas039’, as well as ‘tile005’
and ‘tile006’ were encoded to the similar texture features due to
their theme similarity, and this also caused them to be wrongly
classiﬁed as each other in some rotation angles. For instance, when
‘canvass039’ rotates by 5 or 10 degrees, it is clearly much similar
to ‘canvas0038’. It is also observable that the LBP faces more difﬁ-
culty in classifying ‘convas033’, which shows inefﬁciency of LBP in
detecting the joint analysis of the large-scale textural structures.4.2. Experiments on the real image regions
We tested our proposed method on 2000 different image
regions in 20 different texture classes which are: ‘beach’, ‘branch’,
‘bush’, ‘city’, ‘cloud’, ‘giraffe’, ‘glacier’, ‘grass’, ‘highway’, ‘lake’,
‘light’, ‘orange’, ‘sand-beach’, ‘sky-blue’, ‘sky-night’, ‘sunset-dusk’,
‘snow’, ‘sun’, ‘wall’ and ‘waves’.
The images used for the training and testing phases were from
the ImageCLEF 2012 dataset [43], which itself was made from the
MIRFLICKR-1M dataset [44].
We used 1000 image regions to create the texture dictionary
and the classiﬁers. The remaining 1000 regions were used to test
the classiﬁcation accuracy. Our method was compared with the
texture classiﬁers using only Gabor wavelet, only curvelet trans-
form, and the statistical curvelet method proposed by Zhang
et al. [2].
In the training phase, output regions of the JSEG tool were
transferred to the regular shapes with the size of 64  64 either
using improved mirror padding method or only the pre-processing
step if their largest internal squares were greater than 40  40. We
chose this size because it is large enough to represent region tex-
ture. The texture features from the training regions were then pro-
cessed to extract the Gabor and curvelet representations. The
Gabor texture representation consisted of 40 different sub-bands.
Each sub-band was ﬁtted into a polynomial, and its coefﬁcients
created the Gabor texture representation. This together with the
coefﬁcients of the ﬁtted polynomials of the curvelet representation
sub-bands created the texture feature vector. The curvelet sub-
bands describe a region texture in 4 levels of curvelet decomposi-
tion, which results in 50(=1 + 16 + 32 + 1) sub-bands. All 1000
training texture feature vectors obtained from the Gabor and
curvelet transforms were used to create codewords in the texture15 30 45 60 75 90 Mean
76.46 75.00 75.92 75.63 74.73 73.12 79.22
96.88 97.75 96.57 97.93 95.58 94.53 97.36
98.04 99.18 99.18 98.46 97.64 98.75 98.38
Table 5
The number of misclassiﬁed samples for each texture class and rotation angle for LBP [17] and the proposed polynomial ﬁtting method (P).
Texture classes 5 10 15 30 45 60 75 90 Total
LBP P LBP P LBP P LBP P LBP P LBP P LBP P LBP P LBP P
canvas001 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas002 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas003 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas005 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 2 0
canvas006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas009 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas011 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas021 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas022 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas023 0 0 0 0 0 0 2 0 1 0 1 0 0 1 0 0 4 1
canvas025 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas026 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas031 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
canvas032 0 0 0 0 0 0 0 0 0 0 1 0 1 0 2 0 4 0
canvas033 2 0 5 0 6 0 6 0 7 0 5 0 10 0 9 0 50 0
canvas035 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
canvas038 0 4 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 6
canvas039 0 5 0 4 0 1 0 0 0 0 0 0 0 0 0 0 0 10
carpet002 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1
carpet004 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 2
carpet005 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
carpet009 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 2 0
tile005 0 2 1 1 2 1 1 1 2 1 1 3 1 1 3 0 11 10
tile006 1 0 1 1 3 1 1 1 1 0 0 3 2 4 3 11 11
Total 3 11 7 7 10 5 10 2 12 2 8 4 15 7 20 3 85 41
M. Zand et al. / J. Vis. Commun. Image R. 26 (2015) 305–316 313dictionary. After the codewords were created, a k  NN classiﬁer
was used to classify the remaining test samples.
The classiﬁcation accuracy for only the Gabor feature, only the
curvelet feature, fusion of Gabor and curvelet features, and statis-
tical curvelet methods are given in Table 6. Each entry speciﬁes the
average classiﬁcation rate for every region texture class which is
the percentage of the regions correctly classiﬁed between all
regions in that class.
From Table 6, it can be seen that the classiﬁcation accuracy is at
its best when both the Gabor and the curvelet features are consid-
ered and ﬁtted by polynomial coefﬁcients. The two other methods
that use curvelets perform better than the Gabor wavelet. TheTable 6
Classiﬁcation rates for 20 different texture classes with polynomial Gabor, polynomial cur
Texture classes Classiﬁcation rate (%)


























59 70lowest percentage of 59% is obtained by the Gabor wavelet
method. Therefore, it can be concluded that curvelet features are
more representative of the image textures than the Gabor wavelets
as reported in [45]. This is because curvelet features are more suc-
cessful in representing complex textures than Gabor wavelets as
they capture additional directional information in the spectral
domain. They also efﬁciently capture the edge information at high
frequency levels which is a noteworthy texture discriminating
property. However, extracting statistical information such as mean
and standard deviation from curvelet sub-bands as suggested by
Zhang et al. [2] decreases the texture classiﬁcation rate. It should
also be noted that although the Gabor wavelet suffers from thevelet, fusion of Gabor and curvelet with polynomial and statistical curvelet methods.
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curvelet features increases the classiﬁcation rate dramatically. It
is observable that the classiﬁcation rate for the statistical curvelet
method is 64%, whereas the highest percentage of 82% is obtained
using our proposed method where both the Gabor and the curvelet
features are used and ﬁtted by polynomials. Fig. 10 shows classiﬁ-
cation accuracy of different texture categories. Fig. 11 illustrates
the image regions in different texture categories which are cor-
rectly classiﬁed using our proposed classiﬁcation method.
Our proposed method also indicated the best discrimination
power among studied methods. Table 7 shows the discriminationFig. 10. Comparison of classiﬁcation rates for di
Fig. 11. Some of the image regions which are cpowers of these methods, which have been obtained using normal-
ization of Eq. (17). It can be observed that mean and standard devi-
ation are not as strong as polynomial coefﬁcients in discriminating
different textures. There is a slight difference between Gabor, Curv-
elet and their fusion in discriminating textures when all use poly-
nomial coefﬁcients.
To evaluate the retrieval performance of the proposed method,
the precision-recall graph is shown for the 2000 image region tex-
tures from the ImageCLEF database. Precision is the fraction of
retrieved images that are relevant, and recall is the fraction of
relevant images that are retrieved. Each region with its knownfferent texture classes in different methods.
orrectly classiﬁed based on their textures.
Table 7
Comparison of discrimination power between methods.
Texture classiﬁcation
methods








Discrimination power 79.3 80.6 89.2 69.4
Fig. 12. Average retrieval results from ImageCLEF for different methods.
M. Zand et al. / J. Vis. Commun. Image R. 26 (2015) 305–316 315texture class was used as a query, and its precisions were calcu-
lated at 10 levels of recall percentages. The average precisions for
all regions at each recall level, and for all tested methods are plot-
ted in Fig. 12. This ﬁgure shows that fusion of the Gabor and the
curvelet with ﬁtted polynomials outperforms the other methods.
It also veriﬁes that simple sampling of the curvelet sub-bands
degrades the performance as the statistical curvelet obtained the
lowest average precisions for values of recall greater than 30%.5. Conclusion
The paper investigates the problem of texture classiﬁcation in
RBIR. It considers the combination of the two most robust texture
representation methods, Gabor wavelet and curvelet ﬁlters. The
proposed method takes the advantages of both and uses polyno-
mial coefﬁcients to encode their sub-bands information in the tex-
ture feature vectors. Using polynomial is based on the idea that
produced sub-bands of these ﬁlters are surfaces that can be ﬁtted
by polynomials uniquely. This reduces the texture feature space,
increases the texture classiﬁcation rate and produces more dis-
crimination power. However, the performance of the RBIR systems
based on this method can be further improved by employing other
features like color and shape.
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