Abstract-In this paper, the 2f/1f tunable diode laser wavelength modulation spectroscopy is used for the simultaneous measurement of concentration and temperature of CO 2 in the exhaust plume of an aero engine. The suitability of the R48 spectral feature of CO 2 at 1997.2 nm is discussed for this project and for further application of CO 2 tomographic imaging on large-scale aero-engines. To ensure accurate recovery of gas parameters at the high exhaust temperatures, a full spectral characterization of the absorption feature is presented using a direct spectroscopy. The 2f/1f method is validated in the laboratory for controlled gas mixtures and temperatures to recover concentration and temperature. Good agreement with the actual temperature and concentration values is demonstrated. Finally, single path measurements are presented for an aero engine exhaust showing good correlation with the measured engine conditions. Index Terms-Optical sensor, high temperature spectroscopy, aerospace engineering, wavelength modulation spectroscopy, optical tomography.
I. INTRODUCTION
T HE fiber Laser Imaging of Turbine Exhaust Species (FLITES) project is a collaborative project between university partners Edinburgh, Manchester, Southampton and Strathclyde and several companies including Rolls-Royce, Shell and the Instituto Nacional Técnica Aeroespacial (INTA). The project's aim is to measure gaseous and particulate species concentration in a two-dimensional plane in the exhaust plume of large commercial aero engines [1] .
One of the main deliverables in this project is the production of a cross-sectional, 2-dimensional tomographic image of CO 2 concentration using 126 individual beams paths directed through the engine exhaust plume. This ability to image the distribution of CO 2 will reduce engine testing time and commissioning costs, and provide valuable real-time information to engine manufacturers and operators. For example, a real-time imaging approach will highlight the variability in the individual burner performance in the engine, providing earlier indication of burner maintenance requirements and reducing risk of engine failure. In addition, the current methodology for ascertaining the CO 2 emission of a particular engine type, and ensuring it fulfils the necessary regulatory requirements, requires intrusive, extractive sampling of the exhaust at multiple locations. This implies that engines under test are operational over significantly longer periods than would be necessary with real time imaging methodologies.
The technique of tunable diode laser spectroscopy with wavelength modulation (TDLS-WM) is ideally suited for this imaging application, as it has a proven record of non-invasive, in situ measurement in harsh environments [2] - [5] . Recent developments have reduced intensity fluctuation noise prevalent in high temperature combustion environments [5] - [7] and have improved the accuracy of this high frequency modulation technique, providing measurements that require no further intensity calibration.
In this paper, we present the validation of the CO 2 concentration measurement system designed for the FLITES project. This has been achieved by measuring the path-integrated absorbance from the exhaust of a commercial aero engine for a single beam path using the 2f/1f technique developed by Rieker et al. [7] . Values of the average plume temperature and the gas concentration are then extracted from the recovered 2f/1f signals. To ensure the accuracy of engine measurements, a full laboratory validation of the 2f/1f technique was carried out and the temperature dependence of the spectral parameters for the targeted absorption feature were measured using a high temperature spectrometer. This was achieved by using a least squares fitting algorithm to compare experimentally obtained data in a controlled environment with modelled spectra, where two of the modelling parameters are varied until the total least squares (LSQ) value between the model and the experimental data has reached a minimum.
Section II provides a justification of the spectral feature selected for aero engine measurements and presents measurements of the temperature dependence of collisional broadening parameters and the line-strength of the chosen spectral feature. Section III discusses the requirement for significant laser characterization and post-signal processing for the 2f/1f methodology. It goes on to provide further 1558-1748 © 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
justification of the technique for this target application, including a discussion of data transmission and storage limitations. Section III describes how average temperature and the path integrated concentration are obtained from a single CO 2 spectral feature. Single channel 2f/1f measurements of CO 2 concentration and average plume temperature in the exhaust of a commercial, turbofan engine with a bypass are presented in Section IV for varying engine thrust. Again the LSQ methodology as described above is used with concentration and temperature as the variables. A high degree of correlation with the measured engine core temperature is demonstrated.
II. SPECTRAL FEATURE VALIDATION

A. Spectral Feature Selection
Although this paper only presents path integrated CO 2 concentration data for a single beam path and on a smaller engine type to the one proposed for the tomographic imaging system, consideration must be given to the scheme proposed for the FLITES project [1] . To achieve the necessary optical power for each of the 126 beams, and allow for easy signal distribution using optical fiber couplers, wavelength regions for consideration must allow the use of high power optical fiber amplifiers and optical fiber components. This limits wavelength selection to wavelengths around 1550 nm and 2000 nm using either an erbium doped fiber amplifier or a thulium doped fiber amplifier respectively. CO 2 absorption occurs in both these wavelength regions. However, the increased probability of absorption for the 2000 nm band makes this region significantly more attractive for measurement in harsh environments, where a high SNR is targeted to ensure accurate measurement.
The secondary criterion for spectral feature selection is its isolation from spectral features of other gases, particularly water vapour. This requires consideration of the gas-interaction path lengths in the engine plume and the surrounding environment. Each launch to receive path length for the finalised tomographic system is 7m, and a detailed description of the optics has been presented previously [8] .
For the engine used in this paper the estimated plume diameter is 80cm and the launch to receive distance is approximately 2 m, the plume temperature is assumed to be 200°C and the CO 2 concentration is between 1-3%. Figure 1 is a spectral model of CO 2 and water vapour for these conditions, plotted using the HITRAN2012 database [9] . The only other species that are significantly infrared active in this wavelength region are output at such low concentrations that they do not require further consideration. As can be seen, the most isolated CO 2 spectral feature is at a wavelength of ∼1997.2nm, which is the R(48) e component of the v 1 + 2v 2 + v 3 band.
An Eblana Photonics Multi Quantum Well Distributed Feedback (DFB) laser (EP1997-DMB01-FM) was chosen to access this wavelength, which is within the amplification range of a thulium doped fiber amplifier designed and manufactured by Feng et al. at the University of Southampton as part of the FLITES project [10] . Fig. 1 . Modelled spectra of the background and plume CO 2 and water vapour. The plume concentration is assumed to be 3% for CO 2 and 5% for H 2 O and the temperature is 200°C, the background concentration is 0.04% for CO 2 and 1% for H 2 O and the temperature is 15°C.
B. High Temperature Spectroscopic Measurements
The HITRAN [9] , GEISA [11] and HITEMP CDSD [12] databases provide data for the relevant parameters required to model spectral features of CO 2 , including the line-strength, collisional self-and air-broadening parameters, wavelength pressure shifts and partition functions. However, there is limited information on the temperature dependence of collisional broadening parameters. In fact, the GEISA, HITRAN and the standard HITEMP databases only provide data on the temperature dependence of the air-broadening parameter. This limits their use for high temperature applications in harsh environments and leaves only a single database source for temperature dependence modelling of CO 2 -HITEMP CDSD. A number of experimental studies have also been carried out on the spectral features of CO 2 around 2000nm [13] - [15] . Webber et al. [15] provide data for line-strength and selfbroadening co-efficient for the R(48) transition. However, none of the experimental studies have data for the temperature dependence of all the necessary parameters. Therefore, a full investigation was carried out to measure these parameters using the high temperature cell detailed below and shown in Figure 2 .
The cell operates at temperatures up to 750°C and from vacuum pressure to ∼3 bars. The inner cell (A), called the gas cell, is constructed entirely from fused silica and is used to hold the gas mixture of interest. The gas cell is contained within a much larger outer cell (B) constructed from 316 stainless steel.
The outer cell is a 4-way-cross chamber, 310.8mm in length with an inner diameter of 146.4mm and space for four CF-160 flanges. One of the CF-160 flanges (C) is further split into a central CF-40 flange, containing two Swagelok 1/4" stainless steel pipe feed-throughs (G), and six CF-16 flanges used for thermocouple and electrical feedthroughs. Two further flanges, located opposite each other (D & E), are designed to contain windows at Brewster's angle. The main window housing was constructed from 316 stainless steel by CaburnMDC, and each housing contains a 4mm thick, 40mm diameter Spectrosil window manufactured by Crystran Ltd.
The gas cell is 55mm long and 16mm diameter, with 2mm thick end windows set to Brewster's angle, and is surrounded by a 2mm thick, 150mm long ceramic cylinder. Two lengths of RW-80 resistance wire are wrapped around the ceramic cylinder to provide uniform heating to the cell, and the temperature is controlled using two Fuji temperature controllers and solid state relays, with feedback from two thermocouples located at the cell windows. Rigidised Insulfrax (H) is used to insulate the gas cell and surrounding ceramic and also provide support for the gas cell's two glass arms. Gas passes through the cell via two 75mm long glass access tubes that are attached to 1/4" stainless steel piping using Swagelok Ultra-Torr seals, (F). All pipework prior to the gas cell is heated using either RW-80 resistance wire or heat-tape.
The rest of the experimental set-up is shown in figure 3 . It should be noted that the high frequency signal generator, the lock-in amplifiers (LIAs) and the bias-T are not used for the fundamental spectroscopic measurements. They are included in fig. 3 to show the full experimental set-up for the TDLS-WM validation work in Section III.
For the spectral characterization work, the laser was thermally tuned to the centre wavelength of the R(48) e transition using a Thorlabs TED200C temperature controller. A 100Hz sawtooth current ramp, with an amplitude of 80 mA, was then applied to the laser via a Thorlabs LDC210 laser current controller to repeatedly scan the output wavelength over the targeted spectral line. This provided wavelength tuning of the order of 9 GHz, which is approximately three times larger than the full width half maximum (FWHM) of the absorption feature. The laser was set to operate below lasing threshold for the first 5% of the sawtooth ramp, providing an offset signal for determining dark-current and thermal drift.
The output from the laser passed through a 1×2 50:50 optical fiber coupler. One output arm of the coupler was connected to a fiber ring resonator, with an FSR of 0.1238 GHz, providing a relative wavelength tuning measurement [16] . The output from the second coupler arm passed through an aspheric collimation lens (Thorlabs F028APC-2000) and was then directed through the gas cell via the Brewster angled windows. Extended InGaAs detectors are used for both optical signals; the resonator output falls incident onto a Thorlabs PDA10D-EC and the output from the gas cell onto a Thorlabs DET10D/M. The photodiode outputs were monitored using a TDS3014B Tektronix oscilloscope, with an 8-bit vertical resolution, and the data was transferred to a PC using a GPIB controlled LabVIEW Program.
The obtained spectra were modelled using the Beer-Lambert law
where I in is the incident light intensity on the volume of gas, k(ν, T ) is the absorption coefficient at a wavenumber ν, P tot is the total pressure, χ n is the mole fraction of species n and l is the gas cell length. k(ν, T ) can be expressed in terms of the temperature dependent transitional line-strength, S(T ), and the transitional line-shape, φ,
where the total area of φ has been normalised to 1. Typically, the line-shape is described by a Voigt profile, which is the convolution of a Gaussian, φ g , and a Lorentzian profile, φ L , representing Doppler and collisional broadening respectively. It has been assumed that for a given measured cell temperature the Doppler broadening term can be accurately calculated, and is therefore not included as a fitting parameter in the LSQ algorithm.
The Lorentzian profile FWHM used to describe the collisional broadening for each species is given as Normalized absorption feature fitted against HITRAN model (theoretical fit red experimental data blue), residual difference between model and experimental data is shown above.
where n L (T 0 ) is the broadening parameter for each species, n, at the reference temperature T 0 = 296 K and m n is the temperature exponent describing the variation of broadening as a function of temperature for each individual species.
As evidenced above, the integrated area of the spectral feature and the absorption line shape are affected by multiple parameters including concentration, pressure, temperature, and the nature of the collision partner gas. This work focuses on the temperature dependence of the line-strength and also the collisional broadening of CO 2 -CO 2 and CO 2 -air interactions, as these are the most likely collisional partners that will be found in an exhaust plume.
The CO 2 -CO 2 collisional broadening parameter and its temperature dependence were obtained by measuring the R(48) spectral feature for gas samples of 100% CO 2 , at pressures ranging from 50 mbar to 500 mbar in 50 mbar increments, measured using an MKS Baratron Manometer (626C) with a quoted accuracy of 0.25 % of reading. These measurements were repeated for temperatures ranging from 50°C up to 550°C in 50°C increments, with a measured temperature variation of ±1.7% across the gas cell. Theoretical Voigt profiles were modelled using the HITRAN2012 database and the least squares fitting procedure described in Section I was used with the experimentally obtained data. In this case, the line-strength and the self-broadening parameter were the variables in the model and a typical fit shown in figure 4 .
For each temperature increment the self-broadening parameters obtained from the LSQ procedure were plotted as a function of pressure, and a linear fit was carried out to provide self-broadening co-efficients in the form
as shown in figure 5 .
To calculate the temperature dependence of the broadening parameters a linear fit of log( L (T ))/P tot versus log(T 0 /T ) is carried out, as shown in Figure 6 . The gradient of this linear fit is the temperature dependence of the self-broadening parameter, m C O 2 , and the intercept with the y-axis provides 
III. WAVELENGTH MODULATION SPECTROSCOPY
A. Considerations for Harsh Environments
The proposed CO 2 measurement methodology for the FLITES project is the 1 st harmonic normalized 2 nd harmonic technique (2f/1f) that has been extensively researched by the Hanson Group at Stanford University [6] . This technique has a number of advantages over other TDLS techniques. Firstly, it doesn't require a non-absorbing off-line background region for normalization. Secondly, there is removal of optical noise through the normalization procedure. The final output from the 2f/1f technique is given by the equation
where X 2 f and Y 2 f are the second harmonic in-phase and quadrature outputs from a lock-in amplifier (LIA) and R 1 f is the magnitude of the LIA first harmonic output during lasergas interaction, X bk 2 f and Y bk 2 f are the LIA second harmonic outputs and R bk 1 f is the magnitude of the LIA first harmonic output when no gas interaction has occurred.
Using the spectral data reported in section II allows accurate spectral modelling of the 2f/1f signals. However, a number of other considerations need to be taken into account, particularly for the case of the FLITES project. These include the expected high noise levels in the exhaust plume, the effects of the laser source characteristics on the 2f/1f technique, the introduction of a thulium doped fiber amplifier to the measurement system and the significant data processing required for 126 simultaneous measurements.
Typically, 2f/1f spectra are analysed using the methodology described by Sun et al. [17] , where the entire modulated experimental signal is recorded and processed using a software LIA that is also used to demodulate a simulated WMS signal. This allows the same LIA bandwidth to be applied to both the theoretical and experimental data. For the FLITES project this would require 2MS s −1 data recording per channel to achieve 10 samples per sine wave period. With the requirement for 126 channels to allow tomographic imaging this would imply at least 1Tb of data being recorded for 30 minutes of aero-engine operation. As engines typically operate for over six hours per day this implies that the required data transmission and storage rates are far higher than realistically achievable. In the final tomography campaign the transmission rates and the total recorded data will be reduced by demodulating the 126 2f/1f signals at source using custom FPGA designs [18] . The in-phase and quadrature first and second harmonic signal measurements will then be transferred to a PC and recorded, reducing the data rate to 10 kSs −1 per channel. This approach requires the signal analysis to be carried out using the WMS Fourier model [5] , where the individual harmonic signals are modelled using pre-characterized laser modulation parameters. As this paper aims to replicate as closely as possible the final system for FLITES, the Fourier methodology has also been used in this work.
The laser modulation parameters required for the Fourier model are i 0 and i 2 -the ratio of the linear intensity modulation amplitude and the non-linear intensity modulation amplitude with respect to the laser intensity, ψ 1 and ψ 2 -the phase differences between the frequency modulation and the linear and non-linear intensity modulation respectively, and δν -the wavelength modulation amplitude.
As shown previously [19] , the Eblana laser used in this work exhibits a high degree of non-linearity in its output intensity response, and significant phase variation between its instantaneous intensity modulation (AM) and its frequency modulation (FM) as a function of drive current. Further non-linearity in the laser intensity occurs during optical amplification using the TDFA and via optical components that have significant wavelength dependence, such as fiber couplers. This non-linear AM signal is not removed through the division of the second harmonic magnitude by the first harmonic magnitude and is therefore removed using background subtraction, as described in equation 7. As the output characteristics of the TDFA are expected to drift during long-term operation it is essential that the intensity modulation characteristics of the optical source are monitored in real-time and in situ.
Another important consideration in the 2f/1f technique is the measurement of absolute wavelength. The relative wavelength scale was measured using the fiber ring resonator described in Section II. In direct TDLS the assignment of the absolute wavelength is obtained by using a feature in the experimentally recovered absorption spectrum, typically the peak absorption. However, in the 2f/1f model this peak position varies as a function of the modulation index, m = δν/γ . Furthermore, the laser centre wavelength shifts during high frequency modulation due to second order current heating effects. The assigned centre wavelength therefore has to be included as a fitting parameter in the spectral modelling to improve accuracy.
B. Validation of 2f/1f in the Laboratory
For the laboratory validation of the 2f/1f technique the experimental system shown in figure 3 was used. However, in this case the detector output from the measurement arm of the 50:50 splitter was connected to two Perkin-Elmer 7280 LIAs. One of the LIAs is used to output the magnitude of the first harmonic signal (R 1f ) and the second to output the second harmonic signal in phase (X 2f ) and at quadrature (Y 2f ). A 5Hz, 70 mA pp saw-tooth current ramp and a 200 kHz sinusoidal current modulation were applied to the laser simultaneously via a bias-T. A 200 kHz modulation frequency was chosen to ensure that operation was outside the expected noise spectrum of the aero-engine but still within the bandwidth of the proposed detection electronics designed for the FLITES project [20] . The values of i 0 and i 2 were measured through the gas cell containing 100% nitrogen, providing compensation for any static wavelength dependent transmission variation due to optical components in the cell, as well as in the optical fiber components. The lasers tuning co-efficient (shown in figure 7 ) and the phase terms, ψ 1 and ψ 2 , were measured as a function of laser bias-current, using the methodology described in a previous publication [19] . Figure 8 shows an experimentally obtained 2f/1f signal using a 15 mA current modulation amplitude and a temperature of 200°C, which is the approximate temperature measured from the engine exhaust in section IV, and a gas concentration of 100%, equivalent to a 6.25% plume concentration over 80 cm. The figure also shows a modelled spectral fit for temperature and concentration using a least squares error algorithm in Matlab and the measured laser parameters. During this fitting process it was assumed that the pressure in the cell was constant and the temperature was uniform. This assumption is also made for the engine plume measurements, where a top-hat function of temperature is used over a plume diameter of 80 cm and the pressure was the measured atmospheric pressure.
As discussed previously [19] , ψ 1 varies by 18% and δν varies by 6% over the current scan used to interrogate the R(48) spectral feature, as shown in figure 7 . A simulated 2f/1f signal for the expected aero-engine conditions was developed with added white Gaussian noise (SNR = 5 dB) that included the variation of both ψ 1 and δν. Concentration and temperature values were then calculated for this simulated data using the least squares fitting algorithm and three different models; one that had a constant value of ψ 1 and varying δν, one that included a constant value of δν and varied ψ 1 and finally, a model that had constant values for both δν and varied ψ 1 . The constant laser parameters used in all cases were the value measured at the absorption line-centre. From the recovered measurement data it was clear that there is an induced error in the recovery of concentration and temperature if the variation of ψ 1 and δν are not considered. However, the individual contributions to this error from ψ 1 and δν vary as a function of the spectral line-shape and therefore with temperature and pressure. The recovered measurement error for both concentration and temperature for a 200°C, atmospheric pressure simulation is approximately twice as large when the variation in δν is considered than when the variation in ψ 1 is considered. More importantly, the overall error in the recovered concentration and temperature is lower if both ψ 1 and δν are kept constant than if only one of these parameters are kept constant. The complex modelling required for the 2f/1f technique, and the strong dependence on the laser parameters to the recovered line-shape implies that it is essential to fully characterize the laser over the full wavelength range. This full characterization ensures that the complexities of understanding where modelling errors will be introduced can be avoided.
IV. AERO-ENGINE MEASUREMENTS
The validated 2f/1f measurement technique described in section III was then used to measure the integrated single path CO 2 concentration and average temperature from the plume of an aero engine within a test-bed facility. The optical launch and receive optics were located at opposite ends of the testbed's detuner that is used to dampen and extract the exhaust of the engine. The diameter of the plume at the detuner had been previously measured to be 80 cm [20] . The output light from the laser is transmitted through 50 m of SMF 28 optical fiber from the control room to the detuner and launched across the detuner using a Thorlabs aspheric lens over a total path length of ∼200 cm and through the centre line of the engine plume. The transmitted beam is focussed onto a Thorlabs DET10 D/M extended InGaAs detector using a concave mirror. The output from the detector is transmitted down a 50 m length of coaxial cable to the data processing and recording electronics of the same form as shown in figure 3 . However, in this case a preamplifier is used for impedance matching the detector output with the LIA input and amplifying the signal from the photodiode. Figures 9, 10 and 11 show the R 1f , R 2f and the 2f/1f signals for a current modulation amplitude of 10 mA Fig. 9 . R 1f signal corresponding to increasing thrust levels from engine start to full thrust, with the time stamp for the dataset shown in the legend. At 100% thrust the CO 2 signal is clearly visible but there is a significant increase in noise levels. Fig. 10 . R 2f signal corresponding to increasing thrust levels from engine start to full thrust, with the time stamp for the dataset shown in the legend.. The CO 2 signal is visible for all thrust levels and the non-linear background is clearly evident.
at a frequency of 200 kHz. Data is shown forthe engine static (0% Thrust) and for the engine operating at varying thrusts, up to maximum thrust (100% Thrust). Figure 9 shows that the optical signal incident on the detector reduces during engine operation. As the overall optical power does not recover when the engine returns to the static situation this loss is assumed to be due to mechanical misalignment. It is also clear from Figure 9 that the overall optical noise increases as a function of engine thrust, due to mechanical vibration and optical beam steering effects of the plume turbulence. As the 2f/1f technique does not require normalization for optical intensity, the reduction in the total optical power does not affect the accuracy of signal recovery. Furthermore, the beam steering noise is effectively cancelled as the magnitude of I and I are both equally affected by the noise, as evident in Figure 11 .
The highly non-linear background, i 2 , is evident in Figure 10 , showing a significant etalon arising from the wavelength dependence of the optical components used in the system. This highly non-linear background is normalised 2f/1f signals recorded at varying modulation indices at the same engine operating conditions. Note the reduction in the overall noise as a function of modulation index and the reduced signal magnitude for m = 2.
by the magnitude of the 1f background signal, to compensate for any optical power variation, and then subtracted as described in equation (5) . Figure 12 shows 2f/1f signals recovered when the aero engine was operating at constant thrust for current modulation amplitudes of 5, 10 and 15 mA, resulting in modulation indices of 0.64, 1.33 and 2 respectively. The theoretical 2f/1f ratio at line centre is shown in Figure 13 as a function of modulation index for the same aero-engine operating conditions. As can be seen from Figures 12 and 13 , the 2f/1f ratio is approximately equal for the m = 0.64 and 1.33 signals. This shows that there is good agreement between the theoretical m-values and the m-values obtained during the LSQ fitting process for concentration and temperature. As the modulation index is increased there is clearly a reduction in the noise contribution, and the resulting signal to noise ratios for the current modulation amplitudes of 5, 10 and 15 mA are 18.75 dB, 21.9 dB and 21.7 dB respectively. Figures 14 and 15 show the obtained concentration and temperature measurements from the exhaust plume as the A comparison of the normalised core engine temperature and the average temperature measured across the exhaust plume using the 2f/1f WMS technique. aero engine thrust is varied. The normalised temperature of the engine combustor is also shown in figs. 14 and 15 for comparison, and is used as a surrogate for engine thrust condition. An increase in engine thrust corresponds to an increase in core engine/combustor exit temperature and therefore an increase in the downstream plume temperature and the overall output of CO 2 . The recovered concentration and temperature measurements show excellent correlation to the measured temperature of the engine core.
Previous CO 2 measurement campaigns using extractive gas sampling have shown that the expected CO 2 output will range from 2% at idle, increasing to between 4 and 5% at full throttle. The maximum concentration measured in the downstream engine plume during this campaign of in situ sampling is 1.8 % at full throttle. However, mixing of engine bypass air and entrained air around the engine prior to the measurement plane needs to be taken into account. This engine type has a by-pass ratio of 3.1:1, so a measured idle CO 2 concentration of ∼0.68% results in an engine core output concentration of ∼2.78% when the by-pass air is considered. However, the predicted concentrations will be a slight overestimation of the actual engine core concentration without taking account of the flowrate of the entrained air passing around the engine (which will change depending on engine thrust condition). For this test campaign the entrained flowrate is not known.
No previous campaigns for the measurement of the plume temperature have been carried out. In this work, the maximum temperature across the detuner was measured to be 280°C. As discussed for the concentration measurements above, the mixing of the exhaust gas with the by-pass and entrained air implies that this measured temperature will be significantly lower than the actual plume temperature. In this case, it is not possible to predict the effect of the mixed gas to estimate the plume temperature.
The standard deviation of concentration measurements and temperature was determined during a significant period of engine operation at constant conditions, resulting in values of 2.1% and 5% respectively. It is clear that the accuracy of the concentration measurement is better than the temperature measurement and a number of reasons for this have been considered. The sensitivity of the 2f/1f signal to variations in temperature is around half of the sensitivity for concentration. Furthermore, variation in temperature affects both the integrated area of the recovered signal in the same manner as concentration, but also the width of the signal due to variation in the collisional broadening term resulting in a variation in the calculated m-value.
V. CONCLUSIONS
In this work, we have shown how the 2f/1f technique can be used to accurately recovery the path integrated CO 2 concentration and the average temperature from the exhaust plume of a commercial aero-engine. The necessary steps required to ensure that the technique is used in an appropriate manner are presented; i.e. the measurement of the temperature dependence of the spectral parameters of the target species, the full characterization of the laser characteristics and the determination of the non-linear optical signal in-situ. The presented methodology has been implemented with due recognition of further application in the FLITES tomographic system, and the considerations required for this campaign have been discussed in detail.
