1. Introduction {#sec1-biomolecules-08-00090}
===============

Early models of the plasma membrane, notably the fluid mosaic model \[[@B1-biomolecules-08-00090]\], postulated that transmembrane proteins were freely diffusing in a sea of lipids. During these two last decades, it has become apparent that cell surface membranes are far from being a homogeneous mixture of their lipid and protein components. They are compartmented into domains whose composition, physical properties and function are different. Numerous studies on transmembrane proteins and plasma membrane lipids by means of single particle tracking (SPT), fluorescence correlation spectroscopy (FCS) or fluorescence recovery after photobleaching (FRAP) have shown the existence of micro and nanometer size domains on both model membrane \[[@B2-biomolecules-08-00090],[@B3-biomolecules-08-00090]\] and living cells \[[@B4-biomolecules-08-00090],[@B5-biomolecules-08-00090],[@B6-biomolecules-08-00090]\]. In the plasma membrane of living cells, these domains can come from different origins but are generally classified into two main groups:"Rafts" model where lipid/lipid phase separation drives the lateral partitioning of transmembrane proteins \[[@B7-biomolecules-08-00090]\]."Cytoskeleton fence" model in which transmembrane proteins are coralled by a fence of cytoskeleton just beneath the plasma membrane \[[@B8-biomolecules-08-00090],[@B9-biomolecules-08-00090]\].

First, variable radii FRAP \[[@B5-biomolecules-08-00090],[@B6-biomolecules-08-00090]\], and then spot variation FCS \[[@B10-biomolecules-08-00090],[@B11-biomolecules-08-00090],[@B12-biomolecules-08-00090]\] helped in discriminating amongst these two models the nature of the deviation to pure Brownian diffusion of membrane components in living cells.

Fluorescence recovery after photobleachingexperiments have been used for determination of long-range molecular diffusion of proteins and lipids on both the model system and cells for more than 30 years \[[@B13-biomolecules-08-00090],[@B14-biomolecules-08-00090]\]. Briefly, fluorescently labelled molecules localized within a predefined area are irreversibly photodestructed by a short and intense laser pulse. The recovery of the fluorescence in this area is then measured against time. Since no reversible photoreaction occurs, recovery of the fluorescence in the photobleached area is due to diffusion. Fluorescence Recovery After Photobleaching data are generally interpreted by assuming classical Brownian diffusion. Two parameters can then be obtained: D, the lateral diffusion coefficient and M, the mobile fraction of the diffusing molecule. When the radius of the photobleached area is small compared to the diffusion area, M must be equal to 1 for freely diffusing species. In fact, most of the data reported so far in biological membranes for transmembrane proteins shows a value of M $< 1$. This lack in total fluorescence recovery can be interpreted as a restriction to free-diffusion behaviour. Parameters obtained then have to be re-evaluated to recognize the effect of time-dependent interactions in a field of random energy barriers.

An experimental approach to that question has been proposed by Feder et al. \[[@B15-biomolecules-08-00090]\] by introducing anomalous subdiffusion in the motion of transmembrane proteins. Many sources of motion restriction can lead to anomalous diffusion (for a review, see \[[@B16-biomolecules-08-00090],[@B17-biomolecules-08-00090]\]). Saxton has performed extensive numerical simulations to help with identifying the sources of anomalous diffusion (obstacles, binding, etc.) using SPT measurements \[[@B18-biomolecules-08-00090],[@B19-biomolecules-08-00090]\] and he declined this more recently to FRAP experiments \[[@B20-biomolecules-08-00090]\] using fractional Brownian motion (fBm) or continuous time random walk (CTRW) models as sources of anomalous diffusion.

Membrane bound proteins should also be submitted to several interactions with their surrounding environment that should account for an anomalous subdiffusion behavior. Sources of deviation from Brownian motion in their lateral diffusion may include lipid domain trapping, binding to immobile proteins and/or obstruction by cytoskeletal elements. These different possible interactions can exhibit different characteristic times or different distributions of characteristic times. Here, diffusion of an intracellular membrane-bound protein domain (pleckstrin homology (PH) domain of EFA6, the ARF6 exchange factor) has been analyzed inside living cells by FRAP experiments. Previous studies have shown that these proteins are linked to the polar head of PI(4,5)P${}_{2}$ lipids by means of electrostatic interactions \[[@B21-biomolecules-08-00090]\]. Furthermore, the protein used in this study appears to have a functional requirement to be associated with the plasma membrane within cells \[[@B22-biomolecules-08-00090],[@B23-biomolecules-08-00090]\]. In this paper, numerical simulation of the CTRW model of anomalous subdiffusion was first performed for a single spot size. Based on the quality of the fit using different analytical expression, we tested the ability to retrieve this anomalous diffusion in the simulated recovery curves first and in the experimental one afterwards. We showed that performing FRAP experiments for a single spot size did not allow for discriminating between the CTRW-induced anomalous diffusion case and the empirical classical approach using mobile and immobile fraction.

We then computed and performed experimental FRAP at variable radii. By plotting changes in the anomaly of the diffusion or in the mobile fraction as a function of the inverse of the bleached radius, as in Salomé et al. \[[@B5-biomolecules-08-00090]\], we showed that it was possible to discriminate between the two models. Interestingly, we observed that the restriction to the mobility of the PH-EFA6 domain is not due to CTRW anomalous subdiffusion, but more certainly to the subcortical actin fences.

2. Results {#sec2-biomolecules-08-00090}
==========

2.1. Anomalous Subdiffusion Modeling {#sec2dot1-biomolecules-08-00090}
------------------------------------

A way to describe the continuous time random walk subdiffusion is to start from a two-dimensional random diffusion process. A particle walks from trap to trap and spends a certain (random) time in each trap. It is characterized by the following operation:$$\left. r\rightarrow r + \Delta;t\rightarrow t + \tau. \right.$$ *r* and *t* are respectively the two-dimensional position and the age of the particle, where $\Delta$ is a two-dimensional random Gaussian variable with variance $v = 2D$, and $\tau$ is the random time that the particle spends in the trap.

In our model, the particle is supposed to diffuse very rapidly between two traps. This travel time is therefore neglected (because it was not experimentally accessible). The time $\tau$ that the particle stays in a trap is supposed to have very strong fluctuations. This gives rise to the anomalous diffusion pattern.

As an example, a generic distribution is used which leads, after a while, to a standard Levy law in time:$$P_{0}\left( \tau \right) = \frac{\alpha}{\left( 1 + \tau \right)^{\alpha + 1}}.$$

This distribution have been used in the same type of context by Naggle \[[@B24-biomolecules-08-00090]\].

The Levy exponent $\alpha$ is the characteristic exponent of subdiffusive behavior. For long times, we have:$${\langle r^{2}\left( t \right)\rangle} \propto t^{\alpha}.$$

When $\alpha < 1,$ a spatio-temporal Fourier (Laplace) analysis leads to the following asymptotic ($\omega$, *k* → 0) Green function:$$\widetilde{g}\left( k,\omega \right) = \frac{1}{\omega(D_{\alpha}k^{2}\omega^{- \alpha} + 1)};D_{\alpha} = {D/\mathsf{\Gamma}(1 - \alpha)},$$ where $\omega$ and *k* are respectively the conjugate variables of position *r* and time *t*, where $\left. k = \middle| k \right|$. Notice that the solution of the inverse Laplace transform is a function of the variable $k^{2}t^{\alpha}$. It follows that the Green function is a function of the variable $x = r^{2}/t^{\alpha}$. When *x* is high enough, one can perform an approximate inverse transformation via a saddle point method:$$g\left( r,t \right) \propto \exp\left( - cst\mspace{720mu} x^{\nu} \right)\mspace{720mu};\mspace{720mu}\nu = \frac{1}{2 - \alpha},\mspace{720mu} cst{:\mspace{720mu} a\mspace{720mu}{known}\mspace{720mu}{constant}}.$$

Notice that the exponent $\nu$ interpolate nicely between the Gaussian case ($\alpha = 1$) and the exponential case. The general solution of this type of anomalous diffusion process is then:$$\rho{(r,t)} = \int\rho_{0}\left( r^{\prime} - r \right)g{(x\left( r^{\prime},t \right))}d^{2}r^{\prime},$$ where $\rho$ is the probability density to find the particle at the point *r* at instant *t* and $\rho_{0}$ is the initial state.

As the Green function is a bell-shaped fast decreasing function, one approximates it by a Gaussian shape with the exact dispersion, $D_{\alpha} = D\sin{(\pi\alpha)}/{(\pi\alpha)}$, which can be calculated from Equation ([4](#FD4-biomolecules-08-00090){ref-type="disp-formula"}). This permits constructing an analytical expression of the fluorescence recovery using standard properties of Gaussian functions.

Starting from Axelrod \[[@B13-biomolecules-08-00090]\], the initial spatial density, as it is immediately after a Gaussian profile laser beam extinction of waist *w*, is indeed:$$\rho_{0}\left( r \right) = \exp{( - K\exp{( - 2\frac{r^{2}}{w^{2}})})}.$$

(*K* = photobleaching constant, depending on experimental conditions \[[@B13-biomolecules-08-00090]\])

Once integrated upon a disk of radius R, and after normalization to the surface of the disk and using the standard properties of the Gaussian shape in the convolution operation, one can obtain the time evolved result as a series of *n* terms. One then obtains the FRAP signal with the following equation:$$I_{R}\left( t \right) = 1 + \sum\limits_{n = 1}^{\infty}\frac{{( - K)}^{n}}{n!}\frac{1}{2n}\left( {1 - \exp\left( {- \frac{2nR^{2}}{R^{2} + 4nD_{\alpha}t^{\alpha}}} \right)} \right).$$ This function will be used to fit experimental data with *n* = 19.

Systematic corrections of this procedure are determined using numerical Monte Carlo simulations of the fluorescence recoveries, using known $\alpha$ and $D = D_{\alpha}\frac{(\pi\alpha)}{\sin(\pi\alpha)}$.

In order to keep in our calculation the finite size effects, the simulations were made in a ring of a radius of 30 arbitrary unit (a.u.) length explored by $10^{7}$ particles for each recovery. Radii varying from 0.5 to 3 a.u. were photodestructed during the simulation. The reflective type of boundary conditions were used. This means that, when a particle gets out of the 30 a.u. radius, it is reintroduced in the same direction at a small distance from the boundary. See [Appendix A](#app1-biomolecules-08-00090){ref-type="app"} for examples of recovery curves generated numerically by this approach.

2.2. Validating Numerical Simulation and Analytical Models {#sec2dot2-biomolecules-08-00090}
----------------------------------------------------------

In order to verify the validity of our analytical model, a set of numerically simulated recovery curves using anomalous diffusion as a model has been fitted with Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"}). Each parameter ($\alpha$ and *D*) was tested. [Figure 1](#biomolecules-08-00090-f001){ref-type="fig"}a shows the value of *D* obtained after fitting of the numerical ($D_{output}$) simulation using given *D* ($D_{input}$) for the three different $\alpha$ tested above. [Figure 1](#biomolecules-08-00090-f001){ref-type="fig"}b illustrates the variation of fitted $\alpha$ as a function of *D* used in the simulation, for $\alpha$ = 0.6 (red); $\alpha$ = 0.7 (green); and $\alpha$ = 0.8 (blue). This clearly shows that both parameters ($\alpha$, *D*) are always underestimated when fitting with an analytical model the numerically simulated fluorescence recoveries.

This is mainly due to the finite size and finite time effect of our numerical simulations and paradoxically is also nicely mimicking what could occur experimentally in a finite size cell reservoir.

2.3. Challenging Analytical Models to Identify Numerically Simulated Anomalous Diffusion Fluorescence Recoveries {#sec2dot3-biomolecules-08-00090}
----------------------------------------------------------------------------------------------------------------

Fluorescence recoveries have been numerically simulated using CTRW anomalous diffusion as the model of molecular motion. These curves were then fitted with three different analytical expression of FRAP recoveries, each being specific to a diffusion model:Anomalous diffusion motion (aDm): see Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"}) in [Section 2.1](#sec2dot1-biomolecules-08-00090){ref-type="sec"},Free Brownian motion (Bm):$$I_{R}\left( t \right) = \sum\limits_{1}^{\infty}\frac{{( - K)}^{n}}{n!}\frac{1}{1 + n + \frac{8nDt}{R^{2}}},$$Restricted Brownian motion (rBm):$$I_{R}\left( t \right) = {(1 - M)}\frac{1 - e^{- K}}{K} + M\sum\limits_{1}^{\infty}\frac{{( - K)}^{n}}{n!}\frac{1}{1 + n + \frac{8nDt}{R^{2}}},$$ where M accounts for the mobile fraction.

[Figure 2](#biomolecules-08-00090-f002){ref-type="fig"} shows the obtained results for the three tested models (aDm in green, Bm in blue, rBm in red) with two different values of $D_{\alpha}$ and with $\alpha$ = 0.6. It can easily be seen that the Bm does not fit to the curve, as expected, but surprisingly it can also be seen that aDm and rBm models fit quasi equivalently the numerical simulation. Even a log--log plot ([Figure 2](#biomolecules-08-00090-f002){ref-type="fig"}b,d) hardly allows for directly separating the two models. Still, log--log plots show that these models can be discriminated at short times (t $\ll \tau_{c}$), $\tau_{c}$ being the characteristic half-time of the recovery) and at very long times (t $\gg \tau_{c}$).

2.4. Single Spot Fluorescence Recovery After Photobleaching Does Not Allow for Identifying the Nature of PH-EFA6 Diffusion in Cells {#sec2dot4-biomolecules-08-00090}
-----------------------------------------------------------------------------------------------------------------------------------

Fluorescence recovery after photobleaching experiments have been performed on 15 different Baby Hamster Kidney (BHK) cells (three recoveries per cell on average) expressing the PH domain of EFA6 linked to the Green Fluorescent Protein(GFP). These data have been acquired at a given radius using the 63× objective (see the experimental section for explanation). EFA6, an exchange factor for ARF 6 (a small G protein),has been described as being located on the internal part of the plasma membrane by means of its PH domain interaction with PI(4,5)P${}_{2}$ lipids \[[@B23-biomolecules-08-00090]\]. [Figure 3](#biomolecules-08-00090-f003){ref-type="fig"} shows the average fluorescence recovery (black line, mean of the 45 recoveries) as well as some points extracted from of the 45 different recoveries in order to illustrate the discrepancy observed when working with cells. This mean fluorescence recovery has been fitted by the three different models used in the previous section. On the bottom of [Figure 3](#biomolecules-08-00090-f003){ref-type="fig"}a is depicted the differences between the fit and the observed fluorescence ($F_{f} - F_{o}$) in order to illustrate the quality of the fit. From [Figure 3](#biomolecules-08-00090-f003){ref-type="fig"}a (normal plot) and [Figure 3](#biomolecules-08-00090-f003){ref-type="fig"}b (log-log plot) it can easily be seen that except for the free Brownian motion model (Bm), the nature of the diffusion of PH-EFA6 cannot be discriminated between restricted Brownian motion (rBm) and anomalous diffusion (aDm). This is confirmed by a $\chi^{2}$ statistical test to probe the quality of the fit as shown in [Table 1](#biomolecules-08-00090-t001){ref-type="table"}. [Table 1](#biomolecules-08-00090-t001){ref-type="table"} also summarized the average values of the set of parameters (*D*, M, $D_{\alpha},~\alpha$) that can be extracted from the different fits.

2.5. Variable Radii Fluorescence Recovery After Photobleaching Allows Correct Estimation of the Anomalous Sub-Diffusion Exponent $\alpha$ {#sec2dot5-biomolecules-08-00090}
-----------------------------------------------------------------------------------------------------------------------------------------

Previous results using direct analysis on both numerically simulated recoveries and experimental recoveries clearly showed that: (i) parameters $\alpha$ and $D_{\alpha}$ of the aDm model were always underestimated; (ii) aDm and rBm models could only be discriminated at short and long times. Nevertheless, since time and space are correlated in diffusion and since experimental time-scale is finite, variable radii FRAP experiments were firstly numerically simulated and performed after on cells (see the experimental section for explanation). Each parameter ($\alpha$ and $D_{\alpha}$) were estimated again, by fitting simulated recoveries at different radii (R) (see Monte Carlo simulation section for explanation) with our analytical model (Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"})). [Figure 4](#biomolecules-08-00090-f004){ref-type="fig"} shows the behavior of fitted $\alpha$ as a function of 1/R Theory of anomalous diffusion processes predicts that $\alpha$ is space-invariant in a "homogeneously heterogeneous" environment. It can be directly seen in the plot that this is not what our data suggest, but, on the contrary, they showed that a linear dependence of $\alpha$ as a function of 1/R (at least for R \> 1 a.u.) with a negative slope is observed for the three tested values of $\alpha$ ($\alpha$ = 0.6 in blue, $\alpha$ = 0.7 in green, $\alpha$ = 0.8 in red). Intercept of this linear regression ($\left. R\rightarrow\infty \right.$) leads to values closed to the input $\alpha$ in the numerical simulation.

Similar results were obtained when plotting *D* fitted as a function of 1/R. Therefore, in order to test the hypothesis that $\alpha$ and *D* could be correctly determined by performing linear regressions of fitted values of both parameters as a function of 1/R, a set of numerical simulations were performed using different *D*, $\alpha$ and R. Values of $\alpha$ and *D* at 1/R =0 intercepts are resumed in [Appendix](#app1-biomolecules-08-00090){ref-type="app"} [Figure A2](#biomolecules-08-00090-f0A2){ref-type="fig"}. [Figure A2](#biomolecules-08-00090-f0A2){ref-type="fig"}a,b show that, except for few values, when using this approach, $\alpha$ and *D* can be estimated with an error of less than 5% of their real values. With regard to the discrepancy of the experiments on cells, this uncertainty seems accurate enough for correct determination of both parameters in the case of anomalous diffusion processes using variable radii.

2.6. Continuous Time Random Walk Anomalous Subdiffusion Does Not Explain PH-EFA6 Motions in the Plasma Membrane of BHK Cells {#sec2dot6-biomolecules-08-00090}
----------------------------------------------------------------------------------------------------------------------------

Variable radii FRAP have already been proposed by Salomé et al. in order to characterize membrane domains in cells \[[@B5-biomolecules-08-00090]\]. They found that both numerical simulation and experimental approaches that fit recovery curves using the rBm model led to a linear regression of the mobile fraction (M) as a function of 1/R with a positive slope. In this study, our results show that the same approach is valid with a aDm model and that plotting of $\alpha$ as a function of 1/R led to a linear regression with a negative slope. Therefore, several experiments (*n* \< 30) have been performed on cells expressing the PH domain of EFA6 at variable radii of photodestruction (see [Table 2](#biomolecules-08-00090-t002){ref-type="table"} for the values of the different radii). Experimental recoveries were fitted with both models (aDm and rBm).

[Figure 5](#biomolecules-08-00090-f005){ref-type="fig"} shows the behavior of the characteristic parameters of each model ($\alpha$ for aDm and M for rBm) as a function of 1/R. [Figure 5](#biomolecules-08-00090-f005){ref-type="fig"}a depicts the linear dependence of experimental $\alpha$ as a function of 1/R. These results clearly show a positive slope for the regression, suggesting that the aDm model is not the correct model for the analysis of diffusion in the case of PH-EFA6 in this experimental time and length scale. On the contrary, [Figure 5](#biomolecules-08-00090-f005){ref-type="fig"}b, where M is plotted as a function of 1/R, clearly shows a positive slope as already observed in Salomé's work \[[@B5-biomolecules-08-00090]\]. This shows that, in the case of PH-EFA6 diffusion in the plasma membrane of BHK cells, the rBm is the more appropriate model to describe the restriction of diffusion observed in FRAP experiments.

Schram et al. empirically determined a relationship between the size of the trapping domains (L) and the variation of the mobile fraction (M) \[[@B25-biomolecules-08-00090]\]:$$M = M_{p} + \frac{0.63.L}{R};L < R.$$

Using Equation ([11](#FD11-biomolecules-08-00090){ref-type="disp-formula"}), we could determine that 75% of PH-EFA6 molecules exhibit free diffusion while the 25% left are confined in domains of approximately a 90 nm radius.

3. Discussion {#sec3-biomolecules-08-00090}
=============

This work has been initiated to characterize the nature of the diffusion of molecules binding the inner leaflet of the cell plasma membranes by means of FRAP experiments. In a first attempt, we decided to compare experimental data obtained with the PH domain of EFA6 expressed in BHK cells to FRAP curves generated from anomalous subdiffusive particles numerically simulated. Then, we analyzed the recoveries with three different diffusion models, namely the free Brownian motion (Bm), the restricted Brownian motion (rBm) and the CTRW anomalous subdiffusion (aDm). Four parameters can be extracted from these diffusion models. The Brownian diffusion coefficient *D* and the mobile fraction M (M = 1 in the case of Bm) on one side, and the anomalous subdiffusion exponent $\alpha$ and its related anomalous diffusion coefficient $D_{\alpha}$ on the other side. The aDm model has been extensively studied by numerical simulations. Direct analysis of numerically simulated curves lead to an underestimation of $D_{\alpha}$ and $\alpha$. This was already observed by Feder et al. who proposed, in order to circumvent this underestimation, to add a mobile fraction (M) as a new parameter \[[@B15-biomolecules-08-00090]\]. On a physical point of view, this is incorrect since the phenomenological parameter "mobile fraction" is indeed a part of $\alpha$ as discussed by Nagle et al. \[[@B24-biomolecules-08-00090]\]. This underestimation of $D_{\alpha}$ and $\alpha$ is mainly due to a finite size effect (space and time) that cannot be easily overcome either in simulations or in experiments. We directly tested for anomalous subdiffusion in the simulated and experimental curves by fitting the recovery curves with normal and anomalous equations and look for systematic deviations of the fit, both in linear plots to see the fit at large times and log-log plots to see the fit at short times. From this approach, we could see that the Bm can be immediately discarded. The difference between the aDm and the rBm could only be observed at very short times (log-log plots) and very long times. Unfortunately, these two extreme times are hardly easy to analyze in experiments. Indeed, at short times, the curve may be distorted by diffusion during the bleach pulse \[[@B26-biomolecules-08-00090]\] and limits in the frequency of data collection. At long times, motion of the membrane or photobleaching of the fluorescent probe might appear. This is illustrated here in our experimental data. Fits of single spot fluorescence recoveries did not allow for determination without uncertainties which of the aDm or the rBm model reflect the nature of PH-EFA6 diffusion in the plasma membrane of BHK cells. Although underestimated, the $\alpha$ value we found here, when fitting with the aDm model, reflect a strong deviation from the Brownian motion and suggest that PH-EFA6 explores a strongly compartmentalized landscape while traveling in the inner leaflet of the plasma membrane. Nevertheless, this $\alpha$ value, as well as the M value in the case of the rBm model, are higher than the one found for the IgE receptor transmembrane protein in RBL cells ($\alpha = 0.46 \pm 0.22$) \[[@B15-biomolecules-08-00090]\]. Using single particle tracking experiments, other transmembrane proteins such as MHC class I in HeLa cells have also been shown to exhibit anomalous subdiffusion with an $\alpha$ value close to 0.5 \[[@B27-biomolecules-08-00090]\]. On the contrary, other transmembrane proteins exhibit high $\alpha$ values ($\alpha$ = 0.8) (Kv2.1 potassium channel in HEK293T cells \[[@B28-biomolecules-08-00090]\]) or pure Brownian motion (MHC class II in CHO cells \[[@B29-biomolecules-08-00090]\] or aquaporin-1 in MDCK cells \[[@B30-biomolecules-08-00090]\].

The inability of FRAP to cover several decades of time as SPT or FCS techniques will do can be overcome by probing the environment at different space scale using variable radii FRAP \[[@B5-biomolecules-08-00090],[@B6-biomolecules-08-00090]\]. Here, we have simulated recoveries in the case of CTRW anomalous subdiffusion at different space scales and fit them with the aDm model in order to extract the set of parameters ($\alpha$, *D*). By monitoring the change of fitted ($\alpha$, *D*) parameters as a function of space (1/R), we observed that the fitted values of $\alpha$ decreased with an increasing radius of observation. This was an unexpected result, since, in our CTRW model, the anomalous sub-diffusion exponent $\alpha$ is supposed to be spatially invariant. Nevertheless, this could be explained by finite size effects (finite space and time used in our numerical simulations). We showed that, in the case of the CTRW model, the correct values of $\alpha$ and *D* could be determined at 1/R = 0, i.e., when R $\left. \rightarrow\infty \right.$. This is one way to overcome the finite size effect of the simulations.

Then, we applied this approach to the experimental recoveries obtained at different radii. Surprisingly, we observed the opposite tendency to the one observed in our simulation, suggesting that the CTRW anomalous subdiffusion is not the correct model to describe the motion of PH-EFA6 in BHK cells. On the contrary, when monitoring the change of the mobile fraction obtained by fitting the experimental recoveries with the rBm model, we observed the same tendency as the one described in \[[@B5-biomolecules-08-00090],[@B31-biomolecules-08-00090]\], i.e., an increase of the mobile fraction with a decreasing radius. Using this approach, we could determine that 25% of PH-EFA6 molecules are confined in domains of a 90 nm radius.

As stated in the introduction, CTRW is not the only source of anomalous subdiffusion. The increase of the experimentally determined $\alpha$ with a decreasing radius can also be an apparent consequence of a crossover regime with two different diffusion coefficients as it is described by the rBm model in this study. Using FCS experiments and simulations at different radii of a two-phase, two component lipid mixtures at different temperatures, Favard et al. showed that changes in an anomalous subdiffusion exponent $\alpha$ could nicely predict the phase transitions temperatures but failed in determining the average size of domains coexisting in the two phases \[[@B2-biomolecules-08-00090]\]. On the contrary, by monitoring the change in diffusion regimes, they could nicely determine the mean size of the gel-phase domains. If we extend this approach to our $\alpha$ plot as a function of the probe's radius, we see that the transition from anomalous subdiffusion ($\alpha < 1$) to normal diffusion ($\alpha = 1$) occurs at a radius of 160 nm, i.e., not far from the values obtained with the rBm model.

The range of domain sizes observed here (90 to 160 nm radius), independently from the model used to describe the dynamics of PH-EFA6, is likely to be due to subcortical actin cytoskeleton. Equivalent sizes have been observed in NRK cells \[[@B32-biomolecules-08-00090]\] using electron microscopy, and recently in several cell lines, by monitoring membrane lipids dynamics using STED-FCS \[[@B33-biomolecules-08-00090]\]. Interestingly, Krapf et al. described that this meshwork has a fractal dimension and could therefore lead to anomalous subdiffusion \[[@B34-biomolecules-08-00090]\]. Therefore, further investigations and numerical simulations using a meshwork with a fractal dimension as the origin of the anomalous subdiffusion are likely to be conducted in order to understand the origin of our $\alpha = f$(1/R) behavior in our vrFRAP experiments.

4. Materials and Methods {#sec4-biomolecules-08-00090}
========================

4.1. Monte Carlo Simulation {#sec4dot1-biomolecules-08-00090}
---------------------------

In order to keep in our calculation the finite size effects, the simulations were made in a ring of a radius of 30 arbitrary unit (a.u.) length explored by 10${}^{7}$ particles for each run. Radii varying from 0.5 to 3 a.u. were photo-destructed. A reflective type of boundary conditions was used. This means that, when a particle gets out of the 30 a.u. radius, it is re-introduced in the same direction at a small distance from the boundary.

4.2. Cell Culture and Transfection {#sec4dot2-biomolecules-08-00090}
----------------------------------

Baby hamster kidney cells (BHK) were grown on a coverslip in BHK-21 medium(Thermo-Fisher Scientific, Waltham, MA USA 02451), containing 5% Fetal Calf Serum, 10% tryptose phosphate broth, 100 U/mL penicillin, 100 $\mathsf{\mu}$g/mL stretomycin and 2 mM [l]{.smallcaps}-glutamine. Cells were transfected using Fugene 36 h before the FRAP experiments with a pC1EGFPPHEFA6 plasmid. Fugene containing medium was replaced 12 h before the experiments by fresh medium. pC1EGFPPHEFA6 contains the sequence for both PH-EFA6 domain and Enhanced GFP (EGFP). as a fluorescent label, linked to the N-terminus of the PH-EFA6 domain in order to avoid any perturbation to the membrane linkage.

4.3. Fluorescence Recovery After Photobleaching Experiments {#sec4dot3-biomolecules-08-00090}
-----------------------------------------------------------

Fluorescence Recovery After Photobleaching measurements were made with a commercially available confocal microscope, Leica TCS-SP1 (Leica Microsystems, Heidelberg, Germany). Prebleached images were firstly acquired to ensure for the lack of photo-destruction during the observation. A brief laser pulse (200 ms) was then delivered to the cell on a given and fixed position. Images were thereafter recorded at given intervals (440 ms) using a spectral window for fluorescence emission between 500 and 600 nm. The intensity ratio between the extinction laser beam and the monitoring laser beam was fixed to $10^{6}$. Each fluorescence recovery was recorded for 100 s at 25 ${}^{\circ}$C, containing 150 experimental values (the recovery curve was sampled every 0.44 s in the beginning and 1 s in the end to avoid photobleaching during the monitoring). Focusing the laser by the microscope objectives produced a Gaussian intensity distribution of the beam in the object plane. This distribution was monitored using a di-palmitoyl phosphatidyl-choline (DPPC lipid multilamellar preparation at 25 ${}^{\circ}$C (T \< Tm) labelled with 1-palmitoyl-2-6-\[(7-nitro-2- 1,3-benzoxadiazol-4-yl)amino\]hexanoyl-sn-glycero-3-phosphocholine (NBD-PC) (1%mol:mol). Since no diffusion occurs at this temperature, the image obtained immediately after the end of the bleaching pulse shows a hole in the fluorescent preparation that allows for measurement of the radius of the disk bleached (R) and determination of the shape of the intensity profile in the *x*,*y* plane. These measurements were confirmed by the use of fluorescent beads with a maximum wavelength of emission at 500 nm \[[@B35-biomolecules-08-00090]\]. The following values were obtained for the waist as a function of the objective used:

5. Conclusions {#sec5-biomolecules-08-00090}
==============

In conclusion, by performing FRAP at variable radii, we found a way to discriminate that CTRW induces anomalous subdiffusion from other restricted motion in the plasma membrane of living cells. We also show that, while traveling in the inner leaflet of the plasma membrane, PH-EFA6 is not stopped in various traps with different residence times, but, on the contrary, is mainly freely diffusing with on average of 25% of the molecules confined in 90--160 nm radius open domains, most probably due to the actin cortical cytoskeleton.
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[Figure A1](#biomolecules-08-00090-f0A1){ref-type="fig"} depicts some fluorescence recovery curves obtained with our numerical simulations for different *D* and $\alpha$ inserted in the simulation.

![Monte Carlo simulation of normalized fluorescence recoveries in the case of CTRW anomalous subdiffusion. Different values of *D* and $\alpha$ have been tested in the simulations. Here, values of $D = 0.5;1;1.5$ are represented from bottom to top with different $\alpha$ in each case: 0.6 (dots); 0.7 (thin line); 0.8 (thick line). The Monte Carlo simulation has been constructed with $10^{7}$ individual trajectories.](biomolecules-08-00090-g0A1){#biomolecules-08-00090-f0A1}

[Figure A2](#biomolecules-08-00090-f0A2){ref-type="fig"} plots values of $\alpha$ ([Figure A2](#biomolecules-08-00090-f0A2){ref-type="fig"}a) and *D* ([Figure A2](#biomolecules-08-00090-f0A2){ref-type="fig"}b) at 1/R = 0 intercepts. [Figure A2](#biomolecules-08-00090-f0A2){ref-type="fig"}a,b show that extrapolated $\alpha_{(1/R = 0)}$ and extrapolated $D_{(1/R = 0)}$ are found to be with an error of less than 5% of their simulation inserted values.

![Values of $\alpha$ (**a**) and *D* (**b**) at $1/R = 0$ intercepts.](biomolecules-08-00090-g0A2){#biomolecules-08-00090-f0A2}

![Values of the parameters($D,\alpha$) obtained from the fit of the simulated recoveries; (**a**)---*D* values obtained after fit of the fluorescence recovery with Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"}) ($D_{output}$) as a function of *D* values used in the numerical simulation ($D_{input}$) for different $\alpha$. Note that the slope is always less than 1; (**b**)---values of $\alpha$ obtained after fit of the simulated curves with Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"}) for different $\alpha$ used in the simulation and as a function of the *D* values used in the simulation. Note that the original $\alpha$ value used in the simulation is never reached by fitting of the simulated recoveries.](biomolecules-08-00090-g001){#biomolecules-08-00090-f001}

![Best fits using the different models of normal and log--log plots of simulated continuous time random walk CTRW anomalous sub-diffusion recoveries. $\alpha = 0.6$ is the value used for the simulation in the four plots. In blue, the free Brownian motion Bm model (Equation ([9](#FD9-biomolecules-08-00090){ref-type="disp-formula"})), in red restricted Brownian motion rBm model (Equation ([10](#FD10-biomolecules-08-00090){ref-type="disp-formula"})) and in green anomalous diffusion motion (aDm) (Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"})) fits. In (**a**,**b**), *D* = 2 and, in (**c**,**d**), *D* = 0.1. (**a**,**c**) Are the normal plots while (**b**,**d**) are the log--log plots. From these graphs, it can be seen that one can hardly distinguish between the rBm model (red) and the aDm model (green) fits of the simulated recovery.](biomolecules-08-00090-g002){#biomolecules-08-00090-f002}

![Average The three models Bm, rBm and aDm) were used to fit the average recovery curve obtained from 45 different experiments. The normal (**a**) plot shows the residual from the fit of the different models. Note that only the Bm model fit is inaccurate. The log--log plot (**b**) illustrates again the difficulty to discriminate between the aDm and the rBm model in the goodness of the fit.](biomolecules-08-00090-g003){#biomolecules-08-00090-f003}

![Values of $\alpha$ obtained from the fit of Continuous Time Random Walk model simulated recoveries as a function of 1/R. Values of $\alpha$ introduced in the fit were respectively 0.6 (in blue), 0.7 (in red) and 0.8 (in green). Dots represent the mean ± s.d. values of $\alpha$ obtained with the fit using Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"}) of simulated recoveries for a set of *D* values (0.01, 0.05, 0.1, 0.5, 1, 2, 3, black dots in the graph). Extrapolation at 1/R = 0of the linear fit of the different $\alpha$ obtained from the fits of recoveries at different radii gives $\alpha$ values close to the one used for the simulations.](biomolecules-08-00090-g004){#biomolecules-08-00090-f004}

![Comparison of the two models aDm and rBm using variable radii FRAP (vr-FRAP) in the case of PH-EFA6 diffusion in the plasma membrane of BHK cells. (**a**) plot of $\alpha$ values obtained by fitting the experimental recoveries with Equation ([8](#FD8-biomolecules-08-00090){ref-type="disp-formula"}) as a function of 1/R. The plot exhibit a positive slot in opposite to the one observed in [Figure 4](#biomolecules-08-00090-f004){ref-type="fig"}, suggesting an absence of a CTRW anomalous subdiffusion in the motion of PH-EFA6; (**b**) plot of M value obtained by fitting the experimental recoveries with Equation ([10](#FD10-biomolecules-08-00090){ref-type="disp-formula"}) as a function of 1/R. The plot exhibits a positive slope as observed in \[[@B5-biomolecules-08-00090],[@B25-biomolecules-08-00090]\], suggesting a diffusion with trapping in spatial domains.](biomolecules-08-00090-g005){#biomolecules-08-00090-f005}

biomolecules-08-00090-t001_Table 1

###### 

Parameter values obtained by the fit of the average experimental recovery with the different analytical models.

  Model          *D* ($\mathbf{\mathbf{\mu}m \cdot s^{- 1}}$) $\mathbf{{}^{1}}$   M             $\mathbf{\mathbf{\alpha}}$   $\mathbf{\mathbf{D}_{\mathbf{\alpha}}}$ ($\mathbf{\mathbf{\mu}m \cdot s^{- \mathbf{\alpha}}}$) $\mathbf{{}^{2}}$   $\mathbf{\mathbf{\chi}^{2}}$ $\mathbf{{}^{3}}$
  -------------- ---------------------------------------------------------------- ------------- ---------------------------- ------------------------------------------------------------------------------------------------------------------ ------------------------------------------------
  Bm ${}^{4}$    0.12 ± 0.06                                                      1             \-                           \-                                                                                                                 5.7 ± 0.5
  rBm ${}^{5}$   0.22 ± 0.01                                                      0.92 ± 0.01   \-                           \-                                                                                                                 3.8 ± 1.6
  aDm ${}^{6}$   \-                                                               \-            0.65 ± 0.02                  1.48 ± 0.05                                                                                                        2.9 ± 1.6

${}^{1}$*D*: Brownian diffusion coefficient; ${}^{2}$$D_{\alpha}$: Anomalous diffusion coefficient; ${}^{3}$$\chi^{2}$ test is used to verify the accuracy of the experimental values fit using the different models; ${}^{4}$ Bm: Free Brownian motion; ${}^{5}$ rBm: restricted Brownian motion; ${}^{6}$ aDm: anomalous diffusion model.

biomolecules-08-00090-t002_Table 2

###### 

Size of the different radii (R) measured with the objectives used in this work.

  Objective                 R ($\mathbf{\mathbf{\mu}m}$)   ΔR ($\mathbf{\mathbf{\mu}m}$)   Laser Waist (nm)
  ------------------------- ------------------------------ ------------------------------- ------------------
  16× (NA ${}^{1}$ = 1.0)   0.74                           0.04                            370
  40× (NA = 1.3)            0.44                           0.03                            222
  63× (NA = 1.4)            0.37                           0.01                            185
  100× (NA = 1.4)           0.32                           0.01                            160

${}^{1}$ NA: Numerical aperture of the objective.
