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QUANTITATIVE INEQUALITIES FOR THE EXPECTED LIFETIME OF
BROWNIAN MOTION
DAESUNG KIM
Abstract. The isoperimetric inequalities for the expected lifetime of Brownian motion state that the
Lp-norms of the expected lifetime in a bounded domain for 1 ≤ p ≤ ∞ are maximized when the region
is a ball with the same volume. In this paper, we prove quantitative improvements of the inequalities.
Since the isoperimetric properties hold for a wide class of Le´vy processes, many questions arise from
these improvements.
1. Introduction
Finding stability estimates has been of current interest in the study of functional and geometric
inequalities such as the Sobolev inequalities [6, 15, 17], the Hardy–Littlewood–Sobolev inequality [14],
the logarithmic Sobolev inequality [20–22,29–31], the Hausdorff–Young inequality [16], the isoperimetric
inequalities [23, 25, 26], and the Faber–Krahn inequalities [10, 12]. Generally speaking, a functional or
geometric inequality can be written as
G(u) ≥ cH(u)
where G and H are nonnegative functionals on a class of admissible functions or sets. The inequality
is called sharp if the constant c cannot be replaced by any larger number. It is called optimal if there
exists u0 such that G(u0) = cH(u0). Such u0 is called an optimizer. For an optimal inequality, the
deficit is defined by δ(u) = G(u)− cH(u) ≥ 0. Once the class of optimizers are characterized, a natural
question is to measure the deviation of u from optimizers when δ(u) gets close to 0. In particular, a
lower bound of δ(u) in terms of a distance of u from the class of optimizers is called a stability estimate
or a quantitative improvement.
Let α ∈ (0, 2] and D a bounded domain in Rn. Let Xαt be the rotationally symmetric α–stable
process with generator −(−∆)α/2. Let ταD be the first exit time of X
α
t from D and u
α
D(x) = E
x[ταD]
the expected lifetime where Ex is the expectation associated with Xαt starting at x ∈ R
n. Note that
uαD(x) is a solution to the equation {
(−∆)
α
2 u(x) = 1, x ∈ D,
u(x) = 0, x /∈ D.
If B is a ball of radius R and centered at the origin, then uαB(x) is explicitly given by
uαB(x) = Cn,α(R
2 − |x|2)
α
2 .
For α = 2, Xαt is Brownian motion with generator ∆. In this case, we drop the superscript α.
Ban˜uelos and Me´ndez-Herna´ndez [5] showed that several isoperimetric type inequalities for Brownian
motion continue to hold for a wide class of Le´vy processes using the symmetrization of Le´vy processes
and the multiple integral rearrangement inequalities of Brascamp–Lieb–Luttinger [8]. Indeed, they
proved in [5, Theorem 1.4] that if a Le´vy process Yt has an absolutely continuous Le´vy measure with
respect to the Lebesgue measure, and if f and V are nonnegative continuous functions, then for any
x ∈ D and t > 0,
E
0[f∗(Y ∗t ) exp
(∫ t
0
V ∗(Y ∗s ) ds
)
; τ
Y ∗t
B > t] ≥ E
x[f(Yt) exp
(∫ t
0
V (Ys) ds
)
; τYtD > t]
Date: April 23, 2019.
1
2 DAESUNG KIM
where f∗ and V ∗ are the symmetric decreasing rearrangements of f and V , Y ∗t is the symmetrization
of Yt defined in [5, p.4029], and B is a ball centered at 0 with |D| = |B|. A particular case of this is
that for all t ≥ 0 and x ∈ Rn,
(1.1) P0(ταB > t) ≥ P
x(ταD > t),
which yields
(1.2) uαB(0) ≥ u
α
D(x),
where B is a ball centered at 0 with |B| = |D|. In fact, (1.1) gives
(1.3) E0(ταB)
p ≥ Ex(ταD)
p
for all p > 0. Talenti [34] proved that the Lp norm of a solution of a second-order elliptic equation is
maximized when the elliptic operator and the domain are symmetrically rearranged. In particular, the
result yields that for p > 0, α = 2, and a bounded domain D,
(1.4) ‖uB‖p ≥ ‖uD‖p
where B is a ball with |B| = |D|.
Given the above isoperimetric type inequalities for the first exit time of the α-stable process and their
connection to the classical torsion function, there are many questions that arise concerning quantitative
versions of these inequalities. The goal of this paper is to study quantitative versions of the expected
lifetime inequalities (1.2) for α = 2 and (1.4) for p ≥ 1. We define the deficit of (1.2) by
(1.5) δ(x,D) = 1−
uD(x)
uB(0)
≥ 0
where B is a ball centered at 0 with |B| = |D|. The first main result is a lower bound of the deficit
δ(x,D) in terms of the deviations of x and D from the class of optimizers. Note that equality holds
in (1.5) if D is a ball and uD(x) = maxy∈D uD(y). The deviation of x is represented by the level set
|{y ∈ D : uD(y) > uD(x)}|, and the deviation of D by the Fraenkel asymmetry, which is defined by
A(D) = inf
{
|D△B|
|D|
: B is a ball with |B| = |D|
}
.
Theorem 1.1. Let D ⊆ Rn be a bounded domain with A(D) > 0. Let Dt = {y ∈ D : uD(y) > t},
µ(t) = |Dt|, and
(1.6) t∗ = t∗(D) = sup
{
t > 0 : µ(t) > |D|(1−
1
4
A(D))
}
.
Then we have
(1.7) δ(x,D) ≥ |D|−
2
n
(
µ(uD(x))
2
n + Cn(uD(x) ∧ t∗)A(D)
2
)
,
where Cn = βnω
1
n
n , βn is a dimensional constant in (3.2), and ωn is the volume of a unit ball in R
n.
The proof is based on the proof of (1.2) for α = 2 in [1,34], and the sharp quantitative isoperimetric
inequality [25]. In order to estimate the asymmetry of the level sets, we use the idea of Hansen and
Nadirashvili [28] as in the proof of the boosted Po´lya–Szego¨ inequality [11, Lemma 2.9].
Remark 1.2. We note that (1.7) with the first remainder term follows from the pointwise estimate
uB(x) ≥ (uD)
∗(x) of [33] where (uD)
∗(x) is the symmetric decreasing rearrangement of uD(x) and B
is a ball centered at 0 with |D| = |B|. For simplicity, we assume |D| = 1. For each x ∈ D, we define
r : D → [0,∞) by µ(uD(x)) = |Br(x)| where Br(x) is a ball of radius r(x). For a nonnegative measurable
function f on D, the symmetric decreasing rearrangement f∗(x) = f∗(|x|) satisfies f∗(r(x)) ≥ f(x)
for each x ∈ D. Since uB is rotationally symmetric, we use the notation uB(x) = uB(|x|). By
uB(x) ≥ (uD)
∗(x), one has
uD(x) ≤ (uD)
∗(r(x)) ≤ uB(r(x)) = uB(0)(1 − (ω
1
n
n r(x))
2) = uB(0)(1 − µ(uD(x))
2
n ).
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Notice that (1.7) can be written as uB(r(x)) − uD(x) ≥ Cn(uD(x) ∧ t∗)A(D)
2.
Remark 1.3. Note that if A(D) > 0, then t∗ > 0. Suppose δ(x,D) = 0. If A(D) > 0, then (1.7)
implies µ(uD(x)) = 0 and uD(x) = 0, which is a contradiction. Thus D is a ball with |B| = |D|. As a
consequence, one sees that equality holds (1.5) only if D is a ball and uD(x) = maxy∈D uD(y).
Remark 1.4. One can extend the result to a wide class of second-order elliptic operators as in [34].
Let L = ∂i(aij(x)∂j) where aij(x) is a bounded measurable function with
n∑
i,j=1
aij(x)ξiξj ≥
n∑
i=1
ξ2i(1.8)
for each x ∈ Rn and ξ = (ξ1, · · · , ξn) ∈ R
n. Consider a weak solution uLD of{
−Lu(x) = 1, x ∈ D,
u(x) = 0, x ∈ ∂D.
Following the proof of Theorem 1.1 and modifying (3.5) with inequality, which follows from the elliptic
condition (1.8), one obtains
1−
uLD(x)
uB(0)
≥ |D|−
2
n
(
µ(uLD(x))
2
n + Cn(u
L
D(x) ∧ t∗)A(D)
2
)
.
The second result is a quantitative inequality for the Lp norm of the expected lifetime, 1 ≤ p ≤ ∞.
We define the Lp deficit of the expected lifetime inequality (1.4) for 1 ≤ p ≤ ∞ by
δp(D) = 1−
(
‖uD‖p
‖uB‖p
)κ(p)
where κ(p) = p for 1 ≤ p <∞, κ(∞) = 1, and B is a ball with |B| = |D|.
Theorem 1.5. Let n ≥ 2 and D be a bounded domain in Rn. For 1 ≤ p ≤ ∞, we have
(1.9) δp(D) ≥ Cn,pA(D)
2+κ(p)
where Cn,p is explicitly given in (3.11) and (3.12).
Remark 1.6. The torsional rigidity of D is defined by T (D) = ‖uD‖1. The Saint-Venant inequality
states that the torsional rigidity is maximized when the region is a ball with the same volume. If p = 1,
Theorem 1.5 produces the non-sharp quantitative Saint-Venant inequality
T (B)− T (D) ≥ Cn,1T (B)A(D)
3,(1.10)
which was proven in [11]. Thus Theorem 1.5 can be thought of as an extension of (1.10) to the case
1 < p ≤ ∞.
Remark 1.7. It is natural to ask if the exponent of A(D) in (1.9) is sharp. Let n = 2 and ε > 0.
Consider an ellipse D = {(x, y) ∈ R2 : x = cos t, y = (1 + ε) sin t, t ∈ R}. The asymmetry of D is
A(D) = 1pi ε+O(ε
2) (see [27, pp. 88–89]). Note that the torsion function of D is
uD(x) =
(1 + ε)2
2(1 + (1 + ε)2)
(
1− x2 −
y2
(1 + ε)2
)
.
Let B be a ball with |B| = |D| = (1 + ε)pi. Let p ∈ [1,∞). A direct computation shows that
‖uB‖
p
p − ‖uD‖
p
p =
pi
22p(p+ 1)
(1 + ε)p+1 −
pi
2p(p+ 1)(1 + (1 + ε)2)p
(1 + ε)2p+1
=
pi
22p(p+ 1)
(1 + ε)p+1
(
1−
(
1−
ε2
1 + (1 + ε)2
)p)
= Cpε
2 + o(ε2)
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for some Cp > 0, and
δ∞(D) = 1−
‖uD‖∞
‖uB‖∞
= 1−
2(1 + ε)
1 + (1 + ε)2
=
ε2
1 + (1 + ε)2
.
This observation shows that the exponent of A(D) in (1.9) cannot be replaced by any smaller number
than 2. It is expected that the sharp exponent would be 2, which is an interesting open problem.
Brasco, De Philippis, and Velichkov [12] showed that the sharp exponent of (1.10) is 2 in a sense that
the power cannot be replaced by any smaller number. Their method, however, does not give an explicit
dimensional constant because the proof relies on the selection principle of Cicalese and Leonardi [18].
The key step in the proof of Theorem 1.5 is the removal of t∗ defined in (1.6). In [11], the authors
proved the non-sharp quantitative Saint-Venant inequality (1.10) using transfer of asymmetry (2.1)
and the boosted Po´lya–Szego¨ inequality. Thus t∗ also appears in their proof. To replace t∗ by A(D)
(up to a dimensional constant), they made use of the variational representation for T (D) (2.1). In our
case, however, the Lp norm of the expected lifetime does not have an appropriate variational formula
for 1 < p ≤ ∞. Instead, we estimate the distribution function of uD when t∗ is sufficiently small and
apply the layer cake representation and the strong Markov property. It turns out that this enables us
to replace t∗ by A(D).
The fractional analogue of (1.10) is proven in [10]. They show that if n ≥ 2, α ∈ (0, 2), and D is an
open set with |D| = 1, then
Tα(B)− Tα(D) ≥ Cn,αA(D)
6
α
where Cn,α is explicit and B is a ball with |B| = 1. Here Tα(D) is the fractional torsional rigidity
defined in (2.3). Furthermore, they prove that if D has Lipschitz boundary and satisfies the exterior
ball condition, then the exponent can be lowered to 2 + 2α . It turns out that our method for removing
t∗ yields the same exponent without any additional geometric assumptions on D.
Theorem 1.8. If n ≥ 2, α ∈ (0, 2), and D is an open set with |D| = 1, then
Tα(B)− Tα(D) ≥ Cn,αA(D)
2+ 2α
where B is a ball with |B| = |D|.
The paper is organized as follows. In Section 2, we review basic facts about the torsional rigidity and
transfer of asymmetry, which is a key idea of the main results. Indeed, we give a proof of Lemma 2.1,
which was essentially proven by Hansen and Nadirashvili [28], and explain how this idea can be applied
to our context (see Remark 2.2). In Section 3, we give proofs of the main results. In Section 4, we
discuss related open problems; extensions of Theorem 1.1 and Theorem 1.5 to the α-stable processes,
finding the sharp exponent of the main results, and quantitative improvements of (1.1) and (1.3)
even for Brownian motion. We also investigate the extension of Caffarelli–Silvestre [13], a fractional
Po´lya–Szego¨ inequality with a remainder term, and its relation to the fractional torsional rigidity.
2. Preliminaries
2.1. Torsional rigidity. Let α ∈ (0, 2] and D a bounded domain in Rn. Let Xαt be the rotationally
symmetric α–stable process with generator −(−∆)α/2. Let ταD be the first exit time of X
α
t from D
and uαD(x) = E
x[ταD] the expected lifetime where E
x is the expectation associated with Xαt starting
at x ∈ Rn. Let Pαt be the semigroup associated with X
α
t killed upon exiting D given by P
α
t f(x) =
E
x[f(Xαt ); t < τ
α
D] on L
2(D). The general semigroup theory yields (see [19]) that there exists an
orthonormal basis {ϕn} of L
2(D) and the corresponding eigenvalues 0 < λ1 < λ2 ≤ λ3 ≤ · · · such that
Pαt ϕn = e
−tλnϕn and (−∆)
α/2ϕn = λnϕn. Using the representation of the transition density of X
α
t
pt(x, y) =
∞∑
n=1
e−λntϕn(x)ϕn(y),
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one obtains
P
x(ταD > t) =
∫
D
pt(x, y)dy =
∞∑
n=1
e−λnt‖ϕn‖1ϕn(x)
and
uαD(x) =
∫ ∞
0
P
x(ταD > t)dt =
∞∑
n=1
‖ϕn‖1
λn
ϕn(x).
In addition (see [7, Theorem 4.4]), there exist constants c1, c2 depending on D and α such that
c1u
α
D(x) ≤ ϕ1(x) ≤ c2u
α
D(x) for all x ∈ D. For further information, we refer the reader to [7] and
the references therein.
The classical torsional rigidity of D is defined by T (D) = ‖uD‖1 for α = 2. In this context, uD(x)
is also called the torsion function of D. Let W 1,20 (D) be the completion of C
∞
0 (D) with respect to the
norm u 7→ ‖∇u‖2. We have variational representations of the torsional rigidity
(2.1) T (D) = max
{
‖u‖21
‖∇u‖22
: u ∈W 1,20 (D), u 6= 0
}
= max
{
2‖u‖1 − ‖∇u‖
2
2 : u ∈ W
1,2
0 (D)
}
.
Since uD is an optimizer for (2.1), we have T (D) = ‖uD‖1 = ‖∇uD‖
2
2. There are two important
inequalities concerning the torsional rigidity. The Saint-Venant inequality, which is an isoperimetric
inequality for T (D), states that if D is a set of finite measure in Rn then
(2.2) |B|−
n+2
n T (B) ≥ |D|−
n+2
n T (D)
where B is a ball. The second is the Kohler-Jobin inequality, which states that
λ1(D)T (D)
2
n+2 ≥ λ1(B)T (B)
2
n+2 .
Note that the classical Faber–Krahn inequality for the first eigenvalue λ1 follows from these two in-
equalities for T (D). Indeed, one has
λ1(D)
λ1(B)
≥
(
T (B)
T (D)
) 2
n+2
≥
(
|B|
|D|
) 2
n
.
Furthermore, the authors in [12] showed that stability of the Saint-Venant inequality implies that of
the Faber–Krahn inequality for the first semilinear eigenvalue via the Faber–Krahn hierarchy.
The fractional torsional rigidity for 0 < α < 2 is defined by
(2.3) Tα(D) =
∫
D
uαD(x) dx =
∫
D
∫ ∞
0
P
x(ταD > t) dtdx.
There has been recent progress in the study of the fractional torsional rigidity. The isoperimetric
inequality for Tα(D), a fractional analogue of the Saint-Venant inequality, follows from [5, Corollary
5.4] where the isoperimetric inequality was proven for a general class of Le´vy processes. For the stable
processes, it also follows from the sharp rearrangement inequality of [24, Theorem A.1]. Recently,
Brasco, Cinti, and Vita [10] derived a quantitative version of the fractional Faber–Krahn inequality
and that of the fractional Saint-Venant inequality as a corollary. Their method is based on the extension
of [13] and the symmetrization argument of [26].
2.2. Transfer of asymmetry. The following lemma is essentially from [28, Lemma 5.1], which pro-
vides an estimate of asymmetries of two sets when these sets are close in L1 sense. We refer the reader
to [10, Lemma 4.1] for its generalization.
Lemma 2.1 ( [11, Lemma 2.8]). Let D ⊆ Rn be an open set with finite measure, U ⊆ D, |U | > 0, and
|D \ U |
|D|
≤ kA(D)
for k ∈ (0, 12 ). Then, A(U) ≥ (1− 2k)A(D).
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Proof. Let B1 be a ball centered at 0 with |B1| = |U | satisfying
A(U) =
|U△(x+B1)|
|U |
for some x ∈ Rn and B2 a ball centered at 0 with |B2| = |D|. Note that |U△D| = |D \U | = |B1△B2|.
Using the triangular inequality for the symmetric difference, one can see that
A(U) =
|U△(x+B1)|
|U |
≥
|D△(x+B2)| − |U△D| − |B1△B2|
|D|
≥ A(D) − 2
|D \ U |
|D|
≥ (1 − 2k)A(D).

Remark 2.2. Let D be a bounded domain in Rn, u a nonnegative function defined in D, and Dt =
{x : u(x) > t} for t > 0. Assume A(D) > 0 and
t∗ = sup{t > 0 : µ(t) > |D|(1−
1
4
A(D))} > 0.
If t < t∗, then we have
(2.4)
|D \Dt|
|D|
= 1−
µ(t)
|D|
≤ 1− (1−
1
4
A(D)) =
1
4
A(D),
which yields A(Dt) ≥
1
2A(D) by Lemma 2.1.
3. Proofs of the main results
3.1. Proof of Theorem 1.1. Suppose |D| = 1. Let Dt = {x ∈ D : u(x) > t}, µ(t) = |Dt|, and
u(x) = uD(x). By the coarea formula, we have(
−
d
dt
∫
Dt
|∇u| dx
)2
≥ P (Dt)
2(3.1)
for almost every t > 0. Note that the sharp quantitative isoperimetric inequality [25] states
(3.2) P (D) ≥ P (B) + βnA(D)
2
where B is a ball with |B| = |D| = 1 and βn is a dimensional constant. A simple manipulation gives
P (Dt)
2 ≥ P (D∗t )
2 + 2P (D∗t )(P (Dt)− P (D
∗
t ))(3.3)
≥ P (D∗t )
2 + (2nω
1
n
n βn)µ(t)
2− 2nA(Dt)
2
≥ n2ω
2
n
n µ(t)
2− 2n
(
1 +
2
n
βnω
− 1
n
n A(Dt)
2
)
where ωn is the volume of the unit ball in R
n and D∗t is a ball with |Dt| = |D
∗
t |. It follows from
Cauchy–Schwarz inequality that
(−µ′(t))
1
2
(
−
d
dt
∫
Dt
|∇u|2 dx
) 1
2
≥ −
d
dt
∫
Dt
|∇u| dx.(3.4)
Combining (3.1), (3.3), and (3.4), we get
−µ′(t)
(
−
d
dt
∫
Dt
|∇u|2 dx
)
≥ n2ω
2
n
n µ(t)
2− 2n
(
1 +
2
n
βnω
− 1n
n A(Dt)
2
)
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for almost every t > 0. Since u is a weak solution of −∆u = 1 in D,∫
D
ϕdx =
∫
D
∇u · ∇ϕdx
for all ϕ ∈W 1,20 (D). Let ϕ(x) = (u(x) − t)+, then it belongs to ϕ ∈W
1,2
0 (D) and∫
Dt
(u− t) dx =
∫
Dt
|∇u|2 dx.
For small h ∈ R,
1
h
(∫
Dt
|∇u|2 dx−
∫
Dt+h
|∇u|2 dx
)
= µ(t+ h) +
∫
Dt△Dt+h
∣∣∣u− t
h
∣∣∣ dx.
Since 0 ≤ |u− t| ≤ |h| in Dt△Dt+h and |Dt△Dt+h| → 0 as h→ 0, we obtain
µ(t) = −
d
dt
∫
Dt
|∇u|2 dx.(3.5)
Therefore, we have
(3.6) − µ(t)
2
n−1µ′(t) ≥ n2ω
2
n
n
(
1 +
2
n
βnω
− 1n
n A(Dt)
2
)
for almost every t > 0.
For each t > 0, choose R(t) > 0 such that µ(t) = |BR(t)(0)|, where BR(t)(0) is the ball of radius
R(t), centered at 0. Let τR(t) be the first exit time from BR(t)(0). Since E
x[τR(t)] =
1
2n (R(t)
2 − |x|2),
we have
(3.7) E0[τR(t)] =
1
2n
ω
− 2n
n µ(t)
2
n .
Differentiating of the both sides in t and applying (3.6), we have
−
d
dt
E
0[τR(t)] = −
1
n2
ω
− 2n
n µ(t)
2
n−1µ′(t) ≥ 1 +
2
n
βnω
− 1n
n A(Dt)
2
for almost every t > 0. Taking the integral over [0, uD(x)] and applying (3.7), we have
uB(0)−
1
2n
ω
− 2n
n µ(uD(x))
2
n = E0[τR(0)]− E
0[τR(uD(x))]
≥ uD(x) +
2
n
βnω
− 1n
n
∫ u(x)
0
A(Dt)
2 dt.
By Lemma 2.1 and Remark 2.2, we have A(Dt) ≥
1
2A(D) for t < t∗ and∫ u(x)
0
A(Dt)
2 dt ≥
∫ u(x)∧t∗
0
A(Dt)
2 dt ≥
1
4
(u(x) ∧ t∗)A(D)
2.
Therefore, we obtain
uB(0)− uD(x) ≥
1
2nω
n/2
n
µ(uD(x))
2
n +
2
n
βnω
− 1n
n
∫ u(x)
0
A(Dt)
2 dt
≥ uB(0)
(
µ(uD(x))
2
n + Cn(u(x) ∧ t∗)A(D)
2
)
where Cn = βnω
1
n
n .
Suppose that |D| = r−n for some r > 0. By translation invariance, we assume 0 ∈ D without loss of
generality. For r > 0, we denote by rD = {ry : y ∈ D}. Note that the Fraenkel asymmetry is scaling
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invariant, i.e. A(D) = A(rD). By the scaling property of Xt, we have r
2uD(x) = urD(rx). This leads
to the following scaling identities
δ(x,D) = δ(rx, rD),
µD(t) = |{y : uD(y) > t}| = |{y : urD(ry) > r
2t}| = r−nµrD(r
2t),
t∗(D) = sup{t > 0 : µD(t) > |D|(1 −
1
4
A(D))}
= sup{t > 0 : µrD(r
2t) > |rD|(1 −
1
4
A(rD))}
= r−2t∗(rD).
Since |rD| = 1, we have
δ(x,D) = δ(rx, rD)
≥ µ(urD(rx))
2
n + Cn(urD(rx) ∧ t∗(rD))A(rD)
2
= r2
(
µ(uD(x))
2
n + Cn(u(x) ∧ t∗)A(D)
2
)
= |D|−
2
n
(
µ(uD(x))
2
n + Cn(u(x) ∧ t∗)A(D)
2
)
,
as desired. 
3.2. Proof of Theorem 1.5. If A(D) = 0, the results follow from (1.4). From now on, we assume
A(D) > 0. By scaling invariance, we assume |D| = 1 without loss of generality. Let B be a ball centered
at 0 with |B| = 1.
Consider p ∈ [1,∞). Let Dt = {x ∈ D : uD(x) > t} and µD(t) = µ(t) = |Dt|. Note that Theorem
1.1 reads
1
2nω
2/n
n
(1− µ(uD(x))
2/n)− uD(x) ≥ C˜n(uD(x) ∧ t∗)A(D)
2
where C˜n =
1
2nω
2/n
n
Cn. By the coarea formula, we have
1
(2n)pω
2p/n
n
∫
D
(1− µ(uD(x))
2/n)p dx =
1
(2n)pω
2p/n
n
∫ ∞
0
∫
∂Dt
(1 − µ(uD(x))
2/n)p|∇uD|
−1dHn−1(x) dt
= −
1
(2n)pω
2p/n
n
∫ ∞
0
(1− µ(t)2/n)pµ′(t) dt
=
1
2p+1np−1ω
2p/n
n
B(p, (n− 2)/2)
= ‖uB‖
p
p
where B(a, b) is the Beta function. Using ap − bp ≥ pbp−1(a− b) for a ≥ b, we get
‖uB‖
p
p − ‖uD‖
p
p ≥ C˜nA(D)
2
∫
D
puD(x)
p−1(uD(x) ∧ t∗) dx(3.8)
≥ C˜nA(D)
2
∫ t∗
0
ptp−1µ(t) dt
≥
1
2
C˜nA(D)
2 (t∗)
p.
In the last inequality, we used the fact that µ(t) > |D|(1− 14A(D)) ≥
1
2 for 0 < t < t∗.
Let µB(t) = |{x ∈ B : uB(x) > t}|. Since uB(x) =
1
2n (r
2
n − |x|
2) with rn = ω
− 1n
n , we have
µB(t) =
(
1− 2nω
2
n
n t
)n
2 .(3.9)
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Choose t0 > 0 so that µB(2t0) = 1 −
1
8A(D). By (3.9) and the inequality 1 − (1 − x)
a ≥ ax for
0 ≤ x, a ≤ 1, we have
t0 =
1
4nω
2
n
n
(
1− (1 −
1
8
A(D))
2
n
)
≥
1
16n2ω
2
n
n
A(D).(3.10)
Suppose t∗ < t0, then µD(t) ≤ 1 −
1
4A(D) for all t > t0 by definition. Since µB(t) ≥ 1 −
1
8A(D) for
t ≤ 2t0, we get µB(t) − µD(t) ≥
1
8A(D) for t ∈ (t0, 2t0]. By the layer cake representation and (3.10),
we have
‖uB‖
p
p − ‖uD‖
p
p =
∫ ∞
0
ptp−1(µB(t)− µD(t)) dt
≥
∫ 2t0
t0
ptp−1(µB(t)− µD(t)) dt
≥
p
8
(t0)
pA(D)
≥
p
24p+3n2pω
2p
n
n
A(D)1+p
≥
p
24(p+1)n2pω
2p
n
n
A(D)2+p.
If t∗ ≥ t0, then it follows from (3.8) and (3.10) that
‖uB‖
p
p − ‖uD‖
p
p ≥
C˜n
24p+1n2pω
2p
n
n
A(D)2+p.
For 1 ≤ p <∞, we finish the proof of (1.9) by letting
Cn,p =
1
24(p+1)n2pω
2p
n
n ‖uB‖
p
p
min{p, 8C˜n}(3.11)
=
1
23(p+1)np+1B(p, (n− 2)/2)
min
{
p,
4βn
nω
1
n
n
}
where βn is the constant in (3.2).
Consider the case p = ∞. By translation invariance, we assume that 0 ∈ D and uD(0) =
maxy∈D uD(y) without loss of generality. Putting x = 0 in (1.7), we get
δ∞(D) ≥ Cnt∗A(D)
2.
Let µB(t) = |{x ∈ B : uB(x) > t}| and choose t0 > 0 so that µB(2t0) = 1−
1
8A(D) as above. If t∗ ≥ t0,
then it follows from (3.10) that
δ∞(D) ≥
Cn
16n2ω
2
n
n
A(D)3.
Let t∗ < t0. Let ε > 0 be small enough that t1 := t∗ + ε < t0 and D1 = {x ∈ D : uD(x) > t1}, then
D1 is open. Let B˜ be a ball centered at 0 with |B˜| = |D1| and t˜ be such that µB(t˜) = µD(t1). Since
1 − 14A(D) > µD(t˜), we have t˜ > 2t0. Recall that the strong Markov property of Xt yields for any
x ∈ U ⊂ D that
E
x[τD] = E
x[τU ] + E
x[EXτU [τD]].
Since the paths of Xt are continuous a.s., we have XτD1 ∈ ∂D1 a.s. Since D1 is open, ∂D1 ⊂ R
n \D1
and uD(y) ≤ t1 for y ∈ ∂D1. Then we obtain
E
0[τD] = E
0[τD1 ] + E
0[E
XτD1 [τD]] ≤ E
0[τD1 ] + t1.
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On the other hand, it follows from a direct computation that E0[τB] = E
0[τB˜ ]+t˜. Since E
0[τB˜ ] ≥ E
0[τD1 ]
by (1.2), we get
‖uB‖∞ − ‖uD‖∞ = uB(0)− uD(0)
≥ (E0[τB˜ ]− E
0[τD1 ]) + t0
≥
1
16n2ω
2
n
n
A(D)
≥
‖uB‖∞
32n
A(D)3.
We complete the proof by letting
Cn,∞ =
1
32n2
min
{
2βnω
− 1n
n , n
}
.(3.12)

3.3. Proof of Theorem 1.8. Since A(D) < 2, it suffices to consider the case 12Tα(B) ≤ Tα(D). Let
uαD be the expected lifetime of the α-stable process in D, µD(t) = µ(t) = |{y ∈ D : u
α
D(y) > t}|, and
t∗ = sup{t > 0 : µD(t) > |D|(1−
1
9A(D))}. By the proof of [10, Theorem 1.3], one has
Tα(B)− Tα(D) ≥ Cn,αTα(B)
2(t∗)
4
αA(D)
2
α .(3.13)
Let µB(t) = |{y ∈ B : u
α
B(y) > t}|. Since u
α
B(x) = Cn,α(r
2 − |x|2)
α
2 and r = ω
− 1n
n , we have
µB(t) = (1− Cn,αt
2
α )
n
2 .
Choose t0 > 0 such that µB(2t0) = 1−
1
18A(D), then
t0 = Cn,α(1− (1−
1
18
A(D))
2
n )
α
2 ≥ Cn,αA(D)
α
2 .(3.14)
If t∗ < t0, then µD(t) ≤ 1−
1
9A(D) for all t ≥ t0 by definition. Since µB(t) ≥ 1−
1
18A(D) for t ≤ 2t0,
we get µB(t)− µD(t) ≥
1
18A(D) for t ∈ [t0, 2t0]. By the layer cake representation and (3.10), we have
Tα(B)− Tα(D) =
∫ ∞
0
(µB(t)− µD(t)) dt
≥
1
18
t0A(D)
≥ Cn,αA(D)
1+α
2 .
If t∗ ≥ t0, then by (3.13) and (3.14) we have
Tα(B)− Tα(D) ≥ Cn,αTα(B)
2A(D)2+
2
α ,
which completes the proof. 
4. Related open problems
In this section, we discuss some open problems regarding the inequalities (1.1), (1.2), (1.3), and
(1.4).
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4.1. Brownian motion. It is open to find quantitative improvements of (1.1) and (1.3) even for
Brownian motion. In particular, it is unclear what is the right statement for stability of (1.1). Having
a small deficit of (1.1) at some t is not enough to obtain proximity of the region to a ball, which implies
that the deficit should be defined in a strong sense.
As we discussed in Remark 1.7, it is expected that the sharp exponent of (1.9) is 2 for 1 < p ≤ ∞.
For p = 1, the sharp result was derived in [12]. It is, however, not obvious how to apply the method
of [12] to the case 1 < p ≤ ∞ because the proof strongly replies on the variational formula (2.1),
whereas the Lp norm of the expected lifetime for 1 < p ≤ ∞ does not have such formula.
In Theorem 1.1, our quantitative result of (1.2) for α = 2 depends on t∗. It is unclear whether this
dependence is necessary. Removing t∗ in (1.7) is an interesting open problem.
It was shown in [12] that the sharp exponent of A(D) in (1.10) is 2. Since the proof is based on
the selection principle of [18], the constant is not explicit. The best-known exponent with an explicit
constant is 3. It is still open to prove a sharp quantitative result of (1.10) with a computable dimensional
constant.
4.2. Symmetric stable processes. As mentioned above, it is open to extend Theorem 1.1 and The-
orem 1.5 to the case 0 < α < 2. At this moment, a fractional analogue of the inequality (1.4) for
0 < α < 2 and 1 < p ≤ ∞ is not known. Our approach of Theorem 1.1 may not work for this case since
it is not obvious how to apply the coarea formula in the fractional setting. A standard way of avoiding
this difficulty is to consider the extension of Caffarelli–Silvestre [13]. Fusco, Millot, and Morini [26]
considered the rearrangement inequality for the extension to show the quantitative isoperimetric in-
equality for the fractional perimeter. Recently, Brasco, Cinti, and Vita [10] proved stability of the
fractional Faber–Krahn inequality using a similar argument. As a corollary, they also showed stability
of the fractional Saint-Venant inequality.
The fractional Laplacian of order α2 is given by
(−∆)
α
2 f(x) = An,α
∫
Rn
f(x)− f(y)
|x− y|n+α
dy
where
(4.1) An,α =
2αΓ
(
n+α
2
)
pi
n
2 |Γ
(
− α2
)
|
.
The space W˜α,p0 (D) is the closure of C
∞
0 (D) with respect to the norm u 7→ [u]α,p + ‖u‖Lp(D) where
[u]α,p =
(∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+αp/2
dxdy
) 1
p
.
The fractional torsional rigidity of order α is defined by Tα(D) = ‖u
α
D‖1 where u
α
D = E
x[ταD] is the
expected lifetime of Xαt in D. In this context, u
α
D is called the fractional α-torsion function. We have
the following variational representations
(4.2) Tα(D) = max
u∈W˜α,2
0
(D)\{0}
(
2‖u‖L1(D) −
An,α
2
[u]2α,2
)
= max
u∈W˜α,2
0
(D)\{0}
2
An,α
[u]−2α,2‖u‖
2
L1(D)
where An,α is given by (4.1). In particular, since u
α
D ∈ W˜
α,2
0 (D) we have
(4.3) Tα(D) = ‖u
α
D‖L1(D) =
An,α
2
[uαD]
2
α,2 =
An,α
2
∫
Rn
∫
Rn
|uαD(x)− u
α
D(y)|
2
|x− y|n+α
dxdy.
Consider a solution of the equation{
div(z1−α∇U) = 0, (x, z) ∈ Rn+1+ ,
U(x, 0) = uαD(x), x ∈ R
n.
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Then we have
[uαD]
2
α,2 = γn,α
∫∫
R
n+1
+
z1−α|∇U |2 dxdz =
∫∫
R
n+1
+
z1−α|∇xU |
2 dxdz +
∫∫
R
n+1
+
z1−α|∂zU |
2 dxdz
for some constant γn,α. Let U
∗(x, z) = (U(·, z))∗(x) be the symmetric decreasing rearrangement of U
with respect to x, then it was shown in [26, Lemma 2.6] that∫∫
R
n+1
+
z1−α|∇xU |
2 dxdz ≥
∫∫
R
n+1
+
z1−α|∇xU
∗|2 dxdz(4.4)
and ∫∫
R
n+1
+
z1−α|∂zU |
2 dxdz ≥
∫∫
R
n+1
+
z1−α|∂zU
∗|2 dxdz.
In [10], the authors improved (4.4) quantitatively as in the local case, which leads to a quantitative
fractional Saint-Venant inequality.
To generalize Theorem 1.1 and Theorem 1.5 to the α-stable processes, one might need to apply this
extension and a symmetrization argument at the level of the function U , not the seminorm [uαD]α,2 as
in [10]. Then it is required to show that a quantitative improvement can be transferred as z tends to
0. For α = 1, this approach was also used in [2–4] to study spectral gap estimates and properties of
nodal domains. Because of its connection to the Cauchy process and the Steklov problem, this special
case may be more tractable with such an approach.
4.3. A fractional Po´lya–Szego¨ inequality. We discuss stability of a fractional Po´lya–Szego¨ inequal-
ity, which has a close relation to the fractional Saint-Venant inequality. The fractional α–perimeter of
D is defined by
Pα(D) =
∫
D
∫
Rn\D
1
|x− y|n+α/2
dxdy =
1
2
[χD]α,1,
where χD is the characteristic function of D. Note that Pα(D) ≥ Cn,α|D|
2n−α
2n by the fractional Sobolev
embedding. The quantitative isoperimetric inequality for fractional perimeter [26] states that for n ≥ 1
and α ∈ (0, 2), there exists a constant Bn,α such that for all Borel set D ⊂ R
n with 0 < |D| <∞,
(4.5) Pα(D) ≥ Pα(D
∗)(1 + Bn,αA(D)
2
α ).
By the layer cake representation, we obtain a fractional version of the coarea formula [9, Lemma 4.7].
Indeed, if u ∈ L1(Rn) is a nonnegative function vanishing at ∞, then
(4.6) [u]α,1 = 2
∫ ∞
0
Pα({x : u(x) > t})dt.
We have a fractional version of the Po´lya–Szego¨ inequality with a remainder term.
Proposition 4.1. Let α ∈ (0, 2) and D be a bounded domain in Rn with A(D) > 0. If u ∈ W˜α,10 (D),
then there exists t∗ > 0 such that
[u]α,1 ≥ [u
∗]α,1 + Cn,αA(D)
2
α max{t∗|D|
2n−α
2n , ‖u ∧ t∗‖ 2n−α
2n
}.
Proof. Let Dt = {x : u(x) > t} and µ(t) = |Dt|. Using the coarea formula (4.6) and the quantitative
isoperimetric inequality for fractional perimeter (4.5), we have
[u]α,1 = 2
∫ ∞
0
Pα(Dt)dt
≥ 2
∫ ∞
0
Pα(D
∗
t )dt+ 2Bn,α
∫ ∞
0
Pα(D
∗
t )A(Dt)
2
α dt
≥ [u∗]α,1 + Cn,α
∫ ∞
0
µ(t)
2n−α
2n A(Dt)
2
α dt
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for some constant Cn,α. Let t∗ = sup{t > 0 : µ(t) ≥ |D|(1 −
1
4A(D))}. By Lemma 2.1 and (2.4), we
have A(Dt) ≥
1
2A(D) for t < t∗ and
[u]α,1 ≥ [u
∗]α,1 + Cn,αt∗|D|
2n−α
2n A(D)
2
α .
Using the inequality (∫ ∞
0
f(x)dx
)r
≥
∫ ∞
0
rf(x)rxr−1dx
for r ≥ 1 and a nonnegative, non-increasing function f on (0,∞) (see [32, p.49]), we get∫ t∗
0
µ(t)
1
r dt ≥
(∫ t∗
0
rtr−1µ(t)dt
) 1
r
= ‖u ∧ t∗‖r
where r = 2n2n−α > 1, which implies
[u]α,1 ≥ [u
∗]α,1 + Cn,α‖u ∧ t∗‖ 2n
2n−α
A(D)
2
α .

A natural question is a quantitative improvement of the inequality [u]α,2 ≥ [u
∗]α,2 in terms of A(D).
This open problem is interesting because it yields a quantitative Saint-Venant inequality. Suppose that
we have [u]α,2 ≥ [u
∗]α,2 + Φ(t∗, A(D)) for some function Φ. By (4.2), (4.3), and the rearrangement
inequality [24], we get
Tα(D) ≤
2
An,α
‖u∗‖21
[u∗]2α,2 +Φ(t∗, A(D))
≤ Tα(B)
(
1 +
Φ(t∗, A(D))
[u∗]2α,2
)−1
where u = uαD is the α–torsion function and B is a ball with |D| = |B|. Using the fact that [u
∗]2α,2 ≤
[u]2α,2, we get
Tα(B)− Tα(D) ≥ Φ(t∗, A(D)).
Under mild assumption on Φ, t∗ can be removed as in Theorem 1.5.
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