Abstract. The essential part of the best known approximation algorithm for graph MAXCUT is approximately solving MAXCUT's semidefinite relaxation. For a graph with n nodes and m edges, previous work on solving its semidefinite relaxation for MAXCUT requires spaceÕ(n 2 ). Under the assumption of exact arithmetic, we show how an approximate solution can be found in space O(m + n 1.5 ), where O(m) comes from the input; and therefore reduce the space required by the best known approximation algorithm for graph MAXCUT. Using the above space-efficient algorithm as a subroutine, we show an approximate solution for COLORING's semidefinite relaxation can be found in space O(m) +Õ(n 1.5 ). This reduces not only the space required by the best known approximation algorithm for graph COLORING, but also the space required by the only known polynomial-time algorithm for finding a maximum clique in a perfect graph.
Introduction
Semidefinite programming [35] is the mathematical programming for optimizing a linear function of a matrix X subject to linear constraints and the constraint that X is symmetric and positive semidefinite. (The eigenvalues of a symmetric matrix are all real. A symmetric matrix is positive semidefinite if all of its eigenvalues are nonnegative.) It is a special case of convex programming, and a generalization of linear programming. Its application on combinatorial optimization problems was pioneered by Lovász's work on the Shannon capacity of a graph, which is also known as the theta function [25] . The polynomial-time solvability of semidefinite programs leads to the only known polynomial-time algorithms for some optimization problems for perfect graphs, such as MAXCLIQUE (and therefore MAX STABLE SET) [13] , and COLORING [14] .
Recently semidefinite programming is emerging as an important technique for designing approximation algorithms. Goemans and Williamson [12] gave an approximation algorithm for graph MAXCUT, whose approximation ratio is significantly better than that of the previously known algorithms. The essential part of their algorithm is obtaining a near-optimal solution to a semidefinite program.
Based on this work, Karger, Motwani, and Sudan [19] discovered the best known approximation algorithm for coloring a k-colorable graph. Besides MAX-CUT and COLORING, the technique of using semidefinite programming has been successful in designing approximation algorithms for many other optimization problems [4, 12, 9, 12, 9, 20, 11, 2, 7, 3] . Each of these improved algorithms is based on obtaining a near-optimal solution to a semidefinite program, which is referred as the semidefinite relaxation of the underlining optimization problem. Therefore how to approximately solve these semidefinite relaxations efficiently, both in time and space, is practically important.
The first algorithm proposed for solving semidefinite programs was based on the ellipsoid method [13] . Nesterov and Nemirovsky showed [27] how to use the interior-point methods to solve semidefinite programs. Alizadeh [1] showed how an interior-point algorithm for linear programming could be directly generalized to handle semidefinite programming. Since the work of Alizadeh, there has been a great deal of research into such algorithms [18, 36, 31, 37, 15, 24, 10] . A simplex-type method was also discovered by Pataki [29] . Among these varieties, the performance of interior-point methods are the best in both theory and practice. Suppose there are constraints in a semidefinite program, whose variable is an n× n matrix. A near-optimal solution for the semidefinite program can be obtained in timeÕ( √ n 3 ) using interior-point methods. For example, the time required for interior-point methods to find near-optimal solutions for MAX-CUT's and COLORING's semidefinite relaxations areÕ(n 3.5 ) andÕ( √ nm 3 ), respectively, where n is the number nodes and m is the number of edges.
Recently we [22] show how to obtain an approximate solution for some semidefinite relaxations more quickly by exploiting the structure of the underlining optimization problems. Specifically we show how to obtain near-optimal solutions for MAXCUT's and COLORING's semidefinite relaxations in timẽ O(mn), where n is the number of nodes and m is the number of edges.
In this paper we explore the efficiency of algorithms for semidefinite relaxations in another domain, i.e. the space complexity. The space required by interior-point methods is Ω(n 2 ) because it has to maintain a full-rank n × n matrix during its execution. Our algorithm for MAXCUT's semidefinite relaxation given in [22] is potentially better because it does not have to maintain a full-rank matrix all the time. Specifically, it starts with an initial rank-one matrix, and the proceeds iteratively. In each iteration it apply a rank-one update to the current solution matrix. Unfortunately the number of iterations can be as large as n. Therefore the output tends to be full-rank, and its space complexity is thus asymptotically the same as that of interior-point methods. Similarly the output of our previous algorithm for COLORING's semidefinite relaxation tends to have full rank.
In this paper we show how to equip our previous time-efficient algorithm for MAXCUT with a rank-reduction procedure. The purpose of the rank-reduction procedure is to keep the rank of the current solution matrix at O( √ n). As a result, the space required by the new algorithm during the execution can be kept at (n 1.5 ). The space-efficient algorithm for MAXCUT's semidefinite relaxation can be applied to solving COLORING's semidefinite program, as shown in our previous paper [22] , and results in a space-efficient approximation algorithm for COLORING's semidefinite relaxation. The space-efficient algorithm for COLORING's semidefinite program can then be applied to the only known polynomial-time algorithm for MAXCLIQUE on perfect graphs, and results in a space-efficient algorithm for finding a maximum clique in a perfect graph.
Overview
Space efficiency is a practical issue in solving mathematical programs. Usually the program for solving a mathematical program has to keep everything in the main memory. Therefore the O(n 2 ) space requirement for solving semidefinite programs has been keeping the size of a practically solvable problem small, even if we are willing to spend more time. In this paper we show how to obtain solutions for three problems in spaceÕ(m + n 1.5 ). Our results could increase the size of practically solvable problem by a significant factor. For example, let the size of main memory be M . When m = O(n 1.5 ), the solvable size n will be increased by a factor of M 6 using our space-efficient algorithms MAXCUT. Our previous time-efficient algorithm for MAXCUT's semidefinite program [22] starts with a rank-one feasible solution, and then proceeds iteratively to improve its quality. In each iteration a rank-one update is applied to the current solution, so the rank of the current solution is increased by at most one. Since the number of iterations could as large asÕ( −2 n), the resulting solution is likely to be full-rank. However, it follows from Pataki's results that no matter how big the rank of the current solution is, there always exists a solution of rank O( √ n) that has the same quality. Therefore our space-efficient algorithm is basically the time-efficient algorithm augmented with a number of rank-reduction steps, which was first proposed by Pataki [29] . Specifically, whenever the rank of the current solution is one more than the bound given by Pataki, we replace the current solution matrix by a new matrix that has one less rank, and has (almost) the same quality. That way we keep the rank of the current solution low. during the execution of their algorithm. As a result we reduce the space required by the currently best approximation algorithm for MAXCUT down to O(m + n 1.5 ), where O(m) comes from the input. COLORING. Our previous time-efficient algorithm for COLORING's semidefinite program [22] runs inÕ( −2 ) iterations. In each iteration an approximate solution for a MAXCUT semidefinite program is obtained. The resulting approximation solution of the COLORING semidefinite program is a linear combination of the solutions obtained from all iterations. If we resort to our space-efficient algorithm for MAXCUT semidefinite program in each of those iterations, then we are guaranteed to find an approximate solution for COLOR-ING semidefinite program whose rank isÕ( −2 √ n). This gives an approximation algorithm for COLORING's semidefinite relaxation in space O(m)+Õ( −2 n 1.5 ). It is interesting to observe that Pataki's results only guarantee a rank-O( √ m) solution for the COLORING semidefinite program. Therefore the rank of the solution output by our algorithm is asymptotically less than the bound given by Pataki when is a constant and the graph is dense.
MAXCLIQUE. The only known polynomial-time algorithm for MAXCLIQUE on perfect graphs is based on the observation that the clique number for a perfect graph can be computed in polynomial time [13] . It follows from a result in the journal version of [19] that the clique number for a perfect graph is strongly related to the optimal value of its semidefinite relaxation of COLORING. Therefore we can use our space-efficient algorithm for COLOR-ING's semidefinite relaxation to reduce the space requirement of the only known polynomial-time algorithm for finding a maximum clique on a perfect graph.
Outline. Here is the structure for the rest of the paper. We first give some preliminaries in the following two sections. In §5 we explain the rank-reduction procedure used by our space-efficient algorithms. It is interesting to note that our explanation can be regarded as an alternative proof for Pataki's rank bound on the basic solutions of semidefinite programs. In §6, §7, and §8 we give the space-efficient algorithm for MAXCUT's semidefinite program. In §9 we show the space-efficient algorithm for COLORING's semidefinite program. In §10 we show how to reduce the space required by the polynomial-time algorithm for solving MAXCLIQUE on perfect graphs.
Preliminaries
All matrices and vectors are real in the paper. All vectors are column vectors in the paper. Let x be an n-element vector. Define
We use X 0 to signify that X is symmetric and positive semidefinite. Vectors v 1 , . . . , v n are orthonormal if the following holds for every 1 ≤ i, j ≤ n.
Clearly if the columns of an
It is well-known that every n × n symmetric rank-k matrix X can be written as X = V DV T for some k × k diagonal matrix D and n × k matrix V , where the columns of V are orthonormal (see e.g. Theorem 2.5.4 of [17] ). A few lemmas are required.
Lemma 1. Let X be a symmetric matrix. Suppose X = U DU
T , where the columns of U are linearly independent, and D is k × k and diagonal.
Lemma 2. Let S andŜ be two symmetric k × k matrices, where S 0 and S 0. Thenξ = max{ξ : S +ξŜ 0} is well-defined. Moreover the rank of S +ξŜ is at most k − 1.
Lemma 3. Let X, U , and S be three nonzero matrices such that X = U SU T . The following statements hold.
-The rank of X is no more than the rank of S.
-X is positive semidefinite if S is positive semidefinite.
Compact Representation of Low-Rank Matrices
We need a procedure for the following problem: "Given an n × n symmetric matrix X of rank k, where k is unknown, but k ≤ for some known ≤ n, compute an n × k matrix U and a symmetric k × k matrix S such that X = U SU T ." Since the rank of X is k, there exists a k × k diagonal matrix D and an n × k matrix V , whose columns are orthonormal, such that 
In fact S = U T XU , since the columns of U are orthonormal. We then have a U SU T factoring for the given matrix X.
If the given matrix X is in the form ofŪSŪ T , whereŪ is n ×k andS is k ×k, then the rank of X is at mostk by Lemma 3. One can easily verify from the above that the U SU T decomposition of X can be found in time O(nk 2 ) and space O(nk).
Bounding the Rank of Basic Solutions
Consider the following set of symmetric positive-semidefinite matrices Q = {X 0 :
. . , m}, where X and A (1) , . . . , A (m) are n×n matrices. Pataki [28] shows that if Q nonempty, then Q contains a matrix of k, for some k such that k(k + 1) ≤ 2m. The low-rank matrix is called a basic solution, which is the analogy of a basic solution for a linear program [8] . His proof relies on the facial structure of the positive-semidefinite cone, which requires background from convex analysis [32, 5] . Based on the existence of basic solutions, Pataki [29] also shows how to obtain a basic solution from a feasible solution by performing a sequence of rank-reduction procedure.
In the section we explain Pataki's rank-reduction procedure. Our explanation can be regarded as an alternative proof for Pataki's rank bound on basic matrix solutions. The key for the rank-reduction procedure is the following straightforward observation: "A homogeneous linear system has a nonzero solution if the number of variables is more than the number of constraints."
Pataki's bound on the rank of a basic solution follows inductively from the following lemma.
Lemma 5.
Suppose Q contains a matrix X whose rank is k, where k(k + 1) ≥ 2m + 1. Then Q contains a matrix X of rank at most k − 1.
The Algorithm for VECTOR MAXCUT
Let G be a graph composed of n nodes and m edges with positive weights. Let C be the matrix such that C ij is the weight of edge ij. In [22] we give an algorithm VectorMaxCut(C, ) for solving the following semidefinite program to within relative error .
where L is the perturbed Laplacian matrix for the graph. At the end of the algorithm, the Cholesky decomposition of an -optimal solution is reported. The space required by VectorMaxCut isÕ(n 2 ). In this section we show how to modify that algorithm and obtain an algorithm solving the same problem whose space requirement is only O(m + n 1.5 ), where O(m) comes from the input.
CompactVectorMaxCut(C, ), the compact version of the approximation algorithm, is as follows, where the procedure Initial(C) is given in [22] .
1. Scale C such that the sum of edge weights is one, and then compute L from C.
The algorithm starts with finding an initial rank-one matrix (X, λ). It then iteratively calls CompactImprove to improve the quality of the current solution. The only thing that CompactVectorMaxCut differs from the original version VectorMaxCut is that the new subroutine CompactImprove runs in space O(n 1.5 ) and always outputs the matrix X in the form of U SU T , where U is n × k and S is k × k, for some k = O( √ n).
Define X y = y 1 X 11 + · · · + y n X nn . We give CompactImprove(X, λ 0 , ) as follows.
Direction is given in [22] , which runs in timeÕ(m −1 ) and space O(n). It always outputs a rank-one matrix in the form ofũũ T for some vectorũ. The only thing that CompactImprove differs from the original version is that a new procedure RankReduction is called in each iteration when the rank-one update is applied to the current matrix. The purpose is to ensure that the rank k of the current matrix X satisfies that k(k + 1) ≤ 2n + 2. Specifically, RankReduction(X) computes the U SU T decomposition ofX using the procedure described in §4, and therefore determines the rank k ofX. If k(k + 1) ≥ 2n + 3, then it uses Pataki's rank-reduction procedure described in the proof of Lemma 5 to find a matrix X ∈ QX whose rank is at most k − 1, where QX is the set of matrices {X 0 :
SinceX ∈ QX , we know QX is not empty. Lemma 5 guarantees the existence of X , which is also the output of RankReduction(X).
In order to show that CompactVectorMaxCut is a space-efficient algorithm, it remains to show how to implement RankReduction to run in space O(m + n 1.5 ).
The Rank-Reduction Step
RankReduction(X) has the following two steps.
1. Use the procedure given in §4 to compute the U SU T decomposition ofX where the columns of U are orthonormal, and S is a k × k full-rank matrix. 
The input matrixX is (1 − σ) times the output of the previous iteration plus a rank-one update σũũ T . Therefore is can be put in the formŪSŪ T , where U is n ×k andS isk ×k for somek = O( √ n). It follows from §4 that the first step can be done in time O(n 2 ) and space (n 1.5 ).
Step 2-(b) can be done in time O(k 3 ) and space O(k 2 ) using, for example, Algorithm 8.7.1 in [16] .
The real challenge comes from Step 2-(a), which requires to find a nonzero solution for the underconstrained homogeneous linear system Ax = 0 with O(n) 
. Direct methods such as Gaussian Elimination cannot be applied here to find a nonzero solution for Ax = 0, since it would take O(n 2 ) space. Therefore we have to resort to iterative methods which can find an approximate solution in space O(n). Since iterative methods only give us approximate solution, we have to ensure that the error does not affect the quality of the current solution matrix by too much.
When k(k + 1) ≥ 2n + 3, ideally we want to find a rank-(k − 1) matrix X in QX . Namely we want X andX to have exactly the same potential, so the numbers of iteration required by CompactImprove and Improve will have the same bound as. Since the solution for the linear system has error, the corresponding X will not be in QX . However, it would be OK if the potential of X is slightly more than that ofX.
Specifically by the analysis shown in [30] each iteration of the original Improve(X, λ 0 , ) given in [22] reduces the potential by a factor of ∆ = 2 λ * 4n . The number of iterations can therefore be shown to be O( −2 n log(n −1 )). The number of iterations will be at most twice as many, even if each iteration reduces the potential only by a factor of ∆/2.
Therefore it would be OK if the approximate solution for Ax = 0 gives aŜ such that addingξX toX increases the potential ofX by at most a factor of ∆/2.
As defined in [22] , the potential of a solution matrix X, where Therefore in each rank-reduction step, we find a nonzero solutionx for a homogeneous linear system Ax = 0, andŜ can be obtained fromx. By the above argument we know that the norm of Ax, which is an upper bound of everyX ii , is so small that the matrixX = UŜU T has to satisfy (1). X F ≥ 1, and (2)
One can verify that A F ≤ 2n. Therefore to find a sufficiently goodŜ, it suffices to find a nonzero vector x such that (1) x 2 ≥ 1, and (2) Ax 2 ≤
Approximately Solving a Homogeneous Linear System in Exact Arithmetic
Given a homogeneous linear systemĀx = b, whereĀ is a nonsingular n × n matrix, and b is nonzero. Then an approximate solution to the system with error at most can be found in time O(n 3 log(1/ )) in exact arithmetic and space O(n) using iterative methods like the conjugate gradient method or the steepest descent method [34] . It can be shown that in our homogeneous system Ax = 0, the number of variables is O( √ n) more than the number of constraints. Therefore we can throw in O( √ n) linear constraints with random coefficients to make the system nonsingular and nonhomogeneous, and then use iterative methods to find an approximate solution of the new system, which also clearly gives a nonzero approximate solution for the original homogeneous system. Note that throw in those O( √ n) constraints requires O(n 1.5 ) extra space, which fortunately does not exceed the space bound we are aiming for. As for exactly how many extra constraints have to be added to make the system nonsingular but still consistent, we can use binary search, which will add an O(log n) factor to the required running time.
Therefore we can achieve the goal shown at the end of the previous section in time O(n 3 log 2 (n −1 )) and space O(n 1.5 ) using exact arithmetic. (In practice, however, the running time of iterative methods depends polynomially on the condition number of the matrix A, i.e. the largest ratio of the absolution values of two eigenvalues of A. Researchers have been developing various kinds of preconditioning techniques to bring down the condition number of the given linear system [6, 21, 33] .)
Overall complexity. As shown in [22] , the total number of iterations required by CompactVectorMaxCut(C, ) is O( −2 n log(n −1 )) and the running time of each iteration is dominated by the time required by solving the homogeneous linear system, which is O(n 3 log 2 (n −1 )) using exact arithmetic. It follows that the time complexity of our space-efficient algorithm is O( −2 n 4 log 3 (n/ )) using exact arithmetic. As shown in the previous sections, the space required is O(m + n 1.5 ).
The Algorithm for VECTOR COLORING
If the given graph is k-colorable, in [22] we show that an -optimal solution for COLORING's semidefinite relaxation can be found by making O( −1 log(n −1 )) subroutine calls to VectorMaxCut, each of which finds an 6k -optimal solution to a semidefinite relaxation for some graph MAXCUT. The resultingoptimal solution is simply a linear combination of the approximate solutions reported by thoseÕ( −2 ) calls to VectorMaxCut. 
The Algorithm for MAXCLIQUE on Perfect Graphs
The only known polynomial-time algorithm for MAXCLIQUE on perfect graphs [13] is based on the observation that the clique number for a perfect graph can be computed in polynomial time [25, 23] . In each iteration of the algorithm, the clique number of an induced subgraph, which is therefore perfect [26] and has less edges, has to be computed. Let G be a perfect graph. Let ω(G) be G's clique number. Let λ(G) be the optimal value of G's semidefinite relaxation for COL-ORING. It is shown in the journal version of [19] that λ(G) = 1/(1−ω(G)). If the given perfect graph is k-colorable, then it is well-known that ω(G) ≤ k. It follows that an O(1/k)-optimal approximation to λ(G) can be used to determine ω(G), since ω(G) is an integer. It follows that our CompactVectorColoring gives a way to implement the algorithm given in [13] in space O(m + k 2 n 1.5 log(nk)).
