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Abstract
This paper investigates the asymmetric marking games on line graphs. Suppose G is a graph with maximum degree  and G
has an orientation with maximum outdegree k, we show that the (a, 1)-game coloring number of the line graph of G is at most
+ 2k +  ka  − 1. When a = 1, this improves some known results of the game coloring number of the line graphs.
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1. Introduction
For a graph G= (V ,E), the neighborhood of a vertex v is denoted by NG(v). Let O(G) be the set of all orientations
of G. For an orientation G of G and for a vertex v of G, we denote the outneighborhood of v in G by N+G(v) = {u ∈
V : (v, u) ∈ E( G)}, the closed outneighborhood of v in G by N+G [v] = N
+
G(v) ∪ {v}. Let +( G) = maxv∈V |N
+
G(v)|,
∗(G)=min G∈O(G) +( G). Let(G) be the set of linear orderings of the vertices ofG. ForL ∈ (G),the orientation
GL=(V ,EL) ofGwith respect to L is obtained by settingEL={(v, u) : {u, v} ∈ E and v>Lu}. The coloring number








This deﬁnition was motivated by the following observation. Suppose that L ∈ (G) witnesses that col(G) t . If we
color the vertices of G in the order L using ﬁrst-ﬁt then we will use at most t colors, since any uncolored vertex will
have at most t − 1 colored neighbors. It follows that (G)col(G).
For a graph G = (V ,E), the game coloring number of G is deﬁned through a marking game. The marking game
is played by two players, Alice and Bob, with Alice playing ﬁrst. At the start of the game all vertices are unmarked.
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A play by either player consists of marking an unmarked vertex. The game ends when all the vertices have been marked.







Alice’s goal is to minimize the score, while Bob’s goal is to maximize the score. The game coloring number, denoted
by gcol(G), of G is the least s such that Alice has a strategy that results in a score of at most s. If C is a class of graphs
then gcol(C) = maxG∈C gcol(G).
The coloring game is played like the marking game, except that instead of marking vertices the players color them
from a set of colors X so that no two adjacent vertices receive the same color. Alice wins if eventually the whole graph
is properly colored. Bob wins if there comes a time when all the colors have been used on the neighborhood of some
uncolored vertex u. The game chromatic number, denoted g(G), of G is the least t such that Alice has a winning
strategy in the coloring game on G using a set of t colors.
The game coloring number was ﬁrst explicitly introduced by Zhu in [9] as a tool to bound the game chromatic
number. It is easy to see that for any graph G, g(G)gcol(G). For the classes of interval, chordal, planar, and
outerplanar graphs, which have served as benchmark problems in this subject, the best-known upper bounds for their
game chromatic number are obtained by ﬁnding upper bounds for their game coloring number. The game coloring
number of a graph and its generalization to oriented graphs are also of independent interests, and have been studied
extensively.
In this paper, we are interested in an asymmetric variant of the marking game called the (a, b)-marking game. This
game is played and scored like the marking game, except that on each turn Alice marks a vertices and Bob marks b
vertices. (If the last vertex is marked during a player’s turn, then this completes the turn.) The (a, b)-game coloring
number, denoted by (a, b)-gcol(G), of G is the least s such that Alice has a strategy that results in a score of at most
s. If C is a class of graphs then (a, b)-gcol(C) = maxG∈C(a, b)-gcol(G). This game was introduced in Kierstead [5]
where the (a, b)-game coloring number of the class of trees is determined for all positive integers a and b. In particular
it was shown that if a <b then the (a, b)-game coloring number is unbounded even for the class of trees. In [6] it was
shown that (2, 1)-gcol(G) 12 t2 + 32 t , where t is the acyclic chromatic number of G.
In [7]Kierstead andYang showed that if a is an integer andG is a graphwith∗(G)=ka, then (a, 1)-gcol(G)2k+
2. This was proved by introducing the so-called Harmonious Strategy for Alice using to play the asymmetric marking
game. It was also shown that (a, b)-gcol(G) is bounded on the class of graphs G with ∗(G)k if and only if ka/b.
The classes of interval, chordal, planar, outerplanar graphs, and pseudo partial k-trees were studied in [7,8] with respect
to the (a, b)-marking game.
In [1] Cai and Zhu studied the game coloring number of line graphs. A graph G = (V ,E) is k-degenerate if there
is a linear order L on V whose back degree is at most k. In [1], it was shown that for the k-degenerate graphs G with
maximum degree , the game coloring number of the line graph of G is at most  + 3k − 1. In particular, the game
coloring number of the line graph of a planar graph is at most + 14; the game coloring number of the line graph of a
graph with arboricity i is at most + 6i − 4.
In this paper, we consider the (a, 1)-marking games on line graphs.We will show that if G is a graph with maximum
degree  and ∗(G) = k, then the (a, 1)-game coloring number of the line graph of G is at most  + 2k +  k
a
 − 1.
In particular when a = 1, the game coloring number of the line graph of a planar graph is at most  + 8; the game
coloring number of the line graph of a graph with arboricity i is at most + 3i − 1.
2. Asymmetric marking games on line graphs
For a given graph G = (V ,E), we use L(G) to denote the line graph of G. Suppose G is an orientation of the graph
G. For an edge e= (u, v) in the digraph G, we say u is the tail of e, v is the head of e. For a vertex x ∈ V ( G), we denote
the outneighborhood of x in L(G) with respect to G by N+L(G)(x) = {(x, v) : (x, v) ∈ E( G)}, the inneighborhood of
x in L(G) with respect to G by N−L(G)(x) = {(v, x) : (v, x) ∈ E( G)}, the neighborhood of x in L(G) with respect to
G byNL(G)(x)=N+L(G)(x)∪N−L(G)(x). In this paper, for an edge e= (u, v) in G, we say the outneighborhood of e in G
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is N+G(e)=N
+
L(G)(v), the inneighborhood of e in G is N−G(e)=N
−
L(G)(u). In this section, ﬁrst we prove the following
theorem:
Theorem 1. Let G be a graph with maximum degree  and ∗(G) = k. Let a be an integer such that 1ak. Then
(a, 1)-gcol(L(G))+ 2k +  k
a
 − 1.
The proof of Theorem 1 has two parts. First we describe Alice’s Limited Harmonious Strategy for the marking
game on the line graph of G. Then we show that if she uses the Limited Harmonious Strategy, she will obtain a
score of at most + 2k +  k
a
 − 1 in the (a, 1)-marking game on any graph L(G) where G has maximum degree ,
∗(G) = k, and 1ak. We note here that the Limited Harmonious Strategy for the marking game on line graphs is
analogous to the Limited Harmonious Strategy described in [7], with some modiﬁcations applicable to the case of line
graphs.
Now we describe Alice’s Limited Harmonious Strategy for the marking game on L(G). To unify the description,
we consider an equivalent version of the marking game in which Bob plays ﬁrst by marking a new edge e0 with no
neighbors in E(G). Fix any linear order L of E(G). Let U be the set of unmarked edges and M =E(G)−U be the set
of marked edges. In the formal description of the algorithm, we do not mention M. When we remove an element from
U, we are implicitly marking it. Let G ∈ O(G) satisfy ∗(G) = +( G). For each edge e, Alice maintains a list Se of
outneighbors of e in G which she is using to help her make the decision for her next move.
Initialization: k = +( G); U := E(G);
for e ∈ E(G) do Se := N+G(e); te := a; end do;Suppose that Bob has just marked an edge eAlice plays by performing the following steps.
Alice’s play: for i from 1 to a while U = ∅ do
1. if Se ∩ U = ∅ and te > 0 then e′ := min Se ∩ U ; Se := Se − {e′}; te := te − 1; else e′ := L-minU ; end if;
2. while Se′ ∩ U = ∅ and te′ > 0 do
p(e′) := min Se′ ∩ U ; Se′ := Se′ − {p(e′)}; te′ := te′ − 1; e′ := p(e′); end do;
3. U := U − {e′} end do;
Notation 2.
1. For an unmarked edge e˜= (u, v), we say e˜ receives the contribution of e¯, if: in line 1, we have e˜= e′ := min Se ∩U
and e¯ = e; or in line 2, we have e˜ = p(e′) := min Se′ ∩ U and e¯ = e′.
2. At line 1 and line 2, the min here means that among Se ∩U (or among Se′ ∩U ), e′ (or p(e′)) has received minimum
contributions so far.
Informally the above strategy is rephrased as following: Suppose that Bob has just marked an edge e. In Step 1Alice
selects an edge e′, we say this action as e makes the contribution to e′, or e′ receives the contribution of e. This concept
about contribution will be used similarly in Step 2. When she distributes the contributions of e to Se, she will try to
make the distributions among Se as uniformly as possible. So she prefers to pick e′ such that e′ received minimum
contributions in Se ∩ U .
In Step 2 (the recursive step),Alice considered anunmarked edge e′. If e′ has notmade contributions to all its unmarked
outneighbors and has notmade a contributions yet, she picksp(e′), s.t.p(e′) receivedminimum contributions in Se′ ∩U .
Then let e′ make the contribution to p(e′). She then sets e′ := p(e′), repeats the recursive step for this new value of e′.
If e′ has made contributions to all its unmarked outneighbors or has made a contributions,Alice selects e′ to be marked.
In Step 3, Alice marks e′.
Lemma 3. As long as there exist unmarked edges, the Limited Harmonious Strategy for L(G) terminates with Alice
marking an edge.
Proof. Let t = |U | +∑e∈E(G)te. Note that each term in the sum is nonnegative. Since U is nonempty, t1. At each
iteration in Step 2 of the algorithm t decreases by 1, so eventually |U | must decrease. This corresponds toAlice marking
an edge. 
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Lemma 4. Suppose Alice follows the Limited Harmonious Strategy. Consider a time when Alice has just marked an
edge e, then
1. The edge e satisﬁes either Se ⊆ M or te = 0.
2. If Alice has completed her turn then every marked edge e satisﬁes either Se ⊆ M or te = 0.
3. For any edge e, before e is marked, e receives no more than a + 1 contributions from N−G(e).
Proof. Consider the time that an edge e is marked. First suppose that e= e′ was marked byAlice. This occurs in line 3
after ﬁnishing the loop started at line 2. This requires that either Se′ ∩U =∅ or te′ = 0. Then we have either Se′ ⊆ M or
te′ = 0. Now suppose that e was marked by Bob. Notice that tea; therefore after at most a iterations of line 1, either
Se ⊆ M or te = 0. This proves 1 and 2.
To prove 3, notice tea, and at each iteration in Step 2 of the algorithm te decreases by 1, so if e receives a + 1
contributions from its inneighbors, e will be marked immediately by line 3. 
Proof of Theorem 1. Suppose that Alice uses the Limited Harmonious Strategy for the marking game on L(G).
Consider any time when an edge e has just been marked by Alice. If Alice has not yet completed her turn, let ex be
the last edge marked by Bob. Otherwise ex is undeﬁned. It sufﬁces to show that any unmarked edge e = (u, v) has at
most  + 2k +  k
a
 − 3 marked neighbors other than ex . This allows for the fact that if ex is deﬁned then it may be
adjacent to e and otherwise it is Bob’s turn and he may be about to mark an edge adjacent to e in L(G). In the former
case we treat ex separately because it may have not yet contributed to all of its unmarked outneighbors or has not made
a contributions to its outneighbors yet.
For any unmarked edge e = (u, v), at most − 1 edges of E(G) are incident with e through the head of e. For the
tail u of e, since ∗(G) = +( G) = k, at most k − 1 edges of E(G) other than e have u as their tail. And by Lemma
4(3), the edges in N+L(G)(u) receive at most k(a + 1) contributions before they are all marked. Since edge e = (u, v) is
unmarked, the number of contributions N+L(G)(u) received is strictly less than k(a + 1).
Now suppose that e¯ = ex is a marked inneighbor of e, then according to Lemma 4(1,2), we know that either
N+L(G)(u) has received contributions from e¯ a times or e¯ has contributed to all its unmarked outneighbors. Since all the
contributions of e¯ to N+L(G)(u) will be distributed among N
+
L(G)(u) in a uniform way by the strategy, the number of
marked inneighbors of e other than ex is at most  k(a+1)a  − 1 = k +  ka  − 1.
It follows that while e is unmarked, e can have at most (− 1)+ (k − 1)+ k + k
a
− 1=+ 2k + k
a
− 3 marked
edges other than ex that are incident with e. This ﬁnished the proof of this theorem. 
Theorem 5. Let G be a graph with maximum degree  and ∗(G) = k. Let a be an integer such that ak. Then
(a, 1)-gcol(L(G))+ 2k.
Proof. This can be proven analogously to the proof of Theorem 1. 
Corollary 6. Let G be a graph with maximum degree , ∗(G) = k. Then gcol(L(G)) + 3k − 1.
Proof. Let a = 1; then this follows immediately from Theorem 1. 
It is well known that any planar graph has an orientation with outdegree at most three; every outerplanar graph has
an orientation with outdegree at most 2 (See [2], for example). We will use these to get a series of corollaries.
Corollary 7. If G is a planar graph with maximum degree  and a3, then (a, 1)-gcol(L(G))+ 6.
Proof. Applying Theorem 5 with k = 3. 
Corollary 8. If G is a planar graph with maximum degree , then (2, 1)-gcol(L(G))+ 7.
Proof. Applying Theorem 1 with k = 3 and a = 2, then we have (2, 1)-gcol(L(G)) is at most  + 2k +  k
a
 − 1 =
+ 2 ∗ 3 +  32 − 1 = + 7. 
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Corollary 9. If G is a planar graph with maximum degree , then gcol(L(G))+ 8.
Proof. Applying Corollary 6 with k = 3. 
Corollary 10. If G is an outerplanar graph with maximum degree  and a2, then (a, 1)-gcol(L(G))+ 4.
Proof. Applying Theorem 5 with k = 2. 
Corollary 11. If G is an outerplanar graph with maximum degree , then gcol(L(G))+ 5.
Proof. Applying Corollary 6 with k = 2. 
Corollary 12. If G is a graph with arboricity i and maximum degree , then gcol(L(G)) + 3i − 1.
Proof. Notice a graph with arboricity i has an orientation with outdegree at most i. So we are done by
Corollary 6. 
Corollary 13. If ∗(G) = 1 then gcol(L(G))+ 2.
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