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Analysis
Stefan Van Aelst and Gert Willems
Abstract We consider robust linear discriminant rules that are obtained by replacing
the empirical means and covariance in the classical discriminant rules by robust S
or MM-estimates of location and scatter. We consider the problem of selecting the
variables that are relevant for separating the groups. We propose to use a fast and
robust bootstrap method to test which variables contribute significantly to the dis-
crimination of the classes. Using the fast and robust bootstrap is necessary because
classical bootstrap methods may be unstable as well as extremely time-consuming
when robust estimates are involved. The fast and robust bootstrap test can be used
as an inclusion/exclusion criterion in step-by-step algorithm that aim to select the
set of predictors that yields the best discriminatory power.
Key words: bootstrap, classification and pattern recognition, robustness, variable
selection
1 Introduction
Linear discriminant rules are widely used to optimally separate multivariate ob-
servations in two or more populations. For simplicity, in this paper, we consider
situations with two p-dimensional populations, Π1 and Π2 with corresponding pop-
ulation means µ1 and µ2. Moreover, we assume that the two populations have a
common covariance matrix Σ and have equal prior probabilities. The linear Bayes
rule then classifies an observation x∈Rp into population Π1 if dL1 (x) > dL2 (x), where
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dLj (x) = µ tjΣ−1x−
1
2
µ tjΣ−1µ j; j = 1,2, (1)
and into population Π2 otherwise. The direction a that best separates the two pop-
ulations is then given by (µ1−µ2)Σ−1. The corresponding projection atx is called
the canonical variate or discriminant coordinate.
Since µ1,µ2 and Σ are unknown, they need to be estimated from an available
training sample of the form Zn={x11, . . . ,x1n1 , x21, . . . ,x2n2}⊂Rp with n1 the num-
ber of samples from population 1, n2 the number of samples from population 2 and
n = n1 + n2, the total sample size. Fisher’s classical linear discriminant analysis is
based on the empirical means and covariances of the training data Zn. Robust linear
discriminant analysis methods can be obtained by using robust estimates of the two
centers and common scatter matrix (see e.g. Croux et al. (2008) and Bianco et al.
(2008) and references therein).
Many robust estimators of multivariate location and scatter have been proposed
in the literature, see e.g. Hubert et al. (2008) for a recent overview. In this paper
we use the classes of S-estimators and MM-estimators (Tatsuoka and Tyler 2000)
to robustly estimate the centers of the populations and their common scatter matrix.
Inference for these estimators can be derived from their asymptotic distribution.
However, this asymptotic distribution is mainly known for elliptical model distribu-
tions, an assumption which is not appropriate in those cases where robust estima-
tion is most recommended, i.e. for data with outliers. The bootstrap is a computer-
intensive alternative that can be more reliable for smaller sample sizes and for larger
deviations from the central model. Moreover, because the bootstrap estimates the
sampling distribution of the estimators, it has applications beyond the standard in-
ference procedures of calculating standard errors, confidence intervals or p-values
for hypothesis tests. For example, bootstrap can also be used to investigate the sta-
bility of a discriminant analysis.
Applying the standard bootstrap on robust estimators poses both a computational
issue and a robustness issue. Calculating robust estimates is complex and requires
a high computation time, which makes it infeasible to obtain a large number of re-
calculated robust estimates in a reasonable amount of time. Because bootstrap sam-
ples are drawn with replacement, the amount of outliers varies between bootstrap
samples and can exceed the breakdown point of the estimator in some samples.
For multivariate S and MM-estimators, both issues can be solved at once by the
fast and robust bootstrap (FRB), introduced by Salibian-Barrera and Zamar (2002)
in the context of robust regression based on MM-estimators. See e.g. Van Aelst
and Willems (2005), Salibian-Barrera et al. (2006, 2008), Salibian-Barrera and Van
Aelst (2008) and Roelant et al. (2009) for recent application of the FRB. Here, we
use the FRB to obtain many recalculations of the robust S or MM-estimates of the
locations and common scatter matrix in a linear discriminant analysis. These FRB
estimates can then be used for inference purposes. Moreover, we also use the FRB to
investigate which variables contribute significantly to the discriminant analysis and
to select the most relevant variables. In this way we can investigate which variables
carry the most discriminatory power.
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The rest of this paper is organized as follows. In Section 2 we review multivari-
ate S and MM-estimators. Section 3 explains the fast and robust bootstrap in this
setting. In Section 4 we explain some useful applications of the FRB for discrim-
inant analysis and illustrate the method on some real data examples and Section 5
concludes.
2 Multivariate S and MM-estimators
In the multivariate one-sample setting S-estimators are defined as follows. Given
a sample {x1, . . . ,xn} ⊂ Rp and a function ρ0 : [0,∞[→ [0,∞[ which is bounded,
increasing and sufficiently smooth, the S-estimates of location and scatter (µ˜n, Σ˜n)
minimize |C| subject to
1
n
n
∑
i=1
ρ0
(
[(xi−T )tC−1(xi−T )] 12
)
= b (2)
among all T ∈Rp and C ∈ PDS(p). Here, PDS(p) denotes the set of positive definite
symmetric p× p matrices and |C| denotes the determinant of the square matrix C. In
this paper, the loss function ρ0 is taken from the common class of Tukey biweight
functions, given by ρc(t) = min(t2/2− t4/(2c2)+ t6/(6c4),c2/6). The constant b
is usually chosen to ensure consistency of the S-estimator at the normal model.
The constant c in the Tukey biweight loss function ρc can be tuned to achieve a
desired degree of robustness, but at the same time affects the efficiency of the S-
estimators. Therefore, highly robust S-estimators can have quite low efficiency at
normal distributions (see e.g. Salibian-Barrera et al. 2006).
Multivariate (one-sample) MM-estimators of location and shape have been in-
troduced by Tatsuoka and Tyler (2000) to obtain highly robust and highly efficient
estimators. Let Σ˜n be the S-estimate of scatter and denote σˆn := |Σ˜n|1/(2p) the corre-
sponding S-estimate of multivariate scale. Let ρ1 be a loss function from the same
class as ρ0. Then, the multivariate MM-estimates of location and shape (µ̂n,Γ̂n)
minimize
1
n
n
∑
i=1
ρ1
(
[(xi−T )tG−1(xi−T )] 12 /σˆn
)
among all (T,G)∈Rp×PDS(p) for which |G|=1. The corresponding MM-estimator
for the scatter matrix is given byΣ̂n = σˆ2n Γ̂n.
MM-estimates inherit the robustness of the initial S-estimate of multivariate scale
as determined by the loss function ρ0, while the loss function ρ1 can be tuned to
obtain a high efficiency, e.g. 95%, at the normal model.
In robust linear discriminant we need a robust estimate of the common covariance
matrix Σ . Based on the robust scatter estimates Σ̂1n1 and Σ̂2n2 for the two groups we
can calculate the pooled scatter estimate Σ̂n as
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Σ̂n =
n1Σ̂1n1 +n2Σ̂2n2
n1 +n2
.
See e.g. Croux et al. (2008), and Bianco et al. (2008) among others.
Alternatively, following He and Fung (2000) the definition of the S and MM-
estimators can be adjusted. Simultaneous S-estimates of the two locations and the
common scatter matrix can be defined as the solution µ̂1n, µ̂2n and Σ̂n that minimizes
|C| subject to
1
n1 +n2
2
∑
j=1
n j
∑
i=1
ρ
(
[(x ji−Tj)tC−1(x ji−Tj)] 12
)
= b (3)
among all T1,T2 ∈ Rp and C ∈ PDS(p). Similarly, simultaneous MM-estimates for
the two locations and common shape/scatter can be defined.
3 Fast and robust bootstrap
The fast and robust bootstrap procedure assumes that the robust estimates can be
written as a solution of a set of sufficiently smooth fixed point equations. Both S and
MM-estimates can be written as the solution of a set of smooth fixed point equations
as follows. Let ˆθ n be a vector that collects all parameter estimates of interest. In our
case, for S-estimates ˆθ n contains the two location estimates and the common scatter
estimate in vectorized form. In case of MM-estimates, the vector ˆθ n additionally
contains the MM location and (vectorized) shape estimates. Then, the estimates can
be written as the solution of
ˆθ n = gn( ˆθ n) (4)
where the function gn : Rd → Rd depends on the sample Zn. Given a bootstrap
sample Z ∗n , which means a sample of size n1 +n2 drawn with replacement from Zn,
the recalculated estimate ˆθ ∗n is the solution of the corresponding fixed point equation
ˆθ ∗n = g∗n( ˆθ
∗
n), where the function g∗n now depends on Z ∗n . Instead of calculating ˆθ
∗
n,
we consider the simple and fast approximation ˆθ 1∗n := g∗n( ˆθ n). Note that ˆθ
1∗
n is only
a one-step approximation for ˆθ ∗n starting from the initial value ˆθ n, obtained for the
original sample.
However, since we are keeping the estimates ˆθ n fixed when calculating the ap-
proximations ˆθ 1∗n , these approximations will underestimate the variability of the
estimator. To remedy this, a linear correction can be applied as follows. Consider a
Taylor expansion about ˆθ n’s limiting value θ ,
ˆθ n = gn(θ)+∇gn(θ)( ˆθ n−θ)+Rn,
where Rn is the remainder term and ∇gn(.) ∈ Rm×m is the matrix of partial deriva-
tives. Assuming that the remainder term is negligible, this can be rewritten as
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√
n( ˆθ n−θ) .∼ [I−∇gn(θ)]−1
√
n(gn(θ)−θ) ,
where .∼ denotes that both sides have the same limiting distribution. Under weak
regularity conditions we will have that
√
n( ˆθ ∗n− ˆθ n) .∼
√
n( ˆθ n−θ) and
√
n(g∗n(θ)−
θ) .∼ √n(gn( ˆθ n)− ˆθ n) (see e.g. Salibian-Barrera et al. (2008)). If we furthermore
approximate [I−∇gn(θ)]−1 by [I−∇gn( ˆθ n)]−1 we obtain
√
n( ˆθ ∗n− ˆθ n) .∼ [I−∇gn( ˆθ n)]−1
√
n(g∗n( ˆθ n)− ˆθ n).
We now define the fast and robust bootstrap estimates as
ˆθ R∗n := ˆθ n +[I−∇gn( ˆθ n)]−1( ˆθ
1∗
n − ˆθ n).
It can be shown that the distribution of these fast and robust bootstrap estimates ˆθ R∗n
is consistent in the sense that it estimates the same limiting distribution as the sam-
pling distribution of ˆθ ∗n does (see Salibian-Barrera et al. (2006), Theorem 2). More-
over, the FRB estimates ˆθ R∗n are easy to calculate for every bootstrap sample and
they inherit the robustness of the solution ˆθ n for the original sample. Indeed, if an
observation is downweighted in the original sample, then this observation receives
the same low weight when calculating the FRB estimate of a bootstrap sample, no
matter how many outliers occur in the bootstrap sample.
It has been shown by Salibian-Barrera et al. (2006) that the FRB commutes with
smooth functions. In our setting this implies for instance that the sampling distri-
bution of the coefficients a = (µ1 − µ2)Σ−1 of the canonical variate is estimated
consistently by the distribution of aR∗ = (µR∗1 − µR∗2 )
(
Σ R∗
)−1
. Based on the FRB
distribution of these coefficients we can for example examine which variables con-
tribute significantly to the discrimination of the two groups.
4 Applications in discriminant analysis
Based on the FRB distribution of the coefficients of the canonical variate, we can
construct confidence intervals for each of the coefficients in the canonical variate
or we can perform a hypothesis test to check whether a variable contributes sig-
nificantly to the discrimination of the groups. This FRB test for significance of the
canonical variate coefficients, can be used in variable selection procedures for robust
discriminant analysis. To illustrate this, we consider the Biting Flies data taken from
Johnson and Wichern (2002). The data set consists of two groups of 35 flies (Lepto-
conops torrens and Leptoconops carteri) and we consider the measurements wing
length, wing width, third palp length, third palp width, and
fourth palp length. The variable wing width contains a clear outlier in
the second group as can be seen in Figure 1. Hence, a robust discriminant analysis
is advisable to reduce the possible effect of outliers.
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Fig. 1 Boxplot of wing width
for both groups of biting flies.
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Figure 2 shows the FRB distribution of each of the robust estimates of the canoni-
cal variate coefficients based on simultaneous two-sample MM-estimates of the two
locations and common scatter. The solid vertical line in these histograms is drawn at
the null hypothesis that the coefficient equals zero while the dashed vertical lines in-
dicate the 95% confidence interval based on the FRB distribution. This plot already
suggests that variables 3 and 5 contain the most discriminatory power, but the other
variables are less relevant. If we now use backward elimination where we each time
remove the least significant variable if its p-value, as estimated by FRB, is smaller
than 5%, we get the series of models shown in Table 1. From this table, we see that
the final model (last line) indeed only contains variables 3 and 5.
Table 1 Estimated p-values for testing, based on FRB, whether each canonical variate coefficient
equals zero. In each step the least significant variable is removed if its p-value exceeds 0.05.
Variable
Model 1 2 3 4 5
1 0.490 0.817 0.006 0.296 0.002
2 0.306 - 0.016 0.216 0.000
3 - - 0.016 0.096 0.000
4 - - 0.006 - 0.000
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Fig. 2 FRB distribution of each of the robust estimates of the standardized coefficients of the
canonical variate in the Biting Flies data.
5 Conclusion
We considered robust discriminant analysis based on robust estimates of the group
centers and joint scatter matrix. We used the robust S and MM-estimates of multi-
variate location and scatter. The common scatter estimate can then be obtained by
pooling the individual group robust scatter estimates, or alternatively simultaneous
robust estimators for the locations and joint scatter estimator can be defined directly.
In both cases the fast and robust bootstrap method can be used to obtain inference
for the robustly estimated canonical variate. More particularly, we illustrated that
the FRB can be used to construct confidence intervals for the contribution of each
variable to the canonical variate and to test whether variables contribute significantly
to a robust two-group discriminant analysis. A more detailed treatment and inves-
tigation can be found in Van Aelst and Willems (2010). Moreover, we illustrated
that this FRB based test can be used in variable selection procedures for robust dis-
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criminant analysis. We considered the two-group discriminant analysis problem in
this paper, but the method can straightforwardly be extended to discrimination prob-
lems with more than two groups, by using a robust version of Wilks Lambda as in
Todorov (2007).
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