Preliminary results
In this section we introduce some fractional operators, along with a set of properties that will be of use as we proceed in our discussion (see, for example, [1] [2] [3] [4] ).
Definition 1 (Riemann-Liouville Fractional Operator).
Let α > 0, with n − 1 < α < n and n ∈ N, [a, b] ⊂ R and let f be a suitable real function (for example, it suffices if f ∈ L 1 (a, b)). The following definitions are well known, if x > a:
and if x < b:
where D is the usual differential operator. 
Definition 2 (Generalized Riemann-Liouville Operators
where we are using the well-known notation δ = xD.
Therefore, the following relations hold:
The following two Properties are well known: 
Next, we introduce certain essential properties to proving the key result obtained in this paper.
Property 3.
Let f be a differentiable real function of order 1 in a certain interval I ⊂ R, γ ∈ R, and m ∈ N. Then:
Property 4. Let f be a differentiable real function of order 2 in a certain interval I ⊂ R. Then: 
Property 7.
Under the same hypothesis as in the above property, the following relations hold:
and
where I α m is the fractional Riemann-Liouville operator in (9) .
In particular, for f (0) = 0 it holds that 
The proofs of Properties 3-6, can be find in the preprint [5] . Now, we introduce a new operator that we use in the following theorem:
then:
Next, we present a commutative property applicable to differential operators. This rule will serve as a tool for reducing differential equations with variable coefficients to other more basic equations: 
Proof. Use Lemma 1 -formula (28) -and Properties 3, 4, 6 and 7.
This theorem can be find in the preprint [5] .
Reduction of differential equations by means of fractional tool
In this section we apply the previous results to explicitly obtain the solutions to a group of equations. We shall also show that in many cases one of the solutions extends the well-known integral representation of some special functions (see, for example, Abramowitz and Stegun [6] ). Remark 1. When using the fractional operators it is necessary to consider that one derivative from negative order corresponds to an integral of positive order and vice versa.
Remark 2.
The numerical results that we will show were obtained by means of the function 'quadl' of MATLAB, which allows the numerical approximation of integrals using Gauss-Legendre polynomials.
Generalized hypergeometric equation
Let us consider the Generalized Hypergeometric Equation in terms of the δ operator:
where p and q are natural numbers.
In first place, let us study the special case
whose first solution is the well-known hypergeometric function 0 F 1 (c, x). This equation can be written in terms of the L α operator given in (27), with α = 1 − c, introducing some changes of variables. One of them is to substitute x
2 z for y in (32):
Now, apply other change of variable, by putting x = t 2 4 , and define δ t = tD t = t d dt , obtaining:
So, making the substitution
since
. Therefore, we can obtain a solution to the original equation at every point x = x 0 (unless x 0 = 0, in which case we can obtain a solution in any neighborhood of x 0 = 0), by simply choosing a solution to the basic differential equation:
that is,
and taking
we obtain
We shall choose the solution u 1 (t) = sinh(t), which yields the following solutions for the original equation, valid for any real value of α:
So, for c > 1 2 we obtain the classical representation of the solution:
Therefore,
Aside from a constant, expression (45) represents the classical integral representation of the generalized hypergeometric function:
Finally, for c < 1 2 we obtain a generalization of the hypergeometric function 0 F 1 :
Then, if n = −[c − 1/2] (we use the notation [.] to the integer part of the argument):
In particular, if n = 1, that is − 1 2
In order to illustrate the exactitude of this integral representation, we use the approach of Gauss-Legendre to calculate the function 0 F 1 and to compare it with the exact value. We show these data in the following Lastly, let us point out that various procedures exist for obtaining a linearly independent second solution y 2 (x) from y 1 (x) for the generalized hypergeometric equation (32). The most natural method is to reduce the original equation to a first order linear equation, for which we already know a solution, and then to solve that equation directly. Also, we could extend the used method for obtaining y 1 (x):
Additionally, keeping in mind the Property 8 (relation (26)), it directly holds that every solution to
is also a solution to the generalized hypergeometric equation (36), except for t = 0.
Finding a particular solution to Eq. (51) we obtain:
therefore, a second linearly independent solution to the Bessel equation is:
Returning to the general case
We can use fractional operators to introduce changes of variables and reduce the original equation:
and thus we reduce q orders the original equation. By example, let us consider the Generalized Hypergeometric Equation of order 3:
Then, applying the correspondent change of variable
we can obtain a solution solving this equation of order 1:
• If p < q we take
and thus we reduce p orders the original equation.
By
we obtain a solution solving this equation of order 2:
Finally, using the obtained first solution, we can reduce the original equation and then we can obtain a linearly independent second solution.
Gauss hypergeometric equation
Using the fractional framework, we solve the Gauss Hypergeometric equation (55):
where a, b y c are real constants.
In first place, considering x = 0 (x = 0 is a singular point of the equation), we regroup this equation and we use the Property 5 to obtain:
Remark. Although x = 1 is also other singular point, we get to avoid this singularity with the new change of variable that implies a fractional operator. = I −b+c−1 ) and we apply the Properties 3, 6 and 7:
If we suppose z(0) = 0, then:
Considering u = δz and applying the Property 8 (relation (26)), a solution of this equation is:
Finally, making other change of variable, u = x b v, and using the Property 3, we can reduce the original equation:
Solving this basic differential equation,
where c 0 is a real constant, we obtain a solution of the Gauss Hypergeometric Equation:
, this solution represents the Gauss Hypergeometric Function y = 2 F 1 (a, b, c, x) .
Now, using this solution, we can reduce the original equation and then we can obtain a linearly independent second solution.
In order to illustrate the exactitude of the obtained integral representation, we use the approach of Gauss-Legendre to calculate the function 2 F 1 and to compare it with the exact value. We show these data in the following 
Confluent hypergeometric equation
Let us consider the Confluent Hypergeometric equation (69) xy
where a and b are real constants.
Reorganizing and using the Property 4, for x = 0, we can rewrite this equation: 
Thus, we only have to solve this equation and we will obtain a more simple equation. Thus, a solution of this equation is:
Now, solving this equation, we have a solution of the Confluent Hypergeometric Equation:
for 0 ≤ n − 1 < a − b < n with n ∈ N, and
for a − b < 0, with c 0 a real constant.
Furthermore, if we consider c 0 =
, then this solution represents a Confluent Hypergeometric Function:
Now, using this solution, we can reduce the original equation and then we can obtain a linearly independent second solution. In order to illustrate the exactitude of the obtained integral representation, we use the approach of Gauss-Legendre to calculate the function 1 F 1 and to compare it with the exact value. We show these data in the following 
Laguerre equation
The Laguerre equation (79) xy
where α, λ ∈ R, is a particular case of the Confluent Hypergeometric Equation
where b = α + 1 and a = −λ.
Then, we can apply the same techniques that we use to solve the Confluent Hypergeometric Equation and thus we can reduce and solve the Laguerre Equation:
for 0 ≤ n − 1 < −λ − α − 1 < n, and
for −λ − α − 1 < 0, where c 0 is a real constant. Furthermore, for c 0 =
, this solution represents a Confluent Hypergeometric Function:
Again, using this solution, we can reduce the original equation and then we can obtain a linearly independent second solution.
Hermite equation
Let us consider the Hermite equation (86):
with λ ∈ R, that can be written in the form:
If we make the change of variable t = x 2 and we define δ t = tD t = t d dt then we obtain this equation:
that is other particular case of the Confluent Hypergeometric Equation in terms of δ:
where b = 
< n, and
(94)
< 0, where c 0 is a real constant.
Furthermore, for c 0 =
Once again, using this solution, we can reduce the original equation and then we can obtain a linearly independent second solution.
Legendre equation
Let us consider the Legendre equation (97)
with n ∈ R, and let we write it in terms of δ operator:
Remark. x = 1 and x = −1 are singular points of this equation, but we get to avoid these singularities introducing a change of variable. Now, introducing the change of variable t = x 2 and defining δ t = tD t = t d dt
, we obtain a new equation:
that is a particular case of the Gauss Hypergeometric Equation in terms of δ
where a = − Then, applying the method that we used to solve the Gauss Hypergeometric Equation, we obtain a solution of the Legendre equation:
Furthermore, considering c 0 =
, this solution represents the Gauss Hypergeometric Function
Similarly, using this solution, we can reduce the original equation and then we can obtain a linearly independent second solution.
Airy equation
The Airy equation (110)
can be written in terms of the δ operator, considering x = 0 and using the Property 4:
To solve this equation, we will introduce successive changes of variable. The first of them is t = x 3 :
Now, we make the change y = D
Reduction of differential equations of order 2 with polynomial coefficients
In general, using fractional operators, we can reduce differential equations of order 2 with polynomial coefficients, this is: 
Now, using the obtained first solution, we can reduce the original equation and then we can obtain a linearly independent second solution.
Conclusions
We must point out that some authors have studied the generalizations of the classical special functions in the framework of the fractional calculus, and they have applied techniques of transmutation, such as those used in this paper to solve the hypergeometric equation related with the function 0 F 1 , to find the solution of certain fractional differential equations involving generalized Bessel differential operators. See, for instance, [4, [7] [8] [9] .
