Abstract -For an odd prime number p, let L ∞ be the Z p -anticyclotomic extension of an imaginary quadratic field L. We focus on the non-normal subextension K ∞ of L ∞ fixed by a subgroup of order 2 in Gal(L ∞ /Q). After providing a general result for dihedral extensions, we study the growth of the p-part of the class group of the subfields of K ∞ /Q, providing a formula of Iwasawa type. Furthermore, we describe the structure of the projective limit of these class groups.
Introduction
The aim of the present paper is to study the growth of class numbers along a tower of extensions which is not Galois over the ground field. More precisely, let p be an odd prime, let L be a CM field and let L ∞ /L be a Z p -extension such that L ∞ /L + is pro-p-dihedral (meaning that Gal(L ∞ /F + ) is a projective limit of dihedral groups of order 2p n , n 1). We set K = L + . Hence the situation is as follows:
L ∞ 2 P P P P P P P P P P P P P K ∞ = n∈N K n L n 2 P P P P P P P P P P P P P P P p n K n p n L = L 0 2 P P P P P P P P P P P P L + = K Such an extension always exists and, under Leopoldt conjecture for L with respect to the prime p, there are precisely n/2 of them if n = [L : Q]. Note that Gal(L ∞ /K) is the semidirect product of Gal(L ∞ /L) ⋊ ∆ where ∆ = Gal(L/K). For every m 1, denote by K m the subfield of L ∞ which is fixed by Gal(L ∞ /L m ) ⋊ ∆. Note that Gal(L m /K) is a dihedral group (isomorphic to D p m ).
Setting K ∞ = ∪K m , the extension K ∞ /K shares some similarities with Z p -extensions, still behaving in a different way. In particular it can be seen as a particular case of what may be called a fake Z p -extension. Here is the definition that we propose Definition. Let p be a prime number, let K be a number field and let K ∞ /K be a non Galois extension. Suppose that there exists a Galois extension L/K disjoint from K ∞ /K such that LK ∞ is a Galois closure of K ∞ /K. If LK ∞ /L is a Z p -extension, then K ∞ /K is called a fake Z p -extension.
Our strategy to study the growth is to use a class number formula at finite levels and then to pass to the limit. This formula is not new (see for example [HK] , [Ja1] , [Le] ...): anyway, we shall give a proof of it which seems to be different from others that can be found in the literature. For a number field M , let h M denote its class number, R M its regulator and E M the group of units of M modulo torsion. In Section 2 we prove by analytic means (essentially Brauer formula for Artin L-functions) the following result:
Theorem. Let q be an odd natural number and let F/K be a Galois extension whose Galois group is isomorphic to the dihedral group with 2q elements D q . Let L (resp. k) be the field fixed by the cyclic subgroup of order q (resp. by one of the subgroups of order 2) of Gal(F/K). Then
In order to pass to the limit we need to give an algebraic interpretation to the ratio of regulators which appears in the theorem. This is done in Section 3, essentially by an elementary but rather technical linear algebra computation. The result is as follows:
Proposition. With notations as above, let k ′ = ρ(k) where ρ is a generator of the cyclic subgroup of order q in Gal(F/K). Then the following equality holds:
where n = [K : Q].
Putting togheter the preceding theorem and the last proposition, we get a formula in Theorem 3.4 relating the class numbers of L, F , K and k involving only algebraic objects.
In Section 4, we take K = Q. L is therefore an imaginary quadratic field and there is only one Z p -extension of L which is pro-p-dihedral over K, the so-called anticyclotomic Z p -extension of L, which we denote by L ∞ . The main result of the section is then (notation as in the diagram at the beginning)
Theorem. Let p εm be the order of the p-Sylow class group of K m . Then there exist integers µ K , λ K , ν K such that
The main ingredients of the proof are the p-part of the formula proved in Section 2 and Section 3, Iwasawa's formula for L ∞ /L and the interpretation of a quotient of units as a cohomology group (see Proposition 4.4). The more "Iwasawa Theory" approach of passing to the limit on this quotient and then descending fails here as the characteristic power series involved is T , as discusses after Proposition 4.4. We also give an intepretation of the invariants µ K and λ K in terms of the invariants µ L and λ L relative to L ∞ /L (in fact we also get a proof of the parity of λ K ). In particular we find µ L = µ K and λ K = λ L + λ P where λ P is the Iwasawa λ-invariant relative to the Λ-module (Λ = Z p [[T ] ]) which is the projective limit of the cyclic subgroups of Cl Lm generated by the classes of the products of all prime ideals of L m which lie over p. It is worth mentioning that R. Gillard proved in [Gi] that λ L ≡ µ L (mod 2) and µ L 1 , the latter inequality becoming an equality if and only if p splits in L.
Section 5 is devoted to the study of the exact sequence
Here we denote by A M the p-Sylow of the class group of any number field M . If M ∞ /M is a Z p -extension or a fake Z p -extension, let X M∞/M (or X M if the (fake) Z p -extension is clear) be the projective limit of A Mn with respect to the norm map. Moreover 
Then the main result of Section 5 is 
The tecniques involved in the proof give also an algebraic proof (only for odd parts) of the formula proved in Section 2 and Section 3.
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2 Class numbers formula for dihedral extensions.
Let q be an odd natural number. Let K be a number field and let F/K be a Galois extension whose Galois group is isomorphic to the dihedral group D q (we shall identify from now on Gal(F/K) with D q ). Recall that D q is the group generated by ρ and σ with relations
In particular D q contains the cyclic group C q of order q generated by ρ. Let L be the subextension of F/K fixed by C q . Similarly, let k be the subextension of F/K fixed by the subgroup generated by σ. Let M be a subextension of F/K: for a complex representation of Gal(F/M ) with character χ, we consider the attached Artin L-function that we denote by L(s, χ, F/M ) where s ∈ C has real part bigger than 1. We denote by
where ζ M is the Dedekind zeta function of M . We use here the notation ζ * M (s) for the special value of ζ M at s ∈ C {1}: by definition, ζ * M (s) is the first nontrivial coefficient in the Taylor expansion of ζ M around s. By Dirichlet's theorem, we have
where w M is the number of roots of unity contained in M (this formula comes from the formula for the residue at 1 of ζ M and the functional equation, see [Na] , chapter 7). This notation will be used throughout of the paper.
We briefly recall how the irreducible characters of D q are defined (for everything concerning representation theory in the following see [Se1] , I, §5.3). There are two representations of degree 1, namely
Observe that χ k 0 = χ 0 . Furthermore there are q − 1 representations of degree 2, namely ψ 1 , . . . , ψ (q−1) which are defined by
for every 1 h q − 1, where ζ q is a primitive q-th root of unity.
Proposition 2.1. Let r = (q − 1)/2. Then the representations
Proof. See [Se1] , I, §5.3.
In the following we shall denote by χ (h) the character of ψ h . Furthermore, if H is a subgroup of D q and χ is a character of H whose corresponding representations is ψ, we denote by Ind Dq H χ the character of the representation of D q induced by ψ. Then we have
where R is any system of representatives for D q /H. The next lemma describes the characters of some induced representations in terms of the irreducible characters.
Lemma 2.2. The following holds
Proof. Equality in (5) follows from the fact that both terms equal the character of the regular representation of D q . In order to prove (6) we use (4) with H = σ : choose R = C q . Then clearly
and Ind
for every 0 a q − 1 (since ρ −c ρ a σρ c ∈ σ if and only if a ≡ 2c (mod q) and the latter has only one solution). On the other hand, the right-hand side of (6) verifies
and, if 0 < a q − 1,
Furthermore, if 0 a q − 1,
which completes the proof of (6); (7) can be proven similarly.
From now on, we let µ(M ) denote the group of roots on unity of a number field M . Lemma 2.3. The following holds
Proof. Let ζ ∈ µ(F ) \ µ(K) be a root of unity of F which does not lie in K, and set M = K(ζ). Then M/K is a nontrivial abelian extension of K contained in F . In particular Gal(F/M ) contains the commutator subgroup of D q which is equal to C q . Therefore, M/K being nontrivial, Gal(F/M ) = C q and M = L. This shows at once that µ(L) = µ(F ) and
Theorem 2.4. The following equality holds
In the following we use various known properties of Artin L-functions: for their proofs see [He] , §3. First of all note that, for every s ∈ C such that Re s > 1,
by Lemma 2.2. Now we consider ζ k : we have
by Lemma 2.2. Lastly, we consider ζ L : we have
for s ∈ C with Re s > 1 because
We deduce that (8) holds for every s ∈ C {1}. In particular the left and the right terms have the same special value at 0. We then deduce from (3) that
and the formula in our statement then comes from Lemma 2.3.
Algebraic interpretation of regulators
We shall now prove an algebraic interpretation of the term (R 2 k R L )/(R 2 K R F ) appearing in Theorem 2.4. An algebraic proof of the formula resulting from (9) can also be found in [HK] , [Ja1] , [Le] (see also the last section). The notation is the same as in Section 2, but we fix the following convention for the rest of this section:
K is totally real of degree n over Q while F is totally imaginary (thus of degree 2qn). Therefore L is a CM-field and L + = K.
As usual, r 1 (M ) and r 2 (M ) denote the number of real and imaginary places, respectively, of a number field M , and we recall the notation r = (q − 1)/2 introduced in Proposition 2.1: we have Lemma 3.1. With the above convention, r 1 (k) = n and r 2 (k) = n(q − 1)/2 = nr.
Proof. Since F is totally imaginary every infinite prime ϑ ′ i : F ֒→ C of F has a decomposition subgroup of order 2 inside D q . On the other hand, the number of real embeddings of k coincides with the number of infinite primes of k that ramify in F/k, therefore such that
Inside F there are exactly q fields of index 2, and they are all isomorphic to k: therefore the number of infinite primes of F such that I(ϑ ′ i ) = Gal(F/k) must coincide with the number of infinite primes such that I(ϑ ′ j ) = Gal(F/k ′ ) for every k ′ conjugate to k. Since there are exactly nq infinite primes in F , Dirichlet's Box Principle tells us that exactly n decomposition subgroups coincide with Gal(F/k), as stated.
Let now 1 = ρ ∈ D q be an automorphism of F fixing K of order q and set k ′ = ρ(k). Since σ and ρ generate D q and k is fixed by σ, if ρ(k) = k then k would be a normal extension of K:
(both groups are subgroups of E F ).
Proof. Clearly it is enough to prove the first assertion, since we have an exact sequence
K is immediate once we know that k∩k ′ = K; and this is clear, for Gal(F/k ∩ k ′ ) contains both σ and ρσ, and thus both σ and ρ.
As in the proof of Lemma 3.2, the units of k have Z-rank equal to n(r + 1) − 1, while those of K and of L have Z-rank equal to n − 1; finally, then, rk Z (O × F ) = nq − 1. By the elementary divisors theorem and Lemma 2.3, we can choose subsets {η j } n(r+1) j=1
Moreover we also have
This can be seen as follows: first of all we show that
Suppose that we have
F is an a j -th root of unity (this follows from ρ(η
j . This equation can actually be seen in O × F and gives ζ = ξ and c j = 0 for any n + 1 j n(r + 1) and d j = 0 for any 1 j n since
But then we also have b j = 0 for any 1 j n(r + 1). Therefore (11) is proved and we have
Remark. Before we prove the main result of this section we observe that
(which is clear from (10)) and there is an isomorphism
To see this, consider the map
and therefore φ gives an isomorphism as in (13). In particular using (12) and (13), we get
Proposition 3.3. The following equality holds:
Proof. Note that
This follows from the fact that the natural map
Hence we need to prove that
We first prove that
Thanks to Lemma 3.1 we define γ ′ l : k ֒→ R for 0 l n − 1 to be the real embeddings of k and τ ′ i : k ֒→ C for 1 i nr to be the nonequivalent imaginary embeddings 1 of k. Analogously, let ϑ ′ i : F ֒→ C for 0 i nq − 1 be the non-equivalent (imaginary) embeddings of F . We order them so that ϑ ′ lq extends γ ′ l for 0 l n − 1; while ϑ ′ lq+i and ϑ ′ lq+i+r extend τ ′ lr+i for 0 l n − 1 and for 1 i r. Without loss of generality (changing ρ if necessary in another element of order q) we can also assume that ρ(ϑ ′ lq+i ) = ϑ ′ lq+i+1 for 0 i r − 1 and 0 l n − 1. The relation
By definition, setting ϑ i = 2 log |ϑ ′ i |, τ i = 2 log |τ ′ i | and γ l = log |γ ′ l |, the regulators take the form
Before rewriting ϑ i (η j ) in terms of the τ i 's, two remarks are in order. First of all, the lowest part of the matrix defining the first regulator can be rewritten in terms of the ϑ i (η j ) only, thanks to (17). Secondly, in the definition of a regulator in F (resp. in k), only nq − 1 (resp. n(r + 1) − 1) embeddings play a role, since the units lie in the subspace defined by
In the sequel this relations will be used: moreover, unlike (18) that holds for all units in F , there is also the relation
Observe now that our ordering ensures us that for all 1 j n(r + 1) − 1 we have ϑ lq+i (η j ) = τ lr+i (η j ) if 0 l n − 1 and 1 i r; that we have ϑ lq+i+r (η j ) = τ lr+i (η j ) if 0 l n − 1 and 1 i r; and ϑ lq (η j ) = 2γ l (η j ) for 0 l n − 1. Putting all together, (16) has been reduced (use (17), (18), (10) and (14)) to the equation
for the three matrices appearing below in (21), and whose determinants give the regulators we are computing: we should thus introduce some notation in order to define them.
i r and 1 j n − 1; and A[l] 0,j = 2γ l (η j ) for 0 l n − 1 and 1 j n − 1. First of all, using (18), we have
Thanks to (19) we also have
for 1 j n − 1 and 1 i r − 1 (this modification of the last B[l] comes from the fact that the (nq − 1)-st embedding ϑ nq−1 does not show up in the regulator, thanks to (18): the same phenomenon will appear below in D and in D).
for all n j n(r + 1) − 1.
for n j n(r + 1) − 1 and 1 i r − 1.
Finally, we let ρ act on these last two sets of matrices: but we use (17) to write their elements as other embeddings of the same units.
Observe that our indexing of elements in the various submatrices might be confusing: indeed, the row index always starts from 1, as well as the column index for B and for D, D while the column index for A and for C, C starts with 0: this is consistent with our indexing for the embeddings. We agree to denote with M i the i-th column of a matrix M and with M i its i-th row and, finally, we introduce the notation 2 M to denote the matrix such that
Having set all this up, we put
and
To check (20) is a straightforward but pretty cumbersome row-and-columns operation. We give all the details in the case n = 1 in the Appendix (the general case being a similar but much lengthier and heavier computation). Hence (16) holds and in particular (see [Wa] , Lemma 4.15)
Now note that, using Lemma 2.3, we get
is equal to 1 or 2 (see Theorem 4.12 of [Wa] ). Now by (22) we have
which is exactly (15), thanks to Proposition 4.16 of [Wa] . 
Proof. Just apply Theorem 2.4 together with Proposition 3.3.
Remark. Note that, when
This can be seen as follows:
In particular x ∈ tor Z O × k and, since µ(k) = µ(Q), we must have x = 1 or x = −1 (see also [HK] , Satz 5).
Iwasawa type class number formula.
In this section we consider the behaviour of the class number in a tower of dihedral fields. First of all, recall the following classical definition:
Definition 4.1. Let K be a number field and let p be a prime number.
The behaviour of the class number in this tower is controlled by a celebrated theorem of Kenkichi Iwasawa, namely
and let p en be the exact power of p dividing the class number of K n . Then there exist three integers µ, λ and ν such that
We want now to investigate if the same holds in a more general setting, namely dropping the Galois condition. We start with the following Definition 4.2. Let p be a prime number, let K be a number field and let K ∞ /K be a non Galois extension. Suppose that there exists a Galois
Indeed, one can also formulate the definition of fake Z p -extensions in terms of structures of Galois groups. Moreover K ∞ is then the union
of degree p n . Note, moreover, that K n /K is the only subextension of K ∞ /K of degree p n and every subextension of K ∞ /K is one of the K n , a property which is also enjoyed by Z p -extension. It would be interesting to know whether or not this property characterize (fake)-Z p -extensions. We thank Gabriele Dalla Torre for many fruitful discussions on this subject.
As an example of a fake Z p -extension, let L be an imaginary quadratic field and let p be an odd prime: it is known (see, for instance, [Wa] , chapter 13) that the compositum of its Z p -extensions has Galois group isomorphic to Z 2 p . Since Gal(L/Q) acts semisimply on this Galois group, it decomposes Z 2 p accordingly to its characters, giving two independent Z p -extensions, both Galois over Q: the cyclotomic Z p -extension L cyc and the anticyclotomic one L ∞ . The first one is cyclic over Q, the second one is pro-dihedral, namely,
Let D p ∞ be the pro-dihedral group isomorphic to Gal(L ∞ /Q): it admits two topological generators, which we consider fixed from now on, σ and ρ ∞ such that
If L n is the n-th layer of the anticyclotomic extension of
Another example may be the following: let K = Q(ζ p ) where p is a primitive p-th root of unity and let a ∈ K × , a / ∈ µ p . Then K( p ∞ √ a)/K is a fake Z p -extension, as it can easily be seen by taking L = F (ζ p ∞ ): this case would fit in a much more general setting, as the one introduced in [VV] , and we hope to investigate it in a future work.
In the sequel we study the pro-dihedral case over Q, with notations introduced in the above example. The main result of this section is then Theorem 4.7 below. The strategy for the study of the growth of the class number in this setting is given by Theorem 3.4. In the following, we shall always make the following
This is not a real restriction, since in that case the class groups of K n , L n and L have trivial 3-Sylow subgroups and any of the stated result trivially holds. For n 1, we define
֒→ E Ln : therefore |R n | is the p-part of the quotient of units appearing in Theorem 3.4 (note that E L is trivial thanks to assumption [H]). Morever, we can also write
Ln are always of order coprime to p, again by [H] . Note that P n , U n and R n are D p n -modules (see for example [HK] , Lemma 1). We let Γ = Gal(L ∞ /L) and we write 
Moreover,
Finally, the Tate isomophism
so that (as D p n -modules with trivial action)
Proof. The first isomorphism is an immediate application of the HochschildSerre Spectral Sequence (see, for instance, [We] , 6.8). We now consider Tate cohomology: taking ∆-invariants in the tautological sequence
we find (use, as before, that N Gn A is 2-divisible, thus its ∆-cohomology is
Since, as observed, N Gn A has trivial ∆-cohomology and ∆ is a cyclic group,
A and finally (using the first isomorphism in our statement)
as claimed. In degree −1, take ∆-coinvariants of the tautological exact sequence defining the Tate group to get the sequence
where, as before, we have (
is an isomorphism: first of all, the map is well defined, since for every
The same argument shows injectivity, since for every a ∈ A such that N ∆ (N Gn (a)) = 0, we have N D p n (a) = 0, while surjectivity is obvious. Plugging now the isomorphism of (26) in (24) through the identification induced by (25) we find
showing our claim. The fact now that H −1 (G n , A) ∆ = H −1 (G n , A) ∆ comes from splitting any 2-divisible ∆-module M as M = M + ⊕ M − canonically, writing m = (m+δm)/2+(m−δm)/2: here we denote by M + the eigenspace on which ∆ acts trivially and by M − the eigenspace on which it acts as −1.
Finally, we discuss the ∆-antiequivariance of Tate isomorphisms. Recall that the isomorphism is given by the cup product with a fixed generator χ of H 2 (G n , Z):
The action of δ ∈ ∆ on H i (G n , A) is δ * in the notation of [NSW] , I.5 and this action is −1 on H 2 (G n , Z) as can immediately be seen through the isomorphism H 2 (G n , Z) ∼ = Hom(G n , Q/Z) (see [We] , example 6.7.10). Then, by Proposition 1.5.3 of [NSW] , δ * (x ∪ χ) = −(δ * x) ∪ χ which gives the result.
The key tool for studying the growth of the p-part of h Kn along the fake Z p -extension is to interpret the quotient R n as a cohomology group. We have the following 
Proof. Along the proof, set
as in the proof of Proposition 4.3. Moreover, we claim that
this is quite clear by definition of the action of ∆ since
We deduce that
and since
(see for example [Le] , Lemma 3.3) we get (27). Then
Corollary 4.5. R n is a G n -module with trivial action and the injection i n : U n ֒→ U n+1 induces an injective map
Proof. By the first equality in (28), the action of G n on R n is trivial since R n is a quotient of a trivial G n -module. Now the induced map i n : R n → R n+1 corresponds to the restriction on minus parts of
The commutativity of the diagram
is immediate to check and proves our statement.
Remark. For m n 0, let N m,n : L m → L n be the usual "arithmetic" norm. With the same notation we will also indicate the induced maps on E Ln , or on E Kn , as well as on P n and U n . One can check that this induces a well-defined map N m,n : R m → R n , so that we can form the projective limits of the tautological exact sequence
that is exact on the right since lim ← − 1 P n = 0 as all the P n 's are compact modules (see, for instance, [We] , Proposition 3.5.7): in particular, R ∞ ∼ = U ∞ /P ∞ as Λ-modules. In Iwasawa theory, one classically tries to get information at finite levels from the study of some Λ-module, via the so-called co-descent maps: indeed, if Z = lim ← − Z n is a Λ-module one has a co-descent map k n : (Z) Γn → Z n . Since the size of (Z) Γn is well-behaved with respect to n, if one can bound the orders of ker(k n ) and of coker(k n ) indipendently of n, then one can also control the growth of Z n . Unfortunately, we cannot apply this strategy to study the order of R n , since Corollary 4.5 shows, by passing to the limit, that the Λ-module R ∞ has a trivial action of Γ and this is precisely the obstruction for the boundness of ker(k n ) and of coker(k n ).
Before stating our main result, we need a general lemma. In the following, for a number field M , denote by A M the p-Sylow subgroup of the class group of M (isomorphic to the maximal p-quotient of the class group).
Lemma 4.6. Let M ∞ /M be a Z p -extension in which all primes above p are ramified. For every sufficiently large n ( i. e. large enough that all primes above p are totally ramified in M ∞ /M n ) let p 1,n , . . . , p s,n be the primes in M n above p and let P n = s i=1 p i,n be their product. Then there exist two integers λ P , ν P independent of n such that the order of the the projection of the class of P n in A Mn is nλ P + ν P .
Proof. For every n ∈ N, let H n be the cyclic subgroup of A Mn generated by the projection of P n . Clearly, the H n 's form a projective system and we set Y = lim ← − H n . Setting X = lim ← − A Mn , then Y ⊆ X is a Λ-module and X/Y is a noetherian Λ-module (it corresponds to the maximal unramified extension of M ∞ in which the product of all Frobenius automorphisms of primes above p is trivial): let µ, λ, ν be the Iwasawa invariants of X. Then X/Y also admits three Iwasawa invariantsλ,μ,ν: moreover, Y is clearly finitely generated over Z p , soμ = µ. Setting λ P = λ −λ and ν P = ν −ν we establish the Lemma.
Remark.
Observe that the proof itself shows that Y is procyclic, so it is either finite or free of rank 1 over Z p and, accordingly, λ P 1. We will come later on this. Now we go back to our anticyclotomic setting.
Theorem 4.7. Let p εn be the order of the p-Sylow class group of K n . Then there exist integers µ K , λ K , ν K such that
Proof. As it is well-known (see, for instance, [Wa] , Lemma 13.3) only primes above p may ramify in L ∞ /L and at least one of those must eventually ramify, while the fact that L n /Q is Galois for every n shows that, if one is ramified in L n so is the other (if it exists) and with the same ramification index. Let thus n 0 be the smallest integer such that they are totally ramified in L ∞ /L n 0 and assume n max{n 0 ,ñ} whereñ is the smallest integer such that the formula in Iwasawa's theorem (see the beginning of this section) for L ∞ /L applies. Then by Theorem 3.4 applied with k = K n and F = L n we have
where
We thus want to control the growth of r n along the tower. To do this, we apply Proposition 4.4 studying explicitly
To analyze H 1 (D p n , U n ), set B ⋄ := B ⊗ Z Z p for any abelian group B: this is an exact functor so we have the exact sequence
where P r n is the group of principal ideals of L n . Taking D p n -cohomology we get, by Hilbert 90, an isomorphism 3
On the other hand, the exact sequence
defining the class group (so Id n is the group of fractional ideals of L n ) induces an inclusion
This last quotient is fairly explicit: indeed, an ideal I = q a i i is fixed by D p n if and only if every prime appears with the same exponent with all its D p n -conjugates: for a prime l call the product of all this conjugates Orb(l). Then clearly (recall that all modules here are Z p -modules, so primes ramified only in L/Q generate the same module as the rational prime below them)
The fact that these are the only possibilities for ramification follows from the definition of n 0 : moding now out by (Q × ) ⋄ we find
and accordingly
where p hn is the order of the class of P n in A Ln . Applying Lemma 4.6 we find h n = λ P n + ν P and this, together with (32), shows that
We now achieve the proof of the theorem plugging this information in (31) in order to find the existence of suitable invariants λ r and ν r such that r n = λ r n + ν r , so that equation (30) becomes our statement.
Remark. Following explicitly the proof, one finds that λ r = 1 − λ P , which is at most 1 by the above remark, and ν r = −n 0 − ν P . Accordingly,
the Grothendieck spectral sequence for the functors (−) ⊗ Zp and (−) G . To verify that tensoring with Zp sends injective G-modules to G-acyclic, use the explicit description in [Se2] , chapitre VII. For the equivalent result in Tate cohomology apply Proposition 4.3 together with the above remark. René Schoof pointed out to us that one can also prove directly the isomorphism b
by tensoring the complex giving raise to Tate cohomology with Zp.
in particular, λ K is either λ L or λ L + 1 and it is even: to see this, just use our formula to write explicitly 2(ε n+1 − ε n ). Analogously one can prove that µ K ≡ ν K (mod 2).
Definition 4.8. Denote by p hn the order of the class of P n in A Ln , where P n is the product of all primes above p in L n . Moreover, let n 0 be the smallest integer such that L ∞ /L n 0 is totally ramified.
For later use, we extract the following result from the proof of the theorem.
Proposition 4.9. There is a short exact sequence
and isomorphisms
Proof. In the long exact D p n -cohomology sequence of
Since in the proof of Theorem 4.7 we found isomorphisms
the exact sequence (34) becomes that of our statement.
Corollary 4.10. R n is a cyclic group of order p n−n 0 −hn and R ∞ is procyclic.
Proof. Combine Proposition 4.4 with Proposition 4.9.
We stress on the fact that the preceding result gives also a way to compute R n directly (i. e. without Theorem 3.4).
Applying the Snake Lemma to multiplication-by-(γ n − 1) (where γ n is a topological generator of Γ n ) to the sequence in (29) gives the fundamental exact sequence
where (R ∞ ) Γn = R ∞ = (R ∞ ) Γn since R ∞ has trivial Γ action by Corollary 4.5. The next proposition shows that actually (U ∞ ) Γn = 0; it crucially depends on a result of Jean-Robert Belliard (see [Be] ).
Proposition 4.11. P ∞ and U ∞ are free Λ-modules of rank 1.
Proof. By [Gre] , Proposition 1, we know that the projective limit U ′ ∞ of the p-units along the anticyclotomic extension is Λ-free of rank 1. Now, Proposition 1.3 of [Be] gives a sufficient condition for a projective limit to be free. Namely, suppose that a projective system of Z p [G n ]-modules (Z n ) n∈N , equipped with norm maps N m,n : Z m → Z n and extension maps i n,m : Z n → Z m (both for m n 0) verifying the obvious relations, satisfies the following conditions:
1. There exists another projective system W n ⊇ Z n with norm and injection maps inducing the above maps on Z n by restriction such that
2. Extension maps i n,m : W n ֒→ W Gm,n m are injective for m n 0;
Z n is also Λ-free. First of all we apply this result to U ∞ ⊆ U ′ ∞ , finding that it is Λ-free, and of Λ-rank equal to 1 thanks to the exact sequence
where S ∞ is the (finite) set of p-places in L ∞ (the right arrow is the product of all p-valuations for p | p): in particular, U Γn ∞ = 0. Then we apply the proposition again with Z n = P n and W n = U n : in fact, only the third condition needs to be checked and that comes from the Snake Lemma applied to the diagram
noting that the vertical arrow in the middle is an isomorphism and the right-hand vertical arrow is injective by Corollary 4.5. Thus we get that P ∞ is Λ-free: its Λ-rank is equal to the Λ-rank of U ∞ by Lemme 1.1 of [Be] together with (35), since we have already proved that U Γn ∞ = 0.
This Proposition already shows that either R ∞ = 0 or R ∞ is free of rank 1 over Z p : indeed, (29) shows that R ∞ injects in (P ∞ ) Γn for all n, as (R ∞ ) Γn = R ∞ . On the other hand, P ∞ being free, the Z p -rank of (P ∞ ) Γ coincides with the Λ-rank of P ∞ which is 1 by the above Proposition. As Z p does not admit any finite non-trivial submodules, the only possibilities for R ∞ are 0 or Z p .
Otherwise we can argue as follows: by Corollary 4.5 we know that R n ∼ = Z/p (1−λ P )n−c Z for some constant c. If λ P = 0 then R ∞ ∼ = Z p . If λ P = 1 then the R n 's have bounded orders: since transition maps are induced by norms (as R n ֒→ R n+1 by Corollary 4.5, we need not to distinguish between algebraic and arithmetic norm) and Proposition 4.4 shows that G n acts trivially on R n , R ∞ is the projective limit of cyclic groups of bounded order with respect to multiplication by p, so it is 0. We have thus proved Remark. In the proof of Theorem 5.9 below we will show that λ P = 1 if p splits in F and λ P = 0 if p does not.
Structure of X K
We now want to connect the study of X L and X K : we recall that
projective limits being taken with respect to norms. If L ∞ /L were the cyclotomic Z p -extension of L, then X L would be known to be Z p -finitely generated by a celebrated result of B. Ferrero and L. Washington (see [FW] ), but for the anticyclotomic extension this is no more the case (see [Gi] and [Ja2] ). We are interested in giving conditions for X K to be finitely generated as Z p -module. Our strategy is to study the quotient X L /X K X K ′ . The following exact sequence is then useful
are ideals. Passing to projective limit we get
We will describe Ker(ι n ) and A Ln /A Kn A K ′ n in terms of cohomology groups. The following diagram will be useful:
Here J n is the idèles group, C n is the idèles class group, U n is the group of idèles units, Id n is the group of ideals and P r n is the group of principal ideals of L n . Remember that for an abelian group B we set B ⋄ := B ⊗ Z p .
Proposition 5.1. We have
Proof. Let ϕ be the map
, both σ and ρσ fix ι Kn ([I]), so the map takes indeed value in H 0 (D p n , A Ln ). We claim that ϕ is an isomorphism. It is clearly injective: to check surjectivity, just observe that A σ Ln = ι Kn (A Kn ) (and analogously for σρ), so that, for
) and the claim is established. Now consider the exact sequence
as in diagram (38). We take D p n -Tate cohomology, making constant use of Proposition 4.3, and we get
since by class field theory H i (G n , C ⋄ n ) = 0 if i ≡ 1 (mod 2) and
However, also the middle term in the exact sequence (39) is trivial, since class field theory gives a ∆-modules isomorphism
and the latter has no ∆-invariants (since Gal(L n /Q) is dihedral). Note that
Lemma 5.2. Let g denote the number of primes above p in L (hence g ∈ {1, 2}) and let n 0 be as in Definition 4.8.
Proof. We start by studying G n -cohomology. Local class field theory gives ∆-equivariant identifications
where I(p i ) is the inertia subgroup inside G n of the prime p i of L above p, accordingly as p splits or not in L (here and in the rest of the proof, we let i = 1, 2 if p splits, while i = 1 if p does not split). Analogously,
where O × n,P i are the local units at the prime P i of L n above p, accordingly again as p splits or not in L. Concerning H 0 , it is clear how ∆ acts on the cohomology group, since if there is only one inertia group it acts on it as −1; and if there are two of them it acts on −1 on each subgroup, and permutes them. Since the inertia subgroups are cyclic of order p n−n 0 , we get our claim, using
) is generated by ρπ/π for some chosen uniformizer π of a fixed completion L n,P i of L n at P i . The action of ∆ is δ(ρπ/π)
). Again, the fact that this group is cyclic of order p n−n 0 by local class field theory, together with
Proposition 5.3. There is an exact sequence
Hence we get
and the short exact sequence
In particular,
where h n is as in Definition 4.8.
Proof. The exact sequence is (a short piece of) the long exact sequence of D p n -Tate cohomology of the righthand column of diagram (38): here R n and Ker(ι n ) appear thanks to Proposition 4.4 and Proposition 5.1. Now note that
by Proposition 5.1 and
by Proposition 4.4. Hence, using Proposition 4.9, we deduce that α is necessarily injective, so the third map is necessarily 0.
Lemma 5.4. The following inclusions hold
Proof. For the inclusion I
) see for example Lemma 3.3 of [Le] , using that (1 + σ)A Ln = ι Kn (A Kn ) and
and the analogous result holds for A K ′ n , thereby proving the claimed inclusion.
Lemma 5.5. For every n 0 there is an isomorphism
Proof. The proof goes exactly in the same way as in Proposition 4.4, except for the fact that here we cannot replace A Ln [N Gn ] with A Ln (but we can use Lemma 5.4 above).
Collecting together these results we can give an algebraic proof of a version of the formula in Theorem 3.4. We need to recall a well known result. If M 1 /M 0 is any finite Galois extension, we shall denote by Ram(M 1 /M 0 ) the product of the ramification indexes in M 1 /M 0 of the (finite) primes of M 0 . Then we have the following formula, coming from a computation with Herbrand quotients:
Fact 5.6 (Ambiguous Class Number Formula). Let M 1 /M 0 be a finite Galois extension of odd degree and set
Proof. See [Gra] , II 6.2.3.
Proposition 5.7. The following formula holds (compare with Theorem 3.4) 
Proof. From the exact sequence (36) we deduce that
Note that
using Lemma 5.5. Moreover, by the Ambiguous Class Number Formula,
by Proposition 5.1 and Proposition 4.3. Furthermore
by Proposition 5.3. Hence we get
(where g is the same as in Lemma 5.2) and
by Lemma 5.2. Therefore,
Using once more Proposition 5.3 we deduce that
which gives the formula of the proposition.
Remark. We want to stress here that our proof works as well in a more general setting. Indeed, we assumed that L n /L is part of the anticyclotomic extension because this is the context for our further application. But since both Proposition 5.3, 5.1 and Lemma 5.2 continue to hold true, mutatis mutandis, for any dihedral extension, the above proposition can be proven in the same way for any such a dihedral extension. Moreover, as pointed out for example by Lemmermeyer in [Le] , Theorem 2.2, the formula above is trivially true for any odd prime number ℓ = p: summarizing, our proof can be generalized to show (algebraically) that for any dihedral extension F/Q of degree p n , the relation
holds, up to powers of 2. Now we make some remarks about the structure of X K . First we need a lemma:
Proof. Let p 1 and p 2 be the two primes of F above p. Let H be the maximal subextension of F cyc F ∞ /F such that p 1 is totally split in H/F . By global class field theory, explicitely writing down the normic subgroups corresponding to H and to F cyc F ∞ , one sees that H/F must be finite. The lemma now follows since the decomposition group of p 1 (and therefore also that of
In particular X L is finitely generated as Z p -module if and only if X K is.
Proof. Before starting the proof, observe that Ker(ι ∞ ) is a Z p -module of rank at most 1 (use the fact that each Ker(ι n ) is cyclic, see Proposition 5.3).
Suppose now that p splits in L, say pO L = p 1 p 2 . Let P i,1 , . . . , P i,s be the prime ideals of L ∞ which lie above p i (clearly s = p a for some a ∈ N) for i = 1, 2. Let, as before, n 0 be the smallest natural number such that
is clearly unramified at every prime which does not lie above p. On the other hand, L ′ P i,j /L ∞ P i,j must be unramified because Q p = L p i admits only two independent Z p -extension, one being the unramified one. Let now M ∞ be the maximal unramified abelian pro-p-extension of L ∞ (hence L ′ ⊆ M ∞ ). For each i = 1, 2 and j = 1, . . . , s, consider the Frobenius Frob(
to L ′ is of infinite order by Lemma 5.8. Furthermore Gal(L ∞ /Q) acts by conjugation on the set {Frob(
where τ is an extension of τ to M ∞ . On the other hand we must have
because L ′ /Q is a Galois extension whose Galois group is isomorphic to
In particular we deduce that
Hence this product is an element of infinite order in Gal(L ′ /L ∞ ) and the same holds for the products of Frob(P i,j , M ∞ /L ∞ ). It corresponds by class field theory to lim
where P n is the product of all primes above p in L n . Now note that
and both groups have order p hn (use Proposition 4.9). Hence Ker(ι ∞ ) is infinite since it contains an element of infinite order and it has Z p -rank 1). Now suppose that p does not split in L and let again M ∞ /L ∞ be the maximal pro-p abelian extension of L ∞ everywhere unramified, so that we
viewing X L as a Λ-module: then M 0 is the maximal unramified extension of L ∞ which is pro-p abelian over L (see [Wa] , chapter 13) and we let G = Gal(M 0 /L). Since G is abelian, we can speak of the inertia subgroup I ⊳ G of p (the unique prime in L above p): then M I /L is an abelian extension everywhere unramified, thus finite. This shows that p is finitely split and has finite inertia degree in M 0 /L. Therefore M 0 /L ∞ is finite, being unramified everywhere, and then its Galois group (which is isomorphic to X L /T X L ) is finite. The exact sequence
] ∼ = Λ is induced by γ 0 −1 → T , where γ 0 is a fixed topological generator of Γ). Since P n is clearly fixed by Γ, we see that their projective limit Y is in X Γ L and is therefore finite. In particular, their order p hn is bounded, and since Ker(ι n ) has order p hn by Proposition 5.3, we immediately see that Ker(ι ∞ ) is finite (actually Y = Ker(ι ∞ )). The second assertion of the theorem is exactly (40) and then the last one easily follows from (37).
Remark. Suppose that µ L = 0: therefore X K is a finitely generated Z pmodule and λ X K is its rank. From (37) we deduce that λ K = 2λ X K thanks to the remark after Theorem 4.7.
Examples. Suppose that the p-Hilbert class field of L is cyclic and that it is contained in the compositum of the Z p -extensions of L. Then it must be in L ∞ (A ∆ L is trivial since A Q = 0). With this in mind we give the following examples: −191) . Then the 13-Hilbert class field is cyclic of order 13 and is contained in the compositum of the Z 13 -extensions of L (see [Gra] , Examples 2.6.3). Then n 0 = 1 and we have h (13) L = 13 n 0 = 13 and this gives X L = X K X K ′ by Theorem 5.9.
• Take L = Q( √ −383). Then the 17-Hilbert class field is cyclic of order 17 but linearly disjoint from the compositum of the Z 17 -extensions of L (see [Gra] , Examples 2.6.3). In particular n 0 = 0 and X L /X K X K ′ is cyclic of order dividing 17 by Theorem 5.9. Actually X L /X K X K ′ is of order 17: for, L ∞ /L is totally ramified and this implies that the arithmetic norms A Lm → A Ln are surjective for every m n 0. Then it is easy to see that the arithmetic norms 
Appendix
In this appendix we perform the computations needed in Proposition 3.3. Proof. In what follows we will transform M in another matrix N (appearing below) with trivial upper-right and lower-left blocks, and we do this by elementary operations that don't change the (absolute value of the) deter- We can now use all the G i 's freely without changing the other blocks. In particular, we will in the sequel operate in the submatrix formed by the G i 's. Observe, first of all, that 
where Π ′ r−1 is as Π r−1 but with the second column divided by −q. Looking now at the definition of H ′i 's shows that we can still transform as we wanted.
