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CASE tool for reusable software component 
storage and retrieval ill rapid prototyping 
R Steigerwald, Luqi and J McDowell 
Rapid prototyping has become an accepted software development 
method to construct and adapt software, validate and refine 
requirements, and check the consistency of proposed designs 
rapidly. A computer-aided software engineering (CASE) tool is 
described that is used in conjunction with the Computer Aided 
Prototypi,ig System (CAPS), which will retrieve reusable com-
ponents from a software base using a given specification. The 
specification language used is the Prototype System Description 
Language ( PSDL). Reusable Ada components will be stored in 
an object-oriented database management system with an appro-
priate PSDL specification. Each component's PSDL specifica-
tion will be normalized to facilitate search retrieval. The database 
architecture, specification normalization, and matching tech-
niques are 1escribed. 
iapid prototyping, ·computer-aided software engineering, CASE 
tool, reusability, reusable components, software retrieval, specifi-
cation, software engineering 
The •. rapidly growing demand for software has shifted 
toward larger and more complex systems. The inade-
quacy of current software development methods is evi-
dent in high soft~are costs and low programmer produc-
tivity. Software erigin,~ers are clamouring for computer-
aided software engineering (CASE) tools that will help 
them manage better the c o@plexity of these systems. 
Using rapid prototyping and CASE tools, the authors 
have experimented with a software development tech-
nique to increase productivity, improve ~software quality 
and reliability, and provide savings in both time and 
money for software development. 
Rapid prototyping 
A prqtotype is an executable model of a proposed soft-
ware system that accurately reflects chosen aspects of the 
system, such as display formats, the values computed, or 
response times. Rapid prototyping is an approach to 
software development that uses prototypes to help both 
the developers and their customer.s visualize the pro-
posed system and predict its properties in an iterative 
process. 
Rapid prototyping may be used in conjunction with or 
Computer Science Department, Naval Postgraduate School, Mon-
terey, CA 93943, USA 
as an alternative to the traditional software life-cycle. It 
may be used to construct and adapt software, validate 
and refine user requirements, or check the consistency of 
proposed designs rapidly. The authors' approach to 
rapid prototyping combines the power of high-level spe-
cifications with a database of reusable software compo-
nents to help art engineer quickly build a proto_type that 
will ~elp clarify requirements and eliminate the large 
amount of wasted effort currently spent on developing 
software to meet incorrect or inappropriate specifica-
tions1.2. 
The main incentive for using prototypes is economic: 
prototype versions of most systems are much less expen-
sive to build than the final versions. Prototypes should 
therefore be used to evaluate proposed systems if accep-
tance by the customer is in doubt. The need for software 
prototyping has intensified as systems being developed 
have grown more complex and hence more expensive 
and more likely to have requirements errors. 
Prototyping has gained importance in recent years 
because new technologies have made computer-aided 
prototyping feasible. These technologies have reduced 
the time and cost involved in producing a prototype, thus 
widening the gap between a software prototype and the 
cost of the final software system, and increasing the 
potential leverage of prototyping. The new technologies, 
often manifested in CASE tools, are based on reusable 
code, computer-aided design, and automatic generation 
of programs. 
This paper describes a CASE tool that will retrieve 
reusable software components from a software base 
using a given specification. The tool will be used in con-
junction with the Computer Aided Prototyping System 
(CAPS) and its supporting specification language, the 
Prototype System Description Language (PSDL). In the 
sections that follow, CAPS and PSDL are briefly' des-
cribed and then the details of a tool for reusable software 
component storage and retrieva.l presented. 
Computer Aided Prototyping System 
The Computer Aided Prototyping System (CAPS) is an 
integrated environment aimed at rapidly prototyping 
hard real-time embedded systems3•5• The integrated set of 
software tools provided includes an execution support 
system, a rewrite system, a syntax-directed editor with 
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graphics capabilities, a software base, a design database, 
and a design management system. 
Embodied within the CAPS software development 
approach is a systematic design method for rapid proto-
type construction. System or subsystem descriptions are 
started at a problem-oriented, abstract level and iterati-
vely refined into a hierarchically structured prototype 
using a uniform decomposition method that combines 
the advantages of data flow and control flow. At each 
level of the hierarchy, the designer focuses only on the 
details important at that level. 
With respect to reusable component retrieval, the most 
important tool in CAPS is the software base manage-
ment system (SBMS). As this paper describes in detail, 
the key to component storage and retrieval is the compo-
nent's specification. 
Component specification 
The Prototype System Description Language (PSDL) 
forms the basis of CAPS. It serves as an executable 
prototyping language at a specification or design level 
and has special features for real-time system design. The 
PSDL model is based on data flow under real-time con-
straints and uses an enhanced dataflow diagram that 
includes nonprocedural control constraints and timing 
constraints6• 
PSDL provides two kinds of building blocks for proto-
types: abstract data types (ADTs) and operators. Soft-
ware systems are modelled as networks of operators 
communicating via data streams. The following is an 
example of a PSDL specification for an ADT component 










































description {Implements a set of integers} 
axioms 
{obj SET is sort Set. 
protecting Int . 
op empty:-> Set. 
op add __ :Int Set-> Set . 
op in __ :Int Set-> Bool . 
op subset __ :Set Set-> Bool. 
op equal_ _:Set Set-> Bool . 
vars s I s2:Set . 
vars el e2:Int . 
eq in e I empty= false . 
eq in el (add e2 sl)=(el = =e2) or (in el sl). 
eq subset empty s I = true . 
eq subset (add el sl) s2=(in el s2) and 
(subset s I s2) . 
eq equal sl s2=(subset sl s2) and (subset s2 sl). 
endo} 
~nd 
The set type defines constructors (Empty, Add) and 
behaviours (In, Subset, Equal) for a set of integers. Each 
operator description includes a specification that may 
optionally include inputs, outputs, exceptions, generic 
parameters, states, and timing information. It is these 
interface characteristics that form the basis of syntactic 
normalization and matching, the first phase of the retrie-
val process. 
One of the latter parts of a PSDL component specifi-
cation is the formal description· of the component or 
axioms. PSDL uses axioms of several different forms. 
The axioms in this paper are written using 0B137• The 
axioms express the semantics of the specification and will 
be the basis of semantic normalization and matching, the 
second phase of the retrieval process. Syntactic and 
semantic normalization and matching together provide 
the means for component storage and retrieval. 
PROCESS MODEL FOR REUSABLE 
COMPONENT RETRIEVAL 
Today much attention is focused on the nature of reus-
able software component databases. The most widely 
known Ada software bases are the Common Ada Missile 
Parts Library (CAMP) 15, the Ada Software Repository8, 
and the Booch component collection9• There are many 
more besides these, and all of their developers have given 
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Figure 2. Component retrieval 
the software base. Techniques that have been applied to 
the problem of component retrieval include browsers 
such as those found in Smalltalk, KEE, and Eiffel, 
keyword search algorithms 10, multi-attribute search 
algorithms 11 -13, and expert systems 14• 
As stated above, the general methodology is to store 
components in an object-oriented database management 
system (OODBMS) and use PSDL specifications as the 
basis for retrieval. Each stored component consists of a 
PSDL specification, an Ada specification, and Ada code. 
The syntax and semantics of the PSDL specification will 
be used to direct the search for a component. 
Figures I and 2 summarize the steps necessary to store 
components in the software base and to retrieve them 
using a given query specification. Components to be 
stored must first pass through syntactic and semantic 
normalization (see Figure I). The normalization pro-
cesses transform the component's PSDL specification to 
facilitate later matching. Syntactic normalization 
involves primarily format changes and statistical calcula-
tions, while semantic normalization may require term 
rewriting. 
Figure 2 shows the general process for component 
retrieval. A query for a library component is a PSDL 
specification itself. The query is syntactically and seman-
tically normalized and then matched against stored spe-
cifications. Syntactic and semantic normalization may 
proceed in parallel, but syntactic matching must take 
place before semantic matching. The reason for this is 
that syntactic matching will be faster and will be used to 
partition the software base quickly to narrow the list of 
possible candidates that the semantic matching algor-
ithm must consider. Semantic matching will be time con-
suming and should be applied to as small a candidate list 
as possible without excluding potential matches. 
Both syntactic and semantic normalization and 
matching are required to achieve the best performance 
from the system. The main benefit of syntactic matching 
is speed, whereas the advantage of semantic matching is 
accuracy. The authors believe that accuracy is required 
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to reduce the number of reusable components that a 
designer will have to evaluate before making a selection. 
Consider the example of trying to find an ADT for a set. 
The Booch component library9 contains 34 different var-
iations for implementing a set. The specifications for 
these set packages are quite similar, but the impl_emen-
tations are clearly different. If generic packages to per-
form sorting are considered, the Booch library contains 
15. Nine of the 15 specifications are identical with the 
exception of the name given to the package. Clearly, 
syntax alone cannot be relied on to provide a sufficiently 
fine-grained search. Semantics is also required. The 
details of syntactic and semantic normalization and 
matching are addressed in the next two sections. 
SYNTACTIC NORMALIZATION AND 
MATCHING 
Syntactic matching 
The purpose of syntactic matching is to eliminate from 
consideration those modules in the software library that 
cannot match the query specification's interface. This 
matching process uses only the query module's PSDL 
interface specification. Once those modules with unsuit-
able interfaces have been removed, only a small subset of 
the software base needs to be semantically analysed. The 
syntactic matching process reduces the number of candi-
date modules sufficiently to make semantic matching 
practical. 
Before designing the software base architecture it is 
necessary to define rigorously what constitutes a syntac-
tic match. PSDL allows the definition of TYPE and 
OPERATOR modules. As a TYPE module is a superset 
of an OPERATOR module, the definition of an OPER-
ATOR module match will be given in detail and then 
extended for use with TYPE modules. 
Definitions 
The components of a PSDL specificationp for a software 
component c that are important to the syntactic match-
ing process are: 
S(p) = ( {ln(t,n): there are n input parameters to c of 
type t}, 
{Out(t,m): there are m output parameters to c of 
type t}, 
{E:E is an exception defined inc}, 
{St: St is a state variable in c}) 
S(p), a subset of the PSDL specification for module c, is 
the only part of the specification that pertains to the 
syntactic matching process. 
Given a library module m, and a query module q, 
along with their respective PSDL interface specifications 
S(m) and S(q), then m is a syntactic match for q if and 
only if the following rules hold true: 
• Rule 1 - :3 f;:S(q) • S(m)s.t.[(f;(ln(t,n)q) = In(t',m); => 
(m = n " (t = t' v t' is a generic match to t)) " f; is 
bijective] 
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., : 
• Rule 2 _, 3 fo:S(q) ---+ S(m)s.t.[(fo(Out(t,n)q) 
=Out(t',m)0 => (m=n /\ (t= t' v t' is a generic match 
to t)) A lo is injective] 
• Rule 3 - 3 fe:S(q) ---+ S(m)s.t.[(feCEm) = Eq => Em= Eq) 
/\ fe is surjective] 
• Rule 4- if (I {STq}I > 0 then I {STm}I > 0) else (l{STq}I 
= I {STm}I = 0) 
This definition of a syntactic match is too robust to 
implement directly, but does allow the derivation of spe-
cific module attributes, which can be used to identify and 
reject rapidly modules with unsuitable interfaces. Some 
examples of these derived attributes are: 
• If the number of input parameters in S(q) is not equal 
to the number of input parameters in S(m), then there 
can be no function f; to satisfy rule I. Therefore S(m) 
can be eliminated from the search. 
• If the number of output parameters in S(q) is greater 
than the number of output parameters in S(m), then 
there can be no function (, to satisfy rule 2. Therefore 
S(m) can be eliminated from the search. 
• If the number of exceptions e in S(q) is less than the 
number of exceptions e' in S(m), then there can be no 
function (, to satisfy rule 3. Therefore S(m) can be 
eliminated from the search. 
• If S(q) has state variables defined (i.e., q defines a state 
machine), but S(m) has no state variables, then S(m) 
can be eliminated from the search. 
Although passing these simple tests does not constitute a 
syntactic match, a failure does eliminate the module 
from further consideration. As these attributes are sim-
ple to maintain they can be combined to form multi-
attribute keys, thus allowing for a rapid reduction in the 
size of the software base library via queries without the 
need to attempt to identify the individual mapping func-
tions for each module. For those modules that are 
selected by a query for further analysis, it is necessary to 
establish the existence of the mapping functions for rules 
1-3. If any of the functions do not exist then the module 
in question can also be eliminated from the search. 
The rules for syntactic matching of TYPE modules are 
similar to those for OPERA TOR modules except that an 
additional mapping function is required to map the oper-
ators of S(q) to the operators of S(m) and an additional 
check is required to ensure the generic parameter substi-
tutions used for this mapping function are consistent for 
all operators in S(m). Multi-attribute keys can be formu-
lated that incorporate these additional requirements. 
These keys are then used for the initial TYPE module 
database query and the rigorous rule only applied to 
those modules selected by the query. 
Example of methodology 
The library currently consists of 55 software components 
from the Booch library. As an example of how the syn-
tactic matching process operates, the system was queried 
for a sorting routine. The PSDL interface specification 
for this query module is given in Figure 3. 










{th POSET is sort Elt. 
op_ <_:EltElt-> Bool . 
vars El E2 E3: Elt. 
eq E 1 < E 1 = false . 
l • 
cq E 1 < E3 = true if E 1 < E2 and E2 < E3 . 
endth 
obj SORTING[X::POSET] is 
protecting LIST[X] . 
op sorting_:List-> List . • 
op unsorted_: List -> Bool . 
vars LL' L": List. 
vars EE': Elt. 
cq sorting L = L if unsorted L =/= true . 
cq sorting LE L' E' L" = sorting LE' L' EL" ifE' < E. 
cq unsorted L E L' E' L" = true if E' < E . 
endo} 
Figure 3. Query module specification 
The first step in the matching process is the elimination 
of all TYPE modules from the search as an OPERA TOR 
module is being looked for. This action leaves only 23 
operators that are still potential matches. The second 
step in the process is to apply the multi-attribute key to 
this set of modules. Of the 23 modules still being con-
sidered, only nine can match this key. The final stage in 
the syntactic matching process is to formulate the match-
ing functions that map the library modules with the 
query module. Mapping functions can be defined for all 
nine of the remaining components. Because each of these 
components syntactically matches the query module, 
these nine modules are then passed on to the semantic 
matching process for additional processing. Figure 4 
illustrates the narrowing process. 
Architecture of software base 
The database management system and its architecture 
must be capable of meeting the following requirements 
easily and efficiently: 
• Possess enough power to allow specification queries to 
reduce the size of the component base using multi-
attribute keys of the type described above. 
• Support the final step of the syntactic matching pro-
cess (the determination of mapping functions) effi-
ciently as this portion of the process will be the most 
time consuming. 
• Handle variable numbers of data attributes easily and 
efficiently. This last requirement ensures that there will 
be no upper limit on items such as number of opera-
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Figure 4. Narrowing process 
Reject all TYPE modules as 
an OPERATOR is being sought 
Query remaining modules with 
multi-attribute key 
Apply rigorous matching rules 
to determine mapping functions 
Pass these modules to 
semantic matching process 
tors that a data type can have or the number of para-
meters that an individual operator can have. 
To meet the above needs, a database system with greater 
flexibility than traditional relational models was needed. 
The Ontos database system, one of the growing number 
of OODBMSs, was deemed to be sufficient to handle 
these needs when coupled with an appropriate database 
schema. OODBMSs allow for the use of aggregate data 
types, which are necessary in this application to meet the 
dynamic storage requirements for the software base. This 
system also allows the ability to separate data into dis-
joint object hierarchies, which can be queried efficiently 
using complex keys. By using disjoint object hierarchies, 
it is possible to hide unnecessary detail at the lower levels 
of the hierarchy, allowing efficient application of top-
level processing without the need to retrieve unnecessary 
detail. 
OOD BMSs are, in their simplest form, just collections 
of disjoint objects. The objects are structured through 
the use of aggregate object collections. This structuring is 
analogous to the structure that a relation imposes on a 
set of tuples in a relational system. Object collections 
themselves can also be collected into additional aggre-
gate groups, which allows for the creation of complex 
data hierarchies such as the concept of a set of sets. It is 
through these complex aggregate groupings that the 
database can be separated into disjoint areas each queri-
able via multi-attribute keys. Figure 5 shows an example 
of such a data hierarchy for a PSDL OPERATOR 
module. 
Once the matching process has eliminated all of the 
components possible using multi-attribute key queries, it 
is necessary to determine the mapping functions to map 




Ordered sets Instance variables 
Name 
Number of state variables 
Number of exceptions 
Number of inputs 
Number of outputs 
( Generic_Parameters) 
... 




( lnput_Parameters ) Add generic parameter 
Add type declaration 
( Output_Parameters ) 
Add exceptions 
Add input parameter 
Add output parameter 
( ) 
Number of exceptions 
Exceptions Number of inputs 
Number of outputs 
Figure 5. Data hierarchy for PSDL OPERATOR module 
cations. This process is an iterative one that must be 
carried out on one software library module at a time. It is 
at this point that the full details of the specifications must 
be available. 
Syntactic normalization 
The purpose of syntactic normalization is to provide a 
set of deterministic rules for the ordering of component 
and query specification attribute collections. Ordering of 
attributes allows for more efficient determination of the 
required mapping functions for a given syntactic match. 
As an example of how a normalized specification can 
enhance this process, consider the case of attempting to 
match S(q)'s input parameters with S(m)'s input para-
meters, given In(t,n)q and In(t,m) 111 and the knowledge 
that each set is ordered by the number of times a given 
type is used as an input parameter, n and m, respectively. 
Once the mapping function generator reaches a type for 
which n does not equal m, it can be shown that a function 
does not exist to meet the rule as no other input type in 
S(m) can match the given input type in S(q). This means 
that S(m) can be rejected. Without the knowledge that 
the input parameters were ordered by the values of m and 
n, then all of S(m) would have to be searched to ensure 
that a match could not be found. 
SEMANTIC NORMALIZATION AND 
MATCHING 
As shown in the set example earlier, one of the attributes 
of a PSDL specification is an axiomatic description of 
the component. Both types of PSDL components (opera-
tors and ADTs) may be described by algebraic axioms. 
information and software technology 
. . . 
Consider the following specifications for sorting algor-






' "< ":operator-[Ieft_side,right_ side:Item] 
input my_array: array[element:Item,range:Index] 
output my_array: array[element:ltem,range:Index] 
keywords sort 
axioms 
{th POSET is sort Elt. 
op~_ :Elt Elt-> Bool. 
vars El E2 E3:Elt . 
eq El < El =false. 
cq El < E3=true if El < E2 and E2 < E3. 
endth 
obj SORTING[X::POSET] is 
protecting LIST[X] . 
op sorting_ :List-> List . 
op unsorted_ :List-> Boo! . 
vars LL' L":List. 
vars EE': Elt . 
cq sorting L = L if unsorted L =/= true . 
cq sorting L E L' E' L" = sorting L E' L' E L" if E' < E . 












{th TOSET is using POSET. 
op_::::: _ :Elt Elt->Bool. 
vars EI E2 E3:Elt. 
cq El <E2 or E2<EI =true if El =/=E2. 
endth 
obj BUBBLESORT[X::TOSET]is 
protecting LIST[X] . 
op sorting_ :List-> List. 
op sorted_ :List-> Boo! . 
vars L L':List. 
vars EE': Elt .. 
cq sorting L = L if sorted L . 
cq sorting L E E' L' = sorting L E' E L' if E' < E . 
eq sorted nil = true . 
eq sorted E = true . 
cq sorted E E' L = sorted E' L if E < E' or E == E' . 
endo} 
An attempt at syntactic matching would retrieve both of 
these sort routines from the software base due to the 
similarity in their syntactic descriptions. The descriptions 
(described in the axioms fields) of the sort routines, how-
ever, are quite different. It is reasoned that the search 
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for a reusable component can be further refined by nor-
malizing the axioms to facilitate matching. 
Normalization 
Background 
The process of normalization seeks to apply meaning 
preserving transformations to axiomatic descriptions of 
modules so that descriptions of semantically similar 
modules will be reduced to a common form. This process 
is related to algebraic simplification techniques. Because 
of the wide variations possible in describing semantically 
similar components, the authors believe that normaliza-
tion to a canonical form is not possible. Normal form is 
therefore defined to be that state of a specification where-
in no further transformations from a set of appropriate 
transformations can be meaningfully applied. 
Example techniques 
The following sections describe three normalization tech-
niques that the authors expect to implement. Examples 
are provided to show how the techniques may be applied. 
The last section describes, in general, how term rewriting 
can be used to implement the techniques. 
Minimal generator set selection and axiom 
trans/ ormation 
A well formed set of algebraic axioms consists of axioms 
that describe both generators and behaviours. Two 
semantically similar axiom sets may use different sets of 
generators to achieve the same result. Consider the 
example of an object defining a 'sequence' ADT whose 
constructors are empty, addleft, and addright. 
The objective is to find a standard form for two or 
more semantically equivalent algebraic specifications for 
sequence by finding a common minimal generator set. In 
other words, given an ADT definition, perform the 
following mechanically: 
(1) Determine the set of generators. This is easily done 
because the generators are those operations whose 
range is the same as the type being defined. In the 
sequence example, they are empty, addleft, and 
addright. 
(2) Find all minimal generator sets. In other words, find 
all subsets of the generator set that are minimal 
(there may be several). 
Definition; A set of generator functions {f1 ••• f,,} is 
minimal if all instances of the data type being defined 
can be constructed with that generator set and there 
does not exist a subset of that generator set that can 
also construct all instances of the data type. 
In the example, the minimal generator sets are 
{empty, addleft} and {empty, addright}. 
(3) Select a minimal generator set. Select as the minimal 
generator set the one that is the smallest, i.e., has the 
fewest number of generators in it. If there is a tie, 
select the set whose generators have the fewest argu-
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ments. Either of the sets in the sequence example 
would suffice as the minimal generator set. 
(4) Transform the axioms such that they use only the 
generators selected in step 3. In the sequence exam-
ple, if the minimal generator set selected was {empty, 
addright}, then all axioms using addleft in their defi-
nitions would be rewritten to use addright instead. 
For example, the following axioms: 
eq equal empty empty= true . 
eq equal addleft ( e 1 s I) empty = false . 
eq equal empty addleft ( e 1 s 1) = false . 
eq equal addleft (el sl) addleft (e2 s2)=el ==e2 and 
equal sl and s2. 
could be rewritten as: 
eq equal empty empty= true . 
eq equal addright (sl el) empty=false. 
eq equal empty addright (sl el)=false. 
eq equal addright (sl el) addright (s2 e2) =el== e2 and 
equal sl s2 . 
Signature representation 
The objective of this technique is to define an order on 
the signature of axiom set to facilitate matching. As an 
example, consider the following OBJ3 definition for a 
set. 
obj SET is sort Set. 
sort Elt. 
op empty:-> Set . 
op add __ :Elt Set-> Set . 
op in __ :Elt Set-> Bool. 
op subset __ :Set Set-> Bool . 
op equal_ _:Set Set-> Bool . 
vars s I s2:Set . 
vars e I e2:Elt . 
eq in e I empty= false . 
eq in el(add e2 sl)=(el ==e2)or(in el sl). 
eq subset empty s 1 = true . 
eq subset (add el sl)s2=(in el s2) and (subset sl s2). 
eq equal sl s2=(subset sl s2) and (subset s2 sl). 
endo 
The signature for this ADT is 
OQeration Domain Range 
empty () Set 
add (Elt Set) Set 
in (Elt Set) Bool 
subset (Set Set) Bool 
equal (Set Set) Bool 
A signature representation would order the signature 
components based on some criteria, for example: 
• The contents of all domain type lists will be ordered 
lexically. 
• Operations with range equal to the type being defined 
will appear first, for example, the operations empty 
and add for the set example would be placed at the 
head of the normalized signature. 
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• Operations whose range is not the same as the type 
being defined will be ordered lexically by range type. 
• Operations with the same range will be ordered by the 
number of arguments (parameters) in the domain. 
• Operations with the same range and the same number 
of arguments will be ordered lexically by domain list 
type. 
A Lisp representation of the signature, after having 
applied all of the constraints, would look like this: 
((empty nil Set) 
(add (Elt Set) Set) 
(in (Elt Set) Bool) 
(equal (Set Set) Bool) 
(subset (Set Set) Bool)) 
Axiom unification 
The objective of axiom unification is to reduce the 
number of axioms by combining or folding axioms where 
possible. The following steps are required: 
(1) In each axiom, search for a common subexpression 
on the left-hand side and right-hand side. 
(2) Replace the subexpression on both sides by a vari-
able whose type is the same as the result of the 
subexpression. 
(3) Determine if this new axiom is already present or is 
implied by the other axioms. 
(4) If step 3 succeeds, add the new axiom and delete the 
axiom chosen in step 1 along with any other axioms 
that are implied by the new one. Con~ider the follow-
ing example. The axioms: 
i. eq in E empty = false . 
ii. eq in E (add E' Sl) = (E==E') or in E SI. 
iii. eq in E (add E' (add E" SI))= (E== E') or (in E (add 
E" SI)). 
could be written as: 
i. eq in E empty= false . 
ii. eq in E (add E' Sl)=(E==E') or in E SI. 
where the new axioms are derived by removing axiom iii 
on the basis of the common subexpression (add E" Sl) in 
the left and right sides and the equivalence of axiom iii 
with axiom ii. 
Term rewriting 
While the techniques discussed above are specific norma-
lization techniques, term rewriting is a more general tech-
nique with a wide variety of applications and may be 
used to implement the above techniques. Term rewriting 
applied to algebraic specifications has received consider-
able attention7•16·17• Algebraic formal specification~ 
become executable when treated as rewrite rules. Pro-
gram transformation systems (from specification to 
code) also rely on term rewriting. 
For the specification normalization problem, term 
rewriting can be used to perform meaning preserving 
information and software technology 
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transformations on axioms. For example, consider the 
following simple transformation written in REFINE18 to 
si~plify nested additions: 
a= '(@an-add+ .. )+ .. + $others'--> 
a= '@an-add+ .. + $others' 
When applied to an equation such as: 
y+(x+ 5) + 3 +(7 + (a+b)) 
the result is: 
(a+b)+7+5+x+y+3. 
The objective is to define a set of transformations that 
can be applied to axioms so that when they have been 
applied exhaustively, a normal form will have been 
achieved. 
Semantic matching 
The purpose of semantic matching is to select a compo-
nent from a given subset of stored components whose 
corresponding specification most closely matches a query 
specification. Matching is performed by comparing the 
normalized version of the query specification to the nor-
malized versions of the stored component's specifica-
tions. Here again only the axiom portion of the PSDL 
specification is being used. It is assumed at this point in 
the process that syntactic matching has been performed 
and a candidate set of components has been selected 
from the software base. 
Background 
With respect to semantic matching, a complete match is 
successful if and only if all of the following conditions 
hold: 
• Each operation in the query specification has a seman-
tically similar operation in the stored specification. 
Semantic similarity is judged by comparing their 
respective axioms. 
• Each output of the operation y:Tl in the query corres-
ponds to an output in the stored component z:T2 
where T2 is a subtype of Tl or T2 matches the generic 
type parameter T 1. 
• Each input of the stored component x:T3 corresponds 
to an input w:T4 of the query and T4 is a subtype ofT3 
or T4 matches the generic type parameter T3. 
An incomplete match is defined as follows: 
Given: q - a set of query operations 
q' - a subset of q 
c - a set of component operations 
then: (q' has an exact match to c) & (q'/ ={}) & (q does not 
exactly match c). 
The objective of an incomplete match is to maximize the 
size of q'. 
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Techniques 
Theorem proving 
One possible method of matching axiomatic component 
descriptions is via theorem proving. With this approach, 
the axioms of a library component's specification are 
treated as an equational theory (T). Each axiom (w) of 
the query specification must be proven from T, that is, T 
I =w. Any of a number of equational theorem provers 
could be used to perform this task. The axioms within 
the specifications would have to be transformed to a 
format suitable for the chosen theorem prover. The ease 
with which this transformation could be made would 
drive the selection of a theorem prover. 
A disadvantage to this approach is that the theorem-
proving process is in general computationally time con-
suming and not guaranteed to terminate. The results of 
experimentation will determine if this technique is 
actually feasible for the general case. For practical appli-
cations, the efforts of the theorem prover must be 
bounded so that the theorem prover may fail either 
because the specifications are incompatible or because 
the theorem prover ran out of time. Good heuristics are 
being sought for limiting the theorem prover. 
Rule-based retrieval 
Another approach to matching is to try to compare the 
query specification to library component specifications 
as a person would, comparing various specification attri-
butes and using rules of thumb to decide if there is a 
match. One way to implement this technique is to con-
vert the query specification and candidate component 
specifications to a frame-based format, using the gram-
mar of the specification language to drive the process of 
filling frame slots. The next step is to apply rules that 
reason about the similarity of the query specification's 
attributes with those of a component specification's attri-
butes. Using a.n appropriate measure of similarity, the 
tool would determine the semantic distance of each 
candidate specification from the query specification. 
Given this measure, the candidate components can be 
ranked according to how well each satisfies the query. 
This technique can be used to apply the theorem prover 
to the most likely candidates first. 
CONCLUSION 
Automatically retrieving reusable components from a 
software base based on component specifications is an 
important factor in the meta-programming approach 
that is the basis of PSDL and CAPS. The use of syntactic 
information in a query specification can help to filter 
through a large software base of components to deter-
mine quickly which subset of the components might be 
appropriate. The use of the semantic content of the speci-
fication further refines the search and can order the 
candidate components based on their semantic distance 
from the query. 
It is clear that the combination of formal methods, 
rapid prototyping, and reusable software components 
can vastly improve the productivity and reliability of 
705 
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software construction. As the software engineering disci-
pline evolves and the demand for CASE tools grows, the 
authors expect to see increased emphasis on reusable 
component retrieval. 
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