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RESUMO
Este trabalho e´ voltado ao estudo de existeˆncia e persisteˆncia de o´rbitas perio´dicas e
o´rbitas homocl´ınicas em perturbac¸o˜es de sistemas dinaˆmicos revers´ıveis.
Primeiramente, rompemos a reversibilidade de centros no plano e em dimenso˜es superi-
ores e detectamos condic¸o˜es para a existeˆncia de ciclos limites e toros invariantes. A seguir,
estudamos a existeˆncia de soluc¸o˜es perio´dicas sime´tricas de perturbac¸o˜es de uma famı´lia de
equac¸o˜es diferencias revers´ıveis. A existeˆncia e persisteˆncia de o´rbitas homocl´ınicas em tais
equac¸o˜es tambe´m foram discutidas.
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ABSTRACT
In this work we study the existence and persistence of some minimal sets in perturbations
of reversible systems. First we make non reversible perturbations of centers in R2 and R4
and we detect conditions for the existence of limit cycles and invariant tori. We study
the existence of periodic solutions of the perturbations of a family of differential equations
expressed by x(2n) + α 2n−2
2
x(2n−2) + ... + α1x(2) + x = 0, for n = 2, 3. The existence and
persistence of homoclinic orbits in such equations are also discussed.
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INTRODUC¸A˜O
No estudo da teoria de sistemas dinaˆmicos e´ grande o interesse na detecc¸a˜o e no en-
tendimento de certas complexidades como: o´rbitas perio´dicas, o´rbitas homocl´ınicas, toros
invariantes, variedades folheadas por o´rbitas perio´dicas, etc... Esses objetos sa˜o, em geral,
tratados em famı´lias de campos vetoriais que podem ou na˜o preservar alguma estrutura
como, por exemplo, Hamiltoniana, simetria, integrabilidade e reversibilidade.
Em 1895 Liapunov publicou o conhecido Teorema do Centro, veja [1] pa´gina 498. Este
teorema, para sistemas Hamiltonianos anal´ıticos com n graus de liberdade, afirma que se as
autofrequeˆncias do sistema Hamiltoniano linearizado sa˜o independentes sobre Z, pro´ximo de
um ponto de equil´ıbrio esta´vel, enta˜o existem n famı´lias de soluc¸o˜es perio´dicas que preenchem
uma variedade bidimensional suave e tendem ao ponto de equil´ıbrio com per´ıodos limitados.
Este resultado foi generalizado por Weinstein [38] e Moser [30]. Weinstein considerou o caso
onde o Hamiltoniano tem Hessiana definida positiva no equil´ıbrio, e Moser, usando reduc¸a˜o
Lyapunov-Schmidt, estendeu o teorema de Weinstein para sistemas possuindo uma integral
primeira, na˜o necessariamente Hamiltoniano. Devaney em [10] provou uma versa˜o do Te-
orema de Centro de Lyapunov para sistemas revers´ıveis. Recentemente este resultado foi
generalizado por Golubitsky, Krupa e Lim [17] no caso revers´ıvel e por Montaldi, Robert e
Stewart [28] no caso Hamiltoniano. Lembramos que em [17] o Teorema de Devaney foi esten-
dido e algumas simetrias extras foram consideradas. Contrastando o me´todo geome´trico de
Devaney, eles utilizaram a reduc¸a˜o de Lyapunov-Schmidt adaptando uma prova alternativa
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do Teorema do Centro de Lyapunov revers´ıvel dada por Vanderbauwhede [39]. Em [28] a
existeˆncia de famı´lias de o´rbitas perio´dicas em torno de um ponto equil´ıbrio semisimples
el´ıptico e´ analisada. Sistemas com simetrias, incluindo simetrias revers´ıveis, que sa˜o anti-
simple´ticas sa˜o estudadas. Seus me´todos sa˜o continuac¸o˜es do trabalho de Vanderbauwhede,
em [39], onde as famı´lias de soluc¸o˜es perio´dicas esta˜o em correspondeˆncia bijetiva com as
soluc¸o˜es de um problema variacional.
Uma das propriedades caracter´ısticas de sistemas Hamiltonianos e revers´ıveis, e´ que
o´rbitas perio´dicas em tais sistemas surgem em famı´lias a um paraˆmetro, o contra´rio de
sistemas gerais onde o´rbitas sa˜o, geralmente, ciclos limites, isto e´, elas sa˜o isoladas.
Assim, um problema geral pode ser formulado. Considere um campo vetorial revers´ıvel
ou Hamiltoniano em Rn. Existem famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas? Quantas?
Essas famı´lias persistem sob perturbac¸o˜es que preservam a estrutura inicial do campo? E se
a perturbac¸a˜o na˜o preserva a estrutura original? Neste caso, surgem ciclos limites?
Quando tratamos de famı´lias de o´rbitas perio´dicas em sistemas Hamiltonianos ou re-
vers´ıveis, e´ poss´ıvel que seus per´ıodos tendam ao infinito. A o´rbita limitante pode, no
entanto, ser limitada, por exemplo, ser uma o´rbita homocl´ınica.
Um o´rbita homocl´ınica na˜o degenerada (elementar) em um sistema Hamiltoniano (re-
vers´ıvel) e´ o limite de uma famı´lia a um paraˆmetro de o´rbitas perio´dicas cujo per´ıodo tende
a infinito quando esta se aproxima da o´rbita homocl´ınica. Assim as seguintes questo˜es po-
dem ser formuladas: Como detectar a existeˆncia de o´rbitas homocl´ınicas em um sistema com
uma certa estrutura? Sob que condic¸o˜es essas o´rbitas sa˜o limites de famı´lias a um paraˆmetro
de o´rbitas perio´dicas? Elas persistem sob perturbac¸o˜es que preservam a estrutura do campo
original? E sob uma perturbac¸a˜o qualquer?
O objeto principal deste trabalho e´ estudar as questo˜es formuladas acima, tanto sobre
o´rbitas perio´dicas como sobre homocl´ınicas, para perturbac¸o˜es de certas equac¸o˜es diferenciais
revers´ıveis.
Em se tratando de existeˆncia de o´rbitas perio´dicas utilizamos a Teoria de “Averaging”(veja
[2], [20], [32] e [36]). Resumidamente, podemos dizer que a Teoria de “Averaging”estabelece
uma relac¸a˜o entre soluc¸o˜es de um sistema diferencial na˜o autoˆnomo dependente de pequeno
paraˆmetro, e soluc¸o˜es do sistema diferencial “averaged”que e´ autoˆnomo.
Quando estudamos a existeˆncia de famı´lias de o´rbitas perio´dicas utilizamos a Reduc¸a˜o
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de Lyapunov-Schmidt (veja [3], [18], [29], [35] e [37]). Tal me´todo tem como objetivo reduzir
o problema de existeˆncia local de soluc¸o˜es perio´dicas de um dado sistema, a` resolver um
sistema de equac¸o˜es alge´bricas num espac¸o cuja dimensa˜o depende do tipo de ressonaˆncia
que o campo vetorial em questa˜o satisfaz. Teoria de Formas Normais, que consiste em
encontrar mudanc¸as de coordenadas pro´ximas a` identidade que levam o campo a uma forma
mais “simples”, e´ uma ferramenta muito u´til na aplicac¸a˜o da Reduc¸a˜o de Lyapunov-Schmidt.
Iniciamos o Cap´ıtulo 1 introduzindo a terminologia e conceitos ba´sicos utilizados neste
trabalho. Resumimos algumas propriedades importantes dos campos vetoriais revers´ıveis
e definimos quando um campo vetorial esta´ na forma normal de Belitskii. Ale´m disso,
descrevemos resumidamente as te´cnicas utilizadas neste trabalho: Me´todo de “averaging”e
Reduc¸a˜o de Lyapunov-Schmidt.
Os sistemas em R2 e R4 estudados nos Cap´ıtulos 2 a 4 sa˜o da forma Xε = X0 + εF , onde
F e´ uma func¸a˜o C∞ e ε um pequeno paraˆmetro. Para cada valor positivo do paraˆmetro ε,
usaremos o termo sistema perturbado para referir ao sistema Xε, enquanto o valor ε = 0
corresponde ao enta˜o chamado sistema na˜o-perturbado. Entendemos bifurcac¸a˜o como o
fenoˆmeno de existeˆncia de soluc¸o˜es perio´dicas para o sistema perturbado que converge a`
alguma soluc¸a˜o perio´dica do sistema na˜o-perturbado quando ε→ 0.
Comec¸amos nosso estudo em R2 perturbando centros revers´ıveis. Usando a teoria de
“averaging”estabelecemos o nu´mero ma´ximo de ciclos limites de me´dia amplitude H˜(m,n)
que podem bifurcar de um centro linear quando o perturbamos dentro de uma classe de
todas as equac¸o˜es diferenciais polinomiais de Lie´nard de graus m e n como segue:
x˙ = y,
y˙ = −x−
∑
k≥1
εk(fkn(x)y + g
k
m(x)),
(1)
onde para todo k os polinoˆmios gkm(x) e f
k
n(x) teˆm grau m e n respectivamente, e ε e´ um
pequeno paraˆmetro. Resumindo, no Cap´ıtulo 2 estabelecemos o seguinte resultado:
Teorema 0.0.1. Se para todo k = 1, 2, 3, os polinoˆmios fkn(x) e g
k
m(x) teˆm grau n e m
respectivamente, com m,n ≥ 1, enta˜o para |ε| suficientemente pequeno, o nu´mero ma´ximo
de ciclos limites de me´dia amplitude dos sistemas diferenciais polinomiais de Lie´nard (1)
bifurcando das o´rbitas perio´dicas do centro x˙ = y, y˙ = −x, e´
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[n
2
]
, ou max
{[
n− 1
2
]
+
[m
2
]
,
[n
2
]}
ou
[
n+m− 1
2
]
, onde [.] denota a func¸a˜o maior
inteiro, isto e´, para x ∈ R, [x] e´ o maior nu´mero inteiro menor ou igual a x.
No Cap´ıtulo 3 tratamos o problema de encontrar ciclos limites para pertubac¸o˜es de cen-
tros lineares revers´ıveis em dimensa˜o 4. Considerando perturbac¸o˜es polinomiais, aplicamos
novamente o Me´todo de “Averaging”(de primeira ordem) sobre o sistema:
x˙1 = −p x2 + ε(F 11 (x) + F 1N(x)),
x˙2 = p x1 + ε(F
2
1 (x) + F
2
N(x)),
x˙3 = −q x4 + ε(F 31 (x) + F 3N(x)),
x˙4 = q x3 + ε(F
4
1 (x) + F
4
N(x)),
(2)
onde F nm =
∑
i+j+k+l=m
anijklx
i
1x
j
2x
k
3x
l
4, para m = 1, N e n = 1, 2, 3, 4.
Obtemos os seguintes resultados:
Teorema 0.0.2. Considere p, q nu´meros inteiros primos entre si com p + q > 2, p > 1
e N = p + q − 1. Enta˜o para N ≥ 2 par e ε 6= 0 suficientemente pequeno as seguintes
afirmac¸o˜es se verificam.
(a) Se a func¸a˜o deslocamento de ordem ε na˜o e´ identicamente nula, enta˜o o nu´mero
ma´ximo de ciclos limites da equac¸a˜o diferencial (2) que bifurcam das o´rbitas perio´dicas
do sistema (2) quando ε = 0 e´ menor ou igual a 2pq.
(b) Existe exemplo da equac¸a˜o diferencial (2) possuindo 2pq ciclos limites que se bifurcam
das o´rbitas perio´dicas do sistema (2) quando ε = 0.
Teorema 0.0.3. Considere p, q nu´meros inteiros primos entre si com p + q > 2, p > 1
e N = p + q − 1. Enta˜o para N ≥ 3 ı´mpar e ε 6= 0 suficientemente pequeno, se a func¸a˜o
deslocamento de ordem ε na˜o e´ identicamente nula, enta˜o o nu´mero ma´ximo de ciclos limites
do sistema diferencial (2) que bifurcam das o´rbitas perio´dicas do sistema (2) quando ε = 0
e´ no ma´ximo pq(N + 1) se p ≥ 2. Quando p = 1 este nu´mero e´ q(N + 2).
Os Teoremas 0.0.2 e 0.0.3 sa˜o generalizac¸o˜es dos resultados obtidos em [4] onde foi provado
o caso p = 1.
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No cap´ıtulo 4, descrevemos um algoritmo para estudar a existeˆncia de toros invariantes
folheados por o´rbitas perio´dicas de um sistema perturbado que surge do conjunto de o´rbitas
perio´dicas de um sistema linear em p : q ressonaˆncia. Tal algoritmo e´ baseado na teoria de
“averaging”de primeira ordem e e´ ilustrado com um exemplo.
Nos cap´ıtulos 5 e 6 estudamos perturbac¸o˜es revers´ıveis de um sistema expresso por:
x(2n) + α 2n−2
2
x(2n−2) + ...+ α1x(2) + x = 0, (3)
com n = 2, 3, αi e i = 1, ...,
2n− 2
2
paraˆmetros reais.
No cap´ıtulo 5 estudamos a existeˆncia de famı´lias a um paraˆmetro de o´rbitas perio´dicas
sime´tricas utilizando a Reduc¸a˜o de Lyapunov-Schmidt e Teoria de Formas Normais. Deste
modo, estabelecemos condic¸o˜es sobre os termos de ordem 2 ou 3 da forma normal de per-
turbac¸o˜es de (3) para garantir a existeˆncia de tais famı´lias.
Para certos valores de αi o sistema (3) possui ponto de equil´ıbrio el´ıptico com p : q : r
ressonaˆncia. Por dificuldades te´cnicas, resumiremos os teoremas principais do cap´ıtulo 5 de
uma maneira coloquial no seguinte enunciado:
Teorema 0.0.4. Seja X um campo de vetores revers´ıvel definido numa vizinhanc¸a de um
ponto de equil´ıbrio do tipo el´ıptico com ressonaˆncia p : q : r. Exibimos condic¸o˜es para a
existeˆncia de famı´lias a 1-paraˆmetro de o´rbitas perio´dicas convergindo para 0 com per´ıodo
limitado (famı´lia Lyapunov).
No cap´ıtulo 6 encontramos campos vetoriais a dois paraˆmetros Xpk que sa˜o perturbac¸o˜es
particulares de (3) que possuem soluc¸o˜es homocl´ınicas. A partir da´ı estudamos suas propri-
edades e estabelecemos o seguinte resultado:
Teorema 0.0.5. Para cada p > 1 e k > 0 fixados, Xpk possui uma soluc¸a˜o homocl´ınica
em relac¸a˜o a` origem. Tal o´rbita persiste sob perturbac¸o˜es C∞ que mante´m a reversibilidade
do sistema original. Ale´m disso, ela e´ o limite de uma famı´lia a um paraˆmetro de o´rbitas
perio´dicas.
Finalmente descrevemos as perspectivas para trabalhos futuros.
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CAPI´TULO 1
PRELIMINARES
Este cap´ıtulo e´ dedicado a` introduzir definic¸o˜es, resultados e te´cnicas que sera˜o utilizadas no
decorrer deste trabalho. Em geral, na˜o apresentaremos demonstrac¸o˜es e, em alguns casos,
indicaremos as devidas refereˆncias bibliogra´ficas.
1.1 Sistemas Revers´ıveis
Sejam
x˙ = f(x) (1.1)
um campo vetorial C∞ e
R : R2n → R2n (1.2)
um difeomorfismo involutivo, isto e´, R2 = R.
Definic¸a˜o 1.1.1. Dizemos que o campo vetorial (1.1) e´ R-revers´ıvel, ou simplesmente re-
vers´ıvel, se existe uma involuc¸a˜o R tal que:
DR(x)f(x) = −f(Rx), (1.3)
para todo x ∈ R2n.
Denotaremos por XR(R2n) o conjunto de campos vetoriais C∞ na origem R-revers´ıveis.
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Definic¸a˜o 1.1.2. Dizemos que o campo vetorial (1.1) e´ conservativo se existe uma integral
primeira, isto e´, uma func¸a˜o de classe C1, H : R2n → R tal que:
DH(x).f(x) = 0, (1.4)
para todo x ∈ R2n. Isto significa que H e´ constante ao longo de o´rbitas de (1.1).
Proposic¸a˜o 1.1.3. Se (1.1) e´ R-revers´ıvel, R uma involuc¸a˜o, enta˜o
R ◦ ϕt = ϕ−t ◦R, (1.5)
onde ϕt e´ o fluxo de f .
A identidade (1.5) significa que a involuc¸a˜o R aplica o´rbitas do fluxo ϕt em o´rbitas do
mesmo fluxo invertendo a direc¸a˜o de percurso em relac¸a˜o ao tempo.
Definic¸a˜o 1.1.4. Para cada x0 ∈ R2n definimos a o´rbita por x0 como:
γ(x0) = {x ∈ R2n;x = ϕt(x0), t ∈ R},
onde ϕt e´ o fluxo de f .
Definic¸a˜o 1.1.5. Dizemos que uma o´rbita de um campo vetorial R-revers´ıvel e´ sime´trica
em relac¸a˜o a R, se R aplica a o´rbita nela mesma, isto e´, se R(γ) = γ.
Definic¸a˜o 1.1.6. Um ponto x0 ∈ R2n e´ dito um ponto de equil´ıbrio sime´trico de (1.1) se
f(x0) = 0 e x0 ∈ Fix(R), onde Fix(R) = {x ∈ R2n; Rx = x}.
Para os objetos descritos aqui temos o seguinte resultado:
Proposic¸a˜o 1.1.7. Sejam x0 ∈ R2n e γ(x0) a o´rbita por x0 de um campo vetorial R-
revers´ıvel. As seguintes treˆs situac¸o˜es sa˜o poss´ıveis:
(i) A o´rbita γ(x0) na˜o encontra o conjunto Fix(R). Neste caso, γ(x0) e R(γ(x0)) sa˜o
duas o´rbitas distintas.
(ii) A o´rbita γ(x0) encontra o conjunto Fix(R) em apenas um ponto. Neste caso, γ(x0) e´
sime´trica e portanto γ(x0) e R(γ(x0)) representam a mesma o´rbita.
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(iii) A o´rbita γ(x0) encontra o conjunto Fix(R) em exatamente dois pontos. Neste caso,
γ(x0) e´ uma o´rbita perio´dica sime´trica e se T e´ o per´ıodo de γ(x0) e x ∈ γ(x0)∩Fix(R)
enta˜o ϕT
2
(x) ∈ Fix(R).
Sejam x0 ∈ R2n um ponto de equil´ıbrio de (1.1),
W s(x0) = {x ∈ R2n; lim
t→∞
ϕt(x) = x0}
e
W u(x0) = {x ∈ R2n; lim
t→−∞
ϕt(x) = x0}
as variedades esta´vel e insta´vel, respectivamente, em x0, onde t ∈ R.
Definic¸a˜o 1.1.8. Dizemos que x e´ um ponto homocl´ınico para x0 se x ∈ W s(x0)∩W u(x0).
A o´rbita γ por x e´ chamada de o´rbita homocl´ınica associada ao equil´ıbrio x0.
Suponha que o ponto de equil´ıbrio x0 seja hiperbo´lico. Enta˜o podemos classificar as
o´rbitas homocl´ınicas pelo grau de transversalidade da intersec¸a˜o de W u(x0) e W
s(x0).
Para uma variedade M ⊂ R2n denotamos por TxM seu espac¸o tangente em x ∈M .
Definic¸a˜o 1.1.9. A soluc¸a˜o x(t) = ϕt(x) (ou a correspondente o´rbita γ) e´ chamada na˜o-
degenerada se
dim(Tx(t)W
u(x0) ∩ Tx(t)W s(x0)) = 1 (1.6)
para todo t ∈ R.
Observac¸a˜o 1.1.10. Seja γ um o´rbita homocl´ınica na˜o-degenerada associada ao equil´ıbrio
x0 em um campo conservativo com integral primeira H. As variedades W
u(x0) e W
s(x0)
pertencem a` mesma superf´ıcie de n´ıvel de H a qual e´ localmente uma subvariedade de
codimensa˜o um. Assim, a na˜o-degeneresceˆncia da o´rbita implica que a intersec¸a˜o de W u(x0)
e W s(x0) e´ transversal nesta superf´ıcie de n´ıvel. (Relembre que duas variedades M , N ∈ Rn
interseptam-se transversalmente em um ponto x ∈ M ∩ N se TxM + TxN = Rn.) Como
intersec¸o˜es transversais persistem sob pequenas perturbac¸o˜es, conclu´ımos que a o´rbita γ
persiste sob perturbac¸o˜es que mante´m o campo conservativo.
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A condic¸a˜o de na˜o degeneresceˆncia, (1.6), pode ser expressa analiticamente como segue.
Seja B(t) = Df(x(t)). A condic¸a˜o (1.6) significa que, a menos de mu´ltiplos escalares,
y(t) = x˙(t) e´ a u´nica soluc¸a˜o limitada da equac¸a˜o variacional ao longo da o´rbita homocl´ınica
y˙ = B(t)y.
Veja [40].
Para uma o´rbita homocl´ınica γ sime´trica introduzimos o seguinte conceito geome´trico:
Definic¸a˜o 1.1.11. A soluc¸a˜o x(t) = ϕt(x) (ou a correspondente o´rbita γ) associada ao
equil´ıbrio x0 e´ chamada elementar se W
s(x0) intercepta Fix(R) transversalmente.
Observac¸a˜o 1.1.12. Se W s(x0) intercepta Fix(R) transversalmente, digamos em x(0),
como R(W u) = W s, enta˜o W u(x0) tambe´m intercepta Fix(R) transversalmente. Ana´logo
a`s o´rbitas na˜o-degeneradas em sistemas conservativos, o´rbitas elementares persistem sob
perturbac¸o˜es que mante´m a R-reversibilidade do sistema.
Resaltamos que uma o´rbita homocl´ınica γ na˜o-degenerada e´ sempre elementar. Isto segue
do seguinte lema, demonstrado em [40].
Lema 1.1.13. As seguintes afirmac¸o˜es sa˜o equivalentes:
(i) γ e´ elementar.
(ii) Tx(0)W
u(x0) ∩ Tx(0)W s(x0) ⊂ Fix(−R) onde Fix(−R) = {x ∈ R2n; Rx = −x}.
Assim, se γ e´ na˜o-degenerada enta˜o Tx(0)W
u(x0) ∩ Tx(0)W s(x0) tem dimensa˜o um e e´
gerado por x˙(0) = f(x(0)) ∈ Fix(−R). Portanto a afirmac¸a˜o (ii) do lema acima e´ satisfeita
e da´ı γ e´ elementar.
Quando tratamos de famı´lias de o´rbitas perio´dicas em um sistema Hamiltoniano, con-
servativo ou revers´ıvel e´ poss´ıvel que o per´ıodo tenda a infinito. A o´rbita limitante pode,
no entanto, ser limitada, por exemplo, ser uma o´rbita homocl´ınica. Em [40] e´ demons-
trado que esse tipo de comportamento e´ t´ıpico pro´ximo a`s o´rbitas homocl´ınicas em sistemas
conservativos ou revers´ıveis. Descreveremos a seguir os principais resultados de [40].
Teorema 1.1.14. Assumimos que (1.1) e´ conservativo com integral primeira H. Ale´m disso,
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(i) existe uma o´rbita γ0 de (1.1) homocl´ınica em relac¸a˜o a um equil´ıbrio hiperbo´lico x0 ∈
R2n;
(ii) a o´rbita homocl´ınica γ0 e´ na˜o-degenerada;
(iii) DH(y0) 6= 0 para algum y0 ∈ γ0.
Enta˜o γ0 ∪x0 e´ o limite de uma famı´lia a um paraˆmetro de o´rbitas perio´dicas cujos per´ıodos
tendem ao infinito quando tal famı´lia se aproxima da o´rbita homocl´ınica.
Teorema 1.1.15. Assumimos que (1.1) e´ R-revers´ıvel. Ale´m disso,
(i) existe uma o´rbita γ0 de (1.1) homocl´ınica sime´trica em relac¸a˜o a um equil´ıbrio sime´trico
hiperbo´lico x0 ∈ Fix(R);
(ii) a o´rbita homocl´ınica γ0 e´ elementar.
Enta˜o γ0 ∪x0 e´ o limite de uma famı´lia a um paraˆmetro de o´rbitas perio´dicas cujos per´ıodos
tendem ao infinito quando tal famı´lia se aproxima da o´rbita homocl´ınica.
1.2 Forma Normal de Belitskii
Seja
x˙ = f(x), x ∈ Rn (1.7)
um campo vetorial C∞, R-revers´ıvel com f(0) = 0.
Para f ∈ C∞(Rn) denote por Tmf o polinoˆmio de Taylor de grau m em x = 0 e T˜mf sua
parte homogeˆnea de grau m, isto e´,
Tmf(x) =
m∑
l=0
1
l!
Dlf(0)x(l), ∀x ∈ Rn
e
T˜mf(x) =
1
m!
Dmf(0)x(m), ∀x ∈ Rn
onde x(l) denota a l-upla (x, ..., x).
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Definic¸a˜o 1.2.1. Diremos que o campo vetorial (1.7) esta´ na forma normal de Belitskii ate´
ordem m, m ≥ 2, em relac¸a˜o a A, se
A∗T˜lf(x) = DT˜lf(x)A∗x, l ∈ {2, ...,m},
isto e´, T˜lf(x), l = 2, ...,m, comutam com a matriz A
∗, onde A∗ e´ a matriz adjunta de A.
Considere
Φ : Rn → Rn
y 7→ Φ(y) = y + h(y)
um difeomorfismo com h(y) = o(|y2|).
Aplicando a transformac¸a˜o x = Φ(y) a (1.7) obtemos
y˙ = Φ∗f(y) := DΦ(y)−1f(Φ(y)) = g(y).
O teorema seguinte garante que sempre e´ poss´ıvel encontrar uma mudanc¸a de coordenadas
da forma Φ que coloca (1.7) na forma normal. A demonstrac¸a˜o pode ser vista em [35].
Teorema 1.2.2. Seja f ∈ C∞(Rn). Para cada m ≥ 2, existe uma vizinhanc¸a da origem Um
em Rn e uma aplicac¸a˜o Φ ∈ C∞(Um) tal que Φ∗f(y) = Ay + g(y), onde Dg(0) = 0 e
A∗T˜lg(y) = DT˜lg(y)A∗y, l ∈ {2, ...,m}.
Como estamos supondo f um campo vetorial R-revers´ıvel, queremos encontrar uma
aplicac¸a˜o Φ que na˜o altera esta propriedade. Para isso, temos o seguinte teorema.
Teorema 1.2.3. A aplicac¸a˜o Φ do Teorema 1.2.2 pode ser escolhida de forma que ΦR(y) =
R(Φ(y)). Assim, se g(y) = Φ∗f(y), temos que DR(y)g(y) = −g(Ry).
1.3 Me´todo de “averaging”
Definic¸a˜o 1.3.1. Um ciclo limite de um sistema de equac¸o˜es diferenciais e´ uma o´rbita
perio´dica isolada no conjunto de todas as o´rbitas perio´dicas do sistema.
Seja Ω um conjunto aberto e limitado de Rn e g : Ω¯→ Rn uma func¸a˜o que satisfaz
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g ∈ C1(Ω,Rn) ∩ C(Ω¯,Rn), (1.8)
y ∈ Rn e´ tal que y /∈ f(∂Ω), (1.9)
se x ∈ Ω e´ tal que f(x) = y enta˜o f ′(x) = Df(x) e´ na˜o singular. (1.10)
Proposic¸a˜o 1.3.2. Se g satisfaz (1.8), (1.9) e (1.10), enta˜o a equac¸a˜o
g(x) = y (1.11)
tem um nu´mero finito de soluc¸o˜es em Ω.
Definic¸a˜o 1.3.3. Seja g satisfazendo (1.8), (1.9) e (1.10). Definimos
d(g,Ω, y) =
k∑
i=1
sgn det f ′(xi)
onde x1, ..., xk sa˜o as soluc¸o˜es de (1.11) em Ω e
sgn det f ′(xi) =
 +1, se det f ′(xi) > 0−1, se det f ′(xi) < 0,
i = 1, ..., j. Se (1.11) na˜o tem soluc¸a˜o em Ω definimos d(g,Ω, y) = 0.
Definic¸a˜o 1.3.4. Sejam f ∈ C(Ω¯,Rn) e y /∈ f(∂Ω). Definimos o grau de Brouwer de f em
y em relac¸a˜o a Ω por
dB(f,Ω, y) = lim
g→f
d(g,Ω, y)
onde g satisfaz (1.8), (1.9) e (1.10).
Para mais detalhes sobre grau de Brouwer veja [33].
Apresentaremos alguns resultados da teoria de “averaging”. Para demonstrac¸a˜o, veja
[2].
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Teorema 1.3.5. (Me´todo de “averaging”de primeira ordem) Considere o seguinte
sistema diferencial
x˙(t) = εF1(t, x) + ε
2R(t, x, ε), (1.12)
onde F1 : R×D → Rn, R : R×D× (−εf , εf )→ Rn sa˜o func¸o˜es cont´ınuas, T -perio´dicas na
primeira varia´vel e D e´ um subconjunto aberto de Rn. Definimos f1 por
f1(z) =
∫ T
0
F1(s, z)ds, (1.13)
e assumimos que
(i) F1 e R sa˜o localmente Lipschitz em relac¸a˜o a x;
(ii) para a ∈ D com f1(a) = 0, existe uma vizinhanc¸a V de a tal que f1(z) 6= 0 para todo
z ∈ V¯ \{a} e dB(f1, V, 0) 6= 0.
Enta˜o para ε > 0 suficientemente pequeno, existe uma soluc¸a˜o T -perio´dica ϕ(·, ε) do sistema
(1.12) tal que ϕ(·, ε)→ a quando ε→ 0.
O Teorema 1.3.5 tem hipo´teses mais fracas do que um resultado similar estabelecido em
Verhulst [36], Teorema 11.5, onde (i) e (ii) sa˜o substituidos por
(j) F1, R, DxF1, D
2
xF1 e DxR esta˜o bem definidos, sa˜o cont´ınuos e limitados por uma
constante M (independente de ε) em [0,∞)×D, −εf < ε < εf , e
(jj) para a ∈ D com f1(a) = 0 temos Jf1(a) 6= 0,
respectivamente.
Aqui denotamos por Jf (a) o determinante da matriz Jacobiana de f calculado em a.
Observac¸a˜o 1.3.6. Seja g : D → Rn um func¸a˜o C1, com g(a) = 0, onde D e´ um subconjunto
aberto de Rn e a ∈ D. Se Jg(a) 6= 0 enta˜o existe uma vizinhanc¸a V de a tal que g(z) 6= 0
para todo z ∈ V¯ \{a}. Da´ı dB(g, V, 0) ∈ {−1, 1}.
Teorema 1.3.7. (Me´todo de “averaging”de segunda ordem) Considere o seguinte
sistema diferencial
x˙(t) = εF1(t, x) + ε
2F2(t, x) + ε
3R(t, x, ε), (1.14)
onde F1, F2 : R×D → Rn, R : R×D× (−εf , εf )→ Rn sa˜o func¸o˜es cont´ınuas, T -perio´dicas
na primeira varia´vel e D e´ um subconjunto aberto de Rn. Assumimos que
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(i) F1(t, ·) ∈ C1(D) para todo t ∈ R, F1, F2, R e DxF1 sa˜o localmente Lipschitz em relac¸a˜o
a x.
Definimos f1, f2 : D → Rn por
f1(z) =
∫ T
0
F1(s, z)ds,
f2(z) =
∫ T
0
[
DzF1(s, z) ·
∫ s
0
F1(t, z)dt+ F2(s, z)
]
ds.
(1.15)
Ale´m disso, assumimos que
(ii) para V ⊂ D um conjunto aberto e limitado e para cada ε ∈ (−εf , εf )\{0}, existe
aε ∈ V tal que f1(aε) + εf2(aε) = 0 e dB(f1 + εf2, V, 0) 6= 0.
Enta˜o para |ε| > 0 suficientemente pequeno, existe uma soluc¸a˜o T -perio´dica ϕ(·, ε) do sistema
(1.14).
Teorema 1.3.8. (Me´todo de “averaging”de terceira ordem) Considere o seguinte
sistema diferencial
x˙(t) = εF1(t, x) + ε
2F2(t, x) + ε
3F3(t, x) + ε
4R(t, x, ε), (1.16)
onde F1, F2, F3 : R × D → Rn, R : R × D × (−εf , εf ) → Rn sa˜o func¸o˜es cont´ınuas,
T -perio´dicas na primeira varia´vel, C1 na segunda varia´vel e D e´ um subconjunto aberto de
Rn. Assumimos que
(i) F1(t, ·) ∈ C2(D) para todo t ∈ R, D2xF1 e DxF2 sa˜o localmente Lipschitz em relac¸a˜o a
x.
Definimos f1, f2, f3 : D → Rn dados por (1.15) e
f3(z) =
∫ T
0
[1
2
∂2F1
∂z2
(s, z)y1(s, z)
2 +
1
2
∂F1
∂z
(s, z)y2(s, z)+
∂F2
∂z
(s, z)y1(s, z) + F3(s, z)
]
ds,
(1.17)
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onde
y1(s, z) =
∫ s
0
F1(t, z)dt,
y2(s, z) =
∫ s
0
[
∂F1
∂z
(t, z)
∫ t
0
F1(r, z)dr + F2(t, z)
]
dt.
Ale´m disso, assumimos que
(ii) para V ⊂ D um conjunto aberto e limitado e para cada ε ∈ (−εf , εf )\{0}, existe
aε ∈ V tal que f1(aε) + εf2(aε) + ε2f3(aε) = 0 e dB(f1 + εf2 + ε2f3, V, 0) 6= 0.
Enta˜o para |ε| > 0 suficientemente pequeno, existe uma soluc¸a˜o T -perio´dica ϕ(·, ε) do sistema
(1.16).
1.4 Reduc¸a˜o de Lyapunov-Schmidt
A reduc¸a˜o de Lyapunov-Schmidt tem-se mostrado uma te´cnica muito eficiente na ana´lise
da dinaˆmica de um sistema dinaˆmico em torno de um ponto de equil´ıbrio, principalmente na
abordagem da existeˆncia de famı´lias a 1-paraˆmetro de o´rbitas perio´dicas. O objetivo desta
teoria e´ reduzir o problema de existeˆncia local de soluc¸o˜es perio´dicas de um dado sistema a
resolver um sistema de equac¸o˜es alge´bricas num espac¸o de dimensa˜o finita, cuja dimensa˜o
depende do tipo de ressonaˆncia que o campo vetorial em questa˜o satisfaz.
Considere uma famı´lia de EDOs R-revers´ıveis
x˙ = f(x, λ), x ∈ R2n, λ ∈ R (1.18)
satisfazendo f(Rx, λ) = −Rf(x, λ) para todo λ ∈ R e R uma involuc¸a˜o linear em R2n.
Assumimos que f(0, λ) = 0 para todo λ pro´ximo de 0 e denotamos Aλ := D1f(0, λ).
Denote C02pi como sendo o espac¸o de Banach de func¸o˜es cont´ınuas 2pi-perio´dicas x : R→
R2n, n ≥ 2 e por C12pi o correspondente C1-subespac¸o.
Definimos um produto interno em C02pi por
(x1, x2) =
1
2pi
∫ 2pi
0
〈x1(t), x2(t)〉dt
onde 〈., .〉 denota um produto interno em R2n.
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Seja α0 um nu´mero real na˜o-nulo. Estamos interessados em encontrar soluc¸o˜es perio´dicas
de (1.18) com per´ıodo pro´ximo a 2pi
α0
.
Considere a aplicac¸a˜o F : C12pi × R× R→ C02pi definida por
F (x, λ, σ)(t) = (1 + σ)α0x˙(t)− f(x(t), λ).
Se (x0, λ0, σ0) ∈ C12pi × R× R e´ tal que
F (x0, λ0, σ0) = 0 (1.19)
enta˜o x˜(t) := x0((1 + σ0)α0t) e´ uma soluc¸a˜o
2pi
(1+σ0)α0
-perio´dica de (1.18). De fato, temos
˙˜x(t) = (1 + σ0)α0x˙0((1 + σ0)α0t) = f(x0(1 + σ0)α0t, λ) = f(x˜, λ),
onde a segunda igualdade vem do fato de F (x0, λ0, σ0) = 0. Da´ı x˜(t) e´ soluc¸a˜o de (1.18).
Agora verifiquemos que e´ 2pi
(1+σ0)α0
-perio´dica.
x˜
(
t+
2pi
(1 + σ0)α0
)
= x0
(
(1 + σ0)α0
(
t+
2pi
(1 + σ0)α0
))
=
x0((1 + σ0)α0t+ 2pi) = x0((1 + σ0)α0t),
onde a u´ltima igualdade e´ va´lida ja´ que x0(t) e´ 2pi-perio´dica.
Assim, o problema de encontrar soluc¸o˜es perio´dicas de (1.18) com per´ıodos pro´ximos de
um dado per´ıodo, no caso, 2pi
α0
, se reduz a encontrar os zeros de F com σ e λ pro´ximos de
zero.
Nosso objetivo agora e´ reduzir esse problema, inicialmente definido em espac¸os de di-
mensa˜o infinita, para outro equivalente em espac¸os de dimensa˜o finita.
Observe que (0, 0, 0) e´ uma soluc¸a˜o de (1.19) pois f(0, 0) = 0.
Seja L := D1F (0, 0, 0) : C
1
2pi → C02pi dada por
Lx(t) = x˙(t)− 1
α0
A0x(t).
Definimos a adjunta de L, L∗ : C12pi → C02pi por
L∗x(t) = −x˙(t)− 1
α0
A∗0x(t),
onde A∗0 e´ a matriz adjunta de A0.
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Iremos supor que A0 tenha apenas autovalores imagina´rios puros.
Sejam {e1, e2, ..., e2n} a base canoˆnica do R2n e V0 a soma direta dos autoespac¸os gene-
ralizados de A0 com autovalores mu´ltiplos inteiros de iα0. Seja
N = {q, q(t) = exp(tS0/α0)v0; v0 ∈ V R0 } ⊂ C12pi
onde S0 e´ a parte semi-simples de A0 e V
R
0 e´ o espac¸o dos vetores reais em V0. Note que
dimN = dimV R0 e portanto finita.
A ide´ia para a construc¸a˜o desse subespac¸o e´ a seguinte: Se olharmos para a aplicac¸a˜o
L = D1F (0, 0, 0), o subespac¸o N e´ escolhido de forma que o nu´cleo do operador L (ker(L))
esteja contido em N . De fato,
Lx(t) = x˙− 1
α0
A0x(t).
Assim, Lx(t) = 0 se, e somente se, x˙ = 1
α0
A0x(t) que tem soluc¸a˜o em C
1
2pi contida em N .
O objetivo a partir daqui e´ colocar as soluc¸o˜es de (1.19) em correspondeˆncia um a um
com as soluc¸o˜es de uma equac¸a˜o em N . Desta forma, defina os subespac¸os:
X1 = {x ∈ C12pi; (x,N ) = 0},
Y1 = {x ∈ C02pi; (x,N ) = 0}
como os complementos ortogonais de N em C12pi e C02pi, respectivamente.
Lema 1.4.1. LN ⊂ N e L∗N ⊂ N .
Demonstrac¸a˜o: Seja q(t) = e
tS0
α0 ∈ N . Da´ı
L(q(t)) =
S0
α0
e
tS0
α0 v0 − 1
α0
A0e
tS0
α0 v0 = e
tS0
α0
[ 1
α0
(S0 − A0)
]
v0 ∈ N ,
L∗(q(t)) = e
tS0
α0
[ 1
α0
(−S0 − A∗0)
]
v0 ∈ N .
Lema 1.4.2. (Alternativa de Fredholm): Sejam A(t) uma matriz em C0T e g em CT , enta˜o
a equac¸a˜o
x˙ = A(t)x+ g(t)
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tem uma soluc¸a˜o em CT se e somente se∫ T
0
〈y(t), g(t)〉dt = 0
para toda soluc¸a˜o y da equac¸a˜o adjunta
y˙ = −A∗(t)y
tal que y esta´ em CT .
Lema 1.4.3. L : X1 → Y1 e´ bijetora.
Demonstrac¸a˜o: Observe que ker(L) ⊂ N e pelo lema (1.4.1) LN ⊂ N . Logo, L e´ injetora.
Tome x1 ∈ X1, da´ı (Lx1,N ) = (x1, L∗N ) = 0 pois L∗N ⊂ N . Assim, Lx1 ∈ Y1 e
portanto L(X1) ⊆ Y1.
Agora, seja y1 ∈ Y1. Assim, (y1,N ) = 0. Pelo lema da Alternativa de Fredholm existe
x ∈ C12pi tal que Lx = y1. Mas LN ⊂ N logo x ∈ X1 e da´ı y ∈ L(X1). Portanto, Y1 = L(X1).
Escreva
F (x, λ, σ) = F (q + x1, λ, σ) =: Fˆ (q, x1, λ, σ),
q ∈ N e x1 ∈ X1.
Definimos o operador em C02pi
P : C02pi → C02pi
por
P (.) =
m∑
i=1
(., qi)qi,
onde {qi}mi=1 e´ uma base de N .
Observe que P e´ projec¸a˜o sobre N com nu´cleo igual a Y1. A projec¸a˜o complementar
I − P sobre Y1 tem nu´cleo igual a N . Assim valem as seguintes somas diretas:
C12pi = X1 ⊕N C02pi = Y1 ⊕N .
Ale´m disso,
F (q, x1, σ, λ) = 0⇔
 (I − P )F (q, x1, σ, λ) = 0PF (q, x1, σ, λ) = 0.
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Pelo Teorema da Func¸a˜o Impl´ıcita e o Lema (1.4.3), a primeira equac¸a˜o pode ser local-
mente resolvida para x1 = x
∗
1(q, σ, λ). Assim, precisamos resolver PF (q, x
∗
1(q, σ, λ), σ, λ) = 0.
Mas
PF (q, x∗1(q, σ, λ), σ, λ) = 0⇔ (F, qi) = 0⇔
1
2pi
∫ 2pi
0
〈F, qi〉dt = 0⇔
1
2pi
∫ 2pi
0
e
tS∗0
α0 F (x∗(v0, λ, σ), λ, σ)dt = 0
e como S∗0 = −S0 temos que
PF (q, x∗1(q, σ, λ), σ, λ) = 0⇔
1
2pi
∫ 2pi
0
e
−tS0
α0 F (x∗(v0, λ, σ), λ, σ)dt = 0.
Estabelecemos a equac¸a˜o:
B(v0, λ, σ) = 0,
onde B : R2n × R× R→ R2n definida por
B(v0, λ, σ) =
1
2pi
∫ 2pi
0
e
−tS0
α0 F (x∗(v0, λ, σ), λ, σ)dt,
onde
x∗(v0, λ, σ) = e
tS0
α0 v0 + x
∗
1(e
tS0
α0 v0, λ, σ).
Proposic¸a˜o 1.4.4. A aplicac¸a˜o B possui as seguintes propriedades:
1. ϕβ(B(v0, λ, σ)) = B(ϕβ(v0), λ, σ),
2. RB(v0), λ, σ) = −B(Rv0, λ, σ),
onde ϕβv0 = exp(−β/α0)v0.
Demonstrac¸a˜o:
1. B(ϕβ(v0), λ, σ) = B(e
−βS0
α0 v0, λ, σ) =
1
2pi
∫ 2pi
0
e
−tS0
α0 F (x∗(e
−βS0
α0 v0, λ, σ), λ, σ)dt
=
1
2pi
∫ 2pi
0
e
−tS0
α0 F (e
tS0
α0 e
−βS0
α0 v0 + x
∗
1(e
tS0
α0 e
−βS0
α0 v0, λ, σ))dt
fazendo τ = t− β temos t = τ + β. Da´ı
B(ϕβ(v0), λ, σ) =
1
2pi
∫ 2pi
0
e
− (τ+β)S0
α0 F (x∗(e
−βS0
α0 v0, λ, σ), λ, σ)dt
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=
e
−βS0
α0
2pi
∫ 2pi
0
e
− (τ)S0
α0 F (x∗(e
−βS0
α0 v0, λ, σ), λ, σ)dt
= ϕβ(B(v0, λ, σ))
2. RB(v0), λ, σ) = R
( 1
2pi
∫ 2pi
0
e
−tS0
α0 F (x∗(v0, λ, σ), λ, σ)dt
)
=
1
2pi
∫ 2pi
0
e
−−tS0
α0 RF (x∗(v0, λ, σ), λ, σ)dt
= − 1
2pi
∫ 2pi
0
e
−−tS0
α0 F (Rx∗(v0, λ, σ), λ, σ)dt
= −B(Rv0, λ, σ).
A condic¸a˜o (1) diz que a aplicac¸a˜o B e´ rotacionalmente equivariante enquanto que (2)
afirma que a aplicac¸a˜o B herda a propriedade de reversibilidade do campo X.
Assumiremos que (1.18) esta´ na forma normal de Belitskii ate´ ordem m. Assim seja
o campo vetorial f(x, λ) = Aλx + f˜(x, λ) + r(x, λ) com r(x, λ) = o(|x|m+1). Com estas
hipo´teses temos o seguinte resultado:
Teorema 1.4.5. 1. x∗(v0, λ, σ)(t) = e
tS0
α0 v0 + o(|v0|m+1);
2. B(v0, λ, σ) = (1 + σ)Sv0 − Aλv0 − f˜(v0, λ) +O(‖v0‖m+1).
Demonstrac¸a˜o: Consideremos a restric¸a˜o de F a N :
F(v0, λ, σ) := Fˆ (e
tS0
α0 v0, 0, λ, σ).
Como q˙ = S0
α0
q para todo q ∈ N , e como Aλ, f˜ comutam com e
tS0
α0 obtemos
F(v0, λ, σ) = (1 + σ)α0
(
e
tS0
α0
)
v0− f
(
e
tS0
α0 v0, λ
)
= e
tS0
α0
(
(1 + σ)S0v0−Aλv0− f˜(v0, λ)
)
−
r
(
e
tS0
α0 v0, λ
)
o qual para F˜(v0, λ, σ) := (I − P )F(v0, λ, σ) implica que Dj(F˜(0, λ, σ)) = 0
para 0 ≤ j ≤ m para todo (λ, σ). Temos:
(I − P )Fˆ (e
tS0
α0 v0, x
∗
1(e
tS0
α0 v0, λ, σ), λ, σ) ≡ 0;
diferenciando esta identidade em v0 = 0 temos D
jx∗1
(
e
tS0
α0 v0, λ, σ
)
= 0 para 0 ≤ j ≤ m para
todo (λ, σ) numa vizinhanc¸a de (0, 0). Desta forma:
x∗1(e
tS0
α0 v0, λ, σ) = O(‖v0‖)m+1
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e o resultado segue da definic¸a˜o de x∗(v0, λ, σ).
A segunda parte segue imediatamente da definic¸a˜o de B.
Lembre que uma soluc¸a˜o perio´dica de (1.18) e´ R-sime´trica se ela intercepta Fix(R) em
exatamente dois pontos. Da´ı, obtemos todas soluc¸o˜es perio´dicas de (1.18) resolvendo a
equac¸a˜o:
G(v0, λ, σ) = 0,
com G(v0, λ, σ) = B(v0, λ, σ)
∣∣
v0∈Fix(R).
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CAPI´TULO 2
EQUAC¸A˜O DE LIE´NARD
Usando teoria de “averaging”estudaremos o nu´mero ma´ximo de ciclos limites, H˜(m,n), que
podem bifurcar de o´rbitas perio´dicas de um centro linear quando o perturbamos dentro de
uma classe das equac¸o˜es diferenciais polinomiais de Lie´nard.
2.1 Introduc¸a˜o
A segunda parte do problema de Hilbert esta´ relacionada com o nu´mero de ciclos limites
de campos vetoriais polinomiais. A equac¸a˜o polinomial generalizada de Lie´nard
x¨+ f(x)x˙+ g(x) = 0, (2.1)
foi introduzida em [21]. Aqui o ponto denota diferenciac¸a˜o em relac¸a˜o ao tempo t, f(x) e
g(x) sa˜o polinoˆmios na varia´vel x de graus n e m, respectivamente. Para esta subclasse de
campos vetoriais polinomiais temos uma versa˜o simplificada do problema de Hilbert, (veja
[27] e [34]).
Em 1977 Lins, de Melo e Pugh [27] estudaram as equac¸o˜es diferenciais polinomiais
cla´ssicas de Lie´nard obtidas quando g(x) = x e estabeleceram a seguinte conjectura: Se
f(x) tem grau n ≥ 1 e g(x) = x, enta˜o (2.1) tem no ma´ximo [n/2] ciclos limites. Eles
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tambe´m provaram a conjectura para n = 1, 2. A conjectura para n ∈ {3, 4, 5} continua em
aberto. Para n ≥ 6 esta conjectura na˜o e´ verdadeira e foi demonstrada recentemente por
Dumortier, Panazzolo e Roussarie em [13].
Notemos que uma equac¸a˜o diferencial polinomial cla´ssica de Lie´nard tem um u´nico ponto
singular. Pore´m, e´ poss´ıvel que as equac¸o˜es diferenciais polinomiais generalizadas de Lie´nard
tenham mais que um ponto singular.
Muitos dos resultados em ciclos limites de equac¸o˜es diferenciais polinomiais tem sido
obtidos considerando ciclos limites que bifurcam de um ponto singular, chamados ciclos
limites de pequena amplitude, (veja [19]). Denotamos por Hˆ(m,n) o nu´mero ma´ximo de
ciclos limites de pequena amplitude para equac¸o˜es diferenciais da forma (2.1). Os valores
de Hˆ(m,n) fornecem uma cota inferior para o nu´mero ma´ximo H(m,n) (i.e. o nu´mero de
Hilbert) de ciclos limites que a equac¸a˜o diferencial (2.1) com m e n fixados pode ter.
Descreveremos resumidamente os principais resultados sobre ciclos limites em equac¸o˜es
diferenciais de Lie´nard.
(i) Em 1928 Lie´nard [21] provou que se m = 1 e F (x) =
∫ x
0
f(s)ds e´ uma func¸a˜o cont´ınua
ı´mpar a qual possui uma u´nica raiz em x = a e e´ mono´tona crescente em x ≥ a, enta˜o
a equac¸a˜o (2.1) possui um u´nico ciclo limite.
(ii) Em 1973 Rychkov [31] provou que se m = 1 e F (x) =
∫ x
0
f(s)ds e´ um polinoˆmio ı´mpar
de grau cinco, enta˜o a equac¸a˜o (2.1) tem ate´ dois ciclos limites.
(iii) Em 1977 Lins, de Melo e Pugh [27] provaram que H(1, 1) = 0 e H(1, 2) = 1.
(iv) Em 1998 Coppel [6] provou que H(2, 1) = 1.
(v) Dumortier, Li e Rousseau em [14] e [11] provaram que H(3, 1) = 1.
(vi) Em 1997 Dumortier e Chengzhi [12] provaram que H(2, 2) = 1.
Ate´ agora os u´nicos nu´meros de Hilbert H(m,n) determinados sa˜o os quatro casos mar-
cados com asteriscos ((iii)-(vi)) na Tabela 2.1.
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Tabela 2.1: Valores de H(m,n) ou Hˆ(m,n) para equac¸o˜es de Lie´nard em func¸a˜o dos graus
m e n.
n
1 2 3 4 5 6 7 8 9 10 11 12 13 ... 48 49 50
1 0 1* 1 2 2 3 3 4 4 5 5 6 6 . . . 24 24 →
2 1* 1* 2 3 3 4 5 5 6 7 7 8 9 · · · 32 33 →
3 1* 2 2 4 4 6 6 6 8 8 8 10 10 . . . 36 38 38
4 2 3 4 4 6 7 8 9 9 10 11 12 13
5 2 3 4 6 6 8 9 10 11
6 3 4 6 7 8 8 9
7 3 5 6 8 9 9 9
m 8 4 5 6 9 10
9 4 6 8 9 11
10 5 7 8 10
11 5 7 8 11
12 6 8 10 12
13 6 9 10 13
...
...
...
...
20 10 13 14 17
...
...
...
...
48 24 32 36
49 24 33 38
50 ↓ ↓ 38
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Blows, Lloyd e Lynch, [5], [22] e [26] usaram argumentos indutivos para demonstrar os
seguintes resultados:
(I) Se g e´ ı´mpar enta˜o Hˆ(m,n) = [n/2].
(II) Se f e´ par enta˜o Hˆ(m,n) = n.
(III) Se f e´ ı´mpar enta˜o Hˆ(m, 2n+ 1) = [(m− 2)/2] + n.
(IV) Se g(x) = x+ ge(x), onde ge e´ par enta˜o Hˆ(2m, 2) = m.
Christopher e Lynch [8], [23], [24], [25] desenvolveram um me´todo alge´brico para deter-
minar os nu´meros de Lyapunov da equac¸a˜o (2.1) e provaram o seguinte:
(V) Hˆ(m, 2) = [(2m+ 1)/3].
(VI) Hˆ(2, n) = [(2n+ 1)/3].
(VII) Hˆ(m, 3) = 2[(3m+ 2)/8] para todo 1 < m ≤ 50.
(VIII) Hˆ(3, n) = 2[(3n+ 2)/8] para todo 1 < m ≤ 50.
(IX) Os valores da Tabela 2.1 para Hˆ(4, k) = Hˆ(k, 4), k = 6, 7, 8, 9 e Hˆ(5, 6) = Hˆ(6, 5).
Em 1998, Gasull e Torregrosa, [16], obtiveram cotas superiores para Hˆ(7, 6), Hˆ(6, 7),
Hˆ(7, 7) e Hˆ(4, 20).
Em 2006, os valores da tabela 2.1 para Hˆ(m,n) = Hˆ(n,m), para n = 4, m = 10, 11, 12, 13;
n = 5, m = 6, 7, 8, 9; n = 6, m = 5, 6 foram dados por Yu e Han em [41].
Usando a teoria de “averaging”estudaremos o nu´mero ma´ximo de ciclos limites H˜(m,n)
que podem bifurcar de o´rbitas perio´dicas de um centro linear perturbado sob a classe de
todas equac¸o˜es diferenciais polinomiais de Lie´nard de graus m e n como segue:
x˙ = y,
y˙ = −x−
∑
k≥1
εk(fkn(x)y + g
k
m(x)),
(2.2)
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onde para todo k os polinoˆmios gkm(x) e f
k
n(x) teˆm grau m e n respectivamente e ε e´ um
pequeno paraˆmetro, isto e´, o nu´mero ma´ximo de ciclos limites de me´dia amplitude que podem
bifurcar das o´rbitas perio´dicas do centro linear x˙ = y, y˙ = −x, perturbado com em (2.2).
Na realidade, calcularemos cotas inferiores de H˜(m,n), ou melhor, calcularemos o nu´mero
ma´ximo de ciclos limites H˜k(m,n) que podem bifurcar das o´rbitas perio´dicas do centro linear
x˙ = y, y˙ = −x, usando a teoria de “averaging”de ordem k, para k = 1, 2, 3. Claramente,
H˜k(m,n) ≤ H˜(m,n) ≤ H(m,n). Note que ate´ agora na˜o havia nenhuma estimativa para
H(m,n) quando
(a) m = 4 e n > 13, ou m > 20 e n = 4,
(b) m = 5 e n > 9, ou m > 9 e n = 5,
(c) m = 6 e n > 7, ou m > 7 e n = 6,
(d) m,n > 7.
2.2 “Averaging” de primeira ordem em equac¸o˜es de
Lie´nard
Nesta sec¸a˜o aplicaremos a teoria de “averaging”de primeira ordem nas equac¸o˜es diferen-
ciais polinomiais de Lie´nard para obter uma cota inferior de H(m,n) para todo m,n ≥ 1.
Teorema 2.2.1. Se para cada k = 1 os polinoˆmios fkn(x) e g
k
m(x) teˆm graus n e m respecti-
vamente, com m,n ≥ 1, enta˜o para |ε| suficientemente pequeno, o nu´mero ma´ximo de ciclos
limites de me´dia amplitude dos sistemas diferenciais polinomiais de Lie´nard (2.2) bifurcando
de o´rbitas perio´dicas do centro x˙ = y, y˙ = −x, usando a teoria de “averaging”de primeira
ordem e´ H˜1(m,n) =
[n
2
]
.
Do Teorema 2.2.1 segue imediatamente a Tabela 2.2.
Para aplicar a teoria de “averaging”de primeira ordem escrevemos o sistema (2.2) com
k = 1, em coordenadas polares (r, θ) onde x = r cos θ, y = r sen θ, r > 0. Nessas coordenadas,
o sistema (2.2) e´ escrito na forma padra˜o para aplicar a teoria de “averaging”. Se escrevemos
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Tabela 2.2: Valores de H˜1(m,n).
n
1 2 3 4 5 6 7 8 9 10 11 12 13 ... 48 49 50
1 0 1 1 2 2 3 3 4 4 5 5 6 6 . . . 24 24 →
2 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
3 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
4 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
5 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
6 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
7 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
8 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
9 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
10 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
11 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
12 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
13 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
48 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
49 0 1 1 2 2 3 3 4 4 5 5 6 6 · · · 24 24 →
50 ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
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f(x) =
n∑
i=0
aix
i e g(x) =
m∑
i=0
bix
i, enta˜o o sistema (6.26) fica
r˙ = −ε
(
n∑
i=0
air
i+1 cosi θ sen2 θ +
m∑
i=0
bir
i cosi θ sen θ
)
,
θ˙ = −1− ε
r
(
n∑
i=0
air
i+1 cosi+1 θ sen θ +
m∑
i=0
bir
i cosi+1 θ
)
.
(2.3)
Tomando θ como nova varia´vel independente o sistema (2.3) fica
dr
dθ
= ε
(
n∑
i=0
air
i+1 cosi θ sen2 θ +
m∑
i=0
bir
i cosi θ sen θ
)
+O(ε2).
A correspondente func¸a˜o f1 dada por (1.13) fica:
f1(r) =
1
2pi
∫ 2pi
0
(
n∑
i=0
air
i+1 cosi θ sen2 θ +
m∑
i=0
bir
i cosi θ sen θ
)
dθ.
Para calcular a exata expressa˜o de f1 usamos as seguintes fo´rmulas∫ 2pi
0
cos2k+1 θ sen2 θ dθ = 0, k = 0, 1, ...
∫ 2pi
0
cos2k θ sen2 θ dθ = α2k 6= 0, k = 0, 1, ...
∫ 2pi
0
cosk θ sen θ dθ = 0, k = 0, 1, ...
Da´ı
f1(r) =
1
2
n∑
i = 0
i par
aiαir
i+1. (2.4)
Enta˜o, o polinoˆmio f1(r) tem ate´ [n/2] ra´ızes positivas, e podemos escolher os coeficientes
ai com i par de tal modo que f1(r) tenha exatamente [n/2] ra´ızes positivas simples. Assim
o Teorema 2.2.1 esta´ provado.
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2.3 “Averaging” de segunda ordem em equac¸o˜es de
Lie´nard
Aplicaremos a teoria de “averaging”de segunda ordem nas equac¸o˜es diferenciais polino-
miais de Lie´nard para obter uma cota inferior de H(m,n) para todo m,n ≥ 1.
Teorema 2.3.1. Se para cada k = 2 os polinoˆmios fkn(x) e g
k
m(x) teˆm graus n e m respecti-
vamente, com m,n ≥ 1, enta˜o para |ε| suficientemente pequeno, o nu´mero ma´ximo de ciclos
limites de me´dia amplitude dos sistemas diferenciais polinomiais de Lie´nard (2.2) bifurcando
de o´rbitas perio´dicas do centro x˙ = y, y˙ = −x, usando a teoria de “averaging”de segunda
ordem e´ H˜2(m,n) = max
{[
n− 1
2
]
+
[m
2
]
,
[n
2
]}
.
Demonstrac¸a˜o: Para demonstrar o Teorema 2.3.1 usaremos a teoria de “averaging”de
segunda ordem.
Se escrevemos f1(x) =
n∑
i=0
aix
i, f2(x) =
n∑
i=0
cix
i, g1(x) =
m∑
i=0
bix
i e g2(x) =
m∑
i=0
dix
i,
enta˜o o sistema (2.2) com k = 2 em coordenadas polares (r, θ), r > 0 fica
r˙ = −ε
(
n∑
i=0
air
i+1 cosi θ sen2 θ +
m∑
i=0
bir
i cosi θ sen θ
)
−
ε2
(
n∑
i=0
cir
i+1 cosi θ sen2 θ +
m∑
i=0
dir
i cosi θ sen θ
)
,
θ˙ = −1− ε
r
(
n∑
i=0
air
i+1 cosi+1 θ sen θ +
m∑
i=0
bir
i cosi+1 θ
)
−
ε2
r
(
n∑
i=0
cir
i+1 cosi+1 θ sen θ +
m∑
i=0
dir
i cosi+1 θ
)
.
(2.5)
Tomando θ como nova varia´vel independente, o sistema (2.5) e´ escrito como
dr
dθ
= εF1(θ, r) + ε
2F2(θ, r) +O(ε
3),
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onde
F1(θ, r) =
n∑
i=0
air
i+1 cosi θ sen2 θ +
m∑
i=0
bir
i cosi θ sen θ,
F2(θ, r) =
(
n∑
i=0
cir
i+1 cosi θ sen2 θ +
m∑
i=0
dir
i cosi θ sen θ
)
−
r sen θ cos θ
(
n∑
i=0
air
i cosi θ sen θ +
m∑
i=0
bir
i−1 cosi θ
)2
.
Agora determinaremos a correspondente func¸a˜o f2 definida em (1.15). Para isso, calcu-
lamos:
d
dr
F1(θ, r) =
n∑
i = 0
(i+ 1)air
i cosi θ sen2 θ +
m∑
i=1
ibir
i−1 cosi θ sen θ,
e
∫ θ
0
F1(φ, r)dφ =
a1r
2 (α11 sen θ + α21 sen(3θ)) + ...
+alr
l+1
(
α1l sen θ + α2l sen(3θ) + ...+ α( l+3
2
)l sen((l + 2)θ
)
+
a0r (α10θ + α20 sen(2θ)) + ...
+abr
b+1
(
α1bθ + α2b sen(2θ) + ...+ α( b+4
2
)b sen(b+ 2)θ
)
b0(1− cos θ) + ...+ bmrm
(
1
m+ 1
(1− cosm+1 θ)
)
,
(2.6)
onde l e´ o maior nu´mero ı´mpar menor ou igual a` n, b e´ o maior nu´mero par menor ou igual
a` n, e αij sa˜o constantes reais que aparecem durante os ca´lculos de
∫ θ
0
cosi φ sen2 φ dφ para
todo i. Sabemos de (2.4) que f1 e´ identicamente nula se e somente se ai = 0 para todo i par.
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Ale´m disso,∫ 2pi
0
cosi θ sen3 θ dθ = 0, i = 0, 1, ...
∫ 2pi
0
cosi θ sen2 θ sen((2k + 1)θ) dθ = 0, i, k = 0, 1, ...
∫ 2pi
0
cos2i+1 θ sen2 θ dθ = 0, i = 0, 1, ...
∫ 2pi
0
cos2i θ sen2 θ dθ = A2i 6= 0, i = 0, 1, ...
∫ 2pi
0
cosi θ sen θ dθ = 0, i = 0, 1, ...
∫ 2pi
0
cos2i θ sen θ sen((2k + 1)θ) dθ = B2k+12i 6= 0, i, k = 0, 1, ...
∫ 2pi
0
cos2i+1 θ sen θ sen((2k + 1)θ) dθ = 0, i, k = 0, 1, ...
Da´ı
∫ 2pi
0
d
dr
F1(θ, r)y1(θ, r)dθ =
k∑
j = 2
j par
l∑
i = 1
i ı´mpar
− i+ 1
j + 1
aibjr
i+j
∫ 2pi
0
cosi+j+1 θ sen2 θdθ+
k∑
j = 2
j par
l∑
i = 1
i ı´mpar
jaibjr
i+j
∫ 2pi
0
cosj θ sen θ
(
α1i sen θ + ...+ α i+3
2
i sen((i+ 2)θ)
)
dθ =
r
(
α˜10a1b0 + (α˜12a1b2 + α˜30a3b0)r
2 + ......+
∑
i+j=l+k
α˜ijaibjr
l+k−1
)
,
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onde α˜ij = −1 + i
j + i
Ai+j+1 + j
(
α1iB
1
j + α2iB
2
j + ...+ α i+3
2
iB
i+2
j
)
, para todo i, j e k sendo o
maior nu´mero par menor ou igual a` m.
Ale´m disso,
∫ 2pi
0
F2(θ, r)dθ =
b∑
i = 0
i par
cir
i+1
∫ 2pi
0
cosi θ sen2 θdθ+
k∑
j = 0
j par
l∑
i = 1
i ı´mpar
2ri+jaibj
∫ 2pi
0
cosi+j+1 θ sen2 θdθ =
A0c0r + ...+ Abcbr
b+1 + 2
(
A2a1b0r + A4(a3b0 + a1b2)r
3 + ...+ Al+k+1r
l+k
∑
i+j=l+k
aibj
)
.
Enta˜o f2(r) e´ o polinoˆmio
r
(
ρ10a1b0 + (ρ12a1b2 + ρ30a3b0)r
2 + (ρ14a1b4 + ρ32a3b2 + ρ50a5b0)r
4+
...+ ρlkalbkr
l+k−1 + A0c0 + A2c2r2 + ...+ Abcbrb
)
,
(2.7)
onde ρij = α˜ij + 2Ai+j+1 para todo i, j. Note que para encontrar ra´ızes positivas de f2
devemos encontrar os zeros de um polinoˆmio em r2 de grau igual a` max
{
l + k − 1
2
,
b
2
}
.
Temos que
b
2
=
[n
2
]
e
l + k − 1
2
=
[
n− 1
2
]
+
[m
2
]
. Veja Tabela 2.3.
Tabela 2.3: Valores de (l + k − 1)/2 escritos usando a func¸a˜o parte inteira.
n m l k (l + k − 1)/2 [(n− 1)/2] + [m/2]
ı´mpar par n m (n+m− 1)/2 (n− 1)/2 +m/2
par par n-1 m (n− 1 +m− 1)/2 ((n− 1)− 1)/2 +m/2
ı´mpar ı´mpar n m-1 (n+m− 1− 1)/2 (n− 1)/2 + (m− 1)/2
par ı´mpar n-1 m-1 (n− 1 +m− 1− 1)/2 ((n− 1)− 1)/2 + (m− 1)/2
Concluimos que f2 tem ate´ max{[(n− 1)/2] + [m/2], [n/2]} ra´ızes positivas. Ale´m disso,
podemos escolher os coeficientes ai, bj, ck de tal modo que (2.7) tenha exatamente max{[(n−
1)/2] + [m/2], [n/2]} ra´ızes positivas. Assim o Teorema 2.3.1 esta´ provado.
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Tabela 2.4: Valores de H˜2(m,n). Os valores em negrito melhoram os correspondentes valores
da Tabela 2.2.
n
1 2 3 4 5 6 7 8 9 10 11 12 13 ... 48 49 50
1 0 1 1 2 2 3 3 4 4 5 5 6 6 . . . 24 24 →
2 1 1 2 2 3 3 4 4 5 5 6 6 7 · · · 24 25 →
3 1 1 2 2 3 3 4 4 5 5 6 6 7 · · · 24 25 →
4 2 2 3 3 4 4 5 5 6 6 7 7 8 · · · 25 26 →
5 2 2 3 3 4 4 5 5 6 6 7 7 8 · · · 25 26 →
6 3 3 4 5 5 5 6 6 7 7 8 8 9 · · · 26 27 →
7 3 3 4 5 5 5 6 6 7 7 8 8 9 · · · 26 27 →
8 4 4 5 5 6 6 7 7 8 8 9 9 10 · · · 27 28 →
9 4 4 5 5 6 6 7 7 8 8 9 9 10 · · · 27 28 →
10 5 5 6 6 7 7 8 8 9 9 10 10 11 · · · 28 29 →
11 5 5 6 6 7 7 8 8 9 9 10 10 11 · · · 28 29 →
12 6 6 7 7 8 8 9 9 10 10 11 11 12 · · · 29 30 →
13 6 6 7 7 8 8 9 9 10 10 11 11 12 · · · 29 30 →
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
48 24 24 25 25 26 26 27 27 28 28 29 29 30 · · · 47 48 →
49 24 24 25 25 26 26 27 27 28 28 29 29 30 · · · 47 48 →
50 ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
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2.4 “Averaging” de terceira ordem em equac¸o˜es de
Lie´nard
Aplicaremos a teoria de “averaging”de terceira ordem nas equac¸o˜es diferenciais polino-
miais de Lie´nard para obter uma cota inferior de H(m,n) para todo m,n ≥ 1.
Teorema 2.4.1. Se para cada k = 3 os polinoˆmios fkn(x) e g
k
m(x) teˆm graus n e m respecti-
vamente, com m,n ≥ 1, enta˜o para |ε| suficientemente pequeno, o nu´mero ma´ximo de ciclos
limites de me´dia amplitude dos sistemas diferenciais polinomiais de Lie´nard (2.2) bifurcando
de o´rbitas perio´dicas do centro x˙ = y, y˙ = −x, usando a teoria de “averaging”de terceira
ordem e´ H˜3(m,n) =
[
n+m− 1
2
]
.
Escrevendo f1(x) =
n∑
i=0
aix
i, f2(x) =
n∑
i=0
cix
i, f3(x) =
n∑
i=0
pix
i, g1(x) =
m∑
i=0
bix
i, g2(x) =
m∑
i=0
dix
i e g3(x) =
m∑
i=0
qix
i, um sistema equivalente ao (2.2) com k = 3 sera´ encontrado.
Considerando-o em coordenadas polares (r, θ) teremos:
r˙ = − sen θ (εA+ ε2B + ε3C) ,
θ˙ = −1− cos θ
r
(
εA+ ε2B + ε3C
)
,
(2.8)
onde
A =
n∑
i=0
air
i+1 cosi θ sen θ +
m∑
i=0
bir
i cosi θ,
B =
n∑
i=0
cir
i+1 cosi θ sen θ +
m∑
i=0
dir
i cosi θ,
C =
n∑
i=0
pir
i+1 cosi θ sen θ +
m∑
i=0
qir
i cosi θ.
Tomando θ como nova varia´vel independente o sistema (2.8) fica
dr
dθ
= εA sen θ + ε2
(
B sen θ − A
2 cos θ sen θ
r
)
+
ε3
(
A3 cos2 θ sen θ
r2
− 2AB cos θ sen θ
r
+ C sen θ
)
+O(ε4).
(2.9)
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Sabemos por (2.4) que f1 e´ identicamente nula se e somente se ai = 0 para todo i par,
e por (2.7) obtemos que f2 e´ identicamente nula se e somente se os coeficientes ai, bj e ck
satisfazem
cµ =
1
Aµ
∑
i+ j = µ+ 1
i ı´mpar, j par
ρi,j ai bj (2.10)
onde µ e´ par, Aµ e ρi,j sa˜o dados na Sec¸a˜o 2.3.
Para aplicar a teoria de “averaging”de terceira ordem precisamos calcular a correspon-
dente func¸a˜o f3 definida em (1.17). A demonstrac¸a˜o do Teorema 2.4.1 sera´ consequeˆncia
direta dos pro´ximos lemas.
A demonstrac¸a˜o do pro´ximo lema segue de ca´lculos pesados e sera´ omitida.
Lema 2.4.2. As correspondentes func¸o˜es y1(θ, r) e y2(θ, r) da teoria de “averaging”de ter-
ceira ordem sa˜o expressas por (2.6) e
y2(θ, r) = C0 + C1r + C2r
2 + ...+ Cλr
λ,
respectivamente, onde λ = max{2n+ 1, 2m− 1} e
C2k+1 =
∑
i+j+=2k
c0ijaiaj +
∑
i+j=2k+2
d0ijbibj +
∑
i+j=2k+1
e0ijaibjθ+
∑
i+j=2k
f 0ijaiajθ
2 + d2k+1 + c2kθ +
∑
i+j=2k+2
bibj
(
k+1∑
i=0
a02i+1 cos(2i+ 1)θ
)
+( ∑
i+j+=2k
aiaj +
∑
i+j=2k+2
bibj +
∑
i+j=2k+1
aibjθ + d2k+1
)(
k+1∑
i=0
a02i+2 cos(2i+ 2)θ
)
+
∑
i+j=2k+1
aibj
(
k+1∑
i=0
a12i+1 sen(2i+ 1)θ
)
+( ∑
i+j+=2k+1
aibj +
∑
i+j=2k
aiajθ + c2k
)(
k+1∑
i=0
a12i+2 sen(2i+ 2)θ)
)
,
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C2k =
∑
i+j+=2k−1
c1ijaiaj +
∑
i+j=2k+1
d1ijbibj +
∑
i+j=2k
e1ijaibjθ+( ∑
i+j=2k−1
aiaj +
∑
i+j=2k+1
bibj +
∑
i+j=2k
aibjθ
)(
k+1∑
i=0
b02i+1 cos(2i+ 1)θ
)
+( ∑
i+j+=2k+1
bibj
)(
k+1∑
i=0
b02i+2 cos(2i+ 2)θ
)
+( ∑
i+j=2k
aibj + c2k−1 +
∑
i+j=2k
aibjθ
)(
k+1∑
i=0
b12i+1 sen(2i+ 1)θ
)
+( ∑
i+j+=2k
aibj
)(
k+1∑
i=0
b12i+2 sen(2i+ 2)θ)
)
,
onde al2i+1, a
l
2i+2, b
l
2i+1, a
l
2i+2, c
l
ij, d
l
ij, e
l
ij, f
l
ij sa˜o constantes reais para l = 1, 2 and k =
0, 1, ...,
λ
2
.
Lema 2.4.3. A integral
∫ 2pi
0
1
2
∂2F1
∂r2
(s, r)(y1(s, r))
2ds e´ o polinoˆmio
pi(D0 +D1r +D2r
2 + ...+Dκr
κ) (2.11)
onde κ =

n+ 2m− 1 se m > n+ 1 e m ou n par,
n+ 2m− 2 se m > n+ 1 e m e n ı´mpar,
3n+ 1 se m ≤ n+ 1 e n par,
3n se m ≤ n+ 1 e n ı´mpar,
e
Dχ =
∑
i+j+k=χ−1
β1ijkaiajak +
∑
i+j+k=χ+1
γ1ijkaibjbk+∑
i+j+k=χ
δ1ijkaiajbk,
para χ = 0, 1, ..., κ onde β1ijk, γ
1
ijk, δ
1
ijk sa˜o constantes reais.
Demonstrac¸a˜o: Denotaremos
∂2F1
∂r2
(s, r) = h1(r) + h2(r),
onde
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h1(r) =
n∑
i=1
i(i+ 1)air
i−1 cosi θ sen2 θ,
h2(r) =
m∑
i=2
i(i− 2)biri−2 cosi θ sen θ,
e
(y1(s, r))
2 = g21(r) + 2g1(r)g2(r) + g
2
2(r),
com
g1(r) = s1(r) + s2(r),
onde
s1(r) = a1r
2 (α11 sen θ + α21 sen(3θ)) + ...
+alr
l+1
(
α1l sen θ + α2l sen(3θ) + ...+ α( l+3
2
)l sen((l + 2)θ
)
,
s2(r) = a0r (α10θ + α20 sen(2θ)) + ...
+abr
b+1
(
α1bθ + α2b sen(2θ) + ...+ α( b+4
2
)b sen(b+ 2)θ
)
,
e
g2(r) = b0(1− cos θ) + ...+ bmrm
(
1
m+ 1
(1− cosm+1 θ)
)
.
Enta˜o
∂2F1
∂r2
(s, r) (y1(s, r))
2 = h1(r) (g
2
1(r) + 2g1(r)g2(r) + g
2
2(r)) +
h2(r) (g
2
1(r) + 2g1(r)g2(r) + g
2
2(r)) .
De
∫ 2pi
0
cos2i θ sen2 θ sen(ρ1θ) sen(ρ2θ)dθ = M1(2i, ρ1, ρ2) 6= 0, ρ1, ρ2 ı´mpares,
∫ 2pi
0
cos2i+1 θ sen2 θ sen(ρ1θ) sen(ρ2θ)dθ = 0, ρ1, ρ2 ı´mpares,
para i = 1, 2, ... temos que∫ 2pi
0
h1(r)s1(r)
2dθ =
l∑
k = 1
k ı´mpar
l∑
j = 1
j ı´mpar
b∑
i = 2
i par
ζ1ijkaiajakr
i−1rj+1rk+1
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onde ζ1ijk =
k+2∑
ρ1 = 1
ρ1 ı´mpar
j+2∑
ρ2 = 1
ρ2 ı´mpar
δjkρ1ρ2i(i+ 1)α ρ1+1
2
j
α ρ2+1
2
k
M1(i, ρ1, ρ2), com
δjkρ1ρ2 =
 1 se ρ1 = ρ2 e j = k,2 se ρ1 6= ρ2 ou j 6= k.
Assim, H1(r) =
∫ 2pi
0
h1(r)s1(r)
2dθ e´ um polinoˆmio em r de grau 3n− 1 se n e´ par e 3n se n
e´ ı´mpar.
Sabendo que
∫ 2pi
0
cosi θ sen2 θ sen(ρ1θ)θ dθ = M2(i, ρ1, 0) 6= 0, ρ1 ı´mpar,
∫ 2pi
0
cos2i θ sen2 θ sen(ρ1θ) sen(ρ2θ) dθ = 0, ρ1 ı´mpar, ρ2 par,
∫ 2pi
0
cos2i+1 θ sen2 θ sen(ρ1θ) sen(ρ2θ) dθ = M3(2i, ρ1, ρ2) 6= 0, ρ1 ı´mpar, ρ2 par,
para i = 1, 2, ... temos que∫ 2pi
0
2h1(r)s1(r)s2(r)dθ =
b∑
k = 0
k par
l∑
j = 1
j ı´mpar
n∑
i = 1
ζ2ijkaiajakr
i−1rj+1rk+1+
b∑
k = 0
k par
l∑
j = 1
j ı´mpar
l∑
i = 1
i ı´mpar
ζ3ijkaiajakr
i−1rj+1rk+1,
onde ζλijk =
k+2∑
ρ1 = 1
ρ1 ı´mpar
j+2∑
ρ2 = 0
ρ2 par
2i(i+ 1)α ρ1+1
2
j
α ρ2+2
2
k
Mλ(i, ρ1, ρ2), λ = 2, 3.
Assim o grau do polinoˆmio H2(r) =
∫ 2pi
0
2h1(r)s1(r)s2(r)dθ em r e´ 3n.
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De
∫ 2pi
0
cosi θ (sen2 θ) θ2 dθ = M4(i, 0, 0) 6= 0,
∫ 2pi
0
cos2i θ sen2 θ sen(ρ1θ) sen(ρ2θ) dθ = M5(2i, ρ1, ρ2) 6= 0, ρ1, ρ2 par,
∫ 2pi
0
cos2i+1 θ sen2 θ sen(ρ1θ) sen(ρ2θ) dθ = 0, ρ1, ρ2 par,
∫ 2pi
0
cosi θ sen2 θ sen(ρ1θ) θ dθ = M6(i, ρ1, 0) 6= 0, ρ1 par,
para i = 1, 2, ... temos que
∫ 2pi
0
h1(r)s
2
2(r)dθ =
b∑
k = 0
k par
b∑
j = 0
j par
n∑
i = 1
ζ4ijkaiajakr
i−1rj+1rk+1+
b∑
k = 0
k par
b∑
j = 1
j par
n∑
i = 2
i par
ζ5ijkaiajakr
i−1rj+1rk+1+
b∑
k = 0
k par
b∑
j = 0
j par
n∑
i = 1
ζ6ijkaiajakr
i−1rj+1rk+1,
onde ζλijk =
k+2∑
ρ1 = 0
ρ1 par
j+2∑
ρ2 = 0
ρ2 par
δjkρ1ρ2i(i+ 1)α ρ1+2
2
j
α ρ2+2
2
k
Mλ(i, ρ1, ρ2), λ = 4, 5, 6 com δ
jk
ρ1ρ2
como
acima. Assim H3(r) =
∫ 2pi
0
h1(r)s
2
2(r)dθ e´ um polinoˆmio em r de grau 3n + 1 se n e´ par e
3n− 1 se n e´ ı´mpar.
Sabendo que
34
∫ 2pi
0
cosi θ sen2 θ sen(ρ1θ) dθ = 0, ρ1 = 1, 2, ...
∫ 2pi
0
cos2i θ (sen2 θ) θ dθ = M7(i, 0, 0) 6= 0,
∫ 2pi
0
cos2i+1 θ (sen2 θ) θ dθ = 0,
para i = 1, 2, ... temos que∫ 2pi
0
h1(r)(s1(r) + s2(r))g2(r)dθ =
m∑
k = 0
b∑
j = 0
j par
n∑
i = 1
ζ7ijkaiajbkr
i−1rj+1rk,
onde k+i e´ ı´mpar e ζ7ijk = i(i+1)α1jM7(i, 0, 0).AssimH4(r) =
∫ 2pi
0
h1(r)(s1(r)+s2(r))g2(r)dθ
e´ um polinoˆmio em r de grau 2n+m−1 se m e´ par, 2n+m se n e´ par e m ı´mpar, e 2n+m−2
se n, m sa˜o ı´mpares.
As igualdades
∫ 2pi
0
cos2i θ sen2 θ dθ = M8(i, 0, 0) 6= 0,
∫ 2pi
0
cos2i+1 θ sen2 θ dθ = 0,
para i = 1, 2, ... implicam que∫ 2pi
0
h1(r)g
2
2(r)dθ =
m∑
k = 0
m∑
j = 0
n∑
i = 1
ζ8ijkaibjbkr
i−1rjrk,
onde ζ8ijk = δjki(i+ 1)M8(i, 0, 0) com δjk =
 1 se j = k,2 se j 6= k.
Assim H5(r) =
∫ 2pi
0
h1(r)g
2
2(r)dθ e´ um polinoˆmio em r de grau 2m + n − 1 se n ou m sa˜o
pares e 2m+ n− 2 se n e m sa˜o ı´mpares.
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De ∫ 2pi
0
cosi θ sen θ sen(ρ1θ) sen(ρ2θ) dθ = 0, ρ1, ρ2 ı´mpar
para i = 1, 2, ... temos que
H6(r) =
∫ 2pi
0
h2(r)s
2
1(r)dθ = 0.
Das integrais
∫ 2pi
0
cos2i θ (sen θ) θ sen(ρ1θ) dθ = M9(i, ρ1, 0) 6= 0, ρ1 ı´mpar,
∫ 2pi
0
cos2i+1 θ (sen θ) θ sen(ρ1θ) dθ = 0, ρ1 ı´mpar,
∫ 2pi
0
cosi θ sen θ sen(ρ1θ) sen(ρ2θ) dθ = 0, ρ1 par, ρ2 ı´mpar ,
para i = 1, 2, ... temos que
∫ 2pi
0
h2(r)s1(r)s2(r)dθ =
l∑
k = 1
k ı´mpar
b∑
j = 0
j par
m∑
i = 2
i par
ζ9ijkbiajakr
i−2rj+1rk+1,
onde ζ9ijk =
l+2∑
ρ1 = 1
ρ1 ı´mpar
i(i − 1)α1jα ρ1+1
2
k
M9(i, ρ1, 0). Assim H7(r) =
∫ 2pi
0
h2(r)s1(r)s2(r)dθ e´
um polinoˆmio em r de grau 2n+m− 1 se m e´ par e 2m+ n− 2 se m e´ ı´mpar.
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As fo´rmulas∫ 2pi
0
cosi θ (sen θ) θ2 dθ = M10(i, 0, 0) 6= 0,
∫ 2pi
0
cos2i θ (sen θ) θ sen(ρ1θ) dθ = 0, ρ1 par,
∫ 2pi
0
cos2i+1 θ (sen θ) θ sen(ρ1θ) dθ = M11(i, ρ1, 0) 6= 0, ρ1 par,
∫ 2pi
0
cosi θ sen θ sen(ρ1θ) sen(ρ2θ) dθ = 0, ρ1, ρ2 ı´mpar,
para i = 1, 2, ... implicam que
∫ 2pi
0
h2(r)s
2
2(r)dθ =
b∑
k = 0
k par
b∑
j = 0
j par
m∑
i = 1
ζ10ijkbiajakr
i−2rj+1rk+1+
b∑
k = 0
k par
b∑
j = 0
j par
m∑
i = 1
k ı´mpar
ζ11ijkbiajakr
i−2rj+1rk+1,
onde
ζ10ijk = δ
1
jki(i− 1)α1jα1kM10(i, ρ1, 0),
ζ11ijk =
b+2∑
ρ1 = 1
ρ1 par
δ2jkρ1i(i− 1)α1jα ρ1+2
2
k
M11(i, ρ1, 0),
com
δ1jk =
 1 se j = k,2 se j 6= k, δ2jkρ1 =
 1 se j = k, ρ1 = 0,2 se j 6= k, ρ1 6= 0.
Assim H8(r) =
∫ 2pi
0
h2(r)s
2
2(r)dθ e´ um polinoˆmio em r de grau m+2n se n e´ par e m+2n−2
se n e´ ı´mpar.
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De
∫ 2pi
0
cos2i θ sen θ sen(ρ1θ) dθ = M12(i, ρ1, 0) 6= 0, ρ1 ı´mpar,
∫ 2pi
0
cos2i+1 θ sen θ sen(ρ1θ) dθ = 0, ρ1 ı´mpar,
∫ 2pi
0
cosi θ (sen θ) θdθ = M13(i, 0, 0) 6= 0,
∫ 2pi
0
cos2i θ sen θ sen(ρ1θ) dθ = M14(i, ρ1, 0) 6= 0, ρ1 par,
∫ 2pi
0
cos2i+1 θ sen θ sen(ρ1θ) dθ = 0, ρ1 par,
para i = 1, 2, ... temos que
∫ 2pi
0
h2(r)(s1(r) + s2(r))g2(r)dθ =
m∑
k = 0
l∑
j = 1
j ı´mpar
m∑
i = 1
ζ12ijkbiajbkr
i−2rj+1rk+
m∑
k = 0
b∑
j = 0
j par
m∑
i = 1
ζ13ijkbiajbkr
i−2rj+1rk+
m∑
k = 0
l∑
j = 1
j par
m∑
i = 1
ζ14ijkbiajbkr
i−2rj+1rk,
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onde
ζ12ijk =

j+2∑
ρ1 = 1
ρ1 ı´mpar
i(i− 1)
k + 2
α ρ+1
2
jM12(i, ρ1, 0) para k + i par,
0 para k + i ı´mpar,
ζ13ijk =
i(i− 1)
k + 1
α1jM13(i, 0, 0),
ζ14ijk =

j+2∑
ρ1 = 0
ρ1 par
i(i− 1)
k + 2
α ρ1+2
2
j
M14(i, ρ1, 0) para k + i par,
0 para k + i ı´mpar.
Assim H9(r) =
∫ 2pi
0
h2(r)(s1(r) + s2(r))g2(r)dθ e´ um polinoˆmio em r de grau 2m+ n− 1 se
n e´ par e 2m+ n− 2 se n e´ ı´mpar.
Das integrais
∫ 2pi
0
cosi θ sen θ dθ = 0,
para i = 1, 2, ... temos que
H10(r) =
∫ 2pi
0
h2(r)g
2
2(r)dθ = 0.
Conclu´ımos que
∫ 2pi
0
1
2
∂2F1
∂r2
(s, r)(y1(s, r))
2ds =
10∑
i=1
Hi cujo grau e´ o maior dos graus dos
Hi. Assim conclu´ımos a prova do lema.
As demonstrac¸o˜es dos pro´ximos treˆs lemas sa˜o similares a` prova do lema anterior e sera˜o
omitidas.
Lema 2.4.4. A integral
∫ 2pi
0
1
2
∂F1
∂r
(s, r)(y2(s, r))ds e´ o polinoˆmio
pi
r
(E0 + E1r + E2r
2 + ...+ Eϑr
ϑ), (2.12)
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onde ϑ =

n+ 2m se m > n+ 1 e n par,
n+ 2m− 1 se m > n+ 1 e n ı´mpar,
3n+ 2 se m ≤ n+ 1 e n par,
3n+ 1 se m ≤ n+ 1 e n ı´mpar,
e
E2l+1 =
∑
i+j+k=2l−1
β2ijkaiajak +
∑
i+j+k=2l+1
γ2ijkaibjbk +
∑
i+j=2l
δ2ijbicj+
∑
i+j=2l
η2ijaidj +
∑
i+ j + k = 2l
i par
υ2ijkaiajbkpi,
E2l =
∑
i+j+k=2l−2
β2ijkaiajak +
∑
i+j+k=2l
γ2ijkaibjbk +
∑
i+j=2l−1
δ2ijbicj+
∑
i+j=2l−1
η2ijaidj +
∑
i+ j + k = 2l − 1
i par
υ2ijkaiajbkpi +
∑
i+ j = 2l − 2
i par
ς2ijaicjpi,
para l = 0, 1, ...,
ϑ
2
, onde β2ijk, γ
2
ijk, δ
2
ij, η
2
ij, υ
2
ijk, ς
2
ij sa˜o constantes reais.
Lema 2.4.5. A integral
∫ 2pi
0
1
2
∂F2
∂r
(s, r)(y1(s, r))ds e´ o polinoˆmio
pi
r
(F0 + F1r + F2r
2 + ...+ Fνr
ν), (2.13)
onde ν =

n+ 2m se m > n+ 1 e n par,
n+ 2m− 1 se m > n+ 1 e n ı´mpar,
3n+ 2 se m ≤ n+ 1 e n par,
3n+ 1 se m ≤ n+ 1 e n ı´mpar,
e
F2l+1 =
∑
i+j+k=2l−1
β3ijkaiajak +
∑
i+j+k=2l+1
γ3ijkaibjbk +
∑
i+j=2l
δ3ijbicj+
∑
i+j=2l
η3ijaidj,
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F2l =
∑
i+j+k=2l−2
β3ijkaiajak +
∑
i+j+k=2l
γ3ijkaibjbk +
∑
i+j=2l−1
δ3ijbicj+
∑
i+j=2l−1
η3ijaidj +
∑
i+ j + k = 2l − 1
i par
υ3ijkaiajbkpi +
∑
i+ j+ = 2l − 2
i par
ς3ijaicjpi,
para l = 0, 1, ...,
ν
2
, onde β3ijk, γ
3
ijk, δ
3
ij, η
3
ij, υ
3
ijk, ς
3
ij sa˜o constantes reais.
Lema 2.4.6. A integral
∫ 2pi
0
F3(s, r)ds e´ o polinoˆmio
pi
r
(G0 +G2r
2 + ...+Gψr
ψ), (2.14)
onde ψ =

n+ 2m se m > n+ 1 e n par,
n+ 2m− 1 se m > n+ 1 e n ı´mpar,
3n+ 2 se m ≤ n+ 1 e n par,
3n+ 1 se m ≤ n+ 1 e n ı´mpar,
e
G2l =
∑
i+j+k=2l−2
β4ijkaiajak +
∑
i+j+k=2l
γ4ijkaibjbk +
∑
i+j=2l−1
δ4ijbicj+
∑
i+j=2l−1
η4ijaidj + p2l−2,
para l = 0, 1, ...,
ψ
2
, onde β4ijk, γ
4
ijk, δ
4
ij, η
2
ij, υ
4
ijk sa˜o constantes reais.
Pelos lemas 2.4.3, 2.4.4, 2.4.5 e 2.4.6 obtemos
f3(r) =
α
r
(
M0 +M1r +M2r
2 +M3r
3 +M4r
4 + ...+M%−1r%−1 +M%r%
)
,
onde
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M2l+1 =
∑
i+j+k=2l−1
βijkaiajak +
∑
i+j+k=2l+1
γijkaibjbk +
∑
i+j=2l
δijbicj+
∑
i+j=2l
ηijaidj +
∑
i+ j = 2l
i par
νijaiajbkpi,
M2l =
∑
i+j+k=2l
βijkaibjbk +
∑
i+j+k=2l−2
γijkaiajak +
∑
i+j=2l−1
δijbicj
+
∑
i+j=2l−1
ηijaidj +
∑
i+j+k=2l−2
µijkaiajak +$2l−2p2l−2+

∑
i+ j + k = 2l − 1
i par
νijkaiajbk +
∑
i+ j = 2l − 2
i par
ρijkaicj

pi+
∑
i+ j + k = 2l − 2
i par
τijkaiajakpi
2,
para l = 0, 1, 2, ...
%
2
e
% =

n+ 2m se m > n+ 1 e n par,
n+ 2m− 1 se m > n+ 1 e n ı´mpar,
3n+ 2 se m ≤ n+ 1 e n par,
3n+ 1 se m ≤ n+ 1 e n ı´mpar.
Aplicando as igualdades ai = 0, para todo i par e (2.10), obtemos que M0 = 0 e Mκ = 0
para κ ı´mpar. Ale´m disso, de (2.10) obtemos ck =
∑
i+ j = k + 1
i ı´mpar
j par
aibj = 0 para k > b. Enta˜o
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Mk = 0 para k maior que
λ =

n+m− 2 se n, m ı´mpares,
n+m− 1 se n ı´mpar, m par,
n+m− 2 se n, m pares,
n+m− 1 se n par, m ı´mpar.
Assim
f3(r) = αr
(
M2 +M4r
2 +M6r
4 + ...+Mλ−4rλ−2 +Mλ−2rλ
)
onde
Mω =
∑
i+ j + k = ω,
i ı´mpar
j par
k ı´mpar
β′ijkaibjbk +
∑
i+ j = ω − 1,
i par
j ı´mpar
δ′ijbicj+
∑
i+ j = ω − 1,
i ı´mpar
j par
η′ijaidj + $ωpω−2.
Consequeˆntemente f3(z) e´ um polinoˆmio de grau λ na varia´vel r
2. Enta˜o f3(z) tem ate´[
n+m− 1
2
]
ra´ızes positivas. Assim, pela teoria de “averaging”de terceira ordem conclu´ımos
que este e´ o nu´mero ma´ximo de ciclos limites do sistema diferencial polinomial de Lie´nard
(2.2) com k = 3 bifurcando das o´rbitas perio´dicas do centro x˙ = y, y˙ = −x. Isto completa
a prova do Teorema 2.4.1.
A seguinte Tabela resume nosso resultado.
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Tabela 2.5: Valores de H˜3(m,n). Os nu´meros escritos no estilo 6 coincidem com os corres-
pondentes na Tabela 2.1. Os nu´meros escritos no estilo 6 sa˜o menores que os correspondentes
da Tabela 2.1. Os nu´meros escritos no estilo 6 na˜o esta˜o presentes na Tabela 2.1.
n
1 2 3 4 5 6 7 8 9 10 11 12 13 ... 48 49 50
1 0 1 1 2 2 3 3 4 4 5 5 6 6 . . . 24 24 →
2 1 1 2 2 3 3 4 4 5 5 6 6 7 · · · 24 25 →
3 1 2 2 3 3 4 4 5 5 6 6 7 7 · · · 25 25 →
4 2 2 3 3 4 4 5 5 6 6 7 7 8 · · · 25 26 →
5 2 3 3 4 4 5 5 6 6 7 7 8 8 · · · 26 26 →
6 3 3 4 4 5 5 6 6 7 7 8 8 9 · · · 26 27 →
7 3 4 4 5 5 6 6 7 7 8 8 9 9 · · · 27 27 →
m 8 4 4 5 5 6 6 7 7 8 8 9 9 10 · · · 27 28 →
9 4 5 5 6 6 7 7 8 8 9 9 10 10 · · · 28 28 →
10 5 5 6 6 7 7 8 8 9 9 10 10 11 · · · 28 29 →
11 5 6 6 7 7 8 8 9 9 10 10 11 11 · · · 29 29 →
12 6 6 7 7 8 8 9 9 10 10 11 11 12 · · · 29 30 →
13 6 7 7 8 8 9 9 10 10 11 11 12 12 · · · 30 30 →
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
20 10 10 11 11 12 12 13 13 14 14 15 15 16 · · · 33 34 →
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
48 24 24 25 25 26 26 27 27 28 28 29 29 30 · · · 47 48 →
49 24 25 25 26 26 27 27 28 28 29 29 30 30 · · · 48 48 →
50 ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
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CAPI´TULO 3
RESSONAˆNCIA EM R4
Estudamos a bifurcac¸a˜o de ciclos limites de centros em dimensa˜o 4 sob uma classe de sistemas
diferenciais polinomiais. Nossos resultados estabelecem uma cota superior para o nu´mero
de ciclos limites. Essa cota dependera´ do grau do polinoˆmio de perturbac¸a˜o considerado.
Utilizaremos o me´todo de “averaging”de primeira ordem.
3.1 Introduc¸a˜o
O problema de determinar o nu´mero ma´ximo de ciclos limites que um dado sistema
diferencial pode ter, tornou-se um dos principais to´picos em teoria qualitativa de sistemas
diferenciais.
A segunda parte do 16o problema de Hilbert, resumidamente falando e´, encontrar uma
cota superior para o nu´mero de ciclos limites que um sistema diferencial polinomial planar
com um determinado grau pode ter.
No cap´ıtulo anterior, esta´vamos interessados em encontrar o nu´mero de ciclos limites
bifurcando de um centro planar quando o perturbamos dentro de uma classe de sistemas
de Lie´nard. Relacionado a este problema existe um especial interesse na seguinte questa˜o:
Quantos ciclos limites surgem de uma perturbac¸a˜o de um centro no plano? Este problema
tem sido estudado por muitos pesquisadores e muitos resultados foram obtidos, veja, por
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exemplo, o livro [9]. Neste cap´ıtulo, nossa principal preocupac¸a˜o e´ trazer este problema para
dimensa˜o superior.
Consideremos o seguinte problema: Quantos ciclos limites surgem das o´rbitas perio´dicas
de um centro em R4 quando o perturbamos dentro de uma classe de sistemas diferenciais
polinomiais? Mais precisamente, considere
x˙ = Ax, (3.1)
onde
A =

0 −p 0 0
p 0 0 0
0 0 0 −q
0 0 q 0
 ,
com p e q inteiros positivos, primos entre si. Fazemos a seguinte perturbac¸a˜o
x˙ = Ax+ εF (x), (3.2)
onde ε ∈ (−ε0, ε0) e´ um pequeno paraˆmetro real e F : R4 → R4 e´ um campo vetorial
polinomial F (x) = (F 1(x), F 2(x), F 3(x), F 4(x)) da forma F k = F k1 + F
k
N onde F
k
i , i = 1, N
sa˜o polinoˆmios homogeˆneos de grau i nas varia´veis x = (x1, x2, x3, x4) e N e´ um nu´mero
inteiro. Assim o sistema (3.2) fica
x˙1 = −p x2 + ε(F 11 (x) + F 1N(x)),
x˙2 = p x1 + ε(F
2
1 (x) + F
2
N(x)),
x˙3 = −q x4 + ε(F 31 (x) + F 3N(x)),
x˙4 = q x3 + ε(F
4
1 (x) + F
4
N(x)).
(3.3)
Assumimos que
F nm =
∑
i+j+k+l=m
anijklx
i
1x
j
2x
k
3x
l
4,
para m = 1, N e n = 1, 2, 3, 4.
Nossos resultados sa˜o baseados na teoria de “averaging”de primeira ordem. Para aplica´-
la, precisamos de uma conveniente mudanc¸a de coordenadas a qual escreve o sistema (3.3)
na forma padra˜o de “averaging”.
46
Lema 3.1.1. Mudando as varia´veis (x1, x2, x3, x4) a` (θ, r, R, s) por
x1 = r cos(p θ), x2 = r sen(p θ),
x3 = R cos (q(θ + s)) , x4 = R sen (q(θ + s)) ,
o sistema (3.3) e´ transformado em um sistema da forma
dr
dθ
= εH1(θ, r, R, s) +O(ε2),
dR
dθ
= εH2(θ, r, R, s) +O(ε2),
ds
dθ
= εH3(θ, r, R, s) +O(ε2),
(3.4)
onde,
H1 = (F
1
1 + F
1
N) cos(p θ) + (F
2
1 + F
2
N) sen(p θ),
H2 = (F
3
1 + F
3
N) cos(q(θ + s)) + (F
4
1 + F
4
N) sen(q(θ + s)),
H3 =
1
qR
(
(F 41 + F
4
N) cos(q(θ + s))− (F 31 + F 3N) sen(q(θ + s))
)−
1
pr
(
(F 21 + F
2
N) cos(p θ)− (F 11 + F 1N) sen(p θ)
)
.
Tomamos εf suficientemente pequeno, n arbitrariamente grande e Dn = (1/n, n)×(1/n, n)×
S1. Enta˜o o campo de vetores do sistema (3.4) esta´ bem definido e e´ cont´ınuo em S1×Dn×
(−εf , εf ) onde θ, s ∈ S1, r, R ∈ [ 1n , n) e ε ∈ (−εf , εf ). Ale´m disso, ele e´ 2pi-perio´dico em
relac¸a˜o a` θ e anal´ıtico em relac¸a˜o a` (r, R, s, ε).
Demonstrac¸a˜o: O sistema (3.3) nas varia´veis (θ, r, R, s) fica
θ˙ = 1 + ε
1
pr
((F 21 + F
2
N) cos(p θ)− (F 11 + F 1N) sen(p θ)) ,
r˙ = εH1(θ, r, R, s),
R˙ = εH2(θ, r, R, s),
s˙ = εH3(θ, r, R, s).
(3.5)
Note que para |ε| suficientemente pequeno, θ˙(t) > 0 para cada t onde (θ, r, R, s) ∈ S1 ×Dn.
Eliminamos a varia´vel t no sistema acima considerando θ a nova varia´vel independente. O
lado direito do novo sistema esta´ bem definido, e´ cont´ınuo em R × Dn × (−εf , εf ), e´ 2pi-
perio´dico em relac¸a˜o a` varia´vel independente θ e anal´ıtico em relac¸a˜o a` (r, R, s). Apo´s uma
expansa˜o em relac¸a˜o ao pequeno paraˆmetro ε, obtemos (3.4).
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3.2 As func¸o˜es hi(r, R, s) para i = 1, 2, 3
Nosso objetivo e´ aplicar o Teorema 1.3.5 em (3.4). Assim o pro´ximo passo e´ encontrar
a correspondente func¸a˜o (1.13). Vamos denota´-la por h : Dn → R3, h = (h1, h2, h3)T . Para
cada i = 1, 2, 3, a componente hi e´ definida pela fo´rmula
hi(r, R, s) =
∫ 2pi
0
Hi(θ, r, R, s)dθ,
onde as func¸o˜es Hi sa˜o dadas em (3.4).
Para calcular a exata expressa˜o de h, usamos o seguinte lema cuja prova pode ser vista
em [4].
Lema 3.2.1. Sejam n um nu´mero inteiro na˜o negativo, α e β nu´meros reais. As seguintes
afirmac¸o˜es se verificam
(a) cosn α =
[n/2]∑
i=0
bi cos ((n− 2i)α);
(b) senn α =

n/2∑
i=0
bi cos ((n− 2i)α) se n e´ par;
(n−1)/2∑
i=0
bi sen ((n− 2i)α) se n e´ ı´mpar.
(c) A expressa˜o cosi α senj α cosk β senl β, onde i, j, k, l sa˜o inteiros na˜o negativos, e´ igual
a`
[ i+j
2
]∑
m=0
[ k+l
2
]∑
M=0
cmM cos (((i+ j − 2m)α)± ((k + l − 2M)β)) ,
ou
[ i+j
2
]∑
m=0
[ k+l
2
]∑
M=0
dmM sen (((i+ j − 2m)α)± ((k + l − 2M)β)) ,
se j + l e´ par ou ı´mpar, respectivamente.
Lema 3.2.2. As seguintes afirmac¸o˜es se verificam.
(a) Se N = p+ q − 1 e´ par enta˜o
h1(r, R, s) = a1r + r
q−1Rp (b1 sen(pqs) + c1 cos(pqs)) .
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(b) Se N = p+ q − 1 e´ ı´mpar enta˜o
h1(r, R, s) = a1r + r
q−1Rp (b1 sen(pqs) + c1 cos(pqs)) +
N−1
2∑
M=0
d1Mr
N−2MR2M ,
onde a1, b1, c1 e d
1
M ’s dependem dos coeficientes de perturbac¸a˜o de F (x).
Demonstrac¸a˜o: Escrevemos H1 = H
1
1 + H
N
1 onde H
j
1 = F
1
j cos(pθ) + F
2
j sen(pθ) e h1 =
h11 + h
N
1 com h
j
1 =
1
2pi
∫ 2pi
0
Hj1(θ, r, R, s) dθ, j = 1, N . Assim
h11(r, R, s) =∑
i+j+k+l=1
1
2pi
∫ 2pi
0
a1ijklr
i+jRk+l cosi+1(pθ) senj(pθ) cosk(q(θ + s)) senl(q(θ + s))dθ+
∑
i+j+k+l=1
1
2pi
∫ 2pi
0
a2ijklr
i+jRk+l cosi(pθ) senj+1(pθ) cosk(q(θ + s)) senl(q(θ + s))dθ =
a11000 + a
2
0100
2
r.
Agora calculamos
hN1 (r, R, s) =∑
i+j+k+l=N
1
2pi
∫ 2pi
0
a1ijklr
i+jRk+l cosi+1(pθ) senj(pθ) cosk(q(θ + s)) senl(q(θ + s))dθ+
∑
i+j+k+l=N
1
2pi
∫ 2pi
0
a2ijklr
i+jRk+l cosi(pθ) senj+1(pθ) cosk(q(θ + s)) senl(q(θ + s))dθ.
Aplicando o Lema 3.2.1 temos que
hN1 (r, R, s) =
∑
i+j+k+l=N
ri+jRk+l
1
2pi
∫ 2pi
0
[ i+j+12 ]∑
m=0
[ k+l2 ]∑
M=0
CijklmM(θ)dθ
onde CijklmM(θ) e´
cijklmM cos
(
((i+ j + 1− 2m)pθ)± ((k + l − 2M)q(θ + s)))+
dijklmM sen
(
((i+ j + 1− 2m)pθ)± ((k + l − 2M)q(θ + s))),
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com cijklmM e d
ijkl
mM dependentes dos coeficientes da perturbac¸a˜o. Todas estas integrais em
relac¸a˜o a` θ sa˜o nulas exceto onde
p(i+ j + 1− 2m) = q(k + l − 2M). (3.6)
Sem perda de generalidade, assumimos que p < q. Como p e q sa˜o primos entre si, existe
um inteiro positivo n tal que i + j + 1 − 2m = nq e k + l − 2M = np. Ale´m disso, e´ fa´cil
ver que 0 ≤ i+ j + 1− 2m ≤ N + 1 = p+ q. Enta˜o nq ≤ p+ q, isto e´, n ≤ p+q
q
< 2. Assim
temos duas possibilidades: (1) k + l − 2M = 0, ou (2) k + l − 2M = p.
Primeiramente consideremos o caso onde N = p + q − 1 e´ par. Se k + l − 2M = 0
enta˜o k + l e´ par. Da´ı i + j = N − (k + l) e´ par pois N e´ par, o que contradiz (3.6). Se
k+l−2M = p enta˜o (3.6) implica que k+l+2m = p. Assim m = 0 e k+l = p. Assim M = 0
e i + j = q − 1. Portanto, neste caso, temos hN1 (r, R, s) = rq−1Rp(b1 sen(pqs) + c1 cos(pqs))
com b1 e c1 dependendo de c
ijkl
mM e d
ijkl
mM . Assim demonstramos a afirmac¸a˜o (a).
Agora consideremos o caso N = p + q − 1 ı´mpar. Se k + l − 2M = 0 enta˜o de (3.6)
temos que k + l + 2m = p + q. Assim para cada M de 0 a (N − 1)/2, obtemos os termos
d1Mr
N−2MR2M . Se k + l − 2M = p enta˜o (3.6) implica que k + l + 2m = p. Assim m = 0
e k + l = p. Consequentemente, M = 0 e i + j = q − 1. Finalmente temos hN1 (r, R, s) =
rq−1Rp(b1 sen(pqs) + c1 cos(pqs)) +
N−1
2∑
M=0
rN−2MR2M com b1 e c1 dependentes de c
ijkl
mM e d
ijkl
mM .
Isto demonstra a afirmac¸a˜o (b).
Lema 3.2.3. As seguintes afirmac¸o˜es se verificam.
(a) Se N = p+ q − 1 e´ par enta˜o
h2(r, R, s) = a2R + r
qRp−1 (b2 sen(pqs) + c2 cos(pqs)) .
(b) Se N = p+ q − 1 e´ ı´mpar enta˜o
h2(r, R, s) = a2R + r
qRp−1 (b2 sen(pqs) + c2 cos(pqs)) +
N−1
2∑
M=0
d2Mr
N−(2M+1)R2M+1,
onde a2, b2, c2 e d
2
M dependem dos coeficientes da perturbac¸a˜o.
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Demonstrac¸a˜o: Como no Lema 3.2.2 escrevemos
H2 = H
1
2 + H
N
2 onde H
j
2 = F
3
j cos(q(θ + s)) + F
4
j sen(q(θ + s)), h2 = h
1
2 + h
N
2 e h
j
2 =
1
2pi
∫ 2pi
0
Hj2(θ, r, R, s)dθ, j = 1, N . Assim
h12(r, R, s) =
∑
i+j+k+l=1
1
2pi
∫ 2pi
0
a3ijklr
i+jRk+l cosi(pθ) senj(pθ) cosk+1(q(θ + s)) senl(q(θ + s))dθ+
∑
i+j+k+l=1
1
2pi
∫ 2pi
0
a4ijklr
i+jRk+l cosi(pθ) senj(pθ) cosk(q(θ + s)) senl+1(q(θ + s))dθ =
a30010 + a
4
0001
2
R.
Agora calculamos hN2 (r, R, s). Encontramos uma similar expressa˜o a` obtida no Lema
3.2.2 exceto que os termos da integral que na˜o sa˜o necessariamente nulos sa˜o dados por:
p(i+ j − 2m) = q(k + l + 1− 2M). (3.7)
Primeiramente, consideramos o caso N = p+ q−1 par. Se k+ l+1−2M = 0 enta˜o k+ l
e´ ı´mpar. Da´ı i+ j e´ ı´mpar o que contradiz (3.7). Se k + l+ 1− 2M = p enta˜o (3.7) implica
que k + l + 2m = p− 1. Assim p− 1 + 2M + 1 + 2m = p e m = M = 0. Logo k + l = p− 1
e i+ j = q.
No caso N = p + q − 1 ı´mpar temos o seguinte. Se k + l + 1 − 2M = 0 enta˜o (3.7)
implica que k + l + 2m = N . Assim para cada M de 0 a (N − 1)/2, obtemos os termos
d2Mr
N−(2M+1)R2M+1. Se k + l + 1 − 2M = p obtemos o mesmo que no caso N par, isto e´,
k + l = p− 1 e i+ j = q.
Resumindo, se N e´ par enta˜o
hN2 (r, R, s) = r
qRp−1(b2 sen(pqs) + c2 cos(pqs)),
e se N e´ ı´mpar
hN2 (r, R, s) = r
qRp−1(b2 sen(pqs) + c2 cos(pqs)) +
N−1
2∑
M=0
d2Mr
N−(2M+1)R2M+1,
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com b2, c2 e d
2
M dependendo de c
ijkl
mM e d
ijkl
mM . Isto conclui a demonstrac¸a˜o do lema.
Lema 3.2.4. As seguintes afirmac¸o˜es se verificam.
(a) Se N = p+ q − 1 e´ par enta˜o h3(r, R, s) e´
a3 + r
q−2Rp (b3 sen(pqs) + c3 cos(pqs)) + rqRp−2 (d3 sen(pqs) + e3 cos(pqs)) .
(b) Se N = p+ q − 1 e´ ı´mpar enta˜o h3(r, R, s) e´
a3 + r
q−2Rp (b3 sen(pqs) + c3 cos(pqs)) +
rqRp−2 (d3 sen(pqs) + e3 cos(pqs)) +
N−1
2∑
M=0
d3Mr
N−(2M+1)R2M ,
onde a3, b3, c3, d3, e3 e d
3
M dependem dos coeficientes da perturbac¸a˜o.
Demonstrac¸a˜o: Escrevemos H3 = H
1
3 +H
N
3 onde
Hj3 =
1
Rq
(
F 4j cos (q(θ + s))− F 3j sen (q(θ + s))
)− 1
rp
(
F 2j cos θ − F 1j sen θ
)
,
e h3 = h
1
3 + h
N
3 onde h
j
3 =
1
2pi
∫ 2pi
0
Hj3(θ, r, R, s)dθ, j = 1, N .
Usando os mesmos argumentos dos Lemas 3.2.2 e 3.2.3 obtemos
h13(r, R, s) =
a40010 − a30001
2q
− a
2
1000 − a10100
2p
.
Agora calculemos hN3 (r, R, s). De forma ana´loga aos Lemas 3.2.2 e 3.2.3 obtemos duas
somas da forma
hN3 (r, R, s) =
∑
i+j+k+l=N
ri+jRk+l−1
1
2pi
∫ 2pi
0
[ i+j2 ]∑
m=0
[ k+l+12 ]∑
M=0
CijklmM(θ)dθ+
∑
i+j+k+l=N
ri+j−1Rk+l
1
2pi
∫ 2pi
0
[ i+j+12 ]∑
m=0
[ k+l2 ]∑
M=0
EijklmM(θ)dθ,
onde CijklmM(θ) e´
cijklmM cos
(
((i+ j − 2m)pθ)± ((k + l + 1− 2M)q(θ + s)))+
dijklmM sen
(
((i+ j − 2m)pθ)± ((k + l + 1− 2M)q(θ + s))),
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e EijklmM(θ) e´
eijklmM cos
(
((i+ j + 1− 2m)pθ)± ((k + l − 2M)q(θ + s)))+
f ijklmM sen
(
((i+ j + 1− 2m)pθ)± ((k + l − 2M)q(θ + s))),
com cijklmM , d
ijkl
mM , e
ijkl
mM e f
ijkl
mM dependendo dos coeficientes da perturbac¸a˜o.
Na primeira soma os termos cujas integrais na˜o sa˜o necesariamente nulas sa˜o dadas por
p(i+ j − 2m) = q(k + l + 1− 2M), (3.8)
e na segunda soma por
p(i+ j + 1− 2m) = q(k + l − 2M). (3.9)
Os mesmos argumentos usados no Lemas 3.2.2 e 3.2.3 mostra que, na primeira soma se
N e´ par enta˜o os termos que permanecem sa˜o rqRp−2(d3 sen(pqs) + e3 cos(pqs)) e se N e´
ı´mpar rN−(2M+1)R2M com M de 0 a (N − 1)/2, e rqRp−2(d3 sen(pqs) + e3 cos(pqs)).
Na segunda soma, se N e´ par enta˜o o termo rq−2Rp(b3 sen(pqs) + c3 cos(pqs)) perma-
nece. Se N e´ ı´mpar obtemos os termos d3Mr
N−(2M+1)R2M com M de 0 a (N − 1)/2 e
rq−2Rp(b3 sen(pqs) + c3 cos(pqs)). Isto conclui a demonstrac¸a˜o do lema.
Lema 3.2.5. Sejam p, q, α, β, γ e δ nu´meros inteiros na˜o negativos tais que α+ β = q− 1
e γ + δ = p. Enta˜o
1
2pi
∫ 2pi
0
cosα(pθ) senβ(pθ) cosγ(q(θ + s)) senδ(q(θ + s))dθ =

(−1)β+δ2
2p+q−1
cos(pqs) se β, δ pares;
(−1)β+δ−12
2p+q−1
sen(pqs) se β par, δ ı´mpar ;
−(−1)
β+δ−1
2
2p+q−1
sen(pqs) se β ı´mpar, δ par ;
(−1)β+δ−22
2p+q−1
cos(pqs) se β, δ ı´mpares.
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Demonstrac¸a˜o: A expressa˜o cosα(pθ) senβ(pθ) cosγ(q(θ + s)) senδ(q(θ + s)) pode ser es-
crita por
(
eipθ + e−ipθ
2
)α(
eipθ − e−ipθ
2i
)β (
eiq(θ+s) + e−iq(θ+s)
2
)γ (
eiq(θ+s) − e−iq(θ+s)
2i
)δ
. Na
expansa˜o dessa expressa˜o somente consideramos os termos eipθ, e−ipθ, eiq(θ+s) e e−iq(θ+s) que
possuem grau superior, isto e´, α+β = q−1 e γ+ δ = p, pois a integral dos outros termos no
intervalo [0, 2pi] sa˜o zero. Assim temos
(
eipqθ + (−1)βe−ipqθ
2q iβ
)(
eipq(θ+s) + (−1)δe−ipq(θ+s)
2p iδ
)
.
Logo
eipqθ + (−1)βe−ipqθ
2q iβ
=

(−1)β2
2q−1
cos(pqθ) se β par
(−1)β−12
2q−1
sen(pqθ) se β ı´mpar.
eipq(θ+s) + (−1)δe−ipq(θ+s)
2p iδ
=

(−1) δ2
2p−1
cos(pq(θ + s)) se δ par,
(−1) δ−12
2p−1
sen(pq(θ + s)) se δ ı´mpar.
Para β, δ pares temos:
1
2pi
∫ 2pi
0
cosα(pθ) senβ(pθ) cosγ(q(θ + s)) senδ(q(θ + s))dθ =
1
2pi
∫ 2pi
0
(
(−1)β2
2q−1
cos(pqθ)
)(
(−1) δ2
2p−1
cos(pq(θ + s))
)
dθ =
(−1)β+δ2
2p+q−1
cos(pqs).
Os outros casos sa˜o similares e concluimos a demonstrac¸a˜o.
Lema 3.2.6. A func¸a˜o h3 do Lema 3.2.4 e´ tal que b3 = −c1/p, c3 = b1/p, d3 = −c2/q e
e3 = b2/q.
Demonstrac¸a˜o: Seja a1ijklx
i
1x
j
2x
k
3x
l
4 um monoˆmio de F
1
N tal que i + j = q − 1 e k + l = p.
Pelas expresso˜es de h1 e h3 estes monoˆmios aparecem em h1 como
1
2pi
∫ 2pi
0
a1ijklcos
i+1(pθ) senj(pθ) cosk(q(θ + s)) senl(q(θ + s))dθ (3.10)
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e em h3 como
1
2ppi
∫ 2pi
0
a1ijklcos
i(pθ) senj+1(pθ) cosk(q(θ + s)) senl(q(θ + s))dθ. (3.11)
Pelo Lema 3.2.5 temos que (3.10) e (3.11) sa˜o iguais a (veja Tabela 3.1):
Tabela 3.1: Valores das integrais (3.10) e (3.11).
3.10 3.11
j, l pares
a1ijkl(−1)j+l
2N
cos(pqs) −a
1
ijkl(−1)j+l
2Np
sen(pqs)
j par l ı´mpar
a1ijkl(−1)j+l−1
2N
sen(pqs)
a1ijkl(−1)j+l−1
2Np
cos(pqs)
j ı´mpar, l par −a
1
ijkl(−1)j+l−1
2N
sen(pqs)
a1ijkl(−1)j+l+1
2Np
cos(pqs)
j, l, ı´mpares
a1ijkl(−1)j+l−2
2N
cos(pqs)
a1ijkl(−1)j+l
2Np
sen(pqs)
Para j, l pares, o coeficiente a1ijkl do monoˆmio aparece na soma que determina o coefi-
ciente de rq−1Rp cos(pqs) em h1, e tambe´m aparece na soma que determina o coeficiente de
rq−2Rp sen(pqs) em h3 com sinal oposto e dividido por p.
Para j par e l ı´mpar, o coeficiente a1ijkl do monoˆmio aparece na soma que determina
o coeficiente de rq−1Rp sen(pqs) em h1, e aparece na soma que determina o coeficiente de
rq−2Rp cos(pqs) em h3 dividido por p.
Para j, l ı´mpares, o coeficiente a1ijkl do monoˆmio aparece na soma que determina o coe-
ficiente de rq−1Rp cos(pqs) em h1, e na soma que determina o coeficiente de rq−2Rp sen(pqs)
em h3 dividido por p.
Para j ı´mpar e l par, o coeficiente a1ijkl do monoˆmio aparece na soma que determina o co-
eficiente de rq−1Rp cos(pqs) em h1, e na soma que determina o coeficiente de rq−2Rp sen(pqs)
em h3 com sinal oposto e dividido por p.
Podemos fazer o mesmo para todos os monoˆmios de F 2N , F
3
N e F
4
N e finalmente provamos
que b3 = −c1/p, c3 = b1/p, d3 = −c2/q e e3 = b2/q.
3.3 Caso N par
Nesta sec¸a˜o consideraremos N = p+ q − 1 par.
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Proposic¸a˜o 3.3.1. Se N e´ par enta˜o
h1(r, R, s) = a1r + r
q−1Rp(b1 sen(pqs) + c1 cos(pqs)),
h2(r, R, s) = a2R + r
qRp−1(b2 sen(pqs) + c2 cos(pqs)),
h3(r, R, s) = a3 + r
q−2Rp
(
−c1
p
sen(pqs) +
b1
p
cos(pqs)
)
+
rqRp−2
(
−c2
q
sen(pqs) +
b2
q
cos(pqs)
)
.
(3.12)
Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente dos Lemas 3.2.2, 3.2.3, 3.2.4 e 3.2.6.
Teorema 3.3.2. Considere p, q nu´meros inteiros primos entre si com p + q > 2, p > 1
e N = p + q − 1. Enta˜o para N ≥ 2 par e ε 6= 0 suficientemente pequeno as seguintes
afirmac¸o˜es se verificam.
(a) Se a func¸a˜o deslocamento de ordem ε na˜o e´ identicamente nula, enta˜o o nu´mero
ma´ximo de ciclos limites da equac¸a˜o diferencial (3.2) que bifurcam das o´rbitas perio´dicas
do sistema (3.1) e´ menor ou igual a 2pq.
(b) Existe exemplo da equac¸a˜o diferencial (3.2) possuindo 2pq ciclos limites que bifurcam
das o´rbitas perio´dicas do sistema (3.1).
Demonstrac¸a˜o: De acordo com a Proposic¸a˜o 3.3.1, as func¸o˜es h1(r, R, s), h2(r, R, s) e
h3(r, R, s) sa˜o dadas por (3.12). Consideremos a seguinte mudanc¸a de varia´veis: A =
R
r
, B =
rq−1Rp−1, u = sen(pqs), v = cos(pqs). Nessas novas varia´veis o sistema (3.12) fica:
h˜1(A,B, u, v) = h1(r, R, s)/r = a1 + AB (b1u+ c1v) ,
h˜2(A,B, u, v) = h2(r, R, s)/r = a2A+B (b2u+ c2v) ,
h˜3(A,B, u, v) = Rh3(r, R, s)/r = a3A+B
(
−c2
q
u+
b2
q
v
)
+ A2B
(
−c1
p
u+
b1
p
v
)
,
h˜4(A,B, u, v) = u
2 + v2 − 1.
Seja h˜i = h˜i(A,B, u, v) para i = 1, 2, 3, 4. Devemos resolver (h˜1, h˜2, h˜3, h˜4) = (0, 0, 0, 0).
De h˜2 = 0 temos
B =
−Aa2
b2u+ c2v
.
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Substituindo B em h˜1 = 0, obtemos
A =
√
a1(b2u+ c2v)
a2(b1u+ c1v)
,
e enta˜o
B =
−a2
b2u+ c2v
√
a1(b2u+ c2v)
a2(b1u+ c1v)
.
Agora, substituindo A e B em h˜3 = 0 temos
B1u
2 +B2uv +B3v
2
pq(b2u+ c2v)(b1u+ c1v)
= 0, (3.13)
onde
B1 = pqa3b1b2 + pa2b1c2 + qa1b2c1,
B2 = pq(a3b2c1 + a3c2b1) + p(a2c1c2 − a2b1b2) + q(a1c1c2 − a1b2b1),
B3 = pqa3c2c1 − pa2c1b2 − qa1c2b1.
Os zeros de (3.13) sa˜o u = v = 0 ou um par de retas passando pela origem. Enta˜o o
nu´mero ma´ximo de soluc¸o˜es de (3.13) e u2 + v2 = 1 e´ 4. Note que para cada zero de
(h˜1, h˜2, h˜3, h˜4) = (0, 0, 0, 0), com A > 0 e B > 0, podemos encontrar pq zeros (r, R, s) de
(h1, h2, h3) = (0, 0, 0). Observe que se para um zero (u0, v0) de (3.13) obtemos uma soluc¸a˜o
B0 > 0, enta˜o para (−u0,−v0) soluc¸a˜o de (3.13) obtemos −B0 < 0 que e´ imposs´ıvel. Isto
prova que o nu´mero ma´ximo de zeros de (h1, h2, h3) = (0, 0, 0) e´ 2pq. Portanto pelo Teorema
1.3.5, o nu´mero ma´ximo de ciclos limites obtidos via teoria de “averaging”de primeira ordem
para o sistema (3.3) e´ 2pq. Isto completa a prova da afirmac¸a˜o (a) do Teorema 3.3.2.
Para encontrar um exemplo do sistema (3.2) possuindo 2pq ciclos limites, escolhemos os
coeficientes anijkl de F todos zero exceto:
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a11000 = −21−p (16 + 4p) p,
a30010 = 2
3−p (1 + 4p) q,
a40010 = 30q,
a10q−10p = (1 + 4
2−p) p,
a2q−10p0 = 2
−p (16 + 4p) p,
a30q0p−1 = −42−p (1 + 4p) q,
a4q0p−10 = −22−p (1 + 4p) q.
Enta˜o o sistema (3.2) fica
x˙1 = −p x2 + ε(−21−p (16 + 4p) p x1 + (1 + 42−p) p xq−12 xp4),
x˙2 = p x1 + ε(2
−p (16 + 4p) p xq−11 x
p
3),
x˙3 = −q x4 + ε(23−p (1 + 4p) q x3 − 42−p (1 + 4p) q xq2 xp−14 ),
x˙4 = q x3 + ε(30 q x3 − 22−p (1 + 4p) qxq1 xp−13 ).
Calculando h1, h2 e h3 para este sistema obtemos
h1(r, R, s) = −2−p (16 + 4p) pr + rq−1Rp(2−p (16 + 4p) p cos(pqs) + (1 + 42−p) p sen(pqs)),
h2(r, R, s) = 2
2−p (1 + 4p) qR + rqRp−1(−22−p (1 + 4p) q cos(pqs)− 42−p (1 + 4p) q sen(pqs)),
h3(r, R, s) = 15 + r
qRp−2(22−p (1 + 4p) sen(pqs)− 42−p (1 + 4p) cos(pqs))+
rq−2Rp((1 + 42−p) cos(pqs) + 2−p (16 + 4p) sen(pqs)).
Os zeros de (h1, h2, h3) = (0, 0, 0) sa˜o
(r, R, s) =
(
1, 1, k
2pi
pq
)
, k = 0, ..., pq − 1
e
(r, R, s) =
(
2, 2p−1,
pi
2pq
+ k
2pi
pq
)
, k = 0, ..., pq − 1.
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O determinante Jacobiano de h = (h1, h2, h3) calculado em
(
1, 1, k
2pi
pq
)
para k =
0, ..., pq − 1 e´
323−5pp2q2 (16 + 17 4p + 16p)2 (p+ q − 2) 6= 0
e calculado em
(
2, 2p−1,
pi
2pq
+ k
2pi
pq
)
para k = 0, ..., pq − 1 e´
−321−3pp2q2 (16 + 17 4p + 16p)2 (p+ q − 2) 6= 0.
Aplicando o Teorema 1.3.5, conclu´ımos a demonstrac¸a˜o da afirmac¸a˜o (b) do Teorema 3.3.2
finalizando sua demonstrac¸a˜o.
3.4 Caso N ı´mpar
Nesta sec¸a˜o consideraremos N = p+ q − 1 ı´mpar.
Proposic¸a˜o 3.4.1. Se N e´ ı´mpar enta˜o
h1(r, R, s) = a1r + r
q−1Rp (b1 sen(pqs) + c1 cos(pqs)) +
N−1
2∑
M=0
d1Mr
N−2MR2M ,
h2(r, R, s) = a2R + r
qRp−1 (b2 sen(pqs) + c2 cos(pqs)) +
N−1
2∑
M=0
d2Mr
N−(2M+1)R2M+1,
h3(r, R, s) = a3 + r
q−2Rp (b3 sen(pqs) + c3 cos(pqs))
+rqRp−2 (d3 sen(pqs) + e3 cos(pqs)) +
N−1
2∑
M=0
d3Mr
N−(2M+1)R2M .
(3.14)
Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente dos Lemas 3.2.2, 3.2.3, 3.2.4 e 3.2.6.
Teorema 3.4.2. Considere p, q nu´meros inteiros primos entre si com p + q > 2, p > 1
e N = p + q − 1. Enta˜o para N ≥ 3 ı´mpar e ε 6= 0 suficientemente pequeno, se a func¸a˜o
deslocamento de ordem ε na˜o e´ identicamente nula, enta˜o o nu´mero ma´ximo de ciclos limites
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do sistema diferencial (3.2) que bifurca das o´rbitas perio´dicas do sistema (3.1) e´ no ma´ximo
pq(N + 1) se p ≥ 2. Quando p = 1 este nu´mero e´ q(q + 2).
Demonstrac¸a˜o: As func¸o˜es h1(r, R, s), h2(r, R, s) e h3(r, R, s) sa˜o dadas na Proposic¸a˜o
3.4.1. Fazendo a mudanc¸a de coordenadas A =
R
r
, B = rq−1Rp−1, u = sen(pqs), v =
cos(pqs) obtemos
h˜1(A,B, u, v) = h1(r, R, s)/r = a1 + AB (b1u+ c1v) + A
1−pB
N−1
2∑
M=0
d1MA
2M ,
h˜2(A,B, u, v) = h2(r, R, s)/r = a2A+B (b2u+ c2v) + A
2−pB
N−1
2∑
M=0
d2MA
2M ,
h˜3(A,B, u, v) = Rh3(r, R, s)/r = a3A+B
(
−c2
q
u+
b2
q
v
)
+
A2B
(
−c1
p
u+
b1
p
v
)
+ A2−pB
N−1
2∑
M=0
d3MA
2M ,
h˜4(A,B, u, v) = u
2 + v2 − 1.
Resolvemos (h˜1, h˜2, h˜3) = (0, 0, 0) e encontramos uma soluc¸a˜o B = A
p−1B1(A2), u =
A2−pU(A2), v = A2−pV (A2), onde B1(z) e´ o quociente de um polinoˆmio de grau 2 por
um polinoˆmio de grau (N + 3)/2, U(z) e V (z) sa˜o o quociente de um polinoˆmio de grau
(N + 1)/2 por um polinoˆmio de grau 2.
Substituindo u e v em h˜4 = 0 temos as seguintes situac¸o˜es:
Se p = 1 enta˜o obtemos o quociente de um polinoˆmio de grau q+2 na varia´vel A2 por um
polinoˆmio de grau 4 em A2. Enta˜o o nu´mero ma´ximo de ra´ızes positivas A do numerador
de h˜4 e´ q + 2.
Se p = 2 enta˜o u = U(A2), v = V (A2) e da´ı obtemos o quociente de um polinoˆmio de
grau N + 1 na varia´vel A2 por um polinoˆmio de grau 4 em A2. Neste caso o nu´mero ma´ximo
de ra´ızes positivas A do numerador de h˜4 e´ N + 1.
Se p > 2 enta˜o u =
U(A2)
Ap−2
e v =
V (A2)
Ap−2
. Logo, obtemos o quociente de um polinoˆmio de
grau N + 1 na varia´vel A2 por um polinoˆmio de grau p + 2. Como p + 2 < N + 1 obtemos
que o nu´mero ma´ximo de ra´ızes positivas A do numerador de h˜4 e´ N + 1.
Para cada soluc¸a˜o A0 temos no ma´ximo um B0 = B(A0) > 0 e um par (u0, v0) =
(u(A0), v(A0)). Para cada par (u0, v0) podemos encontrar s1, ..., spq ∈ [0, 2pi) tais que
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sen(pqsi) = u0 e cos(pqsi) = v0 para i = 1, ..., pq. Assim, pelo Teorema 1.3.5, o nu´mero
ma´ximo de ciclo limites obtidos via teoria de “averaging”para o sistema (3.2) e´ q(q + 2) se
p = 1 e pq(N + 1) se p ≥ 2. Isto completa a prova do Teorema 3.4.2.
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CAPI´TULO 4
TORO FOLHEADO POR O´RBITAS
PERIO´DICAS
Fornecemos um algoritmo para estudar toros invariantes folheados por o´rbitas perio´dicas de
um sistema perturbado o qual surge do conjunto de o´rbitas perio´dicas de um sistema linear
em p : q ressonaˆncia. Ilustraremos o algoritmo com uma aplicac¸a˜o.
4.1 Introduc¸a˜o
Um dos principais problemas em teoria de perturbac¸a˜o e´ detectar a persisteˆncia de certas
propriedades, ou seja, queremos analisar como certas propriedades de um sistema na˜o per-
turbado se comportam ao perturba´-lo. Frequentemente o sistema na˜o perturbado e´ linear e
os objetos a serem estudados sa˜o equil´ıbrios, o´rbitas perio´dicas ou toros invariantes.
Consideremos o sistema de dimensa˜o quatro:
x˙ = Ax, (4.1)
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onde
A =

0 −p 0 0
p 0 0 0
0 0 0 −q
0 0 q 0
 ,
onde x = (x, y, z, w) ∈ R4, p e q sa˜o nu´meros inteiros primos entre si. Claramente todas as
o´rbitas do sistema (4.1) sa˜o perio´dicas.
Perturbamos o sistema (4.1) da seguinte forma:
x˙ = Ax + εF (x), (4.2)
onde ε ∈ (−ε0, ε0) e´ um pequeno paraˆmetro real e F : U → R4 e´ uma func¸a˜o C2 definida em
um subconjunto aberto U de R4.
4.2 O algoritmo
Nesta sec¸a˜o descreveremos o algoritmo para estudar o toro invariante folheado por o´rbitas
perio´dicas do sistema perturbado (4.2) que surge do conjunto de o´rbitas perio´dicas do sistema
na˜o perturbado (4.1). Tal algoritmo e´ baseado na teoria de “averaging”de primeira ordem.
Fazendo um reescalonamento da varia´vel independente por t =
1
q
τ , podemos assumir que
a parte linear do sistema diferencial (4.2) e´ dado pela matriz
0 −α 0 0
α 0 0 0
0 0 0 −1
0 0 1 0
 ,
onde α = −p/q.
Seja F = (F1, F2, F3, F4). Assim pela mudanc¸a de varia´veis de (x, y, z, w) a` (r, θ, R, ϕ)
por
x = r cos θ, y = r sen θ, z = R cos
(
θ +
(1− α)
α
ϕ
)
, w = R sen
(
θ +
(1− α)
α
ϕ
)
,
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o sistema (4.2) e´ transformado no sistema
r˙ = εG1(r, θ, R, ϕ),
θ˙ = α + εG2(r, θ, R, ϕ),
R˙ = εG3(r, θ, R, ϕ),
ϕ˙ = α + εG4(r, θ, R, ϕ),
(4.3)
com
G1 = cos θ F 1(r, θ, R, ϕ) + sen θ F 2(r, θ, R, ϕ),
G2 =
1
r
[
cos θ F 2(r, θ, R, ϕ)− sen θ F 1(r, θ, R, ϕ)
]
,
G3 = cos
(
θ +
(1− α)
α
ϕ
)
F 3(r, θ, R, ϕ) + sen
(
θ +
(1− α)
α
ϕ
)
F 4(r, θ, R, ϕ),
G4 =
α
1− α
[
1
R
(
cos
(
θ +
(1− α)
α
ϕ
)
F 4(r, θ, R, ϕ)−
sen
(
θ +
(1− α)
α
ϕ
)
F 3(r, θ, R, ϕ)
)
+
1
r
(
sen θ F 1(r, θ, R, ϕ)− cos θ F 2(r, θ, R, ϕ)
)]
,
onde
F k(r, θ, R, ϕ) = Fk
(
r cos θ, r sen θ, R cos
(
θ +
(1− n)
n
ϕ
)
, R sen
(
θ +
(1− n)
n
ϕ
))
,
para k = 1, 2, 3, 4.
Tomando θ como nova varia´vel independente o sistema (4.3) fica
dr
dθ
=
ε
α
G1(r, θ, R, ϕ) +O(ε2),
dR
dθ
=
ε
α
G3(r, θ, R, ϕ) +O(ε2),
dϕ
dθ
= 1 +
ε
α
G4(r, θ, R, ϕ) +O(ε2),
(4.4)
Da u´ltima equac¸a˜o do sistema (4.4) temos que qualquer soluc¸a˜o (r(θ), R(θ), ϕ(θ)) do sistema
(4.4) e´ da forma ϕ(θ) = θ+ϕ0 +O(ε). Substituindo essa expressa˜o de ϕ(θ) no sistema (4.4)
podemos reduzi-lo a`
dr
dθ
=
ε
α
G1(r, θ, R, θ + ϕ0) +O(ε2),
dR
dθ
=
ε
α
G3(r, θ, R, θ + ϕ0) +O(ε2).
(4.5)
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Agora estudaremos a existeˆncia de o´rbitas perio´dicas do sistema (4.5) via teoria de “ave-
raging”, isto e´, aplicando o Teorema 1.3.5. Calculamos o sistema promediado do sistema
(4.5) obtendo
dr
dθ
= εg1(r, R, ϕ0),
dR
dθ
= εg3(r, R, ϕ0),
(4.6)
onde
gk(r, R, ϕ0) =
1
2pi
∫ 2pi
0
Gk(r, θ, R, θ + ϕ0) dθ, k = 1, 3.
Assumimos que para todo ϕ0 ∈ S1 o sistema promediado (4.6) possui um ponto singular
(r(ϕ0), R(ϕ0)) tal que
det
(
∂(g1, g3)
∂(r, R)
∣∣∣∣
r=r(ϕ0),R=R(ϕ0))
)
6= 0. (4.7)
Logo, aplicando o Teorema 1.3.5 ao sistema diferencial ϕ0-parame´trico (4.5), obtemos que
o sistema (4.5) para ε 6= 0 suficientemente pequeno e para cada ϕ0 ∈ S1 possui uma u´nica
o´rbita perio´dica (
r
(
θ; (r(ϕ0), R(ϕ0))
)
, R
(
θ; (r(ϕ0), R(ϕ0))
))
,
tal que(
r
(
0; (r(ϕ0), R(ϕ0))
)
, R
(
0; (r(ϕ0), R(ϕ0))
))→ (r(ϕ0), R(ϕ0)) quando ε→ 0.
Retornando ao sistema diferencial (4.4), obtemos que este sistema para ε 6= 0 sufici-
entemente pequeno possui uma famı´lia cont´ınua de o´rbitas perio´dicas dependendo de um
paraˆmetro ϕ0 ∈ S1, isto e´, temos que o sistema (4.4) possui um toro invariante folheado
por o´rbitas perio´dicas. Consequentemente os sistemas diferenciais (4.3) e (4.2) (os quais em
novas varia´veis podem ser escritos como o sistema (4.4)) possui um toro invariante folheado
por o´rbitas perio´dicas.
Isto completa o algoritmo para detectar toros invariantes folheados por o´rbitas perio´dicas
de um sistema em p : q ressonaˆncia.
4.3 Aplicac¸a˜o do algoritmo
Nesta sec¸a˜o, aplicaremos o algoritmo descrito na sec¸a˜o anterior em um sistema diferencial
em 1 : 2 ressonaˆncia.
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Teorema 4.3.1. Considere o sistema diferencial
x˙ = −y − ε(z + 1)
(
y + 2w +
4x
x2 + y2
)
,
y˙ = x+ εy
(
w + 1− 2
x2 + y2
)
,
z˙ = −2w,
w˙ = 2z + ε(y + 1)w
(
2
w2 + z2
− 1
2
)
,
(4.8)
definido em
{x = (x, y, z, w) ∈ R4 : x 6= (x, y, 0, 0) and x 6= (0, 0, z, w)},
onde ε ∈ (−ε0, ε0) e´ um pequeno paraˆmetro real. Para ε 6= 0 suficientemente pequeno
o sistema perturbado (4.8) possui um toro invariante bi-dimensional folheado por o´rbitas
perio´dicas o qual converge ao toro
{(x, y, z, w) ∈ R4 : x2 + y2 = 6 + 4 cosϕ, z2 + w2 = 4 com ϕ ∈ S1}, (4.9)
quando ε→ 0.
Demonstrac¸a˜o: Neste sistema α = 1/2 e o sistema (4.3) fica
r˙ = −ε 1
4r
(
6− r2 + (r2 + 2) cos(2θ) + 2R cos(ϕ− θ) + 4R cos(ϕ+ θ)+
2R cos(ϕ+ 3θ) + r(2R senϕ+ r sen(2θ) + 2R(r cos(ϕ+ 2θ) sen θ+
R cos θ sen(2(ϕ+ θ)) + sen(ϕ+ 2θ)))
)
,
θ˙ =
1
2
+ ε
1
2r2
sen θ
(
2R cosϕ+ (r2 + 2) cos θ + 2R cos(ϕ+ 2θ)+
r(2R(R cos(ϕ+ θ) + 1) sen(ϕ+ θ) + r(sen θ +R sen(ϕ+ 2θ)))
)
,
R˙ = −ε 1
4R
(R2 − 4) (r sen θ + 1) sen2(ϕ+ θ),
ϕ˙ =
1
2
+ ε
(
− 1
8R2
(R2 − 4)(r sen θ + 1) sen(2(ϕ+ θ))−
1
2r2
sen θ
(
2R cosϕ+ (r2 + 2) cos θ + 2R cos(ϕ+ 2θ)+
r(2R(R cos(ϕ+ θ) + 1) sen(ϕ+ θ) + r(sen θ +R sen(ϕ+ 2θ)))
))
.
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Escrevemos o sistema (4.4):
dr
dθ
= −ε 1
4r
(
6− r2 + (r2 + 2) cos(2θ) + 2R cos(ϕ0) + 4R cos(2θ + ϕ0)+
2R cos(4θ + ϕ0) + r(2R sen(θ + ϕ0) + r sen(2θ) + 2R(r cos(3θ + ϕ0) sen θ+
R cos θ sen(2(2θ + ϕ0)) + sen(3θ + ϕ0)))
)
+O(ε2),
dR
dθ
= −ε 1
4R
(R2 − 4) (1 + r sen θ) sen2(2θ + ϕ0) +O(ε2).
(4.10)
Calculando o sistema promediado do sistema (4.10), temos
dr
dθ
= ε
1
2r
(r2 − 6− 2R cosϕ0),
dR
dθ
= −εR
2 − 4
4R
.
(4.11)
O u´nico ponto singular do sistema (4.11) com r e R positivos e´
r =
√
6 + 4 cosϕ0, R = 2.
Para este ponto singular o determinate (4.7) e´ sempre −1/2 independentemente de ϕ0.
Assim, pelo algoritmo segue a demonstrac¸a˜o do Teorema 4.3.1.
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CAPI´TULO 5
EXISTEˆNCIA DE O´RBITAS
PERIO´DICAS
Neste cap´ıtulo estudaremos a existeˆncia de soluc¸o˜es perio´dicas de perturbac¸o˜es das equac¸o˜es
diferenciais
x(iv) + αx′′ + x = 0, (5.1)
e
x(vi) + λ1x
(iv) + λ2x
′′ + x = 0, (5.2)
onde α, λ1 e λ2 sa˜o paraˆmetros reais.
5.1 Introduc¸a˜o
O Teorema do Centro de Lyapunov para sistemas conservativos afirma que em torno de
um ponto de equil´ıbrio el´ıptico p na˜o ressonante, existe uma famı´lia a um paraˆmetro de
o´rbitas perio´dicas convergindo para p com per´ıodo limitado.
Utilizaremos a reversibilidade de (5.1) e (5.2) no estudo de existeˆncia de o´rbitas perio´dicas.
Note que o Teorema do Centro de Lyapunov tambe´m vale para pontos fixos sime´tricos em
sistemas revers´ıveis. Devaney, [10] foi o primeiro a demonstrar este fato.
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Teorema 5.1.1. (Teorema do Centro de Lyapunov) Considere a equac¸a˜o diferencial
revers´ıvel
x˙ = F (x) x ∈ R2n. (5.3)
Seja x0 um ponto fixo de (5.3) e denotemos por A = DF (x0) a derivada de F em x0.
Assumimos a seguinte relac¸a˜o de na˜o ressonaˆncia:
±ωi sa˜o autovalores simples de A e kωi na˜o e´ autovalor de A para todo k ∈ N.
Enta˜o existe uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas xa(t) de (5.3), parame-
trizada por a ≥ 0, com per´ıodos pro´ximos a 2pi/ω onde x0(t) ≡ 0.
O objetivo deste cap´ıtulo e´ fornecer resultados similares ao Teorema do Centro de Lya-
punov para perturbac¸o˜es revers´ıveis das equac¸o˜es diferenciais (5.1) e (5.2).
5.2 O´rbitas Perio´dicas em R4
Analisaremos a existeˆncia de o´rbitas perio´dicas em torno da origem de perturbac¸o˜es
revers´ıveis da famı´lia de equac¸o˜es diferenciais (5.1) da seguinte forma:
x(iv) + αx′′ + x+ f(x) = 0, (5.4)
com f(x) = x3 + o(x4), onde o(x4) denota os termos de ordem superior a 3.
Note que (5.4) tambe´m pode ser escrita como um sistema
x˙1 = y1
y˙1 = x2
x˙2 = y2
y˙2 = −αx2 − x1 − f(x1),
(5.5)
o qual e´ R-revers´ıvel com
R(x1, y1, x2, y2) = (x1,−y1, x2,−y2). (5.6)
O problema linearizado na origem e´:
x′′′′ + αx′′ + x = 0 (5.7)
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e o correspondente polinoˆmio caracter´ıstico e´:
λ4 + αλ2 + 1 = 0, λ ∈ C. (5.8)
E´ fa´cil checar que:
• quando α < −2 temos quatro autovalores reais distintos ±λ1,±λ2, λ1 < λ2 < 0,
• quando −2 < α < 2 temos quatro autovalores complexos distintos ±(λ± iµ),
• quando α > 2 temos quatro autovalores imagina´rios ±iµ1,±iµ2, µ1 < µ2 < 0,
• quando α = −2 temos autovalores ±1 duplos,
• quando α = 2 temos autovalores imagina´rios duplos ±i.
Primeiramente, estudaremos a existeˆncia de soluc¸o˜es perio´dicas de (5.4) quando α = 2
usando a Reduc¸a˜o de Lyapunov Schmidt. Observe que neste caso temos 1:1 ressonaˆncia e a
linearizac¸a˜o de (5.5) na origem e´ dada por x˙ = Ax onde
A =

0 1 0 0
0 0 1 0
0 0 0 1
−1 0 −2 0
 .
A forma de Jordan de A e´ dada por:
A0 =

0 −1 1 0
1 0 0 1
0 0 0 −1
0 0 1 0
 .
A mudanc¸a de coordenadas que leva A a A0 transforma R em R0 onde
R0 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 .
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Consideremos o sistema na forma normal de Belitskii, e a partir da´ı, o inserimos numa
famı´lia gene´rica a um paraˆmetro mantendo a reversibilidade da seguinte forma:
x˙ = Aλx+ f˜(x, λ) +O(‖x‖4),
com
Aλ =

0 −1 1 0
1 0 0 1
λ 0 0 −1
0 λ 1 0

e
f˜(x, λ) =

f˜ 1(x, λ)
f˜ 2(x, λ)
f˜ 3(x, λ)
f˜ 4(x, λ)

onde
f˜ 1(x, λ) = y1(a1(λ)x2y1 + a2(λ)y
2
1 + a2(λ)x
2
1 − a1(λ)x1y2),
f˜ 2(x, λ) = −x1(a1(λ)x2y1 + a2(λ)y21 + a2(λ)x21 − a1(λ)x1y2),
f˜ 3(x, λ) = b1(λ)x
3
1 + b2(λ)y2x
2
1 + a1(λ)y1y2x2 + a2(λ)y
2
1y2 + b3(λ)x1x2y1 + b1(λ)y
2
1x1 −
a1(λ)y
2
2x1,
f˜ 4(x, λ) = b1(λ)x
2
1y1 + b1(λ)y
3
1 − a1(λ)x22y1 − b3(λ)y1x1y2 − a2(λ)x21x2 − b2(λ)y21x2 +
a1(λ)y2x2x1.
Os coeficientes ai e bi, i = 1, 2, j = 1, 2, 3 dependem de λ de modo C
∞ e
a1(0) =
1
32
b1(0) = − 12
1024
a2(0) =
3
1024
b2(0) = − 63
1024
b3(0) =
66
1024
.
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Neste caso,
S0 =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 ,
e a equac¸a˜o de reduc¸a˜o de Lyapunov-Schmidt
B(x, λ, σ) = (1 + σ)Sx− Aλx− f˜(x, λ)
restrita ao conjunto
Fix(R) = {x1 = y2 = 0},
fica:  −σx1 − y2 + x1(a2(λ)x21 − a1(λ)x1y2) = 0,σy2 − λx1 − b1(λ)x31 + a1(λ)y22x1 − b2(λ)x21y2 = 0.
A primeira equac¸a˜o pode ser resolvida para y2, isto e´,
y2 = −σx1 +O(‖x1, y2‖)3.
Substituindo na segunda equac¸a˜o temos:
σ2x1 + x1λ+ b1(λ)x
3
1 +O(‖x1, σ‖)4 = 0.
Deste modo, x1 = 0 ou
λ = −σ2 − b1(λ)x21 +O(‖x1, σ‖)3. (5.9)
Como b1 depende diferencialmente de λ, segue que se b1(0) 6= 0 enta˜o b1(λ) 6= 0 para |λ|
pequeno. Portanto a forma quadra´tica em (5.9) e´ na˜o degenerada e determina o comporta-
mento qualitativo das soluc¸o˜es desta equac¸a˜o em torno da origem. Como b1(0) < 0 temos o
seguinte diagrama de bifurcac¸a˜o:
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Figura 5.1: Diagrama de bifurcac¸a˜o de (5.9).
Deste modo, conclu´ımos que: (veja Figura 5.1)
• Para λ < 0 na˜o existem o´rbitas perio´dicas pro´ximas a` origem.
• Para λ = 0 existe uma famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas.
• Para λ > 0 existem duas famı´lias a um paraˆmetro distintas de o´rbitas perio´dicas
sime´tricas.
5.3 O´rbitas Perio´dicas em R6
Nesta sec¸a˜o estudaremos a existeˆncia de o´rbitas perio´dicas sime´tricas pro´ximas a` origem
de perturbac¸o˜es da famı´lia de equac¸o˜es diferenciais (5.2). Tal equac¸a˜o pode ser escrita na
forma do sistema:
x˙1 = y1
y˙1 = x2
x˙2 = y2
y˙2 = x3
x˙3 = y3
y˙3 = −λ1x3 − λ2x2 − x1
(5.10)
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Primeiramente, estudaremos pertubac¸o˜es revers´ıveis do tipo:
x˙1 = y1 + f1(x1, y1, x2, y2, x3, y3)
y˙1 = x2 + f2(x1, y1, x2, y2, x3, y3)
x˙2 = y2 + f3(x1, y1, x2, y2, x3, y3)
y˙2 = x3 + f4(x1, y1, x2, y2, x3, y3)
x˙3 = y3 + f5(x1, y1, x2, y2, x3, y3)
y˙3 = −λ1x3 − λ2x2 − x1 + f6(x1, y1, x2, y2, x3, y3),
(5.11)
com fi(x) = o(‖x‖2), x = (x1, y1, x2, y2, x3, y3) e i = 1, ..., 6.
A seguir, consideraremos perturbac¸o˜es revers´ıveis da forma,
xvi + λ1x
(iv) + λ2x
′′ + x+ f(x) = 0, (5.12)
isto e´,
x˙1 = y1
y˙1 = x2
x˙2 = y2
y˙2 = x3
x˙3 = y3
y˙3 = −λ1x3 − λ2x2 − x1 + f(x1),
(5.13)
com f(x1) = o(x
2
1).
O correspondente polinoˆmio caracter´ıstico da equac¸a˜o diferencial (5.2) linearizado na
origem e´:
λ6 + λ1λ
4 + λ2λ
2 + 1.
Logo seus autovalores sa˜o dados pelas ra´ızes quadradas positivas e negativas dos zeros de
um polinoˆmio p de grau 3.
p(x) = x3 − λ1x2 − λ2x+ 1.
Se denotarmos por x1, x2 e x3 os zeros de p, enta˜o os autovalores sera˜o ±√x1, ±√x2 e
±√x3.
Estamos interessados nos casos onde todos os autovalores sejam imagina´rios puros.
Suponhamos que x1, x2 e x3 sejam ra´ızes negativas de p. Logo
x1x2x3 = −1.
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Sem perda de generalidade, consideremos x1 = − 1
x2x3
. Da´ı
λ1 = −(x1 + x2 + x3) = 1
x2x3
− x2 − x3
e
λ2 = x2x3 + x1x3 + x1x3 = x2x3 − 1
x2
− 1
x3
.
Denotemos ±αj = ±√xj, j = 1, 2, 3.
Focaremos nosso estudo nas seguintes relac¸o˜es de ressonaˆncia que podemos encontrar:
1) α : 1 : p ressonante
Definic¸a˜o 5.3.1. Dizemos que os autovalores ±iαj, j = 1, 2, 3 esta˜o em α : 1 : p
ressonaˆncia se
p α2 − α3 = 0, p ∈ Z e
α1 6= k2α2 + k3α3, ∀ k2, k3 ∈ Z.
Exemplo: Considere λ1 = λ2 =
7
2
. Os autovalores sa˜o ±i, ± i√
2
e ±i√2 que esta˜o
em α : 1 : 2 ressonaˆncia.
2) Na˜o ressonante.
Definic¸a˜o 5.3.2. Dizemos que os autovalores ±iαj, j = 1, 2, 3 sa˜o na˜o ressonantes se
eles satisfazem:
3∑
j=1
kjαj = 0, kj ∈ Z ⇒ kj = 0, j = 1, 2, 3,
ou seja, sa˜o linearmente independentes sob os inteiros.
Exemplo: Se tomarmos λ1 =
31
6
e λ2 =
41
6
enta˜o temos como autovalores ±i√2,
±i√3 e ±i 1√
6
e portanto na˜o ressonantes.
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5.3.1 Caso α : 1 : 2 ressonante
Nesta sec¸a˜o utilizaremos a reduc¸a˜o de Lyapunov- Schmidt para encontrar soluc¸o˜es perio´dicas
sime´tricas com per´ıodo pro´ximo a 2pi e pi para perturbac¸o˜es revers´ıveis da equac¸a˜o (5.2)
quando seus autovalores possuem a relac¸a˜o de ressonaˆncia do tipo α : 1 : 2, α ∈ R\Q . Para
isso, primeiramente encontraremos a forma normal de Belitskii ate´ ordem 3.
Se denotarmos a perturbac¸a˜o (5.11) por x˙ = X(x), x ∈ R6, podemos supor, sem perda
de generalidade, que a matriz A = DX(0) tem a forma:
A =

0 −α 0 0 0 0
α 0 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −2
0 0 0 0 2 0

,
com α ∈ R \Q. Ale´m disso, vamos supor que X e´ R revers´ıvel onde R e´ a involuc¸a˜o linear
em R6 dada por
R(x1, y1, x2, y2, x3, y3) = (x1,−y1, x2,−y2, x3,−y3).
Obtemos o seguinte resultado:
Teorema 5.3.3. Seja X ∈ XR(R6) tal que X(0) = 0 com A = DX(0) e R dados pelas
condic¸o˜es acima. Enta˜o X e´ conjugado, numa vizinhanc¸a da origem, a seguinte forma
normal:
x˙1 = −αy1 − y1(a1(x21 + y21) + a2(x22 + y22) + a3(x23 + y23)) + o(‖x‖4)
y˙1 = αx1 + x1(a1(x
2
1 + y
2
1) + a2(x
2
2 + y
2
2) + a3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙2 = −y2 + b1(x3y2 − x2y3)− y2(b2(x21 + y21) + b3(x22 + y22) + b4(x23 + y23)) + o(‖x‖4)
y˙2 = x2 + b1(x2x3 + y2y3) + x2(b2(x
2
1 + y
2
1) + b3(x
2
2 + y
2
2) + b4(x
2
3 + y
2
3)) + o(‖x‖4)
x˙3 = −2y3 − 2c1x2y2 − y3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
y˙3 = 2x3 + c1(x
2
2 − y22) + x3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
(5.14)
onde x = (x1, y1, x2, y2, x3, y3).
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Demonstrac¸a˜o: Considere o campo em coordenadas complexas (z1, z2, z3) onde z1 = x1 +
iy1, z2 = x2 + iy2 e z3 = x3 + iy3. Nestas coordenadas,
A =

αi 0 0 0 0 0
0 −αi 0 0 0 0
0 0 i 0 0 0
0 0 0 −i 0 0
0 0 0 0 2i 0
0 0 0 0 0 −2i

.
Escrevendo x˙ = Ax+h(x)+o(|x|4) com h(x) = (h1, h2, h3, h4, h5, h6) e x = (z1, z¯1, z2, z¯2, z3, z¯3),
temos que a condic¸a˜o
A∗h(x) = Dh(x)A∗x,
implica que
Dh1(x) = αih1,
Dh2(x) = −αih2,
Dh3(x) = ih3,
Dh4(x) = −ih4,
Dh5(x) = 2ih5,
Dh6(x) = −2ih6,
onde
D := αiz1
∂
∂z1
− αiz¯1 ∂
∂z¯1
+ iz2
∂
∂z2
− iz¯2 ∂
∂z¯2
+ 2iz3
∂
∂z3
− 2iz¯3 ∂
∂z¯3
.
Vejamos quais monoˆmios da forma u = zk11 z¯1
k2zk32 z¯2
k4zh53 z¯3
k6 esta˜o na forma normal ate´
ordem 3. Neste caso teremos |k| =
6∑
j=1
kj = 2, 3 com k = (k1, k2, k3, k4, k5, k6).
Primeiramente, analisemos h1. De Dh1 = αih1 temos que
αiu = Du⇒ αiu = (αik1 − αik2 + ik3 − ik4 + 2ik5 − 2ik6)u⇒
k1 − k2 = 1 e k3 − k4 + 2(k5 − k6) = 0.
Na˜o existem elementos k que satisfazem as condic¸o˜es acima e ainda |k| = 2. Logo h1 na˜o
possui monoˆmios de ordem 2.
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Os elementos k que satisfazem as condic¸o˜es acima e ainda |k| = 3 sa˜o dados por
(2, 1, 0, 0, 0, 0), (1, 0, 1, 1, 0, 0), (1, 0, 0, 0, 1, 1),
que representam respectivamente
z21 z¯1, z1z2z¯2 e z1z3z¯3.
Logo,
h1 = a˜1z
2
1 z¯1 + a˜2z1z2z¯2 + a˜3z1z3z¯3.
Similarmente, para h2 obtemos
h2 = b˜1z¯1
2z1 + b˜2z¯1z¯2z2 + b˜3z¯1z¯3z3.
Sabemos que h1 = h2. Enta˜o a˜j = b˜j, j = 1, 2, 3.
Da R reversibilidade, onde R(z1, z¯1, z2, z¯2, z3, z¯3) = (z¯1, z1, z¯2, z2, z¯3, z3), temos b˜j = −a˜j,
j = 1, 2, 3. Segue da´ı que a˜j = iaj, aj ∈ R.
Assim,
h1 = i(a1z
2
1 z¯1 + a2z1z2z¯2 + a3z1z3z¯3),
h2 = −i(a1z¯12z1 + a2z¯1z¯2z2 + a3z¯1z¯3z3).
Ca´lculos ana´logos seguem para h3, h4, h5 e h6.
Obtemos assim a forma normal
z˙1 = αiz1 + iz1(a1|z1|2 + a2|z2|2 + a3|z3|2) + o(‖z‖4)
z˙2 = iz2 + i(b1z¯2z3 + b2z
2
2 z¯2 + b3z2z3z¯3 + b4z1z¯1z2) + o(‖z‖4)
z˙3 = 2iz3 + i(c1z
2
2 + c2z
2
3 z¯3 + c3z2z¯2z3 + c4z1z¯1z3) + o(‖z‖4),
com z = (z1, z2, z3), ou ainda, em coordenadas (x1, y1, x2, y2, x3, y3)
x˙1 = −αy1 − y1(a1(x21 + y21) + a2(x22 + y22) + a3(x23 + y23)) + o(‖x‖4)
y˙1 = αx1 + x1(a1(x
2
1 + y
2
1) + a2(x
2
2 + y
2
2) + a3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙2 = −y2 + b1(x3y2 − x2y3)− y2(b2(x21 + y21) + b3(x22 + y22) + b4(x23 + y23)) + o(‖x‖4)
y˙2 = x2 + b1(x2x3 + y2y3) + x2(b2(x
2
1 + y
2
1) + b3(x
2
2 + y
2
2) + b4(x
2
3 + y
2
3)) + o(‖x‖4)
x˙3 = −2y3 − 2c1x2y2 − y3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
y˙3 = 2x3 + c1(x
2
2 − y22) + x3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
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Definimos os conjuntos:
U0 = {X ∈ XR(R6); J2X expressa-se por (5.14) com b1c1 > 0}.
U1 = {X ∈ XR(R6); J3X expressa-se por (5.14) com c4 6= 0}.
Aplicando a Reduc¸a˜o de Lyapunov- Schmidt, obtemos o seguinte resultado:
Teorema 5.3.4. As seguintes afirmac¸o˜es se verificam:
i) Cada X ∈ U0 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi;
ii) Cada X ∈ U1 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para pi.
Demonstrac¸a˜o: Para encontrarmos as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a` 2pi a
aplicac¸a˜o de reduc¸a˜o B : R4 × R→ R4 e´ dada por:
B(u4, σ) = (1 + σ)S4u4 − A4u4 − h˜(u4) + o(‖u4‖3)
onde
S4 = A4 =

0 −1 0 0
1 0 0 0
0 0 0 −2
0 0 2 0
 , u4 =

x2
y2
x3
y3
 , h˜4 =

h3
h4
h5
h6
 ,
com
h3 = b1(x3y2 − x2y3)
h4 = b1(x2x3 + y2y3)
h5 = −2c1x2y2
h6 = c1(x
2
2 − y22)
Assim, devemos estudar o seguinte sistema de equac¸o˜es:
−σy2 − b1(x3y2 − x2y3) + o(‖x‖3) = 0 (a);
σx2 − b1(x2x3 + y2y3) + o(‖x‖3) = 0 (b);
−2σy3 + 2c1x2y2 + o(‖x‖3) = 0 (c);
2σx3 − c1(x22 − y22) + o(‖x‖3) = 0 (d),
(5.15)
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onde x = (x2, y2, x3, y3).
Das equac¸o˜es (c) e (d) obtemos respectivamente:
y3 =
2c1x2y2 + o(‖x‖3)
2σ
, x3 =
c1(x
2
2 − y22) + o(‖x‖3)
2σ
(5.16)
que ao substituirmos em (a) e (b), nos fornece o seguinte sistema: −2σ2y2 + b1c1x22y2 + b1c1y32 + ϕ˜1(x2, y2) = 02σ2x2 − b1c1x2y22 − b1c1x32 + ϕ˜2(x2, y2) = 0, (5.17)
onde ϕ˜i(x2, y2) = o(‖(x2, y2)‖3), i = 1, 2. Da R-reversibilidade de B segue que
R(ϕ˜1(x2, y2), ϕ˜2(x2, y2)) = −(ϕ˜1R(x2, y2), ϕ˜2R(x2, y2))⇒
(ϕ˜1(x2, y2),−ϕ˜2(x2, y2)) = (−ϕ˜1(x2,−y2),−ϕ˜2(x2,−y2))⇒
ϕ˜1(x2, y2) = −ϕ˜1(x2,−y2)
logo ϕ˜1(x2, y2) = y2Θ(x2, y2), onde Θ(x2, y2) = Θ(x2,−y2).
Como sφB(u, σ) = B(sφu, σ), onde u = (x1, y1, x2, y2, x3, y3) e sφu = exp(−φS0)u temos
que se φ =
pi
2
e B = (f1, f2, f3, f4, f5, f6) enta˜o
f1(u)C1 + f2(u)S1
−f1(u)S1 + f2(u)C1
f4(u)
−f3(u)
−f5(u)
−f6(u)

=

f1(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3)
f2(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3)
f3(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3)
f4(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3)
f5(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3)
f6(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3)

,
onde C1 = cos
(
α
pi
2
)
e S1 = sen
(
α
pi
2
)
. Assim, a igualdade
f3(C1x1 + S1y1,−S1x1 + C1y1, y2,−x2,−x3,−y3) = f4(u),
tem a seguinte consequeˆncia no sistema (5.17):
ϕ˜2(x2, y2) = ϕ˜1(y2,−x2) = −x2Θ(y2,−x2) = −x2Θ(y2, x2) = −x2Θ1(x2, y2).
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Portanto o sistema (5.17) pode ser escrito como:
y2(−2σ2 + b1c1x22 + b1c1y22 + Θ(x2, y2)) = 0
−x2(−2σ2 + b1c1y22 + b1c1x22 + Θ1(x2, y2)) = 0.
Para obter soluc¸o˜es R-sime´tricas tomamos y2 = 0. Da´ı
−x2(−2σ2 + b1c1x22 + Θ1(x2, 0)) = 0,
e soluc¸o˜es na˜o triviais para o sistema (5.15) sa˜o
x2 ≈ ±
√
2σ2
b1c1
, x3 ≈ σ
b1
y2 = y3 = 0
se b1c1 > 0.
Em U0 o sistema (5.15) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende
a zero que equivalem a` mesma o´rbita pois B e´ sφ-equivariante. Logo X possui uma famı´lia
a um paraˆmetro de o´rbitas perio´dicas sime´tricas convergindo para o equil´ıbrio cujo per´ıodo
converge para 2pi.
Para soluc¸o˜es perio´dicas de per´ıodo pro´ximo a pi, temos a aplicac¸a˜o de reduc¸a˜o B :
R2 × R→ R2 dada por:
B(u2, σ) = (1 + σ)S2u2 − A2u2 − h˜(u2) + o(‖u2‖4)
onde
S2 = A2 =
 0 −2
2 0
 , u2 =
 x3
y3
 , h˜2 =
 h5
h6
 ,
com
h5 = −y3c4(x23 + y23)
h6 = x3c4(x
2
3 + y
2
3).
Portanto estudaremos o seguinte sistema de equac¸o˜es: −2σy3 + y3(c4(x23 + y23)) + ϕ˜3(x3, y3) = 02σx3 − x3(c4(x23 + y23)) + ϕ˜4(x3, y3) = 0, (5.18)
onde ϕ˜i(x3, y3) = o(‖(x3, y3)‖4), i = 1, 2.
Como no caso anterior, da R-reversibilidade de B temos ϕ˜3(x3, y3) = y3Θ2(x3, y3), com
Θ2(x3, y3) = Θ2(x3,−y3).
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Agora tomando φ =
pi
4
a relac¸a˜o sφB(u, σ) = B(sφu, σ) implica que
ϕ˜4(x3, y3) = ϕ˜3(y3,−x3) = −x3Θ2(y3,−x3) = −x3Θ2(y3, x3) = −x3Θ3(x3, y3).
Dessa forma o sistema (5.18) torna-se y3(−2σ + c4(x23 + y23) + Θ2(x3, y3)) = 0x3(2σ − c4(x23 + y23) + Θ3(x3, y3)) = 0. (5.19)
Para encontrarmos as o´rbitas perio´dicas sime´tricas, restringimos o estudo ao conjunto
FixR. Assim, temos x3(2σ − c4x23 + Θ2(x3)) = 0 cujas soluc¸o˜es na˜o nulas sa˜o:
x3 ≈ ±
√
2σ
c4
,
desde que
σ
c4
> 0.
Em U1 o sistema (5.18) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende
a zero que equivalem a` mesma o´rbita pois B e´ sφ-equivariante. Conclu´ımos que existe uma
famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas convergindo para o equil´ıbrio cujo
per´ıodo converge a pi.
Agora consideremos pertubac¸o˜es de (5.2) da forma (5.12) com f(x) = ax3 + o(x4), onde
a ∈ R e o(x4) denota os termos de ordem superior a 3.
O sistema (5.13) pode ser escrito da forma
X˙ = AX + F (X) (5.20)
onde X = (x1, y2, x2, y2, x3, y3),
A =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 −λ2 0 −λ1 0

(5.21)
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eF (X) =

0
0
0
0
0
ax31 + o(‖x1‖4)

. (5.22)
Considere λ1 e λ2 tais que os autovalores de A estejam em ressonaˆncia do tipo α : 1 : 2.
Deste modo, existe uma matriz P tal que P−1AP = J onde J e´ a matriz de Jordan de A da
forma:
J =

0 −α 0 0 0 0
α 0 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −2
0 0 0 0 2 0

.
Denotemos P e sua inversa P−1 por
P =

j11 j12 j13 j14 j15 j16
j21 j22 j23 j24 p25 j26
j31 j32 j33 j34 j35 j36
j41 j42 j43 j44 j45 j46
j51 j52 j53 j54 j55 j56
j61 j62 j63 j64 j65 j66

P−1 =

l11 l12 l13 l14 l15 l16
l21 l22 l23 l24 l25 l26
l31 l32 l33 l34 l35 l36
l41 l42 l43 l44 l45 l46
l51 l52 l53 l54 l55 l56
l61 l62 l63 l64 l65 l66

.
Lema 5.3.5. Existe uma transformac¸a˜o x = Φ(y) com Φ ∈ C∞(R6), tangente a` identidade,
que transforma (5.13) com f(x1) = ax
3
1 + o(x
4
1), a ∈ R, na forma normal (5.14) ate´ ordem
3 com coeficientes:
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a1 =
3a
8
(j312l16 − j311l26), b1 = 0,
a2 =
3a
8
(2j214j12l16 − 2j213j11l26), b2 =
3a
8
(2j212j14l36 − 2j211j13l46),
a3 =
3a
8
(2j216j12l16 − 2j215j11l26), b3 =
3a
8
(−j313l46 + j314l36),
b4 =
3a
8
(−2j215j13l46 + 2j216j14l36),
c1 = 0,
c2 =
3a
8
(2j212j16l56 − 2j211j15l66),
c3 =
3a
8
(2j214j16l56 − 2j213j15l66),
c4 =
3a
8
(j316l56 − j315l66),
onde jik e lik k = 1, ..., 6 sa˜o as entradas de matriz P e P
−1 dadas acima.
Demonstrac¸a˜o: A transformac¸a˜o x = Px˜ com x = (x1, y1, x2, y2, x3, y3),
x˜ = (x˜1, y˜1, x˜2, y˜2, x˜3, y˜3)
T leva o sistema (5.13) ao seguinte sistema ˙˜X = AX˜ + F (X˜) com
mesma parte linear que (5.14) com:
˙˜x1 = −αy˜1 + a l16 (j11x˜1 + j12y˜1 + j13x˜2 + j14y˜2 + j15x˜3 + j16y˜3)3 + o(‖x˜‖4)
˙˜y1 = αx˜1 + a l26 (j11x˜1 + j12y˜1 + j13x˜2 + j14y˜2 + j15x˜3 + j16y˜3)
3 + o(‖x˜‖4)
˙˜x2 = −y˜2 + a l36 (j11x˜1 + j12y˜1 + j13x˜2 + j14y˜2 + j15x˜3 + j16y˜3)3 + o(‖x˜‖4)
˙˜y2 = x˜2 + a l46 (j11x˜1 + j12y˜1 + j13x˜2 + j14y˜2 + j15x˜3 + j16y˜3)
3 + o(‖x˜‖4)
˙˜x3 = −2y˜3 + +a l56 (j11x˜1 + j12y˜1 + j13x˜2 + j14y˜2 + j15x˜3 + j16y˜3)3 + o(‖x˜‖4)
˙˜y3 = 2x˜3 + a l66 (j11x˜1 + j12y˜1 + j13x˜2 + j14y˜2 + j15x˜3 + j16y˜3)
3 + o(‖x˜‖4).
(5.23)
Levamos (5.23) na forma normal (5.14) ate´ ordem 3 por uma transformac¸a˜o x˜ = Φ(y) = y+
G(y). O difeormorfismo Φ : R6 → R6 foi encontrado usando o programa MATHEMATICA
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6.0 da seguinte maneira: Definimos G(x1, y1, x2, y2, x3, y3) =

g1(x1, y1, x2, y2, x3, y3)
g2(x1, y1, x2, y2, x3, y3)
g3(x1, y1, x2, y2, x3, y3)
g4(x1, y1, x2, y2, x3, y3)
g5(x1, y1, x2, y2, x3, y3)
g6(x1, y1, x2, y2, x3, y3)

onde gi =
∑
|k|=3
ak1k2k3k4k5k6x
k1
1 y
k2
1 x
k3
2 y
k4
2 x
k5
3 y
k6
3 com |k| =
6∑
i=1
ki.
Impomos a condic¸a˜o RΦ = ΦR e calculamos B(x1, y1, x2, y2, x3, y3) = JΦ−DΦJ .
Assim, nosso sistema fica: X˙ = AX + F (X) + B(X), com X = (x1, y1, x2, y2, x3, y3).
Igualando esse campo ao campo dado na forma normal (5.14) obtemos os coeficientes de Φ
e tambe´m os coeficientes da forma normal de (5.13).
Definic¸a˜o 5.3.6. Dizemos que um campo vetorial R-revers´ıvel
X˙ = AX + F (X), x ∈ R2n,
com A uma matriz 2n × 2n real e F = (f1, f2, ..., f2n) satizfaz a condic¸a˜o de normalidade
sobre FixR se
〈A,NF 〉∣∣
FixR
= 0,
onde 〈·, ·〉 denota o produto escalar canoˆnico do R2n e
N =

0 0 0 · · · 0 1 0
0 0 0 · · · 0 0 1
...
... . .
.
. .
.
. .
. ...
...
...
... . .
.
. .
.
. .
. ...
...
1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0

Definimos os conjuntos
U = {X ∈ XR(R6); J3Xexpressa-se na forma normal de Belitskii dada por (5.14) com
ai, bi, ci, i = 1, .., 4 dados pelo Lema 5.3.5}
e os subconjuntos
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U0 = {X ∈ U ;Xsatisfaz a condic¸a˜o de normalidade sobre FixR} e
U1 = {X ∈ U ; c4 6= 0}.
Teorema 5.3.7. As seguintes afirmac¸o˜es se verificam:
i) Cada X ∈ U0 possui 1 ou 2 famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi;
i) Cada X ∈ U1 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas con-
vergindo para a origem com per´ıodo convergindo para 2pi e uma famı´lia a um paraˆmetro
de soluc¸o˜es perio´dicas sime´tricas convergindo para a origem com per´ıodo convergindo
para pi.
Demonstrac¸a˜o: Para encontrarmos as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a` 2pi a
aplicac¸a˜o de reduc¸a˜o B : R4 × R→ R4 e´ dada por:
B(u4, σ) = (1 + σ)S4u4 − A4u4 − h˜(u4) + o(‖u4‖4)
onde
S4 = A4 =

0 −1 0 0
1 0 0 0
0 0 0 −2
0 0 2 0
 , u4 =

x2
y2
x3
y3
 , h˜4 =

h3
h4
h5
h6

Assim, devemos estudar o seguinte sistema de equac¸o˜es:
−σy2 + y2(b3(x22 + y22) + b4(x23 + y23)) + ϕ˜1(x2, y2, x3, y3) = 0 (a);
σx2 − x2(b3(x22 + y22) + b4(x23 + y23)) + ϕ˜2(x2, y2, x3, y3) = 0 (b);
−2σy3 + y3(c3(x22 + y22) + c4(x23 + y23)) + ϕ˜3(x2, y2, x3, y3) = 0 (c);
2σx3 − x3(c3(x22 + y22) + c4(x23 + y23)) + ϕ˜4(x2, y2, x3, y3)) = 0 (d).
(5.24)
onde bi, ci, i = 1, 2 sa˜o dados pelo Lema 5.3.5, ϕ˜j(x2, y2, x3, y3) = o(‖x‖4), x = (x2, y2, x3, y3),
j = 1, ..., 4.
Da R-reversibilidade de B, segue que
R(ϕ˜1(x2, y2, x3, y3), ϕ˜2(x2, y2, x3, y3), ϕ˜3(x2, y2, x3, y3), ϕ˜4(x2, y2, x3, y3)) =
−(ϕ˜1R(x2, y2, x3, y3), ϕ˜2R(x2, y2, x3, y3), ϕ˜3R(x2, y2, x3, y3), ϕ˜4R(x2, y2, x3, y3)).
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Da´ı
ϕ˜1(x2, y2, x3, y3) = −ϕ˜1(x2,−y2, x3,−y3)
ϕ˜3(x2, y2, x3, y3) = −ϕ˜3(x2,−y2, x3,−y3),
e assim,
ϕ˜1(x2, y2, x3, y3) = y2Θ1(x2, y2, x3, y3) + y3Θ2(x2, y2, x3, y3)
e
ϕ˜3(x2, y2, x3, y3) = y2Θ5(x2, y2, x3, y3) + y3Θ6(x2, y2, x3, y3).
Como sφB(u, σ) = B(sφu, σ) se φ =
pi
2
obtemos
ϕ˜2(x2, y2, x3, y3) = ϕ˜1(y2,−x2,−x3, y3) = −x2Θ1(y2,−x2,−x3, y3)+y3Θ2(y2,−x2,−x3, y3)⇒
ϕ˜2(x2, y2, x3, y3) = x2Θ3(x2, y2, x3, y3) + y3Θ4(x2, y2, x3, y3).
Da mesma forma, se φ =
pi
4
, obtemos
−ϕ˜4(x2, y2, x3, y3) = ϕ˜3
(√
2
2
x2 +
√
2
2
y2,−
√
2
2
x2 +
√
2
2
y2,−y3, x3
)
=
(
−
√
2
2
x2 +
√
2
2
y2
)
Θ5
(√
2
2
x2 +
√
2
2
y2,−
√
2
2
x2 +
√
2
2
y2,−y3, x3
)
+
x3Θ6
(√
2
2
x2 +
√
2
2
y2,−
√
2
2
x2 +
√
2
2
y2,−y3, x3
)
.
Da´ı
ϕ˜4(x2, y2, x3, y3) = x2Θ7(x2, y2, x3, y3) + x3Θ8(x2, y2, x3, y3) + y2Θ9(x2, y2, x3, y3).
Portanto o sistema (5.24) restrito ao Fix R pode ser escrito por: σx2 − x2(b3x22 + b4x23) + x2Θ3(x2, x3) = 0,2σx3 − x3(c3x22 + c4x23) + x2Θ7(x2, x3) + x3Θ8(x2, x3) = 0. (5.25)
Se x2 = 0 enta˜o x3(2σ − c4x23 + Θ8(0, x3)) = 0. Assim se c4 6= 0 obtemos duas soluc¸o˜es
na˜o nulas para (5.3.1) que tendem a 0 quando σ → 0 dadas por
x2 = 0 y2 = 0 x3 ≈
√
2σ
c4
y3 = 0,
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que pela Reduc¸a˜o de Lyapunov-Schmidt implicam na existeˆncia de uma famı´lia a um paraˆmetro
de o´rbitas perio´dicas sime´tricas.
Por outro lado, impondo a condic¸a˜o de normalidade, 〈A4, F 〉 = 0, com A4 dada acima e
F = (f1, f2, f3, f4) obtemos
x2f4(x2, 0, x3, 0) + 2x3f2(x2, 0, x3, 0) = 0.
Da´ı nos pontos (x2, 0, 0, 0) temos x2f4(x2, 0, 0, 0) = 0. Isto implica que f4(x2, 0, x3, 0) =
x3f˜4(x2, x3). Analogamente, temos f2(x2, 0, x3, 0) = x2f˜2(x2, x3). Assim, o sistema (5.33)
fica  x2(σ − b3x22 − b4x23 + Θ˜3(x2, x3)) = 0 ,x3(2σ − c3x22 − c4x23 + Θ˜8(x2, x3)) = 0 .
Genericamente, este sistema possui 2 ou 4 soluc¸o˜es na˜o nulas que tendem a zero quando σ
tende a zero. Pelo me´todo de reduc¸a˜o de Liapunov-Schmidt elas representam 1 ou 2 famı´lias
a um paraˆmetro de o´rbitas perio´dicas sime´tricas convergindo para o equil´ıbrio.
Para soluc¸o˜es perio´dicas de per´ıodo pro´ximo a pi, temos a aplicac¸a˜o de reduc¸a˜o B2 :
R2 × R→ R2 dada por:
B2(u2, σ) = (1 + σ)S2u2 − A2u2 − h˜(u2) + o(‖u2‖4)
onde
S2 = A2 =
 0 −2
2 0
 , u2 =
 x3
y3
 , h˜2 =
 h5
h6

Portanto devemos resolver a seguinte equac¸a˜o:
2σx3 − c4x33 + x3Θ˜8(x3) = 0 (5.26)
que tem como soluc¸a˜o na˜o nula
x3 ≈ ±
√
2σ
c4
,
se c4 6= 0.
Em U1 a equac¸a˜o (5.26) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende
a zero. Conclu´ımos que existe uma famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas
convergindo para o equil´ıbrio cujo per´ıodo converge a pi.
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Exemplo: Considere λ1 = λ2 =
7
2
em (5.13) com f(x1) = x
3
1.
Primeiramente, fazemos um rescalonamento do tempo por: t =
√
2τ transformando o
sistema (5.13) em:
x˙1 =
√
2y1
y˙1 =
√
2x2
x˙2 =
√
2y2
y˙2 =
√
2x3
x˙3 =
√
2y3
y˙3 = −
√
2λ1x3 −
√
2λ2x2 −
√
2x1 +
√
2x31.
(5.27)
A transformac¸a˜o x = Px˜ com x = (x1, y1, x2, y2, x3, y3), x˜ = (x˜1, y˜1, x˜2, y˜2, x˜3, y˜3)
T com
P =

0 1 0 4
√
2 0 1
4
√
2
1 0 4 0 1
4
0
0 −1 0 −2√2 0 − 1
2
√
2
−1 0 −2 0 −1
2
0
0 1 0
√
2 0 1√
2
1 0 1 0 1 0

leva o sistema (5.41) ao seguinte sistema
˙˜X = JX˜ + F (X˜) (5.28)
com mesma parte linear que (5.14) com α =
√
2:
˙˜x1 = −
√
2y˜1 − 2
√
2
(
y˜1 + 4
√
2y˜2 +
y˜3
4
√
2
)3
˙˜y1 =
√
2x˜1
˙˜x2 = −y˜2 + 1
3
√
2
(
y˜1 + 4
√
2y˜2 +
y˜3
4
√
2
)3
˙˜y2 = x˜2
˙˜x3 = −2y˜3 + 8
3
√
2
(
y˜1 + 4
√
2y˜2 +
y˜3
4
√
2
)3
˙˜y3 = 2x˜3.
(5.29)
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Assim, pelo Lema 5.3.5, existe um difeomorfismo Φ que leva F (X˜) no jato de ordem 3
da forma normal (5.14) com coeficientes dados por:
a1 =
−3
4
b1 = 0 c1 = 0
a2 = −48 b2 =
√
2 c2 =
1
2
√
2
a3 =
−3
64
b3 = 16
√
2 c3 = 8
√
2
b4 =
√
2
32
c4 =
1
128
√
2
,
isto e´, Φ transforma (5.28) em ˙˜X = JX˜ + J3X˜ + R(X˜), onde R(X˜) = o(‖X˜‖4). Aplicando
o Teorema 5.3.7 segue imediatamente que
(i) X ∈ U1 e portanto possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi e uma famı´lia a um
paraˆmetro de soluc¸o˜es perio´dicas sime´tricas convergindo para a origem com per´ıodo
convergindo para pi, ja´ que neste caso, c4 6= 0.
Por outro lado, se perturbarmos (5.20) da forma
X˙ = AX + F (X) + h˜(X) (5.30)
com F = (0, 0, 0, 0, 0, x31)
T e h˜ = (h1, h2, h3, h4, h5, h6)
T onde para cada i = 1, ..., 6 temos
hi(X) = o(‖X‖4), tal que h˜(x) = P (−R)P−1(X). Assim Φ transforma (5.30) em X˜ =
JX˜ + J3X˜ e assim podemos aplicar o Teorema 5.3.7 e conclu´ımos (i) e tambe´m:
(ii) X ∈ U0 e portanto possui 1 ou 2 famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas
sime´tricas convergindo para a origem com per´ıodo convergindo para 2pi.
5.3.2 Caso α : 1 : 3 ressonante
Encontraremos soluc¸o˜es perio´dicas sime´tricas com per´ıodo pro´ximos a` 2pi e 2pi/3 para
perturbac¸o˜es revers´ıveis da equac¸a˜o (5.2) quando seus autovalores possuem a relac¸a˜o de
ressonaˆncia do tipo α : 1 : 3, α ∈ R\Q . Utilizaremos a forma normal de Belitskii ate´ ordem
3.
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Sem perda de generalidade podemos supor que a matriz A = DX(0) tem a forma:
A =

0 −α 0 0 0 0
α 0 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −3
0 0 0 0 3 0

,
com α ∈ R \Q.
Teorema 5.3.8. Seja X ∈ XR(R6) tal que X(0) = 0 com A = DX(0) e R dados pelas
condic¸o˜es acima. Enta˜o X e´ conjugado, numa vizinhanc¸a da origem, a seguinte forma
normal:
x˙1 = −αy1 − y1(a1(x21 + y21) + a2(x22 + y22) + a3(x23 + y23)) + o(‖x‖4)
y˙1 = αx1 + x1(a1(x
2
1 + y
2
1) + a2(x
2
2 + y
2
2) + a3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙2 = −y2 + 2b1x2x3y2 − b1x22y3 + b1y22y3 − y2(b2(x21 + y21) + b3(x22 + y22) + b4(x23 + y23)) + o(‖x‖4)
y˙2 = x2 + 2b1x2y2y3 + b1x
2
2x3 − b1y22x3 + x2(b2(x21 + y21) + b3(x22 + y22) + b4(x23 + y23)) + o(‖x‖4)
x˙3 = −3y3 − 3c1x22y2 + c1y32 − y3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
y˙3 = 3x3 − 3c1x2y22 + c1x32 + +x3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
(5.31)
onde x = (x1, y1, x2, y2, x3, y3).
Demonstrac¸a˜o: Consideremos o campo em coordenadas complexas (z1, z2, z3) onde z1 =
x1 + iy1, z2 = x2 + iy2 e z3 = x3 + iy3. Nestas coordenadas, temos que
A =

αi 0 0 0 0 0
0 −αi 0 0 0 0
0 0 i 0 0 0
0 0 0 −i 0 0
0 0 0 0 3i 0
0 0 0 0 0 −3i

.
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A condic¸a˜o
A∗h(x) = Dh(x)A∗x,
implica que
Dh1(x) = αih1,
Dh2(x) = −αih2,
Dh3(x) = ih3,
Dh4(x) = −ih4,
Dh5(x) = 3ih5,
Dh6(x) = −3ih6,
onde
D := αiz1
∂
∂z1
− αiz¯1 ∂
∂z¯1
+ iz2
∂
∂z2
− iz¯2 ∂
∂z¯2
+ 3iz3
∂
∂z3
− 3iz¯3 ∂
∂z¯3
.
Sejam u = zk11 z¯1
k2zk32 z¯2
k4zh53 z¯3
k6 , k = (k1, k2, k3, k4, k5, k6). Vejamos quais desses monoˆmios
esta˜o na forma normal ate´ ordem 3.
A ana´lise de h1 e´ ideˆntica ao caso anterior. Para h3, da relac¸a˜o Dh3 = ih3, obtemos
iu = (αik1 − αik2 + ik3 − ik4 + 3ik5 − 3ik6)u⇒
k1 − k2 = 0 e k3 − k4 + 3(k5 − k6) = 1.
Na˜o existem elementos de ordem 2 que satisfazem as condic¸o˜es acima e os de ordem 3
sa˜o:
(0, 0, 1, 0, 1, 1), (0, 0, 0, 2, 1, 0), (1, 1, 1, 0, 0, 0), (0, 0, 2, 1, 0, 0),
que representam respectivamente,
z2z3z¯3, z¯2
2z3, z1z¯1z2 e z
2
2 z¯2.
Assim
h3 = c˜1z2z3z¯3 + c˜2z¯2
2z3 + c˜3z1z¯1z2 + c˜4z
2
2 z¯2.
Analogamente, encontramos
h4 = d˜1z¯2z3z¯3 + d˜2z
2
2 z¯3 + d˜3z1z¯1z¯2 + d˜4z2z¯2
2.
De h3 = h4 e pela R reversibilidade, temos c˜j = icj, d˜j = −icj, cj ∈ R, j = 1, ... , 4.
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Ca´lculos ana´logos seguem para h5 e h6.
Obtemos assim a forma normal
z˙1 = αiz1 + iz1(a1|z1|2 + a2|z2|2 + a3|z3|2) + o(‖z‖4)
z˙2 = iz2 + i(b1z1z¯1z2 + b2z
2
2 z¯2 + b3z2z3z¯3 + b4z¯2
2z3) + o(‖z‖4)
z˙3 = 3iz3 + i(c1z1z¯1z3 + c2z2z¯2z3 + c3z
2
3 z¯3 + c4z
3
2) + o(‖z‖4),
com z = (z1, z2, z3) que em coordenadas (x1, y1, x2, y2, x3, y3) fica
x˙1 = −αy1 − y1(a1(x21 + y21) + a2(x22 + y22) + a3(x23 + y23)) + o(‖x‖4)
y˙1 = αx1 + x1(a1(x
2
1 + y
2
1) + a2(x
2
2 + y
2
2) + a3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙2 = −y2 + 2b1x2x3y2 − b1x22y3 + b1y22y3 − y2(b2(x21 + y21) + b3(x22 + y22) + b4(x23 + y23)) + o(‖x‖4)
y˙2 = x2 + 2b1x2y2y3 + b1x
2
2x3 − b1y22x3 + x2(b2(x21 + y21) + b3(x22 + y22) + b4(x23 + y23)) + o(‖x‖4)
x˙3 = −3y3 − 3c1x22y2 + c1y32 − y3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4)
y˙3 = 3x3 − 3c1x2y22 + c1x32 + +x3(c2(x21 + y21) + c3(x22 + y22) + c4(x23 + y23)) + o(‖x‖4),
com x = (x1, y1, x2, y2, x3, y3) e finalizamos a demonstrac¸a˜o.
Definimos os conjuntos
U0 = {X ∈ XR(R6); J3X expressa-se por (5.31) com c4 6= 0},
U1 = {X ∈ XR(R6); J3X expressa-se por (5.31) com b3 6= 0},
U2 = {X ∈ XR(R6); J3X expressa-se por (5.31) com A ≥ 0, B − b1c1
√
A
C
6= 0} e
U i0 = {X ∈ U i;Xsatisfaz a condic¸a˜o de normalidade sobre FixR}, i = 0, 1, 2.
Considerando o campo vetorial na forma normal de Belitskii, utilizaremos a reduc¸a˜o de
Lyapunov-Schmidt para estudar a existeˆncia de soluc¸o˜es perio´dicas sime´tricas e garantir o
seguinte resultado:
Teorema 5.3.9. As seguintes afirmac¸o˜es se verificam:
i) Cada X ∈ U00∪U10 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi;
iii) Cada X ∈ U20 possui duas famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi.
iv) Cada X ∈ U0 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para
2pi
3
.
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Demonstrac¸a˜o: Para encontrarmos as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a` 2pi a
aplicac¸a˜o de reduc¸a˜o B4 : R4 × R→ R4 e´ dada por:
B(u4, σ) = (1 + σ)S4u4 − A4u4 − h˜(u)4 + o(‖u4‖4),
onde
S4 = A4 =

0 −1 0 0
1 0 0 0
0 0 0 −3
0 0 3 0
 , u4 =

x2
y2
x3
y3
 , h˜4 =

h3
h4
h5
h6
 ,
com
h3 = 2b1x2x3y2 − b1x22y3 + b1y22y3 − y2(b3(x22 + y22) + b4(x23 + y23))
h4 = 2b1x2y2y3 + b1x
2
2x3 − b1y22x3 + x2(b3(x22 + y22) + b4(x23 + y23))
h5 = −3c1x22y2 + c1y32 − y3(c3(x22 + y22) + c4(x23 + y23))
h6 = −3c1x2y22 + c1x32 + +x3(c3(x22 + y22) + c4(x23 + y23)).
De B4(u, σ) = 0 obtemos o sistema
−σy2 − b1(2x2x3y2 − x22y3 + y22y3) + y2(b3(x22 + y22) + b4(x23 + y23)) + ϕ˜1(x2, y2, x3, y3) = 0,
σx2 − b1(2x2y2y3 + x22x3 − y22x3)− x2(b3(x22 + y22) + b4(x23 + y23)) + ϕ˜2(x2, y2, x3, y3) = 0,
−3σy3 + c1(3x22y2 − y32) + y3(c3(x22 + y22) + c4(x23 + y23)) + ϕ˜3(x2, y2, x3, y3) = 0,
3σx3 + c1(3x2y
2
2 − x32)− x3(c3(x22 + y22) + c4(x23 + y23)) + ϕ˜4(x2, y2, x3, y3) = 0,
(5.32)
onde ϕ˜j(x2, y2, x3, y3) = o(‖x‖4), x = (x2, y2, x3, y3), j = 1, ..., 4.
Da R-reversibilidade de B, segue que
R(ϕ˜1(x2, y2, x3, y3), ϕ˜2(x2, y2, x3, y3), ϕ˜3(x2, y2, x3, y3), ϕ˜4(x2, y2, x3, y3)) =
−(ϕ˜1R(x2, y2, x3, y3), ϕ˜2R(x2, y2, x3, y3), ϕ˜3R(x2, y2, x3, y3), ϕ˜4R(x2, y2, x3, y3)).
Da´ı
ϕ˜1(x2, y2, x3, y3) = −ϕ˜1(x2,−y2, x3,−y3)
ϕ˜3(x2, y2, x3, y3) = −ϕ˜3(x2,−y2, x3,−y3),
e assim,
ϕ˜1(x2, y2, x3, y3) = y2Θ1(x2, y2, x3, y3) + y3Θ2(x2, y2, x3, y3)
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eϕ˜3(x2, y2, x3, y3) = y2Θ5(x2, y2, x3, y3) + y3Θ6(x2, y2, x3, y3).
Como sφB(u, σ) = B(sφu, σ) se φ =
pi
2
obtemos
ϕ˜2(x2, y2, x3, y3) = ϕ˜1(y2,−x2,−y3, x3) = −x2Θ1(y2,−x2,−y3, x3)+x3Θ2(y2,−x2,−y3, x3)⇒
ϕ˜2(x2, y2, x3, y3) = x2Θ3(x2, y2, x3, y3) + x3Θ4(x2, y2, x3, y3).
Da mesma forma
ϕ˜4(x2, y2, x3, y3) = x2Θ7(x2, y2, x3, y3) + x3Θ8(x2, y2, x3, y3).
Portanto o sistema (5.32) restrito ao Fix R pode ser escrito por: σx2 − b1x22x3 − b3x32 − b4x2x23 + x2Θ3(x2, x3) + x3Θ4(x2, x3) = 0,3σx3 − c1x32 − c3x22x3 − c4x33 + x2Θ7(x2, x3) + x3Θ8(x2, x3) = 0. (5.33)
Impondo a condic¸a˜o de normalidade, 〈A4, F 〉
∣∣
FixR
= 0, com A4 dada acima e F =
(f1, f2, f3, f4) obtemos
x2f4(x2, 0, x3, 0) + 3x3f2(x2, 0, x3, 0) = 0.
Da´ı nos pontos (x2, 0, 0, 0) temos x2f4(x2, 0, 0, 0) = 0. Isto implica que f4(x2, 0, x3, 0) =
x3f˜4(x2, x3). Analogamente, temos f2(x2, 0, x3, 0) = x2f˜2(x2, x3). Assim, o sistema (5.33)
fica  x2(σ − b1x2x3 − b3x22 − b4x23 + Θ˜3(x2, x3)) = 0 (G1),x3(3σ − c3x22 − c4x23 + Θ˜8(x2, x3)) = 0 (G2).
De G1 temos x2 = 0 ou σ − b1x2x3 − b3x22 − b4x23 + Θ˜3(x2, x3) = 0.
Se x2 = 0 enta˜o x3(3σ− c4x23 + Θ8(x3)) = 0. Assim, se c4 6= 0 enta˜o as soluc¸o˜es na˜o nulas
para o sistema (5.3.2) sa˜o
x2 = 0 x3 ≈ ±
√
3σ
c4
.
Se σ − b1x2x3 − b3x22 − b4x23 + Θ˜3(x2, x3) = 0 enta˜o ao substituirmos em G2 obtemos:
x3(3b1x2x3 + 3b3x
2
2 + 3b4x
2
3 − c3x22 − c4x23 + Θ˜(x2, x3)) = 0.
Novamente, podemos ter x3 = 0 ou 3b1x2x3 + 3b3x
2
2 + 3b4x
2
3 − c3x22 − c4x23 + Θ˜(x2, x3) = 0.
96
Se x3 = 0 temos como soluc¸a˜o na˜o trivial
x2 ≈ ±
√
σ
b3
x3 = 0.
Se 3b1x2x3+3b3x
2
2+3b4x
2
3−c3x22−c4x23+Θ˜(x2, x3) = 0, utilizando o programa Mathematica
encontramos 4 soluc¸o˜es na˜o nulas:
x2 = ±
(
3b1 ±
√
A
2
√
2(3b3 − c3)
)√
s(B − b1c3
√
A)
C
x3 = ±
√
s(B − b1c3
√
A)
2C
,
onde
A = 9b21 + 36b3b4 − 12b4c3 + 12b3c4 − 4c3c4
B = 36b23b4 + 3b
2
1c3 − 18b3b4c3 + 2b4c23 + 6b23c4 − 2b3c3c4
C = 36b23b
2
4 + 6b
2
1b4c3 − 12b3b24c3 + b24c23 + 12b23b4c4 + b21c3c4 − 2b3b4c3c4 + b23c24
Em U00 ∪ U10 o sistema (5.32) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando σ
tende a zero. Assim existe uma famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas
convergindo para o equil´ıbrio cujo per´ıodo converge a 2pi.
Em U20 o sistema (5.32) possui 4 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende a
zero. Assim existem duas famı´lias a um paraˆmetro de o´rbitas perio´dicas sime´tricas conver-
gindo para o equil´ıbrio cujo per´ıodo converge a 2pi.
Para soluc¸o˜es perio´dicas de per´ıodo pro´ximo a 2pi/3, temos a aplicac¸a˜o de reduc¸a˜o B2 :
R2 × R→ R2 dada por:
B2(u2, σ) = (1 + σ)S2u2 − A2u2 − h˜(u2) + o(‖u2‖4)
onde
S2 = A2 =
 0 −3
3 0
 , u2 =
 x3
y3
 , h˜2 =
 h5
h6

Portanto devemos resolver a seguinte equac¸a˜o:
3σx3 − c4x33 + x3Θ˜8(x3) = 0 (5.34)
que tem como soluc¸a˜o na˜o nula
x3 ≈ ±
√
3σ
c4
,
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se c4 6= 0.
Em U0 a equac¸a˜o (5.34) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende
a zero. Conclu´ımos que existe uma famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas
convergindo para o equil´ıbrio cujo per´ıodo converge a
2pi
3
.
Agora consideremos pertubac¸o˜es de (5.2) da forma (5.12) com f(x) = ax3+o(x4), a ∈ R.
O sistema (5.13) pode ser escrito da forma X˙ = AX+F (X), ondeX = (x1, y2, x2, y2, x3, y3),
A e F sa˜o dados por (5.21) e (5.22), respectivamente.
Considere λ1 e λ2 tais que os autovalores de A estejam em ressonaˆncia do tipo α : 1 : 3.
Deste modo, existe uma matriz P tal que P−1AP = J onde J e´ a matriz de Jordan de A da
forma:
J =

0 −α 0 0 0 0
α 0 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −3
0 0 0 0 3 0

.
Denotemos por P e sua inversa P−1 por
P =

j11 j12 j13 j14 j15 j16
j21 j22 j23 j24 p25 j26
j31 j32 j33 j34 j35 j36
j41 j42 j43 j44 j45 j46
j51 j52 j53 j54 j55 j56
j61 j62 j63 j64 j65 j66

e P−1 =

l11 l12 l13 l14 l15 l16
l21 l22 l23 l24 l25 l26
l31 l32 l33 l34 l35 l36
l41 l42 l43 l44 l45 l46
l51 l52 l53 l54 l55 l56
l61 l62 l63 l64 l65 l66

.
Lema 5.3.10. Existe uma transformac¸a˜o x = Φ(y) com Φ ∈ C∞(R6), tangente a` identidade,
que transforma (5.13) com f(x1) = ax
3
1 + o(x
4
1), a ∈ R na forma normal (5.31) ate´ ordem 3
com coeficientes:
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a1 = −3a
8
(j312l16 − j311l26), b1 =
3a
8
(j213j15l46 + j
2
14j16l36),
a2 = −3a
8
(2j214j12l16 − 2j213j11l26), b2 = −
3a
8
(2j212j14l36 − 2j211j13l46),
a3 = −3a
8
(2j216j12l16 − 2j215j11l26), b3 = −
3a
8
(−j313l46 + j314l36),
b4 = −3a
8
(−2j215j13l46 + 2j216j14l36),
c1 =
a
8
(j314l56 + j
3
13l66),
c2 = −3a
8
(2j212j16l56 − 2j211j15l66),
c3 = −3a
8
(2j214j16l56 − 2j213j15l66),
c4 = −3a
8
(j316l56 − j315l66),
onde jik e lik k = 1, ..., 6 sa˜o as entradas de matriz P e P
−1 dadas acima.
Encontramos os coeficientes da forma normal utilizando o programa MATHEMATICA
6.0 da mesma forma do caso α : 1 : 2.
Exemplo: Considere (5.13) com f(x1) = x
3
1 + h(x1), λ1 = λ2 =
13
3
. Neste caso, os
autovalores de A sa˜o , ±i, ± i√
3
e ±i√3 que esta˜o em ressonaˆncia α : 1 : 3.
Primeiramente, fazemos um rescalonamento do tempo por: t =
√
3τ transformando o
sistema (5.13) em:
x˙1 =
√
3y1
y˙1 =
√
3x2
x˙2 =
√
3y2
y˙2 =
√
3x3
x˙3 =
√
3y3
y˙3 = −
√
3λ1x3 −
√
3λ2x2 −
√
3x1 +
√
3x31 +
√
3h(x1).
(5.35)
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A transformac¸a˜o x = Px˜ com x = (x1, y1, x2, y2, x3, y3), x˜ = (x˜1, y˜1, x˜2, y˜2, x˜3, y˜3)
T com
P =

0 1 0 9
√
3 0 1
9
√
3
1 0 9 0 1
9
0
0 −1 0 −3√3 0 − 1
3
√
3
−1 0 −3 0 −1
3
0
0 1 0
√
3 0 1√
3
1 0 1 0 1 0

leva o sistema (5.41) ao seguinte sistema
X˜ = JX˜ + F (X˜) +H(X˜) (5.36)
com mesma parte linear que (5.14) com α =
√
3:
˙˜x1 = −
√
3y˜1 − 3
√
3
4
(
y˜1 + 9
√
3y˜2 +
y˜3
9
√
3
)3
+ h
(
y˜1 + 9
√
3y˜2 +
y˜3
9
√
3
)
˙˜y1 =
√
3x˜1
˙˜x2 = −y˜2 + 1
16
√
3
(
y˜1 + 9
√
3y˜2 +
y˜3
9
√
3
)3
+ h
(
y˜1 + 9
√
3y˜2 +
y˜3
9
√
3
)
˙˜y2 = x˜2
˙˜x3 = −3y˜3 + 27
16
√
3
(
y˜1 + 9
√
3y˜2 +
y˜3
9
√
3
)3
+ h
(
y˜1 + 9
√
3y˜2 +
y˜3
9
√
3
)
˙˜y3 = 3x˜3
(5.37)
e H(X˜) = P−1h˜P (X˜), h˜ = (0, 0, 0, 0, 0, h).
Assim, pelo Lema 5.3.10, existe um difeomorfismo Φ que leva F (X˜) no jato de ordem 3
da forma normal (5.31) com coeficientes dados por:
a1 =
9
√
3
32
b1 =
81
128
c1 =
177147
128
a2 =
2187
√
3
16
b2 = −81
64
c2 = − 9
64
a3 =
√
3
432
b3 = −19683
128
c3 = −2187
64
b4 = − 1
192
c4 = − 1
3456
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Note que este exemplo na˜o satisfaz a condic¸a˜o de normalidade sobre FixR ja´ que c1 6= 0.
Assim, o Teorema 5.3.9 na˜o pode ser aplicado.
5.3.3 Caso α : 1 : p, p > 3 ressonante
Sem perda de generalidade, podemos supor que A = DX(0) e´ da forma
A =

0 −α 0 0 0 0
α 0 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −p
0 0 0 0 p 0

,
com α ∈ R \Q, p ∈ N, p > 3. Obtemos o seguinte resultado:
Teorema 5.3.11. Seja X ∈ XR(R6) tal que X(0) = 0 com A = DX(0) e R dados pelas
condic¸o˜es acima. Enta˜o X e´ conjugado, numa vizinhanc¸a da origem, a seguinte forma
normal:
x˙1 = −αy1 − y1(a1(x21 + y21) + a2(x22 + y22) + a3(x23 + y23)) + o(‖x‖4)
y˙1 = αx1 + x1(a1(x
2
1 + y
2
1) + a2(x
2
2 + y
2
2) + a3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙2 = −y2 − y2(b1(x21 + y21) + b2(x22 + y22) + b3(x23 + y23)) + o(‖x‖4)
y˙2 = x2 + x2(b1(x
2
1 + y
2
1) + b2(x
2
2 + y
2
2) + b3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙3 = −py3 − y3(c1(x21 + y21) + c2(x22 + y22) + c3(x23 + y23)) + o(‖x‖4)
y˙3 = px3 + x3(c1(x
2
1 + y
2
1) + c2(x
2
2 + y
2
2) + c3(x
2
3 + y
2
3)) + o(‖x‖4),
(5.38)
com x = (x1, y1, x2, y2, x3, y3).
Demonstrac¸a˜o: Considerando o campo em coordenadas complexas temos que
A =

iα 0 0 0 0 0
0 −iα 0 0 0 0
0 0 i 0 0 0
0 0 0 −i 0 0
0 0 0 0 ip 0
0 0 0 0 0 −ip

.
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A condic¸a˜o
A∗h(x) = Dh(x)A∗x,
implica que
Dh1(x) = αih1,
Dh2(x) = −αih2,
Dh3(x) = ih3,
Dh4(x) = −ih4,
Dh5(x) = pih5,
Dh6(x) = −pih6,
onde
D := αiz1
∂
∂z1
− αiz¯1 ∂
∂z¯1
+ iz2
∂
∂z2
− iz¯2 ∂
∂z¯2
+ piz3
∂
∂z3
− piz¯3 ∂
∂z¯3
.
A ana´lise de h1 e h2 e´ exatamente igual a` dos casos anteriores.
Para h3 temos que Dh3(x) = ih3 implica que
iu = (iαk1 − iαk2 + ik3 − ik4 + ipk5 − ipk6)u⇒
k1 − k2 = 0 e k3 − k4 + p(k5 − k6) = 1.
Na˜o existem elementos de ordem 2 que satisfazem as condic¸o˜es acima e os de ordem 3 sa˜o:
(0, 0, 1, 0, 1, 1), (0, 0, 2, 1, 0, 0), (1, 1, 1, 0, 0, 0).
Assim
h3 = c˜1z2z3z¯3 + c˜2z
2
2 z¯2 + c˜3z1z¯1z2.
Analogamente, encontramos h4
h4 = d˜1z¯2z3z¯3 + d˜2z2z¯2
2 + d˜3z1z¯1z¯2.
Como anteriormente temos c˜j = icj, d˜j = −icj, cj ∈ R, j = 1, ... , 4.
Para h5, de Dh5(x) = iph5 temos que
ipu = (iαk1 − iαk2 + ik3 − ik4 + ipk5 − ipk6)u⇒
k1 − k2 = 0 e k3 − k4 + p(k5 − k6) = p.
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Na˜o existem elementos de ordem 2 que satisfazem as condic¸o˜es acima e os de ordem 3 sa˜o:
(0, 0, 0, 0, 2, 1), (0, 0, 1, 1, 1, 0), (1, 1, 0, 0, 1, 0).
Da´ı
h5 = e˜1z
2
3 z¯3 + e˜2z2z¯2z3 + e˜3z1z¯1z3.
Analogamente,
h6 = f˜1z3z¯3
2 + f˜2z2z¯2z¯3 + f˜3z1z¯1z¯3,
com e˜j = iej, f˜j = −iej, ej ∈ R, j = 1, ... , 4.
Obtemos assim a forma normal
z˙1 = iαz1 + iz1(a1|z1|2 + a2|z2|2 + a3|z3|2) + o(‖z‖4)
z˙2 = iz2 + iz2(b1|z1|2 + b2|z2|2 + b3|z3|2) + o(‖z‖4)
z˙3 = ipz3 + iz3(c1|z1|2 + c2|z2|2 + c3|z3|2) + o(‖z‖4),
com z = (z1, z2, z3), que em coordenadas (x1, y1, x2, y2, x3, y3) fica
x˙1 = −αy1 − y1(a1(x21 + y21) + a2(x22 + y22) + a3(x23 + y23)) + o(‖x‖4)
y˙1 = αx1 + x1(a1(x
2
1 + y
2
1) + a2(x
2
2 + y
2
2) + a3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙2 = −y2 − y2(b1(x21 + y21) + b2(x22 + y22) + b3(x23 + y23)) + o(‖x‖4)
y˙2 = x2 + x2(b1(x
2
1 + y
2
1) + b2(x
2
2 + y
2
2) + b3(x
2
3 + y
2
3)) + o(‖x‖4)
x˙3 = −py3 − y3(c1(x21 + y21) + c2(x22 + y22) + c3(x23 + y23)) + o(‖x‖4)
y˙3 = px3 + x3(c1(x
2
1 + y
2
1) + c2(x
2
2 + y
2
2) + c3(x
2
3 + y
2
3)) + o(‖x‖4),
e finalizamos a demonstrac¸a˜o.
Definimos os conjuntos
U0 = {X ∈ XR(R6); J3X expressa-se por (5.38) com c3 6= 0},
U1 = {X ∈ XR(R6); J3X expressa-se por (5.38) com b2 6= 0},
U2 = {X ∈ XR(R6); J3X expressa-se por (5.38) com b2(p(b3 + b2)− (c2 + c3)) 6= 0} e
U i0 = {X ∈ U i;X satisfaz a condic¸a˜o de normalidade sobre FixR}, i = 0, 1, 2.
U3 = {X ∈ XR(R6); J3X expressa-se por (5.38) com c3 6= 0}.
Para o´rbitas perio´dicas temos o seguinte resultado:
Teorema 5.3.12. As seguintes afirmac¸o˜es se verificam:
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i) Cada X ∈ U00∪U10 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi.
ii) Cada X ∈ U20 possui duas famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para 2pi.
iii) Cada X ∈ U3 possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem com per´ıodo convergindo para
2pi
p
.
Demonstrac¸a˜o: Para encontrarmos as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a` 2pi a
aplicac¸a˜o de reduc¸a˜o B4 : R4 × R→ R4 e´ dada por:
B(u4, σ) = (1 + σ)S4u4 − A4u4 − h˜(u4) + o(‖u4‖4),
onde
S4 = A4 =

0 −1 0 0
1 0 0 0
0 0 0 −p
0 0 p 0
 , u4 =

x2
y2
x3
y3
 , h˜4 =

h3
h4
h5
h6
 ,
com
h3 = −y2(b2(x22 + y22) + b3(x23 + y23))
h4 = x2(b2(x
2
2 + y
2
2) + b3(x
2
3 + y
2
3))
h5 = −y3(c2(x22 + y22) + c3(x23 + y23))
h6 = x3(c2(x
2
2 + y
2
2) + c3(x
2
3 + y
2
3)).
De B4(u, σ) = 0 obtemos o sistema
−σy2 + y2(b2(x22 + y22) + b3(x23 + y23)) + ϕ˜1(x2, y2, x3, y3) = 0,
σx2 − x2(b2(x22 + y22) + b3(x23 + y23)) + ϕ˜2(x2, y2, x3, y3) = 0,
−pσy3 + y3(c2(x22 + y22) + c3(x23 + y23)) + ϕ˜3(x2, y2, x3, y3) = 0,
pσx3 − x3(c2(x22 + y22) + c3(x23 + y23)) + ϕ˜4(x2, y2, x3, y3) = 0,
(5.39)
onde ϕ˜j(x2, y2, x3, y3) = o(‖x‖4), j = 1, ..., 4.
Impondo a condic¸a˜o de normalidade, 〈A4, F 〉
∣∣
FixR
= 0, com A4 dada acima e F =
(f1, f2, f3, f4) obtemos
x2f4(x2, 0, x3, 0) + px3f2(x2, 0, x3, 0) = 0.
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Da´ı nos pontos (x2, 0, 0, 0) temos x2f4(x2, 0, 0, 0) = 0. Isto implica que f4(x2, 0, x3, 0) =
x3f˜4(x2, x3). Analogamente, temos f2(x2, 0, x3, 0) = x2f˜2(x2, x3). Assim, o sistema (5.39)
restrito ao FixR fica x2(σ − b2x22 − b3x23 + Θ1(||(x2, x3)||3) = 0 (G1),x3(pσ − c2x22 − c3x23 + Θ2(||(x2, x3)||3) = 0 (G2).
De G1 obtemos x2 = 0 ou σ = b2x
2
2 + b3x
2
3 + Θ1(||(x2, x3)||3.
Se x2 = 0 enta˜o x3(pσ − c3x23 + Θ2(||(x2, x3)||3)) = 0. E da´ı uma soluc¸a˜o na˜o trivial e´
x2 = 0 x3 = ±
√
pσ
c3
,
se c3 6= 0.
Se σ = b2x
2
2+b3x
2
3+Θ1(||(x2, x3)||3 enta˜o x3(pb2x22+pb3x23−c2x22−c3x23+Θ¯(||(x2, x3)||3)) =
0. Assim podemos ter x3 = 0 ou pb2x
2
2 + pb3x
2
3 − c2x22 − c3x23 + Θ¯(||(x2, x3)||3) = 0. Caso
x3 = 0 temos σ = b2x
2
2 + Θ1(||(x2, x3)||3 e portanto uma soluc¸a˜o na˜o nula e´:
x2 ≈ ±
√
σ
b2
,
se b2 6= 0.
Caso pb2x
2
2 + pb3x
2
3− c2x22− c3x23 + Θ¯(||(x2, x3)||3) = 0, se pb2− c2 6= 0 essa equac¸a˜o pode
ser resolvida para x22 em termos de x3, da´ı:
x22 ≈
−(pb3 − c3)x23
pb2 − c2
e portanto x23 ≈
σ
−b2
(
pb3 − c3
pb2 − c2 + 1
) . Dessa forma as soluc¸o˜es na˜o triviais sa˜o dadas por
x2 ≈ ±
√
σ(pb3 − c3)
−b2(p(b3 + b2)− (c2 + c3)) x3 ≈ ±
√
σ(pb2 − c2)
−b2(p(b3 + b2)− (c2 + c3)) ,
se b2(p(b3 + b2)− (c2 + c3)) 6= 0.
Em U00 e em U10 o sistema (5.39) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando
σ tende a zero. Assim existe uma famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas
convergindo para o equil´ıbrio cujo per´ıodo converge a 2pi.
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Em U20 o sistema (5.39) possui 4 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende a
zero. Assim existem duas famı´lias a um paraˆmetro de o´rbitas perio´dicas sime´tricas conver-
gindo para o equil´ıbrio cujo per´ıodo converge a 2pi.
Para soluc¸o˜es perio´dicas de per´ıodo pro´ximo a 2pi/p, temos a aplicac¸a˜o de reduc¸a˜o B2 :
R2 × R→ R2 dada por:
B2(u2, σ) = (1 + σ)S2u2 − A2u2 − h˜(u2) + o(‖u2‖4),
onde
S2 = A2 =
 0 −p
p 0
 , u2 =
 x3
y3
 , h˜2 =
 h5
h6
 .
Portanto devemos resolver a seguinte equac¸a˜o:
x3(pσ − c3x23 + Θ˜2(x3)) = 0 (5.40)
que tem como soluc¸a˜o na˜o nula
x3 ≈ ±
√
pσ
c3
,
se c3 6= 0.
Em U3 a equac¸a˜o (5.40) possui 2 soluc¸o˜es na˜o nulas que tendem a zero quando σ tende
a zero. Conclu´ımos que existe uma famı´lia a um paraˆmetro de o´rbitas perio´dicas sime´tricas
convergindo para o equil´ıbrio cujo per´ıodo converge a
2pi
p
.
Agora consideremos pertubac¸o˜es de (5.2) da forma (5.12) com f(x) = ax3+o(x4), a ∈ R,
onde o(x4) denota os termos de ordem superior a 3.
O sistema (5.13) pode ser escrito da forma X˙ = AX+F (X), ondeX = (x1, y2, x2, y2, x3, y3),
A e F sa˜o dados por (5.21) e (5.22), respectivamente.
Considere λ1 e λ2 tais que os autovalores de A estejam em ressonaˆncia do tipo α : 1 : p,
p > 3. Deste modo, existe uma matriz P tal que P−1AP = J onde J e´ a matriz de Jordan
de A da forma:
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J =

0 −α 0 0 0 0
α 0 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −p
0 0 0 0 p 0

.
Denotemos P e sua inversa P−1 por
P =

j11 j12 j13 j14 j15 j16
j21 j22 j23 j24 p25 j26
j31 j32 j33 j34 j35 j36
j41 j42 j43 j44 j45 j46
j51 j52 j53 j54 j55 j56
j61 j62 j63 j64 j65 j66

e P−1 =

l11 l12 l13 l14 l15 l16
l21 l22 l23 l24 l25 l26
l31 l32 l33 l34 l35 l36
l41 l42 l43 l44 l45 l46
l51 l52 l53 l54 l55 l56
l61 l62 l63 l64 l65 l66

.
Lema 5.3.13. Existe uma transformac¸a˜o x = y + Φ(y) com Φ ∈ C∞(R6), tangente a`
identidade, que transforma (5.13) com f(x1) = ax
3
1 + o(x
4
1), a ∈ R na forma normal (5.38)
ate´ ordem 3 com coeficientes:
a1 = −3a
8
(j312l16 − j311l26), b1 = −
3a
8
(2j212j14l36 − 2j211j13l46),
a2 = −3a
8
(2j214j12l16 − 2j213j11l26), b2 = −
3a
8
(−j313l46 + j314l36),
a3 = −3a
8
(2j216j12l16 − 2j215j11l26), b3 = −
3a
8
(−2j215j13l46 + 2j216j14l36),
c1 = −3a
8
(2j212j16l56 − 2j211j15l66),
c2 = −3a
8
(2j214j16l56 − 2j213j15l66),
c3 = −3a
8
(j316l56 − j315l66),
onde jik e lik k = 1, ..., 6 sa˜o as entradas de matriz P e P
−1 dadas acima.
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Encontramos os coeficientes da forma normal utilizando o programa MATHEMATICA
6.0 da mesma forma do caso α : 1 : 2.
Exemplo: Considere (5.13) com f(x1) = x
3
1 e λ1 = λ2 =
31
5
. Assim, os autovalores de
A sa˜o ±i, ± i√
5
e ±i√5, que esta˜o em ressonaˆncia α : 1 : 5.
Primeiramente, fazemos um rescalonamento do tempo por: t =
√
5τ transformando o
sistema (5.13) em:
x˙1 =
√
5y1
y˙1 =
√
5x2
x˙2 =
√
5y2
y˙2 =
√
5x3
x˙3 =
√
5y3
y˙3 = −
√
5λ1x3 −
√
5λ2x2 −
√
5x1 +
√
5x31.
(5.41)
A transformac¸a˜o x = Px˜ com x = (x1, y1, x2, y2, x3, y3), x˜ = (x˜1, y˜1, x˜2, y˜2, x˜3, y˜3)
T com
P =

0 1 0 25
√
5 0 1
25
√
5
1 0 25 0 1
25
0
0 −1 0 −5√5 0 − 1
5
√
5
−1 0 −5 0 −1
5
0
0 1 0
√
5 0 1√
5
1 0 1 0 1 0

leva o sistema (5.41) ao seguinte sistema
X˜ = JX˜ + F (X˜) (5.42)
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com mesma parte linear que (5.14) com α =
√
5:
˙˜x1 = −
√
5y˜1 − 5
√
5
16
(
y˜1 + 25
√
5y˜2 +
y˜3
25
√
5
)3
˙˜y1 =
√
5x˜1
˙˜x2 = −y˜2 + 1
96
√
5
(
y˜1 + 25
√
5y˜2 +
y˜3
25
√
5
)3
˙˜y2 = x˜2
˙˜x3 = −5y˜3 + 125
96
√
5
(
y˜1 + 25
√
5y˜2 +
y˜3
25
√
5
)3
˙˜y3 = 5x˜3.
(5.43)
Assim, pelo Lema 5.3.13, existe um difeomorfismo Φ que leva F (X˜) no jato de ordem 3
da forma normal (5.38) com coeficientes dados por:
a1 =
15
√
5
128
b1 = −125
128
c1 = − 5
128
a2 =
46875
√
5
64
b2 = −390625
256
c2 = −15625
128
a3 =
3
√
5
40000
b3 = − 1
3200
c3 = − 1
160000
,
Isto e´, Φ transforma (5.42) em X˜ = JX˜ + J3X˜ + R(X˜). Como na˜o sabemos se
R(X˜) satisfaz a condic¸a˜o de normalidade, na˜o podemos aplicar o Teorema 5.3.12. Por
outro lado, podemos perturbar (5.41) com uma func¸a˜o h˜ = (h1, h2, h3, h4, h5, h6) tal que
h˜(x) = P (−R)P−1(X˜). Desta forma, nosso sistema fica ˙˜X = JX˜ + J3X˜ e aplicando o
Teorema 5.3.12 segue imediatamente que:
i) X ∈ U00 ∪ U10 e portanto possui uma famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas
sime´tricas convergindo para a origem com per´ıodo convergindo para 2pi.
ii) X ∈ U20 e portanto possui duas famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas
sime´tricas convergindo para a origem com per´ıodo convergindo para 2pi.
iii) X ∈ U3 e portanto possui duas famı´lias a um paraˆmetro de soluc¸o˜es perio´dicas
sime´tricas convergindo para a origem com per´ıodo convergindo para
2pi
5
,
ja´ que b3 =
19683
128
6= 0, c4 = − 1
3456
6= 0, A = 504549
16384
> 0 e
B = −1152
(
1768 + 27
√
6229
)
429981275
6= 0.
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5.3.4 Caso α : 1 : 1 ressonante na˜o semi-simples
Este caso e´ ana´logo ao caso da Sec¸a˜o 5.2 onde analisamos a presenc¸a de ressonaˆncia 1 : 1
na˜o semi-simples em R4.
5.3.5 Caso α1 : α2 : α3 na˜o ressonante
O Teorema do Centro de Lyapunov garante a existeˆncia de treˆs famı´lias a um paraˆmetro
de soluc¸o˜es perio´dicas com per´ıodos pro´ximos
2pi
αi
, i = 1, 2, 3 para perturbac¸o˜es da equac¸a˜o
(5.2). Nesta sec¸a˜o utilizaremos a reduc¸a˜o de Lyapunov-Schmidt para encontrar um resultado
similar. Para isso, primeiramente, encontraremos a forma normal de Belitskii. Sem perda
de generalidade podemos supor
A = DX(0) =

0 −α1 0 0 0 0
α1 0 0 0 0 0
0 0 0 −α2 0 0
0 0 α2 0 0 0
0 0 0 0 0 −α3
0 0 0 0 α3 0

,
αj ∈ R, j = 1, 2, 3.
Teorema 5.3.14. Seja X ∈ XR(R6) tal que X(0) = 0 com A = DX(0) e R dados pelas
condic¸o˜es acima. Enta˜o X e´ formalmente conjugado, numa vizinhanc¸a da origem, a seguinte
forma normal:
x˙1 = −α1y1 − y1ϕ1(x21 + y21, x22 + y22, x23 + y23)
y˙1 = α1x1 + x1ϕ1(x
2
1 + y
2
1, x
2
2 + y
2
2, x
2
3 + y
2
3)
x˙2 = −α2y2 − y2ϕ2(x21 + y21, x22 + y22, x23 + y23)
y˙2 = α2x2 + x2ϕ2(x
2
1 + y
2
1, x
2
2 + y
2
2, x
2
3 + y
2
3)
x˙3 = −α3y3 − y3ϕ3(x21 + y21, x22 + y22, x23 + y23)
y˙3 = α3x3 + x3ϕ3(x
2
1 + y
2
1, x
2
2 + y
2
2, x
2
3 + y
2
3).
(5.44)
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Demonstrac¸a˜o: Considerando o campo em coordenadas complexas temos que
A =

α1i 0 0 0 0 0
0 −α1i 0 0 0 0
0 0 α2i 0 0 0
0 0 0 −α2i 0 0
0 0 0 0 α3i 0
0 0 0 0 0 −α3i

.
Se h(x) = (h1(x), ..., h6(x)) a condic¸a˜o
A∗h(x) = Dh(x)A∗x,
com x = (z1, z¯1, z2, z¯2, z3, z¯3), implica que
Dh1(x) = −α1ih1,
Dh2(x) = α1ih2,
Dh3(x) = −α2ih3,
Dh4(x) = α2ih4,
Dh5(x) = −α3ih5,
Dh6(x) = α3ih6,
onde
D := −iα1z1 ∂
∂z1
+ iα1z¯1
∂
∂z¯1
− iα2z2 ∂
∂z2
+ iα2z¯2
∂
∂z¯2
− iα3z3 ∂
∂z3
+ iα3z¯3
∂
∂z¯3
.
Seja u = zk11 z¯1
k2zk32 z¯2
k4zk53 z¯3
k6 .
De Dh1(x) = −iα1h1 temos
−iα1u = (−iα1k1 + iα1k2 − iα2k3 + iα2k4 − iα3k5 + iα3k6)u⇒
−α1 = −α1(k1 − k2)− α2(k3 − k4)− α3(k5 − k6).
Como os autovalores sa˜o na˜o ressonantes, devemos ter
k1 − k2 = 1 k3 = k4 k5 = k6,
isto e´,
u = zk2+11 z¯1
k2zk32 z¯2
k3zk53 z¯3
k5 .
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Da´ı
h1 = z1ϕ1(|z1|2, |z2|2, |z3|2).
Analogamente
h2 = z¯1ϕ2(|z1|2, |z2|2, |z3|2).
Se denotarmos por φ˜1 e φ˜2 os coeficientes de ϕ1 e ϕ2, respectivamente, teremos ϕ˜1 = φ˜2,
ja´ que h1 = h2. Da R reversibilidade temos que φ˜2 = −φ˜1. Da´ı φ˜1 = iφ1, φ1 ∈ R.
Assim
h1 = iz1ϕ1(|z1|2, |z2|2, |z3|2)
h2 = −iz¯1ϕ1(|z1|2, |z2|2, |z3|2).
De maneira ana´loga obtemos h3, h4, h5 e h6 e a forma normal:
z˙1 = iα1z1 + iz1ϕ1(|z1|2, |z2|2, |z3|2)
z˙2 = iα2z2 + iz2ϕ2(|z1|2, |z2|2, |z3|2)
z˙3 = iα3z3 + iz3ϕ3(|z1|2, |z2|2, |z3|2),
que escrito em nas coordenadas (x1, y1, x2, y2, x3, y3) e´ dado por
x˙1 = −α1y1 − y1ϕ1(x21 + y21, x22 + y22, x23 + y23)
y˙1 = α1x1 + x1ϕ1(x
2
1 + y
2
1, x
2
2 + y
2
2, x
2
3 + y
2
3)
x˙2 = −α2y2 − y2ϕ2(x21 + y21, x22 + y22, x23 + y23)
y˙2 = α2x2 + x2ϕ2(x
2
1 + y
2
1, x
2
2 + y
2
2, x
2
3 + y
2
3)
x˙3 = −α3y3 − y3ϕ3(x21 + y21, x22 + y22, x23 + y23)
y˙3 = α3x3 + x3ϕ3(x
2
1 + y
2
1, x
2
2 + y
2
2, x
2
3 + y
2
3).
.
Defina
U i = {X ∈ XR(R6); J3Xexpressa-se por(5.44) com ai 6= 0
onde ai e´ o coeficiente do monoˆmio x
2
i em ϕi}, i = 1, 2, 3.
Utilizando a Reduc¸a˜o de Lyapunov-Schmidt, obtemos:
Teorema 5.3.15. Cada X ∈ U j possui 1 famı´lia a um paraˆmetro de soluc¸o˜es perio´dicas
sime´tricas convergindo para a origem com per´ıodos convergindo para
2pi
αj
, j = 1, 2, 3.
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Demonstrac¸a˜o: Para encontrarmos as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a`
2pi
α1
a
aplicac¸a˜o de reduc¸a˜o B : R2 × R→ R2 e´ dada por:
B(u, σ) = (1 + σ)Su− Au− h˜(u) + o(‖u‖4),
onde
S = A =
 0 −α1
α1 0
 , u =
 x1
y1
 , h˜ =
 h1
h2
 .
Portanto devemos encontrar as soluc¸o˜es na˜o triviais do sistema
−σα1y1 + y1(a1(x21 + y21)) + y1ϕ˜1(‖(x1, y1)‖4) = 0
σα1x1 − x1(a1(x21 + y21)) + x1ϕ˜2(‖(x1, y1)‖4) = 0.
(5.45)
Para obter as soluc¸o˜es R-sime´tricas fazemos y1 = 0 e assim
x1(σα1 + a1x
2
1 + ϕ˜2(‖(x1)‖4)) = 0,
e soluc¸o˜es na˜o triviais para o sistema (5.45) sa˜o dadas por
x1 ≈ ±
√
σα1
a1
y1 = 0,
se a1 6= 0.
Similarmente obtemos os resultados para o´rbitas perio´dicas sime´tricas com per´ıodos
pro´ximos a`
2pi
α2
e
2pi
α3
.
Agora consideremos pertubac¸o˜es de (5.2) da forma (5.12) com f(x) = ax3 + o(x4), a ∈ R
onde o(x4) denota os termos de ordem superior a 3.
O sistema (5.13) pode ser escrito da forma X˙ = AX+F (X), ondeX = (x1, y2, x2, y2, x3, y3),
A e F sa˜o dados por (5.21) e (5.22), respectivamente.
Considere λ1 e λ2 tais que os autovalores de A sejam do tipo α1 : α2 : α3 na˜o ressonantes,
αi ∈ R. Deste modo, existe uma matriz P tal que P−1AP = J onde J e´ a matriz de Jordan
de A da forma:
113
J =

0 −α1 0 0 0 0
α1 0 0 0 0 0
0 0 0 −α2 0 0
0 0 α2 0 0 0
0 0 0 0 0 −α3
0 0 0 0 α3 0

.
Denotemos P e sua inversa P−1 por
P =

j11 j12 j13 j14 j15 j16
j21 j22 j23 j24 p25 j26
j31 j32 j33 j34 j35 j36
j41 j42 j43 j44 j45 j46
j51 j52 j53 j54 j55 j56
j61 j62 j63 j64 j65 j66

e P−1 =

l11 l12 l13 l14 l15 l16
l21 l22 l23 l24 l25 l26
l31 l32 l33 l34 l35 l36
l41 l42 l43 l44 l45 l46
l51 l52 l53 l54 l55 l56
l61 l62 l63 l64 l65 l66

.
Lema 5.3.16. Existe uma transformac¸a˜o x = Φ(y) com Φ ∈ C∞(R6), tangente a` identidade,
que transforma (5.13) com f(x1) = ax
3
1 + o(x
4
1), a ∈ R, na forma normal (5.44) ate´ ordem
3 com coeficientes:
a1 = −aj312l16, b1 = −3aj212j14l36,
a2 = −3aj214j12l16, b2 = −aj314l36,
a3 = −3a2j216j12l16, b3 = −3aj216j14l36,
c1 = −3aj212j16l56,
c2 = −3aj214j16l56,
c3 = −aj316l56,
onde jik e lik k = 1, ..., 6 sa˜o as entradas de matriz P e P
−1 dadas acima.
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Encontramos os coeficientes da forma normal utilizando o programa MATHEMATICA
6.0 da mesma forma do caso α : 1 : 2.
Exemplo: Considere (5.13) com f(x1) = x
3
1, λ1 =
31
6
e λ2 =
41
6
. Neste caso os
autovalores de A sa˜o ±i√2, ±i√3 e ± i√
6
.
A transformac¸a˜o x = Px˜ com x = (x1, y1, x2, y2, x3, y3), x˜ = (x˜1, y˜1, x˜2, y˜2, x˜3, y˜3)
T com
P =

0
1
4
√
2
0
1
9
√
2
0 36
√
6
1
4
0 1
9
0 36 0
0 − 1
2
√
2
0 − 1
3
√
3
0 −6√6
−1
2
0 −1
3
0 −6 0
0
1√
2
0
1√
3
0
√
6
1 0 1 0 1 0

leva o sistema (5.41) ao seguinte sistema ˙˜X = AX + ˜F (X) com mesma parte linear que
(5.44) com α1 =
√
2, α2 =
√
3 e α3 =
1√
6
:
˙˜x1 = −
√
2y˜1 − 24
11
(
y˜1
4
√
2
+
y˜2
9
√
3
+ 36
√
6y˜3
)3
˙˜y1 =
√
2x˜1
˙˜x2 = −
√
3y˜2 +
54
17
(
y˜1
4
√
2
+
y˜2
9
√
3
+ 36
√
6y˜3
)3
˙˜y2 =
√
3x˜2
˙˜x3 = − y˜3√
6
+
1
187
(
y˜1
4
√
2
+
y˜2
9
√
3
+ 36
√
6y˜3
)3
˙˜y3 =
x˜3√
6
.
(5.46)
Assim, os coeficientes da forma normal estabelicidos no Lema 5.3.16 sa˜o dados por:
a1 =
3
√
2
352
b1 = −3
√
3
272
c1 = − 81
748
√
6
a2 =
√
2
297
b2 = − 2
√
3
4131
c2 = − 8
561
√
6
a3 =
69984
√
2
11
b3 = −46656
√
3
17
c3 = −1679616
187
√
6
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Da´ı do Teorema 5.3.12 segue imediatamente que X ∈ U j e portanto possui uma famı´lia
a um paraˆmetro de soluc¸o˜es perio´dicas sime´tricas convergindo para a origem com per´ıodo
convergindo para
2pi
αj
, j = 1, 2, 3 com α1 =
√
2, α2 =
√
3 e α3 =
1√
6
, ja´ que ai 6= 0, bi 6= 0,
ci 6= 0, i = 1, 2, 3.
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CAPI´TULO 6
EXISTEˆNCIA DE O´RBITAS
HOMOCLI´NICAS
Neste cap´ıtulo estudaremos a existeˆncia, persisteˆncia e propriedades de soluc¸o˜es ho-
mocl´ınicas de pertubac¸o˜es das equac¸o˜es diferenciais (5.1) e (5.2).
6.1 Uma O´rbita Homocl´ınica em R4
Considere a equac¸a˜o diferencial:
x(iv) − α(p)x′′ + x+ β(p, k)x 2p+1 − γ(p, k)x 4p+1 = 0 (6.1)
onde α(p) =
p4 + 1
p2
, β(p, k) =
p6 + 5p5 + 8p4 + 4p3 − p2 − p
p2k
2
p
, γ(p, k) =
p4 + 6p3 + 11p2 + 6p
k
4
p
,
p, k ∈ R, p, k > 0.
Proposic¸a˜o 6.1.1. A equac¸a˜o diferencial (6.1) e´ revers´ıvel, Hamiltoniana e possui soluc¸a˜o
sime´trica homocl´ınica a` 0.
117
Demonstrac¸a˜o: Podemos escrever (6.1) como o sistema Xp,k representado por:
x˙ = y,
y˙ = w,
z˙ = x +β(p, k)x
2
p
+1 − γ(p, k)x 4p+1,
w˙ = −z +α(p)y,
(6.2)
com func¸a˜o Hamiltoniana
H(x, y, z, w) = zy +
w2
2
− α(p)y
2
2
− x
2
2
− F (x, p, k),
onde F e´ uma primitiva de f(x, p, k) = β(p, k)x
2
p
+1 + γ(p, k)x
4
p
+1.
O sistema (6.2) e´ revers´ıvel com R(x, y, z, w) = (x,−y,−z, w), onde o conjunto de pontos
fixos e´ Fix(R) = {(x, y, z, w); y = z = 0}. Uma soluc¸a˜o homocl´ınica Γ e´ dada por
x(t) = k sechp(t),
y(t) = −kp sechp+1(t) senh(t),
z(t) = −k (2p
4 + 6p3 + 4p2 + cosh(2t) + 1) sechp+3(t) senh(t)
2p
,
w(t) = k(p+ 1)p sechp+2(t) senh2(t)− kp sechp(t),
(6.3)
a qual intercepta o conjunto de pontos fixos da involuc¸a˜o R no ponto (x(0), y(0), z(0), w(0)) =
(k, 0, 0,−kp), isto e´, Γ e´ sime´trica em relac¸a˜o a` R.
Observac¸a˜o 6.1.2. Descreveremos o me´todo utilizado para encontrar a equac¸a˜o diferencial
(6.1). Consideremos a conhecida soluc¸a˜o homocl´ınica a` zero, x(t) = k sechp(t), p, k ∈ R,
p, k ≥ 1. Assim,
x′(t) = −kp sechp+1(t) senh(t),
x′′(t) = −kp sechp(t) + kp(1 + p) sechp+2(t) senh2(t) =
kp2 sechp(t)− kp(1 + p) sechp+2(t),
o que resulta em
x′′ − p2x+ p(1 + p)
k
2
p
x1+
2
p = 0. (6.4)
Multiplicando (6.4) por x′ e integrando obtemos
H(x, x′) =
x′2
2
− p
2x2
2
+
p2x2+
2
p
2k
2
p
= E = cte. (6.5)
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Derivando (6.4) duas vezes encontramos
x(iv) − p2x′′ + p(p+ 1)(p+ 2)
pk
2
p
(
2
p
x
2
p
−1x′2 + x
2
px′′
)
= 0. (6.6)
Substituindo (6.4) e H(x, x′) = 0 em 6.6, obtemos
xiv − p2x′′ +
(
p2 +
2
p
)
A(p, k)x
2
p
+1 −
(
p(1 + p)
k
2
p
+
2p
k
2
p
)
A(p, k)x
4
p
+1 (6.7)
onde A(p, k) =
p(1 + p)(2 + p)
pk
2
p
.
Agora somamos e subtra´ımos o termo
p4 + 1
p2
x′′ em (6.7,) e por (6.4) e obtemos:
xiv − p
4 + 1
p2
x′′ + x+
p6 + 5p5 + 8p4 + 4p3 − p2 − p
p2k
2
p
x
2
p
+1 − p
4 + 6p3 + 11p2 + 6p
k
4
p
x
4
p
+1 = 0
e assim obtemos a equac¸a˜o diferencial (6.1).
6.1.1 Propriedades da O´rbita Homocl´ınica em R4
Apo´s o resultado sobre a existeˆncia de uma o´rbita homocl´ınica sime´trica Γ em zero para
cada p, k > 0, estudaremos algumas de suas propriedades.
Lema 6.1.3. Sejam α, β nu´meros reais tais que α < 0 e β > 0. Para toda func¸a˜o h(t)
cont´ınua e limitada em R, a equac¸a˜o
x(iv) + αx′′ + βx− h(t) = 0, (6.8)
possui uma u´nica soluc¸a˜o limitada.
Demonstrac¸a˜o: Consideremos a equac¸a˜o x(iv) + αx′′ + βx = 0 e a correspondente equac¸a˜o
caracter´ıstica
λ4 + αλ2 + β = 0. (6.9)
Como α < 0 e β > 0 temos que (6.9) na˜o possui ra´ızes imagina´rias puras λ = iω pois caso
contra´rio ter´ıamos ω4 − αω2 + β = 0 o que seria um absurdo.
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A equac¸a˜o (6.8) e´ equivalente ao sistema
x′1 = x2
x′2 = x3
x′3 = x4
x′4 = −αx2 − βx1 + h(t),
(6.10)
ou ainda,
x′ = Ax+H(t) (6.11)
com v = (x1, x2, x3, x4), A =

0 1 0 0
0 0 1 0
0 0 0 1
−β −α 0 0
 e H(t) =

0
0
0
h(t)
.
Como o sistema homogeˆneo x′ = Ax na˜o tem autovalores imagina´rios puros e H(t) e´
cont´ınua e limitada em R, enta˜o (6.11) tem uma u´nica soluc¸a˜o limitada em R. (Veja [7].)
Portanto, para toda func¸a˜o h(t) cont´ınua e limitada em R, a equac¸a˜o (6.8) tem uma
u´nica soluc¸a˜o limitada.
Proposic¸a˜o 6.1.4. Para cada p > 0 e k > 0 fixados, a soluc¸a˜o homocl´ınica Γ dada por
(6.3) e´ na˜o-degenerada e elementar.
Demonstrac¸a˜o: Consideremos a equac¸a˜o variacional ao longo de Γ.
x˙ = D1(Γ)x. (6.12)
Temos que provar que o espac¸o de soluc¸o˜es globalmente limitadas de (6.12) tem dimensa˜o 1
e da´ı gerado por Γ˙.
A equac¸a˜o variacional ao longo de Γ e´ dada por
xiv − α(p)x′′ + g(t, p, k)x = 0 (6.13)
com g(t, p, k) = 1 + β(p, k)
(
2 + p
p
)
k
2
p sech2(t)− γ(p, k)
(
4 + p
p
)
k
4
p sech4(t).
Se x e´ limitada enta˜o
xiv − α(p)x′′ + g(t, p, k)x = 0⇔ xiv − α(p)x′′ + x = x− g(t, p, k)x = h(t).
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Como para cada p e k fixados temos que −α(p) < 0 e que a func¸a˜o g(t, p, k) e´ cont´ınua e
limitada. Portanto h(t) e´ cont´ınua e limitada e pelo Lema 6.1.3 x e´ u´nica soluc¸a˜o limitada.
Como Γ˙ e´ soluc¸a˜o limitada de (6.12) enta˜o x = Γ˙.
Teorema 6.1.5. Sejam p > 0 e k > 0 tais que Xp,k seja C
2. Enta˜o a equac¸a˜o diferencial
(6.1) possui uma soluc¸a˜o homocl´ınica em relac¸a˜o a` origem. Tal o´rbita persiste sob per-
turbac¸o˜es C∞ que mante´m a reversibilidade do sistema original. Ale´m disso, ela e´ o limite
de uma famı´lia a um paraˆmetro de o´rbitas perio´dicas.
Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente da Proposic¸a˜o 6.1.4, da Observac¸a˜o
1.1.12 e do Teorema 1.1.15.
6.2 Uma O´rbita Homocl´ınica em R6
Considere a equac¸a˜o diferencial
x(vi)−α(p, k)x(iv) +
(
1− 1
p2
)
x′′+x+A(p, k)x
2
p
+1 +B(p, k)x
4
p
+1 +C(p, k)x
6
p
+1 = 0 (6.14)
onde
α(p) =
p4 + 1
p2
,
β(p, k) =
p6 + 5p5 + 8p4 + 4p3 − p2 − p
p2k
2
p
,
γ(p, k) =
p4 + 6p3 + 11p2 + 6p
k
4
p
,
A(p, k) = β(p, k)
(
2
p
+ 1
)
(2p+ p2)− 1 + p
p k
2
p
,
(6.15)
B(p, k) = β(p, k)
(
2
p
+ 1
)(−2p
k
2
p
− p(1 + p)
k
2
p
)
− γ(p, k)
(
4
p
+ 1
)
(4p+ p2),
C(p, k) = −γ(p, k)
(
4
p
+ 1
)(−4p
k
2
p
− p(1 + p)
k
2
p
)
,
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p, k ∈ R, p, k > 0.
Proposic¸a˜o 6.2.1. A equac¸a˜o diferencial (6.14) e´ revers´ıvel e possui soluc¸a˜o homocl´ınica
em 0.
Demonstrac¸a˜o: Podemos escrever a equac¸a˜o diferencial (6.14) como um sistema:
x˙1 = x2,
x˙2 = x3,
x˙3 = x4,
x˙4 = x5,
x˙5 = x6,
x˙6 = α(p)x5 −
(
1− 1
p2
)
x3 − x1 − Ax
2
p
+1 −Bx 4p+1 − Cx 6p+1,
(6.16)
Este sistema e´ revers´ıvel com R(x1, x2, x3, x4, x5, x6) = (x1,−x2, x3,−x4, x5,−x6) e
Fix(R) = (x1, 0, x3, 0, x5, 0, x6).
Uma soluc¸a˜o homcl´ınica Γ do sistema (6.16) e´ dada por
(x0(t), x
′
0(t), x
′′
0(t), x
′′′
0 (t), x
iv
0 (t), x
v
0(t)),
onde x0(t) = k sech(t)
p. A soluc¸a˜o Γ intercepta Fix(R) em
(x0(0), x
′
0(0), x
′′
0(0), x
′′′
0 (0), x
iv
0 (0), x
v
0(0)) = (k, 0,−kp, 0, kp2 + 2kp(1 + p), 0).
Desta forma, Γ e´ sime´trica em relac¸a˜o a R.
Observac¸a˜o 6.2.2. Descreveremos o me´todo utilizado para encontrar a equac¸a˜o diferencial
(6.14). Provamos na sec¸a˜o anterior que a equac¸a˜o diferencial (6.1) possui soluc¸a˜o homocl´ınica
a` 0 dada por x(t) = k sech(t)p. Assim derivamos (6.1) duas vezes e encontramos:
xvi − α(p)xiv + x′′ + β(p, k)
(
2 + p
p
)(
2
p
x
2
p
−1(x′)2 + x
2
px′′
)
−
γ(p, k)
(
4 + p
p
)(
4
p
x
4
p
−1(x′)2 + x
4
px′′
)
= 0,
(6.17)
onde α(p), β(p, k) e γ(p, k) sa˜o dados na Proposic¸a˜o 6.15.
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Substituimos (6.4) e H(x, x′) = 0 com H dada por (6.5) em (6.17) encontramos
x(vi) − α(p)x(iv) + x′′ + β(p, k)
(
2 + p
p
)(
(2p+ p2)x
2
p
+1 +
(−2p− p(1 + p)
k
2
p
)
x
4
p
+1
)
−
γ(p, k)
(
4 + p
p
)(
(4p+ p2)x
4
p
+1 +
(−4p− p(1 + p)
k
2
p
)
x
6
p
+1
)
= 0.
(6.18)
Somamos e subtra´ımos o termo
x′′
p2
em (6.18) e por (6.4) obtemos
xvi − α(p)xiv +
(
1− 1
p2
)
x′′ + x+
(
β(p, k)
(
2 + p
p
)
(2p+ p2)− 1 + p
pk
2
p
)
x
2
p
+1+
(
β(p, k)
(
2 + p
p
)(−2p− p(1 + p)
k
2
p
)
− γ(p, k)
(
4 + p
p
)
(4p+ p2)
)
x
4
p
+1−
γ(p, k)
(
4 + p
p
)(−4p− p(1 + p)
k
2
p
)
x
6
p
+1 = 0.
(6.19)
E assim encontramos (6.14).
6.2.1 Propriedades da O´rbita Homocl´ınica em R6
Lema 6.2.3. Sejam α, β nu´meros reais tais que α > 0 e β < 0. Para toda func¸a˜o h(t)
cont´ınua e limitada em R, a equac¸a˜o
x(vi) + βx(iv) + αx′′ − x− h(t) = 0, (6.20)
possui uma u´nica soluc¸a˜o limitada x0.
Demonstrac¸a˜o: A equac¸a˜o diferencial (6.20) e´ equivalente ao sistema X˙ = AX+H(t) com
X = (x1, x2, x3, x4, x5, x6), A =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 −α 0 −β 0

e H(t) =

0
0
0
0
0
h(t)

.
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O sistema homogeˆneo X˙ = AX na˜o possui autovalores imagina´rios puros λ = iω, pois
caso contra´rio ter´ıamos −ω6 + βω4 − αω2 − 1 = 0, o que e´ um absurdo pois β < 0 e α > 0.
Portanto, para toda func¸a˜o h(t) cont´ınua e limitada em R, a equac¸a˜o diferencial (6.20)
possui uma u´nica soluc¸a˜o limitada.
Proposic¸a˜o 6.2.4. Para cada p > 1 e k > 0 fixados, a soluc¸a˜o homocl´ınica Γ e´ na˜o-
degenerada e elementar.
Demonstrac¸a˜o: Consideremos a equac¸a˜o variacional ao longo de Γ,
x˙ = D1(Γ)x. (6.21)
Temos que mostrar que o espac¸o de soluc¸o˜es globalmente limitadas de (6.21) tem di-
mensa˜o 1 e da´ı gerado por Γ˙.
A equac¸a˜o (6.21) e´ dada por
x(vi) − α(p)(iv) +
(
1− 1
p2
)
x′′ + g(t, p, k)x = 0,
onde g(t, p, k) =
1 +A(p, k)
(
2 + p
p
)
k
2
p sech(t)2 +B(p, k)
(
4 + p
p
)
k
4
p sech(t)4 +C(p, k)
(
6 + p
p
)
k
6
p sech(t)6.
Para cada p > 1, k > 0, temos 1− 1
p2
> 0, −α(p) < 0, g(t, p, k) < 0 e´ cont´ınua e limitada.
Assim, se x e´ uma soluc¸a˜o limitada de (6.21), enta˜o
x(vi) − α(p)(iv) +
(
1− 1
p2
)
x′′ + g(t, p, k)x = 0⇔
x(vi) − α(p)(iv) +
(
1− 1
p2
)
x′′ − x = −x− g(t, p, k)x = h(t, p, k),
com h(t, p, k) cont´ınua e limitada. Logo pelo Lema 6.2.3 x e´ u´nica soluc¸a˜o limitada. Como
Γ˙ e´ soluc¸a˜o limitada de (6.21) temos que x = Γ˙ e´ u´nica soluc¸a˜o limitada.
Teorema 6.2.5. Para cada p > 1 e k > 0 fixados, a equac¸a˜o diferencial (6.14) possui
uma soluc¸a˜o homocl´ınica na origem. Tal o´rbita persiste sob perturbac¸o˜es C∞ que mante´m a
reversibilidade do sistema original. Ale´m disso, ela e´ o limite de uma famı´lia a um paraˆmetro
de o´rbitas perio´dicas.
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Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente da Proposic¸a˜o 6.2.4, da Observac¸a˜o
1.1.12 e do Teorema 1.1.15.
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PERSPECTIVAS FUTURAS
Dentre as perspectivas futuras de continuidade deste trabalho destacamos o estudo de duas
equac¸o˜es diferenciais que generalizam as equac¸o˜es estudadas nos Cap´ıtulos 2, 5 e 6 desta
tese:
(I) Considere a seguinte equac¸a˜o diferencial:
x(2n) + α 2n−2
2
x(2n−2) + ...+ α1x(2) = kx (6.22)
com n ∈ N, αi, i = 1, ..., 2n− 2
2
e k sa˜o paraˆmetros reais. Esta equac¸a˜o pode ser expressa
por
x˙1 = x2
x˙2 = x3
...
...
x˙2n = −α 2n−2
2
x2n−1 − ...− α1x3 + kx1.
(6.23)
Considerando perturbac¸o˜es de (6.22) da forma:
x(2n) + α 2n−2
2
x(2n−2) + ...+ α1x(2) = kx+ f(x), (6.24)
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com f uma func¸a˜o real com f(0) = 0 e perturbac¸o˜es de (6.23) da forma:
x˙1 = x2 + f1(x1, x2, ..., x2n)
x˙2 = x3 + f2(x1, x2, ..., x2n)
...
...
x˙2n = −α 2n−2
2
x2n−1 − ...− α1x3 + kx1 + f2n(x1, x2, ..., x2n),
(6.25)
com fi func¸o˜es reais com fi(0, 0, ..., 0) = 0, i = 1, ..., 2n, as seguintes questo˜es esta˜o dentro
de nossas perspectivas de futuros estudos:
1) Classificac¸a˜o de pontos de equil´ıbrio ressonantes e exibic¸a˜o de formas normais.
2) Para perturbac¸o˜es (6.24) e (6.25) que preservam a estrutura de reversibilidade ou
Hamiltoniana, procurar resultados equivalentes ao Teorema do Centro de Lyapunov.
3) Sob perturbac¸o˜es (6.24) e (6.25) que preservam a estrutura de reversibilidade ou Ha-
miltoniana, estudar a existeˆncia e persisteˆncia de o´rbitas homocl´ınicas limitantes de famı´lias
a um paraˆmetro de o´rbitas perio´dicas.
4) Para perturbac¸o˜es (6.24) e (6.25) que na˜o preservam reversibilidade, verificar a existeˆncia
de ciclos limites e o´rbitas homocl´ınicas.
(II) Usando teoria de “averaging”, objetivamos encontrar o nu´mero ma´ximo de ciclos
limites que podem bifurcar de um centro linear revers´ıvel quando o perturbamos sobre uma
classe de equac¸o˜es diferencias polinomiais generalizadas de Kukles como segue:
x˙ = y,
y˙ = −x−
∑
k≥1
εk(fkn1(x) + g
k
n2
(x)y + hkn3(x)y
2 + dk0y
3), (6.26)
onde para cada k os polinoˆmios fkn1(x), g
k
n2
(x) e hkn3(x) teˆm graus n1, n2 e n3 respectivamente,
dk0 e´ um nu´mero real e ε e´ um pequeno paraˆmetro real, isto e´, o nu´mero ma´ximo de ciclos
limites de me´dia amplitude que podem bifurcar do centro linear x˙ = y, y˙ = −x, perturbado
como em (6.26).
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