Mass spectrometric imaging is a powerful tool to interrogate biological complexity. One such technique, timeof-flight secondary ion mass spectrometry (TOF-SIMS) imaging, has been successfully utilized for subcellular imaging of cell membrane components. In order for this technique to provide insight into biological processes, it is critical to characterize the figures of merit. Because a SIMS instrument counts individual events, the precision of the measurement is controlled by counting statistics. As the analysis area decreases, the number of molecules available for analysis diminishes. This becomes critical when imaging subcellular features; it limits the information obtainable, resulting in images with only a few counts of interest per pixel. Imaging with time-of-flight secondary ion mass spectrometry (TOF-SIMS) is a powerful analytical tool for mapping the spatial distribution of biologically relevant small molecules (<1000 Da) on a surface.
Imaging with time-of-flight secondary ion mass spectrometry (TOF-SIMS) is a powerful analytical tool for mapping the spatial distribution of biologically relevant small molecules (<1000 Da) on a surface. 1 Because of the inherent surface sensitivity of the technique, TOF-SIMS has been used for the study of cell membrane lipids, such as phospholipids and cholesterol. [2] [3] [4] [5] Primary ion sources employed for TOF-SIMS experiments are not diffraction-limited and thus provide nanometer-scale spatial resolution. [6] [7] [8] [9] The desorbed ions are analyzed using TOF, which provides high chemical specificity. Recent advances in MS instrumentation used to analyze secondary ions promise to greatly increase the chemical specificity available for imaging experiments. 10, 11 When combined with cryogenic sample preparation techniques, TOF-SIMS permits the detailed study of membrane lipids during dynamic processes such as membrane fusion.
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The capability of TOF-SIMS to image subcellular features of the plasma membrane has been previously demonstrated; however, these features were significantly larger than the minimum pixel size available for the analysis.
2,3 Further, these features appeared in distinct cellular locations on the cell that allowed for features to be easily identified via a line scan (a plot of the signal intensity for a given ion as a function of its lateral position on the line). Analyzing small features becomes difficult as feature size approaches the minimum pixel size, an experimental limit imposed by the focus of the primary ion beam. Indeed, when characterizing these small features, signal averaging cannot be used, making it necessary to compare fewer pixels to one another. The concept of useful lateral resolution, ∆L, has long existed in the SIMS community. 15 ∆L is defined as the side of the minimum square area in which N secondary ions of a given mass can be desorbed and detected. 16, 17 Traditionally, an N of 4 was considered to be useful. 16 This concept accounts for the finite amount of ions generated for detection from small sample volumes. This definition is, however, inadequate when imaging a small number of pixels.
Keenan and Kotula have shown that consideration of counting statistics improves the quality of multivariate analyses applied to TOF-SIMS data. 18 Because SIMS images are compiled by counting relatively rare events, ions of interest striking a detector, we must consider the resulting distribution of the intensities measured. Thus, an image of a uniform surface will not appear uniform because the pixel intensities follow a binomial distribution. This distribution precludes the direct comparison of two individual pixels and complicates the interpretation of imaging data. Thus, when analyzing small volumes, one must also consider factors which influence the intensity for a molecule of interest, i.e., the surface concentration, the change in concentration expected, the effective ionization efficiency, and the spot size of the primary ion source.
In this work, we demonstrate that SIMS imaging data can be accurately modeled using the Poisson distribution. By analysis of the data in this manner, a better understanding and more robust interpretation of the surface composition is obtained. Our approach allows the identification and validation of pixel-to-pixel heterogeneity not possible with line scans. This capability allows the interrogation of lipid domains, which can appear anywhere on the cell surface and with sizes smaller than a single pixel.
To test our approach, we imaged the phospholipid and cholesterol distributions on the surfaces of RBL-2H3 mast cells. Cholesterol-rich microdomains within the plasma membrane of these cells have been hypothesized to play functionally important roles in immunoreceptor signaling in the allergic response. 19, 20 However, directly observing the spatial arrangement of these domains, and the lipids that comprise them, in situ with good resolution and relevant chemical information has remained elusive due to their size and lifetime. 21, 22 In this work, we describe our model using simulated data that allows us to predict signal and spatial resolution limitation. The presence of these multiple populations provides compelling evidence for a heterogeneous distribution of lipid species in the resting RBL-2H3 cell membrane.
MATERIALS AND METHODS
Cell Preparation for Imaging. RBL-2H3 mast cells were suspended in BSA-containing buffered saline solution (20 mM HEPES, pH 7.4, 135 mM NaCl, 5 mM KCl, 1.8 mM CaCl 2 , 1 mM MgCl 2 , 5.6 mM glucose, 1 mg/mL BSA) and sensitized with a 10-fold molar excess of mouse-anti-2,4-dinitrophenyl IgE. Cells were incubated for 2 h at 4°C. Cells were then diluted (1 × 10 6 cells/mL), applied to 5 mm × 5 mm Si substrates, and allowed to adhere (10 min, 37.4°C).
22 Shards containing RBL-2H3 cells were rinsed for 5 s in 18 MΩ water to remove contamination from excess media. To prevent cell rupture, the shards were quickly frozen in liquid ethane and stored under liquid nitrogen (LN 2 ). The samples were introduced to the ultrahigh vacuum environment of the mass spectrometer at LN 2 temperatures, as described elsewhere. 14 Once under vacuum, the samples were warmed 5°C/min to -80°C to remove the water with negligible crystallization. This process was monitored using a video camera mounted on a bright field microscope. When the water was removed, the sample was quickly returned to liquid nitrogen temperatures. During the cooling process, some residual water in the vacuum environment was redeposited on the sample producing a uniform layer of water on top of the cells.
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Langmuir-Blodgett and Physical Vapor Deposition Film Preparation. The phospholipids used include N-stearoyl sphingomyelin (SSM), 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), and cholesterol (CH). The LB films used for the investigation were either pure POPC or 23% CH/47% SM/30% PC. The lipids were applied to the air-water interface, compressed to 7 mN/m, and then transferred onto hydrophilic substrates. This relatively low pressure is used to ensure the appearance of immiscible liquid phases and to ensure that the size of the domains is large enough for SIMS observation.
Physical vapor deposition (PVD) films were prepared by subliming cholesterol (Sigma-Aldrich, St. Louis, MO) contained in a crucible by resistive heating of a tungsten filament followed by deposition onto a LN 2 -cooled sample stage. The film thickness was monitored using a quartz crystal microbalance (QCM) and subsequently characterized using AFM.
Mass Spectrometer. Imaging data was acquired using a Kratos Prism TOF-SIMS spectrometer (Manchester, U.K.) equipped with an In + liquid metal primary ion source (FEI, Beaverton, OR). The pulsed primary ion source was operated at an anode voltage of 15 kV angled at 45°to the sample. The beam was focused to approximately 300 nm in diameter and delivered 1 nA of dc current in 50 ns pulses. The sample was mounted onto a LN 2 -cooled analysis stage (Kore Tech. Ltd., Cambridge, U.K.) biased at +2.5 kV, 2.5 in. from a cold trap that was also cooled with LN 2 . An extraction lens, biased at -4.7 kV, collected the secondary ions which then traveled along a 4.5 m flight path and were detected with a microchannel plate (MCP) detector (Galileo Co., Sturbridge, MA).
Data Collection and Image Analysis. Mass spectrometry images were acquired by raster-scanning the primary ion beam across the sample region and collecting a mass spectrum for each pixel. The data were collected using in-house imaging software (visual C++, Microsoft, Redmond, WA). Imaging data was imported into MATLAB (Mathworks, Natick, MA) for analysis. Individual masses were plotted with their intensities displayed on a false color scale to better portray image details. Image binning was achieved by mathematically combining adjacent pixels. Histograms were created by first using an ROI tool created in LabView to select the cell or film area. The data was then exported to Microsoft Excel, and histograms were plotted and fitted using the built-in function from the Analysis ToolPak. Multiple Poisson distributions were applied to the histogram, and the means and partial contributions were allowed to vary. The solver function varied these parameters to minimize variance and thus provide the best fit. Model Calculations. The basic equation that describes the ion yield in a static SIMS experiment was used to obtain expected yields for imaging experiments.
where the secondary ion current, I m , is the product of the primary ion flux, I p , the sputter yield, Y m , the ionization probability to positive ions, R + , the molecules' fractional concentration, θ m , and the transmission of the instrument, η. By measuring the secondary ion yields from pure films on the mass spectrometer to be used for imaging, we can calculate an effective ionization efficiency which is the product of Y m R + η. Assuming that images are obtained by adhering to the static limit, 24 we can use 10 13 impacts/cm 2 for the total primary ion flux. The use of the total dosage for I m results in the calculation of the total secondary ion yield. This leaves only the estimation of the molecules fractional concentration, which appears frequently in the literature. 25 The calculated secondary ion yield, from eq 1, can then be used in the Poisson equation for λ, to generate the probability mass function (relative number of events versus expected counts). If the expected number of ions counted is λ, then the probability of there being exactly k counts is defined by the Poisson distribution.
When surface concentrations are considered as distributions, the potential overlap of these distributions must be estimated using a z-score to determine the accuracy of the experiment. The z-score is the difference in the means of two different populations given in the number of standard deviations. This is indicative of how accurately we can assign a pixel to a given population.
where µ 2 is the mean intensity of the higher concentration, µ 1 is the mean intensity of the lower concentration, and σ m is the standard deviation calculated from the mean ion intensity. Because of the shape of the Poisson distribution, the standard deviation is equal to µ.
To assess the goodness-of-fit for imaging data, reduced 2 values were calculated. Briefly, the reduced 2 is the variance of the imaging data divided by the variance predicted by the Poisson distribution. Thus, reduced 2 values near 1 are indicative of a good fit.
RESULTS AND DISCUSSION
SIMS Imaging of Homogeneous Surfaces. Because SIMS instruments collect data by counting occurrences, the counts in individual pixels follow a discrete probability distribution. The effect of this distribution is illustrated in Figure 1 . A SIMS image of a single component Langmuir-Blodgett film made from palmitoyl-oleyl-phosphatidylcholine (POPC) is shown in Figure  1A . Figure 1B shows an intensity histogram plotted from the representative SIMS image that appears in part A. On the x-axis, pixels are binned by the intensity or number of counts. The y-axis is the number of pixels at each intensity, normalized to the total number of pixels (N/N tot ). Displayed as an XY plot, the image ( Figure 1A ) appears to be a random array of intensities, and it is difficult to draw any conclusions about the nature of the analyzed surface. The black line represents the distribution predicted by the Poisson distribution using an average intensity calculated from the entire image. The theoretical curve fits the image distribution well, giving a reduced 2 value of 1.1. Thus, the intensity variations observed in Figure 1A are an artifact of counting statistics and the surface is homogeneous, as would be expected given that the sample is a single component Langmuir-Blodgett film. These data also demonstrate that the Poisson distribution is an accurate model of our imaging data.
Probability Mass Functions and Spatial Resolution. The useful lateral resolution of a SIMS imaging experiment depends upon the focus of the primary ion beam as well as the useful ionization efficiency of the molecule of interest. However, because the image is compiled by counting rare events, we must consider that the pixel intensities will follow a probability distribution. The Poisson distribution is often used to characterize the statistics of rare events with a small average number of occurrences.
26
Adopting this as our model, we can predict the results of a proposed SIMS imaging measurement to better understand the effects of the intensity distribution, surface concentration, and ionization efficiency and how these parameters will affect our measurement. In Figure 2 , we applied our model to the theoretical imaging of cholesterol distribution in the plasma membrane of RBL-2H3 cells. The effective ionization efficiency was measured using a PVD cholesterol film imaged with an In + primary ion source. Although using In + primary ions results in lower ionization efficiencies when compared to cluster projectiles, the demonstrated compatibility with frozen sample preparations, ease of focus, and high ion currents that are routinely obtained make it useful for these experiments.
Previous work in our lab has demonstrated the m/z 147 can be used to identify cholesterol in the membrane of cryogenically preserved single cells and offers a 3-fold increase in signal intensity, when compared to the molecular ion. 27 Because of the possibility of isobaric interference when using m/z 147, it is important ensure images are free of PDMS contamination. This was achieved by scanning the total image mass spectrum for the presence of other known PDMS contamination fragments.
For this calculation, we postulated two discrete surface concentrations of cholesterol. In concentration one, cholesterol comprises 25% of the membrane lipids, while in concentration two, cholesterol comprises 50% of membrane lipids, thus corresponding to a 100% concentration change. With the use of experimentally determined ionization efficiencies and a pixel size of 310 nm, this would correspond to average pixel counts of approximately 0.6 and 1.2 for concentration one and concentration two, respectively. Figure 2A shows the expected intensity distributions calculated using these parameters. The resulting overlap of the distributions reveals that in an image containing these two populations, which differ in cholesterol concentration by a factor of 2, the two concentrations will be virtually indistinguishable. This is expected because the average pixel intensity (N) is approximately 1, and N of 4, an average of 4 counts per pixel, is required for useful lateral resolution (vide supra). With an increase of N to 4 for our calculations, and maintaining 100% concentration change, Figure  2B demonstrates that there is still considerable overlap. Extrapolation of this result to biological samples, which are infinitely more complex, suggests that spatial resolution estimates based on useful lateral resolution are misleading.
In Figure 2C , the spatial resolution of the data in Figure 2A has been down-binned from 310 nm to 1.2 µm by combining adjacent pixels, resulting in an N of 13.5. The plot shows that there is still an overlap in intensities. Counts in this overlap region can be differentiated with various levels of confidence; however, the majority of pixels can be identified with certainty. The degree of differentiation can be quantified using the z-score, as defined in eq 3 (Materials and Methods). For 1.2 µm spatial resolution, we calculate a z-score of 3. From numerical integration we find that a z-score of 3 corresponds to 90% separation of the two distributions. A consequence of the standard deviation having a square root dependence on the mean intensity is that, regardless of how many counts are obtained, 4 times as many are needed to double the separation between populations. The byproduct of this is illustrated in Figure 2D . To obtain complete separation of the two distributions, defined as being >99.5%, the image would have to be down-binned to 2.79 µm spatial resolution. This degree of separation gives a z-score of 5.6. Figure 2 are instrument, mass, and matrix-dependent. These calculations were performed at a constant effective ionization efficiency and con- centration change. Figure 3A shows the effect of the ionization efficiency of a species on spatial resolution. For this plot, the concentration change was again 100%, and the expected z-score is plotted on the y-axis. The demonstrated dependence on ionization efficiency results in substantially different spatial resolutions attainable for different biomolecules. Thus, in a biological experiment where measurement of the native concentration change is desired, the best way to improve lateral resolution is through increased ionization efficiencies. Ionization efficiencies for cholesterol (5.5 × 10 ) fragments were measured using In + as the primary ion source. Multiple reports in the literature, i.e., utilizing cluster projectiles, MetA-SIMS, ME-SIMS, and combinations of these approaches have reported ionization efficiencies on the order of 1 × 10 -3 for a number of biomolecules.
Effect of Ionization Efficiency and Concentration Change. The spatial resolution estimates reported in
16,17,28-31 Figure 2 demonstrates that increasing ionization efficiency is promising for obtaining true submicrometer spatial resolution in biological experiments. Using a z-score of 3 to define our satisfactory confidence level and an ionization efficiency of 1 × 10 -3
, we obtain a theoretical lateral resolution of 257 nm. In our experiment, the ionization efficiency limits the resolution to 1110 nm for cholesterol and 811 nm for phosphocholine.
We then examined the z-score as a function of the change in concentration of the biomolecule, while keeping a constant spatial resolution of 1.2 µm. For this calculation, concentration one was held constant at 25% and concentration two was varied from 25 to 150%. It is important to note that a smaller value for concentration one results in lower spatial resolution because it lowers the surface concentration of the molecule. This is important when considering biomolecules that are not major constituents of the sample. As one would expect, the z-score increases linearly with a change in concentration. This plot further emphasizes the effect of ionization efficiency; a 20% concentration change can be accurately imaged with an ionization efficiency of 1 × 10 -3
, compared with 120% and 83% for 5.5 × 10 -5 and 1.0 × 10 -4
, respectively. Using Histograms to Interpret Imaging Data. Although the distribution of counting data negatively impacts the spatial resolution attainable, the concept of plotting SIMS imaging data as a histogram can provide valuable information about a sample. The power of this analytical tool is demonstrated in Figure 4 . Ternary Langmuir-Blodgett films have been used as model membranes for measuring lipid interactions. 32 We studied one such film made with 23% cholesterol, 47% sphingomyelin, and 30% POPC. The mass-specific image for cholesterol is shown in Figure  4A ; Figure 4B contains a histogram of cholesterol intensities. Fitting the histogram with a Poisson distribution yields a reduced 2 value of 3.0, which suggests that multiple populations, or areas of different cholesterol concentration, are present on the surface. Indeed, the data can be fit to a model containing two distinct populations of cholesterol ( Figure 4B , red trace, R 2 ) 0.96). Mapping the pixels with intensities from 0 to 2, we obtain the image presented in Figure 4C . Figure 4D is the image from the map of pixel intensities 3-10. This demonstrates that analysis of the histogram allows us to better visualize and characterize domains that were previously identified via line scans, 33 giving us a complete image of the size and shape.
Single Cell Imaging of RBL-2H3 Mast Cells. One of our goals is to apply the unique capabilities of TOF-SIMS imaging to analyze the plasma membrane of single cells. These cells are 10-20 µm in diameter, and the membrane features under the experimental conditions used in the present work are submicrometer in size. 34 When imaging single cells, we are working with a small, finite sample volume. The analysis must be carried out in an ultrahigh vacuum environment, and thus great care must be exercised to preserve the arrangement of membrane components. This prerequisite precludes the use of sample pretreatments (vide supra) to enhance ionization efficiency. To further complicate the analysis, the size of membrane features is on the scale of micrometers and in many cases smaller. In addition, membrane components are commonly present in low concentrations on the surface. As a result, the data obtained from these experiments is often difficult to interpret. Thus, we applied our histogram analysis to identify possible populations, or domains, in the plasma membrane.
In Figure 5 , four mass-specific TOF-SIMS images of a single RBL-2H3 cell are shown. The original images were collected using 310 nm pixels, as limited by the focus of the In + primary ion source. The images have been down-binned to 1.2 µm pixels to increase the contrast obtained. For a 100% concentration change in cholesterol, this would correspond to a separation of 3 z. The masses mapped represent the phosphocholine headgroup (PC), cholesterol, the phosphoethanolamine headgroup (PE), and the phosphocholine headgroup plus part of the glycerol backbone (PPC). Phosphocholine containing lipids are the most abundant species in the mammalian cell membrane,and they have the highest ionization efficiency, as evidenced in Figure 5A by the far greater intensity and contrast seen in the PC image. Examination of this image gives information about the size and morphology of the cell. Given the inherent distribution of counting data, combined with varying ionization efficiencies and surface concentrations of the lipid, it is very difficult to draw any conclusions about the lipid species distribution from the images. The commonly used method for identifying heterogeneity, line scans, is problematic on this size scale because the effects of the intensity distribution dominate the generated line profile. To decrease the counting noise in a line scan, adjacent pixels are averaged resulting in a smooth profile. This approach is effective when analyzing domains much larger than a single pixel and having a characteristic location.
2,3 However, this averaging obscures the information contained in single pixels and therefore decreases the spatial resolution. To identify smaller features, a new approach is needed. Single Cell Histograms. To gain further insight into the lipid distribution, we generated intensity histograms for each of the species mapped and show these in Figure 6 . To do this, a region of interest was selected and the intensities for each pixel were then exported to statistical software. The boundary of the cell is derived from the boundary of the PC map for reasons specified above. Secondary ion micrographs (data not shown) confirm that RBL-2H3 cells present a flat surface to the analysis beam. To further minimize cell edge effects on the histogram, the outermost pixel around the cell perimeter was omitted. With analysis of cells that are not adherent and flat, further considerations will be required to account for the effect cell morphology on secondary ion collection efficiency. The mean pixel intensity was again used to generate the theoretical curve predicted by the Poisson distribution to demonstrate the expected intensity distribution from a homogeneous surface. Because each pixel is treated as an independent measurement, the histograms reported in Figure  6 have an n of 452. It is apparent from the PC histogram that there is significant heterogeneity in the distribution of PC-containing lipid species across the surface of the cell. Reduced 2 analysis gives a value of 3.30, indicative of the poor fit. Because of the complexity of the PC histogram, interpreting the biological significance of this result is not possible at this time. Histograms of cholesterol and PE similarly suggest heterogeneous surface distributions of these species, with reduced 2 values of 1.95 and 1.81, respectively. The distribution of cholesterol intensities is discussed in further detail below. The fit for the PPC histogram, with a reduced 2 value of 1.39, suggests a more homogeneous distribution. Because of the low average intensity of PPC, a z-score of <1 is expected for a 100% concentration change. Thus, large variations in concentrations could be concealed in this histogram, and the result must be qualified in this manner. Table 1 displays the reduced  2 values for RBL-2H3 cell images shown in Figure 5 , along with four other representative sets of RBL-2H3 cell images. The corresponding histograms for the cholesterol maps are presented in Figure 6 .
Matrix Effects in Single Cell Plasma Membrane Imaging.
When imaging with TOF-SIMS, it is necessary to consider the influence of matrix effects. It is imperative that the ionization efficiency of the analyte is constant across the surface of the cell to conclude that varying analyte concentration causes fluctuations in ion intensity. The cellular membrane is a tightly regulated, highly organized bilayer structure. The result is that lipids in a membrane consistently arrange themselves in the same orientation, perpendicular to the surface with hydrophilic moieties directed away from the interior. This leads to a repeating packing structure, which provides a consistent number of nearest neighbors with similar chemical properties. 35 If the presence of membrane proteins on the cell surface, when averaged over the pixel area, is assumed to be approximately constant. Given these two assumptions, lipids in the plasma membrane are found in similar chemical environments. Thus, if the membrane is well preserved with cryogenic sample preparation methods, it can be argued that matrix effects in all pixels across the surface are equivalent.
To demonstrate this, the pixels that were in the top 10% of signal intensity for each of the four lipids mapped in Figure 5 were plotted in different colors, Figure 7A -D. The identity of each lipid mass is listed in the figure legend. This image demonstrates that these pixels are well distributed across the surface of the cell, regardless of the lipid moiety, thus validating our assumption that the ionization environment for lipids is relatively uniform across the cell. If the various lipid species ionization efficiencies were not constant across the cell surface, we would expect that high-intensity pixels would appear as clusters on the surface. To further illustrate this lack of clustering, the four lipid masses are Figure 7E . Pixels where overlap occurs are represented by new colors. The occurrence of overlap is then summarized with a histogram in Figure 7F . The identity of the colors is listed below the corresponding bar in the histogram. Figure 7F demonstrates that high intensity pixels most often occur exclusively, which also argues against the existence of ionization hotspots. Distribution of Cholesterol in RBL-2H3 Mast Cells. The histograms produced from cholesterol images suggest the presence of multiple populations or domains in the membrane. To extract more information from the histograms they were fit using multiple Poisson distributions. The mean and fractional surface contribution of the populations were allowed to vary to minimize error and produce the best fit. Figure 8A gives the resulting correlation coefficient as a function of molecular populations used. This plot demonstrates that the data are well described using three populations, and improvement in correlation coefficient is negligible when more curves are employed. This result is consistent for all five cholesterol images analyzed. Thus, the three-parameter model was adopted. An example of the three-curve fit is shown in Figure 8B . The three component curves are shown in Figure 8C to give an idea of the relative contribution of each population. The results obtained for all the images, n ) 5, are summarized in Figure  8D . Examining the means from the fit curves reveals that population 1 has approximately half the cholesterol concentra- tion of population 2, and population 3 has twice the cholesterol concentration of population 2 (data not shown).
FRET and ESR studies indicate that as much as 65% of the cell surface may exist as cholesterol-rich domains in resting mast cells. 36 In addition, it is likely that nanoscopic segregation of these phases occurs in live cells. 37 Therefore it is important to describe the surface distribution of cholesterol in resting RBL-2H3 mast cells. The results shown in Figures 5, 6 , and 8 as well as Table 1 demonstrate that heterogeneity in the lipid distribution of resting mast cells is observed by SIMS imaging. In the case of cholesterol, the evidence suggests that L o domains exist on the cell surface, and even in the absence of cross-linking, heterogeneity in their surface distribution exists. A very important caveat for our TOF-SIMS imaging results is that the RBL-2H3 cells were treated for 2 h at 4°C, which likely leads to quasi-phase separation that is cold-induced. 38, 39 Indeed, plotting the pixels that correspond to each of the population intensities allows a map of these domains to be generated ( Figure 8E ). It is interesting to note that the higher intensities (population 3) are central in the cell, the lowest (population one seem to locate mostly around the outer parts of the cell, and the intermediate intensities (population two) are more spread out across the cell. This representation certainly Reconstructed cell image displaying the locations of the three populations on the surface. The black outline corresponds to the boundary of the cell defined by the PC signal, which was used to generate the histogram. The color scheme for the populations is conserved from part D. For this image, population 1 is defined as pixels containing intensities 0-3, population 2 is 4-7, and population 3 is 8-13. The scale bar is 10 µm. For parts A and D, n ) 5 and the error bars denote standard deviations.
