Abstract-Decision-making procedures, when a set of individual binary labels is processed to produce a unique joint decision, can be approached modeling the individual labels as multivariate independent Bernoulli random variables. This probabilistic model allows an unsupervised solution using EM-based algorithms, which basically estimate the distribution model parameters and take a joint decision using a maximum a posteriori criterion. These methods usually assume that individual decision agents are conditionally independent, an assumption that might not hold in practical setups. Therefore, in this work we formulate and solve the decision-making problem using an EM-based approach, but assuming correlated decision agents. Improved performance is obtained on synthetic and real datasets, compared to classical and state-of-the-art algorithms.
of the confusion matrices of the decision agents. Interestingly, an upper bound of the expected error rate is derived in [11] [12] for the EM algorithm and MAP criterion in terms of the number of decision agents and their accuracy parameters.
Following the problem setup in [6] , a broadly adopted assumption is to consider conditionally independent agents, meaning that there is no communication among them. Under this assumption, the likelihood function of the individual labels breaks down into factors so that the number of parameters of the likelihood function is reduced and the ensemble classification problem becomes more doable. Still, a solution that considers correlated agents can be more appropriate in real applications where agents might be known to share common features. For instance, applications where agents are the same algorithm but with different parameters; agents are trained with the same training data or are specialist from the same school of thought; or even problems with colluding adversaries. The identification of which agents are correlated and which not is out of this work, and interested readers are referred to [13] [14] .
Existing ensemble classification works that allow for correlated agents are somehow scarce and propose setups with significant differences. A classical approach can be found in [15] where a supervised method to identify a writer by extracting binary correlated features of handwritten text is presented. Indeed, a Neyman-Pearson test is used in which conditional probabilities of all possible observations are estimated using training data. More recently, the usefulness of social learning schemes in ensemble learning, where agents make decisions sequentially based on the observed object and precedent decisions of previous agents, is assessed in [4] . Worthy to mention is [13] where correlation between decision agents is modeled through the use of a set of intermediate latent variables, and the parameters required to build the meta-classifier are estimated using the covariance matrix between pairs of decision agents. Similarly, [14] estimates the agents' error probabilities and provides an strategy to estimate the truth labels even in the presence of colluding adversaries.
In this letter we present a binary unsupervised ensemble classification method suited for correlated decision agents. The labels provided by the agents are modeled using a correlated multivariate Bernoulli distribution as in [16] , which is expressed in terms of a set of probability parameters. Following an EM-based algorithm, these parameters are inferred and a final classifier is built. The proposed ensemble classifier is evaluated experimentally both with synthetic and real data sets.
The work is organized as follows. The data model is described in Section II, and Section III presents the ensemble classification method for correlated decision agents. Section IV is devoted to experimental results and finally Section V concludes the work.
II. PROBLEM SETUP WITH CORRELATED AGENTS
Let's consider R decision agents who provide binary labels on M objects and that we want to take a decision on whether each object is positive or negative based on these individual labels. The binary latent variables V := {v m } M m=1 denote the ground truth. We also define the set Y := {y 1 , . . . , y M }, where vector y m is an R-dimensional vector with the binary labels given by the R agents to classify object m th . Each one of these binary labels is modeled as a Bernoulli r.v. We further assume agents can be arranged into G disjoint groups, so that agents belonging to the same group are correlated whereas those of different groups are not. Labels of correlated agents are modeled using a correlated multivariate Bernoulli distribution as in [16] . We denote by R g the number of agents who belong to group g; therefore, R = Since decisions of different groups are assumed conditionally independent, the probability mass function (pmf) of the R binary r.v.'s in y m conditioned on the ground truth is
is a vector which entries are equal to the set of parameters {p
should lie on a probability simplex, i.e. 0 ≤ p n l,g ≤ 1 and
It is worthy to note that the distribution in (1) is more general than if we had assumed conditionally independent agents, albeit at the cost of a greater number of parameters, i.e., in our model the set of unknown parameters is θ := {π, p 1 , p 0 } where π := Pr(v m = 1). The size of θ is 2L + 1, where L increases exponentially with the size of the largest group of correlated agents, instead of 2R + 1 with conditionally independent agents.
III. DETECTION ALGORITHM
Given the dataset Y and the pmf's in (1), it is well known that the classification criterion that minimizes the error probability is the MAP rule given bŷ
This rule requires the knowledge of the probability parameters {p
and prior probabilities Pr(v m = n) for g = 1, ..., G and n ∈ {0, 1}, which can be substituted by the ML estimates. In order to do so, we need the likelihood function of the data set Y which, assuming M independent objects, is equal to a mixture of two R × 1 correlated Bernoulli distributions, i.e.
However, since there is no closed-form maximization of f (Y; θ), we resort to the well-known EM algorithm [17] .
A. EM Algorithm For Correlated Data
The EM algorithm requires the likelihood function of the complete set of r.v.'s , i.e. Y and the hidden or latent r.v.'s V.
The EM algorithm iteratively alternates between the expectation step (E-Step) and the maximization step (M-Step). In the E-Step the following expectation is computed
whereθ t denotes the estimate of the parameters at iteration t, andv t m = Pr{v m = 1|Y;θ t } is the posterior probability of v m at iteration t, equal tô
In the M-Step, the conditional expectation in (6) is maximized with respect to the parameters θ, using Lagrange multipliers to impose the constraints [18] ). Therefore, at iteration t,π t+1 and {p
The resulting EM algorithm is summarized in Algorithm 1 and will be referred to as correlated EM (CEM). The final estimate of the parameters is denoted byθ
in (9) and (10) 
B. Decision Process
Upon convergence of CEM, a decision on each object is taken based on a binary quantification of variablesv 
Input: {v
for g = 1, .., G do 6:
Compute {p
as in (9) 7: Compute {p
as in (10) is generated as independent Bernoulli r.v.'s with parameter π, and the observation vectors y m are obtained according to (1) , after substituting the probability parameters computed in (11) .
Previous works that generate multivariate Bernoulli distributions impose several consistent relations on the joint probability function [19] or mix different independent Bernoulli trials to correlate them [20] . We use instead the procedure described above to better adjust the correlation between labels of the same group g. As independence and uncorrelation are equivalent in a multivariable Bernoulli distribution [16] , in order to obtain . Indeed, the closer {ρ 0 , ρ 1 } are to 0, the more independent the data set is.
A. Results With Synthetic Data
In all simulation trials we provide ρ :=
as a measure of correlation degree. Cases 1-10 (R = 12) are given in Table I . They consist of 1 group with R 1 correlated agents, and R − R 1 groups with one agent each with an accuracy probability of 0.85. Table I includes parameter ρ and the number of unknown parameters of CEM, 2L + 1. Note that in Case 1 all agents are uncorrelated. Further, Case 11 (ρ = 2.27 and 2L + 1 = 237) consists of R = 16 (G = 4) with 3 groups with 5 agents each, and one group with a single malicious agent with an accuracy equal to 0.25; and Case 12 (ρ = 1.70 and 2L + 1 = 67231) consists of R = 50 (G = 27) with one group with R 1 = 15 agents, a second one with R 2 = 10 agents and 25 independent agents, some of them are malicious.
In the experiments, CEM is compared to the following methods: MAP criterion as benchmark; Majority Voting (MV); EM algorithm with all uncorrelated agents initialized to MV, denoted by Uncorrelated EM (UEM); and three state-of-the-art methods, namely the provably Optimal initialized EM (OEM) [9] , the Arbitrary Adversaries based Algorithm (AAA) [14] , and the Latent-Spectral Metalearner (LSM) [13] . For the sake of fairness, LSM assumes the group structure is known instead of estimating it as in [13] . Further, the so-called 'Agents' method is the performance averaged over the individual decisions given by the decision agents.
In a first experiment, Cases 1-12 with labels for M = 1000 binary objects with an a priori probability of π = 0.5 are considered. Fig. 1 shows the relative error ( r ), defined as the ratio of the number of objects erroneously classified to the total number of objects M , averaged over N = 1000 independent runs.
, where F P (F N) denotes False Positive (False Negative), and the accuracy of a classification method is 1 − r . In these cases, CEM is always superior to the rest of methods and the most similar to MAP. Note that CEM, OEM, LSM and UEM perform the same in Case 1 where all agents are independent.
In a second experiment, we generate M = 10 : 10000 objects for Cases 5 and 10 of Table I , and compute r averaged along N = 1000 runs. Results in Fig. 2 show that once more, CEM outperforms LSM, UEM, OEM, AAA and MV in case 5, which has less correlated decision agents. Indeed, it approximates MAP performance from M = 2000. In Case 10, with a higher number of correlated decision agents, CEM is the best from M = 500 onwards, and interestingly CEM performance tends to MAP performance as the number of objects M increases. Table II shows the Mean Square Error (MSE) in dB of the parameter estimates versus M for Case 10. Note that this estimation improves as M increases, resulting in a decreasing relative error ( r ) in Fig. 2 .
First rows of Table III include the classification time of all methods averaging N = 1000 runs for Case 5, with 5 correlated agents; for Case 10 with 10 correlated agents and for M = 1000 and M = 10000; and for Case 12, which biggest group includes 15 agents. We can conclude that, even though the number of parameters in CEM increases exponentially with the size of the largest agents' group, still the computational complexity and [6, 6, 6] performance of CEM is competitive with respect to other stateof-the-art methods for sizes of the largest group up to 10-15, if necessary at the expense of a higher number of objects M as in Case 10.
B. Results With Real Datasets
Two UCI repository real datasets from archive.ics.uci.edu have been selected to validate the CEM algorithm. The Spam dataset consists of N = 4601 56-featured instances of an e-mail text that can be spam. The HTRU2 dataset consists of N = 17898 8-featured instances of a star observation that potentially can be a pulsar star. For each one of the datasets, R = 18 classifiers are checked using G = 3 groups with R 1 = 6 neural networks, R 2 = 6 support vector machines and R 3 = 6 decision tree classifiers, with a total of 2L + 1 = 385 unknown parameters. Each individual classifier is firstly trained on a randomly chosen subset. Then, a separate single independent test dataset with M = 1150 instances for Spam and M = 4474 instances for Star is used to obtain the set Y := {y 1 , ..., y M } with y m ∈ R 18 . Table IV shows the relative error r obtained averaged over 1000 realizations, and last rows in Table III show the classification time spent in these experiments. CEM attains the best performance for Spam case, and LSM and CEM are the best ones for the Stars, with less computational cost for CEM.
V. CONCLUSION
A new unsupervised ensemble classification method for optimally combining labels provided by correlated decision agents is presented. As shown with numerical results using synthetic and real datasets, the proposed method achieves a higher classification accuracy than other classical and state-of-the-art algorithms for medium-size groups of correlated agents. Moreover, even though the number of parameters of the proposed method scales exponentially with the number of correlated agents, the computational time is still competitive compared to other state-of-theart methods and accuracy improves as the number of objects to classify increases. Further work includes the generalization to multiple classes; dealing with missing labels; on-line implementations to estimate agents' performance, especially if they are going to be used later on; and identification of correlated groups.
