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INTERSECTION SPACES, PERVERSE SHEAVES
AND TYPE IIB STRING THEORY
MARKUS BANAGL, NERO BUDUR, AND LAURENT¸IU MAXIM
Abstract. The method of intersection spaces associates rational Poincare´ complexes
to singular stratified spaces. For a conifold transition, the resulting cohomology theory
yields the correct count of all present massless 3-branes in type IIB string theory, while
intersection cohomology yields the correct count of massless 2-branes in type IIA the-
ory. For complex projective hypersurfaces with an isolated singularity, we show that the
cohomology of intersection spaces is the hypercohomology of a perverse sheaf, the inter-
section space complex, on the hypersurface. Moreover, the intersection space complex
underlies a mixed Hodge module, so its hypercohomology groups carry canonical mixed
Hodge structures. For a large class of singularities, e.g., weighted homogeneous ones,
global Poincare´ duality is induced by a more refined Verdier self-duality isomorphism for
this perverse sheaf. For such singularities, we prove furthermore that the pushforward
of the constant sheaf of a nearby smooth deformation under the specialization map to
the singular space splits off the intersection space complex as a direct summand. The
complementary summand is the contribution of the singularity. Thus, we obtain for such
hypersurfaces a mirror statement of the Beilinson-Bernstein-Deligne decomposition of the
pushforward of the constant sheaf under an algebraic resolution map into the intersection
sheaf plus contributions from the singularities.
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1. Introduction
In addition to the four dimensions that model our space-time, string theory requires
six dimensions for a string to vibrate. Supersymmetry considerations force these six real
dimensions to be a Calabi-Yau space. However, given the multitude of known topologically
distinct Calabi-Yau 3-folds, the string model remains undetermined. So it is important
to have mechanisms that allow one to move from one Calabi-Yau space to another. In
Physics, a solution to this problem was first proposed by Green-Hu¨bsch [11, 12] who
conjectured that topologically distinct Calabi-Yau’s are connected to each other by means
of conifold transitions, which induce a phase transition between the corresponding string
models.
A conifold transition starts out with a smooth Calabi-Yau 3-fold, passes through a sin-
gular variety — the conifold — by a deformation of complex structure, and arrives at a
topologically distinct smooth Calabi-Yau 3-fold by a small resolution of singularities. The
deformation collapses embedded three-spheres (the vanishing cycles) to isolated ordinary
double points, while the resolution resolves the singular points by replacing them with
CP1’s. In Physics, the topological change was interpreted by Strominger by the condensa-
tion of massive black holes to massless ones. In type IIA string theory, there are charged
two-branes that wrap around the CP1 2-cycles, and which become massless when these
2-cycles are collapsed to points by the (small) resolution map. Goresky-MacPherson’s in-
tersection homology [8], [9] of the conifold accounts for all of these massless two-branes ([1,
Proposition 3.8]), and since it also satisfies Poincare´ duality, may be viewed as a physically
correct homology theory for type IIA string theory. Similarly, in type IIB string theory
there are charged three-branes wrapped around the vanishing cycles, and which become
massless as these vanishing cycles are collapsed by the deformation of complex structure.
Neither ordinary homology nor intersection homology of the conifold account for these
massless three-branes. So a natural problem is to find a physically correct homology the-
ory for the IIB string theory. A solution to this question was suggested by the first author
in [1] via his intersection space homology theory.
In [1], the first author develops a homotopy-theoretic method which associates to certain
types of singular spaces X (e.g., a conifold) a CW complex IX , called the intersection
space of X , which is a (reduced) rational Poincare´ complex, i.e., its reduced homology
groups satisfy Poincare´ Duality over the rationals. The intersection space IX associated
to a singular space X is constructed by replacing links of singularities of X by their
corresponding Moore approximations, a process called spatial homology truncation. The
intersection space homology
HI∗(X ;Q) := H∗(IX ;Q)
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is not isomorphic to the intersection homology of the space X , and in fact it can be seen
that in the middle degree and for isolated singularities, this new theory takes more cycles
into account than intersection homology. For a conifold X , Proposition 3.6 and Theorem
3.9 in [1] establish that the dimension of HI3(X) equals the number of physically present
massless 3-branes in IIB theory.
In mirror symmetry, given a Calabi-Yau 3-fold X , the mirror map associates to it
another Calabi-Yau 3-fold Y so that type IIB string theory on R4×X corresponds to type
IIA string theory on R4 × Y . If X and Y are smooth, their Betti numbers are related by
precise algebraic identities, e.g., β3(Y ) = β2(X)+β4(X)+2, etc. Morrison [19] conjectured
that the mirror of a conifold transition is again a conifold transition, but performed in the
reverse order (i.e., by exchanging resolutions and deformations). Thus, if X and Y are
mirrored conifolds (in mirrored conifold transitions), the intersection space homology of
one space and the intersection homology of the mirror space form amirror-pair, in the sense
that β3(IY ) = Iβ2(X)+Iβ4(X)+2, etc., where Iβi denotes the i-th intersection homology
Betti number (see [1] for details). This suggests that it should be possible to compute
the intersection space homology HI∗(X ;Q) of a variety X in terms of the topology of a
smoothing deformation, by “mirroring” known results relating the intersection homology
groups IH∗(X ;Q) of X to the topology of a resolution of singularities. Moreover, the
above identity of Betti numbers can serve as a beacon in constructing a mirror Y for a
given singular X , as it restricts the topology of those Y that can act as a mirror of X .
This point of view was exploited in [3], where the first and third authors considered
the case of a hypersurface X ⊂ CPn+1 with only isolated singularities. For simplicity, let
us assume that X has only one isolated singular point x, with Milnor fiber Fx and local
monodromy operator Tx : Hn(Fx)→ Hn(Fx). Let Xs be a nearby smoothing of X . Then
it is shown in [3] that H∗(IX ;Q) is a vector subspace of H∗(Xs;Q), while an isomorphism
holds iff the local monodromy operator Tx is trivial (i.e., in the case when X is a small
degeneration of Xs). This result can be viewed as mirroring the well-known fact that the
intersection homology groups IHi(X ;Q) of X are vector subspaces of the corresponding
homology groups Hi(X˜;Q) of any resolution X˜ of X , with an isomorphism in the case of
a small resolution (e.g., see [5, 10]).
Guided by a similar philosophy, in this paper we construct a perverse sheaf ISX , the
intersection-space complex, whose global hypercohomology calculates (abstractly) the in-
tersection space cohomology groups of a projective hypersurface X ⊂ CPn+1 with one
isolated singular point. Our result “mirrors” the fact that the intersection cohomology
groups can be computed from a perverse sheaf, namely the intersection cohomology com-
plex ICX . We would like to point out that for general X there cannot exist a perverse
sheaf P on X such that HI∗(X ;Q) can be computed from the hypercohomology group
H∗(X ;P), as follows from the stalk vanishing conditions that such a P satisfies. How-
ever, Theorem 3.2 of the present paper shows that this goal can be achieved in the case
when X is a hypersurface with only isolated singularities in a (smooth) deformation space,
this being in fact the main source of examples for conifold transitions. Furthermore, by
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construction, the intersection space complex ISX underlies a mixed Hodge module, there-
fore its hypercohomology groups carry canonical mixed Hodge structures. This result
“mirrors” the corresponding one for the intersection cohomology complex ICX .
It follows from the above interpretation of intersection space cohomology that the groups
H∗(X ; ISX) satisfy Poincare´ duality globally, which immediately raises the question,
whether this duality is induced by a more powerful (Verdier-) self-duality isomorphism
D(ISX) ≃ ISX in the derived category of constructible bounded sheaf complexes on X .
Part (c) of our main Theorem 3.2 (see also Corollary 3.14) affirms that this is indeed
the case, provided the local monodromy Tx at the singular point is semi-simple in the
eigenvalue 1. This assumption is satisfied by a large class of isolated singularities, e.g., the
weighted homogeneous ones.
Our fourth result “mirrors” the Beilinson-Bernstein-Deligne decomposition [4] of the
pushforward Rf∗QX˜ [n] of the constant sheaf QX˜ under an algebraic resolution map f :
X˜ → X into the intersection sheaf ICX of X plus contributions from the singularities of
X . Suppose that X sits as X = π−1(0) in a family π : X˜ → S of projective hypersurfaces
over a small disc around 0 ∈ C such that Xs = π
−1(s) is smooth over nearby s ∈ S,
s 6= 0. Under the above assumption on the local monodromy Tx at the singular point, we
prove (cf. Theorem 3.2(c) and Corollary 3.10) that the nearby cycle complex ψπQX˜ [n], a
perverse sheaf on X , splits off the intersection space complex ISX as a direct summand (in
the category of perverse sheaves). The complementary summand has the interpretation
as being contributed by the singularity x, since it is supported only over {x}. For s
sufficiently close to 0, there is a map sp : Xs → X , the specialization map. It follows by
the decomposition of the nearby cycle complex that the (derived) pushforward Rsp∗QXs [n]
of the constant sheaf on a nearby smoothing of X splits off ISX as a direct summand,
Rsp∗QXs [n] ≃ ISX ⊕ C.
Finally, we would like to point out that since our paper is about a certain perverse sheaf
and its properties, and perverse sheaves are somewhat complicated objects, it would be
valuable to have an alternative, more elementary description of the perverse sheaf under
consideration. To this end, we note that there are various more “elementary” descrip-
tions of the category of perverse sheaves available, for example the zig-zag category of
MacPherson-Vilonen [15]. The latter description is particularly applicable for stratifica-
tions whose singular strata are contractible. Since this is the case in the present paper,
it is desirable to understand the intersection space complex ISX and its properties and
associated short exact sequence also on the level of zig-zags. We do provide such an anal-
ysis in Sections 3.3 and 3.4. In particular, under the above technical assumption on the
local monodromy operator, we derive the splitting and the self-duality of the intersection
space complex also directly on the level of zig-zags.
In [13], T. Hu¨bsch asks for a homology theory SH∗ (“stringy homology”) on 3-folds X,
whose singular set Σ contains only isolated singularities, such that
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(SH1) SH∗ satisfies Poincare´ duality,
(SH2) SHi(X) ∼= Hi(X − Σ) for i < 3,
(SH3) SH3(X) is an extension of H3(X) by ker(H3(X − Σ)→ H3(X)),
(SH4) SHi(X) ∼= Hi(X) for i > 3.
Such a theory would record both the type IIA and the type IIB massless D-branes simul-
taneously. Intersection homology satisfies all of these axioms with the exception of axiom
(SH3). Regarding (SH3), Hu¨bsch notes further that “the precise nature of this extension
is to be determined from the as yet unspecified general cohomology theory.” Using the
homology of intersection spaces one obtains an answer: The group HI3(X ;Q) satisfies
axiom (SH3) for any 3-fold X with isolated singularities and simply connected links. On
the other hand, HI∗(X ;Q) does not satisfy axiom (SH2) (and thus, by Poincare´ duality,
does not satisfy (SH4)), although it does satisfy (SH1) (in addition to (SH3)). The pair
(IH∗(X ;Q), HI∗(X ;Q)) does contain all the information that SH∗(X) satisfying (SH1)–
(SH4) would contain and so may be regarded as a solution to Hu¨bsch’ problem. In fact,
one could set
SHi(X) =
{
IHi(X ;Q), i 6= 3,
HIi(X), i = 3.
This SH∗ then satisfies all axioms (SH1)–(SH4). A construction of SH∗ using the de-
scription of perverse sheaves by MacPherson-Vilonen’s zig-zags [15] has been given by A.
Rahman in [20] for isolated singularities. As already mentioned above, zig-zags are also
used in the present paper to obtain topological interpretations of our splitting and self-
duality results.
Acknowledgments. We thank Morihiko Saito for useful discussions. We also thank
Jo¨rg Schu¨rmann for valuable comments on an earlier version of this paper, and for sharing
with us his preprint [6].
2. Prerequisites
2.1. Isolated hypersurface singularities. Let f be a homogeneous polynomial in n+2
variables with complex coefficients such that the complex projective hypersurface
X = X(f) = {x ∈ Pn+1 | f(x) = 0}
has only one isolated singularity x. Locally, identifying x with the origin of Cn+1, the
singularity is described by a reduced analytic function germ
g : (Cn+1, 0) −→ (C, 0).
Let Bǫ ⊂ C
n+1 be a closed ball of radius ǫ > 0 centered at the origin and let Sǫ be its
boundary, a sphere of dimension 2n+1. Then, according to Milnor [16], for ǫ small enough,
the intersection X∩Bǫ is homeomorphic to the cone over the link L = X∩Sǫ = {g = 0}∩Sǫ
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of the singularity x, and the Milnor map of g at radius ǫ,
g
|g|
: Sǫ \ L −→ S
1,
is a (locally trivial) fibration. The link L is a (n − 2)-connected (2n − 1)-dimensional
submanifold of Sǫ. The fiber F
◦ of the Milnor map is an open smooth manifold of real
dimension 2n, which shall be called the open Milnor fiber at x. Let F be the closure in
Sǫ of the fiber of g/|g| over 1 ∈ S
1. Then F , the closed Milnor fiber of the singularity,
is a compact manifold with boundary ∂F = L, the link of x. Note that F ◦ and F are
homotopy equivalent, and in fact they have the homotopy type of a bouquet of n-spheres,
see [16]. The number µ of spheres in this bouquet is called the Milnor number and can be
computed as
µ = dimC
On+1
Jg
,
with On+1 = C{x0, . . . , xn} the C-algebra of all convergent power series in x0, . . . , xn,
and Jg = (∂g/∂x0, . . . , ∂g/∂xn) the Jacobian ideal of the singularity. Associated with the
Milnor fibration F ◦ →֒ Sǫ−L→ S
1 is a monodromy homeomorphism h : F ◦ → F ◦. Using
the identity L→ L, h extends to a homeomorphism h : F → F because L is the binding
of the corresponding open book decomposition of Sǫ. This homeomorphism induces the
(local) monodromy operator
Tx = h∗ : H∗(F ;Q)
∼=
−→ H∗(F ;Q).
If n ≥ 2, the difference between the monodromy operator and the identity fits into the
Wang sequence of the fibration,
(1) 0→ Hn+1(Sǫ − L;Q)→ Hn(F ;Q)
Tx−1−→ Hn(F ;Q)→ Hn(Sǫ − L;Q)→ 0.
2.2. Intersection space (co)homology of projective hypersurfaces. Let X be a
complex projective hypersurface of dimension n > 2 with only one isolated singular point x.
The assumption on dimension is needed to assure that the link L of x is simply-connected,
so the intersection space IX can be defined as in [1]. The actual definition of an intersection
space is not needed in this paper, only the calculation of Betti numbers, as described in
the next theorem, will be used in the sequel. Nevertheless, let us indicate briefly how IX
is obtained from X . Let M be the complement of an open cone neighborhood of x so that
M is a compact manifold with boundary ∂M = L. Given an integer k, a spatial homology
k-truncation is a topological space L<k such that Hi(L<k) = 0 for i ≥ k, together with
a continuous map f : L<k → L which induces a homology-isomorphism in degrees i < k.
Using the truncation value k = n, the intersection space IX is the homotopy cofiber of
the composition
L<n
f
−→ L = ∂M
incl
−→M.
Let Xs be a nearby smooth deformation of X . Denote by Tx the monodromy operator on
the middle cohomology of the Milnor fiber of the hypersurface germ (X, x). Denote by
HI∗(X ;Q) := H∗(IX ;Q)
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the intersection-space cohomology of X .
Theorem 2.1. ([3][Thm.4.1, Thm.5.2]) Under the above assumptions and notations the
following holds:
dimHI i(X ;Q) =
 dimH
i(Xs;Q) if i 6= n, 2n;
dimH i(Xs;Q)− rk(Tx − 1) if i = n;
0 if i = 2n.
Moreover, if Hn−1(L;Z) is torsion-free, then for i 6= n the above equality is given by
canonical isomorphisms of vector spaces induced by a continuous map.
2.3. Perverse sheaves. Let X be a complex algebraic variety of complex dimension n,
and Db(X) the bounded derived category of complexes of sheaves of rational vector spaces
on X . If X is a Whitney stratification of X , we say that K ∈ Db(X) is X -cohomologically
constructible if, for all i ∈ Z and any (pure) stratum S of X , the cohomology sheaves
Hi(K)|S are locally constant with finite dimensional stalks on S. We denote by D
b
c(X)
the derived category of bounded constructible sheaf complexes on X , i.e., the full subcate-
gory of Db(X) consisting of those complexes which are cohomologically constructible with
respect to some stratification of X .
The abelian category of perverse sheaves on X is the full sub-category Perv(X) of
Dbc(X) whose objects are characterized as follows. Assume K ∈ D
b
c(X) is cohomologically
constructible with respect to a stratification X of X , and denote by il : Sl →֒ X the
corresponding embedding of a stratum of complex dimension l. Then K is perverse if it
satisfies the following properties:
(i) condition of support:
Hj(i∗lK) = 0, for any l and j with j > −l,
(ii) condition of cosupport:
Hj(i!lK) = 0, for any l and j with j < −l.
If X is smooth, then any K ∈ Dbc(X), which is constructible with respect to the intrinsic
Whitney stratification of X with only one stratum, is perverse if and only if K is (up to
a shift) just a local system. More precisely, in this case we have that K ≃ H−n(K)[n].
More generally, if K ∈ Perv(X) is supported on a closed l-dimensional stratum Sl, then
K ≃ H−l(K)[l].
Let us also recall here that the Verdier duality functor as well as restriction to open
subsets preserve perverse objects.
In this paper, we will be interested in the situation when the variety X has only iso-
lated singularities. For example, if X has only one singular point x, then X can be given a
Whitney stratification X with only two strata: {x} and X \ {x}. Denote by i : {x} →֒ X
and j : X \ {x} →֒ X the corresponding closed and open embeddings. Then a complex
K ∈ Dbc(X), which is constructible with respect to X , is perverse on X if j
∗K[−n] is coho-
mologically a local system on X◦ := X \ {x} and, moreover, the following two conditions
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hold:
Hj(i∗K) = 0, for any j > 0,
and
Hj(i!K) = 0, for any j < 0.
2.4. Nearby and vanishing cycles. Let π : X˜ → S be a projective morphism from an
(n+1)-dimensional complex manifold onto a small disc S around the origin in C. Assume
π to be smooth except over 0. Denote by X = π−1(0) the singular zero-fiber and by
Xs = π
−1(s) (s 6= 0) the smooth projective variety which is the generic fiber of π.
Let ψπ, φπ : D
b
c(X˜) → D
b
c(X) denote the nearby and, respectively, vanishing cycle
functors of π (e.g., see [7] and the references therein). These functors come equipped with
monodromy automorphisms, both of which will be denoted by T . Instead of defining the
nearby and vanishing cycle functors, we list their main properties as needed in this paper.
First, we have that
(2) H i(Xs;Q) = H
i(X ;ψπQX˜),
and, for a point inclusion ix : {x} →֒ X with Fx the Milnor fiber of the hypersurface
singularity germ (X, x),
(3) H i(Fx;Q) = H
i(i∗xψπQX˜)
and
(4) H˜ i(Fx;Q) = H
i(i∗xφπQX˜),
with compatible monodromies Tx and T . Moreover, the support of the vanishing cycles is
(5) Supp(φπQX˜) = Sing(X),
the singular locus of X , see [7][Cor.6.1.18]. In particular, if X has only isolated singulari-
ties, then:
(6) Hi(X ;φπQX˜) =
⊕
x∈Sing(X)
H˜ i(Fx;Q).
By the definition of vanishing cycles, for every constructible sheaf complex K ∈ Dbc(X˜)
there is a unique distinguished triangle
(7) t∗K
sp
−→ ψπK
can
−→ φπK
[+1]
−→
in Dbc(X), where t : X →֒ X˜ is the inclusion of the zero-fiber of π. There is a similar
distinguished triangle associated to the variation morphism, see [14][p.351-352], namely:
(8) φπK
var
−→ψπK −→ t
![2]K
[+1]
−→ .
The variation morphism var : φπK → ψπK is heuristically defined by the cone of the pair
of morphisms (but see the above reference [14] for a formal definition):
(0, T − 1) : [t∗K → ψπK] −→ [0→ ψπK].
Moreover, we have: can ◦ var = T − 1 and var ◦ can = T − 1.
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The monodromy automorphism T acting on the nearby and vanishing cycle functors
has a Jordan decomposition T = Tu ◦ Ts = Ts ◦ Tu, where Ts is semisimple (and locally of
finite order) and Tu is unipotent. For any λ ∈ Q and K ∈ D
b
c(X˜), let us denote by ψπ,λK
the generalized λ-eigenspace for T , and similarly for φπ,λK. By the definition of vanishing
cycles, the canonical morphism can induces morphisms
can : ψπ,λK −→ φπ,λK
which are isomorphisms for λ 6= 1, and there is a distinguished triangle
(9) t∗K
sp
−→ ψπ,1K
can
−→ φπ,1K
[+1]
−→ .
There are decompositions
(10) ψπ = ψπ,1 ⊕ ψπ, 6=1 and φπ = φπ,1 ⊕ φπ, 6=1
so that Ts = 1 on ψπ,1 and φπ,1, and Ts has no 1-eigenspace on ψπ, 6=1 and φπ, 6=1. Moreover,
can : ψπ, 6=1 → φπ, 6=1 and var : φπ, 6=1 → ψπ, 6=1 are isomorphisms.
Let
N := log(Tu),
and define the morphism Var
(11) φπK
Var
−→ψπK
by the cone of the pair (0, N), see [21]. (We omit the Tate twist (−1) appearing in loc.
cit., since it is not relevant for the topological considerations below.) Moreover, we have
can ◦ Var = N and Var ◦ can = N , and there is a distinguished triangle:
(12) φπ,1K
Var
−→ψπ,1K −→ t
![2]K
[+1]
−→ .
The functors ψπ[−1] and φπ[−1] fromD
b
c(X˜) toD
b
c(X) commute with the Verdier duality
functor D up to natural isomorphisms [17], and send perverse sheaves to perverse sheaves.
To simplify the notation, we denote the perverse nearby and vanishing cycle functors by
pψπ := ψπ[−1] and
pφπ := φπ[−1],
respectively.
The functors pψπ and
pφπ acting on perverse sheaves (such as QX˜ [n+1]) lift to functors
ψHπ : MHM(X˜) → MHM(X) and resp. φ
H
π : MHM(X˜) → MHM(X) defined on the
category MHM(X˜) of mixed Hodge modules on X˜, see [23]. More precisely, if
rat :MHM(X˜)→ Perv(X˜)
(and similarly for X) is the forgetful functor assigning to a mixed Hodge module the
underlying perverse sheaf, then
rat ◦ ψHπ =
pψπ ◦ rat and rat ◦ φ
H
π =
pφπ ◦ rat .
Moreover, the above morphisms can, N , Var and decompositions pψπ =
pψπ,1 ⊕
pψπ, 6=1
(and similarly for pφπ) lift to the category of mixed Hodge modules, see [21, 23] for details.
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The following semisimplicity criterion for perverse sheaves will be needed in Lemma 2.3
below, see [21][Lemma 5.1.4] (as reformulated in [24][(1.6)]):
Proposition 2.2. Let Z be a complex manifold and K be a perverse sheaf on Z. Then
the following conditions are equivalent:
(a) In the category Perv(Z) one has a splitting
pφg,1(K) = Ker (Var :
pφg,1(K)→
pψg,1(K))⊕ Image (can :
pψg,1(K)→
pφg,1(K))
for any locally defined holomorphic function g on Z.
(b) K admits a decomposition by strict support, i.e., it can be written canonically as a
direct sum of twisted intersection cohomology complexes.
We can now state one of the key technical results needed in the proof of our main
theorem:
Lemma 2.3. Let π : X˜ → S be a projective morphism from an (n + 1)-dimensional
complex manifold onto a small disc S around the origin in C. Then, for any i ∈ Z, the
restriction of the Q-vector space homomorphism
varQ : H
i(X ;φπQX˜)→ H
i(X ;ψπQX˜)
(induced by the variation morphism var : φπ → ψπ) on the image of the endomorphism
T − 1 acting on Hi(X ;φπQX˜) is one-to-one.
Proof. Let π̂ : X → {0} be the restriction of π to its zero-fiber, and denote by s the
coordinate function on the disc S ⊂ C (with s ◦ π = π). Then we have
Hi(X ;φπQX˜) ≃ H
i−n(X ; pφπQX˜ [n+ 1])
≃ H i−n(Rπ̂∗(
pφπQX˜ [n + 1]))
≃ pHi−n(Rπ̂∗(
pφπQX˜ [n+ 1]))
≃ pHi−n(Rπ̂∗(
pφs◦πQX˜ [n + 1]))
≃ pφs(
pHi−n(Rπ∗QX˜ [n + 1]))
(13)
where pH denotes the perverse cohomology functor, and the last identity follows by proper
base-change (see [23][Theorem 2.14]). Similarly, we have
Hi(X ;ψπQX˜) ≃
pψs(
pHi−n(Rπ∗QX˜ [n + 1])),
and these isomorphisms are compatible with the monodromy actions and they commute
with the morphisms can and var .
Therefore, it suffices to prove the claim for the morphisms var and T − 1 acting on
pφs(
pHj(Rπ∗QX˜ [n + 1])), j ∈ Z.
Moreover, since var is an isomorphism on pφs, 6=1, we can replace
pφs(
pHj(Rπ∗QX˜ [n+ 1]))
by pφs,1(
pHj(Rπ∗QX˜ [n+ 1])). But on
pφs,1(
pHj(Rπ∗QX˜ [n+ 1])) we have that Ts = 1 and
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T = Tu. Thus on this eigenspace, with Tn the nilpotent morphism Tn = 1− Tu,
N = log T = log Tu = −
∞∑
k=1
1
k
T kn = (T − 1)(1 + TN),
where TN =
∑∞
k=1
1
k+1
T kn is nilpotent. In particular, 1+TN is an automorphism. Hence the
endomorphisms N and T−1 acting on pφs,1(
pHj(Rπ∗QX˜ [n+1])) have the same image. Sim-
ilarly, the morphisms var and Var also differ by an automorphism on pφs,1(
pHj(Rπ∗QX˜ [n+
1])), so in particular they have the same kernel. Hence we can further replace T − 1 by
N , and var by Var .
Next note that by the decomposition theorem of [21], the perverse sheaf pHj(Rπ∗QX˜ [n+
1]) on S admits a decomposition by strict support, i.e., it can be written canonically as a
direct sum of twisted intersection cohomology complexes. Therefore, by the semisimplicity
criterion of Proposition 2.2, applied to S with the coordinate function s, we have a splitting:
pφs,1(
pHj(Rπ∗QX˜ [n + 1])) = Ker (Var :
pφs,1 →
pψs,1)⊕ Image (can :
pψs,1 →
pφs,1) .
Moreover, since can ◦ Var = N on φs,1, we have that
Image(N) ⊂ Image (can : pψs,1 →
pφs,1) ,
which by the above splitting is equivalent to
Image(N) ∩Ker (Var : pφs,1 →
pψs,1) = {0}.
This finishes the proof of our claim.

2.5. Zig-zags. Relation to perverse sheaves. We will adapt the results of [15] to the
situation we are interested in, namely, that of a n-dimensional complex algebraic variety
with only one isolated singular point x. Let as above, denote by X◦ = X \{x} the regular
locus and j : X◦ →֒ X and i : {x} →֒ X the open, respectively closed, embeddings.
Throughout this paper, we will only consider complexes of sheaves (e.g., perverse sheaves)
which are constructible with respect to the Whitney stratification of X consisting of the
two strata X◦ and {x}.
The zig-zag category Z(X, x) is defined as follows. An object in Z(X, x) consists of a
tuple (P, A, B, α, β, γ), with P ∈ Perv(X◦) (hence P = L[n], for L a local system with
finite dimensional stalks on X◦), and A and B fit into an exact sequence of vector spaces
(14) H−1(i∗Rj∗P)
α
−−−→ A
β
−−−→ B
γ
−−−→ H0(i∗Rj∗P).
A morphism in Z(X, x) between two zig-zags (P, A, B, α, β, γ) and (P ′, A′, B′, α′, β ′, γ′)
consists of a morphism p : P → P ′ in Perv(X◦), and vector space homomorphisms
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A→ A′, B → B′, together with a commutative diagram:
(15)
H−1(i∗Rj∗P)
α
−−−→ A
β
−−−→ B
γ
−−−→ H0(i∗Rj∗P)yp∗ y y yp∗
H−1(i∗Rj∗P
′)
α′
−−−→ A′
β′
−−−→ B′
γ′
−−−→ H0(i∗Rj∗P
′).
The zig-zag functor Z : Perv(X)→ Z(X, x) is defined by sending an object K ∈ Perv(X)
to the triple (j∗K,H0(i!K), H0(i∗K)), together with the exact sequence:
(16) H−1(i∗Rj∗j
∗K) −−−→ H0(i!K) −−−→ H0(i∗K) −−−→ H0(i∗Rj∗j
∗K).
A morphism κ : K → K ′ in Perv(X) induces a morphism Z(κ) : Z(K)→ Z(K ′) given by
applying the functors H∗(i∗Rj∗j
∗−), H0(i!−) and H0(i∗−) to κ to get the vertical maps
of
H−1(i∗Rj∗j
∗K)
α
−−−→ H0(i!K)
β
−−−→ H0(i∗K)
γ
−−−→ H0(i∗Rj∗j
∗K)y y y y
H−1(i∗Rj∗j
∗K ′)
α′
−−−→ H0(i!K ′)
β′
−−−→ H0(i∗K ′)
γ′
−−−→ H0(i∗Rj∗j
∗K ′).
Remark 2.4. The exact sequence (16) is part of the cohomology long exact sequence
corresponding to the distinguished triangle
i!K → i∗K → i∗Rj∗j
∗K
[1]
→ ,
obtained by applying the functor i∗ to the attaching triangle:
i!i
!K → K → Rj∗j
∗K
[1]
→ .
Perverse sheaves and zig-zags are related by the following result of MacPherson and
Vilonen:
Theorem 2.5. ([15][Thm.2.1,Cor.2.2])
(a) The zig-zag functor Z : Perv(X) → Z(X, x) gives rise to a bijection between
isomorphism classes of objects of Perv(X) to the isomorphism classes of objects
of Z(X, x).
(b) For any two objects K and K ′ in Perv(X), with β and β ′ denoting the maps
H0(i!K)
β
→ H0(i∗K) and H0(i!K ′)
β′
→ H0(i∗K ′), there is an exact sequence:
(17) 0→ Hom(Coker(β),Ker(β ′))→ Hom(K,K ′)
Z
→ Hom(ZK,ZK ′)→ 0.
In particular, if either β or β ′ is an isomorphism, then Z induces an isomorphism
Hom(K,K ′) ∼= Hom(ZK,ZK ′).
The following example is of interest to us:
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Example 2.6. (Nearby cycles)
Let us consider the situation described in Section 2.4, i.e., a family of projective n-
dimensional hypersurfaces π : X˜ → S with zero fiber X := π−1(0) with only one isolated
singularity x. Denote by F the (closed) Milnor fiber, and by L = ∂F the corresponding
link at x. The zig-zag associated to the perverse sheaf ψπ(QX˜ [n]) ∈ Perv(X) consists of
the triple (QX◦ [n], H
n(F, L;Q), Hn(F ;Q)), together with the exact sequence
(18) Hn−1(L;Q)→ Hn(F, L;Q)→ Hn(F ;Q)→ Hn(L;Q),
which is in fact the relevant part of the cohomology long exact sequence for the pair (F, L).
Indeed, we have the following identifications:
Hk(i∗Rj∗j
∗ψπ(QX˜ [n])) ≃ H
k(i∗Rj∗QX◦ [n]) ≃ H
k+n(i∗Rj∗QX◦) ≃ H
k+n(L;Q),
H0(i∗ψπ(QX˜ [n])) ≃ H
n(i∗ψπQX˜) ≃ H
n(F ;Q),
H0(i!ψπ(QX˜ [n])) ≃ H
n
c (F
◦;Q) ≃ Hn(F, L;Q),
with F ◦ = F \ L denoting as before the open Milnor fiber. Finally, note that if n ≥ 2, by
using the fact that F is (n − 1)-connected we deduce that the leftmost arrow in (18) is
injective, while the rightmost arrow is surjective.
3. Main results
In this section we define the intersection-space complex and study its properties.
3.1. Construction. Let X be a complex projective hypersurface of dimension n > 2
with only one isolated singular point x. Then the link L of x is simply-connected and the
intersection space IX is defined as in [1]. In this section, we construct a perverse sheaf on
X , which we call the intersection-space complex and denote it ISX , such that
(19) dimHi(X ; ISX [−n]) = dimHI
i(X ;Q)
for all i, except at i = 2n.
As in Section 2.4, let π : X˜ → S be a deformation of X , where S is a small disc
around the origin in C, the total space X˜ is smooth, and the fibers Xs for s 6= 0 are
smooth projective hypersurfaces in Pn+1. Define C to be the image in the abelian category
Perv(X) of the morphism of perverse sheaves
(20) T − 1 : φπQX˜ [n] −→ φπQX˜ [n],
with φπ the vanishing cycle functor for π. So we have a monomorphism of perverse sheaves
(21) C →֒ φπQX˜ [n].
By (5), both perverse sheaves C and φπQX˜ [n] are supported only on the singular point x.
Composing (21) with the variation morphism
(22) var : φπQX˜ [n] −→ ψπQX˜ [n],
we obtain a morphism of perverse sheaves
(23) ι : C −→ ψπQX˜ [n].
Thus we can make the following definition:
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Definition 3.1. The intersection-space complex of X is defined as
(24) ISX := Coker(ι : C −→ ψπQX˜ [n]) ∈ Perv(X).
It is clear from the definition that ISX is a perverse sheaf. In the next section, we show
that ISX satisfies the identity (19) on Betti numbers. The latter fact also motivates the
terminology. Moreover, for certain types of singularities (e.g., weighted homogeneous),
ISX is self-dual and it carries a decomposition similar to the celebrated BBD decomposi-
tion theorem [4].
3.2. Main theorem. The main result of this paper is the following:
Theorem 3.2. (a) The intersection-space complex ISX recovers the intersection-space
cohomology. More precisely, there are abstract isomorphisms
Hi(X ; ISX [−n]) ≃
{
HI i(X ;Q) if i 6= 2n
H2n(Xs;Q) = Q if i = 2n.
(25)
(b) The hypercohomology groups Hr(X ; ISX) carry natural mixed Hodge structures.
Moreover, if the local monodromy Tx at x is semi-simple in the eigenvalue 1, then:
(c) There is a canonical splitting
(26) ψπQX˜ [n] ≃ ISX ⊕ C.
(d) The intersection-space complex is self-dual. In particular, there is a non-degenerate
pairing
(27) H−i(X ; ISX)×H
i(X ; ISX)→ Q.
Before proving the theorem, let us note the following:
Remark 3.3. (i) If π is a small deformation of X , i.e., if the local monodromy operator Tx
is trivial, then C ≃ 0, so we get an isomorphism of perverse sheaves ISX ≃ ψπQX˜ [n]. In
view of the Betti identity (19), this isomorphism can be interpreted as a sheaf-theoretical
enhancement of the stability result from [3] mentioned in the introduction.
(ii) The above construction can be easily adapted to the situation of hypersurfaces with
multiple isolated singular points. It then follows from (a) and [1][Prop.3.6] that the hy-
percohomology of ISX for conifolds X provides the correct count of massless 3-branes in
type IIB string theory.
(iii) Examples of isolated hypersurface singularities whose monodromy is semi-simple in
the eigenvalue 1 include those for which the monodromy is semi-simple, e.g., weighted
homogeneous singularities.
(iv) The splitting ψπQX˜ [n] ≃ ISX ⊕C for the deformation π : X˜ → S of X from Theorem
3.2 should be viewed as “mirroring” the splitting
(28) Rf∗QX˜ [n] = ICX ⊕ {contributions from singularities}
for f : X˜ → X a resolution of singularities, see [4, 5, 10]. (Recall that the perverse sheaf
C is supported only on the singular point x of X .) This analogy is motivated by the fact
14
that if sp : Xs → X denotes the specialization map (e.g., see [3] for its construction), then
by using a resolution of singularities it can be shown that
(29) ψπQX˜ = Rsp∗QXs .
Thus, under our assumptions, we get a splitting:
(30) Rsp∗QXs [n] ≃ ISX ⊕ C.
Note, however, that the specialization map is only continuous, as opposed to a resolution
map, which is algebraic. Therefore, Theorem 3.2 provides a validation of the idea that the
“mirror” of the intersection cohomology complex ICX is the intersection-space complex
ISX , at least in the case of projective hypersurfaces with an isolated singular point.
Proof. of Theorem 3.2.
(a) First, since X˜ is a manifold, we have that
var : φπQX˜ [n] −→ ψπQX˜ [n]
is an injection in Perv(X), see the proof of [18][Lem.3.1]. Thus, by the definition of ι,
there is a short exact sequence in the abelian category Perv(X)
(31) 0 −→ C
ι
−→ψπQX˜ [n] −→ ISX −→ 0.
As Perv(X) is the heart of a t-structure on Dbc(X), there exists, according for example to
[2, Remark 7.1.13], a unique morphism ISX → C[1] such that
C −→ ψπQX˜ [n] −→ ISX −→ C[1]
is a distinguished triangle in Dbc(X). Consider its long exact sequence of hypercohomology
groups,
· · · → Hi(X ; C)→ Hi(X ;ψπQX˜ [n])→ H
i(X ; ISX)→ H
i+1(X ; C)→ · · ·
By construction (but see also the proof of Lemma 3.6 below), we have
(32) Hi(X ; C) = Hi(C)x =
{
0 , if i 6= 0,
Image(Tx − 1) , if i = 0.
Then, by Theorem 2.1, the only thing left to prove for part (a) is the injectivity of
H0(C)x = Image(Tx − 1) −→ H
0(X ;ψπQX˜ [n]) = H
n(Xs;Q),
that is, that the variation of a vanishing cocycle, modulo monodromy-invariant ones, is
nonzero. This follows from Lemma 2.3.
(b) Since, by definition, T −1 is invertible on the non-unipotent vanishing cycles pφπ, 6=1,
it follows by the considerations of Section 2.4 that
(33) ISX = coker
(
Image(N)
Var
−→ pψπ,1QX˜ [n+ 1]
)
,
where we use the fact discussed in Section 2.4 that on pφπ,1 the morphisms T − 1 and N
differ by an automorphism, and similarly for var and Var . Therefore, as all objects (and
arrows) on the right-hand side of (33) lift to similar objects (and arrows) in the abelian
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category MHM(X) of mixed Hodge modules on X , it follows that ISX underlies (under
the forgetful functor rat) a mixed Hodge module ISHX on X defined by
ISHX := coker
(
Image(N)
Var
−→ ψHπ,1QX˜ [n + 1]
)
∈MHM(X).
(Here we use the notations introduced in Section 2.4.) In particular, the hypercohomology
groups of ISX carry canonical mixed Hodge structures.
(c) Since φπ(QX˜ [n]) is supported only on the singular point {x}, we have (e.g., as in the
proof of Lemma 3.6 below) that φπ(QX˜ [n]) ≃ i!i
∗φπ(QX˜ [n]). Moreover, the (co)support
conditions imply that i∗φπ(QX˜ [n]) ≃ H
0(i∗φπ(QX˜ [n])). So, in view of the isomorphism
(4), it follows that our assumption on the local monodromy Tx implies that T − 1 = 0 on
φπ,1(QX˜ [n]). On the other hand, T − 1 is an isomorphism on φπ, 6=1(QX˜ [n]). Therefore, we
get the following:
(34) C := Image(T − 1 : φπQX˜ [n] −→ φπQX˜ [n]) = φπ, 6=1(QX˜ [n]).
Moreover, since the variation morphism var is an isomorphism on φπ, 6=1(QX˜ [n]), it follows
that the morphism of perverse sheaves C → ψπQX˜ [n] can be identified with the canonical
(split) inclusion ψπ, 6=1QX˜ [n] →֒ ψπQX˜ [n]. Altogether, we obtain that
(35) ISX ≃ ψπ,1QX˜ [n],
and the claimed splitting is just the canonical one from (10).
(d) As it follows from part (c), our assumption on the local monodromy operator Tx
yields that ISX ≃ ψπ,1QX˜ [n]. Since the nearby complex ψπ(QX˜ [n]) is self-dual (e.g., see
[17, 21, 22]) and the Verdier duality functor respects the splitting (10), it follows that
ISX is also self-dual. From the self-duality of ISX , one obtains readily a non-degenerate
paring
H−i(X ; ISX)×H
i
c(X ; ISX)→ Q.
But since X is compact, Hic(X ; ISX) = H
i(X ; ISX).

Remark 3.4. (i) The proof of part (a) shows in fact that for any i /∈ {n, 2n}, we have
isomorphisms
Hi(X ; ISX [−n]) ≃ H
i(Xs;Q).
Then by Theorem 2.1, for any i /∈ {n, 2n} we have (abstract) isomorphisms:
H i(Xs;Q) ≃ H
i(IX ;Q).
(ii) A topological interpretation of the splitting and self-duality of parts (c) and (d) of the
above theorem, will be given in Sections 3.3 and 3.4, respectively, by using the theory of
zig-zags (as recalled in Section 2.5).
Remark 3.5. Purity and Hard-Lefschetz
It follows from the proof of part (b) of Theorem 3.2 that the intersection-space complex
ISX is a perverse sheaf underlying the mixed Hodge module IS
H
X . While this mixed Hodge
module is not in general pure, it is however possible for its hypercohomology H∗(X ; ISX)
to be pure and, moreover, to satisfy the Hard Lefschetz theorem. It is known that such
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statements are always true for the “mirror theory”, that is, intersection cohomology (e.g.,
see [5] and the references therein). We give here a brief justification of these claims, by
making use of results from the recent preprint [6]. Recall that, under the assumption of
semisimplicity in the eigenvalue 1 for the local monodromy operator Tx, we show in part
(c) of Theorem 3.2 that ISX ≃
pψπ,1QX˜ [n+1]. Next, following [6][Thm.1.1], we note that
the weight filtration of the mixed Hodge structure on Hi(pψπ,1) := H
i(X ; pψπ,1QX˜ [n + 1])
is (up to a shift) the monodromy filtration of the nilpotent endomorphism N acting on
Hi(pψπ,1). So H
i(pψπ,1) or, under the local monodromy assumption, H
i(X ; ISX), is a
pure Hodge structure if and only if N = 0 or, equivalently, the monodromy T acting on
Hi(pψπ,1) is semisimple. Note that by our calculations in Lemma 2.3, this semisimplicity is
equivalent to the condition that the monodromy T acting on pψs,1(
pHj(Rπ∗QX˜ [n+1])) is
semisimple for all perverse sheaves pHj(Rπ∗QX˜ [n+1]) on the disc S. Moreover, if this is the
case, then one can show as in [6][Thm.1.4] that the Hard Lefschetz theorem also holds for
the hypercohomology groups Hi(X ; ISX). To sum up, the above discussion implies that,
if besides the “local” semisimplicity assumption for the eigenvalue 1 of Tx, we also require
a “global” semisimplicity property for the eigenvalue 1 (i.e., the monodromy T acting
on Hi(X ; pψπ,1QX˜ [n + 1]) is semisimple), then the hypercohomology groups H
i(X ; ISX)
carry pure Hodge structures satisfying the hard Lefschetz theorem. Finally, we should also
mention that the above technical assumption of “global semisimplicity for the eigenvalue
1” is satisfied if the following geometric condition holds: X˜ carries a C∗-action so that
π : X˜ → S is equivariant with respect to the weight d action of C∗ on S (d > 0), see
[6][Sect.2] for details.
3.3. On the splitting of nearby cycles. In this section, we use the theory of ziz-zags
to provide a topological interpretation of the splitting statement of part (c) of our main
Theorem 3.2. More precisely, we will consider the zig-zags associated to the defining
sequence for ISX ,
(36) 0 −→ C
ι
−→ ψπQX˜ [n] −→ ISX −→ 0,
in order to show that this short exact sequence splits.
Let us denote as before by i : {x} →֒ X and j : X◦ := X \{x} →֒ X the closed and resp.
open embeddings. Recall from Example 2.6 that the zig-zag associated to the perverse
sheaf ψπ(QX˜ [n]) consists of the triple (QX◦ [n], H
n(F, L;Q), Hn(F ;Q)), together with the
exact sequence
(37) Hn−1(L;Q) −→ Hn(F, L;Q) −→ Hn(F ;Q) −→ Hn(L;Q).
Similarly, we have the following:
Lemma 3.6. The zig-zag for C consists of the triple (0, A, B) together with the exact
sequence
(38) 0 −→ A −→ B −→ 0,
where
(39) A = H0(i!C) ≃ Image
(
Tx − 1 : H
n(F, L;Q)→ Hn(F, L;Q)
)
,
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and
(40) B = H0(i∗C) ≃ Image
(
Tx − 1 : H
n(F ;Q)→ Hn(F ;Q)
)
.
Proof. Since j∗C = 0, we have
H−1(i∗Rj∗j
∗C) = 0, H0(i∗Rj∗j
∗C) = 0,
that is, the two outermost terms of the zig-zag exact sequence vanish. Let us determine
the inner terms A and B. As C is supported on the singular point x, we first get that
j∗C ≃ j!C ≃ 0. By using the attaching triangles, we get that
(41) C ≃ i∗i
∗C ≃ i∗i
!C.
So by applying i∗ and using i∗i∗ ≃ id, we get that i
∗C ≃ i!C. Moreover, the (co)support
conditions for C imply that i∗C ∈ Perv({x}), i.e., H i(i∗C) = 0 for all i 6= 0. Hence, there
is a quasi-isomorphism i∗C ≃ H0(i∗C). Similar considerations apply to the perverse sheaf
φπ(QX˜ [n]), which is also supported only on the singular point x. Recall now that C is
defined by the sequence of perverse sheaves supported on {x}:
(42) φπ(QX˜ [n])
T−1
։ C →֒ φπ(QX˜ [n]).
As i∗ is always right t-exact and i! is left t-exact, it follows that on objects supported over
the point x, i∗ is t-exact and thus we get the following sequence of rational vector spaces
(43) H0(i∗φπ(QX˜ [n]))
T−1
։ H0(i∗C) →֒ H0(i∗φπ(QX˜ [n])).
In view of the identification H0(i∗φπ(QX˜ [n])) = H
n(F ;Q), the above sequence proves
(40). Similarly, by applying i! to (42), we obtain (39) in view of the identification
H0(i!φπ(QX˜ [n])) = H
n(F, L;Q).

Therefore, the map ι of (36) corresponds under the zig-zag functor to the map of zig-zags
ι : Z(C)→ Z(ψπ(QX˜ [n])) given as:
(44)
0 −−−→ A
β′
−−−→ B −−−→ 0y ιay ιby y
Hn−1(L;Q)
α
−−−→ Hn(F, L;Q)
β
−−−→ Hn(F ;Q)
γ
−−−→ Hn(L;Q),
with A and B defined as in (39) and (40).
Assume from now on that the following condition is satisfied:
Assumption 3.7. The local monodromy Tx at the singular point is semi-simple in the
eigenvalue 1.
The following result will be needed in Proposition 3.9 below.
Lemma 3.8. Under the assumption 3.7, the vertical homomorphisms ιa and ιb of the
above diagram (44) are injective.
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Proof. By the commutativity of the middle square of (44), the injectivity of ιa will follow
from the injectivity of ιb, since β
′ is an isomorphism. Nevertheless, we shall also establish
the injectivity of ιa directly, and then go on to prove that ιb is injective. From the
computations above, it follows that ιa is the homomorphism
(45) ιa : H
0(i!C)→ H0(i!ψπ(QX˜ [n]))
obtained by restricting the variation morphism
(46) var : H0(i!φπ(QX˜ [n])) −→ H
0(i!ψπ(QX˜ [n]))
to the subspace
H0(i!C) = Image
(
T − 1 : H0(i!φπ(QX˜ [n]))→ H
0(i!φπ(QX˜ [n]))
)
⊂ H0(i!φπ(QX˜ [n])).
We claim that (46) is a vector space isomorphism, which in turn yields that ιa is injective.
To prove the claim, make K = QX˜ [n] in (8). We get a distinguished triangle
(47) φπQX˜ [n]
var
−→ψπQX˜ [n] −→ t
!Q
X˜
[n + 2]
[+1]
−→
with t : X →֒ X˜ denoting the inclusion. By applying the functor i! and taking the
cohomology of the resulting triangle, we see that the variation morphism (46) fits into an
exact sequence:
(48)
· · · −→ Hn+1(i!t!Q
X˜
) −→ H0(i!φπ(QX˜ [n]))
var
−→H0(i!ψπ(QX˜ [n])) −→ H
n+2(i!t!Q
X˜
) −→ · · ·
If we now let e := t ◦ i : {x} →֒ X˜ be the inclusion of the point x in the ambient space X˜,
then for any k ∈ Z we have that
(49) Hk(i!t!Q
X˜
) = Hk(e!Q
X˜
) ≃ Hkc (B
2n+2
x ;Q),
for B2n+2x a small (euclidian) ball around x in X˜ . Finally, H
k
c (B
2n+2
x ;Q) = 0 for all
k 6= 2n+ 2, which by (48) proves our claim.
Similarly, ιb is the homomorphism
(50) ιb : H
0(i∗C)→ H0(i∗ψπ(QX˜ [n]))
obtained by restricting the variation morphism
(51) var : H0(i∗φπ(QX˜ [n])) −→ H
0(i∗ψπ(QX˜ [n]))
to the subspace
H0(i∗C) = Image
(
T − 1 : H0(i∗φπ(QX˜ [n]))→ H
0(i∗φπ(QX˜ [n]))
)
⊂ H0(i∗φπ(QX˜ [n])).
So in order to show that ιb is injective, we need to prove that
(52) Ker(var) ∩ Image(T − 1) = {0}.
We shall first show that
(53) Ker(T − 1) = Ker(var).
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As T − 1 = can ◦ var , we have that Ker(var) ⊂ Ker(T − 1). So to establish the equality
(53), it suffices to show that both kernels have the same dimension.
By applying the functor i∗ to the distinguished triangle (47) and taking the cohomol-
ogy of the resulting triangle, we see that the variation morphism (51) fits into an exact
sequence:
(54)
0 = H−1(i∗ψπ(QX˜ [n]))→ H
n+1(i∗t!Q
X˜
)→ H0(i∗φπ(QX˜ [n]))
var
−→H0(i∗ψπ(QX˜ [n]))→ · · ·
Moreover, using the isomorphisms Hk(i∗φπ(QX˜ [n])) ≃ H
k+n(F ;Q) ≃ Hk(i∗ψπ(QX˜ [n]))
for k + n > 0, together with the fact that F is (n− 1)-connected and n > 2, we get from
(54) that
(55) Ker
(
H0(i∗φπ(QX˜ [n]))
var
−→H0(i∗ψπ(QX˜ [n]))
)
≃ Hn+1(i∗t!Q
X˜
).
We claim that
(56) Hn+1(i∗t!Q
X˜
) ≃ Ker
(
T − 1 : H0(i∗φπ(QX˜ [n]))→ H
0(i∗φπ(QX˜ [n]))
)
which, in view of the above discussion, yields the equality (53). In order to prove (56),
let us first denote by s : X˜ \X →֒ X˜ the open embedding complementary to t : X →֒ X˜.
Note that since t is closed, we have that t∗t∗ ≃ id. Therefore, by using the inclusion
e := t ◦ i : {x} →֒ X˜ as above, we obtain:
Hn+1(i∗t!QX˜) ≃ H
n+1(i∗t∗t∗t
!QX˜) ≃ H
n+1(e∗t∗t
!QX˜) ≃ H
n+1(t∗t
!QX˜)x.(57)
Moreover, by using the attaching triangle
(58) t∗t
! −→ id −→ s∗s
∗ [1]−→,
as Hn(QX˜)x = 0 = H
n+1(QX˜)x, we get that:
Hn+1(t∗t
!Q
X˜
)x ≃ H
n(s∗s
∗Q
X˜
)x ≃ H
n(B2n+2x ; s∗QX˜\X)
≃ Hn(B2n+2x \X ;Q) ≃ H
n(S2n+1x \ L;Q),
(59)
where B2n+2x denotes as before a small enough euclidian ball around x in X˜, having as
boundary the sphere ∂B2n+2x = S
2n+1
x . Finally, by the cohomology Wang sequence dual to
(1), we have that
(60) Hn(S2n+1x \ L;Q) ≃ Ker
(
Tx − 1 : H
n(F ;Q) −→ Hn(F ;Q)
)
,
which finishes the proof of (56).
Therefore, by (52) and (53), the claim on the injectivity of ιb is equivalent with
(61) Ker(T − 1) ∩ Image(T − 1) = {0},
which follows from our assumption 3.7 on Tx.

We can now prove the following
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Proposition 3.9. Under the assumption 3.7, the zig-zag sequence corresponding to (36)
splits, i.e., there exists a zig-zag morphism
σ : Z(ψπ(QX˜ [n]))→ Z(C)
so that σ ◦ ι = idZ(C).
Proof. This amounts to defining vector space homomorphisms σa : H
n(F, L;Q)→ A and
σb : H
n(F ;Q) → B so that σa ◦ ιa = idA, σb ◦ ιb = idB and σb ◦ β = β
′ ◦ σa. Note that
then automatically σa ◦ α = 0, as
σaα = (β
′)−1β ′σaα = (β
′)−1σbβα = 0
by exactness.
In order to define σa, let us first describe a basis for the vector space H
n(F, L;Q). Let
{v1, · · · , vm} be a basis for Ker(β) and {a1, · · · , ap} a basis for A. Let A
′ := Image(ιa) ⊂
Hn(F, L;Q). As β|A′ is injective, we have that Ker(β) ∩ A
′ = 0. Therefore, the set
of vectors {v1, · · · , vm, ιa(a1), · · · , ιa(ap} is linearly independent in H
n(F, L;Q). Next,
consider the short exact sequence
0 −→ Ker(β) −→ Hn(F, L;Q)
q
−→ Q := Hn(F, L;Q)/Ker(β) −→ 0
and note that Ker(β) = Ker(q). Moreover, since q|A′ is a monomorphism, it follows that
{qιa(a1), · · · qιa(ap)} are linearly independent set of vectors in Q. Extend this collection
of vectors to a basis {qιa(a1), · · · qιa(ap), q1, · · · , qk} of Q, and define a homomorphism
s : Q → Hn(F, L;Q) by the rule: s(qιa(aj)) = ιa(aj), for j = 1, · · · , p, and by choosing
arbitrary values in q−1(qj) for s(qj), j = 1, · · · , k. Then it is easy to see that q ◦ s = idQ,
hence
Hn(F, L;Q) = Ker(β)⊕ Image(s).
So a basis for Hn(F, L;Q) can be chosen as
{v1, · · · , vm, ιa(a1), · · · , ιa(ap), s(q1), · · · , s(qk)}.
We can now define the map σa : H
n(F, L;Q) → A as follows: σa(vj) = 0 for all j =
1, · · · , m, σa(ιa(aj)) = aj for all j = 1, · · · , p, and σa(s(qj)) = 0 for all j = 1, · · · , k.
Clearly, we also have σa ◦ ιa = idA.
In order to define σb, we first describe a basis for H
n(F ;Q) as follows. With the above
definition of Q, let β¯ : Q →֒ Hn(F ;Q) be the canonical inclusion so that β = β¯ ◦ q. Then
{β¯qιa(a1), · · · β¯qιa(ap), β¯(q1), · · · , β¯(qk)}
is a set of linearly independent vectors in Hn(F ;Q). Note that β¯qιa(aj) = βιa(aj) =
ιbβ
′(aj). Also, since β
′ is an isomorphism, {β ′(a1), · · · , β
′(ap)} is a basis for B. Extend
the above collection of vectors to a basis
{ιbβ
′(a1), · · · , ιbβ
′(ap), β¯(q1), · · · , β¯(qk), e1, · · · , el}
for Hn(F ;Q). We can now define σb : H
n(F ;Q)→ B as follows: σb(ιbβ
′(aj)) = β
′(aj) for
all j = 1, · · · , p, σb(β¯(qj) = 0 for all j = 1, · · · , k, and σb(ej) = 0 for all j = 1, · · · , l. Then
we have by definition that σb ◦ ιb = idB.
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Finally, we check the commutativity relation σb ◦ β = β
′ ◦ σa on basis elements of
Hn(F, L;Q). For any index j in the relevant range, we have:
(i) σbβ(vj) = 0 = β
′σa(vj) by the choice of vj ∈ Ker(β) and by the definition of σa.
(ii) σbβ(ιa(aj)) = σbιbβ
′(aj) = β
′(aj) = β
′σa(ιa(aj)), where the second equality follows
from σb ◦ ιb = idB, and the third equality is a consequence of σaιa = idA.
(iii) σbβ(s(qj)) = σbβ¯q(s(qj)) = σb(β¯(qj) = 0, and β
′σa(s(qj)) = β
′(0) = 0.

As a consequence, we obtain the following
Corollary 3.10. Under the assumption 3.7, there is a splitting of the short exact sequence
(36), hence:
ψπQX˜ [n] ≃ ISX ⊕ C.
Proof. Since β ′ is an isomorphism, by the second part of Theorem 2.5 the existence of such
a splitting for (36) is equivalent to a splitting at the zig-zag level. So the result follows
from Proposition 3.9.

3.4. On self-duality. In this section, we use the theory of ziz-zags to provide a topological
interpretation of the self-duality of the intersection space complex ISX shown in part (d)
of our main Theorem 3.2.
We will still be working under the assumption 3.7. Let D be the Verdier dualizing
functor in Dbc(X). Since X is compact, for any K ∈ D
b
c(X) there is a non-degenerate
pairing
(62) H−i(X ;DK)⊗Hi(X ;K) −→ Q.
Recall that the Verdier duality functor D fixes the category Perv(X), i.e., it sends perverse
sheaves to perverse sheaves.
We will use part (b) of Theorem 2.5 to show that the intersection-space complex ISX
is self-dual in Perv(X), i.e., there is an isomorphism
ISX ≃ D(ISX).
More precisely, we will use a duality functor DZ in the category Z(X, x) (see [20][Sect.4])
to show that the zig-zag associated to ISX is self-dual. Then Theorem 2.5 will generate
a corresponding self-duality isomorphism for ISX .
Let us first describe the duality functor DZ on the zig-zag category Z(X, x). Recall
that X is a n-dimensional projective hypersurface with only one isolated singularity x,
and i : {x} →֒ X and j : X◦ = X \ {x} →֒ X denote the respective inclusion maps. The
following identities are well-known:
(63) i∗Rj∗ ≃ i
!Rj![1] , Di
∗ ≃ i!D , Dj∗ ≃ j∗D , Di∗ ≃ i!D ≃ i∗D , DRj∗ ≃ Rj!D.
Let us now fix an object K ∈ Perv(X) with associated zig-zag:
(64) H−1(i∗Rj∗j
∗K)
α
−−−→ H0(i!K)
β
−−−→ H0(i∗K)
γ
−−−→ H0(i∗Rj∗j
∗K),
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and recall that j∗K ≃ L[n], for some local system L with finite dimensional stalks on X◦.
The zig-zag Z(DK) associated to the Verdier dual DK is then defined by the triple
(j∗DK,H0(i!DK), H0(i∗DK)),
together with the exact sequence:
(65) H−1(i∗Rj∗j
∗DK)
u
−−−→ H0(i!DK)
v
−−−→ H0(i∗DK)
w
−−−→ H0(i∗Rj∗j
∗DK).
By using (62), (63) and Remark 2.4, Z(DK) is then isomorphic to the triple
(Dj∗K,H0(i∗K)∨, H0(i!K)∨) = (L∨[n], H0(i∗K)∨, H0(i!K)∨),
together with the exact sequence:
(66) H0(i∗Rj∗j
∗K)∨
γ∨
−−−→ H0(i∗K)∨
β∨
−−−→ H0(i!K)∨
α∨
−−−→ H−1(i∗Rj∗j
∗K)∨,
where for a vector space V , local system L and homomorphism f , we denote by V ∨, L∨,
f∨ their respective duals. In other words, the zig-zag of the dual complex DK is obtained
by “dualizing” the zig-zag of K, i.e., by considering the corresponding dual vectors spaces
and dual maps in (64).
Definition 3.11. The above operation of dualizing a zig-zag defines a duality functor on
Z(X, x), denoted by DZ , which is compatible with the Verdier dual on Perv(X), i.e., we
define
(67) DZ(Z(K)) = (L
∨[n], H0(i∗K)∨, H0(i!K)∨)
together with the sequence (66).
Remark 3.12. In terms of the local system L := j∗K[−n] associated to K ∈ Perv(X),
the zig-zags for K and DK correspond respectively to the long exact sequences:
(68) Z(K) : Hn−1(i∗Rj∗L)
α
−−−→ H0(i!K)
β
−−−→ H0(i∗K)
γ
−−−→ Hn(i∗Rj∗L),
and
(69)
Z(DK) : Hn−1(i∗Rj∗L
∨)
γ∨
−−−→ H0(i∗K)∨
β∨
−−−→ H0(i!K)∨
α∨
−−−→ Hn(i∗Rj∗L
∨).
Indeed, for any r ∈ Z, we have
Hr(i∗Rj∗j
∗K)∨ ≃ Hn+r(i∗Rj∗L)
∨ (62)≃ H−n−r(D(i∗Rj∗L)) ≃ H
−n−r(i!Rj!D(L)))
≃ H−n−r(i!Rj!L
∨[2n]) ≃ Hn−r(i!Rj!L
∨)
(63)
≃ Hn−r−1(i∗Rj∗L
∨).
(70)
We can now prove the following
Proposition 3.13. Under the assumption 3.7, the zig-zag associated to the intersection-
space complex ISX is self-dual in the category Z(X, x).
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Proof. Applying Z to the short exact sequence
0 −→ C −→ ψπQX˜ [n] −→ ISX −→ 0,
we obtain the commutative diagram
(71) 0

0

0

0

0

// A

≃
β′
// B
ιb

// 0

Hn−1(L;Q)

α
// Hn(F, L;Q)

β
// Hn(F ;Q)
pb

γ
// // Hn(L;Q)
pw

V

α˜
// A′

β˜
// B′

γ˜
// W

0 0 0 0,
where
A′ = H0(i!ISX), B
′ = H0(i∗ISX)
and
V = H−1(i∗Rj∗j
∗ISX) ≃ H
n−1(L;Q), V = H0(i∗Rj∗j
∗ISX) ≃ H
n(L;Q),
using that j∗ISX = QX◦ [n]. The rows of this diagram are known to be exact, but we do
not know a priori that the columns are exact, since Z is generally not an exact functor.
However, using the splitting obtained in Corollary 3.10, there is a commutative diagram
0 // C // ψπQX˜ [n]
≃

// ISX // 0
0 // C
incl
// C ⊕ ISX
proj
// ISX // 0,
where the bottom row is the standard short exact sequence associated to the direct sum,
i.e. the map labelled incl is the standard inclusion and the map labelled proj is the
standard projection. Since the zig-zag category is additive and Z an additive functor, we
obtain commutative diagrams such as e.g.
0 // A // Hn(F, L;Q)
≃

// A′ // 0
0 // A
incl
// A⊕ A′
proj
// A′ // 0,
This proves that the second column of diagram (71) is exact. Similarly, all other columns
of (71) are exact. We claim that Imageβ = Imageιb in H
n(F ;Q). To establish this, we
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observe first that
Imageιb = Image(ιbβ
′) = Image(βιa) ⊂ Imageβ.
Thus it remains to show that β and ιb have the same rank. By the Wang sequence, we
have the following cohomological version of [25][Prop.2.2]:
Image(β) ≃ Image(Tx − 1) ≃ B.
This proves the claim. Diagram (71) shows that γ˜ is surjective. Suppose that γ˜(b′) = 0.
Then there is a class x ∈ Hn(F ;Q) with pb(x) = b
′ and pw(γ(x)) = γ˜(pb(x)) = γ˜(b
′) = 0.
As pw is an isomorphism, γ(x) = 0. So x is in Imageβ = Imageιb, which implies that
b′ = pb(x) = 0. We have shown that γ˜ is injective, hence an isomorphism. This implies
that β˜ is the zero map and α˜ is an isomorphism. So the zig-zag Z(ISX) for ISX looks
like:
(72) Hn−1(L;Q)
≃
−−−→ Hn(F, L;Q)/A
0
−−−→ Hn(F ;Q)/B
≃
−−−→ Hn(L;Q).
By Definition 3.11, the zig-zag Z(D(ISX)) for the Verdier dual of ISX is given by QX◦ [n]
on X◦, together with the exact sequence (dualizing the corresponding one for Z(ISX)):
(73) Hn(L;Q)∨
≃
−−−→ (Hn(F ;Q)/B)∨
0
−−−→ (Hn(F, L;Q)/A)∨
≃
−−−→ Hn−1(L;Q)∨.
An isomorphism between the zig-zags Z(ISX) and Z(D(ISX)) can now be defined as
follows: The orientation of X◦ specifies a self-duality isomorphism
d : j∗ISX = QX◦ [n] ∼= DQX◦ [n] = Dj
∗ISX = j
∗DISX .
The induced isomorphism
d∗ : H
−1(i∗Rj∗j
∗ISX) ∼= H
−1(i∗Rj∗j
∗DISX)
(similarly onH0) corresponds to the non-degenerate Poincare´ duality pairingHn−1(L;Q)⊗
Hn(L;Q) → Q for the link L. It determines uniquely isomorphisms Hn(F, L;Q)/A ∼=
(Hn(F ;Q)/B)∨ and Hn(F ;Q)/B ∼= (Hn(F, L;Q)/A)∨ such that
H−1(i∗Rj∗j
∗ISX)
≃
−−−−→ Hn(F,L;Q)/A
0
−−−−→ Hn(F ;Q)/B
≃
−−−−→ H0(i∗Rj∗j
∗ISX)yd∗ y y yd∗
H−1(i∗Rj∗j
∗DISX)
≃
−−−−→ (Hn(F ;Q)/B)∨
0
−−−−→ (Hn(F,L;Q)/A)∨
≃
−−−−→ H0(i∗Rj∗j
∗ISX)
commutes.

Corollary 3.14. Under the assumption 3.7, the perverse sheaf ISX is self-dual in Perv(X).
Proof. In Prop.3.13, we have constructed an isomorphism in Hom(Z(ISX),DZ(Z(ISX))).
Hence by Theorem 2.5(a), there exists an isomorphism in Hom(ISX ,D(ISX)). Therefore,
ISX is self-dual in Perv(X).

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Remark 3.15. By our calculation in the proof of Proposition 3.13, we obtain the following
stalk calculation for the intersection-space complex associated to a hypersurface X with
an isolated singular point x satisfying the assumption 3.7:
(74) Hr(ISX)x =

Q , for r = −n,
Hn(L;Q) , for r = 0
0 , for r 6= −n, 0.
Moreover, at a smooth point y ∈ X◦, we get by the splitting of the nearby cycles:
(75) Hr(ISX)y = H
r(ψπ(QX˜ [n]))y =
{
Q , for r = −n,
0 , for r 6= −n.
Remark 3.16. Note that one could attempt to define an intersection-space complex as
the unique perverse isomorphism class corresponding to the zig-zag given by the triple
(QX◦ [n], H
n(F, L;Q)/A,Hn(F ;Q)/B) together with the exact sequence (72). However,
the resulting perverse sheaf, while being self-dual, has no clear relation to Hodge theory.
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