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I. INTRODUCTION

F
ACED with the rising wave of data traffic demand in cellular networks [1] , one important design consideration is spectral efficiency. In particular, universal frequency reuse has become a key desire in deployment of 4G and future cellular networks. Heterogeneous Networks (HetNets) have attracted ample attention recently in Long Term Evolution (LTE) wireless networks owing to their potential for enhancing user experience and improving spectral efficiency in dense or poor coverage areas [2] . HetNets deploy low-power and smallcoverage (pico or femto) cells within a typical macrocell coverage area to eliminate poor coverage zones (e.g. indoor) and elevate coverage quality at higher spectral efficiency [3] . Proper deployment of femtocells in HetNet can facilitate traffic offloading, alleviate congestion in macrocells, reduce power consumption, and enhance user experience [2] , [4] .
One major concern in deploying macro-femto HetNets is the management of co-channel interference due to spectrum sharing. The co-channel interference problem can exacerbate because femto basestations (FBSs) are installed by end-users in a "plug-and-play" manner without centralized planning. Often, FBSs can be deployed within macrocell coverage areas without prior warning because of special client need [5] . Without centralized cell planning, co-channel interference effects in the two-tier macro-femto heterogeneous networks differ substantially from those in conventional cellular networks [6] . As a result, a major challenge in HetNet deployment is to establish high rate user connection while providing effective interference mitigation in a cost-effective and spectrum efficient manner [5] .
There already exist a number of published works focusing on the co-channel interference problem between macro base station (MBS) and FBS [7] . Among various proposals, modeling FBS as cognitive radios (CR) allows FBS to sense the MBS user activities in order to control the interference level on their shared spectral resources [8] , [9] . The authors in [10] addressed power control problem in femto-macro twotier networks by developing an algorithm for downlink power allocation based on prior channel knowledge of all involved links. Assuming a central femto gateway, called fusion center, the method relies on the gateway to collect and distribute the needed interference channel information. The authors of [11] proposed a decentralized interference management for cognitive FBSs such that each FBS will assign its spectrum by taking into account both interference from neighboring femtocells and potential interference it may cause to neighbors. The method requires communicating measured interference channel information among neighboring femtocells. Given direct communication between the FBSs and MBS as well as prior knowledge of interference channels, the authors in [12] formulated the optimization problem of resource allocation as a Stackelberg game. The authors of [13] also studied channel allocation by applying game theory for cognitive FBS radio resource management. Furthermore, in [14] the authors presented a distributed method for self-organizing network to control transmit powers on different channels according to user QoS requirements and channel conditions. Each cell independently minimize its power for distributive control.
We recall that in heterogeneous network setup, there are two groups of users: macrocell user equipments (or MUEs) served by the MBS and femtocell user equipments (or FUEs) with access to the FBSs. In our work, we consider the important issue of FBS access control. Basically, user access to femtocells can select one of the 3 types: open access, closed access and hybrid access [7] , [15] , [16] .
In open access, all network users (MUEs or FUEs) can access the FBSs. In closed access, only subscriber FUEs are granted FBS access but not MUEs. In general, open access is advantageous from the MUE's perspective [6] , [7] . As a trade-off for limited FBS resources, FUE performance in open access FBSs may be negatively affected by too many MUEs experiencing poor MBS coverage [15] . Closed access is easy to implement and gives FUEs better rate and privacy. However, certain MUEs may receive weak signal from MBS but suffer from strong interference signal by the FBS. Furthermore, spectrum utilization of closed access network is also lower due to the lack of flexibility to serve MUEs even if spare resource is available.
Hybrid access mode offers a trade-off between the first two modes, allowing MUEs to access the FBS so long as the quality of service (QoS) of target FUEs are guaranteed. This means that MUEs can access the FBS without causing serious harm to FUEs. In [17] and [18] , the authors have shown that hybrid access outperforms either closed access or open access by significantly reducing cross-tier interference while guaranteeing the performance of the FUEs. The practical challenge in hybrid access femtocell is the mechanism needed to incentivize FBS to share their spare resources with the MUEs when it can afford to [19] and [20] . We must apply an important constraint that FBS and MBS do not possess prior knowledge of all interference channel state information (CSI), unlike most existing works [10] - [12] . Practically, such prior knowledge on CSI would require well coordinated measurement control and signaling. Furthermore, substantial network bandwidth or backhaul must be used to exchange the measured link and interference CSI. Thus, our problem is motivated by the important network need for interference management while, at the same time, reducing the excessive burden for interference CSI measurement and transfer.
Our work aims to develop a low complexity decentralized solution to the resource scheduling and power allocation problem in hybrid access femtocells under more practical considerations. We utilize inherent network signals to allow FBS to estimate the MBS-to-MUE link CSI directly and to develop a robust downlink channel allocation and power control algorithm for the FBS. We propose a refund mechanism which can encourage FBS to select hybrid access mode over closed access. Our proposed solution consists of two steps: problem decomposition and problem reduction. We first decompose our optimization problem into two sub-problems before reducing them further into well known forms that can be tackled by well known algorithms such as Dynamic Programming (DP) and the Hungarian (Kuhn-Munkres) algorithm. We provide numerical results to support our analysis.
Our main motivation is to provide practical considerations beyond the literature for hybrid access femtocell resource allocation. Our chief contributions is in developing a low complexity decentralized optimum solution to the problem of resource allocation and power control for hybrid access FBSs. We require no prior knowledge of all interference channel information. We focus on backhaul rate constraint instead of the FBS total power in the problem formulation. The proposed scheme guarantees QoS for the served UEs (FUEs and hMUEs) while limiting its impact on neighbor MUEs. We present a practical refund mechanism to incentivize FBS to share their limited resources with the MUEs experiencing poor connections. We take into consideration practical channel measurement difficulty by exploiting the inherent LTE channel quality indicator (CQI) report to estimate the unknown channel state information for two different channel models, as well as channel estimation error to address robustness concerns. Moreover, we developed a theoretical analysis for the signal to interference and noise ratio (SINR) probability distribution of the MUE based on the overheard CQI report, as well as coverage probability analysis of FUE SINR by considering estimation error models.
Regarding organization, Section II of our manuscript introduces the system and channel models, notations and assumptions used throughout this manuscript. In Section III, we present the refund mechanism and the eventual problem formulation. We provide our distribution analysis results of the received SINR at MUE for two channel models as well as the FUE SINR distribution in Section IV. Section V proposes a solution for our problem whereas Section VI provides results from numerical tests and performance evaluation. Section VII concludes this paper.
II. SYSTEM MODEL
We consider femtocells in hybrid access mode where the cellular network adopts the standard LTE-A time division duplex (TDD) frame structure. Fig. 1 depicts a two-tier macrofemto network, consisting of a central MBS, owned and operated by a cellular service operator, and a number of FBSs deployed by the femto clients with cellular subscription. Each FBS shares its assigned bandwidth with the MBS while avoiding the intra-tier interference with other FBSs. Intratier interference avoidance can be achieved using orthogonal resource assignments for adjacent femtocells as shown in Fig. 1 [21] , [22] . We provide cognitive capabilities to each FBS in order to assist in the scheduling and power assignment process. Additional details on how these cognitive capabilities can assist the FBS to acquire the needed information have been discussed in [23] .
We assume that each FBS has a signal footprint (shown by the dash-circle in Fig. 1 ) such that the MUEs within and on the same FBS bandwidth will experience noticeable FBS interference (represented by red dashed lines in Fig. 1 ) due to spectrum sharing. Such co-channel interference outside the footprint is neglected. The orthogonal time-frequency resource blocks are denoted as channels in this paper. Our formulation will focus on one MBS and one FBS in isolation by allocating orthogonal channels to adjacent FBSs, such that each FBS in the network can use the proposed scheme independently.
Before proceeding with channel models, we list the main notations to be used in the paper.
• 
Non-central chi-square distribution with k degrees of freedom and non-centrality parameter λ . At FBS, we classified channel gains into known and unknown channels. Any channel gain that the FBS can estimate directly or can be estimated by the user and reported to the FBS through a control channel (indirectly) is considered known, while unknown channels cannot be estimated by the FBS directly or indirectly. In the next two sections, we will present the channel models used in our work accordingly.
A. Known Channels in the Network
Owing to channel reciprocity in TDD, the FBS can estimate its channels to FUEs and MUEs alike. In general, channel gains of FBS-FUE and FBS-MUE as well as of MBS-FUE are known channels. Thus, for each such known FBS-FUE and FBS-MUE channels, the FBS possesses an estimateĥ according to an estimation error model [24] . In other words, for known FBS channels, we can represent the estimated channel voltage gain asĥ
where h represents the actual/true flat fading channel gain, and h e is a random variable that represents the estimation error such that h e ∼ CN (0, 2σ 2 e ). Since the FBS only has estimated channelĥ, the actual channel h can be represented as a complex Gaussian distributed random variable (RV) with meanĥ and variance 2σ 2 e . For simplicity, normalizeh = h/σ e , such thath ∼ CN (ĥ/σ e , 2). The RV representing normalized channel power gain (Ḡ = |h| 2 ) has a non-central chi square distribution and the actual power gain is 
B. Unknown Network Channels and Models
The second subset of channels in our HetNet consists of unknown channels that the FBS cannot directly estimate. In particular, the MBS-MUE link condition is unknown to the FBS. In prior existing works [10] - [12] , this channel is assumed to be known by allowing MBS to report the channel information periodically to the FBS on special (wireless or backhaul) control channels. In practice, accuracy, estimation and signaling delay would impair the efficacy of the results.
In order to efficiently mitigate co-channel interference, in this section we need to lay the foundation for FBS to estimate the MBS-MUE channel state without requiring a costly communication link from the MBS/MUEs to the FBS. Practically, we will use the available information (CQI) to estimate the distribution of the channel gain. We assume that the unknown MBS-MUE wireless channel undergoes Rayleigh fading and, over time, can be modeled by Markov processes. We shall consider two basic and simple models from the literature: (a) 1 st order autoregressive (AR) channel model; and (b) the finite state Markov model (FSMM).
1) Autoregressive (AR) Channel Model:
In this model, the MBS-MUE channel gain follows 1 st order AR model [25] :
is the MBS-MUE channel at discrete time t whereas w(t) is zero-mean circularly symmetric complex
Accordingly, the channel gain power G c M,v (t) follows:
where η = |μ| 2 and
When the channel variation is quite rapid, then we have
2) FSM Channel Model: Another popular channel model is the FSMM which was also analyzed in [26] . First we will define our state space S = {S 1 , S 2 , . . . , S K } (K states) of a stationary Markov chain. We assume that transitions only happen between adjacent states such that the state transition probability from state i to state j follows
For this FSMM channel, the level crossing rate at level L is found to be [26] 
where N(L) is the number of times per second that the signal to noise ratio (SNR) crosses level L in either downward or upward direction. Note that f m is the maximum Doppler frequency, and γ 0 is the average SNR for MUE.
In typical multipath environment the received signal envelope follows Rayleigh distribution which will lead to exponentially distributed SNR with mean γ 0 [26] , [27] , for which
Let π i be the steady state probability of state S i . Then,
Let T p be the time interval for which the channel resides in a particular state. Henceforth, the state transition probability can be approximated by [26] 
Based on the established FSM model, we are now able to estimate the conditional distribution of the channel gain power at time t based on CQI report received at time t − 1.
III. REFUND MECHANISM AND PROBLEM FORMULATION
In this section, we will describe a refunding mechanism in order to motivate the FBS to grant the hybrid access instead of the closed access before presenting our problem formulation.
A. Refund Mechanism
We propose a refund mechanism for FBS as follows: 1) MBS assigns its channel resources and allocates required power (P M i ) for every MUE to achieve its required rate (R r i ) needed for the requested service. 2) MBS selects MUEs that have been assigned power level above a threshold P M , i.e., P M i > P M , before setting a price m i = f (P M i ) for serving these MUEs; 3) Using the known price m i , each FBS will decide whether or not to serve a hybrid MUE (hMUE-i ) based on its expected profit, provided that function f (.) is known to FBSs; 4) Each FBS will inform the MBS which hMUE it will serve and the cost (power) to achieve its required data rate.
5) Based on the received information from the FBSs, the MBS will determine the best FBS to serve each hMUE. After being assigned hMUE clients, the FBSs will be refunded by the service provider according to the price m i set for serving each hMUE. FBSs' main objective is to assign its power and channel resources to achieve the requisite rate for all the FUEs, while limiting the resulting co-channel interference on MUEs within its coverage or neighborhood. Meanwhile, FBSs will also consider increasing its profit by serving more hMUEs.
In this work, we shall develop algorithm for the FBS to take part in this refund mechanism by allocating resources to serve hMUEs and by optimally controlling its power needed to achieve hMUE rate requirement. Throughout this work, we assume that the MBS has already allocated its channels to the potential hMUEs. Moreover, the MBS will not allow spectrum sharing for channels assigned to the hMUEs in order to eliminate co-channel interference given their poor channel conditions.
B. Problem Formulation
We first consider the co-channel interference among MUE and FUE within the FBS footprint. The signal to interference and noise ratios (SINRs) for MUE and FUE are given, respectively, as
, and γ
where N 0 is the normalized background noise power for the unit channel resource. According to our channel classifications, we will consider the estimation error in the FUE channels G c F,u and G c M,u (known channels). We shall exploit the CQI feedback that is part of the 4G-LTE link adaptation protocol and the Markov channel models described earlier to characterize the unknown channel information between the MBS and the MUE (G c M,v ) that dictates the SINR of the MUE. Without co-channel interference for the hMUE, their SNR is η w = P F w G F,w /N 0 , where P F w is the assigned power from the FBS F to the hMUE w and G F,w is the channel power gain connecting FBS-F and the hMUE-w. G F,w is known as FBS uses the reference signals transmitted by the UEs to estimate the reciprocal CSI [28] .
To formulate a practical problem, we will start from the major QoS constraints of the FUE and neighboring MUEs, characterized in coverage probability (1-Pr(outage)) forms:
where a i, j , ξ i, j = {0, 1} are indicator variables for FUEs and MUEs to indicate whether or not user i occupies channel j . Using these constraints, we aim to guarantee that each FUE will achieve its required rate log 2 (1 +γ ) with confidence greater than or equal α. At the same time, we must control the co-channel interference induced by FBS-MBS channel sharing, such that the MUEs can maintain the requisite rate with probability β.
Furthermore, we need to consider the hMUEs QoS that may be served by the FBS, which can be written as
In our formulation, the power allocated for every user on each channel (P F u ) should be constrained within a range:
Normally FBS has an AC power source and, hence, the moderate level of power consumption for small cell wireless transmission is insignificant. On the other hand, the backhaul rate limitation is one of the practical challenges that hinders interference management techniques in HetNets and limits the indoor capacity gains provided by the femtocells [29] , [30] . Thus, in terms of practicality, backhaul connection rate is a more meaningful femtocell constraint than power. Consequently, unlike [19] and [31] , our focus is not to save FBS power, but instead to limit overall FBS backhaul rate. We define an upper bound on the average backhaul rate for the FBS (R T ) such that
where
Note that b i ∈ {0, 1} defines the indicator coefficient of whether FBS will serve hMUE i or not. Given the random nature of the FUE SINR γ j i and the hMUE SNR η l , we can rewrite (17) as
where F r is the expected sum rate of the FUEs in the femtocell such that
Now, we will construct the FBS gain function g F to be directly proportional to the number of served hybrid users (∝ b i ); meanwhile it is also related to the assigned power such that g F will grow when the FBS assigned power P F i is lower and its profit t F i is higher. In particular, we define
where w 1 ∈ [0, 1] is the weighting coefficient, c is a constant represents the reward when the FBS maximum power level P t is used. By controlling w 1 , the FBS can favor users requiring less assigned power or users with larger profit. t F i refer to the FBS profit due to serving the hMUE i . The profit function t F i is designed to capture the FBS profit from serving a certain hMUE, and is simply price minus cost. The price of serving hMUE i is set by the service provider which is directly proportional to the MBS assigned power needed to satisfy hMUE i rate requirement. The cost of serving hMUE i is set by the FBS and reflects the FBS expenses needed to serve the hMUE i at the required rate. Throughout this work, we will let the price be the MBS power (P M i ) used to serve user i and let the cost be the corresponding FBS power (P F i ) to serve the same user. Hence, t F i = P M i − P F i . Now we state our FBS objective which focuses on maximizing the FBS gain subject to the power, mean backhaul rate constraints. Intuitively, the FBS objective can be characterized by minimizing the FBS assigned resources for the FUEs, in order to use the remaining capacity for serving more hMUEs which will accordingly increase the FBS gain (g F ).
Define P as (N f xN c ) matrix containing FUEs power assignments and A as the matrix of indicator coefficients of the FUEs, such that entries of P = [ N h ) vectors containing power assignments and indicator coefficients of the hMUEs, respectively, such that entries of
We now state our optimization objective and constraints as
constraints (14a), (14b), (15), (16) and (18), where H (.) is a 1-to-1 monotone function that converts power to rate such that g F and F r have the same unit (i.e.
. ν is a constant ∈ {0, 1} which determines the FBS objective dependency. On one hand, when ν = 0, the FBS objective will fully depend on the gain from serving hMUEs as long as the FUEs QoS and power constraints are satisfied. On the other hand, when ν = 1, the FBS will try to minimize the mean sum rate of the FUEs while maximizing the FBS gain. Basically, by varying the value of ν, the problem remains unchanged. To be more specific, in terms of the optimum solution sets for each case, the solution set of the problem when ν = 1 is included in the solution set when ν = 0. Therefore, by setting ν = 1, we only tighten our optimum solution set. The assignment constraints shown in (21b) will only allow one user to receive no more than one channel or resource block (RB). Assigning one resource block for each UE is a special case that can be generalized. Each user may receive more than one RB if we add one more step. We can let the FBS count the needed RBs instead of UEs. Basically, the FBS will start by assigning the number of RBs needed for each UE. We then treat all the RBs as the number of virtual users, each using a single RB as in our problem formulation. After assigning the resources, the FBS can apply carrier aggregation to group the assigned resources for a certain user. Note that this optimization problem is a mixed integer nonlinear (non-convex) optimization problem which in general is NP hard [32] . To overcome the high complexity of conventional solutions, we shall present a novel reduced complexity solution using SINR analytical results in Section IV.
IV. DISTRIBUTION CHARACTERIZATION
Solving the formulated optimization problem efficiently requires a better understanding of its underlying structure. Our solution to be presented in Section V require closed form cumulative distribution function (CDF) for FUE and MUE SINRs in order to limit complexity without having to use numerical methods to compute the distributions. In this section, we present our main results of distribution analysis for FUE and MUE SINRs. For brevity, the full analysis and derivations are provided in [33] .
A. FUE SINR Distribution Analysis
Recall the FUE SINR in (13) . For any valid assignment, the FUE coverage constraint in (14a) can be written as 
B. MUE SINR Distribution Analysis
In this section we present the distribution analysis results of γ c v (t) for the 1st order AR and FSM channel models introduced in Section II-B. For each channel model, we will derive the MUE SINR distribution for two main cases.
• Case I: the FBS receives the channel gain information G 
where Using the AR channel model of (3) and the approximation in (7), we find that the distribution of the channel power gain G 
Accordingly, we can derive the PDF for MUE SINR. Due to length limitation, we include the details for deriving the distribution of MBS-MUE channel power gain for cases I and II in [33] .
2) FSM Channel Model: At t − 1, using the FSM model of Section II-B along with the conditional distribution in Eq. (23), we can evaluate the conditional probability of being in certain state i given CQI at time t − 1:
Then the probability of being in state i at time t given the received C Q I c v at time t − 1 can be found as
Pr(S i (t)|C
Q I c v ) = K j =1
Pr(S i (t)|S
Note that in case I, the conditional probability
Pr(S i (t)|G c M,v (t − 1)) is the same as Pr(S i (t)|S j (t − 1)) where the state S j (t − 1) is defined by γ c
v (t − 1) ∈ R j . Hence, the PMF S i (t)|G c M,v (t − 1) for i = 1, 2 . . . K can be directly evaluated from (11) and (12) . More details are shown in [33] .
Given a better understanding of the optimization problem from our analysis of the key constraints, we now present our solution algorithms to the original optimization problem.
V. A TWO STEP SOLUTION APPROACH
We propose a two step solution by decomposing the problem into two sequential stages. In the first stage, the FBS will focus on providing resource and service to those FUEs already granted access by putting aside the concerns of the hMUEs. In the second stage the FBS will select which hMUEs to serve by utilizing its spare channel resources after completing the first stage. In other words, the two-step solution considers two decomposed problems. The proof that the decomposed problems are equivalent to the original problem in (21a) is provided in [34] . In the first problem (problem-1), we will solve the resource and power allocation problem for only the FUEs. This problem is related to the problem we encountered in [23] and [35] . Hence, we can directly adopt the technique and problem solution developed in our recent works [23] , [35] . We then study the second problem (problem-2) to determine which hMUE to serve based on the objective function. For both decomposed problems, our solution first decides the optimum power policy before tackling the channel assignment based on the chosen power policy.
A. Problem-1 Formulation and Solution
Starting with problem-1, we set aside the hMUEs and assign the resources and power for existing FUEs (ν > 0). According to our new objective function and the assumptions given, we formulate problem-1 as
where P and A are the matrices containing power assignments and participation coefficients of the FUEs, respectively, as defined earlier.
One major constraint neglected in this problem was the total rate constraint in (18) . Our justification comes from the consideration that by minimizing F r , unless there exists no feasible solution, then the total rate constraint in (18) can be satisfied by using the minimum F r for the FUEs and the spare backhaul rate to serve the hMUEs.
1) FUE and MUE QoS:
In our problem formulation, we encounter the FUE and MUE SINR QoS coverage probability constraints in (27c) and (27d). Such constraints can be transformed into power constraints using the CDF of the UE SINR. Let γ c u represent the SINR of FUE u on the channel c for a valid assignment and let the CDF be
Similarly, let γ c v be the random variable representing the SINR of MUE v on channel c. Let F γ c v denote the CDF of γ c v , accordingly (27d) can be written as
Given (28) is satisfied and the maximum FBS power (P max u,c ) which does not violate (29) . In Section IV, we provided the analysis results for SINR distributions of FUE and MUE, which are used to provide the proposed solution.
2) Proposed Solution for Problem-1: In our recent work [23] , [35] , we have developed an optimal solution to a similar problem. Here we shall adopt this method which divides the problem into two parts: Finding the optimum power policy and determining the optimum channel assignment. a) Power Policy: According to our problem formulation, we can interpret the constraints in (27b) as the assignment feasibility constraints. This is because the main objective of these constraints is to ensure that we made a valid and feasible channel assignment. On the other hand, (27c) and (27d) impose FBS QoS constraints, by specifying the power constraints for each FUE on every channel, respectively.
Thus, for any valid assignment, our solution will end up maximizing the objective function in (27a) subject to the power and QoS constraint
where P b and P t are the FBS power limits, and P min u,c , P max u,c are the power limits calculated from the coverage constraints (27c) and (27d), respectively. Thus, we have following results: Lemma 1: For the objective function (27a) with any valid channel assignment, if there exists P u,c for FUE u to satisfy (30), then its optimum power assignment must equal max(P min u,c , P b ). Proof: See Appendix A. Hence, our solution to this subproblem is reduced to checking the validity of P u,c for FUE u to satisfy (30) .
b) Channel Assignment Algorithm: In order to explain the proposed solution, we need to describe the transformation of the given problem into an equivalent assignment problem. The main idea is to transform the underlying problem from a general form (mixed integer nonlinear optimization problem) to a known form for which there exists a known optimal and efficient algorithm [36] . This transformation is based on the analytical results presented in Section IV and it is described in the algorithm given below. Let the minimum SINR allowed for FUE u on channel c be
Assume that P min u,c ≥ P b . The next steps constitute the problem reduction process as they can be made irrespective of the method used to solve the reduced problem. The computation steps of this reduction process are based on the analysis results presented in Section IV 1) Evaluate P min u,c in (31) This algorithm will output a lookup table R with entry r (i, j ) representing the minimum acceptable capacity for FUE i on each channel j .
Using these entries as edge weights in a bipartite graph, the problem is reduced to a minimum weighted bipartite matching problem or simply a conventional assignment problem that can be solved optimally using the Hungarian (Kuhn-Munkres) algorithm in polynomial time. Naturally one can also suboptimally apply Greedy algorithm in linear time [38] , [39] .
B. Problem-2 Formulation and Solution
This problem is considered as stage two of the main problem solution that decides which hybrid user to serve and the optimum power assignment. We will use the solution developed from problem-1 to simplify the given problem. Starting by setting the value of F r as constant, our stage-2 problem will be described as follows
Pr η w ≥η ≥ , (32c)
Next we follow the solution steps mentioned earlier, starting by deciding the optimum power selection policy before specifying the hMUEs to serve in order to maximize our objective function.
1) Power Policy:
Let us start with simplifying our given problem, such that the gain function g F of Eq. (20) can be written as
from which we can deduce that the gain function g F is a monotone decreasing function in P F i ; Therefore, the optimum power assignment is the lowest power level to satisfy hMUE QoS.
Moving to the QoS coverage constraint of Eq. (32c) which identify the required QoS for each hMUE, we determine the minimum allowed power for each hMUE. This minimum power (P F * i ) can be obtained using the distribution of the hMUE SNR, since the distribution of the hMUE SNR can be directly derived from the channel gain distribution in Section II-A. Thus, the minimum power is accordingly calculated as in Section V-A.1.
By combining these two results, we find that the optimum power selection for each hMUE is the minimum power calculated from the constraint in (32c) as long P F * i is within the FBS power limits in (32d). Consequently, the solution for the optimum power selection is summarized in the following simple steps:
• Use Eq. (32c) and the CDF of hMUE SNR to determine the minimum required power (P n i ); • Check the validity of the found power (P n i ) using the constraint (32d) to ensure
2) Hybrid Users Selection Policy: Now, we need to select the optimum number of hMUEs that maximize the gain function shown in (33) , subject to the constraint in (32b). After specifying the optimum power in the previous step, our problem can be written as
where g * F and E[R F i ] * are the gain function and the expected rate for each hMUE using the optimum power policy. Finally, the gain function can be written as
, represent the benefit from serving user i using its optimum power. Note that the power optimization is already completed (P F i = P F * i ) regardless of whether the FBS decides to serve the hMUE or not. The remaining problem can be expressed as
This optimization problem in (36) is known as the 0 − 1 Knapsack problem, by interpreting g * i as the value of each user (v i ), E[R F i ] * as the weights (w i ) and by viewing R T −F r as the maximum allowed weight (W ). The 0 − 1 Knapsack problem admits an optimum algorithm to solve in pseudo-polynomial time by applying dynamic programming in O(N h W )) so long as we limit the resolution of the calculated rates. By solving these two sub-problems, our 2 nd problem will be solved optimally, leading to an optimum solution of the original hybrid access problem.
C. Complexity Analysis
The authors of [5] have presented a comparison between different interference mitigation schemes. They consider the complexity according to certain needs. Applying these considerations on the proposed scheme, we can conclude that the proposed scheme can be classified as a low complexity scheme.
First, the proposed scheme does not require any coordination among the FBSs. Also minimum indirect coordination is needed from the MBS, such that the MUE channel state information is estimated by the FBS by exploiting the received CQI. Moreover, the two main algorithms proposed to solve the optimization problems have polynomial time complexity (Hungarian algorithm and Dynamic programing). Furthermore, all the analytical results presented in Section IV have closed forms with modest computation complexity. Finally, no special algorithms are needed at the MBS.
Recall that the optimization problem described in (21a) is a mixed integer nonlinear (MINL) optimization problem, which usually is NP-hard [32] . However, we showed that this particular problem has a polynomial complexity solution through decomposition and sequential solution of the two subproblems. Therefore, the proposed solution (polynomial complexity) has low complexity.
VI. NUMERICAL PERFORMANCE RESULTS
We now present our numerical results to demonstrate the efficacy and efficiency of our proposed solution algorithm in tackling the original MINL optimization problem. We compare the proposed solution and measure the performance sensitivity to channel estimation errors. We will divide this section into three main parts. Part I validates our analytical results. Part II includes the decoupled results for problem-1 and problem-2 solutions as well as the robustness of the proposed solution to channel estimation error. Part III presents test results of our main optimization problem. Table I shows the main simulation settings used to generate the results in this section.
A. Part I: Verifying SINR Analysis
In [33] , we derived the distributions of the FUE and MUE SINR by applying approximations. To validate these results, we present in this section comparison between the analytical distribution and the distribution of numerically generated random variables for the FUE SINR. For MUE SINR distribution, we shall not reproduce the results already given in [35] . Fig. 2 provides both numerical and analytical distribution of FUE SINR in [33] . Here Z C and Z NC are random variables that represent the difference of two weighted central and noncentral chi square RVs, respectively. The number of terms (N) in Table I is related to the required accuracy described in [33] . Fig. 2 shows close match between analytical and numerical results.
B. Part II: Problem-1 and Problem-2 Results
We now present the simulations of the scheduling problem for the femtocell users shown in problem-1 followed by the main simulation results for problem-2, where the FBS need to select which hMUEs to serve and their optimum power assignment.
1) Simulation Settings:
For problem-1, we demonstrate the change in the total power and the rate of FUEs with the FBS-FUEs channel estimation error variance V F = 2σ 2 F . We test two scenarios of channel estimation error model shown in (1) . The first scenario is to keep the total mean channel power gain constant. As we increase the variance of the channel, we must accordingly decrease the channel mean. In this case, the effect of channel estimation error is clearer because of a fixed mean channel power gain. In the second scenario, we only increase the channel variance while fixing the mean of the channel. In this case, as the channel variance grows, the mean channel power gain will increase accordingly to provide a stronger channel. Although the second scenario is easier and more straightforward to implement, it may generate misleading results because larger channel uncertainty leads to a stronger channel.
We focus on the more meaningful first scenario. Consider Rician channels such that
. By freezinĝ h, σ e such that (|ĥ| 2 = 2σ 2 e ), the variance and the mean of the channel will vary with k without changing the mean channel power gain.
For problem-2, we apply the first scenario by changing the channel estimation error variance in (37) , such that the mean channel gain power remains constant by varying both the mean and the variance of the channel power gain.
Our main simulation settings for both problems are shown in Table I . The MBS and FBS power limits shown in Table I are selected according to the standard (46 dBm for MBS and 20 dBm for FBS) [40] , [41] , though we pushed the maximum power level (from 0.1 to 0.2 W) for the FBS to have higher dynamic range provided that we control the induced interference. The channel gain h F,u is the channel between FBS F and FUE u, while h F,w lies between FBS F and the hybrid MUE w.
2) Simulation Results: Basically, we will consider the effect of channel estimation errors. As a baseline, the naïve design shall ignore channel estimation error and assume the estimated channel gain to be true. A more robust design is to consider channel estimation error in our optimization. Starting with the results of problem-1, in Fig. 3 , we compare the optimized network performance difference between using the estimation error model in our study (assuming non-zero estimation error) and ignoring it (assuming zero estimation error) in the first scenario of channel estimation error. Results marked with black lines with circles represent the robust design when we consider estimation error while the blue lines with asterisks represent the naïve design that ignores such error. We show both the successful coverage probability α of FUE in Fig. 3(a) as well as the FUEs mean capacity in Fig. 3(b) as a result of our algorithm. It is clear from the comparison that our robust design, by integratively incorporating channel estimation error, reduces backhaul traffic volume while still satisfying the FUE QoS needs.
From Fig. 3(b) , it may appear that the total FUEs capacity minimization is lower (better for reducing backhaul traffic) when ignoring the channel estimation error if the error variance is below 0.9 (x-axis). However, by examining Fig. 3(a) , we can see that when lower FUE backhaul rate is achieved using the naïve design, the FUE QoS constraint of α = 0.9 was not satisfied. Another important observation is that when ignoring estimation error in the naïve design, the FBS increases the assigned power for larger estimation error as shown in Fig. 3 (c) in order to compensate the "estimated" weak channel. By considering channel estimation error in the robust design, the FBS assigns the appropriate needed power for different channel estimation error levels while maintaining a near constant capacity for the served FUEs.
In case of problem-2, we test the hybrid access network performance under three different variables w 1 , , and the channel estimation error variance.
Intuitively, as increases, the minimum allowed power P n w grows; Therefore the gain is affected negatively, which was confirmed by our simulations. We also confirmed that, regardless of the value, the constraint of the total rate is fulfilled. In fact, the difference between the analytical and numerical results is generally constant. The second set of results in Fig. 4 , illustrate the effect of channel estimation error variance under a constant and w 1 . Intuitively, as the channel error variance increases, the mean channel gain drops
, thereby leading to an under-estimation of the channel quality at the FBS which increases the power consumption needed to satisfy the QoS constraint. Fig. 4(b) shows the mean rate of the served hMUEs averaged over 100 trials. The result shows an increasing gap between the numerical and analytical results as the channel estimation variance increase. This can be attributed to the approximation used to evaluate the mean of the rate (log function). Apparently, as channel variance grows, the approximation error becomes large as well. Moreover, the error in analytical results increases with growing channel uncertainty. Lastly, our test results show that the maximum rate constraint is satisfied and the sum rate value stays below the rate upper limit for different error variances.
In summary, we observe from our test results that: 1) w 1 does not significantly affect the optimization results, except when selecting w 1 = 0 or 1. 2) affects the power needed to achieve the required bit rate for each user. Larger power is required for larger ; On the other hand, we need larger to have high confidence that the QoS is guaranteed. 3) Larger channel estimation error requires more power to achieve a given QoS while lowering the benefit of serving hMUEs. In practice, users with high channel estimation error variance may be excluded.
C. Part III: System Evaluation
In this part, we present the simulation results for the overall system, where the FBS assign its resources based on the problem formulation in Section III-B. In order to illustrate the optimality of the proposed solution, we will compare the results from our proposed two step solution, with an exhaustive search solution that checks all possible assignments for all FUEs and hMUEs. Also, in Fig. 7 we will set a comparison between the proposed technique and the Fractional Frequency Reuse (FFR) mechanism for interference mitigation presented in [5] .
Recall that FFR is based on dividing the entire spectrum into sub-bands and assign each BS different sub-band. Allocating non-overlapped spectrum will mitigate the intra-tier interference between FBSs as well as the cross-tier interference between each FBS and the MBS. We will compare the system performance using the FFR mechanism and the suggested technique. In both systems, we follow the same problem formulation except for the interference constraints.
Moreover, we will show the main differences when using ν = 1 and ν = 0 in our main objective function in (21a), and that our two-step solution provides optimum solution regardless of the ν value. Our simulations will illustrate the change in the UEs mean sum rate and the FBS gain due to the change in the FUE SINR lower bound (γ ), hMUE SNR lower bound (η), number of FUEs (N f ) and the number of hMUEs (N h ). Fig. 5(b) shows results in terms of UEs' mean sum rate and the FBS gain (g F ) for different values of FUE SINR lower bound (γ ) at ν = 1. In Fig. 5(a) , we observe an increase in assigned power used to achieve the required rate for each FUE asγ increase, which will cause an increase in the FUEs mean sum rate as shown in the figure. As FUE rate grows, the hMUE mean sum rate decreases in order to ensure that the total mean sum rate is below the backhaul rate limit. This hMUE rate loss results from serving fewer number of hMUEs for differentγ values, thereby leading to the gain degradation as shown in Fig. 5(b) . In Fig. 5 , it is clear that all our 2-step algorithm results fully match the optimum results generated using the exhaustive search.
Varying the hMUE SNR lower bound (η) will have a similar effect on the FBS gain (g F ) as the needed power would increase and accordingly the FBS gain will drop. In order to fulfill the upper bound rate constraint, the number of served hMUEs will decrease with increasingη to keep the hMUE mean sum rate near-constant over differentη. Intuitively, increasing the number of hMUEs (N h ) gives a better opportunity for the FBS to select the best hMUEs to serve in order to achieve the maximum possible gain. Our simulation results confirms this heuristics. As we increase the number of hMUEs, the rate starts to climb gradually until we reach certain limit representing the maximum number of hMUEs the FBS can serve. Further addition of hMUEs will only give the FBS a better chance to select the most suitable hMUEs out of the available hMUEs until we reach the second limit beyond which no further power optimization can be made. From thereon, the gain function (g F ) remains almost constant.
For ν = 0, the optimum solution set grows, since removing the mean sum rate of the FUEs from the objective function allows any solution that maximize the gain function (g F ) so long as the rate constraint in (19) is satisfied. In Fig. 6 , we present the results of the exhaustive search solution at ν = 0 and the proposed two stage solution. The results of g F show full agreement between the exhaustive and the proposed solutions in Fig. 6(b) , whereas the rate results shown in Fig. 6(a) exhibit negligible differences. In general, increasing the number of FUEs, will reduce the FBS gain of serving hMUEs until no hMUEs can be served when excess backhaul bandwidth is no longer available at the FBS after serving all the FUEs, as shown in Fig. 6 .
The results shown in Fig. 7 , illustrate the performance difference between the proposed scheme and the FFR mechanism mentioned earlier. In this comparison, we measured the variation in the FUEs mean sum rate and the FBS power consumption for both systems as we increase the fraction of spectrum saving for the proposed scheme over the FFR. From Figure 7(a) , it is clear that the difference in the sum rate between the two techniques is negligible, both achieving the required rate for the served users as a direct result of our problem formulation. In fact, higher BW saving has a negligible effect on the FUE mean sum rates as long as the solution is feasible. Interestingly Figure 7 (b) illustrates that our solution requires higher power consumption versus FFR. Indeed, our optimum solution is to trade power for spectral efficiency. For the FBS, as long as the power levels are within the normal limits, we can benefit from trading power for more bandwidth efficiency.
VII. CONCLUSION
In this work, we formulate an optimization problem for bandwidth and power allocation in hybrid access, two-tier heterogeneous networks serving both MUEs and FUEs. We introduce a refund mechanism to incentivize the FBSs to serve MUEs suffering from poor MBS coverage. Our goal is to guarantee users QoS while allowing spectrum sharing between MBS and the underlying FBSs. We utilized the overheard user CQI feedback information on two different Markov channel models to estimate the state of unknown channels at the MUE. Moreover, we developed a practical low complexity solution to the MINL optimization problem by decomposing the original problem into two problems before solving each problem optimally. Our solution is robust as it considers channel estimation error. We illustrated the optimality of the proposed two-stage solution.
APPENDIX A PROOF OF LEMMA 1 Proof: We need to show that our objective function in (27a) is monotone increasing with P u,c where u is the FUE and c is the assigned channel. In order to do so, it suffices to show that the derivative of the expected capacity with respect to P u,c is greater than zero.
where a i, j is determined and constant. Exchanging differentiation and expectation leads to 
which will become
