We explore a method for computing admissible heuristic evaluation functions for search problems. It utilizes pattern databases (Culberson & Schae er, 1998) , which are precomputed tables of the exact cost of solving various subproblems of an existing problem. Unlike standard pattern database heuristics, however, we partition our problems into disjoint subproblems, so that the costs of solving the di erent subproblems can be added together without overestimating the cost of solving the original problem. Previously (Korf & Felner, 2002) we showed how to statically partition the sliding-tile puzzles into disjoint groups of tiles to compute an admissible heuristic, using the same partition for each state and problem instance. Here we extend the method and show that it applies to other domains as well. We also present another method for additive heuristics which we call dynamically partitioned pattern databases. Here we partition the problem into disjoint subproblems for each state of the search dynamically. We discuss the pros and cons of each of these methods and apply both methods to three di erent problem domains: the sliding-tile puzzles, the 4-peg Towers of Hanoi problem, and nding an optimal vertex cover of a graph. We nd that in some problem domains, static partitioning is most e ective, while in others dynamic partitioning is a better choice. In each of these problem domains, either statically partitioned or dynamically partitioned pattern database heuristics are the best known heuristics for the problem.
Introduction and Overview
Heuristic search is a general problem-solving method in arti cial intelligence. The most important heuristic search algorithms include A* (Hart, Nilsson, & Raphael, 1968) , iterativedeepening-A* (IDA*) (Korf, 1985a) , and depth-rst branch-and-bound (DFBnB). All of these algorithms make use of a heuristic evaluation function h(n), which takes a state n and e ciently computes an estimate of the cost of an optimal solution from node n to a goal state. If the heuristic function is \admissible", meaning that it never overestimates the cost of reaching a goal, then all the above algorithms are guaranteed to return an optimal solution, if one exists. The most e ective way to improve the performance of a heuristic search algorithm is to improve the accuracy of the heuristic evaluation function. Developing more accurate admissible heuristic functions is the goal of this paper.
Sliding-Tile Puzzles
One of the primary examples in this paper is the well-known family of sliding-tile puzzles (see Figure 1) . The Fifteen Puzzle consists of fteen numbered tiles in a 4 4 square frame, with one empty position, called the \blank". A legal move is to move any tile horizontally or vertically adjacent to the blank into the blank position. The task is to rearrange the tiles from some initial con guration into a particular desired goal con guration. An optimal solution to the problem uses the fewest number of moves possible. The Twenty-Four Puzzle is the 5 5 version of this problem. The classic evaluation function for the sliding-tile puzzles is called Manhattan distance. It is computed by counting the number of grid units that each tile is displaced from its goal position, and summing these values over all tiles, excluding the blank. Since each tile must move at least its Manhattan distance to its goal position, and a legal move only moves one physical tile, the Manhattan distance is a lower bound on the minimum number of moves needed to solve a problem instance.
Using the Manhattan distance heuristic, IDA* can nd optimal solutions to randomly generated Fifteen puzzle instances in less than a minute on current machines. However, optimally solving random instances of the Twenty-Four puzzle with Manhattan distance is not practical on current machines. Thus, a more accurate heuristic function is needed.
Subgoal Interactions
The reason for the inaccuracy of the Manhattan distance function is that it assumes that each tile can be moved along a shortest path to its goal location, without interference from any other tiles. What makes the problem di cult is that the tiles do interfere with each other. The key to developing a more accurate heuristic function is to account for some of those interactions in the heuristic.
Overview of Paper
This paper is organized as follows. In section 2 we present previous work on designing more accurate heuristic functions, including pattern databases in general (Culberson & Schae er, 1998; Korf, 1997) and statically-partitioned additive pattern databases in particular (Korf & Felner, 2002) .
In section 3 we present the idea of dynamically-partitioned additive pattern databases, initially in the context of the tile puzzles. This is another approach to additive pattern databases where the partitioning into disjoint subproblems is done dynamically for each state of the search, rather then statically in advance for all the states of the search (Korf & Felner, 2002) .
Sections 4-6 present three applications of these ideas. Section 4 presents our implementations and experiments on the tile puzzles. We then present two other applications of additive pattern databases, including the 4-peg Towers of Hanoi problem in Section 5, and nding a minimum vertex cover of a graph in Section 6. We discuss the method in general in Section 7, and nally suggest further work and present our conclusions in Section 8.
The basic idea of dynamically-partitioned pattern databases was developed independently by Gasser (Gasser, 1995) and by Korf and Taylor (Korf & Taylor, 1996) in the context of the sliding-tile puzzles. It was also brie y mentioned in the earlier work (Korf & Felner, 2002) where statically-partitioned databases were introduced. Much of the material on previous work described below was taken from (Korf & Felner, 2002) .
There are two main contributions of this paper. The rst is that we show that additive pattern databases, which were rst developed and implemented for the sliding-tile puzzles, can be generalized and applied to other domains. The second is that we divide additive pattern databases into two methods, statically-and dynamically-partitioned databases, and compare the two methods experimentally.
Previous Work on Admissible Heuristic Functions
In this section, we describe previous work on admissible heuristics from the classic theories until the new idea of pattern databases.
Heuristics as Optimal Solutions to Relaxed Problems
In general, admissible heuristic functions represent the cost of exact solutions to simpli ed or relaxed versions of the original problem (Pearl, 1984) . For example, in a sliding-tile puzzle, to move a tile from position x to position y, x and y must be adjacent, and position y must be empty. By ignoring the empty constraint, we get a simpli ed problem where any tile can move to any adjacent position. We can solve any instance of this new problem optimally by moving each tile along a shortest path to its goal position, counting the number of moves made. The cost of such a solution is exactly the Manhattan distance from the initial state to the goal state. Since we removed a constraint on the moves, any solution to the original problem is also a solution to the simpli ed problem, and the cost of an optimal solution to the simpli ed problem is a lower bound on the cost of an optimal solution to the original problem. Thus, any heuristic derived in this way is admissible.
Linear Con icts
The rst signi cant improvement to Manhattan distance was the linear-con ict heuristic (Hansson, Mayer, & Yung, 1992) . Assume that in the goal state, tile 1 is to the left of tile 2 in the top row, but in some particular state, tile 2 is to the left of tile 1 in the top row. The Manhattan distance of these tiles counts the number of steps they must move in the top row to reach their goal positions, but doesn't account for the fact that one of these tiles must move out of the top row to allow the other to pass by, and then move back into the top row. Thus, the interaction between these two tiles allows us to add two moves to the sum of their Manhattan distances without violating admissibility. The full linear-con ict heuristic nds all tiles that are in their goal row and/or column, but reversed in order, computes the number of moves needed to resolve these con icts, and adds this to the Manhattan distance heuristic.
2.3 Non-Additive Pattern Databases 2.3.1 Fifteen Puzzle (Culberson & Schae er, 1998) carried this idea much further. For any given state, the minimum number of moves needed to get any subset of the tiles to their goal positions, including moves of other tiles, is clearly a lower bound on the number of moves needed to solve the entire puzzle. They chose as a subset of the Fifteen Puzzle tiles those in the bottom row and those in the rightmost column, referring to these as the fringe tiles.
The number of moves needed to solve the fringe tiles depends on the current positions of the fringe tiles and the blank, but is independent of the positions of the other tiles. We can precompute a table of these values, called a pattern database, with a single breadth-rst search backward from the goal state. In this search, the unlabeled tiles are all equivalent, and a state is uniquely determined by the positions of the fringe tiles and the blank. As each con guration of these tiles is encountered for the rst time, the number of moves made to reach it is stored in the corresponding entry of the table. Note that this table is only computed once for a given goal state, and the cost of computing it can be amortized over the solution of multiple problem instances with the same goal state.
Once this table is computed, IDA* can be used to search for an optimal solution to a particular problem instance. As each state is generated, the positions of the fringe tiles and the blank are used to compute an index into the pattern database, and the corresponding entry is used as the heuristic value of that state.
Using the fringe and another pattern database, and taking the maximum of the two database values as the overall heuristic value, Culberson and Schae er reduced the number of nodes generated to solve random Fifteen Puzzle instances by a factor of about a thousand, and reduced the running time by a factor of twelve, compared to Manhattan distance (Culberson & Schae er, 1998) . Since these database values include moves of tiles that are not part of the pattern, they are non-additive, and the only way to admissibly combine the values from two such databases is to take their maximum value.
Rubik's Cube
Non-additive pattern databases were also used to nd the rst optimal solutions to the 3 3 3 Rubik's Cube (Korf, 1997) . Three di erent pattern databases were precomputed. One stored the number of moves needed to solve the eight corner pieces, another contained the moves needed for six of the twelve edge pieces, and the other covered the remaining six edge pieces. Given a state in an IDA* search, we use the con gurations of each of the three groups of pieces to compute indices into the corresponding pattern databases, and retrieve the resulting values. Given these three heuristic values, the best way to combine them without sacri cing admissibility is to take their maximum, since every twist of the cube moves four edge pieces and four corner pieces, and moves that contribute to the solution of pieces in one pattern database may also contribute to the solution of the others. Using this method, IDA* was able to nd optimal solutions to random instances of Rubik's Cube (Korf, 1997) . The median optimal solution length is only 18 moves. With improvements by Michael Reid and Herbert Kociemba, larger pattern databases, and faster computers, most states can now be solved in a matter of hours.
Limitations of Non-Additive Pattern Databases
One of the limitations of non-additive pattern databases is that they don't scale up to larger problems. For example, since the Twenty-Four puzzle contains 25 di erent positions, a pattern database covering n tiles and the blank would require 25!=(25 n 1)! entries. A database of only six tiles and the blank would require over 2.4 billion entries. Furthermore, the values from a database of only six tiles would be smaller than the Manhattan distance of all the tiles for almost all states.
If we divide the tiles into several disjoint groups, the best way to combine them admissibly, given the above formalization, is to take the maximum of their values. The reason is that non-additive pattern database values include all moves needed to solve the pattern tiles, including moves of other tiles.
Instead of taking the maximum of di erent pattern database values, we would like to be able to sum their values, to get a more accurate heuristic, without violating admissibility. We present two ways to do this: statically-partitioned additive pattern databases, and dynamically-partitioned additive pattern databases. In this paper we study both these methods, present general conditions for their applicability, and compare them experimentally.
Statically-Partitioned Additive Database Heuristics
When statically-partitioned additive pattern databases were introduced (Korf & Felner, 2002) , they were called disjoint pattern databases. We introduce the new terminology here to more clearly distinguish them from dynamically-partitioned pattern databases that will be presented below. To construct a statically-partitioned pattern database for the slidingtile puzzles, we partition the tiles into disjoint groups, such that every tile is included in a group, and no tile belongs to more than one group. We precompute pattern databases of the minimum number of moves of the tiles in each group that are required to get those tiles to their goal positions. Then, given a particular state in the search, for each group of tiles, we use the positions of those tiles to compute an index into the corresponding pattern database, retrieve the number of moves required to solve the tiles in that group, and then add together the values for each group, to compute an overall admissible heuristic for the given state. This value will be at least as large as the Manhattan distance of the state, and usually larger, since it accounts for interactions between tiles in the same group. The term \statically-partitioned" refers to the fact that the same partition of the tiles is used for all states of the search.
The key di erence between additive databases and the non-additive databases described in section 2.3 above is that the non-additive databases include all moves required to solve the pattern tiles, including moves of tiles not in the pattern group. As a result, given two such database values, even if there is no overlap among their tiles, we can only take the maximum of the two values as an admissible heuristic, because moves counted in one database may move tiles in the other database, and hence these moves would be counted twice. In an additive pattern database, we only count moves of the tiles in the group.
Manhattan distance is a trivial example of a set of additive pattern databases, where each group contains only a single tile. For each tile, we could use the breadth-rst search described above to automatically compute a table of the minimum number of moves of that tile needed to move it from any position to its goal position. Such a set of tables would contain the Manhattan distance of each tile from each position to its goal position. Then, given a particular state, we simply look up the position of each tile in its corresponding table and sum the resulting values, thus computing the sum of the Manhattan distances. In fact, an e cient implementation of Manhattan distance works in exactly this way, looking up the position of each tile in a precomputed table of Manhattan distances, rather than computing it from x and y coordinates of the current and goal positions of the tile.
In the earlier paper (Korf & Felner, 2002) we implemented statically-partitioned additive pattern databases for both the Fifteen Puzzle and the Twenty-Four puzzles. De ne an x y z partitioning to be a partition of the tiles into disjoint sets with cardinalities of x, y and z. For the Fifteen Puzzle we used a 7-8 partitioning and for the Twenty-Four Puzzle we used a 6-6-6-6 partitioning. Currently, these implementations are the best existing optimal solvers for these puzzles.
Limitations of Statically-Partitioned Database Heuristics
The main limitation of the statically-partitioned pattern database heuristics is that they fail to capture interactions between tiles in di erent groups of the partition. In this paper we will try to address this limitation by adding a di erent approach to additive pattern databases, namely dynamically-partitioned database heuristics. Throughout the paper we will use both approaches for the various domains, and study the pros and cons of each.
Dynamically-Partitioned Database Heuristics
The main idea behind this section was developed independently by (Gasser, 1995) and (Korf & Taylor, 1996) , in the context of the sliding-tile puzzles. Consider a table which contains for each pair of tiles, and each possible pair of positions they could occupy, the number of moves required of those two tiles to move them to their goal positions. Gasser refers to this table as the 2-tile pattern database, while we call these values the pairwise distances. For most pairs of tiles in most positions, their pairwise distance will equal the sum of their Manhattan distances. For some tiles in some positions however, such as two tiles in a linear con ict, their pairwise distance will exceed the sum of their Manhattan distances. Given n tiles, there are O(n 4 ) entries in the complete pairwise distance table, but only those pairwise distances that exceed the sum of the Manhattan distances of the two tiles need be stored. For example, the full pairwise distance table for the Twenty-Four puzzle would contain (24 23=2) 25 24 = 165; 600 entries, but only about 3000 of these exceed the sum of their Manhattan distances.
Computing the Pairwise Distances
How do we compute such tables? For each pair of tiles, we perform a single breadth-rst search, starting from the goal state. In this search, a state is uniquely determined by the positions of the two tiles of interest, and the blank. All other tiles are indistinguishable. The rst time that each di erent state of the two tiles is reached, regardless of the position of the blank, the number of moves made to reach this state is recorded in the database. The search continues until all states of the two tiles and the blank have been generated.
We perform a separate search for each of the n(n 1)=2 di erent pairs of tiles, where n is the number of tiles. Since each state of these searches is determined by the positions of the two tiles and the blank, there are O(n 3 ) di erent states in each search, for an overall complexity of O(n 5 ) to compute all the pairwise-distance tables. Note that these tables are only computed once for a given goal state, so their computational cost can be amortized over all subsequent problem-solving trials with the same goal state.
Computing the Heuristic Value of a State
Given a 2-tile database, and a particular state of the puzzle, we can't simply sum the database values for each pair of tiles to compute the heuristic, since each tile is paired with every other tile, and this sum will grossly overestimate the optimal solution length.
Rather, we must partition the n tiles into n=2 non-overlapping pairs, and then sum the pairwise distances for each of the chosen pairs. With an odd number of tiles, one tile will be left over, and simply contributes its Manhattan distance to the sum. To get the most accurate admissible heuristic, we want a partition that maximizes the sum of the pairwise distances. For each state of the search, this maximizing partition may be di erent, requiring the partitioning to be performed for each heuristic evaluation. Thus, we use the term dynamically-partitioned additive pattern database heuristics.
To compute the heuristic for a given state, de ne a graph where each tile is represented by a vertex, and there is an edge between each pair of vertices, labeled with the pairwise distance of the corresponding pair of tiles in that state. We call this graph the mutual-cost graph. The task is to choose a set of edges from this graph so that no two chosen edges are incident to the same vertex, such that the sum of the labels of the chosen edges is maximized. This is called the maximum weighted matching problem, and can be solved in O(n 3 ) time (Papadimitriou & Steiglitz, 1982) , where n is the number of vertices, or tiles in this case.
Triple and Higher-Order Distances
This idea can generalized to larger groups of tiles as follows. Let k be the size of the group. A k tile database includes a table for each of the n k di erent groups of k tiles. Each table includes the number of moves of these k tiles that are required to get them to their goal positions from each possible set of k positions they could occupy. A degenerate case is a set of 1 tile databases which is actually a lookup table with the Manhattan distances. The next case is the pairs database described above. Potentially there are (n + 1)n(n 1)(n 2) : : : (n k + 2) di erent entries in each table, since n is the number of tiles (such as 15) while n+1 is the number of positions (such as 16). However while building a set of k tile databases we don't necessarily need all these values if we also have the set of the (k 1) tile databases. For example, suppose that we are creating a the set of the 2 tile databases and that we already have all the Manhattan distances (1-tile databases).
In that case we only need to store pairwise distances that are greater than the sum of the Manhattan distances of the two tiles in the pairs. In general in a k tile database we only need to store a value that exceeds the sum of any of the partitions of the k tiles to smaller size groups. The next step is to have 3 tile databases. A set of 3 tile databases contains, for each triple of tiles and each possible set of three positions they could occupy, the number of moves of the three tiles required to get them to their goal positions. We only need to store those values that exceed the both the sum of the Manhattan distances, as well as the value given to these three tiles by the pairwise heuristic of the corresponding tiles.
With the addition of the 3 tile databases, the corresponding mutual-cost graph contains a vertex for each tile, an edge for each pairwise distance, and a hyperedge connecting three vertices for each triple distance. The task is to choose a set of edges and hyperedges that have no vertices in common, so that the sum of the weights of the edges and hyperedges is maximized. Unfortunately, the corresponding three-dimensional matching problem is NP-complete (Garey & Johnson, 1979) , as is higher-order matching. For the tile puzzles, however, if we only include tiles whose pairwise or triple distances exceed the sum of their Manhattan distances, the mutual-cost graph becomes very sparse, and the corresponding matching problem can be solved relatively e ciently, as presented below. For problems where the mutual-cost graph is not sparse, then we might not be able to optimally solve the maximum-matching problem and will have to settle for a sub optimal matching which is still an admissible heuristic to the original problem. For example, this is the case with the vertex-cover domain of section 6.
The main advantage of this approach is that it can capture more tile interactions, compared to a statically-partitioned pattern database. The disadvantage of this approach is that computing the heuristic value of each state requires solving a matching problem on the mutual-cost graph, which is much more expensive than simply adding the values from a database for each group.
We now consider these ideas for each of our problem domains in turn: sliding-tile puzzles, the 4-Peg Towers of Hanoi problem, and vertex cover. We compare static and dynamic partitioning for each of these domains.
Sliding-Tile Puzzles
In this section we describe our experiments solving the Fifteen and Twenty-Four puzzles using statically-and dynamically-partitioned additive pattern database heuristics. We begin by describing a domain-speci c enhancement for computing an admissible heuristic for the sliding-tile puzzles for the dynamically-partitioned pattern databases which is more accurate than the general maximum weighted matching technique described above.
Weighted Vertex Cover Heuristic
Consider a state of a sliding-tile puzzle in which three tiles are in their goal row, but in opposite order from their goal order. Each of these tiles is in a linear con ict with the other two. We can represent this 3-way linear con ict with a triangle graph, shown in Figure 2 , where each tile is represented by a vertex, and there is an edge between each pair of vertices. In the mutual-cost graph, the label on each edge would be the sum of the Manhattan distances of the two tiles represented by the vertices at each end of the edge, plus two moves to resolve the linear con ict between them. To simplify the problem, we subtract the Manhattan distances from the edges, resulting in the con ict graph shown in Figure 2 . What is the largest admissible heuristic for this situation? The maximum matching of this graph can only contain one edge, with a cost of two, since any two edges will have a vertex in common. However, in this case we can actually add four moves to the sum of the Manhattan distances of the three tiles, because two of the three tiles will have to temporarily move out of the goal row. Thus, while the maximum weighted matching is clearly admissible, it doesn't always yield the largest possible admissible heuristic value. If the pairwise distance of tiles X and Y in a given state is a, there will be an edge in the corresponding mutual-cost graph between nodes X and Y , weighted by a. If x is the number of moves of tile X in a solution, and y is the number of moves of tile Y , then their pairwise distance represents a constraint that x + y a. Each edge of the mutual-cost graph represents a similar constraint on any solution. For simplicity and e ciency, we assume here that the Manhattan distance of each tile will be added to the nal heuristic value, so the con ict graph will only represent moves in addition to the Manhattan distance of each tile.
The problem is to assign a number of moves to each vertex of the con ict graph such that all the pairwise constraints are satis ed. Since the constraints are all lower bounds, assigning large values to each node will satisfy all the constraints. In order for the resulting heuristic to be admissible, however, the sum of the values of all vertices must be the minimum sum that satis es all the constraints. This sum is then the maximum admissible heuristic for the given state. Furthermore, each vertex must be assigned a non-negative integer. In the case of the triangle con ict graph in Figure 2 , assigning a value of one to each vertex or tile, for an overall heuristic of three, is the minimum value that will satisfy all the pairwise constraints.
While this is true for the general case, we can take it further for the tile puzzle domain. For the special case of the tile puzzle, any path between any two locations must have the same even-odd parity as the Manhattan distance between the two locations. Therefore if the pairwise distance of X and Y is larger than the sum of their Manhattan distance by two, then at least one of the tiles must move at least two moves more than its Manhattan distance in order to satisfy the pairwise con ict. Therefore, such an edge in the pairwise con ict graph means not only that x + y 2 but that x 2 or y 2.
In order to satisfy all these constraints, one of the vertices incident to each edge must be set to at least two. If all edges included in the con ict graph have cost two, then the minimal assignment is two times the number of vertices needed such that each edge is incident to one of these vertices. Such a set of vertices is called a vertex cover, and the smallest such set of vertices is called a minimum vertex cover. A minimum vertex cover of the graph in Figure 2 must include two vertices, for an overall heuristic of four, plus the sum of the Manhattan distances.
The vertex-cover heuristic is easily generalized from pairwise edges to handle triples of nodes. For example, each triple distance that is not captured by Manhattan or pairwise distances introduces a hypergraph \edge" that connects three nodes. The corresponding constraint is that the sum of the costs assigned to each of the three endpoints must be greater than or equal to the weight of the hyperedge. For the vertex cover, a hyperedge is covered if any of its three endpoints are in the set.
There are two possibilities to cover a pairwise edge (X; Y ) with a weight of two i.e., assigning two moves either to X or to Y . However, some triple distances are four moves greater than the sum of their Manhattan distances. Covering hyperedges with weights larger than two is a little more complicated but the principle is the same and all possibilities are considered. See (Felner, 2001 ) for more details.
The general problem here can be called \weighted vertex cover". Given a hypergraph with integer-weighted edges, assign an integer value to each vertex, such that for each hyperedge, the sum of the values assigned to each vertex incident to the hyperedge is at least as large as the weight of the hyperedge. The \minimum weighted vertex cover" is a weighted vertex cover for which the sum of the vertex values is the lowest possible.
It is easy to prove that the minimum weighted vertex cover problem is NP-complete. Clearly it is in NP, since we can check a possible assignment of values to the vertices in time linear in the number of hyperedges. We can prove it is NP-complete by reducing standard vertex cover to it. Given a graph, the standard vertex-cover problem is to nd a smallest set of vertices such that every edge in graph is incident to at least one vertex in the set. Given a standard vertex-cover problem, create a corresponding weighted vertex-cover problem by assigning a weight of one to every edge. The solution to this weighted vertex-cover problem will assign either zero or one to each vertex, such that at least one endpoint of each edge is assigned the value one. The original vertex-cover problem will have a solution of k vertices if and only if there is a solution to the weighted vertex-cover problem in which k vertices are assigned the value one.
Since weighted vertex cover is NP-complete, and we have to solve this problem to compute the heuristic for each state of the search, it may seem that this is not a practical approach to computing heuristics. Our experimental results show that it is, for several reasons. The rst is that by computing the Manhattan distance rst, and only including those edges for which the distance exceeds the sum of the Manhattan distances, the resulting con ict graph is extremely sparse. For a random state of the Twenty-Four Puzzle, it includes an average of only four pairs of nodes, and four triples of nodes, some of which may overlap. Secondly, since the graph is sparse, it is likely to be composed of two or more disconnected components. To nd the minimum vertex cover of a disconnected graph, we simply add together the vertices in the minimum vertex covers of each component. Finally, in the course of the search, we can compute the heuristic incrementally. Given the heuristic value of a parent node, we compute the heuristic value of each child by focusing only on the di erence between the parent and child nodes. In our case, only one tile moves between a parent and child node, so we incrementally compute the vertex cover based on this small change to the con ict graph.
Experimental Results
Here we compare our implementation of statically-and dynamically-partitioned additive pattern databases for both Fifteen and Twenty-Four puzzles. Note that the best staticallypartitioned pattern databases were already reported in the earlier paper (Korf & Felner, 2002) and are provided here for purposes of comparison.
Mapping Functions
For the sliding-tile puzzles, there are two ways to store and index partial states in a pattern database, a sparse mapping and a compact mapping. For a pattern of k tiles, a sparse table occupies a k-dimensional array with a total of 16 k entries for the Fifteen Puzzle. An individual permutation is mapped into the table by taking the location of each tile of the permutation as a separate index into the array. For example, if we have a pattern of three tiles (X,Y,Z), which are located in positions (2,1,3) they would be mapped to the array element a 2] 1] 3]. While this makes the mapping function e cient, it is ine cient in terms of space, since it wastes those locations with two or more equal indices.
Alternatively, a compact mapping occupies a single-dimensional array. A pattern of three tiles of the Fifteen puzzle needs an array of size 16 15 14. Each permutation is mapped to an index corresponding to its position in a lexicographic ordering of all permutations. For example, the permutation (2 1 3) is mapped to the third index, since it is preceded by (1 2 3) and (1 3 2) in lexicographic order. This compact mapping doesn't waste space, but computing the indices is more complex and therefore consumes more time.
Note that in all cases below, except the 7-8 partitioning for the Fifteen Puzzle, a sparse mapping was used for the databases. For the 7-8 partitioning of the Fifteen Puzzle, we used a compact mapping. This was done to save memory as a sparse mapping for a pattern of 8 tiles exceeds our memory capacity.
Fifteen Puzzle
In section 2.4 under previous work, we mentioned a 7-8 statically-partitioned additive pattern database for the Fifteen Puzzle. Here we compare that static partition with several others, and with dynamically-partitioned additive pattern databases in order to study the behaviors of the di erent methods (Korf & Felner, 2002) 1 .
1. It is worth mentioning here that the way we treated the blank tile for the statically-partitioned pattern databases is not trivial. For the backwards breadth-rst search we treated this tile as a distinct tile that can move to any adjacent location. If that location was occupied by a real tile then that real tile was moved to the former blank location and we add one to the length of the path to that node. However, for the pattern database tables we have only considered the locations of the real tiles as indexes into the tables. We did not preserve the location of the blank and stored the minimum among all possible blank locations in order to save memory. In a sense, we have compressed the pattern databases according to the location of the blank (see (Felner, Meshulam, Holte, & Korf, 2004 ) about compressing pattern databases). Table 1 presents the results of running IDA* with di erent heuristics averaged over 1000 random solvable instances of the Fifteen Puzzle. The average optimal solution length was 52.552 moves. Each row presents results of a di erent heuristic.
The rst column indicates the heuristic function. The second column, Value shows the average heuristic value of the thousand initial states. The Nodes column shows the average number of nodes generated to nd an optimal solution. The Seconds column gives the average amount of CPU time that was needed to solve a problem on a 500 megahertz PC. The next column presents the speed of the algorithm in nodes per second. Finally, the last column shows the amount of memory in kilobytes that was needed for the databases, if any 2 .
The rst row presents the results of running Manhattan distance. The second row adds linear con icts to the Manhattan distance. The next two rows present the results of the dynamically partitioned additive databases when the heuristic was obtained by a maximum-matching (MM) on the con ict graph. The next three rows present the results of the dynamically partitioned additive databases with the weighted vertex-cover heuristic (WVC), which is more accurate than the maximum-matching heuristic for this problem. Thus, we include the maximum-matching results for the Fifteen Puzzle for comparison 2. For simplicity, in this paper we assume that a kilobyte has 10 3 bytes and that a megabyte has 10 6 bytes purposes, while for the Twenty-Four and Thirty-Five Puzzles below, we only used the weighted vertex-cover heuristics. We can view the weighted vertex-cover heuristic as an implementation of the dynamically partitioned database in this domain, since for each node of the search tree, we retrieve all the pairwise, triple distances etc, and nd the best way to combine them in an admissible heuristic.
By only storing those pairs of positions where the heuristic value exceeds the sum of the Manhattan distances, the pairs databases only occupied about one megabyte of memory. By only storing those triples of positions that exceeded the sum of the Manhattan distances, and also were not covered by the pairs database, the pairs and triples together only occupied about 2.3 megabytes of memory. IDA* with the pairs heuristic (with weighted vertexcover) required an average of about ten seconds to solve each instance, and the pairs and triples heuristic reduced this to about ve seconds each. We have also experimented with a dynamically partitioned heuristic that also considers quadruples of tiles. However, while adding quadruples reduced the number of generated nodes, the constant time per node increased, and the overall running time was longer than the heuristic that only used pairs and triples. We have found that the bottleneck here was keeping the con ict graph accurate for each new node of the search tree. For every tile that moves we need to check all the pairs, triples and quadruples that include this tile to see whether edges were added or deleted from the con ict graph. This was expensive in time, and thus the system with pairs and triples produced the best results among the dynamically-partitioned heuristics.
For the statically-partitioned database we report results for three di erent partitions shown in Figure 3 . The rst uses a 5-5-5 partitioning of the tiles. The second uses a 6-6-3 partitioning. Finally, the third partition is the same 7-8 partitioning from (Korf & Felner, 2002) . As the partitions use larger patterns, the memory requirements increase. While the 5-5-5 partitioning needed only 3 megabytes, the 7-8 partitioning needed 575 megabytes. The results for all the statically-partitioned databases were calculated by taking the maximum of the above partitions and the same partitions re ected about the main diagonal. The same tables were used for the re ected databases, simply by mapping the positions of the tiles to their re ected positions. Note that even the 5-5-5 partitioning is faster than the dynamically partitioned database while using the same amount of memory. The best results were obtained by the 7-8 partitioning and were already reported earlier (Korf & Felner, 2002) . This heuristic reduced the average running time of IDA* on a thousand random solvable instance to 28 milliseconds per problem instance. This is over 2000 times faster than the 53 seconds required on average with the Manhattan distance heuristic on the same machine.
Thus, we conclude that if su cient memory is available, heuristics based on staticallypartitioned pattern databases are more e ective for the Fifteen puzzle than those based on dynamically-partitioned pattern databases.
Twenty-Four Puzzle
In our earlier paper (Korf & Felner, 2002) we implemented a statically-partitioned additive pattern database for the Twenty-Four puzzle, partitioning the tiles into four groups of six tiles, as shown in Figure 4 , along with its re ection about the main diagonal. Here we added experiments on the Twenty-Four Puzzle, using dynamically-partitioned pairwise and triple distances, and computing the heuristic as the minimum weighted vertex cover. These databases required about three megabytes of memory. On our 500 Megahertz Pentium III PC, IDA* using this heuristic generated about 185,000 nodes per second. We optimally solved the rst ten randomly-generated problem instances from (Korf & Felner, 2002) , and compared the results to those with the statically-partitioned pattern database heuristic. This heuristic generated 1,306,000 nodes per second. Table 2 shows the results. The rst column gives the problem number, and the second the optimal solution length for that problem instance. The next two columns show the number of nodes generated and the running time in seconds for IDA* with the dynamicallypartitioned pattern database heuristic, and the last two columns present the same information for IDA* with the statically-partitioned database heuristic.
For the Twenty-Four puzzle, the dynamically-partitioned database heuristic usually results in fewer node generations, but a longer runtime overall, compared to the staticallypartitioned database heuristic. The reason is that computing the best partition for each state, which requires solving a weighted vertex-cover problem, is much slower than simply summing values stored in the static pattern database. On the other hand, the dynamic database requires only three megabytes of memory, compared to 244 megabytes for the static database we used. Problem 3 in the table is the only case where the static partition generated a smaller number of nodes than the dynamic partition. Problem 9 is the only case where IDA* ran faster with the dynamically-partitioned heuristic than the staticallypartitioned heuristic.
Here again we added quadruples to the dynamically-partitioned database, and found out that while the number of generated nodes decreased in all problems except problem 9, the overall running time increased, compared to using just pairwise and triple distances.
Thirty-Five Puzzle
Since the performance of the dynamic database relative to the static database improved in going from the Fifteen Puzzle to the Twenty-Four Puzzle, an obvious question is what happens with an even larger puzzle, such as the 6 6 Thirty-Five Puzzle. Unfortunately, nding optimal solutions to random instances of the Thirty-Five Puzzle is beyond the reach of current techniques and machines.
However, we can predict the relative performance of IDA* with di erent heuristics, using the new theory that was introduced lately (Korf, Reid, & Edelkamp, 2001 ). All that is needed is the brute-force branching factor of the problem space, and a large random sample of solvable states, along with their heuristic values. A rather surprising result of this theory is that the rate of growth of the number of nodes expanded by IDA* with increasing depth is exactly the brute-force branching factor. Di erent heuristics a ect the exponent in this exponential growth, but not the base. To predict the actual performance of IDA* with a given heuristic, we would need the average optimal solution depth as well, which is unknown for the Thirty-Five Puzzle. However, we can predict the relative performance of di erent heuristics without knowing the solution depth. See (Korf et al., 2001 ) for more details.
We computed a dynamically-partitioned pairs and triples pattern database for the Thirty-Five Puzzle, storing only those values that exceed the sum of the Manhattan distances of the corresponding tiles. For each state, the heuristic is computed as the minimum weighted vertex cover of the con ict graph.
We also computed several di erent statically-partitioned pattern database heuristics. They were all based on a partitioning of the problem into 7 pattern of 5 tiles each. We ran them on random problems to limited depths, and compared the number of nodes generated to those depths. The one that generated the fewest nodes in searching to the same depth is shown in Figure 5 . The two diagrams are re ections of each other about the main diagonal. Each group includes ve tiles, and hence the number of entries in each database is 36!=31! = 45; 239; 040. For speed of access, we stored each database in a table of size 36 5 = 60; 466; 176. For the overall heuristic we used the maximum of the sum of the values from the seven databases, and the sum of the values from the seven databases re ected about the main diagonal.
In order to approximate the distribution of values of each heuristic, we sampled ten billion random solvable states of the problem, and computed both static and dynamicallypartitioned heuristic values for each, as well as Manhattan distance. This information, (Korf et al., 2001) , allows us to predict the relative average number of nodes that would be generated by IDA* using each heuristic, when searching to the same depth. We computed the speed of IDA* using each heuristic, in nodes per second by running the algorithms to a limited depth. Table 3 below shows the results.
The rst column gives the heuristic used with IDA*. The second column gives the average value of the heuristic over all ten billion random states. As expected, the dynamically partitioned heuristic has the highest average value, and Manhattan distance the lowest. The third column gives the number of nodes generated in searching to the same depth, relative to the dynamically-partitioned heuristic, which generates the fewest nodes. As expected, Manhattan distance generates the most nodes, and the dynamically-partitioned heuristic the fewest. The fourth column gives the speed in nodes per second of IDA* using each of the di erent heuristics on a 1.7 megahertz PC. As expected, Manhattan distance is the fastest, and the dynamically-partitioned heuristic the slowest. The fth column gives the predicted relative running time of IDA* with each heuristic, searching to the same depth. This is computed by dividing the relative nodes by the nodes per second. The results are expressed relative to the dynamically predicted heuristic, which is the fastest overall. In this case, the slower speed in nodes per second of the dynamically-partitioned heuristic is more than made up for by the fewer node generations, making it about 1.8 times faster than the statically-partitioned heuristic overall. By comparison, IDA* with Manhattan distance is predicted to be almost 1000 times slower. The last column shows the memory required for the di erent heuristics, in kilobytes. The relative advantage of the statically-partitioned database heuristics over the dynamicallypartitioned heuristics appears to decrease as the problem size increases. When moving to the Thirty-Five Puzzle, the predicted performance of the dynamically partitioned database is better than the statically-partitioned database. One possible explanation is that for the Fifteen Puzzle, we can build and store databases of half the tiles. For the Twenty-Four Puzzle, we can only include a quarter of the tiles in a single database. For the Thirty-Five Puzzle, this decreases to only 1=7 of the tiles in one database. Note that for the Thirty-Five Puzzle, the memory needed by the dynamically-partitioned database is almost two orders of magnitude less than that required by the statically-partitioned database.
4-Peg Towers of Hanoi Problem
We now turn our attention to another domain, the Towers of Hanoi problem.
Problem Domain
The well-known 3-peg Towers of Hanoi problem consists of three pegs that hold a number of di erent-sized disks. Initially, the disks are all stacked on one peg, in decreasing order of size. The task is to transfer all the disks to another peg. The constraints are that only the top disk on any peg can be moved at any time, and that a larger disk can never be placed on top of a smaller disk. For the 3-peg problem, there is a simple deterministic algorithm that provably returns an optimal solution. The minimum number of moves is 2 n 1 where n is the number of disks. The 4-peg Towers of Hanoi problem, known as Reve's puzzle (van de Liefvoort, 1992; Hinz, 1997) and shown in Figure 6 , is more interesting. There exists a deterministic algorithm for nding a solution, and a conjecture that it generates an optimal solution, but the conjecture remains unproven (Frame, 1941; Stewart, 1941; Dunkel, 1941) . Thus, systematic search is currently the only method guaranteed to nd optimal solutions, or to verify the conjecture for problems with a given number of disks.
Search Algorithms
Once we eliminate the inverse of the last move made, the search tree for the sliding-tile puzzles generates relatively few duplicate nodes representing the same state. As a result, the depth-rst algorithm iterative-deepening-A* (IDA*) is the algorithm of choice. This is not the case with the Towers of Hanoi problem, however.
Branching Factor of 4-Peg Towers of Hanoi
For the 4-peg problem, there are between three and six legal moves in any given state, depending on how many pegs are occupied. For example, if all pegs hold at least one disk, the smallest disk can move to any of the other three pegs, the next smallest disk that is on top of a peg can move to any of the two pegs that don't contain the smallest disk, and the third smallest disk that is on top of a peg can move to the single peg with a larger disk on top. We can reduce the number of duplicate nodes by never moving the same disk twice in a row, reducing the branching factor to between two and ve. The average branching factor among those states with all pegs occupied, which is the vast majority of the states, is approximately 3.7664. For example, if we move a disk from peg A to peg B, and then another disk from peg C to peg D, applying these two moves in the opposite order will generate the same state.
Since it can't detect most duplicate nodes, a depth-rst search must generate every path to a given depth. The number of such paths is the branching factor raised to the power of the depth of the search. For example, the optimal solution depth for the 6-disk 4-peg Towers of Hanoi problem is 17 moves. Thus, a brute-force depth-rst search to this depth would generate about 3:7664 17 6 10 9 nodes, making it the largest 4-peg problem that is feasibly solvable by depth-rst search. By storing all generated nodes, however, a breadth-rst search wouldn't expand more than the number of unique states in the problem space. Since any disk can be on any peg, and the disks on any peg must be in decreasing order of size, there are only 4 n states of the n-disk problem. For six disks, this is only 4 6 = 4096 states. Thus, breadth-rst search is much more e cient than depth-rst search on this problem.
The heuristic analog of breadth-rst search is the well-known A* algorithm (Hart et al., 1968) . A* maintains a Closed list of expanded nodes, and an Open list of those nodes generated but not yet expanded. Since it stores every node it generates on one of these two lists, A* is limited by the amount of available memory, typically exhausting memory in a matter of minutes on current machines.
Frontier A* Algorithm
Frontier-A* (FA*) is a modi cation of A* designed to save memory (Korf, 1999; Korf & Zhang, 2000) . Instead of saving both the Open and Closed lists, frontier-A* saves only the Open list, and deletes nodes from memory once they have been expanded. Its name derives from the fact that the Open list can be viewed as the frontier of the search space, whereas the Closed list corresponds to the interior of the space. In order to keep from regenerating closed nodes, with each node on the Open list the algorithm stores those operators that lead to closed nodes, and when expanding a node those operators are not applied. Once the goal is reached, we can't simply trace pointers back through the Closed list to construct the solution path, since the Closed list is not saved. Rather, a divide-and-conquer technique is used to reconstruct the solution path in frontier search. Since our purpose here is simply to compare di erent heuristic functions, in the experiments discussed below we only executed the rst pass of the algorithm to reach the goal state and determine the solution depth, rather than reconstructing the solution path. For more details on frontier-A* and frontier search in general, the reader is referred to (Korf, 1999; Korf & Zhang, 2000) .
Admissible Heuristic Evaluation Functions
Both A* and frontier-A* require a heuristic function h(n) to estimate the distance from node n to a goal. If h(n) is admissible, or never overestimates actual cost, both algorithms are guaranteed to nd an optimal path to the goal, if one exists.
Heuristic Function Based on Infinite-Peg Relaxation
The simplest admissible heuristic for this problem is the number of disks not on the goal peg. A more e ective admissible heuristic comes from a relaxation of the problem which allows an in nite number of pegs, or equivalently, as many pegs as there are disks. In this relaxed problem, the disks on any non-goal peg can be moved to the goal peg by moving all but the bottom disk to their own temporary peg, moving the bottom disk to the goal peg, and then moving each of the remaining disks from their temporary pegs to the goal peg. Thus, the required number of moves of disks on each non-goal peg is twice the number of disks on the peg minus one. For disks on the goal peg, we count down from the largest disk until we nd one that is not on the goal peg. Each smaller disk on the goal peg must move twice, once to its temporary peg to allow the largest disk not on the goal peg to be moved to the goal peg, and then from its temporary peg back to the goal peg. The number of moves needed to optimally solve this relaxed problem is the sum of these values for each peg. This is also an admissible heuristic for the original problem, which we call the in nite-peg heuristic.
Precomputing Additive Pattern Databases
We can also compute additive pattern database heuristics for this problem. Consider a 15-disk problem, and assume we partition the disks into one group of 8 disks and another group of 7 disks. For example, we could divide them into the 8 largest disks and the 7 smallest disks, or any other disjoint partition we choose. Then, for each group of disks, we compute a table with one entry for every di erent possible combination of pegs that those disks could occupy. The value of the entry is the minimum number of moves required to move all the disks in the group to the goal peg, assuming there are no other disks in the problem. Since there are exactly 4 n states of the n-disk problem, indexing this table is particularly easy, since each disk position can be represented by two bits, and any con guration of n disks can be uniquely represented by a binary number 2n bits long. We can compute such a table for each group of disks in a single breadth-rst search backward from the goal state, in which all the disks in the group start on the goal peg, and there are no other disks. We store in the table the number of moves made the rst time that each state is encountered in this breadth-rst search.
There are two important simpli cations we can take advantage of in this domain. The rst is that for a given number of disks, the pattern database will contain exactly the same values regardless of which disks we choose. In other words, a pattern database for the eight largest disks, or the eight smallest disks, or eight even-numbered disks will all be identical. The reason is that only the number of disks matter, and not their absolute sizes. Therefore, we only need a single pattern database for each number of disks.
The second simpli cation is that a pattern database for n disks also contains a pattern database for m disks, if m < n. To look up a pattern of m disks, we simply assign the n m largest disks to the goal peg, and then look up the resulting con guration in the n-disk pattern database. The result is that we only need a single pattern database for the largest number of disks of any group of our partition.
Computing the Heuristic Values from the Pattern Database
The most e ective heuristic is based on partitioning the disks into the largest groups possible, and thus we want the largest pattern database that will t in memory. For example, a 14-disk database occupies 4 14 entries or 256 megabytes, since the maximum possible value in such a database is 113 moves, which ts in one byte. This is the largest pattern database we can use on a machine with a gigabyte of memory, since a 15-disk database would occupy all the memory of the machine at one byte per entry. The 14-disk database gives us the exact optimal solution cost for any problem with 14 or fewer disks. To solve the 15-disk problem, we can partition the disks into 14 and 1, 13 and 2, 12 and 3, etc.
Given a particular split, such as 12 and 3, the static partitioning approach will always group the same 12 disks together, say for example, the 12 largest disks vs. the 3 smallest disks. Given a particular state of the search, we use the positions of the 12 largest disks as an index into the database, and retrieve the value stored there. We then look up the position of the 3 smallest disks, assigning all larger disks to the goal peg, and retrieve that value. Finally, we add these two values for the nal heuristic value.
For any given state, which disks we choose to group together will a ect the heuristic value. For example, consider a state of the 15-disk problem where the 3 largest disks are on the goal peg. If we group the 12 largest disks together, we won't get an exact heuristic value, because we won't capture the interactions with the 3 smallest disks. If instead we group the 12 smallest disks together, and put the 3 largest disks in the other group, our heuristic value will be exact, because no moves are required of the 3 largest disks, and they don't interact with any of the smaller disks once they are on the goal peg. As another example, if we group the 3 smallest disks together and they all happen to be on the goal peg, then no moves will be counted for them, whereas if they were grouped with at least one larger disk not on the goal peg, the heuristic will add at least two moves for each of the smaller disks on the goal peg.
The dynamic partitioning approach potentially uses a di erent partition of the disks for each state. Given a 12-3 split for example, we consider all 15 14 13=6 = 455 ways of dividing the disks, compute the resulting heuristic value for each, and then use the maximum of these heuristic values. 
Experimental Results
For each of the experiments below, we used the frontier-A* algorithm, since A* ran out of memory on the larger problems or with the weaker heuristics. The database we used was the complete 14-disk pattern database, which requires 256 megabytes of memory. We report experiments with the 15, 16, and 17 disk problems.
15-Disk Problem
For the 15-disk problem, we implemented ve di erent heuristic functions. The rst was the in nite-peg heuristic, described in section 5.3.1 above. This heuristic doesn't require a database. The next three heuristics were statically-partitioned heuristics, based on the 14-disk pattern database. We divided the disks into groups of 12 and 3, 13 and 2, and 14 and 1, respectively. For the 12-3 split, the tiles were divided into the 12 largest disks and the three smallest disks, and similarly for the 13-2 and 14-1 splits.
Finally, we used a dynamically-partitioned pattern database heuristic, dividing the disks into a group of 14 and a singleton disk. For each state, we computed the heuristic value for all 15 di erent ways of dividing the disks into groups of 14 and one, and took the maximum of these as the heuristic value.
In each case we solved the single problem instance in which all 15 disks start on a single peg, and the task is to transfer them all to a di erent goal peg. Ties among nodes of equal f(n) value were broken in favor of smaller h(n) values. The optimal solution path is 129 moves long. Table 4 shows the results. The rst column lists the heuristic function used. The second column gives the heuristic value of the initial state. The third column shows the average value of the heuristic function over the entire problem space. The fourth column indicates the number of nodes expanded, and the fth column presents the time in seconds, on a 450 megahertz Sun Ultra-10 workstation. The last column shows the maximum number of nodes stored, which is an indication of the relative memory required by the algorithms, excluding the memory for the pattern database.
The data show that the heuristic based on the in nite-peg relaxation is the weakest one, requiring the most time and storing the most nodes. It is also the slowest to compute per node, since the position of each disk must be considered in turn. In contrast, the database heuristics can be calculated by using the bits of the state representation as an index into the database, with shifting and masking operations to partition the bits. Among the statically-partitioned heuristics, the data clearly show that the larger the groups, the better the performance. In particular, splitting the 15 tiles into 14 and 1 is much more e ective than the 13-2 or 12-3 split.
Finally, the dynamically-partitioned 14-1 split generated the smallest number of nodes and thus consumed the smallest amount of memory. This is because it computes the best partition of the disks for each state, in order to maximize the heuristic value. While this heuristic takes longer to compute for each node, it is not a signi cant factor in the overall time, and it makes up for it by expanding and storing fewer nodes.
16-Disk Problem
For the 16-disk problem, the optimal solution length is 161 moves. Without a pattern database, we could store approximately 34 million nodes on our one-gigabyte machine. Frontier-A* with the in nite-peg heuristic ran out of memory while expanding nodes whose f = g + h cost was 133.
Storing the 14-disk pattern database, which takes 256 megabytes of memory reduced the number of nodes we could store to about 23 million. This only allowed us to solve the problem with a 13-3 or 14-2 split. We compared heuristics based on statically partitioned splits of 13-3 and 14-2 against a dynamically-partitioned 14-2 heuristic. In the later case, there are 16 15=2 = 120 ways to partition the 16 disks into one group of 14 disks and another group of 2 disks. For each state, we computed the heuristic for each di erent partition, and used the maximum heuristic value.
The results are shown in Table 5 , in a format identical to that in Table 4 for the 15-disk problem. Again, we nd that the 14-2 static split is much more e ective than the 13-3 split. In this case, the dynamically-partitioned heuristic took longer to solve the problem than the largest static partitioning, since the dynamically-partitioned heuristic is much more expensive to compute than the statically-partitioned heuristic. On the other hand, the more accurate heuristic resulted in expanding and storing fewer nodes, thus requiring less memory, which is the limiting resource for best-rst search algorithms such as A* or frontier-A*.
17-Disk Problem
Finally, we tested our heuristics on the 17-disk problem. The optimal solution length to this problem is 193 moves. We were able to store only about 23 million nodes without a pattern database, since the state representation requires more than a single 32-bit word in this case. Frontier-A* with the in nite-peg heuristic ran out of memory while expanding nodes of cost 131. With the 14-disk pattern database we were only able to store about 15 million nodes. With static partitioning of the disks into the largest 14 and the smallest 3, frontier-A* exhausted memory while expanding nodes of cost 183. The only way we were able to solve this problem was with a dynamically-partitioned 14-3 heuristic. In this case, for each state we computed all 17 16 15=6 = 680 di erent ways of dividing the disks, looked-up the database value for each, and returned the maximum of these as the nal heuristic value. This took two hours to run, expanded 101,052,900 nodes, and stored 10,951,608 nodes.
We conclude that with a gigabyte of memory, the dynamically-partitioned databases are better than the statically-partitioned databases for the 17-disk problem. If we had enough memory to solve a problem with both the statically-and dynamically-partitioned databases, using the statically partitioned database might be faster. However, the limiting resource for best-rst searches such as A* is memory rather than time. Since the dynamically-partitioned databases use much less memory than the statically-partitioned databases, dynamic partitioning is the method of choice for solving the largest problems.
Time to Compute the Pattern Database
The results above do not include the time to compute the pattern database. Computing the 14-disk database takes about 263 seconds, or 4 minutes and 20 seconds. If we are solving multiple problem instances with the same goal state, but di erent initial states, then this cost can be amortized over the multiple problem solving trials, and becomes less signi cant as the number of problem instances increases.
The Towers of Hanoi problem traditionally uses a single initial state with all disks starting on the same peg, however. If that is the only state we care to solve, then the cost of generating the pattern database must be taken into account. For the 15-disk problem, this would add 263 seconds to each of the running times for the database heuristics in Table  4 . Even with this additional time cost, they all outperform the in nite-peg heuristic, by as much as a factor of 4.5. The 16-and 17-disk problems are too big to be solved on our one gigabyte machine without the pattern database.
Capitalizing on the Symmetry of the Space
Frontier-A* with dynamically-partitioned pattern-database heuristics is the best existing technique for solving arbitrary initial states of large 4-peg Towers-of-Hanoi problems. If we are only interested in solving the standard initial state with all disks on a single peg, however, we can do better by capitalizing on the fact that the initial and goal states are completely symmetric in this case (Bode & Hinz, 1999) .
Consider moving all n disks from the initial to the goal peg. In order to be able to move the largest disk to the goal peg, all the n 1 smaller disks must be removed from the initial peg, cannot be on the goal peg, and hence must be on the remaining two intermediate pegs. Note that we don't know the optimal distribution of the n 1 smallest disks on the intermediate pegs, but we do know that such a state must exist on any solution path.
Once we reach a state where the largest disk can be moved to the goal peg, we make the move. If we then apply the moves we made to reach this state from the initial state in reverse order, and interchange the initial and goal pegs, instead of moving the n 1 smallest disks from the intermediate pegs back to the initial peg, we will move them to the goal peg, thus completing the solution of the problem. Thus, if k is the minimum number of moves needed to reach a state where the largest disk can be moved to the goal peg, the optimal solution to the problem requires 2k + 1 moves.
To nd the optimal solution to the standard initial state, we simply perform a breadthrst search, searching for the rst state where the largest disk can be moved to the goal peg. This only requires us to search to just less than half the optimal solution depth. Unfortunately, since we can't completely determine the goal state of this search, it is di cult to design an e ective heuristic function for it. Thus, we used breadth-rst frontier search.
In general, this technique is faster than our best heuristic search for the goal state, but requires storing more nodes. For example, for the 15-disk problem, the breadth-rst search to the half-way point requires only 18 seconds, compared to 265 seconds for the heuristic search on a 450 megahertz Sun workstation, counting the time to generate the pattern database. On the other hand, it requires storing about 1.47 million nodes, compared to about 26,000 nodes for the heuristic search. For the 16-disk problem, the breadth-rst search technique requires 102 seconds, but stores about 5.7 million nodes, compared to one million for the heuristic search. The 17-disk problem was the largest we could solve in one gigabyte of memory. It required 524 seconds and stored about 20 million nodes. By using disk storage for memory in a more complex algorithm (Korf, 2004) , we have been able to solve up to 24 disks, in each case verifying the conjectured optimal solution.
Note that unlike the heuristic search, this technique only applies to the standard initial and goal states, where all disks are on one peg, and not to arbitrary problem instances.
Recently (Felner et al., 2004) , we were able to signi cantly improve these results by compressing large pattern databases to a smaller size. We solved the 17-disk problem in 7 seconds and the 18-disk problem in 7 minutes, not counting the time to compute the pattern database.
Vertex Cover
We now turn our attention to our nal domain, that of computing an optimal vertex cover of a graph. We begin with a description of the problem, then consider the problem space to be searched, and nally the computation of additive pattern databases heuristics for this domain. Note that we have already seen an application of a more general version of this problem, the weighted vertex cover, to the problem of computing an admissible heuristic for the sliding-tile puzzle.
The Problem
Given a graph, a vertex cover is a subset of the vertices such that every edge of the graph is incident to at least one of the vertices in the subset. A minimum or optimal vertex cover is one with the fewest number of vertices possible. Vertex cover was one of the earliest problems shown to be NP-complete (Karp, 1972) . There are many approaches to solve this problem. A comprehensive survey is beyond the scope of this paper. We refer the reader to a survey that was presented by Balasubramanian et al. (Balasubramanian, Fellows, & Raman, 1998) .
The Search Space
To avoid confusing the search space tree with the original input graph, we will use the terms \nodes" and \operators" to refer to parts of the search tree, and the terms \vertices" and \edges" to refer to parts of the input graph.
One of the simplest and most e ective search spaces for this problem is a binary tree. Each node of the tree corresponds to a di erent vertex of the graph. The left branch includes the corresponding vertex in the vertex cover, and the right branch excludes the vertex from the vertex cover. The complete tree will have depth n, where n is the number of vertices, and 2 n leaf nodes, each corresponding to a di erent subset of the vertices. (Downey & Fellows, 1995) classify this method as the bounded search tree method.
Of course, much of this tree can be pruned in the course of the search. For example:
If a vertex is excluded from the vertex cover, every adjacent vertex must be included, in order to cover the edge between them. In such cases, branches that do not include these adjacent vertices are pruned.
If a vertex is included, all of its incident edges are covered, so we modify the graph by removing this vertex and those edges for the remainder of the search below that node.
If a vertex has no edges incident to it, we can exclude that vertex from the vertex cover.
If a vertex has only one neighbor, we can exclude that vertex and include its neighbor.
If there is an edge between two vertices that have no other neighbors, we can arbitrarily choose one of the vertices to include, and exclude the other.
Many attempts have been made recently to reduce the size of the search tree by pruning irrelevant nodes or by combining several nodes together (Chen, Kanj, & Jia, 2001; Balasubramanian et al., 1998; Downey, Fellows, & Stege, 1999; Niedermeier & Rossmanith, 1999) . To date, the best of these methods is the work done by (Chen et al., 2001) . However, despite the comprehensive and deep work that they have done, they all use a simple g(n) cost function for each internal node n of the search tree which is the size of the partial vertex cover associated with node n. We extend this work by adding an admissible heuristic function h(n), based on additive pattern databases.
During the course of the search, we keep the vertices of the remaining graph sorted in decreasing order of degree, and always branch next on the inclusion or exclusion of a remaining vertex of maximum degree.
The best way to search this tree is using depth-rst branch-and-bound (DFBnB). The inclusion-exclusion scheme guarantees that there is a unique path to each vertex cover, and hence no duplicate nodes, eliminating the need for storing previously generated nodes and allowing a linear-space depth-rst search. Once we reach the rst complete vertex cover, we store the number of vertices it includes. At any node n of the tree, let g(n) represent the number of vertices that have been included so far at node n. This is the cost of the partial vertex cover computed so far, and can never decrease as we go down the search tree. Thus, if we encounter a node n for which g(n) is greater than or equal to the smallest complete vertex cover found so far, we can prune that node from further search, since it cannot lead to a better solution. If we nd a complete vertex cover with fewer nodes than the best so far, we update the best vertex cover found so far.
Heuristic Evaluation Functions
Our main contribution to this problem is adding a heuristic evaluation function to estimate the number of additional vertices that must be included to cover the edges of the remaining graph. Denote such a function h(n), where n is a node of the search tree. In our DFBnB algorithm, at each interior node n of the search, we apply the cost function f(n) = g(n) + h(n). If this cost equals or exceeds the size of the smallest vertex cover found so far, we can prune this node. We are still guaranteed an optimal solution as long as h(n) never overestimates the number of additional vertices we have to add to the current vertex cover.
For example, consider two disjoint edges in the remaining graph, meaning they don't share either of their end points. At least two vertices must be added to the vertex cover, since one vertex incident to each edge must be included, and no vertex is incident to both edges. More generally, a matching of a graph is a set of vertex-disjoint edges, and a maximum matching is a matching with the largest number of such edges. A maximum matching can be computed in polynomial time (Papadimitriou & Steiglitz, 1982) . Given a remaining graph, any vertex cover of it must be at least as large as a maximum matching of the graph. Thus, the size of a maximum matching is an admissible heuristic function for the vertex-cover problem.
The size of a maximum matching is not the best admissible heuristic, however, as we can consider costs of larger groups of vertices. For example, consider a triangle graph of three nodes with an edge between each pair, as shown in Figure 2 . A maximum matching of this graph contains one edge, since any two edges have a vertex in common. A minimum vertex cover of the triangle contains two vertices, however, since no single vertex is incident to all three edges.
More generally, consider a clique of k vertices, which is a set of vertices with an edge between every pair. A minimum vertex cover of such a clique includes k 1 vertices. This is su cient, since the edges incident to the single vertex left out are covered by the remaining included vertices. k 1 vertices are necessary, because if any two vertices are excluded, the edge between them will not be covered. A single edge is the special case of a clique of size two. The idea of using cliques as a lower bound on the size of the minimum vertex cover is due to (Marzetta, 1998) .
Computing an Admissible Heuristic with Additive Pattern Databases
In order to compute an admissible heuristic for the size of the minimum vertex cover of a given graph, we partition the vertices into a set of vertex-disjoint cliques, meaning two cliques can't share a vertex. Each clique of size k contributes k 1 vertices to the size of the vertex cover, and we can sum these values for a set of vertex-disjoint cliques. In general the largest cliques make the largest contribution to the heuristic value. We would like the partition that yields the maximum value.
The clique problem is known to be NP-complete. However, we have found that for the random graphs that we experimented with (with xed average degree), cliques of four or more vertices are very rare. Thus, in the experiments described below, we only looked for cliques of four nodes or less in time O(n 4 ).
Building an additive pattern database for this problem is done as follows. We rst scan the original input graph and identify all cliques of four or fewer nodes. These cliques are then stored in a pattern database. Then, during the search we need to retrieve disjoint cliques from this database as will be shown below.
Computing the Heuristic from the Pattern Database
After building the cliques database for the original graph, we calculate the heuristic for a given remaining subgraph. A special case of such a graph is the complete input graph at the root of the search tree where none of the vertices are included yet.
We compute the heuristic as follows. We scan the cliques database and nd those cliques all of whose vertices remain in the given graph. Note that each of these cliques is now a hyperedge in the mutual-cost graph. We then would like to partition these cliques into a set of vertex-disjoint cliques to maximize the total number of vertices included. For each such clique of size k, we add k 1 to the heuristic value.
Unfortunately, this partitioning problem is NP-complete. To avoid this NP-complete problem, we use a greedy approach that looks for a maximal set of cliques. A maximal set of cliques is a set of vertex-disjoint cliques that cannot be increased by adding more cliques to it, whereas a maximum set of cliques is one for the which the total number of vertices is as large as possible. In practice, we use a greedy approach that rst identi es vertex-disjoint cliques of size four, then cliques of size three, and nally additional edges.
Static Vs. Dynamic Partitioning
The above algorithm gives us a relatively e cient way to compute a lower-bound on the size of the minimum vertex cover for a given graph. During our branch-and-bound search, however, as vertices are included and excluded, the remaining graph is di erent at each node. We need to compute a heuristic value for each of these remaining graphs based on data from the cliques database.
There are at least two ways to do this, corresponding to a static partition of the vertices and a dynamic partition.
One way to compute a heuristic for each node is to partition the original graph into vertex-disjoint cliques in order to obtain a vertex cover of maximal size, and then use this same partition throughout the search. With this approach, at each node of the search, we examine the remaining graph. For each clique of size k in our original partition, if k 1 of the vertices of the partition have already been included, we don't add any to the heuristic, since all the edges of this clique have been covered. If fewer then k 1 vertices of the clique have been included so far, we add the di erence between k 1 and the number of vertices included to the heuristic value, since at least this many additional vertices of this clique must eventually be included. We do this for all the cliques in the partition, and sum the resulting contributions to determine the heuristic value of the node. We refer to this as the statically-partitioned heuristic. Dynamic partitioning is done by repartitioning the vertices of the remaining graph into vertex-disjoint cliques at each node of the search tree, and computing the resulting heuristic. This is done according to the methods described in section6.3.2.
Clearly, the dynamically-partitioned heuristic will be more accurate than the staticallypartitioned heuristic, since the dynamic partition is based on the current remaining graph at each node. On the other hand, the dynamically-partitioned heuristic will be more expensive to compute, since we have to nd a maximal partitioning of the remaining graph at each node. To compute the statically-partitioned heuristic, we only have to do the partitioning once, and then during the search we simply examine each node in each clique of the original partition to determine if it has been included or not.
Experiments
We compared depth-rst branch-and-bound with the statically-partitioned heuristic to depth-rst branch-and-bound with the dynamically-partition heuristic. We experimented on random graphs which were built as follows. Given two parameters, N to denote the number of vertices and D to denote the density (average degree of the graph) , we created a graph with N vertices such that each edge was added to the graph with probability D N . Table 6 presents the results of solving the vertex-cover problem on random graphs with 150 vertices and density of 16. The Cliques column presents the size of the largest clique that we store in our database. The remaining columns present the number of generated nodes and the number of seconds needed to solve an average problem. All the experiments reported here were also tried on other densities and the same tendencies were observed. We focus on density of 16 because it seems to be the most di cult case.
For the vertex cover problem each problem instance has its own database. However, in all our experiments it took only a fraction of a second to build the database and hence this time is omitted in all our data.
As expected, the dynamically-partitioned heuristic generated fewer nodes than the statically-partitioned heuristic, but ran slower per node. Overall, however, the dynamicallypartitioned heuristic outperformed the statically-partitioned heuristic by up to an order of magnitude in running time. Both heuristics clearly outperform a system where no heuristics were used. We have tried our system on many other graphs and obtained similar results.
We have also added our heuristics to the best proven tree search algorithm for vertex cover, which was proposed by (Chen et al., 2001) . They divide the nodes of the search tree into a number of classes. Each class is determined by looking at special structures of vertices (like the degree of the vertex) and edges of the input graph in the area of the relevant vertex. Due to the special structure of the graph, some decisions on these vertices are forced and thus the size of the search tree is reduced by pruning other possibilities for branching. For example, consider a degree-2 vertex v whose two neighbors u and w are connected to each other. In that case, since the three vertices form a triangle, u and w can be added to a minimal vertex-cover. (Chen et al., 2001 ) provided a large number of di erent classes and cases for pruning the search tree by focusing on special classes of vertices or by combining several vertices together. They prove that their algorithm is asymptotically the fastest algorithm that optimally solves the vertex-cover problem. Chen's algorithm calculates the cost of a node as the size of the partial vertex cover and does not try to gather knowledge from the vertices in the remaining graph in order to get a lower bound estimation on the number of vertices that must be added to the partial vertex cover. In other words they only use a cost function of f = g. We have added our heuristics to their system and use the cost function of f = g + h. Adding the dynamic database described above to Chen's pruning methods further improved the running time as will be shown below. not using any method using only pruning and branching rules using only 4-cliques heuristics using both methods Figure 7 : Combining both methods Figure 7 shows four curves that include all the four ways to combine the 4-cliques heuristics with the pruning methods proposed by (Chen et al., 2001) . The four ways are: use them both, use only one of them or not using any of them. The gure presents time in seconds on random graphs with sizes of 100 up to 190 and density of 16. The results clearly show that when using each method separately, the heuristic function approach outperforms the pruning methods. Figure 7 also shows that when the input graph is larger than 140, the best combination between the two approaches is to use both of them. In other words, Table 7 : Experimental results of our best combination on di erent graphs.
adding our heuristics to the algorithm of (Chen et al., 2001) further improves the running time. On graphs with less than 140 nodes, however, it is even preferable to use the most accurate heuristic function without any pruning method. In all cases, adding our 4-cliques pattern database heuristic to any combination of the pruning methods is always bene cial. For example, for a graph with 190 vertices, the simple system with no pruning methods and no heuristics needed 453,488 seconds. Adding our 4-cliques heuristics improved the running time to only 2,764 seconds. Adding the heuristics to a system with all the pruning methods further improved the overall time from 7,131 seconds for the pure Chen algorithm to 767 seconds for the combined algorithm.
. . . . . Since combining both methods seems to be best, we used this combination to solve random graphs of larger sizes with densities of 8 and 16. We have also experimented with Delaunay graphs. These graphs comprise Delaunay triangulations of planar point patterns that are constructed by creating a line segment between each pair of points (u,v) such that there exists a circle passing through u and v that encloses no other point. Figure 8 illustrate a random graph and a Delaunay graph of size 15. In a random graph a vertex can be connected to any of the other vertices while in a Delaunay graph vertices are connected only to nearby vertices. Note that the average degree of Delaunay graphs is around 5.
The results are presented in Table 7 . A graph of 250 vertices and a density of 16 was solved in 16 hours while with density of 8 we could solve a graph of 350 vertices in 5 hours. We could solve Delaunay graphs of size up to 400 vertices.
General Characterization of the Method
Here we abstract from our three example problems a general characterization of additive heuristic functions and pattern databases. While the sliding-tile puzzles and Towers of Hanoi are similar permutation problems, the vertex-cover problem is signi cantly di erent.
We begin by noting that additive heuristics and pattern databases are separate and orthogonal ideas. Additive heuristics are added together to produce an admissible heuristic. Pattern databases are a way of implementing heuristic functions by precomputing their values and storing them in a lookup table. These two techniques can be used separately or in combination. For example, Manhattan distance is an additive heuristic that is often computed as a function, rather than stored in a pattern database. Existing pattern database heuristics for Rubik's Cube are not additive. The heuristics described earlier for the slidingtile puzzles and Towers of Hanoi problems are both additive and implemented by pattern databases. A heuristic such as Euclidean distance for road navigation is neither additive nor implemented by a pattern database. We begin by giving a precise characterization of a problem and its subproblems, then consider additive heuristics, and nally consider pattern databases.
Problem Characterization
A problem space is usually described abstractly as a set of atomic states, and a set of operators that map states to states. This corresponds to a labeled graph, called the problemspace graph. In addition, a speci c problem instance is a problem space together with a particular initial state and a (set of) goal state(s). In order to talk precisely about subproblems, however, we need to add more structure to this abstract characterization. For this, we adopt a formalism used by Korf (Korf, 1985b) , and by others as well.
Problem State
We de ne a problem state as a vector of state variables, each of which is assigned a particular value. For example, in the Towers of Hanoi problem, there is a variable for each disk, with a value that indicates which peg the disk is on. For the sliding-tile puzzles, there is a variable for each physical tile, plus the blank position, with a value that indicates the position occupied by that tile or the blank. We represent the blank position explicitly to easily determine if a particular move is applicable. For the vertex-cover problem, there is a variable for each edge of the graph, with a value of one or zero, indicating whether the edge has been covered by an included vertex or not. For ease of exposition, below we will often refer to the variable that corresponds to a particular disk, tile, or edge as simply that disk, tile, or edge.
The initial state is a particular set of values assigned to each variable in the state vector. For the permutation problems, this speci es the initial positions of the tiles and blank, or disks. For the vertex-cover problem, the initial state assigns zero to each edge, indicating that none of them are covered yet. A goal state is also indicated by a set of assignments to the variables. For the permutation problems this re ects the desired positions of the tiles or disks. For the vertex-cover problem, the goal state assigns one to each edge, indicating that each edge is covered.
Operators
An operator in this formulation is a partial function from a state vector to a state vector, which may or may not apply to a particular state. For the vertex-cover problem, there is an operator for each vertex. To include a vertex in the solution, we apply the corresponding function, which sets the value of each edge incident to the vertex to one, regardless of its previous value, and leaves the values of the other edges unchanged. For the sliding-tile puzzles, we de ne a separate operator for each physical tile. The corresponding function applies to any state where the blank is adjacent to the given tile, and swaps the positions or values of the blank variable and the tile variable. For the Towers of Hanoi problem, there is a separate operator for each combination of disk and destination peg. If none of the smaller disks are on the same peg as the disk to move, nor the destination peg, then the e ect of the operator is to change the value of the moving disk to the destination peg. If this condition doesn't hold, then the operator is not applicable. Note that there are other natural ways to de ne the set of operators for the sliding-tile puzzles or the Towers of Hanoi.
We say that an operator function application a ects a variable if it changes its value. For the Towers of Hanoi, each operator only a ects a single variable, that of the disk being moved, even though its applicability depends on all smaller disks. For the vertex-cover problem, each operator (vertex) a ects all the variables (edges) that it is incident to. For the sliding-tile puzzle, each operator a ects two variables, the physical tile being moved and the blank variable.
Solutions
A feasible solution to a problem is a sequence of operator function applications that maps the initial state to a goal state. The cost of a solution is the sum of the costs of the operators applied, and an optimal solution is one of lowest cost. There may be multiple optimal solutions. For example, in the vertex-cover problem, the order in which vertices are included doesn't matter, so an optimal set of operators can be applied in any order. In each of these problems, each operator costs one unit, but in general di erent operators could have di erent costs.
Patterns and their Solutions
We de ne a pattern as an assignment of values to a subset of the state variables in a problem. For example, a pattern in a permutation problem might be a particular con guration of a subset of the tiles or disks. A pattern is thus an abstract state that corresponds to a set of complete states of the problem which we call the pattern set. All the states in the pattern set have the same values assigned to the subset of variables included in the pattern but have di erent values for other variables.
Given a solution to a problem instance, we de ne the cost of solving a pattern in that problem instance as the sum of the costs of those operators in the solution that a ect at least one variable included in the pattern. This is a key di erence between our approach and that of (Culberson & Schae er, 1998) , since they count the cost of all operators applied to solve a pattern, including those operators that only a ect variables that are not included in the pattern. Even though other operators must often be applied to establish preconditions for operators that a ect the variables in the pattern, we don't count them in the cost of the solution of the pattern. The optimal cost of solving a pattern is the lowest cost of solving the pattern from any complete state in the original problem in which the pattern variables have their initial values, or in other words, from any state that is a member of the pattern set. A solution of a pattern is therefore a lower bound on the solution to the complete state in the original problem. This is true for both our de nition of solution to a pattern, and for the de nition of (Culberson & Schae er, 1998) .
Additive Heuristic Functions
The central question of this section is when is the sum of the optimal costs of solving a collection of patterns a lower bound on the optimal cost of solving the original problem? A su cient condition is given below.
Theorem 1 If we partition a subset of the state variables in a problem instance into a collection of subsets, so that no operator function a ects variables in more than one subset, then the sum of the optimal costs of solving the patterns corresponding to the initial values of the variables in each subset is a lower bound on the optimal cost of solving the original problem instance.
Before giving the proof of this result, we illustrate it with each of our example domains. In the Towers of Hanoi problem, if we partition the disks into groups that are disjoint, the sum of the costs of solving the corresponding patterns will be an admissible heuristic, because each operator only a ects one disk. In the vertex-cover problem, we have to partition the edges into groups so that no vertex is incident to edges in more than one group, because each vertex represents an operator that a ects all the edges that are incident to it. This is most easily done by partitioning the vertices into disjoint subsets, and including in each subset only the edges between vertices in the same subset. In a connected graph, this will require leaving some edges out of all patterns. The cost of covering these excluded edges may not be counted, but that doesn't a ect the admissibility of the heuristic. In the sliding-tile puzzles, we need to partition the physical tiles into disjoint subsets. We can't include the blank in any of these subsets, because every operator a ects the blank position.
The proof of this result is very simple, now that we've made the right de nitions.
Proof: Let S be an optimal or lowest-cost solution of a complete problem instance.
S consists of a sequence of operators that map all the variables in the problem instance from their initial values to their goal values. The cost of S is the sum of the costs of the individual operators in S. S is also a solution to any pattern in the original problem instance, since it maps any subset of the variables from their initial values to their goal values. Thus, it is a solution to each of the patterns in our hypothesized partition. Given a particular pattern, the cost of S attributed to the pattern is the sum of the costs of those operators in S that a ect any of the variables in the pattern. Since by assumption no operator a ects variables in more than one pattern in our partition, each operator of S can be attributed to at most one pattern, based on the variables it a ects. The cost of S is thus greater than or equal to the sum of the costs of S attributed to each of the patterns. Note that some variables may not be included in any patterns, and thus the costs of any operators that only a ect such variables will not be attributed to the solution of any included patterns.
Since the optimal cost of solving a pattern is less than or equal to the cost of any solution to the pattern, we can conclude that the sum of the optimal costs of solving these patterns is a lower bound on the cost of the optimal solution to the original problem. Q.E.D.
Rubik's cube is another example of a permutation problem. In Rubik's cube, however, each operator moves multiple physical subcubes. Furthermore, there is no non-trivial way to partition the subcubes into disjoint subsets so that the operators only a ect subcubes from the same subset. Thus, there are no known additive heuristics for Rubik's cube, and the best way to combine costs of di erent subproblems is to take their maximum. Similarly, the original pattern databases of (Culberson & Schae er, 1998) , which counted all moves required to position the pattern tiles, including moves of non-pattern tiles, do not result in additive costs, even if the pattern tiles are disjoint.
An important question is how to divide the variables in a problem into disjoint patterns. There are two considerations here. One is that we would like a partition that will yield a large heuristic value. This favors partitioning the problem into a small number of patterns, each of which include a large number of variables. The other consideration is that we need to be able to e ciently compute, or precompute and store, the costs of solving the corresponding patterns. In general, the fewer the variables in a pattern, the easier it is to compute and store its solution cost, but the sum of such solutions tends to be a weaker lower bound on the overall solution cost, since the interactions between the patterns are not included in the heuristic.
For vertex-cover, any partition of the graph into edge-disjoint subgraphs will yield an admissible heuristic. We chose to partition the graphs into subgraphs which are cliques, however, because the cost of a vertex cover of a clique of n nodes is both large relative to the number of nodes, and easy to compute, since it is always equal to (n 1).
Pattern Databases
A pattern database is a particular implementation of a heuristic function as a lookup table. It trades space for time by precomputing and storing values of the heuristic function. This only makes sense if the same values will be needed more than once, and there is su cient memory available to store them. The values stored are the costs of solving subproblems of the original problem.
A pattern database is built by running a breadth-rst search backwards from the complete goal state, until at least one state representing each pattern is generated. The cost of the solution to the pattern is the sum of the costs of the operators that changed any of the variables in the pattern. For the Towers of Hanoi problem, we can ignore any variables that are not part of the pattern. For the sliding-tile puzzle, we can ignore the tile variables that are not part of the pattern, but must include the blank tile, to determine the applicability of the operators.
Complete Pattern Databases
In general, a pattern database corresponds to a subset of the variables of the problem. A complete pattern database stores the cost of solving every pattern, de ned by the set of all possible combinations of values of the variables in the pattern subset. For example, in a permutation problem, a pattern database corresponds to a particular set of tiles or disks, and a complete such database would contain the cost of solving any permutation of those tiles or disks. In the vertex-cover problem, a pattern database would correspond to a subset of the edges of the original graph. A complete pattern database would contain the number of additional vertices that must be included to cover every possible subset of that subset of edges.
One advantage of a complete pattern database is that every value is stored. Another advantage is that the pattern itself can often be used to compute a unique index into the database, so that only the cost of solving it need be stored. The primary disadvantage of a complete database is its memory requirements.
Partial Pattern Databases
A partial pattern database only stores the cost of solving some of the patterns. This saves memory by storing fewer values than a complete database. For example, given a subset of sliding tiles, a partial pattern database might only store those permutations of the tiles whose solution cost is more than the sum of their Manhattan distances. For the remaining patterns, we would just compute the sum of the Manhattan distances. This turned out to be very e cient for the dynamically-partitioned database as many of the values for the complete database were equal to the sum of the Manhattan distances. Another example is that in the tile puzzles we only stored triples whose values are not captured by any of their internal pairs. One disadvantage of a partial database is that since a value isn't stored for every pattern, we have to explicitly store the patterns that are included, in addition to their solution costs.
For our vertex-cover pattern databases, we store cliques of the original graph, up to a certain maximum size. Technically, each of these cliques would represent a di erent database, because each represents a di erent subset of the edges. However, we refer to the entire collection as a single database. Furthermore, we don't have to store a separate cost for each pattern of a clique, since in a clique of n vertices of which k vertices are already included, the number of additional vertices needed to cover all the edges of the clique is simply n 1 k. Thus, all we really need to store is the vertices of the clique itself, since the rest of the information needed is readily computed.
Algorithm Schemas
Both the statically-partitioned and the dynamically-partitioned pattern database heuristics include two phases, the pre-computation phase and the search phase. The steps for each of these phases are presented below. For both versions we rst have to verify that additivity applies according to Theorem 1. { Solve all the patterns of these subsets and store the costs in a database.
In the search phase do: { For each state in the search, retrieve the costs of the current patterns for each subset of variables.
{ Find a set of disjoint variables from the database such that the sum of the corresponding costs is the largest admissible heuristic. In general, the corresponding hypergraph matching problem is NP-complete, and we may have to settle for an approximation to the largest admissible heuristic value.
There are many domain-dependent enhancements that can be applied to the above schemas. For example, the question of whether to store a complete pattern database or a partial pattern database is domain dependent. Also, in some cases we may be able to improve the heuristic for a particular problem. In the tile puzzles for example, we used the solution to a weighted vertex-cover problem as an admissible heuristic.
Di erences Between the Applications
While there are many commonalities among the three applications that we study here, there are also some important di erences.
For the sliding-tile puzzles and Towers of Hanoi problem, we have a goal state that is often shared by many di erent problem instances. In that case, we need to compute only one set of pattern databases for all problem instances that share the same goal state. For these problems the time to create these tables can be amortized over many problem instances and can be omitted.
For the vertex-cover problem, every problem instance needs its own set of pattern databases. Thus, the time to compute these tables must be counted in the solution cost. However, our experiments show that the relative amount of time to compute these tables is insigni cant, compared to the total time to solve large problems.
The vertex-cover problem is somewhat di erent than the permutation problems. In the permutation problems, the costs of solving the di erent instances of the di erent subproblems were explicitly stored in the database. For the vertex-cover problem we only stored the fact that a given subset of vertices form a clique. This is because calculating the exact cost of covering a given clique for each search node can be done very easily on the y. For a clique of size k, the cost is k 1 m if m vertices of the clique are already included. One might claim that this is a degenerate form of pattern databases since we do not store the costs with the databases.
To summarize, while we have presented a general schema, trying this on new problems may involve signi cant creativity in identifying the subproblems, determining the de nition of disjoint subproblems, computing the pattern databases, doing the partitioning, etc. Also, taking advantage of domain-dependent attributes is often very important.
Discussion, Conclusions and Future Work
A natural question to ask is given a problem, which type of database to use. While we can't give a complete answer to this question, we can o er some guidelines based on our experiments.
When to use each of the methods
The bene t of static partitioning is that it is done only once. Thus, the time per node for computing the heuristic is very low, usually no more than retrieving and summing a few values from a table. Dynamic partitioning considers multiple groups and partitions them on the y. This produces a more accurate heuristic at a cost of more time per node. This overhead comes from updating the necessary data structures to re ect the current costs of the di erent groups, and from computing a maximum-matching to return the largest admissible heuristic.
One can add more patterns to a dynamic database to improve the heuristic. It appears however, that this is bene cial only up to a certain point. Beyond that point, the overhead per node dominates the reduction in the number of generated nodes, and thus the overall time increases. For example, for the tile puzzles we observed that the best balance is to only use pairs and triples. When we added quadruples to this system, we obtained a better heuristic, but the overall time to solve a problem increased. We can observe exactly the same behavior from the last two lines of Table 6 for the vertex-cover problem. For the graphs of size 150, adding cliques of size four reduced the number of generated nodes, but increased the overall time from 70 seconds to 73 seconds. Note however, that this was not the case for other sizes of graphs that we tested. See (Felner, 2001 ) for more details. For the 4-peg towers of Hanoi problem we observed the same phenomenon. For the 15-disk problem, the 14-1 dynamic partition solves the problem at the same speed as the 14-1 static partitioning, since there are only 15 di erent candidates to choose from. For the 16-disk problem however, there are 120 di erent partitions with a 14-2 split. This causes a larger overhead, and the dynamic partitioning runs slower than the static partitioning.
The question is where is the point at which adding more patterns is no longer e ective. In this paper we compared two relatively extreme cases of the method where in one case we only had one possible partition and in the other we had as many partitions as possible. The optimal way might be somewhere in the middle. At this point we believe that given a speci c problem, only trial and error experimentation will reveal the best option.
Another issue is memory requirements. Depending on the problem domain, di erent techniques may require more or less memory than others. For example, in the sliding-tile puzzles, the most e ective dynamically-partitioned databases occupied much less memory than the best statically-partitioned heuristics. For the Towers of Hanoi problem, the memory requirements were the same for either method.
Note that if we use A* for frontier-A* as the search algorithm, then there is a competition for memory between the pattern databases and the need to store nodes of the search tree in Open and/or Closed lists. In that case, there might be a bene t for using the dynamic approach if it provides a more accurate heuristic. With a more accurate heuristic, a smaller number of nodes will be generated and the memory requirements of the Open and Closed lists will be decreased. This will allow us to solve larger problems with a given amount of available memory. An example of this is the 4-peg 17-disk Tower of Hanoi problem, which we could only solve with the more accurated dynamically-partitioned pattern databases.
Conclusions and Further Work
We have considered both static and dynamic additive pattern database heuristics in three di erent domains: sliding-tile puzzles, the 4-peg Towers of Hanoi problem, and vertex cover. In each case, the resulting heuristics are the best known admissible heuristics for these problems, and heuristic search using these heuristics is the best known method of nding optimal solutions to arbitrary instances these problem. For the special case of the standard initial and goal states of the Towers of Hanoi problem, however, we can use the symmetry between the initial and goal states to solve larger problems with breadth-rst search (Korf, 2004) .
In this paper we have studied the similarities and the di erences between the two versions of additive pattern databases. We conclude that the question of which version to use is domain dependent. For example, for the Fifteen and Twenty-Four puzzles, heuristics based on a static partition of the problem are most e ective. For the Thirty-Five puzzle, dynamic partitioning may be more e ective. For the Towers of Hanoi problem and vertex cover, dynamically partitioning the problem for each state of the search is most e ective for large problems.
There are a number of avenues for future work on admissible heuristics for these problem domains. Most recently, we have focussed on a technique for compressing larger pattern databases (Felner et al., 2004) . Another direction is automatically nding the best static partitioning. Another avenue is to nd more e cient algorithms for nding the best dynamic partitionings, rather than simply computing them all and taking their maximum. Another issue is to automatically nd the optimal size of dynamically-partitioned databases.
Finally, we believe that these techniques can be e ectively extended to new problem domains. Hopefully the diversity of domains represented in this paper and the general discussion will help in nding new applications of these ideas.
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