In the present paper we investigate the Gromov-Hausdorff distances between a bounded metric space X and so called simplex, i.e., a metric space all whose non-zero distances are the same. In the case when the simplex's cardinality does not exceed the cardinality of X, a new formula for this distance is obtained. The latter permits to derive an exact formula for the distance between a simplex and an ultrametric space.
Introduction
A natural and rather widespread mathematical approach to compare some objects is to define a distance function between them as a measure of their "unlikeness", see many examples in [1] . In the present paper the geometry of the class of all metric spaces considered up to an isometry is investigated by means of the Gromov-Hausdorff distance.
As early as 1914, F. Hausdorff [2] defined a non-negative symmetric function on pairs of non-empty subsets of a metric space X that is equal to the infimum of non-negative reals r such that one subset is contained in the r-neighborhood of the other, and vice versa. Later on D. Edwards [3] and M. Gromov [4] independently generalized the Hausdorff construction to the family of all compact metric spaces in terms of their isometrical embeddings into all possible ambient spaces, see definition below. The resulting function is called the GromovHausdorff distance, and the corresponding metric space M of compact metric spaces considered up to a isometry is referred as the Gromov-Hausdorff space. The geometry of this space turns out to be rather tricky, and it is actively investigated by specialists, because, in particular, the "space of all spaces" has several evident applications. It is well-known that M is path-connected, complete, separable, geodesic metric space, and that it is not proper. A detailed introduction to geometry of the Gromov-Hausdorff space can be found in [8, Ch. 7] .
The problem to calculate the Gromov-Hausdorff distance between two given spaces is rather non-trivial. In the present paper the authors continue to study this problem in the particular case where one of the given spaces is so-called simplex, i.e., a metric space all whose non-zero distances are the same. This case turns out to be of special interest due to several reasons. In the case of finite metric space X the distances from X to simplexes permit to reproduce the edges lengths of a minimal spanning tree of X, see [12] ; these distances turn out to be useful in investigation of isometries of the Gromov-Hausdorff space, see [9] ; in terms of those distances the generalized Borsuk problem can be solved, see [6] .
In paper [7] the distances between simplexes and compact metric spaces are calculated in several particular cases. Later on these results are generalized to the case of arbitrary bounded metric spaces, see [5] . Namely, several additional characteristics of the bounded metric spaces were introduced, and in terms of those characteristic either exact formulas for the Gromov-Hausdorff distance to simplexes were written, or exact lower and upper estimates for these distances were given.
In the present paper the formulas from [5] for the Gromov-Hausdorff distance from an arbitrary bounded metric space X to a simplex get a geometrical interpretation, that permits to rewrite them in a more convenient from in the case of simplexes having at most the same cardinality as the space X, see Theorem 2.5. As an application, an exact formulas for the distances from a simplex to an arbitrary finite ultrametric space are obtained, see Theorem 3.3. (Recall that a metric space is said to be ultrametric, if the triangle formed by any its three points is an isosceles one, and its "base" does not exceed its "legs", see also the definition below). In addition, a criterion for a finite metric space to be ultrametric in terms of minimal spanning trees is obtained (Theorem 3.1).
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Preliminaries
Let X be an arbitrary set. By #X we denote the cardinality of the set X.
Let X be an arbitrary metric space. The distance between any its points x and y we denote by |xy|. If A, B ⊂ X are non-empty subsets of X, then put |AB| = inf |ab| : a ∈ A, b ∈ B . For A = {a}, we write |aB| = |Ba| instead of |{a}B| = |B{a}|.
For each point x ∈ X and a number r > 0, by U r (x) we denote the open ball with center x and radius r; for any non-empty A ⊂ X and a number r > 0 put U r (A) = ∪ a∈A U r (a). This value is called the Hausdorff distance between A and B. It is well-known, see [8] , that the Hausdorff distance is a metric on the set of all non-empty bounded closed subsets of X. Let X and Y be metric spaces. A triple (X ′ , Y ′ , Z) consisting of a metric space Z together with its subsets X ′ and Y ′ isometric to X and Y , respectively, is called a realization of the pair (X, Y ). The Gromov-Hausdorff distance d GH (X, Y ) between X and Y is the infimum of real numbers r such that there exists a realization (
Hausdorff and Gromov-Hausdorff Distances
It is well-known [8] that d GH is a metric on the set M of all compact metric spaces considered up to an isometry.
A metric space X is called a simplex, if all its non-zero distances are the same. By λ∆ we denote a simplex all whose non-zero distances equal λ > 0. For λ = 1 the space λ∆ is denoted by ∆ to be short.
. Let X be an arbitrary metric space, and ∆ be a singlepoint space, then for any
. Let X be an arbitrary bounded metric space, and #X < #λ∆, then
Let X be a set, and m a cardinal number that does not exceed #X. By D m (X) we denote the family of all possible partitions of the set X into m subsets. Now, let X be a metric space. Then for each
Further, for any non empty A, B ⊂ X put
and for any
Proposition 1.3. Let X be an arbitrary bounded metric space, and m = #λ∆ ≤ #X. Then
For an arbitrary metric space X put ε(X) = inf |xy| : x, y ∈ X, x = y .
Notice that ε(X) ≤ diam X, and for a bounded metric space X the equality holds if and only if X is a simplex.
Theorem 1.4 ([7]
). Let X be a finite metric space, and #λ∆ = #X, then
For an arbitrary metric space X, m = #X, put (
Then a < b, and (a) for λ ≤ a the equality
In computing the Gromov-Hausdorff distances between finite metric spaces, minimal spanning trees turn out to be rather important. The reason is that the edges lengths of these trees are related to geometrical characteristics of partitions of the corresponding ambient space. Recall the definitions.
Let G = (V, E) be an arbitrary (simple) graph with a vertex set V and an edge set E. If V is a metric space, then the lengthes |e| of edges e = vw of G are defined as the distances |vw| between their ends v and w in the space X; the length |G| of the graph G is defined as the sum of the lengths of all its edges.
Let X be a finite metric space. Define the number mst(X) as the length of a shortest tree of the form (X, E). The resulting value is referred as the length of a minimal spanning tree on X. Each tree G = (X, E) such that |G| = mst(X) is called a minimal spanning tree on X. Notice that for any such X a minimal spanning tree on X does always exist. By MST(X) we denote the set of all minimal spanning trees on X.
Notice that, generally speaking, a minimal spanning tree is not unique. For G ∈ MST(X) by σ(G) we denote the vector composed of the edges lengths of the tree G, that are written in the decreasing order.
Proposition 1.7 implies that following definition is correct. Definition 1.8. For any finite metric space X, by σ(X) we denote the vector σ(G) for an arbitrary G ∈ MST(X), and we call it the mst-spectrum of the space X.
The Gromov-Hausdorff Distance to Simplexes in Terms of Extreme Points
Let X be a bounded metric space X, and m ≤ #X a cardinal number. In accordance with Proposition 1.3, to calculate the exact value of the function g m (λ) = d GH (λ∆, X) it suffices to know the pairs α(D), diam D for all D ∈ D m (X). Let us consider these pairs as points in the plane with fixed standard coordinates (α, d). By AD m (X) ⊂ R 2 we denote the set of all such pairs, and also put h α,d (λ) := max{d, λ − α}. Reformulate Proposition 1.3 in the new notations using the fact that the function diam X − λ does not depend on partitions D, and changing the order of inf and max.
Corollary 2.1. Let X be an arbitrary bounded metric space, and m = #λ∆ ≤ #X. Then
In what follows it is convenient to work with the closure AD m (X) of the set AD m (X). Notice that as AD m (X), so as AD m (X) lie in the parallelogram formed by the intersection of two strips: the horizontal strip between the straight lines y = d Put
Since for each fixed λ the value h α,d (λ) depends continuously on α and d, then F (λ) =F (λ), and hence the following result holds.
Corollary 2.2. Let X be an arbitrary bounded metric space and m = #λ∆ ≤ #X. Then
Further, notice that for any point (α, d) ∈ R 2 , the graph of the function y = h α,d (λ) is an angle with the vertex at the point T α,d = (α + d, d); one side of the angle is horizontal, and its direction is opposite to the one of the abscissa axis; the second side has the same direction as the bisectrix of the first quadrant. Notice that for any ( 
By Ext m (X) we denote the set of all extreme points from AD m (X). Proof. As it is already mentioned above, the set AD m (X) is compact, and hence the continuous function π 2 : AD m (X) → R, π 2 : (α, d) → d, takes its least value (which is equal to d m (X)) at it. Therefore, the set M = (α, d) ∈ AD m (X) :
Remark 2.3. Define an ordering relation in the plane as follows
is not empty and, due to continuity of the function π 2 , it is compact, so the function π 1 : M → R, π 1 : (α, d) → α, takes its greatest value at some point α 0 , d m (X) ∈ AD m (X). It is clear that this point is extreme. Theorem 2.5. Let X be an arbitrary bounded metric space, and m = #λ∆ ≤ #X. Then
Proof. LetF (λ) be given by the formula form (1). Put
Since Ext m (X) ⊂ AD m (X), then for all λ we have H(λ) ≥F (λ). Now, prove the inverse inequality.
Fix an arbitrary λ. By definition of the functionF (λ), there exists a sequence (α i , d i ) ∈ AD m (X) such that h αi,di (λ) →F (λ). Since the set AD m (X) is compact, then we can assume (passing to a subsequence if it is necessary) that the sequence (α i , d i ) tends to some (α
As it is already shown, the set AD m (X, λ) is non-empty. Let us prove that this set contains an extreme point.
The continuity of the function h α,d (λ) with respect to (α, d) implies that AD m (X, λ) is closed, and hence it is compact. Put
By AD m (X, λ, d 0 ) we denote the set of all such pairs (α, d 0 ). As it is shown above, this set is non-empty. The continuity of the function h α,d (λ) with respect to α implies that
However, this point is extreme, because otherwise we obtain a contradiction with the definitions of d 0 and α 0 . The latter implies that H(λ) ≤F (λ), the proof is complete.
The Gromov-Hausdorff Distance between Simplexes and Ultrametric Spaces
Now apply the above results to obtain specific explicit formulas for the GromovHausdorff distance in the particular case of ultrametric spaces, i.e., the metric spaces X such that the distance function satisfies the following enforced triangle inequality: |xz| ≤ max |xy|, |yz|
for all x, y, z ∈ X. This inequality implies similar "polygon inequality", namely, for an arbitrary set of points x 1 , x 2 , . . . , x k of the space X, the inequality
Theorem 3.1. Let X be a finite metric space, and G a minimal spanning tree on X. For any distinct v, w ∈ X, by γ vw we denote the unique path in G connecting v and w. Then X is ultrametric if and only if for any distinct points v, w ∈ X the equality |vw| = max
holds.
Proof. At first, let X be an ultrametric space. Choose arbitrary distinct v, w ∈ X. If vw ∈ E(G), then Equality (2) holds. Now, let v and w be not adjacent. Since G is a minimal spanning tree, then |vw| ≥ max e∈E(γvw ) |e|. The inverse inequality is the "polygon inequality" in an ultrametric space. Conversely, let Equality (2) hold for any distinct v, w ∈ E(G). Choose any three pairwise distinct points u, v, w ∈ X. If one of them, say v, lies in the path G connecting two other points, i.e., in the path γ u,w , then
|e| = max |uv|, |vw| , and hence the "triangle" uvw is isosceles, and its "base" is not longer than its "legs". Now, suppose that no one of the points under consideration lies in the path in G connecting two other points. Then the three paths in G connecting pairwise the vertices u, v, w have a common point x ∈ X distinct form these three. Therefore, each of those three paths can be represented as a union of the pair of paths connecting x and u, v, w. We have
the proof is complete.
Theorem 3.1 immediately implies the following result.
Corollary 3.2. Let X be a finite ultrametric space consisting of n points, and σ(X) = (σ 1 , σ 2 , . . . , σ n−1 ) its mst-spectrum. Then |vw| ∈ σ(X) for any distinct v, w ∈ X. In particular, diam X = σ 1 .
Theorem 3.3. Let X be a finite ultrametric space consisting of n points, σ(X) = (σ 1 , σ 2 , . . . , σ n−1 ) its mst-spectrum, and m > 0 a cardinal number. Then
Proof. Taking into account Corollary 3.2, the first formula follows from Proposition 1.1, the third and the forth ones follow from Theorem 1.4 and Theorem 1.2, respectively. Let us prove the second formula.
To do this we apply Theorem 2.5 and show that the set Ext m (X) consists of a single point, namely of the point (σ m−1 , σ m ). In other words, the point (σ m−1 , σ m ) is the least element of the set AD m (X) with respect to the ordering defined in Remark 2.3.
Let G be an arbitrary minimal spanning tree on X, and let e 1 , . . . , e n−1 be its edges, where |e i | = σ i .
Through out the edges e 1 , . . . , e m−1 from G, then G splits into m trees
In accordance with Theorem 3.1, the diameters of all X i do not exceed |e m |, and one of G i contains e m , hence the diameter of the corresponding X i does equal |e m |.
On the other hand, for any x i ∈ X i and x j ∈ X j , i = j, the path γ in G connecting x i and x j passes through some edges from the set {e 1 , . . . , e m−1 }, therefore, in accordance with Let γ p , p = 1, . . . , k − 1, be the path in the tree G, connecting w p and v p+1 . Since the both vertices belong to Y ip+1 and diam Y ip+1 < |e m | in accordance with assumptions, then, due to Theorem 3.1, the path γ p does not pass through any edge from the set {e i } m i=1 . Therefore, passing consequently the edges and paths e i1 , γ 1 , e i2 , γ 2 , . . . , γ k−1 , e i k , we get a path in G, that connects the vertices v 1 and w k from Y i1 . Hence, due to Theorem 3.1, we have diam Y i1 ≥ |v 1 w k | ≥ |e m |, a contradiction. Theorem is proved.
