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Abstract
In this thesis new methods are presented to achieve performance enhance-
ment in wireless cooperative networks. In particular, techniques to improve
transmission rate, mitigate asynchronous transmission and maximise end-
to-end signal-to-noise ratio are described.
An oset transmission scheme with full interference cancellation for a
two-hop synchronous network with frequency at links and four relays is
introduced. This approach can asymptotically, as the symbol block size in-
creases, achieve maximum transmission rate together with full cooperative
diversity provided the destination node has multiple antennas. A novel full
inter-relay interference cancellation method that also achieves asymptoti-
cally maximum rate and full cooperative diversity is then designed which
only requires a single antenna at the destination node. Extension to asyn-
chronous networks is then considered through the use of orthogonal fre-
quency division multiplexing (OFDM) type transmission with a cyclic pre-
x, and interference cancellation techniques are designed for situations when
synchronization errors are present in only the second hop or both the rst
and second hop. End-to-end bit error rate evaluations, with and without
outer coding, are used to assess the performance of the various oset trans-
mission schemes.
Multi-relay selection methods for cooperative amplify and forward type
networks are then studied in order to overcome the degradation of end-to-
end bit error rate performance in single-relay selection networks when there
are feedback errors in the destination to relay node links. Outage probability
analysis for two and four relay selection is performed to show the advantage
of multi-relay selection when no interference occurs and when adjacent cell
ii
interference is present both at the relay nodes and the destination node.
Simulation studies are included which support the theoretical expressions.
Finally, outage probability analysis of a cognitive amplify and forward
type relay network with cooperation between certain secondary users, chosen
by single and multi-relay (two and four) selection is presented. The cognitive
relays are assumed to exploit an underlay approach, which requires adher-
ence to an interference constraint on the primary user. The relay selection
is performed either with a max-min strategy or one based on maximising
exact end-to-end signal-to-noise ratio. The analyses are again conrmed by
numerical evaluations.
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Chapter 1
INTRODUCTION
Signal propagation through a wireless channel faces more diculties than
through a guided wire, including greater additive noise, fading, multi-path
spread, co-channel interference, and adjacent channel interference [1], whereas
ber and coaxial cables can be almost free of interference. However, wire-
less transmission has become the favorable platform to transfer information
nowadays, due to the associated support for user freedom from being physi-
cally connected and providing, exibility and portability [2]. The design of a
reliable wireless system is dicult due to the random nature of the wireless
channel, and the diversity of environments in which they are likely to be de-
ployed. The next generation of wireless systems needs to have higher voice
quality as compared to current cellular mobile radio standards and provide
higher bit rate data services with greater coverage [3]. Wireless communi-
cations also has additional challenges, for example, limited bandwidth and
security [4]. Recently, long-term evolution (LTE) and fourth generation
(4G) have been vigorously developed in order to provide a high-data-rate,
low-latency and packet-optimized radio-access technology supporting exible
bandwidth deployments [5].
1
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1.1 Multi-Input Multi-Output
The demands for high data rate wireless communication systems have been
increasing dramatically over the last decade. However, the performance
of wireless communication systems at the link level is limited by multi-
path propagation eects, which lead to inter-symbol interference (ISI), path
loss, and interference from other users in the form of co-channel interfer-
ence (CCI) [5]. These limitations provide a number of technical challenges
for reliable wireless communication systems. One approach to address these
challenges is to use multiple antenna wireless communication systems, which
have received a great deal of attention recently due to the potential gains in
capacity and quality of service [3]. By using multiple antennas at both ends
of a point-to-point communication link a multi-input multi-output (MIMO)
system can be formed, which is included in Fig. 1.1, which can potentially
combat multipath fading propagation eects and increase the channel capac-
ity as compared with a conventional single-input single-output (SISO) sys-
tem. This is already happening in 802.11x systems wireless delity (WiFi),
802.16x worldwide interoperability for microwave access (WiMax) and is a
major focus for LTE and fourth generation (4G) cellular systems [6].
MIMO is an important technology for wireless links. It theoretically
oers signicant increases in data throughput and link range without ad-
ditional bandwidth or transmit power. In particular, some signicant ad-
vantages will be presented, such as array gain, diversity gain and spatial
multiplexing.
To begin with, array gain, is a key parameter in MIMO communication
systems, which means a power gain of the transmitted signals can be achieved
by using multiple-antennas at the transmitter and/or receiver. Through an
antenna array, as well as a correlative combination technique, the average
signal-to-noise ratio (SNR) at the receiver can be improved signicantly.
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Figure 1.1. A functional block diagram illustrating various forms
of wireless communication system: SISO: single-input single-output;
SIMO: single-input multiple-output; MISO: multiple-input single-
output and MIMO: multiple-input multiple-output.
MIMO can also achieve a linear growth of the capacity of the channel
with the maximum spatial multiplexing order min(Ns; Nd) without increas-
ing the power of the transmitter and the bandwidth, where Ns and Nd are
the number of antennas at the source and destination node.
Finally, diversity is an important method to be used in wireless channels
to combat fading. Furthermore, diversity gain is the increase in signal-to-
interference ratio and is usually expressed in decibels, and sometimes given
as a power ratio. The spatial diversity order for frequency at channels is
equal to the product of the number of antennas at the source and destination
node (Ns Nd), if the channel between each transmit-receive antenna pair
fades independently from the others.
Recent research on MIMO systems shows that theoretically the channel
capacity can signicantly increase by using multiple transmit and/or receive
antennas assuming independent channels between transmit and receive an-
tennas [7]. The channel capacity is a measure of the maximum amount of
information that can be transmitted over a channel and received with a low
probability of error at the receiver. The ergodic capacity of a SISO channel
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is the ensemble average of the information rate over the distribution of the
channel hsd [3], which is given by
CSISO = E(log2(1 + jhsdj2)); (1.1.1)
where hsd is a complex Gaussian random channel coecient, and  is the
average SNR ratio at the receiver branch and E() denotes the statistical
expectation over all channel realizations. And the ergodic capacity of a
MIMO system is given by [7]
CMIMO = E(log2(det(INd +

Ns
HHH))); (1.1.2)
where INd is the Nd  Nd identity matrix, H is the Nd  Ns normalized
channel response matrix and det(:) denotes the matrix determinant.
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Figure 1.2. Ergodic capacity for dierent MIMO sizes.
Fig. 1.2 illustrates the ergodic capacity of a MIMO at fading wireless link
with an equal number of Ns and Nd antennas at the source and destination
node. It can be seen that the ergodic capacity increases with SNR and with
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the number of antennas at the transmitter and the receiver. For example
at SNR = 20 dB the capacity increases approximately eight-fold when the
SISO link is replaced by an 8 8 MIMO link. Therefore, when the channels
between all antennas are uncorrelated, MIMO can oer major increase in
capacity proportional to min(Ns; Nd).
Therefore, a MIMO point-to-point system can eectively provide ergodic
capacity gain, array gain, diversity gain and spatial multiplexing. However,
the requirements of multiple-antenna terminals increases the system com-
plexity and the separation between the antennas increases the terminal size.
Furthermore, MIMO systems suer from the eect of path loss and shad-
owing, where path loss is the signal attenuation between the source and
destination nodes due to propagation distance, while the shadowing is the
signal fading due to objects obstructing the propagation path between the
source and destination nodes [8]. Wireless cooperative networks can provide
some solutions to deal with the aforementioned problems.
1.2 Wireless Cooperative Networks
Compared with conventional point-to-point MIMO systems, a cooperative
network has dierent nodes which can share antennas, and thereby generate
a virtual multiple antenna array (virtual MIMO) based on cooperation pro-
tocols [9] and [10]. Such cooperative relay networks have become a useful
technique that can achieve the same advantage as MIMO systems whilst
avoiding some of their disadvantages. Therefore, they have recently been
adopted for dierent new wireless systems such as 3GPP LTE-Advanced [11].
Also, they have been considered in dierent wireless system standards such
as WiMAX standards (IEEE 802.16j and IEEE 802.16m) [12] and WiFi
standards (IEEE 802.11s and IEEE 802.11n) [13].
Cooperative relay networks can potentially yield several gains, i.e., co-
Section 1.2. Wireless Cooperative Networks 6
operative diversity gain, cooperative multiplexing gain and pathloss gain.
Cooperative diversity gain can eciently combat the detrimental eects of
severe fading in the wireless channel [9]. Copies of the same information
can be forward to the destination node by intermediate relays between the
source and destination over independent channels. Therefore, cooperative
diversity gain can be obtained in proportion to the number of independent
channels in the cooperative relay network, which depends on the number of
relay nodes and the environment [16]. For example, in a frequency-at chan-
nel, the maximum cooperative diversity gain Gd = Ns Nr Nd, where Nr
is the number of single-antenna relay nodes. Increased cooperative diversity
gain leads to improvements in the system performance such as the probabil-
ity of error Pe or the outage probability Pout. The cooperative diversity gain
is related to how fast the probability of error decreases with an increase in
the signal strength typically measured by SNR [3]. The cooperative diver-
sity gain or diversity order, Gd, in terms of end-to-end error probability and
outage probability are given by [8] and [14]
Gd =   lim
SNR!1
log(Pe(SNR))
log(SNR)
and Gd =   lim
SNR!1
log(Pout(R))
log(SNR)
;
where Pout(R) denotes the probability that the instantaneous system ca-
pacity R is lower than a particular transmission rate threshold Rth, such
that
Pout = PrfGmlog2(1 + SNR)  Rthg;
where Gm is the cooperative spatial multiplexing gain eectively equals the
number of independent channels over which dierent information can be
transmitted, which can improve capacity or transmission data rates. The
cooperative multiplexing gain as a function of SNR is given by
Gm = lim
SNR!1
R(SNR)
log2(SNR)
:
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Finally, using intermediate relay nodes helps in avoiding the pathloss
problem because dividing the propagation path between the source and des-
tination nodes into at least two parts yields transmit power gains because the
total resultant pathloss of part of the whole path is less than the pathloss of
the whole path [14]. This advantage of the cooperative relay network can be
referred to as pathloss gain. It is known theoretically that SNR is inversely
proportional to the signal propagation distance, d, [14].
SNR / 1
dn
;
where d is the distance between the source and destination node and n is the
pathloss exponent which typically uctuates between 2 (light-of-sight) and
6 (highly cluttered environment) based on the type of the propagation envi-
ronment [14]. According to this relation, a cooperative relay network where
the intermediate relay is in the middle between the source and destination
and the power is divided equally between the source and the relay will result
in the following gain as compared to the conventional point-to-point system,
therefore, pathloss gain can be obtained as
Gp =
1=2
(d=2)n +
1=2
(d=2)n
1=dn
= 2n;
which means the cooperative relay network can achieve a transmit power
saving of (10log102
n) dB.
This thesis is focused upon exploiting spatial cooperative diversity gain
rather than cooperative multiplexing and pathloss gain. In summary, coop-
erative relay systems potentially oer several advantages and disadvantages
for wireless communications [14] and [15] as follows:
1. Main advantages
a. Performance Gains: large system-wide performance gains can be
achieved due to pathloss, diversity and multiplexing gains. These gains can
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decrease transmission powers and provide higher capacity and transmission
rate.
b. Coverage Extension: the coverage of the cell is impacted because of
the limit in transmission power. For example, a user at the cell edge may
experience insucient power levels to communicate due to the weak signal
of interest from the base station [14]. However, a cooperative relay system
can eectively expand the network coverage through the relaying capability,
and therefore the transmitted signal can service more range as compared to
point-to-point systems.
c. Quality of service: a cooperative relay system can be extremely ef-
fective to combat the eects of channel fading by cooperative diversity [15].
Also, it can eectively enhance the transmission robustness by guaranteeing
the transmission between the source and destination even if the direct link
is in fade or several of the system relays are o or lost.
2. Main disadvantages
a. Increased interference: the use of relays will certainly generate extra
intra- and inter-cell interference, which potentially causes the system perfor-
mance to deteriorate [14]. In this thesis, interference cancellation schemes
are proposed to mitigate this problem.
b. Strict synchronization: a tight synchronization generally needs to be
maintained to facilitate cooperation, which is dicult to achieve, due to the
nodes being in dierent locations and the varying timing delays between
nodes. This thesis also considers asynchronous cooperative relay networks,
and provides eective solutions to deal with asynchronism.
In the next subsection, another important method will be presented to im-
prove performance and reduce system complexity, which is the relay selection
scheme.
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1.3 Relay Selection in Cooperative Networks
Recently, relay selection has been proposed as an attractive solution to im-
prove the performance of conventional cooperative networks. For example,
in cooperative wireless networks, the relay nodes have dierent locations so
each transmitted signal from the source node to the destination node must
pass through dierent paths causing dierent attenuations within the signals
received at the destination which results in reducing the overall system per-
formance. Therefore, to minimize this eect and benet from cooperative
communication, high quality paths should be chosen by using relay selection
techniques. Furthermore, some works [16{18] have shown that full coopera-
tive diversity order can be achieved with the relay selection scheme.
Figure 1.3. A cooperative network with a relay selection scheme, where
only the second relay is employed in the second stage of the transmission.
In Fig. 1.3, a transmitter broadcasts its signal toward all the relay nodes
at the rst stage; the best relay can then be selected, by using local mea-
surements of the instantaneous channel conditions between the source-relay
and the relay-destination, and then used to transmit its received signal to
the destination node during the second stage. No direct link between the
source and destination is assumed due to path loss and shadowing. A relay
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selection scheme can be exploited in both decode and forward (DF) (regener-
ative) and amplify and forward (AF) (nonregenerative) relaying schemes. In
the literature, the DF relay selection scheme has been investigated in [19,20]
over Rayleigh fading channels. The performance of a DF relay network has
been provided in [21] over a Nakagami-m fading channel.
Two selection policies for AF networks can generally be used to choose
the best relay node to help the source to transmit its signal to the destination
node, which are the max-min and max-harmonic mean schemes as below [16]
Rbest = argmax
i
(min(jhsri j2; jhridj2)) Policy I
Rbest = argmax
i

2jhsri j2jhridj2
jhsri j2 + jhridj2

Policy II;
where hsri and hrid are channel links between the source-relay and relay-
destination. On the basis of these two policies, some works in [22{24] have
been considered to select the best relay from a cooperative AF network. In
this thesis, an exact selection policy will be provided to obtain an accurate
outage probability in cooperative AF networks. In the next section, a brief
introduction to cognitive relay networks will be presented.
1.4 Cognitive Relay Networks
The radio spectrum and its use are strictly managed by governments in
most countries, and spectrum allocation is a legacy command-and-control
regulation enforced by regulatory bodies, such as the federal communications
commission (FCC) in the United States [25] and Ofcom [26] in the United
Kingdom. Most of the existing wireless networks and devices follow xed
spectrum access (FSA) policies to use radio spectrum, which means that
radio spectral bands are licensed to dedicated users and services, such as
TV, 3G networks, and vehicular ad hoc networks. Licensed users are referred
to as the primary users (PUs), and a network consisting of PUs is referred
Section 1.4. Cognitive Relay Networks 11
to as a primary network. In this context, only the PUs have the right to
use the assigned spectrum, and others are not allowed to use it, even when
the licensed spectral bands are idle. Although interference among dierent
networks and devices can be eciently coordinated by using FSA, this policy
causes signicant spectral under-utilization [26].
Therefore, cognitive radio is an emerging paradigm of wireless communi-
cation in which an intelligent wireless system utilizes information about the
radio environment to adapt its operating characteristics in order to ensure
reliable communication and ecient spectrum utilization [27]. Recently, sev-
eral IEEE 802 standards for wireless systems have considered cognitive radio
systems such as IEEE 802.22 standard [28] and IEEE 802.18 standard [29].
Figure 1.4. Underlay spectrum paradigm. Green and red represent
the spectrum occupied by the primary users and the secondary users
respectively.
Moreover, there are three main spectrum sharing approaches which are
overlay, underlay and interweave cognitive approaches [30]. In the overlay
approach, the secondary users coexist with primary users and use part of
the transmission power to relay the primary users' signals to the primary
receiver. This assistance will oset the interference caused by the secondary
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user transmissions at the primary users' receiver. Hence, there is no loss in
primary users' signal-to-noise ratio by secondary users spectrum access.
In the underlay approach, the secondary users access the licensed spec-
trum without causing harmful interference to primary users' communica-
tions. In this method, the secondary users ensure that interference leakage
to the primary users is below an acceptable level as shown in Fig. 1.4.
Figure 1.5. Interweave spectrum scheme. Green and red represent
the spectrum occupied by the primary users and secondary users re-
spectively.
In the interweave approach as shown in Fig. 1.5, identifying spectrum
holes in the absence of cooperation between primary and secondary networks
is very challenging [31]. For example, a secondary transmitter could be in
the shadow region of the primary transmitter which will falsely indicate (to
the secondary transmitter) availability of spectrum. The secondary trans-
mission based on this false indication may harm the primary receivers. This
hidden terminal problem is deemed to be very challenging and a limiting
factor for the employment of interweave cognitive radio networks. On the
other hand, the overlay cognitive radio is very interesting in terms of its
theoretical advantages, however, there are even more challenges in terms of
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practical implementation as this requires the secondary transmitter to have
prior knowledge of the primary user transmitted signal. Therefore, the un-
derlay scheme seems more realistic and easy to implement compared to the
other schemes. Therefore the underlay cognitive radio is considered in this
thesis.
1.5 Challenges and Thesis Contributions
Although, cooperative relaying has been considered as an eective method to
combat fading by exploiting spatial diversity [32]; compared with traditional
systems, relaying can additionally provide high quality of service for users at
the cell edge or in shadowed areas; moreover, the relaying capability of this
cooperative relay system can cope with the eects of path loss and shad-
owing, but there are two main challenging problems related to cooperative
systems. Firstly, end-to-end transmission rate can be decreased due to the
requirement of increasing the number of transmission stages (hops). There-
fore, some researchers provide two way transmission schemes to increase the
end-to-end transmission rate [33{35]. However, some redundant informa-
tion has to be transmitted between two destination nodes and relay nodes,
which can decrease the eciency of the system. This thesis addresses the
aforementioned challenging problems by exploiting oset transmission with
full interference cancellation and full inter-relay self interference cancellation
schemes.
The second challenge in designing high-performance cooperative net-
works is symbol-level synchronization among the relay nodes, due to the
nodes being in dierent locations and mismatch between their individual
oscillators. Therefore, in this thesis, this issue will be considered and an
eective solution that can combat the timing error problem in two trans-
mission stages will be provided by exploiting orthogonal frequency division
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multiplexing with cyclic prex type transmission.
Moreover, due to the random nature of the wireless environment the
channel gains between the source, via relay nodes, and destination node
are dierent which results in some relays providing a poor channel quality.
This issue can aect the transmission quality to a certain extent. Therefore,
in this thesis, the utilizing of multi-relay selection schemes is considered to
overcome this problem and decrease the outage probability of cooperative
networks. Finally, a cognitive relay network with multi-relay selection will be
provided to decrease the outage probability and also improve the spectrum
eciency.
In summary, the contributions of this thesis can be summarized into ve
main parts:
1. Full interference cancellation and full inter-relay self interference can-
cellation schemes for synchronous cooperative networks are presented to ob-
tain asymptotically unity end-to-end transmission rate and mitigate the in-
terference between the relays.
2. A full interference cancellation scheme with orthogonal frequency-
division multiplexing is used in a two-hop cooperative four relay network
with asynchronism in both stages. This approach can achieve asymptotically
full rate and completely cancel the timing error.
3. A multi-relay selection scheme is proposed based on the local measure-
ments of the instantaneous channel conditions to improve the diversity and
decrease the outage probability. And the best multi-relay selection scheme
is also shown to have robustness against feedback error and to outperform a
scheme based on selecting only the best single relay.
4. An outage probability analysis for two dierent multi-relay selection
policies to select the best multi-relays from a group of available relays by us-
ing local measurements of the instantaneous channel conditions is examined
when inter-cluster interference is present.
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5. Three types of outage probability analysis are presented for a cognitive
AF network with single or multi-relay selection from the potential coopera-
tive secondary relays based on the underlay approach, while adhering to an
interference constraint on the primary user.
1.6 Structure of Thesis
To simplify the understanding of this thesis and its contributions, its struc-
ture is summarized as follows:
In Chapter 1, a general introduction to wireless communication systems
was presented. Furthermore, a brief introduction to cooperative networks in-
cluding system features and pros and cons of the performance were presented.
Then, a brief introduction to the relay selection scheme was presented. In
addition, because a cognitive relay network has been used as an application
for the proposed multi-relay selection, a brief introduction to cognitive radio
systems was provided highlighting the main functions of cognitive radio and
the features of cooperative cognitive networks.
In Chapter 2, a brief introduction to distributed space-time block coding
schemes with orthogonal and quasi-orthogonal codes is presented. A dif-
ferential distributed space-time code is briey introduced, which does not
need channel state information at the receiver for decoding. Two important
performance measures, which are the pairwise error probability analysis and
outage probability analysis, are described. Finally, two outer coding meth-
ods are introduced to achieve coding gain. A simulation study is included
to conrm the performance advantage of distributed transmission with and
without outer coding.
In Chapter 3, an oset transmission with full interference cancellation
scheme is used to improve end-to-end transmission rate. Using oset trans-
mission, the source can serially transmit signal to the destination node. How-
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ever, the one group of relays scheme may suer from inter-relay interference
which is caused by the simultaneous transmission of the source and another
group of relays. Therefore, the full interference cancellation scheme can be
used to remove fully these inter-relay interference terms. Moreover, a full
inter-relay self interference cancellation scheme at the relay nodes within a
four relay network is provided and the pairwise error probability approach
has been used to analyze distributed diversity.
In Chapter 4, an oset transmission with full interference cancellation
scheme and orthogonal frequency-division multiplexing is applied in a coop-
erative network with asynchronism in the second stage to mitigate the timing
error from the relays and from the relays to the destination. Furthermore, a
new method is provided to avoid the cyclic prex removal at the relays and
cancel completely timing error at both stages.
In Chapter 5, outage probability analysis of the multi-relay selection
scheme in a cooperative amplify and forward network without inter-cluster
interference is provided. And the best multi-relay selection scheme is shown
to have robustness to feedback error and to outperform a scheme based on
selecting only the best single relay.
In Chapter 6, two dierent selection schemes are proposed to select the
best multi-relays from a group of available relays in the same cluster by
using local measurements of the instantaneous channel conditions in the
context of legacy systems, when inter-cluster interference is present only at
the relay nodes. Then the best relay selection is extended to maximize end-
to-end signal-to-noise plus interference ratio, when inter-cluster interference
is considered both at the relay nodes and the destination node. Moreover, a
new exact closed form expression for outage probability in the high signal-
to-noise ratio region is provided.
In Chapter 7, three types of outage probability analysis strategies for
a cognitive amplify and forward network with single or multi-relay (two
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and four) selection from the potential cooperative secondary relays based on
the underlay approach, while adhering to an interference constraint on the
primary user, is examined. New analytical expressions for the probability
density function, and cumulative distribution function of end-to-end signal-
to-noise ratio are derived together with near closed form expressions for
outage probability over Rayleigh fading channels. Moreover, the theoretical
values for the new exact outage probability are shown to match the simulated
results.
Finally, in the last chapter which is Chapter 8, this thesis is concluded
by summarizing its contributions and suggestions are given for some future
possible research directions.
Chapter 2
BACKGROUND OF
WIRELESS COOPERATIVE
NETWORKS
2.1 Introduction
It is well known that due to the fading eect, transmission over wireless
channels can potentially suer from severe attenuation in signal strength.
Performance of wireless communication is generally much worse than that of
wired communication. For a point-to-point wireless system, this problem was
theoretically solved by using multiple antennas at the transmitter and/or the
receiver, and spatial diversity was exploited by using space-time coding [36],
[37]. However, due to physical constraints, when applying multiple antennas
at the transmitter and/or the receiver it is dicult to obtain independent
spatial paths between the transmitter and receiver. Therefore, recently,
with increasing interest in wireless cooperative networks, researchers have
been looking for methods to exploit spatial diversity provided by antennas
of dierent users to improve the reliability of transmission [38] [39]. This
improvement is called cooperative diversity since it is achieved by having
dierent users in the network cooperate in some way.
Recently, therefore, cooperative relaying has been considered as an eec-
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tive method to combat fading by exploiting spatial diversity [9], and as a way
for two users with no or weak direct connection to attain a robust link. One
or more relay nodes are generally used in such relaying to forward signals
transmitted from the source node to the destination node. In a cooperative
communication system, there are two main cooperative methods: decode and
forward (DF) (regenerative relaying protocol) and amplify and forward (AF)
(transparent relaying protocol) [14]. In the DF method, relay nodes decode
the source information and then re-encode and re-transmit it to the desti-
nation. In the AF method, relay nodes only amplify and retransmit their
received signals, including noise, to the destination. Therefore, compared
with DF, AF type schemes have the advantage of simple implementation
and low complexity in practical scenarios. In addition to complexity bene-
ts, it has been shown in [40] that an AF scheme asymptotically, in terms
of appropriate power control, approaches a DF one with respect to diversity.
Therefore, in this thesis, AF type methods will be considered.
In this chapter, a brief overview of wireless cooperative networks con-
cepts relevant to this thesis is presented. The chapter begins with an intro-
duction to distributed space-time coding schemes and overviews two impor-
tant codes, namely orthogonal and quasi-orthogonal codes. Then a coding
scheme which avoids the need for channel state information in decoding is
represented which is the dierential space-time code. This is followed by a
description of the performance analysis for such AF cooperative networks.
Finally, outer coding methods are introduced to achieve additional coding
gain based upon convolutional and Turbo coding.
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2.2 Overview of Distributed Space-Time Coding Schemes
In a general wireless relay network, dierent relays receive dierent noisy
copies of the same information symbols. The relays process these received
signals and forward them to the destination. The distributed processing at
the dierent relay nodes thus forms a virtual antenna array [14]. Therefore,
conventional space-time block coding schemes can be applied to relay net-
works to achieve cooperative diversity. In this section, the focus is the design
of distributed space-time block codes based on an AF type relay protocol.
There is much literature on AF type space-time block codes, i.e. [41], [42], [43]
and [44]. Next, the fundamental designs proposed in [44] are considered in
detail.
Figure 2.1. The block diagram of a two-hop wireless cooperative relay
network over which distributed linear space time codes can be transmit-
ted. The network consists of a source, four relay and one destination
nodes; the frequency at links are labeled with a scalar coecient.
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2.2.1 Distributed Transmission Technology
A wireless cooperative relay network is represented in Fig. 2.1, it consists
of one transmitter node S with one antenna (only one of the antennas in
the diagram for the source is being used), one destination node D with one
antenna and R relay nodes, four in the gure. Each relay node (R) has a
half duplex antenna for reception and transmission. It is assumed that the
communication channels are quasi-static independent Rayleigh at fading
and the receiver has perfect channel information hsri and hrid, where hsri
and hrid denote respectively the channels from the transmitter to the i
th relay
and from the ith relay to the receiver. And there is no direct link between the
source and the destination as path loss or shadowing is expected to render
it unusable.
It is assumed that the transmitter sends the signal s = [s1; :::; sM ]
T ,
which is normalized so that E[sHs] = 1 where M is the time slot, (:)T , (:)H
and E[] denote the transpose, Hermitian transpose and the expectation of a
random variable, respectively [45]. The transmission operation has two steps,
in step one the transmitter sends signals
p
P1Ms to each relay where P1 is
the average power used at the transmitter for every transmission, whereas in
step two, the ith relay sends a signal vector to the receiver. The noise terms
at the ith relay within the vectors vi and at the receiver wi are independent
complex Gaussian random variables with zero-mean and unit-variance. The
received signal vector at the relays is given by
ri =
p
P1Mhsris+ vi: (2.2.1)
The ith relay transmits the signal vector ti which corresponds to the received
signal vector ri multiplied by a scaled unitary matrix, as such this approach
has more complexity than an AF scheme and therefore is termed AF-type.
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The transmitted signal vector from the ith relay node can be generated from
ti =
r
P2
P1 + 1
(Airi +Bir

i ) (2.2.2)
=
r
P1P2M
P1 + 1
(hsriAis+ h

sriBis
) +
r
P2
P1 + 1
(Aivi +Biv

i );
where Ai and Bi are M M complex matrices, which depend on the dis-
tributed space time code, the 1 in the denominator scaling terms is the
unity noise power, (:) denotes the complex conjugate and P2 is the average
transmission power at every relay node. The received signal vector y at the
receiver, assuming perfect synchronization between all the relays and the
destination node, is given by
y =
RX
i=1
hridti +w: (2.2.3)
The special cases that either Ai = 0M , Bi is unitary or Bi = 0M and Ai is
unitary are considered, where 0M represents the M M zero matrix. Ai =
0M means that the i
th relay column of the code matrix only contains the
conjugates s1; :::; sM and Bi = 0M means that the i
th relay column contains
only the information symbols s1; :::; sM . Thus the following variables are
dened as [45]
A^i = Ai; h^sri = hsri ; v^i = vi; s
(i) = s; if Bi = 0M
A^i = Bi; h^sri = h

sri ; v^i = v

i ; s
(i) = s; if Ai = 0M :
From (2.2.2),
ti =
r
P1P2M
P1 + 1
h^sriA^is
(i) +
r
P2
P1 + 1
A^iv^i:
The signal vector at the receiver can be calculated from equations (2.2.1)
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and (2.2.3) to be
y =
r
P1P2M
P1 + 1
Sh+w
0
d; (2.2.4)
where
S = [A^1s
(1) A^2s
(2) ::: A^Rs
(R)]; h = [h^sr1hr1d h^sr2hr2d ::: h^srnhrnd]
T (2.2.5)
and
w
0
d =
r
P2
P1 + 1
RX
i=1
hsriA^iv^i +w: (2.2.6)
Therefore, without decoding, the relays generate a space-time codeword S
distributively at the receiver. The vector h is the equivalent channel and
w
0
d is the equivalent noise. The optimum power allocation [44] is when the
transmitter uses half the total power and the relays share the other half. If
the total power is P and the number of relays is N , the average powers used
at the source and relays are
P1 =
P
2
and P2 =
P
2N
: (2.2.7)
If the channel vector h is known at the receiver, the maximum-likelihood
(ML) decoding is
S^ = arg min
S
jjy 
r
P1P2M
P1 + 1
S hjj; (2.2.8)
where jj:jj denotes the Euclidean norm, and arg min represents nding the
smallest Euclidean norm from all possible S formed as in (2.2.5) from the
source signal vectors s dened by the chosen source constellation.
2.2.2 Orthogonal and Quasi-Orthogonal Codes
A) Real Orthogonal Designs
For a real orthogonal distributed space-time code (ODSTC), because every
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entry of the code matrix is a linear combination of the information symbols,
then Bi = 0M . Actually, from the denition of a real ODSTC, [37] proves
that Ai satises 8><>: A
T
i Ai = kIM
ATi Aj =  ATj Ai;
(2.2.9)
where IM represents an M M unity diagonal matrix. For the case that
every symbol appears once only in each column, which is true for most real
ODSTCs, Ai has the structure of a permutation matrix whose entries can
be 1, 0, or -1. For example, the application of the 2 2 real ODSTC is
S =
264 s1 s2
 s2 s1
375 : (2.2.10)
It can be applied in two relays schemes, and the matrices used at the relays
are
A1 =
264 1 0
0  1
375 and A2 =
264 0 1
1 0
375 : (2.2.11)
B) Complex Orthogonal Designs
Similarly, in a complex ODSTC, Ai needs to satisfy8><>: A
H
i Ai = kIM
AHi Aj =  AHj Ai:
(2.2.12)
Taking the application of the 2 2 Alamouti ODSTC in [46] as an example,
the matrices Ai and Bi which are used at the two relays become
A1 = I2; A2 = B1 = 02; B2 =
264 0  1
1 0
375 :
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The space-time code word formed at the two relays has the following form:
S =
264 s1  s2
s2 s

1
375 : (2.2.13)
It is clear that the space-time code in (2.2.13) is the transpose of the Alam-
outi structure. By dening s = [s1   s2]T , the Alamouti code is obtained
which has the structure
S =
264 s1 s2
 s2 s1
375 : (2.2.14)
C) Quasi-Orthogonal Designs
For quasi-orthogonal designs in [47] and [48], the matrices Ai and Bi which
are used at the four relays become
A1 = I4; A2 = A3 = B1 = B1 = 04; A4 =
266666664
0 0 0 1
0 0  1 0
0  1 0 0
1 0 0 0
377777775
B2 =
266666664
0  1 0 0
1 0 0 0
0 0 0  1
0 0 1 0
377777775
and B3 =
266666664
0 0  1 0
0 0 0  1
1 0 0 0
0 1 0 0
377777775
:
It is straightforward to see A^i for i = 1; 2; :::; 4 are unitary, but they do not
satisfy the second equation in (2.2.12), therefore the code is quasi-orthogonal.
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The space-time codeword formed at the four relays has the following form:
S =
266666664
s1  s2  s3 s4
s2 s

1  s4  s3
s3  s4 s1  s2
s4 s

3 s

2 s1
377777775
:
Again, it is the transpose of the originally proposed quasi-orthogonal code,
and by using s = [s1  s2  s3 s4]T the original form can be obtained. In the
next section, distributed dierential space-time coding will be represented.
2.3 Distributed Dierential Space-Time Coding
In Section 2.2, decoding the DSTC does require full channel information;
both the channels from the source node to relay nodes and from the relay
nodes to destination node, at the destination node. Therefore, the source
node and the relay nodes have to send training symbols. However, in some
situations, because of the cost on time and power and the complexity of
channel estimation, using training symbols is not desired [49]. Therefore,
the distributed dierential space-time coding (DDSTC) in [50] is a useful
scheme to solve this problem, because the relay and destination nodes do
not require such channel knowledge, however there is a performance loss in
bit error rate of 3 dB in the decoding process.
The scheme is based on the coherent distributed space-time coding in
Section 2.2. The dierential scheme uses two blocks that overlap by one
block. The rst is a reference block for the next. For generality, the (n 1)th
and the nth block are considered. According to (2.2.4) and (2.2.6), the
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received signal vector at the (n  1)th block can be written as
yd(n  1) =
r
P1P2M
P1 + 1
h
A^1s^1(n  1) A^2s^2(n  1)
i
h(n  1) +w0(n  1);
(2.3.1)
where s^1(n   1) and s^2(n   1) are reference signals. The set of possible
information is encoded as a set of unitary matricesU, which for the Alamouti
code [49], take the form
U =
1q
js1j2 + js2j2
264 s1  s2
s2 s

1
375 ; (2.3.2)
where jj denotes the modulus of a complex number. During block n, the
signal vector sent by the transmitter is encoded dierentially as
s(n) = U(n)s(n  1): (2.3.3)
For the rst block, s(1) = [1 0]T is a reference signal. Therefore, the received
signal vector at the nth block can be written as
yd(n) =
r
P1P2M
P1 + 1
h
A^1U^(n)s^1(n  1) A^2U^(n)s^2(n  1)
i
h(n) +w0(n);
(2.3.4)
where U^(n) = U(n) if Bi = 02 and U^(n) = U
(n) if Ai = 02. If U(n)A^i =
A^iU^(n), or equivalently,
U(n)Ai = AiU(n) and U(n)Bi = BiU
(n); (2.3.5)
therefore,
yd(n) =
r
P1P2M
P1 + 1
U(n)
h
A^1s^1(n  1) A^2s^2(n  1)
i
h(n) +w0(n):
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The channel coecients hsri and hrid are assumed to be constant over at
least two blocks, i.e., h(n) = h(n  1), therefore,
yd(n) = U(n)yd(n  1) +w00(n);
where
w00(n) = w0(n) U(n)w0(n  1):
The ML decoding can be applied as
argmax
U(n)
kyd(n) U(n)yd(n  1)k ; (2.3.6)
which needs no channel information. In the next section, methods to analyze
the performance of cooperative networks are presented.
2.4 Performance Analysis of Wireless Cooperative Networks
In wireless cooperative networks, signal fading arising from multipath prop-
agation is a particularly severe channel impairment that can be mitigated
through the application of diversity [51]. Compared with the more conven-
tional forms of single-user space diversity with physical arrays, this section
sets up the classical relay channel model and examines the problem of creat-
ing and exploiting space diversity using a collection of distributed antennas
belonging to multiple terminals, each with its own information to transmit.
This form of space diversity is dened as cooperative diversity, because the
terminals share their antennas and other resources to create a virtual antenna
array through distributed transmission and signal processing [17]. Therefore,
pairwise error probability (PEP) analysis is an important method to ana-
lyze the cooperative diversity and will be described in this section. Moreover,
performance characterization in terms of outage events is also an important
evaluation of robustness of transmission to fading, typically performed as
Section 2.4. Performance Analysis of Wireless Cooperative Networks 29
outage probability analysis. Therefore, the outage probability analysis will
be presented after the PEP analysis in this section.
2.4.1 Pairwise Error Probability Analysis
Cherno Bound of General Communication System
The analysis of the Cherno bound for a general communication network is
briey described. A random variable z is assumed together with function
f(z), which satises
f(z) 
8><>: 1 z  00 z < 0: (2.4.1)
If the mean of z always exist [52], the Cherno bound implies that the
following inequality always exists:
P (z > 0)  E(f(z)); (2.4.2)
where E() represents the statistical expectation operation. Let f(z) =
exp(z), then the Cherno bound becomes:
P (z > 0)  E(exp(z)); (2.4.3)
where  > 0. Then, a general point-to-point single antenna communication
system is considered. The received signal is obtained as y = hs + n, where
s is the transmission signal, h is the fading coecient and n is a Gaussian
random noise with the spectrum density of N0 per dimension. And the
maximum likelihood (ML) decoding is used as
s^ = arg max
s
P (yjs) = arg min
s
jy   hsj2: (2.4.4)
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For ML decoding, the decoder selects the symbol that has the minimum
distance to the received signal. Therefore, the probability that the decoder
chooses that an erroneous symbol se is transmitted, denoted by P (s !
sejy; h), is given by:
P (s! sejy; h) = P (jy   hsj2 > jy   hsej2) = P (jy   hsj2   jy   hsej2 > 0):
(2.4.5)
Substituting (2:4:5) into the Cherno bound of (2:4:3), yields:
P (s! sejy; h)  E(exp((jy   hsj2   jy   hsej2))): (2.4.6)
After some algebraic manipulation, (2:4:6) can be obtained as:
P (s! sejy; h)  exp( h2(1 N0)js  sej2); (2.4.7)
where  = 1=2N0, then
P (s! sejy; h)  exp(  1
4N0
h2js  sej2): (2.4.8)
Similarly, for a multiple antenna space-time coded system, the transmitted
codeword, channel and noise terms become matrices, namely S, H and N,
respectively. And the received signal matrix can be represented as:
Y = HS+N: (2.4.9)
Therefore, the upper bounded PEP of the decoding error can be calculated
by using the same method as [44]:
P (S! SejY;H)  exp

  1
4N0
HH(S  Se)H(S  Se)H

: (2.4.10)
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In the next subsequent sections, the PEP upper bound of distributed space-
time coding will be described.
PEP Upper Bound for a Distributed Space-Time Code
This section employs the Cherno bound to derive the PEP upper bound
for an AF type DSTC network. Since in (2.2.6) A^i are unitary and !j ,
i the elements of w and v^i are independent Gaussian random variables,
w
0
d is a Gaussian random vector when the hs;ri are known. It is clear that
E(w
0
d) = 0M;1 and Covar(w
0
d) =

1 + P2P1+1
R
i=1jhridj2

IM . Thus, w
0
d is
both spatially and temporally white. Dene S = [A^1s
(1) ::: A^Rs
(R)] as in
(2.2.5). Therefore, S is an element matrix in the distributed space-time
code set. When both h^sri and hrid are known, xjs(i) is also a Gaussian
random vector with a covariance matrix

1 + P2P1+1
R
i=1jhridj2

IM and meanq
P1P2M
P1+1
Sh. Then,
p(xjs(i)) = e
 

x 
r
P1P2M
P1+1
Sh
H
x 
r
P1P2M
P1+1
Sh

1+
P2
P1+1
R
i=1
jhridj
2
M

1 + P2P1+1
R
i=1jhridj2
M : (2.4.11)
The ML decoding of the system can be easily seen to be
s^ = arg max
s
P (xjs(i)) = arg min
s
jjy 
r
P1P2M
P1 + 1
S hjj: (2.4.12)
Since S is linear in s(i), by splitting the real and imaginary parts, the decod-
ing is equivalent to the decoding of a real linear system. Therefore, sphere
decoding can be used [53] and [54].
According to the Cherno bound, with the ML decoding in (2.4.12), the
PEP, averaged over the channel coecients, of mistaking s(i) by s(e) has the
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bound [44]:
P (S! SejY;h)  exp
  P1P2M
4(1 + P1 + P2Ri=1jhridj2)
hH(S  Se)H(S  Se)h

:
(2.4.13)
Integrating over h^sri , yields
P (S! SejY; hrid; i = 1; ::; N)  det 1

IR +
P1P2M
4(1 + P1 + P2g)
CG

;
(2.4.14)
where C = (S   Se)H(S   Se), G = diagfjhr1;dj2; :::; jhrn;dj2g and g =
Ri=1jhridj2, and det(:) and diag(:) denote the matrix determinant and di-
agonal matrix, respectively. In order to derive the nal PEP upper bound,
average (2:4:14) over hrid; i = 1; :::; N . Unfortunately, the expectations over
all hrid are dicult to calculate in a closed form, therefore, some approx-
imation has to be considered. Note that g = Ri=1jhridj2 is Gamma dis-
tributed [55]:
f(g) =
gN 1e g
(N   1)! ; (2.4.15)
whose mean and variance are both N . For large N , g can be approximated
by its mean, that is g  N [44]. Therefore, (2.4.14) becomes
P (S! SejY; hrid; i = 1; ::; N)  det 1

IR +
P1P2M
4(1 + P1 + P2N)
CG

;
(2.4.16)
which is minimized when P1P2M4(1+P1+P2N) is maximized. Assume P = P1+NP2
is the total power in the whole network. Therefore,
P1P2M
4(1 + P1 + P2N)
=
P1(P   P1)M
4N(1 + P )
 P
2M
16N(1 + P )
;
with equality when
P1 =
P
2
and P2 =
P
2N
: (2.4.17)
Thus, the optimal power allocation strategy allocates half of the total power
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to the source and the relays share the other half. Finally, substituting
(2.4.17) into (2.4.16), gives
P (S! SejY; hrid; i = 1; ::; N)  det 1

IR +
PM
16N
CG

: (2.4.18)
Then, integrating the above equation with respect to jhridj2 and assuming
that C is a full rank matrix andM  N , the average PEP of the distributed
space-time coding can be approximated as:
P (S! SejY)  det 1[C]

8N
M
N
P
 N(1  loglogP
logP
)
: (2.4.19)
Therefore, the diversity order of DSTC is N(1   loglogPlogP ) when C is a full
rank matrix and M  N . When P is very large, loglogPlogP ! 0, and the
asymptotic diversity order is N . However, M  N is assumed, for the
general case, the rank of C will be min(M;N) instead of N , therefore, the
diversity order achieved by the DSTC is min(M;N)(1  loglogPlogP ). Next, the
outage probability analysis for certain cooperative networks is considered.
2.4.2 Outage Probability Analysis
Figure 2.2. A basic wireless cooperative network with a direct link
and single relay node.
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In this section, outage events and outage probabilities are shown to char-
acterize performance of the system in Fig. 2.2, which denotes the basic co-
operative network including a direct link. According to dierent types of
processing by the relay node and dierent types of combining at the desti-
nation node, the outage probability analysis of the direct link, xed, selection
and incremental relaying will be discussed, respectively; I denotes the mu-
tual information, and for a target rate R, I < R and P (I < R) denote the
outage event and outage probability, respectively.
A: Direct transmission
For the direct transmission case, the source transmits directly the signal to
the destination node, the relay node is not working at the same time, there-
fore, the maximum average mutual information between input and output
is given by
ID = log2(1 + SNRjhsdj2): (2.4.20)
The outage event for spectral eciency R is given by ID < R and is equiv-
alent to the event
jhsdj2 < 2
R   1
SNR
: (2.4.21)
For Rayleigh fading, i.e., jhsdj2 is exponentially distributed with parameter
 2sd , the outage probability satises
P outD (SNR;R) = P (ID < R) = P (jhsdj2 <
2R   1
SNR
)
= 1  exp(  2
R   1
SNR2sd
)  1
2sd
 2
R   1
SNR
;
(2.4.22)
where 2sd is the channel variance from the source to the destination. Obvi-
ously, the outage probability is inversely proportional both to SNR and to
channel variance 2sd.
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B: Fixed relaying
For xed relaying, the relay can either amplify its received signals subject to
its power constraint, or to decode, re-encode, and retransmit the messages.
1) Amplify and forward: the AF scheme with a direct link and transmission
over two time slots produces an equivalent one-input, two-output complex
Gaussian noise channel with dierent noise levels in the outputs, and the
maximum average mutual information between input and output is given by
IAF =
1
2
log2(1 + SNRjhsdj2 + f(SNRjhsrj2; SNRjhrdj2)); (2.4.23)
where f(x; y) = xyx+y+1 : The outage event for spectral eciency R is given
by ID < R and is equivalent to the event
jhsdj2 + 1
SNR
f(SNRjhsrj2; SNRjhrdj2)) < 2
2R   1
SNR
: (2.4.24)
For Rayleigh fading, i.e., jhij j2 is exponentially distributed with parameter
 2ij , the outage probability satises [17]
P outAF (SNR;R) = P (IAF < R)  (
2sr + 
2
rd
22sd
2
sr
2
rd
)(
22R   1
SNR
)2; (2.4.25)
where 2ij , i 2 (s; r) and i 2 (r; d), are the channel variances.
2) Decode and forward: A particular decoding structure is applied at the
relay in order to analyze DF transmission. In [17], the maximum average
mutual information for repetition-coded DF can be shown to be
IDF =
1
2
minflog2(1 + SNRjhsrj2); log2(1 + SNRjhsdj2 + SNRjhrdj2)g;
(2.4.26)
where the rst term of (2.4.26) denotes the maximum rate at which the relay
can reliably decode the source message, and the second term of (2.4.26) rep-
resents the maximum rate at which the destination can reliably decode the
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source message given repeated transmissions from the source and relay. The
outage event for spectral eciency R is given by IDF < R and is equivalent
to the event
minfjhsrj2; jhsdj2 + jhrdj2g < 2
2R   1
SNR
: (2.4.27)
For Rayleigh fading, the outage probability for repetition-coded DF can be
computed as [17]
P outDF (SNR;R) = P (IDF < R) = P (jhsrj2 <
22R   1
SNR
)
+P (jhsrj2  2
2R   1
SNR
)P (jhsdj2 + jhrdj2 < 2
2R   1
SNR
);
(2.4.28)
when SNR!1, this becomes
P outDF (SNR;R) 
22R   1
2srSNR
; (2.4.29)
where 2sr is channel variance from the source to the relay. Clearly, the
outage probability is inversely proportional both to SNR and to channel
variance 2sr.
C: Selection relaying
Selection relaying builds upon xed relaying by allowing transmitting nodes
to choose a suitable cooperative or noncooperative action according to the
measured SNR. Selection relaying can be applied to overcome the weakness
of the DF transmission in [17], i.e. when the relay cannot decode, direct
transmission is implemented. As an example analysis, considering the per-
formance of selection DF, its mutual information is somewhat involved to
write down in general; however, in the case of repetition coding at the relay,
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using (2.4.20) and (2.4.26), it can be shown [17] to be
ISDF =
8><>:
1
2 log2(1 + 2SNRjhsdj2); jhsrj2 < 2
2R 1
SNR
1
2 log2(1 + SNRjhsdj2 + SNRjhrdj2); jhsrj2  2
2R 1
SNR :
(2.4.30)
In the rst case in (2.4.30), the relay can not decode and the source must
repeat its transmission. Therefore, the mutual information is that of repeti-
tion coding from the source to the destination, hence the extra factor of two
in the SNR. Similarly, for the second case in (2.4.30), the mutual information
is that of repetition coding from the source and relay to the destination. The
outage event for spectral eciency R is given by ISDF < R and is equivalent
to the event
(fjhsrj2 < 2
2R   1
SNR
g
\
f(2jhsdj2 < 2
2R   1
SNR
g)
[
(fjhsrj2  2
2R   1
SNR
g
\
fjhsdj2 + jhrdj2 < 2
2R   1
SNR
g);
(2.4.31)
where
T
and
S
denote \OR" and \AND" operations. Because the events in
the union of (2.4.31) are mutually exclusive, the outage probability becomes
a sum
P outSDF (SNR;R) = P (ISDF < R) = P (jhsrj2 <
22R   1
SNR
)P (2jhsdj2
<
22R   1
SNR
) + P (jhsrj2  2
2R   1
SNR
)P (jhsdj2 + jhrdj2 < 2
2R   1
SNR
);
(2.4.32)
when SNR!1, it becomes approximately
P outSDF (SNR;R)  (
2sr + 
2
rd
22sd
2
sr
2
rd
)(
22R   1
SNR
)2: (2.4.33)
where 2ij , i 2 (s; r) and i 2 (r; d), are the channel variances. Clearly, for
large SNR, the performance of selection DF is identical to that of xed AF.
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D: Incremental relaying
Incremental relaying improves upon the spectral eciency of both xed and
selection relaying by exploiting limited feedback from the destination and
relaying only when necessary. Outage analysis of incremental relaying is
complicated by its variable-rate nature [9]. Specically, the protocols op-
erate at spectral eciency R when the source-destination transmission is
successful, and spectral eciency R=2 when the relay repeats the source
transmission. The outage probability is a function of SNR and the expected
spectral eciency R. Taking incremental AF as an example, the outage
probability as a function of SNR and R is given by
P outIAF (SNR;R) = P (ID < R)P (IAF < R=2jID < R) = P (IAF < R=2)
= P (jhsrj2 + 1
SNR
f(SNRjhsrj2; SNRjhrdj2) < 2
R   1
SNR
):
(2.4.34)
Furthermore, the expected spectral eciency can be computed as
R = RP (jhsdj2  2
R   1
SNR
) +
R
2
P (jhsdj2 < 2
R   1
SNR
) = Rexp( 2
R   1
SNR
)
+
R
2
(1  exp( 2
R   1
SNR
)) =
R
2
(1 + exp( 2
R   1
SNR
)) = hSNR(R):
(2.4.35)
Therefore, when the value of SNR is given, a xed value of R can arise from
several possible R, namely, the pre-image h 1SNR( R) contains several possible
R. Thus, the optimal pre-image value eh 1SNR( R) is min(h 1SNR( R)) which can
capture an optimal mapping from R to R. For fair comparison to protocols
without feedback, a modied outage expression in the large-SNR regime
is considered. Then compared with outage of xed and selection relaying
protocols, for large SNR, the outage probability is
P outIAF (SNR;
eh 1SNR( R))  ( 2sr + 2rd22sd2sr2rd )(2
R   1
SNR
)2; (2.4.36)
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where 2ij , i 2 (s; r) and i 2 (r; d), are the channel variances. In the next
section uncoded and coded transmission schemes will be introduced.
2.5 Uncoded Versus Coded Transmission
2.5.1 Coding Gain
Coding gain is the measure in the dierence between the SNR levels between
the uncoded system and coded system required to reach the same BER
levels. It also can reduce error rate to improve system performance, however,
compared with diversity gain, the nature of coding gain is dierent. Diversity
gain attests itself by rising the magnitude of the slope of the BER curve,
whereas coding gain generally just shifts the error rate curve to the left [3],
see Fig. 2.3. In the following section, convolution coding will be briey
introduced.
Figure 2.3. The dierence in the eects of coding gain and diversity
gain on bit error rate.
2.5.2 Convolution Coding
Convolutional codes are used extensively in practical applications in order
to achieve reliable data transfer, i.e. third generation (3G) cellular commu-
nication system. A convolution code generates coded symbols by passing
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the information bits through a linear nite-state shift register as shown in
Fig. 2.4. The shift register consists of K stages with k bits per stage. There
are n binary addition operations with input taken from all K stages: these
operators produce a codeword of length n for each k bit input sequence.
Moreover, the rate of the code is k=n, because the binary input data is
shifted into each stage of the shift register k bits at a time, and each of
these shifts produces a coded sequence of length n. The number of shift
register stages K is called the constraint length. In Section 4.2.3, a half
rate (n = 2; k = 1;K = 3) convolution coding will be used to improve the
BER performance. A well known scheme can be employed to decode the
convolution coding, which is the Viterbi algorithm, full details of which can
be found in [56]. To obtain increased coding gain iterative decoding can be
employed, a review of which is given in the next section.
Figure 2.4. An example convolution encoder structure.
2.5.3 Turbo Coding and Iteration Decoding
Turbo codes are parallel concatenated convolutional codes which have demon-
strated near-capacity performance through the use of simple constituent en-
coders and an iterative, soft-decoding algorithm. The true power of these
codes is in their ability to create very powerful code structures while re-
taining the ability to perform soft-decoding without dramatically increased
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complexity.
The Turbo Encoder
The turbo encoder can be constructed from two constituent encoders which
are separated by an interleaver in Fig. 2.5. Through the interleaver, the
second constituent encoder operates on a permuted version of the input
frame. Puncturing of the parity streams from the constituent encoders may
be done to achieve desired code rates. In generally, for large blocks, randomly
generated interleavers have been shown to perform best [57]. However, for
small blocks, other interleaver design is feasible and advantageous, i.e. the
helical interleaver [58].
Figure 2.5. Parallel Turbo recursive systematic convolution (RSC)
encoder structure.
Constituent Encoders
In general, any systematic block or trellis encoder maybe used in the con-
stituent encoder of a turbo scheme [59]. However, due to the operation of
the decoder, convolutional codes are most advantageous due to the existence
of maximum a posteriori (MAP) soft decoding algorithms. While all block
codes can be described with a trellis, the number of states in this trellis could
be large. For convolutional codes, the trellis descriptions are known and the
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number of states is xed by the memory order of the encoder. Through-
out the literature, recursive systematic convolutional (RSC) encoders have
been primarily used in the turbo schemes. Moreover, the innite impulse
response (IIR) nature of these encoders allows for interleaver designs which
obtain large global Hamming distances for the turbo code [60]. For example,
consider the four-state RSC with generator (5,7) shown in Fig. 2.6. This en-
coder has a feedback polynomial and parity polynomial which are gb = 1+D
2
and ga = 1+D+D
2, where D represents time delay. And this encoder will
also be used in Section 3.2.2 (B) in Chapter 3.
Figure 2.6. A 4-state, half rate RSC structure with generator poly-
nomial (5,7).
The Turbo Decoders
Iterative (turbo) decoding exploits the component-code substructure of the
turbo encoder by associating a component decoder with each of the com-
ponent encoders [61]. More specically, each decoder performs soft in-
put/output decoding, as shown in Fig. 2.7 which is an example decoder
of Fig. 2.5. Firstly, a soft decision in the form of a probability measure
P (m1) on the transmitted information bits based on the received codeword
(m;X1) can be generated by Decoder 1. The probability measure is gen-
erated by either a MAP probability algorithm or a soft output Viterbi al-
gorithm (SOVA). In Section 3.2.2 (B), the MAP scheme will be used for
decoding. This reliability information is passed to Decoder 2, which gener-
ates its own probability measure P (m2) from its received codeword (m;X2)
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and the probability measure P (m1). This reliability information is input
to Decoder 1, which revises its measure P (m1) based on this information
and the original received codeword. Then the new reliability information is
sent by Decoder 1 to Decoder 2, which revises its measure using this new
information. Turbo decoding proceeds in an iterative manner, with the two
component decoders alternately updating their probability measures. Ide-
ally, the decoders eventually agree on probability measures that reduce to
hard decisions m = m1 = m2.
Figure 2.7. Turbo decoder structure.
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Figure 2.8. End-to-end BER comparison between coded and uncoded
BPSK modulation cooperative networks with increasing cooperative
diversity.
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Finally, Fig. 2.8 and Fig. 2.9 present the end-to-end BER comparisons
for cooperative networks with binary phase shift keying (BPSK) and quadra-
ture phase shift keying (QPSK) modulation. Firstly, it can be seen that with
increasing number of relays, the BER is decreased, i.e., in Fig. 2.8, when the
SNR is 20dB, the BER of single relay, two relay and four relay networks are
approximately 1:2 10 2, 1:3 10 3 and 5 10 5, respectively. Therefore,
the end-to-end BER performance is an important parameter for cooperative
networks, and Fig. 2.8 and Fig. 2.9 conrm the advantage of distributed
transmission schemes which exploit cooperative diversity. Secondly, the ad-
ditional outer coding scheme can also improve the BER performance. For
example, in Fig. 2.9, when the SNR is 15 dB, the BER of Turbo coded trans-
mission with two relays, convolution coded for two relay and uncoded for two
relay networks are almost 2  10 5, 1:3  10 3 and 9  10 3, respectively.
Therefore, in this thesis, BPSK and/or QPSK transmission with or without
outer coding is used in BER evaluations.
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Figure 2.9. End-to-end BER comparison between coded and uncoded
for QPSK modulation cooperative networks with increasing cooperative
diversity.
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2.6 Summary
This chapter presented an overview of the various methodologies in coop-
erative networks that are of interest in the thesis. A brief introduction to
distributed space-time coding schemes with orthogonal and quasi-orthogonal
codes was given. An important method for distributed space-time coding,
which does not need channel state information (CSI) at the receiver for
decoding, which is dierential space-time code, was discussed. This was fol-
lowed by the performance analysis of cooperative networks. One approach
was the pairwise error probability analysis, and the other was outage proba-
bility analysis. Finally, methods to achieve coding gain in transmission were
considered. A simulation study was included to conrm the performance
advantage of distributed transmission with and without outer coding. In
the next chapter, in order to improve transmission rate in distributed space-
time coding techniques, full interference cancellation and full self-interference
cancellation schemes for synchronous systems will be described.
Chapter 3
FIC AND FSIC SCHEMES
FOR SYNCHRONOUS
SYSTEMS
In this chapter, the full interference cancellation (FIC) and full inter-relay
self interference cancellation (FSIC) schemes for synchronous cooperative
networks are presented to improve the end-to-end transmission rate and
mitigate the interference between the relays. The chapter begins with the
introduction of the other work in the literature which has addressed the
transmission rate and interference between the relays issue in cooperative
networks. This is followed by the description of FIC with oset transmission
scheme for synchronous cooperative networks. Then the diversity analysis
method is discussed for using the FSIC scheme in synchronous cooperative
networks. Finally, simulation results to demonstrate the behaviours of the
algorithms are presented.
3.1 Introduction
A cooperative network is one of the most popular approaches to exploit
spatial diversity in wireless systems, in particular, through distributed space-
time block coding [37], [45] and [46]. Relay nodes can not only provide
46
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independent channels between the source and the destination, to leverage
space diversity [3], but they also can help two users with no or weak direct
connection to attain a robust link. Although these schemes achieve the
maximal cooperative diversity, i.e. in [46], the full diversity is two with
two relays; the full diversity is four with closed feedback in [45], its end-
to-end transmission rate is only a half. Therefore, oset transmission is an
ecient method to improve the end-to-end transmission rate from a half to
asymptotically unity.
3.2 FIC with DSTC and DDSTC Schemes in Synchronous Sys-
tems
In this section, the use of DSTC and DDSTC within a two-hop cooperative
wireless four relay network over block quasi-static Rayleigh fading channels
is proposed, which can achieve full cooperative diversity and improve the
transmission rate.
Figure 3.1. A cooperative four relay network model with oset trans-
mission scheme.
In Fig. 3.1, the relay model for the oset transmission scheduling method
is illustrated. The four relay nodes are arranged as two groups of two relay
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nodes, both of which employ DSTC or DDSTC design, but with oset trans-
mission scheduling, i.e., at the odd time slot, relay one and three receive the
signal from the source, at the same time, relay two and four send the re-
ceived signal which was received from the source at the previous time slot to
the destination node. Therefore, the source can serially transmit data to the
destination and the overall rate can be improved. However, the four-path
relay scheme may suer from inter-relay interference (IRI) which is caused
by the simultaneous transmission of the source and another group of relays.
An FIC approach is therefore used to remove the inter-relay interference at
the destination node.
In Fig. 3.1, hsri (i = 1; :::; 4) denote the channels from the transmitter
to the four relays and hrid (i = 1; :::; 4) denote the channels from the four
relays to the destination. There is no direct link between the source and
the destination as path loss or shadowing is assumed to render it unusable.
The inter-relay channels are assumed to be reciprocal, i.e. the gains from
R1 and R3 to R2 and R4 are the same as those from R2 and R4 to R1 and
R3, which are denoted h12, h23, h34 and h14. The channels are assumed to
be block quasi-static Rayleigh at-fading: hsri and hrid are independent and
identically distributed (i.i.d.) zero-mean and unit-variance complex Gaus-
sian random variables. The usual requirement for space-time block coding
is that the channel is constant for at least M time instants (channel uses).
And all of the channel information is assumed known by the receiver. The
FIC with DSTC scheme is next introduced to achieve asymptotically full
rate and to completely remove IRI.
3.2.1 FIC with DSTC
A) Interference Cancellation Scheme.
In this section, a full interference cancellation scheme is proposed to com-
pletely remove the inter-relay interference from the other relays. Similarly
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to that in [62], it is assumed that the relay nodes R2 and R4 receive at time
slot n-1, at the same time, the relay nodes R1 and R3 send their signals to
the destination nodes. All of the channel information is assumed known by
the receiver.
Therefore, the received signal vector at the destination at the time slot
n-1 is obtained as:
yd(n 1) = t1(n 2)hr1d(n 1)+ t3(n 2)hr3d(n 1)+wd(n 1); (3.2.1)
where wd is the Gaussian noise vector at the destination, and t1(n  2) and
t3(n   2) are formed from the received signal vectors at R1 and R3 at the
time slot n-2, which are given by:
t1(n  2) = NA1r1(n  2) and t3(n  2) = NB2r3(n  2); (3.2.2)
where N is
p
P2=(P1 + 1). The receive vectors r1(n   2) and r3(n   2) are
given by:
r1(n  2) =
p
P1Mhsr1(n  2)s+ t2(n  3)h12 + t4(n  3)h14 + v1
r3(n  2) =
p
P1Mhsr3(n  2)s+ t2(n  3)h23 + t4(n  3)h34 + v3;
(3.2.3)
where vi is the Gaussian noise vector at the relay nodes, and M is the time
slot. The received signal vector at the destination at time slot n-2 can also
be obtained as:
yd(n 2) = t2(n 3)hr2d(n 2)+ t4(n 3)hr4d(n 2)+wd(n 2): (3.2.4)
ASSUMPTION 1: If multiple antennas were available at the destination
node, and given that the relays are suciently spatially separated, the as-
sumption is made that it is possible to separate out the individual relay
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components within yd(n  2)
yd(n  2) = yd1(n  2) + yd2(n  2) +wd(n  2);
which are given by
yd1(n  2) = t2(n  3)hr2d(n  2) and yd2(n  2) = t4(n  3)hr4d(n  2);
(3.2.5)
where the noise term is assumed to be insignicant in the current develop-
ment however this issue and the validity of this assumption is addressed in
simulation studies. Next
t2(n  3) = yd1(n  2)
hr2d(n  2)
and t4(n  3) = yd2(n  2)
hr4d(n  2)
; (3.2.6)
and nally, substituting (3.2.2), (3.2.3) and (3.2.6) into (3.2.1) gives:
yd(n  1) = N
p
P1MA1hr1d(n  1)hsr1(n  2)s+NA1hr1d(n  1)
yd1(n  2)
hr2d(n  2)
h12 +
yd2(n  2)
hr4d(n  2)
h14

+N
p
P1MB2hr3d(n  1)hsr3(n  2)s +NB2hr3d(n  1)
yd1(n  2)
hr2d(n  2)
h23 +
yd2(n  2)
hr4d(n  2)
h34

+w
0
d(n  1);
(3.2.7)
where w
0
d(n  1) is the noise vector which is given by:
w
0
d(n  1) = NA1v1hr1d(n  1) +NB2v3hr3d(n  1) +wd(n  2): (3.2.8)
From (3.2.7), the inter-relay interference is found as a recursive term in the
received signal at the destination nodes. For example, (3.2.9) and (3.2.10)
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are IRI terms
NA1hr1d(n  1)

yd1(n  2)
hr2d(n  2)
h12 +
yd2(n  2)
hr4d(n  2)
h14

; (3.2.9)
NB2hr3d(n  1)

yd1(n  2)
hr2d(n  2)
h23 +
yd2(n  2)
hr4d(n  2)
h34

; (3.2.10)
which are functions only of the previous vector output values yd1(n 2) and
yd2(n  2). Therefore, these terms can be completely removed from (3.2.7)
in order to cancel the inter-relay interference at the receiver, which is given
by:
y
0
d(n  1) = N
p
P1MA1hr1d(n  1)hsr1(n  2)s+N
p
P1MB2
hr3d(n  1)hsr3(n  2)s +w
0
d(n  1):
(3.2.11)
As such, (3.2.11) has no inter-relay interference, only the desired signal and
the noise. However, a very useful relationship for the received signal at the
destination at the dierent odd-even time slots can be found. And then the
same method is used to obtain the received signal vector at time slot n at
the destination node and cancel completely the IRI,
yd(n) = N
p
P1MA1hr2d(n)hsr2(n  1)s+NA1hr2d(n)
yd1(n  1)
hr1d(n  1)
h12 +
yd2(n  1)
hr3d(n  1)
h23

+N
p
P1MB2hr4d(n)h

sr4(n  2)s +NB2hr4d(n)
yd1(n  1)
hr1d(n  1)
h14 +
yd2(n  1)
hr3d(n  1)
h34

+w
0
d(n);
(3.2.12)
where w
0
d(n) is the noise term which is given by:
w
0
d(n) = NA1v2hr2d(n) +NB2v

4hr4d(n) +wd(n  1): (3.2.13)
From (3.2.12), the IRI can be found as a recursive term in the received signal
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at the destination node. For example, (3.2.14) and (3.2.15) are IRI terms.
NA1hr2d(n)

yd1(n  1)
hr1d(n  1)
h12 +
yd2(n  1)
hr3d(n  1)
h23

; (3.2.14)
NB2hr4d(n)

yd1(n  1)
hr1d(n  1)
h14 +
yd2(n  1)
hr3d(n  1)
h34

: (3.2.15)
Therefore, these terms can be completely removed from (3.2.12) by using
the same method, which is given by:
y
0
d(n) =N
p
P1MA1hr2d(n)hsr2(n  1)s+N
p
P1MB2hr4d(n)
hsr4(n  1)s +w
0
d(n):
(3.2.16)
Compared with (3.2.7) and (3.2.12), the similarity in structure is evident.
Therefore, the transmission symbols can be easily detected by the ML de-
coding. The FIC scheme has the following advantages: rstly, the FIC can
completely remove the inter-relay interference. Secondly, the FIC only de-
pends on the previous received signal without error propagation. Finally,
only two buers are required to store the previous received signal vectors,
i.e. yd1(n  1) and yd2(n  1), in the FIC approach.
B) Simulation studies.
The simulated performance of the orthogonal DSTCs with the FIC approach
is now shown. The performance is exhibited by the end-to-end BERs using
QPSK symbols. The total power per symbol transmission is xed as P.
In Fig. 3.2, rstly, the BER performances without full inter-relay in-
terference cancellation and with full inter-relay interference cancellation are
shown. These are plotted against total transmit power since signal-to-noise
ratio varies in the network, however, for reference the signal-to-interference
plus noise in (3.2.7) has the form
p
P1Mv2fv
2
g
2Nv2gv
2
h(
p
P1Mv2f+
2)+2v2g+
2
2N
, where E(jh12j2)
= E(jh14j2) = E[jh23j2] = E(jh34j2) = v2h, E(jhsri j2) = v2f , E(jhridj2) = v2g
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(i = 1; :::; 4), E() denotes the statistical expectation operator, and all of
the noise variance terms are 2, which takes the values -13.5 dB to -3.85 dB
over the range of transmit power in Fig. 3.2. The advantage of using the
FIC scheme is clear, the BER performance is signicantly better than with-
out the FIC approach. In fact, without using FIC the scheme is unusable.
The inter-relay interference considerably corrupts the transmission signal,
thereby leading to the performance degradation. Secondly, the performance
of distributed Alamouti DSTCs with a two relay network is compared, with-
out inter-relay interference, and that of the FIC Alamouti DSTCs with a
four relay network (Assumption 1). For the two hop cooperative four relay
network, if the FIC scheme is used to completely remove the inter-relay in-
terference, the performance closely matches Alamouti DSTCs. However, for
the Alamouti DSTCs with two relay networks, every transmission time slot
is divided into two sub-slots: rstly, the source transmits to the relay nodes;
secondly, the relay node sends the data to the destination. Therefore, the
rate and bandwidth eciency of this scheme is a half of the direct transmis-
sion. On the contrary, the later proposed method uses the two group relay
nodes in order to retain the successive transmission signal from the source
node, so the full unity data rate can be approached when the number of
symbols is large.
In the next simulation study in Fig. 3.3, the eect of relaxing Assump-
tion 1 is considered. To model the eect that even with multiple anten-
nas at the destination node there will be uncertainties in the values of
yd1(n   2) and yd2(n   2) in (3.2.5), due for example to estimation er-
rors in beamforming, the noise vectors are added to yield yd1(n   2) =
t2(n  3)hr2d(n  2) +n1 and yd2(n  2) = t4(n  3)hr4d(n  2) +n2, where
all the elements of the n1 and n2 vectors are chosen to have relative noise
powers of either -9 or -12 dB, and these two cases are denoted as Assump-
tion 2 and Assumption 3. The degradation in BER is shown in Fig. 3.3, for
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example, at BER = 10 3 the required transmit power increases from 26.5
to 28, and to 32.5 dB for the three cases.
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Figure 3.2. End-to-end BER performance.
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Figure 3.3. End-to-end BER performance of the DSTC with FIC and
varying uncertainty Assumption 1.
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3.2.2 FIC with DDSTC
In the last subsection, using the DSTC scheme does require full channel
information at the destination node, both the channels from the transmit-
ter to relays and the channels from relays to the destination. Therefore,
the source and relay nodes have to exchange training symbols. However, in
some situations, regular training is not possible, because of the cost on time
and power and the complexity of the channel estimation. Therefore, the
dierential transmission scheme for wireless relay networks with no channel
information at either relays or the destination was proposed in [49]. In order
to use the FIC scheme, the previous assumption of no channel knowledge
at the destination must be relaxed and the relay to destination channels are
assumed to be known which are easier to estimate than the other channel
values. Moreover, the destination node needs to know the inter-relay chan-
nels between the relay nodes.
A) Interference Cancellation Scheme
Building on the approach followed in [62], it is assumed that the relay nodes
R2 and R4 receive at time slots n-1 and n-3, and at the same times, the relay
nodes R1 and R3 are transmitting to the destination nodes. It is assumed
that the channel gi information is known by the receiver. Considering the
received signal at the destination at time slot n-3:
yd(n  3) = t1(n  4)hr1d + t3(n  4)hr3d +wd(n  3); (3.2.17)
where wd is the Gaussian noise vector at the destination, and t1(n  4) and
t3(n  4) are formed from the received signal vectors at R1 and R3 at time
slot n-4, which are given by:
t1(n  4) = NA1r1(n  4) and t3(n  4) = NB2r3(n  4); (3.2.18)
Section 3.2. FIC with DSTC and DDSTC Schemes in Synchronous Systems 56
whereN =
p
P2=(P1 + 1). The received signal vectors r1(n 4) and r3(n 4)
are given by:
r1(n  4) =
p
P1Mhsr1U(n  4)ss(n  6) + t2(n  5)h12 + t4(n  5)h14
+ v1(n  4);
r3(n  4) =
p
P1Mhsr3U(n  4)ss(n  6) + t2(n  5)h23 + t4(n  5)h34
+ v3(n  4);
(3.2.19)
where U(n   4) can be obtained by (2.3.2) and M is time slot, v1 and v3
are the Gaussian noise vectors at the relay nodes. The received signal vector
can also be obtained at the destination at time slot n-4 as:
yd(n  4) = t2(n  5)hr2d + t4(n  5)hr4d +wd(n  4): (3.2.20)
ASSUMPTION 1: If multiple antennas were available at the destination
node, and given that the relays are suciently spatially separated, the as-
sumption that it is possible to separate out the individual relay components
within yd(n  4) is made
yd(n  4) = yd1(n  4) + yd2(n  4) +wd(n  4);
as given by
yd1(n  4) = t2(n  5)hr2d and yd2(n  4) = t4(n  5)hr4d; (3.2.21)
where the noise term is assumed to be insignicant in the current devel-
opment however this issue and the validity of this assumption is addressed
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further in the simulation studies. So
t2(n  5) = yd1(n  4)
hr2d
and t4(n  5) = yd2(n  4)
hr4d
: (3.2.22)
Finally, substituting (3.2.18), (3.2.19) and (3.2.22) into (3.2.17) gives:
yd(n  3) = N
p
P1MA1hr1dhsr1U(n  4)ss(n  6)+
NA1hr1d

yd1(n  4)
hr2d
h12 +
yd2(n  4)
hr4d
h14

+N
p
P1MB2hr3dh

sr3U
(n  4)ss(n  6)+
NB2hr3d

yd1(n  4)
hr2d
h23 +
yd2(n  4)
hr4d
h34

+w
0
d(n  3);
(3.2.23)
where w
0
d(n  3) is the noise vector which is given by:
w
0
d(n  3) = NA1v1hr1d +NB2v3hr3d +wd(n  4): (3.2.24)
From (3.2.23), the inter-relay interference is found as a recursive term in the
received signal vector at the destination nodes. For example, the IRI terms
are
NA1hr1d

yd1(n  4)
hr2d
h12 +
yd2(n  4)
hr4d
h14

; (3.2.25)
NB2hr3d

yd1(n  4)
hr2d
h23 +
yd2(n  4)
hr4d
h34

; (3.2.26)
which are functions only of the previous output values yd1(n 4) and yd2(n 
4). Therefore, these terms can be completely removed from (3.2.23) in order
to cancel the inter-relay interference at the receiver, which is given by:
y
0
d(n  3) =N
p
P1MA1hr1dhsr1U(n  4)ss(n  6) +N
p
P1MB2hr3d
hsr3U
(n  4)ss(n  6)w0d(n  3):
(3.2.27)
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As such, (3.2.27) has no inter-relay interference, and contains only the de-
sired signal and the noise, and ss = U(n)ss(n   2) and ss(n   4) = U(n  
4)ss(n   6), which is a reference signal for the next time slot. Next using
the same method to obtain the received signal vector at time slot n-2 at the
destination node and canceling completely the IRI,
yd(n  2) = N
p
P1MA1hr2dhsr2U(n  3)ss(n  5)+
NA1hr2d

yd1(n  3)
hr1d
h12 +
yd2(n  3)
hr3d
h23

+N
p
P1MB2hr4dh

sr4U
(n  3)ss(n  5)+
NB2hr4d

yd1(n  3)
hr1d
h14 +
yd2(n  3)
hr3d
h34

+w
0
d(n  2);
(3.2.28)
where w
0
d(n  2) is the noise vector which is given by:
w
0
d(n  2) = NA1v2hr2d +NB2v4hr4d +wd(n  3): (3.2.29)
The second and fourth terms in the right hand side of (3.2.28) are IRI terms
which can be removed as in (3.2.25) and (3.2.26). Therefore, (3.2.28) be-
comes
y
0
d(n  2) =N
p
P1MA1hr2dhsr2U(n  3)ss(n  5) +N
p
P1MB2hr4d
hsr4U
(n  3)ss(n  5) +w0d(n  2);
(3.2.30)
and dening ss(n 3) = U(n 3)ss(n 5), which is a reference signal for the
next time slot. Compared with (3.2.27) and (3.2.30), the same structure is
evident. However, according to the oset time slots, the alternate channels
are switched regularly. And then the same method is used to obtain the
received signal at time slots n-1 and n at the destination node and cancel
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completely the IRI.
y
0
d(n  1) =N
p
P1MA1hr1dhsr1U(n  2)ss(n  4) +N
p
P1MB2hr3d
hsr3U
(n  2)ss(n  4) +w0d(n  1);
(3.2.31)
y
0
d(n) =N
p
P1MA1hr2dhsr2U(n  1)ss(n  3) +N
p
P1MB2hr4d
hsr4U
(n  1)ss(n  3) +w0d(n):
(3.2.32)
Therefore, the transmission symbols can be easily detected by the ML de-
coding, i.e.
argmax
U(n)
y0d(n) U(n)y0d(n  2)
and
arg max
U(n 1)
y0d(n  1) U(n  1)y0d(n  3) :
B) Simulation studies.
In this section, the simulated performance of the distributed dierential
space-time coding with the FIC approach is shown and compared with the
performance of coherent distributed space-time coding. The performance is
assessed by the BERs using BPSK symbols. The total power per symbol
transmission is xed as P. The reference signals s(1) and s(2) are chosen as
[1 0]T . And the length of the block over which the channels are assumed
constant N is 8.
In Fig. 3.4, rstly, the BER performance is shown without full inter-relay
interference cancellation and with full inter-relay interference cancellation.
The advantage of using the FIC scheme is clear, the BER performance is sig-
nicantly better than without the FIC approach. In fact, without using FIC
the scheme is unusable. The inter-relay interference considerably corrupts
the transmission signal, thereby leading to the performance degradation.
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Secondly, the performance of dierential Alamouti DSTCs with a two relay
network, without inter-relay interference, and that of the FIC dierential
Alamouti DSTCs with a four relay network (Assumption 1) is compared.
For the two hop cooperative four relay network, if the FIC scheme is used
to completely remove the inter-relay interference, the performance closely
matches Alamouti DSTCs, whilst essentially doubling the transmission rate.
Finally, compared with the performance of coherent distributed space-time
coding with FIC, the dierential scheme has the expected 3 dB loss in cod-
ing [63].
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Figure 3.4. End-to-end BER performance.
In the next simulation study, the eect of relaxing Assumption 1 is con-
sidered. To model the eect that even with multiple antennas at the destina-
tion node there will be uncertainties in the values of yd1(n 4) and yd2(n 4)
in (3.2.21), due for example to estimation errors in beamforming, the noise
vectors are added to yield yd1(n  4) = t2(n  5)hr2d+n1 and yd2(n  4) =
t4(n 5)hr4d+n2, where all the elements of the n1 and n2 vectors are chosen
to have noise powers of either -9 or -12 dB, and these two cases are denoted
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Assumption 2 and Assumption 3. The degradation in BER is shown in
Fig. 3.5, for example, at BER = 10 3 the required transmit power increases
from 27.5 to 33, and to 38 dB for the three cases. Through the use of Turbo
Coding, with generating polynomials g(D) = [1; 1+D2=1+D+D2] and four
iterations, these powers can be reduced to 19, 21.5 and 22.5 dB. As such,
additional outer coding is one method to mitigate the practical diculties
in achieving Assumption 1.
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Figure 3.5. End-to-end coded and uncoded BER performance of the
dierential STBC with FIC and varying uncertainty in Assumption 1.
In Fig. 3.6, the data rate performance of the two relay dierential scheme
and that of the four relay dierential scheme is compared. When the useful
block size M is unity, the data rates of two and four relay schemes are the
same which is 0.25. When the useful block sizeM is 10, the two relay scheme
data rate is 0.46 whereas the four relay scheme data rate is 0.77. Obviously,
when the useful block size M is large, the data rate of the four relay scheme
is almost equal to unity, which is twice that of the two relay scheme, which
is almost equal to 0.5.
Section 3.3. FSIC with DSTC Schemes in Synchronous Systems 62
0 10 20 30 40 50 60
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Useful block size except the reference block
En
d−
to
−e
nd
 d
at
a 
ra
te
 
 
Two relay differential scheme
Four relay differential scheme with offset tranmission
Figure 3.6. The end-to-end data rate performance.
3.3 FSIC with DSTC Schemes in Synchronous Systems
Jing and Hassibi in [44] proposed a new cooperative strategy, distributed
space-time coding, which has two steps. However, this model lacks a direct
link between the source node and the destination node. In [64] a direct
link is consider, but the end-to-end transmission rate is only a half. In or-
der to improve the transmission rate, an oset transmission scheme and full
inter-relay interference cancellation has been applied in [65]. However, the
interference cancellation is performed at the destination node, and so multi-
ple antennas have to be used which maybe infeasible to achieve in practice.
This problem is solved in [66] by using full inter-relay self interference can-
cellation at the relay nodes. However, in [66], the diversity order is only
two without using an additional precoder scheme. In this work, therefore,
an FSIC scheme at the relay nodes so that the IRI terms can be removed
totally and diversity order 3.5 can be achieved without a precoder together
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with asymptotically full rate.
3.3.1 System Model
The relay model for the four-path relay scheme is illustrated in Fig. 3.7,
where hsri  CN(0; 2sri) (i = 1; :::; 4) denote the channels from the trans-
mitter to the four relays and hrid  CN(0; 2rid) (i = 1; :::; 4) denote the
channels from the four relays to the destination. It is assumed that only
the inter-relay channels hr1  CN(0; 2r1) and hr2  CN(0; 2r1) are con-
sidered between R1 and R2 and between R3 and R4, respectively. This
can be achieved in practice by constraining the locality of the relay pairs.
And the inter-relay channels are assumed reciprocal. There is a direct link
hsd  CN(0; 2sd) between the source and the destination. The channels
are quasi-static at-fading: hence hsri , hrid and hsd are i.i.d zero-mean and
unit-variance complex Gaussian random variables. The destination node is
assumed to know perfectly all the channel coecients. The relaying protocol
is next dened.
Figure 3.7. AF four-path relaying scheme.
Section 3.3. FSIC with DSTC Schemes in Synchronous Systems 64
3.3.2 Four-Path Relaying with Inter-Relay Interference Cancella-
tion at the Relay
A) Transmission Protocol
At the source node, the source transmission is divided into frames, each
containing L data vectors of the form
x(l) =
264 x1;R(l) + jx1;I(l)
x2;R(l) + jx2;I(l)
375 where l = 1; 2; :::; L:
At the time slot 1, x(1) is sent from S to R1, R3 and D so that
yr1(1) =
p
x(1)hsr1 + nr1(1)
yr3(1) =
p
x(1)hsr3 + nr3(1)
yd(1) =
p
x(1)hsd + nd(1);
where nrj(1)  CN(0; 2I) and nd(1)  CN(0; 2I) are the additive white
Gaussian noise (AWGN) vectors at the ith relay and D respectively for the
1st time slot, and these noise terms take the same form for the later time
slots. Notice that yd(1) contains only x(1) because R2 and R4 do not send
in the rst time slot.
Then for time slot 2, x(2) is transmitted from S to D, R2 and R4; at the
same time, the transmitted signal at R1 is sent to R2, the transmitted signal
at R3 is sent to R4, which are respectively the inter-relay interferences.
yr2(2) =
p
x(2)hsr2 + hr1xr1(2) + nr2(2)
yr4(2) =
p
x(2)hsr4 + hr2xr3(2) + nr4(2)
yd(2) =
p
x(2)hsd + hr1dxr1(2) + hr3dxr3(2) + nd(2);
where xr1(2) = Agr1(2)yr1(1) and xr3(2) = Bgr3(2)y

r3(1). And matrices A
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and B are used to encode the signals at the relay nodes, which are
A =
264 1 0
0 1
375 B =
264 0  1
1 0
375
and gri(l) is the power scaling factor at the i
th relay, which will be dened
later.
At time slot 3, x(3) is sent from S to D, R1 and R3, while xr2(3) and
xr4(3) are sent from R2 to R1 and from R4 to R3, respectively, so that
yr1(3) =
p
x(3)hsr1 + hr1xr2(3) + nr1(3) =
p
x(3)hsr1 +Ahr1gr2(3)
[
p
x(2)hsr2 + hr1xr1(2) + nr2(2)] + nr1(3);
yr3(3) =
p
x(3)hsr3 + hr2xr4(3) + nr3(3) =
p
x(3)hsr3 +Bhr2gr4(3)
[
p
x(2)hsr4 + hr2xr3(2) + nr4(2)]
 + nr3(3)
yd(3) =
p
x(3)hsd + hr2dxr2(3) + hr4dxr4(3) + nd(3);
where xr2(3) = Agr2(3)yr2(2) and xr4(3) = Bgr4(3)y

r4(2). Notice that
yr1(3) and yr3(3) contain the inter-relay self interference terms, Ahr1gr2(3)
hr1xr1(2) and Bhr2gr4(3)hr2x

r3(2), respectively, which are known perfectly
at R1 and R3, and thus can be removed. Therefore, the transmit signals at
slot 4 from R1 and R3 will be
xr1(4) =Agr1(4)[yr1(3) Ahr1gr2(3)hr1xr1(2)] = Agr1(4)fpx(3)hsr1
+Ahr1gr2(3)[
p
x(2)hsr2 + nr2(2)] + nr1(3)g;
(3.3.1)
xr3(4) =Bgr3(4)[y

r3(3) Bhr2gr4(3)hr2xr3(2)] = Bgr3(4)f
p
x(3)hsr3
+Bhr2g

r4(3)[
p
x(2)hsr4 + nr4(2)] + n

r3(3)g:
(3.3.2)
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At time slot 4, x(4) is sent from S to D, R2 and R4, while xr1(4) and xr3(4)
are sent from R1 and R3. Therefore, at R2, R4 and D,
yr2(4) =
p
x(4)hsr2 + hr1xr1(4) + nr2(4)
yr4(4) =
p
x(4)hsr4 + hr2xr3(4) + nr4(4)
yd(4) =
p
x(4)hsd + hr1dxr1(4) + hr3dxr3(4) + nd(4):
The transmit signals at time slot 5 from R2 and R4 are xr2(5) = Agr2(5)yr2(4)
and xr4(5) = Bgr4(5)y

r4(4), respectively. There is not inter-relay interfer-
ence at R2 and R4 because xr2(3) and xr4(3) do not exist in the received
signals due to the cancellation in R1 and R3 as shown in (3.3.1) and (3.3.2).
Using the same method, L symbols will have been transmitted from the
source to the destination.
From the equations above, the transmitted signals at R1, R2, R3 and
R4 in the lth time slot can be generalized as
xr1(l)
8>>>><>>>>:
Agr1(l)yr1(l   1) for l = 2
Agr1(l)[yr1(l   1) Ahr1gr2(l   1)hr1xr1(l   2)];
for l = 4; 6; 8; :::; L,
xr3(l)
8>>>><>>>>:
Bgr3(l)y

r3(l   1) for l = 2
Bgr3(l)[y

r3(l   1) Bhr2gr4(l   1)hr2xr3(l   2)];
for l = 4; 6; 8; :::; L.
xr2(l) = Agr2(l)yr2(l 1); xr4(l) = Bgr4(l)yr4(l 1) for l = 3; 5; 7; :::; L 1;
respectively, where gri(l) are dened as
grm(l)
8>>>>><>>>>>:
q

2srm+
2 for l = 2q

2srm+
2
rwg
2
rn(l 1)(2srn+2)+2
for l = 4; 6; 8; :::; L,
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grn(l) =
r

2srn+ 
2
rw+ 
2
; for l = 3; 5; 7; :::; L  1;
where m = 1 or 3, n = 2 or 4 and w = 1 or 2. And  is the average trans-
mitted power at the source and the four relays. The gains gr2(l) and gr4(l)
are constant for l = 3; 5; 7; :::; L   1. Thus, gr1(l) and gr3(l) which depend
on gr2(l   1) and gr4(l   1) are also constant for l = 4; 6; :::; L, respectively.
Therefore, the time index l can be removed hereafter.
B) Equivalent MIMO Channel
According to all the equations in Section 3.3.2-A, the received signal at the
destination can be rewritten as
yd =
p
H~x+ nd +Cnr (3.3.3)
where yd = [yd1(1) yd2(1) yd1(2) yd2(2) ::: yd1(L) yd2(L)]
T , and in order to
analyze the pairwise error probability (PEP) and diversity order, rewrite the
real and imaginary parts of the signals and the noise to be vectors, which
are ~x = [x1;R(1) x2;R(1) x1;R(2) x2;R(2) ::: x1;R(L) x2;R(L) jx1;I(1) jx2;I(1)
jx1;I(2) jx2;I(2) ::: jx1;I(L) jx2;I(L)]
T , nd = [nd1;R(1) nd2;R(1) nd1;R(2) nd2;R
(2)::: nd1;R(L) nd2;R(L)jnd1;I(1) jnd2;I(1) jnd1;I(2) jnd2;I(2) ::: jnd1;I(L) jnd2;I
(L)]T and nr = [nr11;R(1) nr12;R(1) nr21;R(2) nr22;R(2) ::: nr21;R(L) nr22;R(L)
jnr11;I(1) jnr12;I(1) jnr21;I(2) jnr22;I(2) ::: jnr21;I(L) jnr22;I(L) nr31;R(1)
nr32;R(1) nr41;R(2) nr42;R(2) ::: nr41;R(L) nr42;R(L) jnr31;I(1) jnr32;I(1) jnr41;I
(2) jnr42;I(2) ::: jnr41;I(L) jnr42;I(L)]
T . Let H(p; q) and C(p; q) denote the
elements at the pth row and qth column of H and C respectively. Then, the
non-zero elements of H and C are given as
H(m;m) = H(m;m+ 12) = hsd; m = 1; 2; :::; 2L;
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H(m;m  2) = H(m+ 1;m  1) = H(m+ 1;m+ 11) = H(m;m+ 10) =8><>: hr1dhsr1gr1 for m = 3; 7; :::; 2L  1hr2dhsr2gr2 for m = 5; 9; :::; 2L  1,
H(m;m  1) =  H(m+ 1;m  2) =  H(m;m+ 11) = H(m+ 1;m+ 10) =8><>:  hr3dh

sr3gr3 for m = 3; 7; :::; 2L  1
hr4dh

sr4gr4 for m = 5; 9; :::; 2L  1,
H(m;m  4) = H(m+ 1;m  3) = H(m;m+ 8) = H(m+ 1;m+ 9) =8><>: hr2dhsr1gr2hr1gr1   hr4dhsr3gr4h

r2g

r3 for m = 5; 9; :::; 2L  1
hr1dhsr2gr1hr1gr2   hr3dhsr4gr3hr2gr4 for m = 7; 11; :::; 2L  1,
H(m;m  6) = H(m+ 1;m  5) = H(m;m+ 6) = H(m+ 1;m+ 7)
= gr2hr2dhr1gr1hr1gr2hsr2 for m = 9; 13; :::; 2L  1;
H(m;m  5) =  H(m+ 1;m  6) =  H(m;m+ 7) = H(m+ 1;m+ 6)
= gr4hr4dh

r2gr3hr2gr4h

sr4 for m = 9; 13; :::; 2L  1:
Furthermore,
C(m;m  2) = C(m+ 1;m  1) = C(m+ 1;m+ 11) = C(m;m+ 10) =8><>: hr1dgr1 for m = 3; 7; :::; 2L  1hr2dgr2 for m = 5; 9; :::; 2L  1,
C(m;m+ 23) =  C(m+ 1;m+ 22) = C(m+ 1;m+ 34) =  C(m;m+ 35) =8><>:  hr3dgr3 for m = 3; 7; :::; 2L  1 hr4dgr4 for m = 5; 9; :::; 2L  1,
C(m;m  4) = C(m+ 1;m  3) = C(m+ 1;m+ 9) = C(m;m+ 8) =8><>: hr2dgr2hr1gr1 for m = 5; 9; :::; 2L  1hr1dgr1hr1gr2 for m = 7; 11; :::; 2L  1,
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C(m;m+ 20) = C(m+ 1;m+ 21) = C(m+ 1;m+ 33) = C(m;m+ 32) =8><>:  hr4dgr4h

r2g

r3 for m = 5; 9; :::; 2L  1
 hr3dgr3hr2gr4 for m = 7; 11; :::; 2L  1,
C(m;m  6) = C(m;m+ 6) = C(m+ 1;m  5) = C(m+ 1;m+ 7)
= gr2hr2dhr1gr1hr1gr2 for m = 9; 13; :::; 2L  1;
C(m;m+ 19) =  C(m;m+ 31) =  C(m+ 1;m+ 18) = C(m+ 1;m+ 30)
= gr4hr4dh

r2gr3hr2gr4 for m = 9; 13; :::; 2L  1:
Notice that Cnr is the residual noise from the relays and it is in general not
white. Rewriting (3.3.3) as
yd =
p
H~x+C0n; (3.3.4)
where C0 = [C I12 I12], and n = [nr nd].
Then, the mutual information of the four-path relaying is given as (3.3.5)
from the mutual information of the equivalent MIMO system in (3.3.4).
Following the derivation in [67],
I(x;yd) =
L
L+ 2
log2det(I+HRxH
H(C0RnC0H) 1); (3.3.5)
where Rx = E[~x~x
H ] = I and Rn = E[nn
H ] = 2I. Since two ad-
ditional time slots are required at the end as the terminating sequence,
the mutual information is decreased by LL+2 , however, the slight loss is
asymptotical zero for large values of L. Moreover, because C0RnC0H =
2[C I12 I12][C I12 I12]
H = 2(CCH + 2I), the mutual information can be
simplied to
I(x;yd) =
L
L+ 2
log2det(I+

2
HHH(CCH + 2I) 1): (3.3.6)
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3.3.3 Pairwise Error Probability and Diversity Analysis
In this section, the PEP of the four-path relaying is derived. First, express
the received signal in (3.3.3) as
yd =
p
Xh+w; (3.3.7)
where X = [XRe jXIm], and h = [hR hI ]
T
XRe =
XIm =
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hR =
2666666666666666666666666666666666664
hsd
 gr3hr3dhsr3
gr1hr1dhsr1
gr3hr3dh

sr3
 gr4hr4dhsr4
gr2hr2dhsr2
gr2hr2dhr1gr1hsr1   gr4hr4dhr2gr3hsr3
gr4hr4dh

sr4
gr1hr1dhr1gr2hsr2   gr3hr3dhr2gr4hsr4
gr4hr4dh

r2gr3hr2gr4h

sr4
gr2hr2dh
2
r1gr1gr2hsr2
 gr4hr4dhr2gr3hr2gr4hsr4
3777777777777777777777777777777777775
;
hI =
2666666666666666666666666666666666664
hsd
gr3hr3dh

sr3
gr1hr1dhsr1
 gr3hr3dhsr3
gr4hr4dh

sr4
gr2hr2dhsr2
gr2hr2dhr1gr1hsr1   gr4hr4dhr2gr3hsr3
 gr4hr4dhsr4
gr1hr1dhr1gr2hsr2   gr3hr3dhr2gr4hsr4
 gr4hr4dhr2gr3hr2gr4hsr4
gr2hr2dh
2
r1gr1gr2hsr2
gr4hr4dh

r2gr3hr2gr4h

sr4
3777777777777777777777777777777777775
:
Here, it is assumed that L = 6, X is a 2L  24 matrix consisting of the
transmitted symbols, h is the equivalent channel vector, and w = Cnr +nd
conditioned on h is the correlated Gaussian noise with covariance matrixP
W = 
2(CCH + 2I). Then, use ML decoding at the receiver. If X
is transmitted, then from [68], the PEP of mistaking X with Xe has the
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following Cherno upper bound
P (X! Xe)  Ehfe 
1
4
hH(X Xe)H
P 1
W (X Xe)hg: (3.3.8)
Since the covariance matrix
P
W is not a diagonal matrix, (3.3.5) can-
not be easily analyzed. However, the covariance matrix
P
W is a pos-
itive semi-denite matrix, therefore, the PEP can be upperbounded byP
W  tr(
P
W)I, where tr(
P
W) is the trace of
P
W. With this, it fol-
lows that
P (X! Xe)  Ehfe 

4tr(
P
W)
hH(X Xe)H(X Xe)hg: (3.3.9)
In order to calculate the expectation in (3.3.9), express h = (T1U1 +
T2U2)v, where v = [hsd;R hsr1;R; :::; hsr4;R hsd;I hsr1;I ; :::; hsr4;I ]
T , and T1,
T2, U1 = [U11; U11] and U2 = [U21;U21] are shown as
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Thus, by taking expectation over v rst yields
P (X! Xe)
 ET f
Z
1
3
e
  
4tr(
P
W)
vH(TH1 U
H
1 +T
H
2 U
H
2 )(X Xe)H(X Xe)(T1U1+T2U2)ve v
Hvdvg
= ET fdet 1(I+ 
4tr(
P
W)
AHA)g;
where A = (X Xe)(T1U1+T2U2), tr() represents trace of matrix. Using
the diversity criterion in [36] the diversity order can be analyzed, which is
determined by the rank of A. It can be observed that T1 and T2 are full
rank. The rank of U1 and U2 are 5. The rank of A is determined by the
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rank of the product (X Xe) and (U1 +U2).
Because the real and imaginary parts of xj(i) have the same eect for
the rank of the product (X Xe), consider only the real part xj;R(i), where
i = 1; 2; :::; L and j = 1 or 2. There are three scenarios.
Firstly, only the rst symbol at the odd time slots is dierent between
X and Xe. If only x1;R(1) is dierent, there are four independent columns
in (X   Xe) (1, 3, 4, 7). However, both U1 and U2 have three and four
independent rows in (1, 3, 4, 7), respectively. Using the same method, only
the second symbol at the odd time slots is dierent, such as x2;R(1). There
are four independent columns in (X  Xe) (1, 2, 3, 7). However, both U1
and U2 only have three and four independent rows in (1, 2, 3, 7). Therefore,
the product terms in A, i.e. (X   Xe)U1 and (X   Xe)U2, have limited
rank of three and four, respectively.
Secondly, only the rst symbol at the even time slot is dierent, in this
case there are six independent columns in (X   Xe) (1, 6, 8, 9, 11, 12).
However, the limited rank of the product terms are three and four, because
there are only three and four independent corresponding rows in U1 and U2,
respectively. If the second symbol at the even time slot is dierent, there
are six independent columns in (X  Xe) (1, 5, 6, 9, 10, 11), but both U1
and U2 only have three and four independent rows in (X Xe) (1, 5, 6, 9,
10, 11). Therefore, the product terms in A have limited rank of three and
four, respectively.
Thirdly, if all of the symbols are dierent, the matrix (X  Xe) is full
rank, the rank of the product is equal to ve asU1 andU2 are both rank ve
matrices. Based on the above three cases, the minimum rank of the product
terms are three and four, respectively. Therefore, the overall diversity order
is between three and four.
Furthermore, some special situations are discussed in the following:
Firstly, if there is no direct path from the source to destination (hsd = 0),
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then minimum diversity order of two can be achieved, because the rst row
of U1 and U2 are removed.
Secondly, if hr1 and hr2 do not exist (hr1 = hr2 = 0), then the (7, 9,
10, 11, 12) diagonal elements of T1 and T2 will be 0. Thus, if one symbol
is dierent between X and Xe, there are three independent rows in U1 and
U2. Therefore, the diversity order of three can still be obtained without the
hr1 and hr2 in the equivalent channel matrix.
Thirdly, if 2r1 and 
2
r2 increase, both gr2 and gr4 will approach 0 and
both gr1 and gr3 will approach to a constant value. And the 5
th to 12th
diagonal elements of T1 and T2 will be 0. Therefore, when the 
2
r1 and 
2
r2
increase, the diversity order will be decreased.
3.3.4 Simulation Studies
In this section, the simulated performance of the proposed scheme is shown
i.e. four-path relaying with inter-relay self interference cancellation. The
performance is shown by the end-to-end BER using QPSK symbols. The
length of symbol L is assumed to be six, and all average channel gains are
normalized to 0 dB. And the asymptotic achievable rate can be obtained
where L is suciently large and hence LL+2 ! 1.
Fig. 3.8 compares the average rate as a function of the signal-to-noise
ratio. Equation (3.3.6) is used to calculate the average rate. The average rate
decreases when 2sd is lower than other channels, i.e. 
2
sd is -20 dB. However,
when 2ri i 2 (1; 2) increases to 10 dB, the average rate is sightly decreased,
i.e. the average rate decreases from 70 (bit/s/Hz) to 66 (bit/s/Hz) when the
SNR is equal to 30 dB.
Fig. 3.9 contrasts the BER performance with dierent inter-relay chan-
nel gains. Obviously, the diversity order decreases with the increase of 2ri,
from 3.5 to essentially two. However, when 2ri = 0, the diversity order is
three.
Section 3.3. FSIC with DSTC Schemes in Synchronous Systems 76
0 5 10 15 20 25 30 35
0
20
40
60
80
100
120
SNR [dB]
Av
er
ag
e 
ra
te
 [b
its
/s/
Hz
]
 
 
γ
s,d
2
 = −20dB
γ
s,d
2
 same as other channels
 γ
s,d
2
 = −20dB, γ
rj
2
 = 10dB
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3.4 Summary
In this chapter, full diversity and improved end-to-end transmission rate
can be achieved because the oset transmission with FIC scheme was used.
Using oset transmission, the source can serially transmit data to the des-
tination. However, the four-path relay scheme may suer from IRI which
is caused by the simultaneous transmission of the source and another group
of relays. Therefore, the FIC scheme was used to remove fully these IRI
terms. However, the FIC scheme is performed at the destination node, and
so multiple antennas have to be used which maybe infeasible to achieve in
practice. Therefore, an FSIC scheme at the relay nodes within a four relay
network was provided and the pairwise error probability approach has been
used to analyze distributed diversity. The four single antenna relay nodes
were arranged as two groups of spatially separated two relay groups with
oset transmission scheduling. This approach can achieve the full available
distributed diversity order 3.5 without precoding and its end-to-end trans-
mission rate can asymptotically approach one when the number of samples
is large. However, a synchronous system must be assumed in the above
schemes, because the timing error can signicantly degrade the end-to-end
BER performance. Therefore, in the next chapter, oset transmission with
FIC scheme is applied within an asynchronous cooperative four relay net-
work. The transmission eciency will also be improved.
Chapter 4
FIC SCHEMES FOR
ASYNCHRONOUS
COOPERATIVE NETWORKS
In this chapter, rstly, a simple FIC scheme and orthogonal frequency-
division multiplexing (OFDM) are used in a two-hop cooperative four relay
network with asynchronism in the second stage. This approach can achieve
the full available diversity and asymptotically full rate. This is followed
by the description of an FIC with oset transmission scheme for a more
practical cooperative network with asynchronism in the both stages. Fi-
nally, simulation results to demonstrate the behavior of the algorithm are
presented.
4.1 Introduction
One of the key challenges to designing high-performance distributed space-
time code systems is symbol-level synchronization among the relay nodes. In
conventional point-to-point space time coded MIMO systems, co-located an-
tennas obviate this issue. In cooperative systems, the antennas are separated
by wireless links. One way is to use appropriate hardware and higher-layer
protocols to ensure that transmissions from every participating relay are syn-
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chronized, i.e. [49] and [46]. Unfortunately, it is dicult, and in most cases
impossible, to achieve perfect synchronization among distributed transmit-
ters. For example, asynchronism results from the nodes being in dierent
locations and mismatch between their individual oscillators [69]. The scheme
in [70] achieves robustness to asynchronism with a simple space-time coding
cooperative scheme though the use of OFDM type transmission and a cyclic
prex (CP). However, this scheme has two weaknesses, the rst disadvan-
tage is that its end-to-end transmission rate is only one half. Therefore, the
oset transmission scheme with FIC is applied in Section 4.2. The second
disadvantage which is that this network just considers the timing error from
one relay node to the destination node and assumes perfect symbol level syn-
chronization in the transmission from the source to the relays, namely the
signals are assumed to arrive at the relays at the same time. However, this
assumption may not hold in practice. Therefore, in Section 4.3, two timing
errors are considered in the channels, one from the source to a relay and a
separate one from a relay to the destination. The timing errors are removed
by exploiting the CP, and in order to decrease the complexity of decoding
at the relay nodes, the CP removal is only implemented at the destination.
4.2 FIC Scheme for Cooperative Networks with Asynchronism in
the Second Stage
4.2.1 OFDM Type Transmission with CP Scheme for A Coopera-
tive Four Relay Network with Asynchronism in the Second
Stage
The relay model for the four-path relay scheme is illustrated in Fig. 4.1,
and hsri (i = 1; :::; 4) denote the channels from the transmitter to the four
relays and hrid (i = 1; :::; 4) denote the channels from the four relays to the
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destination. It is assumed that 1 and 2 are delays from R3 to D and
R4 to D, respectively. There is no direct link between the source and the
destination as path loss or shadowing renders it unusable. The inter-relay
channels are reciprocal, i.e. the gains from R1 and R3 to R2 and R4 are the
same as those from R2 and R4 to R1 and R3, which are denoted h12, h23,
h34 and h14. The channels are assumed quasi-static at-fading: hsri and hrid
are i.i.d. zero-mean and unit-variance complex Gaussian random variables.
Figure 4.1. A two hop wireless communication network with oset trans-
mission scheme showing asynchronous transmission due to timing error.
Implementation at the source node
To begin with, information bits are modulated into QPSK symbols xi;j , and
each set of K modulated symbols is fed as a block to an OFDM modulator
of subcarriers. Denote two consecutive OFDM blocks as x1 = [x0;1; x1;1; :::;
xK 1;1]T and x2 = [x0;2; x1;2; :::; xK 1;2]T , where ()T denotes the vector
transpose operator. Moreover, the rst block x1 is modulated by a K-point
inverse discrete fourier transform (IDFT), and the second block x2 is mod-
ulated by a K-point discrete fourier transform (DFT). Then each block is
preceded by a CP with length lCP = 16. The parameters 1 and 2 are
assumed to be random integer variables in the range from 0 to 15 with uni-
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form distribution, the length of CP is more than 1 and 2, which are the
maximum timing error of the signal from relay two and three to the desti-
nation node. Therefore, each OFDM symbol consists of K + lCP samples.
Finally, the OFDM symbols are sent to the two relays. Denote two consec-
utive time domain OFDM symbols as x1 and x2, where x1 consists of the
IDFT(x1) and the corresponding CP, and x2 consists of the IDFT(x2) and
the corresponding CP.
Implementation at the relay nodes
At the relay nodes, assume the channel coecients are constant during two
OFDM symbol intervals. The received signal at relay i (i = 1; 2) for two
successive OFDM symbol durations can be written as
yi1 = x1hsri + ni1 and yi2 = x2hsri + ni2; (4.2.1)
where ni1 and ni2 are the corresponding AWGN at the relay node i with
zero-mean and unity-variance elements, in two successive OFDM symbol
durations, respectively. Let P1 be the transmission power at the source
node. Because of the presence of AWGN, the mean power of the signal at a
relay node is P1+1, and P2 is the average transmission power at every relay
node. The relationship between P1 and P2 is:
P1 = NP2 = P=2; (4.2.2)
where P is the total transmission power in the whole scheme and N is the
number of the used relay nodes (N = 2) [44]. The relay nodes will process
and transmit the received noisy signal according to the ith column of the
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relay encoding matrix S,
S = 
264 y11   y32
(y12) (y

31)
375 or 
264 y21   y42
(y22) (y

41)
375 (4.2.3)
where  =
q
P2
P1+1
, (:) denotes complex conjugation, and (:) represents the
time-reversal of the signal, i.e. (y(n)) , y(Ls   n); n = 0; 1; :::; Ls   1; and
(y(Ls)) , y(0), Ls is the length of signal.
Implementation at the destination node
At the destination node, for the OFDM symbol one, the CP is removed rst
in a successive OFDM system. Then for the OFDM symbol two, the rst
step is removing the CP. And the second step is to shift the last 16 samples
to the rst 16 samples. Finally, the received signals are transformed by the
N-point DFT. As mentioned before, because of timing errors, the signals
from R3 or R4 arrive at the destination node i (i = 1; 2) samples later than
the signals from R1 or R2, respectively. Since lCP is not less than i, the
orthogonality can still be maintained between the subcarriers. The delay in
the time domain corresponds to a phase change in the frequency domain,
fi =

f i0 ; f
i
1 ; : : : ; f
i
K 1
T
(4.2.4)
where f ik = exp( j2ki=K) and k = 0; 1; : : : ;K   1. Let z1 = [z0;1; z1;1; :::
; zK 1;1]T and z2 = [z0;2; z1;2; :::; zK 1;2]T be the received signals for two suc-
cessive OFDM blocks at the destination node after the CP removal and the
DFT transformation. Dene F1 = DFT (IDFT (x1)), F2 = DFT ( (IDFT (x2
))), F3 = DFT ((DFT (x2))) and F4 = DFT (((IDFT (x1)))). Taking
hop 1 as an example, z1 and z2 can be written as
z1 = [F1hsr1hr1d +F2  f1hsr3hr3d + n11hr1d + n32  f1hr3d +w1] (4.2.5)
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z2 = [F3hsr1hr1d+F4  f1hsr3hr3d+ n12hr1d+ n31  f1hr3d+w2] (4.2.6)
where  is the Hadamard product, and nij are the DFTs of nij and wj =
(wk;j) are AWGN terms at the destination node with zero-mean and unit-
variance. Using (DFT (x)) = IDFT (x), (IDFT (x)) = DFT (x) and
DFT ((DFT (x))) = IDFT (DFT (x)), (4.2.5) and (4.2.6) can be rewritten
as in the following Alamouti code at each subcarrier k; 0  k  K   1
264 zk;1
zk;2
375 = 
264 xk;1   xk;2
xk;2 x

k;1
375
264 hsr1hr1d
f 1k h

sr3hr3d
375+
264 vk;1
vk;2
375 (4.2.7)
where vk;j = (nk;1jhr1d + nk;3j  f 1k hr3d) + wk;j . Then the Alamouti fast
symbolwise ML decoding can be used at the destination node.
4.2.2 Interference Cancellation Scheme
In this part, a full interference cancellation scheme is proposed to remove
completely the inter-relay inference from the other relays. Similarly to that
in [62], assume that the relay nodes R1 and R3 receive at step n-1, at the
same time, and the relay nodes R2 and R4 send the signal to the destination
nodes. And assume all of the channel information is known by the receiver.
Therefore, the receiver signal at the destination can be obtained at the
step n-1 as:
zn 1;1 = y21hr2d(n  1) + ( y42)hr4d(n  1)f2 +w1
zn 1;2 = (y22)hr2d(n  1) + (y41)hr4d(n  1)f2 +w2
(4.2.8)
where w1 is the Gaussian noise at the destination, and y21, y42, y22 and y41
are the received signals at R2 and R4 at the step n-2, respectively, and they
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are encoded by using (4.2.3), which are given by:
y21 = x1hsr2(n  2) + n21 + y11h12 + ( y32)h32
y41 = x1hsr4(n  2) + n41 + y11h14 + ( y32)h34
y22 = x2hsr2(n  2) + n22 + (y12)h12 + (y31)h32
y42 = x2hsr4(n  2) + n42 + (y12)h14 + (y31)h34
(4.2.9)
The received signals at the destination at step n-2 are also obtained as:
zn 2;1 = y11hr1d(n  2) + ( y32)hr3d(n  2)f1 +w1
zn 2;2 = (y12)hr1d(n  2) + (y31)hr3d(n  2)f1 +w2
(4.2.10)
Because multiple antennas are available at the destination node, and given
that the relays are suciently spatially separated, assume that it is possible
to separate out the individual relay component within zn 2;1 and zn 2;2
zn 2;1 = zn 2;1;1+zn 2;1;2f1+w1 and zn 2;2 = zn 2;2;1+zn 2;2;2f1+w2
(4.2.11)
as given by
zn 2;1;1 = y11hr1d(n  2) and zn 2;1;2 = ( y32)hr3d(n  2)
zn 2;2;1 = (y12)hr1d(n  2) and zn 2;2;2 = (y31)hr3d(n  2)
where the noise term is assumed to be insignicant. So
y11 =
zn 2;1;1
hr1d(n  2)
and   y32 =
zn 2;1;2
hr3d(n  2)
(y12) =
zn 2;2;1
hr1d(n  2)
and (y31) =
zn 2;2;2
hr3d(n  2)
(4.2.12)
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Finally, substituting (4.2.12) and (4.2.9) into (4.2.8) gives:
zn 1;1 =((x1hsr2(n  2) + n21)hr2d(n  1) + hr2d(n  1)(
zn 2;1;1
hr1d(n  2)
h12
+
zn 2;1;2
hr3d(n  2)
h32)  (x2hsr4(n  2) + n42)hr4d(n  1)f2   hr4d
(n  1)f2( zn 2;2;1
hr1d(n  2)
h14 +
zn 2;2;2
hr3d(n  2)
h34)
) +w1
zn 1;2 =(((x2hsr2(n  2)) + (n22))hr2d(n  1) + (
zn 2;2;1
hr1d(n  2)
h12 + h32
zn 2;2;2
hr3d(n  2)
)hr2d(n  1) + ((x1hsr4(n  2)) + (n41))f2hr4d(n  1)
+ hr4d(n  1)f2(
zn 2;1;1
hr1d(n  2)
h14 +
zn 2;1;2
hr3d(n  2)
h34)
) +w2
(4.2.13)
From (4.2.13), the inter-relay interference is found as a recursive term in the
received signal at the destination nodes. For example, (4.2.14) to (4.2.17)
are IRI terms.
hr2d(n  1)

zn 2;1;1
hr1d(n  2)
h12 +
zn 2;1;2
hr3d(n  2)
h32

(4.2.14)
hr4d(n  1)f2

zn 2;2;1
hr1d(n  2)
h14 +
zn 2;2;2
hr3d(n  2)
h34

(4.2.15)
hr2d(n  1)

zn 2;2;1
hr1d(n  2)
h12 +
zn 2;2;2
hr3d(n  2)
h32

(4.2.16)
hr4d(n  1)f2

zn 2;1;1
hr1d(n  2)
h14 +
zn 2;1;2
hr3d(n  2)
h34

(4.2.17)
Therefore, these terms can be completely removed from (4.2.13) in order to
cancel the IRI terms at the receiver, which are given by:
z
0
n 1;1 =((x1hrs2(n  2) + n21)hr2d(n  1)  (x2hrs4(n  2) + n42)f2
hr4d(n  1)) +w1
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z
0
n 1;2 =(((x2hrs2(n  2)) + (n22))hr2d(n  1) + ((x1hrs4(n  2))+
(n41))hr4d(n  1)f2) +w2
(4.2.18)
As such, (4.2.18) has no IRI, only the desired signal and the noise. However,
a very useful relationship for the received signal at the destination at the
dierent odd-even time steps is found. And then the same method is used
to obtain the received signal at step n at the destination node and cancel
completely the IRI.
zn;1 =((x1hsr1(n  1) + n11)hr1d(n) + hr1d(n)(
zn 1;1;1
hr2d(n  1)
h21+
zn 1;1;2
hr4d(n  1)
h41)  (x2hsr3(n  1) + n32)hr3d(n)f1   hr3d(n)
f1(
zn 1;2;1
hr2d(n  1)
h23 +
zn 1;2;2
hr4d(n  1)
h43)
) +w1
zn;2 =(((x2hsr1(n  1)) + (n12))hr1d(n) + hr1d(n)(
zn 1;2;1
hr2d(n  1)
h21+
zn 1;2;2
hr4d(n  1)
h41) + ((x

1h

sr3(n  1)) + (n31))hr3d(n)f1 + hr3d(n)f1
(
zn 1;1;1
hr2d(n  1)
h23 +
zn 1;1;2
hr4d(n  1)
h43)
) +w2
(4.2.19)
From (4.2.19), the IRI can easily be found as a recursive term in the received
signal at the destination node. For example, (4.2.20) to (4.2.23) are IRI
terms.
hr1d(n)

zn 1;1;1
hr2d(n  1)
h21 +
zn 1;1;2
hr4d(n  1)
h41

(4.2.20)
hr3d(n)f
1

zn 1;2;1
hr2d(n  1)
h23 +
zn 1;2;2
hr4d(n  1)
h43

(4.2.21)
hr2d(n  1)

zn 2;2;1
hr1d(n  2)
h12 +
zn 2;2;2
hr3d(n  2)
h32

(4.2.22)
hr4d(n  1)f2

zn 2;1;1
hr1d(n  2)
h14 +
zn 2;1;2
hr3d(n  2)
h34

(4.2.23)
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Therefore, these terms can be completely removed from (4.2.19) by using
the same method, which are given by:
z
0
n;1 = ((x1hsr1(n  1) + n11)hr2d(n)  (x2hsr3(n  1) + n32)hr3d(n)f1) +w1
z
0
n;2 =(((x2hsr1(n  1)) + (n12))hr1d(n) + ((x1hsr3(n  1)) + (n31))
hr3d(n)f
1) +w2
(4.2.24)
Compared with (4.2.18) and (4.2.24), they are found to have the same struc-
ture. However, according to the dierent odd-even steps, the odd-even chan-
nels are switched regularly. Therefore, the transmission symbols can be
easily detected by the fast symbol-wise ML decoding.
4.2.3 Simulation Studies
In this section, the simulated performance of the asynchronous relay network
using the FIC and OFDM approaches is shown. The performance is shown
by the end-to-end BER using QPSK symbols. The total power per symbol
transmission is xed as P.
Fig. 4.2 compares the BER performance without FIC and with FIC.
The advantage of using the FIC scheme is clear, the BER performance is
signicantly better than when the FIC approach is not used. The inter-relay
interference considerably corrupts the transmission signal, thereby leading
to the performance degradation.
Fig. 4.3 contrasts the performance of asynchronous Alamouti with a two
relay network, without IRI, and that of the asynchronous FIC Alamouti
with a four relay network. For the two hop cooperative four relay network,
if the FIC scheme is used to completely remove the inter-relay interference,
the performance closely matches the asynchronous Alamouti scheme with-
out IRI. However, for the asynchronous Alamouti with two relay networks,
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every transmission time slot is divided into two sub-slots: rstly, the source
transmits to the relay nodes; secondly, the relay node sends the data to the
destination. Therefore, the rate and bandwidth eciency of this scheme is a
half of the direct transmission. On the contrary, the later proposed method
uses the two group relay nodes in order to retain the successive transmission
signal from the source node, so full unity data rate can be approached when
the number of symbols is large.
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Figure 4.2. BER performance for no FIC and FIC approaches.
Fig. 4.4 compares the performance of asynchronous Alamouti with using 1/2
rate convolution coding and Viterbi decoding and that of the asynchronous
FIC Alamouti without using 1/2 rate convolution coding and Viterbi de-
coding. From the gure, at a BER of 10 3, the coded scheme requires
approximately 18 dB while the uncoded scheme requires almost 23 dB. Ob-
viously, the performance of the coded scheme is better that that of uncoded
one, which is 5 dB, because of the coding gain. Therefore, using outer cod-
ing in the source and destination can improve end-to-end performance of the
cooperative communication scheme.
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Figure 4.3. BER performance of the FIC relay network as compared
to a half rate Alamouti relay network.
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Figure 4.4. BER performance for FIC approaches with coded and
uncoded transmission.
In the next section, a more practical asynchronous cooperative networks will
be considered.
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4.3 FIC Scheme for Cooperative Networks with Asynchronism in
the Both Stages
In the last section, an oset transmission scheme with FIC and orthogonal
frequency-division multiplexing (OFDM) was used in a cooperative network
with asynchronism in the second stage. However, in practice, timing error
should be considered at both stages. Therefore, in this section, OFDM type
transmission with CP scheme is used at the source to combat timing errors
from the source to the destination node. Moreover, through the use of time
reversal in the destination node, CP removal is avoided at the relays in order
to decrease the complexity of relay decoding.
4.3.1 OFDM Type Transmission with CP Scheme for A Coopera-
tive Four Relay Network with Asynchronism in Both Stages
The relay model for the four-path relay scheme is illustrated in Fig. 4.5.
The hsri (i = 1; :::; 4) denote the channels from the transmitter to the four
relays and hrid (i = 1; :::; 4) denote the channels from the four relays to the
destination. And 1 and 2 are delays from S to R1 and R2, and 3 and
4 are delays from R3 and R4 to D, respectively. There is no direct link
between the source and the destination as path loss or shadowing renders
it unusable. The inter-relay channels are reciprocal, i.e. the gains from R1
and R3 to R2 and R4 are the same as those from R2 and R4 to R1 and R3,
which are denoted h12, h23, h34 and h14. And the channels are quasi-static
at-fading: hrsi and hrid are i.i.d. zero-mean and unit-variance complex
Gaussian random variables. Two receive antennas 1 and 2 are assumed to
be used to separate the signals from R1 (R2) and R3 (R4), respectively,
since a beamforming technique can be applied at the destination node [71].
And Fig. 4.6 shows in block diagram form an architecture for the oset
transmission relay network.
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Figure 4.5. An oset transmission model for a four relay network with
asynchronism.
Figure 4.6. Architecture of the oset transmission relay network.
Implementation at the source node
To begin with, two consecutive OFDM blocks x1 = [x0;1; x1;1; : : : ; xK 1;1]T
and x2 = [x0;2; x1;2; : : : ; xK 1;2]T are broadcasted, which are composed of
a set of K modulated complex symbols xi;j j = 1 or 2, which are modu-
lated into time domain samples using DFT operations. Then each block is
preceded by a CP with length lCP . Thus, each OFDM symbol consists of
Ls = K + lCP samples. The length of the CP is not less than the maximum
of the possible relative timing errors (max) of the signals which arrive at the
destination node from the relay nodes is assumed. The two OFDM symbols
with their corresponding CPs are denoted as x1 and x2.
Implementation at the relay nodes
At the relay nodes, assume the channel coecients are constant during two
OFDM symbol intervals. The received signal at relay i, i = 1; 2 for two
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successive OFDM symbol durations can be written as
yi1 = x1hsri + ni1 and yi2 = x2hsri + ni2; (4.3.1)
where ni1 and ni2 are the corresponding AWGN at the relay node i with
zero-mean and unity-covariance matrix, in two successive OFDM symbol
durations, respectively. Let P1 be the transmission power at the source
node. Because of the presence of AWGN, the mean power of the signal at
a relay node is P1 + 1. And P2 is the average transmission power at every
relay node. The relationship between P1 and P2 is:
P1 = NP2 = P=2; (4.3.2)
where P is the total transmission power in the whole scheme and N is the
number of the used relay nodes (N = 2) [44]. The relay nodes will process
and transmit the received noisy signal according to the ith column of the
relay encoding matrix S,
S = 
264 (y11)   y32
(y12) y

31
375 or 
264 (y21)   y42
(y22) y

41
375 (4.3.3)
where  =
q
P2
P1+1
, (:) denotes complex conjugation, and (:) represents the
time-reversal of the signal.
Implementation at the destination node
At the destination node, in order to separate out the individual relay trans-
mitted signals, which arrive at the destination, a perfect beamforming tech-
nique is assumed to be used. The eect of errors in this operation are
considered in the simulation section. The CP only needs to be removed at
the destination node thereby reducing complexity as compared to schemes
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which also remove the CP at the relays [72]. The destination processing
consists of two paths for both sets of signals received from R1 and R3 and
for the received signals from R2 and R4, as represented in Fig. 4.6. The rst
path consists of i) Time reversal; ii) Remove CP; and iii) Time reversal, and
a second path in which only the CP is removed. After that, the two received
signals are transformed by the K-point DFT. As mentioned before, because
of timing errors, the signals from the source arrive at R1 or R2 i (i = 1; 2)
samples later than the signals from the source to R3 or R4, respectively.
And the signals from R3 or R4 arrive at the destination node i (i = 3; 4)
samples later than the signals from R1 or R2, respectively. Since lCP is not
less than max, the orthogonality between the subcarriers can still be main-
tained. The delay in the time domain corresponds to a phase change in the
frequency domain,
fi =

f i0 ; f
i
1 ; : : : ; f
i
K 1
T
(4.3.4)
where f ik = exp( j2ki=K) and k = 0; 1; : : : ;K 1. Let z1 = [z0;1; z1;1; : : : ;
zK 1;1]T and z2 = [z0;2; z1;2; : : : ; zK 1;2]T be the received signals for two
successive OFDM blocks at the destination node after the DFT transfor-
mation. And let F1 = DFT[(D(DFT(x1)))], F2 = DFT[D( (DFT(x2)))],
F3 = DFT[(D(DFT(x2)))] and F4 = DFT[D((DFT(x1))
)], where D() de-
notes the cyclic delay, the maximum delay is 15. Taking transmission step
one as an example, z1 and z2 can be written as
z1 = [F1hrs1hr1d + F2h

rs3hr3d] +w
0
1 (4.3.5)
z2 = [F3hrs1hr1d + F4h

rs3hr3d] +w
0
2 (4.3.6)
wherew01 = (n11g1+n32f3hr3d)+w1 andw02 = (n12hr1d+n31f3hr3d)+
w2,  =
q
P1P2
P1+1
, and nij is the DFT of nij and wj j 2 (1; 2) are AWGN vec-
tors at the destination node with zero-mean and unit-covariance elements in
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the j time slot. Using DFT[(D(DFT(x)))] = xfi, DFT[D( (DFT(x)))]
=  x  f and DFT[D((DFT(x)))] = x  f , (4.3.5) and (4.3.6) can be
rewritten as in the following Alamouti code at each subcarrier k; 0  k 
K   1
264 zk;1
zk;2
375 = 
264 xk;1   xk;2
xk;2 x

k;1
375
264 f 1k hrs1hr1d
f 3k h

rs3hr3d
375+
264 vk;1
vk;2
375
where vk;j = (nk;1jhr1d + nk;3j  f 3k hr3d) + wk;j . Then the Alamouti fast
symbolwise ML decoding can be used at the destination node.
4.3.2 Interference Cancellation Scheme
In this part, a full interference cancellation scheme is used to remove com-
pletely the inter-relay inference from the other relays. Similarly to that in
section 4.2.2, the relay nodes R1 and R3 is assumed to receive at the trans-
mission step n-1, which corresponds to two time slots, and the relay nodes
R2 and R4 send the signal to the destination node. And all of the channel
information is assumed to know by the receiver.
Therefore, the received signals in the two time slots at the destination
node at the transmission step n-1 as:
zn 1;1 = (y21)hr2d(n  1) + D(( y42)hr4d(n  1)) +w1
zn 1;2 = (y22)hr2d(n  1) + D(y41hr4d(n  1)) +w2
(4.3.7)
where  =
q
P2
P1+1
, and zi;j denote the received signals in the j
th j 2 (1; 2)
time slot at the ith (i = 1; 2; :::; k) transmission step, y21 and y42, y22 and
y41 are the received signal vectors at R2 and R4 at transmission step n  2,
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respectively, and they are encoded by using (4.3.3), which are given by:
y21 =
p
P1D(x1hrs2(n  2)) + n21 + ((y11)h12 + ( y32)h32)
y41 =
p
P1x1hrs4(n  2) + n41 + ((y11)h14 + ( y32)h34)
y22 =
p
P1D(x2hrs2(n  2)) + n22 + ((y12)h12 + y31h32)
y42 =
p
P1x2hrs4(n  2) + n42 + ((y12)h14 + y31h34)
(4.3.8)
The received signals can be obtained at the destination node at transmission
step n-2 as:
zn 2;1 = (y11)hr1d(n  2) + D(( y32)hr3d(n  2)) +w1
zn 2;2 = (y12)hr1d(n  2) + D((y31)hr3d(n  2)) +w2
(4.3.9)
Assumption 1: If multiple antennas are available at the destination node,
and given that the relays are suciently spatially separated by using a per-
fect beamforming technique, it is assumed that it is possible to separate out
the individual relay components within
zn 2;1 = zn 2;1;1 + zn 2;1;2 +w1
zn 2;2 = zn 2;2;1 + zn 2;2;2 +w2;
as given by
zn 2;1;1 = (y11)hr1d(n  2)
zn 2;1;2 = D(( y32)hr3d(n  2))
zn 2;2;1 = (y12)hr1d(n  2)
zn 2;2;2 = D((y31)hr3d(n  2))
(4.3.10)
where the noise term is assumed to be insignicant in the current devel-
opment however this issue and the validity of this assumption is addressed
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further in Section 4.3.3. Therefore,
(y11) =
zn 2;1;1
hr1d(n  2)
D( y32) =
zn 2;1;2
D(hr3d(n  2))
(y12) =
zn 2;2;1
hr1d(n  2)
D(y31) =
zn 2;2;2
D(hr3d(n  2))
(4.3.11)
Because the destination node knows the channel information and all of the
delays,  y32 and y31 can be obtained at the destination node by using: i)
CP removal; ii) shifting the rst length of  (l ) samples as the last samples;
and iii) adding a CP. These processes can be denoted by  (). Finally,
substituting (4.3.11) and (4.3.8) into (4.3.7) gives:
zn 1;1 =hr2d(n  1)[(
p
P1D(x1hsr2(n  2)) + n21 +
zn 2;1;1
hr1d(n  2)
h12+
 (
zn 2;1;2
hr3d(n  2)
)h32)]  D(hr4d(n  1)(
p
P1x

2h

sr4(n  2) + n42
+ (
zn 2;2;1
hr1d(n  2)
h14)
 + ( (
zn 2;2;2
hr3d(n  2)
)h34)
)) +w1
(4.3.12)
zn 1;2 =hr2d(n  1)[(
p
P1D(x2hsr2(n  2)) + n22 +
zn 2;2;1
hr1d(n  2)
h12+
 (
zn 2;2;2
hr3d(n  2)
)h32)] + D(hr4d(n  1)(
p
P1x

1h

sr4(n  2) + n41
+ (
zn 2;1;1
hr1d(n  2)
h14)
 + ( (
zn 2;1;2
hr3d(n  2)
)h34)
)) +w2
(4.3.13)
From (4.3.12) and (4.3.13), the inter-relay interference is a recursive term in
the received signal at the destination node. For example, (4.3.14), (4.3.15),
(4.3.16) and (4.3.17) are IRI terms, which are functions only of the previous
output values.
hr2d(n  1)(
zn 2;1;1
hr1d(n  2)
h12 +  (
zn 2;1;2
hr3d(n  2)
)h32) (4.3.14)
D(hr4d(n  1)(
zn 2;2;1
hr1d(n  2)
h14 +  (
zn 2;2;2
hr3d(n  2)
)h34)
 (4.3.15)
Section 4.3. FIC Scheme for Cooperative Networks with Asynchronism in the Both Stages 97
hr2d(n  1)(
zn 2;1;1
hr1d(n  2)
h12 +  (
zn 2;2;2
hr3d(n  2)
)h32) (4.3.16)
D(hr4d(n  1)(
zn 2;2;1
hr1d(n  2)
h14 +  (
zn 2;1;2
hr3d(n  2)
)h34)
 (4.3.17)
Therefore, these terms can be completely removed in order to cancel the IRI
at the receiver, which are given by:
z
0
n 1;1 =hr2d(n  1)[(
p
P1D(x1hsr2(n  2)) + n21)]  D(hr4d(n  1)
(
p
P1x

2h

sr4(n  2) + n42)) +w1
z
0
n 1;2 =hr2d(n  1)[(
p
P1D(x2hsr2(n  2)) + n22)] + D(hr4d(n  1)
(
p
P1x

1h

sr4(n  2) + n41)) +w2
(4.3.18)
As such, (4.3.18) has no IRI, with the desired signal and the noise. And the
same method can be used to obtain the received signal at transmission step
n at the destination node.
zn;1 =hr1d(n)[(
p
P1D(x1hsr1(n  1)) + n11 +
zn 1;1;1
hr2d(n  1)
h21 + h41
 (
zn 1;1;2
hr4d(n  1)
))]  D(hr3d(n)(
p
P1x

2h

sr3(n  1) + n32
+ (
zn 1;2;1
hr2d(n  1)
h23)
 + ( (
zn 1;2;2
hr4d(n  1)
)h43)
)) +w1
(4.3.19)
zn;2 =hr1d(n)[(
p
P1D(x2hsr1(n  1)) + n12 +
zn 1;2;1
hr2d(n  1)
h21 + h41
 (
zn 1;2;2
hr4d(n  1)
))] + D(hr3d(n)(
p
P1x

1h

sr3(n  1) + n31
+ (
zn 1;1;1
hr2d(n  1)
h23)
 + ( (
zn 1;1;2
hr4d(n  1)
)h43)
)) +w2
(4.3.20)
From (4.3.19) and (4.3.20), the IRI is a recursive term in the received signal
at the destination node. For example, (4.3.21), (4.3.22), (4.3.23) and (4.3.24)
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are IRI terms.
hr1d(n)(
zn 1;1;1
hr2d(n  1)
h21 +  (
zn 1;1;2
hr4d(n  1)
)h41) (4.3.21)
D(hr3d(n)(
zn 1;2;1
hr2d(n  1)
h23 +  (
zn 1;2;2
hr4d(n  1)
)h43)
 (4.3.22)
hr1d(n)(
zn 1;1;1
hr2d(n  1)
h21 +  (
zn 1;2;2
hr4d(n  1)
)h41) (4.3.23)
D(hr3d(n)(
zn 1;2;1
hr2d(n  1)
h23 +  (
zn 1;1;2
hr4d(n  1)
)h43)
 (4.3.24)
Therefore, these terms can be completed removed from (4.3.19) and (4.3.20)
by using the same method, which are given by:
z
0
n;1 =hr1d(n  1)[(
p
P1D(x1hsr1(n  1)) + n11)]  D(hr3d(n)(
p
P1
x2h

sr3(n  1) + n32)) +w1
z
0
n;2 =hr1d(n)[(
p
P1D(x2hsr1(n  1)) + n12)] + D(hr3d(n  1)(
p
P1
x1h

sr3(n  1) + n31)) +w2
(4.3.25)
Comparing (4.3.18) with (4.3.25), they have the same structure. However,
according to the dierent oset transmission steps, the alternate channels
are switched regularly. Therefore, the transmission symbols can be easily
detected by the fast symbol-wise ML decoding.
4.3.3 Simulation Studies
In this section, the simulated performance of the asynchronous relay net-
work will be shown by using the oset transmission with FIC and OFDM
approaches. The performance is shown by the end-to-end BER using BPSK
symbols. And K = 64 and lCP = 16 are assumed. The delays i i 2
(1; 2; 3; 4) are chosen randomly from 0 to 15 with the uniform distribution.
The total power per symbol transmission is xed as P .
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Fig. 4.7 compares, rstly, the BER performance without FIC and with
FIC. The advantage of using the FIC scheme is clear, the BER performance
is signicantly better than without FIC approach. In fact, without using
FIC the scheme is unusable. The inter-relay interference considerably cor-
rupts the transmission signal, thereby leading to the performance degrada-
tion. Secondly, the performance of Alamouti in an asynchronous two relay
network without IRI is contrasted with that of the FIC Alamouti in an asyn-
chronous four relay network with IRI. For the cooperative four relay network,
if the FIC scheme is used to completely remove the inter-relay interference,
the performance closely matches the Alamouti type scheme without IRI.
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Figure 4.7. BER performance for no FIC and FIC approaches.
In Fig. 4.8, however, for the Alamouti type scheme with two relay networks,
every transmission time slot is divided into two sub-slots. Therefore, the
rate and bandwidth eciency of this scheme is a half of the direct transmis-
sion. On the contrary, the proposed method uses the two group relay nodes
in order to retain the successive transmission signal from the source node,
so the full unity data rate can be obtained when the number of symbols is
large.
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Figure 4.8. End-to-end transmission rate.
In the next simulation study the eect of relaxing Assumption 1 is consid-
ered. To model the eect that even with multiple antennas at the destination
node there will be uncertainties in the values of zn 2;1;1, zn 2;1;2, zn 2;2;1 and
zn 2;2;2 in (4.3.10), due for example to estimation errors in beamforming, the
noise vectors is added to yield
zn 1;1;1 = (y21)hr2d(n 1)+n01 and zn 1;1;2 = D(( y42)hr4d(n 1))+n02
zn 1;2;1 = (y22)hr2d(n 1)+n01 and zn 1;2;2 = D(y41)hr4d(n 1))+n02;
where all the elements of n01 and n02 are chosen to have noise powers at the
relative levels of either -6 dB or -3 dB or 0 dB, and these three cases are
denoted Assumption 2, Assumption 3 and Assumption 4. The degradation
in BER is shown in Fig. 5, for example, at BER = 10 3 the required trans-
mit power increases from 21.5 dB to 22.5 dB and to 25 dB for the three cases.
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Figure 4.9. BER performance of the four relay with oset transmis-
sion and FIC and varying uncertainty in Assumption 1.
4.4 Summary
In this chapter, full diversity and improved end-to-end transmission rate can
be achieved because an oset transmission with FIC scheme was used. Using
oset transmission, the source can serially transmit data to the destination.
However, the four-path relay scheme may suer from IRI which is caused
by the simultaneous transmission of the source and another group of relays.
Therefore, the FIC scheme was used to fully remove these IRI terms. Then
the oset transmission with FIC scheme was applied in cooperative network
with asynchronism in the second/both stage(s). And a new OFDM and
CP scheme was discussed to mitigate the timing error from the source to
the relays and from the relays to the destination, which can avoid the CP
removal at the relays. In the next chapter, multi-relay selection will be shown
to decrease the outage probability.
Chapter 5
OUTAGE PROBABILITY OF
MULTI-RELAY SELECTION
WITHOUT INTERFERENCE
In this chapter, rstly, the local measurements of the instantaneous channel
conditions are used to select the best relay pair from a set of N available
relays, which either come from the same cluster or dierent clusters, and
then these best relays are used with the Alamouti code to improve the co-
operative diversity and decrease the outage probability. This best relay pair
selection scheme is shown to have robustness against feedback error in the
relay selection and to outperform a scheme based on selecting only the best
single relay. Secondly, the best four relays from a set of N available re-
lays is chosen, by using local measurements of the instantaneous channel
conditions, to further reduce the outage probability.
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5.1 Introduction
In a cooperative relay network, many relays can help the source to trans-
mit to the destination, however, sometimes some relays provide a poor
channel quality which can aect the transmission quality to a certain ex-
tent [73]. Therefore, the use of relay selection schemes is attracting consider-
able attention to overcome this problem and preserve the potential diversity
gains, [74], [75], [16], [76] and [77]. In [74], the authors derived simple expres-
sions for outage probabilities for several DF cooperative diversity schemes
with single relay selection. This method however requires high complexity
at the relays and destination. In [75], exact outage and diversity perfor-
mance expressions for the best relay selection are provided for a wide range
of SNR regimes in the context of an AF transmission protocol. The work
in [16] relies on using instantaneous end-to-end wireless channel conditions
to obtain the best single relay for cooperative diversity. This work was ex-
tended in [76] to obtain outage-optimal opportunistic relaying in the context
of selecting a single relay from a set of N available relays. They show that
cooperative diversity gain is achieved even when certain relays remain inac-
tive. However, using a single best relay is not always sucient to satisfy the
required outage probability at a destination node. Moreover, these works
have not considered feedback error within the relay selection process, which
means sometimes the best relay cannot be chosen because the wrong enable
feedback information is received from the destination node. In the next sec-
tion, the outage probability analysis of the best relay pair selection will be
presented.
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5.2 The Best Relay Pair Selection Without Interference
5.2.1 System Model
As is shown in Fig. 5.1, cooperative communication over Rayleigh at-fading
channels is considered. There is one source node and one destination node
and many relay nodes, all equipped with single half-duplex antennas. Perfect
channel state information is assumed to be known at the destination node,
thereby avoiding considering the errors and associated reduction in outage
probability performance which would be introduced when training data is
used to extract such information [23] and [78]. In practice, the available
relays might be clustered in physically dierent locations. Therefore, in
the situation where the channel strengths might vary for the dierent relay
clusters, i.e., Fig. 5.1(a) shows a scenario where N relay nodes and N   1
relay nodes belong to dierent spatially separated clusters is considered,
and Fig. 5.1(b) shows a case where N relay nodes come from the same
cluster, respectively. This situation for Fig. 5.1(b) would be encountered
in distributed space time code transmission when the target is to maximize
spatial diversity between the paths, and the relays within each cluster are
tightly packed so that selection from two dierent cluster locations is likely
to be benecial.
Figure 5.1. (a) shows the best relay pair selection from dierent clus-
ters; (b) illustrates the best relay pair selection from the same cluster.
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In the rst hop, the source node transmits the signal x to the relays.
The received signal at the ith relay is given by
ysri =
p
Eshsrix+ nri ; (5.2.1)
where Es is the average energy per symbol, hsri is the channel gain between
the source and the ith relay node, and nri is the complex additive white
Gaussian noise at the ith relay node. In the second hop of cooperation,
the ith relay amplies its received signal and forwards it to the destination
through hrid, which is the channel gain between the i
th relay node and the
destination. The received signal at the destination node from the ith relay
is
yrid =
p
Pihridysri + nd; (5.2.2)
where nd is the complex additive white Gaussian noise at the destination.
The ith relay gain denoted by
p
Pi is calculated from Pi = Es=(Esjhsri j2 +
N0), where N0 is the noise variance [17]. Therefore, the instantaneous equiv-
alent end-to-end SNR for the ith relay can be written as
Di =
sririd
1 + sri + rid
; (5.2.3)
where sri = jhsri j2Es=N0 and rid = jhridj2Es=N0 are the instantaneous
SNR of the S  Ri and Ri  D links, respectively.
For the Rayleigh at-fading channels, the probability density function
(PDF) and the cumulative distribution function (CDF) of the SNR in the
u 2 (sri; rid) links are given by
fu() =
1
u
e =u ; (5.2.4)
Fu() = 1  e =u ; (5.2.5)
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where u denotes the mean SNR for all links. According to [79],
i = min(sri ; rid) >
sririd
1 + sri + rid
: (5.2.6)
Next, because the best pair relay selection scheme is used, the maximum ra-
tio combiner (MRC) is employed at the destination node [79]. The practical
implementation of the MRC may, however, incur a capacity penalty due to
the need to adopt a time multiplexing approach to transmission between the
relays and the destination node; however, this can be mitigated by adopting
an orthogonal transmission scheme, i.e. distributed space-time coding. This
section focuses on selection of two relays; however, that further improve-
ment could be achieved by selecting three or even four relays, but thus may
incur practical overheads such as increased complexity in synchronization.
Therefore, the lower and upper bound for the equivalent SNR can be given
as
1
2
X
i2Ns
i = low  D =
X
i2Ns
Di < up =
X
i2Ns
i; (5.2.7)
where Ns denotes the set of relay indices for the relays chosen in the multi-
relay selection scheme. The upper bound SNR is more suitable for analysis
in the medium and high SNR ranges [79].
5.2.2 Outage Probability Analysis
In order to calculate the PDF and CDF for the end-to-end SNR, up as given
in (5.2.7), the rst step is to obtain the moment generating function (MGF)
of up. In this section, rstly, the xed relay case is considered and then the
best relay pair selection schemes for cooperative systems are presented.
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Fixed Relay
The MGF of up can be obtained as
Mup(s) =
NY
i=1
Mi(s); (5.2.8)
where s is the Laplace transform complex variable. In order to obtain the
MGF for the S R D link, the CDF of i = min(sri ; rid) can be expressed
as [80]
Fi() = 1  Pr(sri > )Pr(rid > )
= 1  [1  Pr(sri  )][1  Pr(rid  )]
= 1  [1  Fsri ()][1  Frid()]:
(5.2.9)
Substituting (5.2.5) with the appropriate index into (5.2.9) yields
Fi() = 1  e =Ci ; (5.2.10)
where Ci =
sri rid
sri+rid
. Since independent and identically distributed (i.i.d).
Rayleigh fading relay channels are assumed, then sri = rid = 0 = Es=N0,
and Ci = C = 0:50. Therefore, the PDF of i can be obtained by taking
the derivative of the CDF (5.2.10) as
fi() =
1
Ci
e =Ci : (5.2.11)
Then using the denition of the MGF given by
Mr(s) = E[e
 s ] =
Z 1
0
e sf()d; (5.2.12)
the MGF of i can be obtained as
Mri(s) = (1 + Cis)
 1: (5.2.13)
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Finally, substituting (5.2.13) into (5.2.8), the expression for the MGF of the
end-to-end SNR can be expressed as
Mup(s) =
NY
i=1
(1 + Cis)
 1 = (1 + 0:50s) N : (5.2.14)
The following section will consider best relay pair selection from two spatially
distinct clusters of relays.
Best Two Relay Pair Selection from Dierent Clusters
In this approach, one best relay is rst selected from N available relays
in cluster one, and then the other best single relay is selected from N  
1 available relays in cluster two, see Fig. 5.1(a). According to the relay
selection scheme in [16], the general expression for determining the best
relay from either cluster is
bn = argmax
i2Rn
fni g; (5.2.15)
where n = 1; 2, R1 = f1; 2; :::; Ng and R2 = f1; 2; :::; N   1g, ni is the
instantaneous SNR for the relay i in cluster n. Therefore, the instantaneous
SNR for the best two relays are obtained by
b1 = max
i2R1
f1i g = max
i2R1
fmin(1sri ; 1rid)g (5.2.16)
and
b2 = max
i2R2
f2i g = max
i2R2
fmin(2sri ; 2rid)g: (5.2.17)
Therefore, the CDF of b1 and b2 can be expressed as, respectively,
Fb1 () = [F1i
()]N = [1  e =1C ]N (5.2.18)
Fb2 () = [F2i
()]N 1 = [1  e =2C ]N 1: (5.2.19)
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Firstly, all relay links can be assumed to have the same average SNR, namely,
1C = 
2
C = C . Then the PDF of b1 and b2 can be obtained by using the
derivative of the CDF, yielding
fb1 () = Nf1i
()[f1i
()]N 1 =
N
C
e =C [1  e =C ]N 1 (5.2.20)
and
fb2 () = (N   1)f2i ()[f2i ()]
N 2 =
N   1
C
e =C [1  e =C ]N 2:
(5.2.21)
Then substituting (5.2.20) and (5.2.21) into (5.2.12) and using the binomial
expansion and after some manipulations the MGF of b1 and b2 can be
obtained as
Mb1 (s) =
NX
n=1
0B@N
n
1CA n( 1)n 1
n+ Cs
(5.2.22)
and
Mb2 (s) =
N 1X
m=1
0B@N   1
m
1CA m( 1)m 1
m+ Cs
; (5.2.23)
where
0B@N
n
1CA = N !=[n!(N   n)!] is the binomial coecient. The expression
for the MGF of up for the end-to-end SNR can be obtained as
Mup(s) =Mb1 (s)Mb2 (s) =
NX
n=1
N 1X
m=1
0B@N
n
1CA
0B@N   1
m
1CA nm( 1)n 1( 1)m 1
(n+ Cs)(m+ Cs)
:
(5.2.24)
In order to nd the PDF of up, two cases have to be considered, one is
m = n, the other one is m 6= n. When m 6= n, the MGF of the end-to-end
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SNR is
Mm6=nup (s) =
NX
n=1
N 1X
m=1;m6=n
0B@N
n
1CA
0B@N   1
m
1CA nm( 1)n 1( 1)m 1
(n+ Cs)(m+ Cs)
:(5.2.25)
Then the inverse Laplace transform is used to obtain the PDF in (5.2.26).
fm6=nup () = L
 1fMm6=nup (s)g =
NX
n=1
N 1X
m=1;m6=n
0B@N
n
1CA
0B@N   1
m
1CA
nm( 1)n 1( 1)m 1
C(m  n) (e
  n
C   e 
m
C ):
(5.2.26)
Then, the CDF of up can be obtained by taking the integral of the PDF in
(5.2.26) with respect to , yielding
Fm6=nup () =
NX
n=1
N 1X
m=1;m 6=n
0B@N
n
1CA
0B@N   1
m
1CA ( 1)n 1( 1)m 1
+
NX
n=1
N 1X
m=1;m6=n
0B@N
n
1CA
0B@N   1
m
1CA ( 1)n 1( 1)m 1
nm
C(m  n)(
C
m
e
 m
C   C
n
e
  n
C ):
(5.2.27)
When m = n, the MGF of the end-to-end SNR is
Mm=nup (s) =
N 1X
n=1
0B@N
n
1CA
0B@N   1
n
1CA n2( 1)2(n 1)
(n+ Cs)2
: (5.2.28)
Then we use the same method to obtain the PDF and CDF of up, which
are
fm=nup () =
N 1X
n=1
0B@N
n
1CA
0B@N   1
n
1CA n2( 1)2(n 1)
2C
e
  n
C (5.2.29)
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and
Fm=nup () =
N 1X
n=1
0B@N
n
1CA
0B@N   1
n
1CA ( 1)2(n 1)e  nC  C   n
C
+
N 1X
n=1
0B@N
n
1CA
0B@N   1
n
1CA ( 1)2(n 1):
(5.2.30)
Therefore, the total CDF of up can be obtained by using (5.2.27) and
(5.2.30),
F tolup() =1 +
N 1X
n=1
0B@N
n
1CA
0B@N   1
n
1CA ( 1)2(n 1)e  nC  C   n
C
+
NX
n=1
N 1X
m=1;m6=n
0B@N
n
1CA
0B@N   1
m
1CA nm( 1)n 1( 1)m 1
C(m  n)
(
C
m
e
 m
C   C
n
e
  n
C ):
(5.2.31)
Secondly, in a practical environment, those two clusters have dierent
distances and shadowing to the source and destination, namely, 1C 6= 2C .
Therefore, a dierent total CDF of up by using (5.2.20) to (5.2.27) can be
provided, which follows as
F tolup() =1 +
NX
n=1
N 1X
m=1
0B@N
n
1CA
0B@N   1
m
1CA nm( 1)n 1( 1)m 1
1Cm  2Cn
(
2C
m
e
 m
2
C  
1C
n
e
  n
1
C ):
(5.2.32)
Next, the case when the relays are in a single cluster will be considered.
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Best Two Relay Pair Selection from the Same Cluster
In this approach the best two relay pair nodes are selected from the N
available relays in the same cluster, namely, select the maximum max and
the second largest max 1 from the N relays instantaneous SNR. Firstly,
the selection of the maximum and the second largest is not independent,
therefore, according to [52], the joint distribution of the two most maximum
values can be obtained as
f(x; y) = N(N   1)F (y)N 2f(x)f(y); (5.2.33)
where max = x and max 1 = y, and f(x) = 1=Ce x=C , f(y) = 1=Ce y=C
and F (y) = 1  e y=C . Therefore,
f(x; y) =
N(N   1)
2C
[1  e y=C ]N 2e x=Ce y=C : (5.2.34)
Then, Fup() needs to be determined, which given that x and y are
two non-negative values from N exponential random values with x  y, is
calculated as
Fup() =
Z =2
0
Z x
0
f(x; y)dydx| {z }+
Z 
=2
Z  x
0
f(x; y)dydx| {z } :
I1 I2
Using the PDF in (5.2.34), and after performing some manipulations,
I1 = N(N   1)
N 2X
n=0
0B@N   2
n
1CA ( 1)n
n+ 1

n+ 1
n+ 2
  e 

2C +
1
n+ 2
e
  (n+2)
2C

:
(5.2.35)
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Next, we need to calculate I2, when n is equal to zero or not, yielding
In=02 = N(N   1)fe 

2C   (1 + 
2C
)e
  
C g (5.2.36)
and
In 6=02 =N(N   1)
N 2X
n=1
0B@N   2
n
1CA ( 1)n
n+ 1
fe 

2C   (1 + 1
n
)e
  
C +
1
n
e
  (n+2)
2C g:
(5.2.37)
Therefore, substituting (5.2.35), (5.2.36) and (5.2.37),
F tolup() = I1 + I
n=0
2 + I
n 6=0
2
= N(N   1)f
N 2X
n=0
0B@N   2
n
1CA ( 1)n
n+ 1
(
n+ 1
n+ 2
  e 

2C +
1
n+ 2
e
  (n+2)
2C )
+ (e
  
2C   (1 + 
2C
)e
  
C ) +
N 2X
n=1
0B@N   2
n
1CA ( 1)n
n+ 1
(e
  
2C
  (1 + 1
n
)e
  
C +
1
n
e
  (n+2)
2C )g:
(5.2.38)
On the basis of (5.2.32) and (5.2.38), the desired outage probabilities can be
evaluated.
Outage Probability
The outage probability is dened as when the average end-to-end SNR falls
below a certain predened threshold value, . The outage probability can
be expressed as
Pout =
Z 
0
fb()d = Fup(): (5.2.39)
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Therefore, using the CDF expression (5.2.31), the outage probability for the
best relay pair selection from dierent clusters can be obtained as
P tolout =1 +
N 1X
n=1
0B@N
n
1CA
0B@N   1
n
1CA ( 1)2(n 1)e  nC  C   n
C
+
NX
n=1
N 1X
m=1;m6=n
0B@N
n
1CA
0B@N   1
m
1CA nm( 1)n 1( 1)m 1
C(m  n)
(
C
m
e
 m
C   C
n
e
  n
C );
(5.2.40)
and when the available relays might be clustered in physically dierent lo-
cations, outage probability of the best relay pair selection from the dierent
clusters can be obtained as
P tolout =1 +
NX
n=1
N 1X
m=1
0B@N
n
1CA
0B@N   1
m
1CA nm( 1)n 1( 1)m 1
1Cm  2Cn
(
2C
m
e
 m
2
C
  
1
C
n
e
  n
1
C ):
(5.2.41)
Finally, the outage probability of the best relay pair selection from the
same cluster can be expressed by using the CDF expression (5.2.38) as
P tolout = N(N   1)f
N 2X
n=0
0B@N   2
n
1CA ( 1)n
n+ 1
(
n+ 1
n+ 2
  e 

2C +
1
n+ 2
e
  (n+2)
2C )
+
N 2X
n=1
0B@N   2
n
1CA ( 1)n
n+ 1
(e
  
2C   (1 + 1
n
)e
  
C +
1
n
e
  (n+2)
2C )
+ (e
  
2C   (1 + 
2C
)e
  
C )g:
(5.2.42)
These expressions can be used to study the performance of the best relay
pair selection schemes.
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5.2.3 Simulation Results
In this section, in order to verify the results obtained from the above math-
ematical expressions, there is no direct link between the source and the des-
tination as path loss or shadowing is assumed to render it unusable. Outage
probability performance of dierent relay selection schemes will be shown.
Fig. 5.2 shows comparison of the outage probability of the best two relay
pair selection from the same cluster versus SNR. With the increase of the
SNR, the theoretical results approximate gradually the simulation results
based on (5.2.3). Therefore, this trend conrms the assumption in (5.2.7),
which is the methods are more suitable for the medium and high SNR ranges.
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Figure 5.2. Comparison of the outage probability of the best relay pair
selection from same cluster versus SNR, the theoretical results are shown in
line style and the simulation results as points, where the threshold value 
is 6 dB.
Fig. 5.3 shows the outage probability of the best two relay pair selection
from dierent clusters based on the same SNR, which is 10 dB, in which the
rst cluster has N available relays and the second cluster has N -1 available
relays, for dierent values of N and using the formula given in (5.2.40). It
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can be seen that increasing the number of relays, N , decreases the outage
probability, and hence when the number of relays is large, the outage event
(no transmission) becomes less likely, for example, with the total number of
available relays increasing from 3 to 9, the outage probability is signicant
decreased from almost 8% to 0.016%, when the threshold value  is 6 dB.
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Select 2 from 9 (5,4) in different clusters (Simulationl result)
Figure 5.3. The outage probability of the best relay pair selection from
dierent clusters based on the same SNR, the theoretical results are shown
in line style and the simulation results as points.
For convenience in simulations, and in Fig. 5.4 and Fig. 5.5, the upper
bound on (5.2.3) provided in (5.2.6) which explains why the theoretical and
simulated results are essentially identical. On the other hand, Fig. 5.4 shows
the outage probability of the best two relay pair selection from dierent
clusters, in which the rst cluster has N available relays, where SNR1 is 5
dB, and the second cluster has N -1 available relays, where SNR2 is 10 dB,
for dierent values of N and using the formula given in (5.2.41). Obviously,
because of the decrease of the SNR of cluster one, from 10 dB in Fig. 5.3 to
5 dB, the outage probability performance for each case is worse than that of
Fig. 5.3.
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Figure 5.4. The outage probability of the best relay pair selection from
dierent clusters based on dierent SNRs, the theoretical results are shown
in line style and the simulation results as points.
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Figure 5.5. The outage probability of the best relay pair selection from the
same cluster, the theoretical results are shown in line style and the simulation
results as points.
Fig. 5.5 illustrates the best relay pair selection from N available relays
in the same cluster to obtain the outage probability by using the equation
given in (5.2.42). It can be seen that the theoretical results match extremely
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well with the simulation results, and the outage probability reduces with
increasing the number of available relays N , for example, when the threshold
value  is 4 dB, the outage probability is decreased from almost 2% to 0.02%,
with an increase in number of available relays from 3 to 6.
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Figure 5.6. Comparison of the outage probability of dierent relay selec-
tion schemes.
Fig. 5.6 presents results for various relay selection methods. The top
curve shows the outage probability performance for selecting only a single
relay from ve available relays. Next selecting a relay pair from a single
cluster of four relays is considered so that the choice is made from C24 possible
pairs. In order to keep the number of possible pairs the same, the outage
probability for selecting a pair is considered, namely, one from a cluster of
three relays and the other one independently from a cluster of two relays, so
that the number of possible pairs is C13  C12 . The curves clearly show that
selecting from two clusters with ve available relays has improved outage
probability. For example at  = 4 dB, the outage probability is decreased
from almost 1% to 0.16%. The last curve is for the case of selecting two relays
from ve and yields the best outage probability, considerably improved upon
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the rst case of selecting a single relay from ve. For the selection of one from
ve, it just uses a single relay to help the source to transmit the signal. This
result conrms that pair selection provides more robust transmission than
single relay selection. The next section will show even more benet when
there are errors in the feedback selection information from the destination
to the relays.
5.2.4 Analysis of The Impact of Feedback Errors
The above studies have only considered perfect feedback of relay selection
information. Therefore, the BER performance of the best relay pair selection
from the same cluster, using DSTBC [9], is compared with the best single
relay selection in the presence of feedback errors, when QPSK symbols are
used in transmission. To simulate errors in the feedback of information
from the destination, an error rate in the feedback is introduced. With an
error rate of 0.1, for example, 10% of the selections are made in error, that
is, rather than selecting the best relay, one of the other relays is chosen
with equal probability of selection. As can be seen in Fig. 5.7, when the
destination node transmits perfect channel feedback to the relays, i.e. an
error rate of 0, the BER performance of the best single relay selection is
worse than the best relay pair selection. Moreover, in the presence of errors
in the channel feedback information, i.e. error rate over the range 0.1 to
0.5, the best relay pair selection outperforms the best single relay selection.
These results illustrate clearly the increased robustness of the best relay
pair selection scheme over the single relay selection scheme in the presence
of moderate to severe feedback errors. For example at the SNR = 20 dB
the BER for the single relay selection is reduced from almost 2  10 4 to
2:5  10 2 as the error rate changes from 0 to 0.5, whereas for the relay
pair selection the BER changes from almost 6:5  10 5 only to 2:5  10 3,
conrming the improved robustness.
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Figure 5.7. BER performance comparison of the best relay pair selection
(solid line) from the same cluster with the best single relay selection (dashed
line), with varying error in the feedback relay selection information from the
destination.
In the next section, in order to reduce the outage probability, the best
four relays selection without interference will be presented.
5.3 The Best Four Relays Selection Without Interference
5.3.1 System Model
Figure 5.8. A half-duplex dual-hop best four relay selection system.
As is shown in Fig. 5.8, cooperative communication over Rayleigh at-
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fading channels is considered. There is one source node, one destination node
and N available relay nodes, all equipped with single half-duplex antennas.
Perfect channel state information is assumed to be known at the destination
node.
Here the closed-loop quasi-orthogonal DSTBC with feedback scheme is
used as in [81]. In the rst hop, the source node transmits the signal x =
[x1   x2   x3 x4]T to the relays. The received signal at the ith relay is
given by
ysri =
p
Eshsrix+ nri ; (5.3.1)
where Es is the average energy per symbol, hsri is the channel gain between
the source and the ith relay node, and nri is the complex additive white
Gaussian noise vector at the ith relay node. In the second hop of cooperation,
the ith selected relay amplies and forwards its received signal, which is
designed to be a linear function of its received signal and its conjugate in
(5.3.2), to the destination through hrid, which is the channel gain between
the ith relay node and the destination. The received signal at the destination
node from the ith relay is (5.3.3)
trid =
p
Pi(Aiysri +Biy

sri); (5.3.2)
yrid = hridtrid + nd: (5.3.3)
According to [81], A1 = I4, A2 = A3 = B1 = B4 = 04,
A4 =
266666664
0 0 0 1
0 0  1 0
0  1 0 0
1 0 0 0
377777775
;B2 =
266666664
0  1 0 0
1 0 0 0
0 0 0  1
0 0 1 0
377777775
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B3 =
266666664
0 0  1 0
0 0 0  1
1 0 0 0
0 1 0 0
377777775
;
and nd is the complex additive white Gaussian noise vector at the destina-
tion. The ith relay gain denoted by
p
Pi is calculated from Pi = Es=(Esjhsri j2
+N0), where N0 is the noise variance [17]. Finally, the maximum likelihood
(ML) decoding can be used at the destination node.
Then, the instantaneous equivalent end-to-end signal-to-noise ratio (SNR)
can be written as (5.3.4), because the MRC scheme is used at the destination.
The practical implementation of the MRC may, however, incur a capacity
penalty due to the need to adopt a time multiplexing approach to trans-
mission between the relays and the destination node; therefore, this section
adopt an orthogonal transmission scheme, namely, the best four relay selec-
tion with the closed-loop quasi-orthogonal DSTBC.
D =
X
i2Ns
sririd
1 + sri + rid
; (5.3.4)
where Ns denotes the set of relay indices for the relays chosen in the multi-
relay selection scheme. sri = jhsri j2Es=N0 and rid = jhridj2Es=N0 are the
instantaneous SNR of the S  Ri and Ri  D links, respectively.
For the Rayleigh fading channels, the PDF and the CDF of the SNR in
the u 2 (sri; rid) links are given by
fu() =
1
u
e =u ; (5.3.5)
Fu() = 1  e =u ; (5.3.6)
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where u denotes the mean SNR for all links and  > 0. According to [79],
i = min(sri ; rid) >
sririd
1 + sri + rid
: (5.3.7)
Therefore, the lower and upper bound for the equivalent SNR can be given
as
1
2
NX
i=1
i = low  D < up =
NX
i=1
i: (5.3.8)
The upper bound SNR is more suitable for analysis in the medium and high
SNR arrange.
And then the CDF of i = min(sri ; rid) can be expressed as [80]
Fi() = 1  Pr(sri > )Pr(rid > )
= 1  [1  Fsri ()][1  Frid()]:
(5.3.9)
Substituting (5.3.6) with the appropriate index into (5.3.9) yields
Fi() = 1  e =Ci ; (5.3.10)
where Ci =
sri rid
sri+rid
. Since i.i.d. Rayleigh fading relay channels are as-
sumed, then sri = ris = 0 = Es=N0, and Ci = C = 0:50. Therefore,
the PDF of i can be obtained by taking the derivative of the CDF (5.3.10)
as
fi() =
1
Ci
e =Ci : (5.3.11)
Next, the outage probability analysis will be considered for the best four
relays selection scheme.
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5.3.2 Outage Probability Analysis
In this approach the best four relay nodes are selected from N available
relays, namely, the maximum max, the second largest max 1, the third
largest max 2 and the fourth largest max 3 are selected from the N relays
instantaneous SNR. Firstly, the selection of the L largest is not independent,
therefore, according to [52], the joint distribution of the L most maximum
values can be obtain as
f(x1; x2; :::; xL) = L!
0B@N
L
1CA [F (xL)N L] LY
k=1
f(xi); (5.3.12)
where x1  x2:::  xL:::  xN and f() and F () correspond to the PDF and
CDF. Therefore, the joint PDF of the four largest selection can be expressed
as
f(w; x; y; z) =N(N   1)(N   2)(N   3)[F (z)N 4]
f(w)f(x)f(y)f(z);
(5.3.13)
where w = max, x = max 1, y = max 2, z = max 3, and F (z) =
1 e z=C and f(w) = 1=Ce w=C , f(x) = 1=Ce x=C , f(y) = 1=Ce y=C ,
f(z) = 1=Ce
 z=C . Therefore,
f(w; x; y; z) =
N(N   1)(N   2)(N   3)
4C
[1  e z=C ]N 4
e w=Ce x=Ce y=Ce z=C :
(5.3.14)
Then the CDF Fup() is calculated, where up is the sum of w, x, y and
z, which are identically distributed and formed as the ratios of exponential
random variables. Therefore, the CDF is obtained by
Fup() = Prfw + x+ y + z  g: (5.3.15)
Section 5.3. The Best Four Relays Selection Without Interference 125
Given that w, x, y and z are non-negative, with w  x  y  z. Finally,
Fup() =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  x z y
x
f(w; x; y; z)dwdxdydz:(5.3.16)
Using the PDF in (5.3.14), and after performing some manipulations,
Fup() =
N(N   1)(N   2)(N   3)
3C
f
3
C
24
  [ 
3
C
24
+
C
8
(
 + C
3
)  
2C
48
+
3
144
]e
  
C +
N 4X
n=1
0B@N   4
n
1CA ( 1)nf 3C
6(n+ 4)
  [ 
3
C
6(n+ 4)
  
3
C
6n
+
23C
3n2
  8
3
C
3n3
]e
  (n+4)
4C + [
23C
3n2
  
2
C(C + )
6n
  
2C
12n
+
22C
3n2
 
83C
3n3
]e
  
C gg
(5.3.17)
Therefore, the desired outage probabilities is calculated. The outage prob-
ability is dened as when the average end-to-end SNR falls below a certain
predened threshold value, . The outage probability can be expressed as
Pout =
Z 
0
fb()d = Fup(): (5.3.18)
The outage probability of the best four relays selection can be expressed by
using the CDF expression (5.3.17) as
Fup() =
N(N   1)(N   2)(N   3)
3C
f
3
C
24
  [ 
3
C
24
+
C
8
(
+ C
3
)  
2C
48
+
3
144
]e
  
C +
N 4X
n=1
0B@N   4
n
1CA ( 1)nf 3C
6(n+ 4)
  [ 
3
C
6(n+ 4)
  
3
C
6n
+
23C
3n2
  8
3
C
3n3
]e
  (n+4)
4C + [
23C
3n2
  
2
C(C + )
6n
  
2C
12n
+
22C
3n2
 
83C
3n3
]e
  
C gg
(5.3.19)
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5.3.3 Analysis of The Impact of Feedback Errors
In this section, the BER performance of the best four relays selection from
a set of N available relays, i.e. N = 6, using DSTBC [81], is compared with
the best single relay selection in the presence of feedback errors, when QPSK
symbols are used in transmission.
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Figure 5.9. BER performance comparison of the best four relays selection
(solid line) with the best single relay selection (dashed line), with varying
error in the feedback relay selection information from the destination.
To simulate errors in the feedback of information from the destination
we introduce an error rate in the feedback. With an error rate of 0.5, for
example, 50% of the selections are made in error, that is, rather than select-
ing the best relay, one of the other relays is chosen with equal probability of
selection. As can be seen in Fig. 5.9, when the destination node transmits
perfect channel feedback to the relays, i.e. an error rate of 0, the BER per-
formance of the best single relay selection is worse than the best four relays
selection. Moreover, in the presence of errors in the channel feedback infor-
mation, i.e. error rate over the range 0.5 to 1, the best four relays selection
outperforms the best single relay selection. These results illustrate clearly
the increased robustness of the best four relays selection scheme over the
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single relay selection scheme in the presence of moderate to severe feedback
errors. For example, at the SNR = 12 dB, the BER for the single relay selec-
tion is reduced from almost 4 10 3 to 1:5 10 1 as the error rate changes
from 0 to 1, whereas for the best four relays selection the BER changes from
almost 1:25 10 5 only to 5:75 10 4, conrming the improved robustness.
5.3.4 Outage Probability Analysis Verication
In this section, in order to verify the results obtained from the above mathe-
matical expressions, all relay links can be assumed to have the same average
SNR, and there is no direct link between the source and the destination as
path loss or shadowing renders it unusable. The SNR 0 = 10 dB is assumed.
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Figure 5.10. Comparison of the outage probability of the single relay
selection and the best four relays selection schemes, the theoretical results
are shown in line style and the simulation results as points.
Fig. 5.10 shows the comparison of the outage probability of the single
relay selection and the best four relays selection schemes, using the formula
given in (5.3.19). It can be seen that increasing the number of relays, N ,
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decreases the outage probability, and hence when the number of relays is
large, the outage event (no transmission) becomes less likely, for example,
with the total number of available relays increasing from 4 to 7, the outage
probability of a single relay selection is decreased from almost 9% to 1.5%,
at the same time, the outage probability of the best four relays selection is
decreased from almost 0.9% to 0.006%, when the threshold value  is 6 dB.
This result conrms that pair selection provides more robust transmission
than single relay selection, because for the single relay selection, it just uses
a single relay to help the source to transmit the signal. Moreover, the curves
show the analytical results and values found by simulations. A close match
is observed between the two. In the next section, the multi-relay selection
will be applied with interference at the relay nodes.
5.4 Summary
In this chapter, rstly, the local measurements of the instantaneous channel
conditions were used to select the best relay pair from a set of N available
relays, which either come from the same cluster or dierent clusters, and then
these best relays were used with the Alamouti code to improve the diversity
and decrease the outage probability. The best relay pair selection scheme
was also shown to have robustness against feedback error and to outperform
a scheme based on selecting only the best single relay. Secondly, in order to
further reduce the outage probability, the best four relays were selected. In
the next chapter, the outage probability analysis for two dierent multi-relay
selection schemes will be introduced with inter-cluster interference for only
the relay nodes, and then a more practical analysis will be discussed based
on the inter-cluster interference for both the relay and the destination nodes.
Chapter 6
OUTAGE PROBABILITY OF
MULTI-RELAY SELECTION
WITH INTERFERENCE
In this chapter, rstly, the outage probability analysis for two dierent multi-
relay selection policies, which are asymptotical and semi-conventional polices
to select the best multi-relays from a group of available relays in the same
cluster by using local measurements of the instantaneous channel conditions
are examined when inter-cluster interference is present only in the relay
nodes. Secondly, a more practical analysis is discussed based on inter-cluster
interference both at the relay nodes and the destination node. Furthermore,
a new exact analytical expressions for the probability density function, and
cumulative density function of the received signal-to-noise plus interference
ratio (SINR) and closed form expressions for outage probability in the high
SNR region over Rayleigh frequency at fading channels are provided.
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6.1 Introduction
Although AF has been studied extensively in the literature, little work has
considered interference during the cooperation process. For example, in [77]
a dedicated relay to forward the signal of one source to the destination is
provided, whereas many relays and hops are used to help the source to
transmit to the destination node in [44]. Multi-relay interference is however
not considered in either work.
Furthermore, these relay selection criteria in [16,75,76] lack the exibility
to deal with the presence or absence of interference eects. In order to
improve the practicality, in [82] the eects of multi-user interference are
considered for relay nodes and a single relay selection scheme is used to
overcome the eects of the interference, in the context of legacy networks.
However, using a single best relay is not always sucient to satisfy the
required outage probability at a destination node.
Therefore, in this chapter, in order to overcome these shortcomings,
rstly, the basic AF protocol [17] is considered when external out-of-cluster
structural/unmanaged interference aects the cooperation process. How-
ever, to facilitate analysis, only interference at the relays is assumed and the
eect of interference at the destination node is ignored, which matches the
approach in [82]. Moreover, max(min(; )) type policies are used for relay
selection. Secondly, two selection schemes will be focused upon to select two
or four relays from a single group of relays. And new outage probability
expressions will be derived for two or four relay selection and compared with
the results for conventional best single relay selection. Finally, the BER
performance of the best single relay selection scheme and the best two relay
selection scheme will be examined by simulation, in the presence of errors
in the feedback of relay selection information. In practice, this could be as
simple as a single permission to transmit bit.
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Finally, as considering interference only to be present at the relay nodes
which is not practical; and as the max-min relay scheme does not yield a
very accurate representation of end-to-end SINR, nor will any associated
outage probability analysis be very accurate, in Section 6.3, an exact outage
probability performance analysis in the presence of inter-cluster interference
both at the relay and destination nodes in the high SNR region will be
provided.
6.2 Multi-Relay Selection with Interference at the Relay
6.2.1 System Model
Fig. 6.1 shows two neighboring clusters of nodes denoted (C1, C2) as in [82].
The analysis of the eect of inter-cluster interference on the relays in cluster
C1 is the focus. This cluster contains nodes linked by independent Rayleigh
at-fading quasi-static channels. Moreover, there is one source node and
one destination node and many potential relay nodes grouped together, all
equipped with single half-duplex antennas. Similar relay congurations have
been studied in [46] and [45].
Figure 6.1. The system model. C1: cluster of interest, which contains
a cooperative network which uses best two relay selection. S: source; D:
Destination; Rn: potential relay group. C2: neighboring cluster, S': source;
D': Destination. INFi: interference signal for the ith relay (S'! Rn).
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For simplicity of exposition, there is no direct link between the source and
the destination as path loss or shadowing is assumed to render it unusable
and the neighboring cluster uses direct transmission from the source to a
relay or the destination. In this protocol, the source broadcasts the signal
to the relay nodes during the rst hop, and during the second hop, the
ith selected relay, from the available group transmits the received signal to
the destination node. Moreover, the interference which is generated by the
neighboring cluster is assumed only to aect the relay node and is ignored
at the destination node. Therefore, the system model can be developed as
follows: the received signal at the ith relay and the destination node are
given by
ysri =
p
Eshsrix+
p
Eshs0rix
0 + nri ; (6.2.1)
yrid =
p
Pihridysri + nd; (6.2.2)
where x and x0 are the source signals from the target and neighboring clus-
ters, respectively, typically drawn from a prescribed nite constellation. Es
is the average energy per symbol; hsri , hs0ri and hrid are channel gains,
which are the zero mean, independent, circularly-symmetric, complex Gaus-
sian random variables with variances 2sri , 
2
s0ri and 
2
rid
, between the source
and the ith relay node, between the neighboring source and the relay node
and between the ith relay node and the destination node; and the complex
additive white Gaussian noise nri and nd are modeled as zero-mean mutu-
ally independent, circularly-symmetric, complex Gaussian random variables
with variance N0 at the i
th relay and the destination node, respectively. The
ith relay gain denoted by
p
Pi is calculated from
Pi = Es=(Esjhsri j2 + Esjhs0ri j2 +N0): (6.2.3)
In this model, the source powers at the target and the neighboring cluster are
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assumed to be the same. This model is representative of an ad-hoc network
environment where there is no power control between adjacent clusters.
Next, because the two or four relay selection scheme is used, we assume
that maximum ratio combining (MRC) is used at the destination [79]. The
practical implementation of the MRC will, however, incur a capacity penalty
due to the need to adopt a time multiplexing approach to transmission be-
tween the relays and the destination node; however, this can be mitigated
by adopting an orthogonal transmission scheme, i.e. distributed space-time
coding [44], which is available for two or four relays. Furthermore, increasing
the number of selected relays will incur practical overheads such as increased
complexity in synchronization. Therefore, this paper focuses on selection of
two and four relays. Therefore, the instantaneous equivalent end-to-end
signal-to-interference plus noise ratio (SINR) can be written as:
D =
X
i2Ns
Pijhsri j2jhridj2
Pijhs0ri j2jhridj2 + Pijhridj2N0 +N0
; (6.2.4)
where Ns denotes the set of two or four relay indices for the relays chosen in
this relay selection scheme. Substituting (6.2.3) into (6.2.4), the end-to-end
SINR is
D =
X
i2Ns
sririd
INFi(rid + 1) + sri + rid + 1
; (6.2.5)
where sri = jhsri j2Es=N0 and rid = jhridj2Es=N0 are the instantaneous
SNRs of the source to ith relay and ith relay to destination links, respectively.
And INFi = s0ri = jhs0ri j2Es=N0 denotes the interference-to-noise ratio
(INR) for the ith relay as a result of the neighboring source. It is dicult
to use (6.2.5) to nd a closed form expression for the probability density
function of D, therefore, for high SNR, an asymptotic bound is provided as
D '
X
i2Ns
sri
INFi
; (6.2.6)
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which is the sum of the ratios between the SNR of the rst hop and the
INR of the interference, because when SNR ! 1, then "(INFi)"(rid) 
"(INFi)+"(sri)+"(rid)+1. In this case, the statistical description of the
system is independent of the second hop.
For this asymptotic case, the PDF and CDF of each ratio in (6.2.6),
which is between two exponential random variables [83], are given in closed
form, as
f() =
L
(L+ )2
and F () =

(L+ )
; (6.2.7)
where f() and F () denote the PDF and the CDF, respectively. The pa-
rameter L =
"(sri )
"(INFi)
=
2sri
2
s0ri
. Note that the parameter L controls the level
of interference in the target and neighboring clusters.
Furthermore, considering interference at both the relays and the desti-
nation node is provided in Section 5.5. Two or four relay selection scheme
assuming interference only at the relays will be implemented as in the fol-
lowing sections.
6.2.2 Two or four Relay Selection with Outage Probability Anal-
ysis
In order to introduce the two or four relay selection schemes, the conventional
relay selection scheme will be rstly introduced.
Conventional relay selection
In [16] the conventional relay selection policy which is used in the ideal
distributed implementation without interference is considered. It requires
the instantaneous signal SNR between the links from the source to relay and
the relay to the destination node to be known, and then a particular relay is
selected to maximize the minimum between them; the relay selection scheme
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can therefore be represented by
icon = argmax
i2N
min(sri ; rid); (6.2.8)
where N represents the set of indices of all available relays.
The conventional relay selection policy oers the relay with the \best"
end-to-end path between source and destination and provides diversity gain
on the order of the number of the relays [76]. However, this relay selection
criterion is only considered for environments without interference, and the
best relay selection is not always sucient to achieve the required outage
probability at a destination node. Finally, when feedback error is present
in the relay selection, the performance of the single relay selection scheme
is signicantly degraded, further discussion of which will be given in the
simulation section. Therefore, to overcome these problems two and four
relay selection schemes are proposed for use in interference congurations for
legacy networks which are restricted to adopt a max(min(; )) type policy.
Asymptotic two and four relay selection
The rst proposed two and four relay selection criterion is motivated by
the simplied expression of the system. As has been seen in (6.2.6) the
asymptotic behavior of the system converges to the sum of the ratios between
source to relay and interference links. Therefore, a relay selection policy is to
choose the best relay set which gives the maximum value of the ratio. Take
the best two relay selection for example, the asymptotic selection policy can
be obtained as
iAsy = argmax
i2N
max
i02N 1
(
sri
INFi
); (6.2.9)
where i = (i; i
0
), i.e. a pair of relay indices, where i denotes the index of the
relay with the best link in N , and i0 is that of the best relay amongst the
remaining N -1. In this approach the best two relay nodes are selected from
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the N available relays in the group in the cluster, namely, select the relays
with the maximum max and the second largest max 1 from the N relays
instantaneous SNRs. Using the theory of order statistics [52], the selection
of the maximum and the second largest is not independent, therefore the
joint distribution of the two most maximum values is obtained as
f(x; y) = N(N   1)F (y)N 2f(x)f(y); (6.2.10)
where max = x and max 1 = y. Substituting (6.2.7) into (6.2.10),
f(x; y) =
N(N   1)L2yN 2
(L+ y)N (L+ x)2
: (6.2.11)
Then the CDF FAsyup () is calculated, where up is the sum of x and y, which
are identically distributed and formed as the ratios of exponential random
variables. Therefore, the CDF is obtained as
FAsyup () = Prfx+ y  g: (6.2.12)
Given that x and y are non-negative, with x  y, then,
FAsyup () =
Z 
2
0
Z  y
y
f(x; y)dxdy: (6.2.13)
Using the PDF in (6.2.11), and after performing some manipulations,
FAsyup () =N(N   1)L2f
(2 )
N 1(LN + 2 )
N(N   1)L2(L+ 2 )N
  (

2 )
N
(L+ 2 )
N (L+ )2
[
2(L+ )(L+ 2 )
L(N   1) +
(
L+ 
2
L )
NF2;1(N;N ;N + 1;  2L)
N
+

2 (
L+ 
2
L )
NF1(N + 1;N; 1;N + 2;  2L ; 2(L+))
LN + L+ N + 
]g;
(6.2.14)
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where F2;1(a; b; c; z) is the rst hypergeometric function, which can be calcu-
lated by using the HypergeomMatlab function [84]. Furthermore, F1(a; b1; b2;
c;x; y) is a formal extension of the Appell hypergeometric function of two
variables, which can also be expressed by the simple integral in [85] as
F1(a; b1; b2; c;x; y) =
 (c)
 (a) (c  a)
Z 1
0
ta 1(1  t)c a 1(1  xt) b1
(1  yt) b2dt for R(c) > R(a) > 0;
where  (n) = (n  1)! is the Gamma function.
Therefore, the outage probability is dened as when the average end-to-
end SNR falls below a certain predened threshold value, . The outage
probability can be expressed as
Pout =
Z 
0
fb()d = Fup(): (6.2.15)
The outage probability of the best two relay selection can be expressed by
using the CDF expression (6.2.14).
Then a similar method can be used to obtain the outage probability for
the best four relay selection as follows. The asymptotic selection policy can
be obtained as
iAsy = argmax
i2N
max
i02N 1
max
i002N 2
max
i0002N 3
(
sri
INFi
); (6.2.16)
where i = (i; i
0
; i
00
; i
000
), i.e. four relay indices, in which i denotes the index
of the relay with the best link in N ; i0 is that of the best relay amongst the
remaining N   1, and i00 is that of the best relay amongst the remaining
N   2, and i000 is that of the best relay amongst the remaining N   3. The
joint distribution of the four most maximum values is
f(w; x; y; z) = N(N 1)(N 2)(N 3)F (z)N 4f(w)f(x)f(y)f(z); (6.2.17)
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where let max = w, max 1 = x, max 2 = y and max 3 = z. Substituting
(6.2.7) into (6.2.17),
f(w; x; y; z) =
N(N   1)(N   2)(N   3)L4zN 4
(L+ z)N 2(L+ w)2(L+ x)2(L+ y)2
: (6.2.18)
Then the CDF FAsyup () is calculated, and up is formed as the sum of w,
x, y and z random variables, which are identically distributed and ratios of
exponential random variables. Therefore, the CDF is obtained by
FAsyup () = Prfw + x+ y + z  g: (6.2.19)
Given that w, x, y and z are non-negative, with w  x  y  z, then,
FAsyup () =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  z y x
x
f(w; x; y; z)dwdxdydz: (6.2.20)
Substituting (6.2.18) into (6.2.20),
FAsyup () =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  z y x
x
N(N   1)(N   2)(N   3)L4zN 4
(L+ z)N 2(L+ w)2(L+ x)2(L+ y)2
dwdxdydz:
(6.2.21)
Then, exploiting (6.2.21) as in (6.2.15), the outage probability can be evalu-
ated, for example for the results in the simulation section the Mathematica
software package [86] is used.
In this section the two or four relay selection approaches are considered as
they are immediately applicable within a cooperative network, which exploits
distributed space time coding [45] to improve the end-to-end performance,
such as an Alamouti or Quasi-Orthogonal code, according to the number
of selected relays. Furthermore, for this relay selection policy, it requires
only the SNR of the links from source to relay nodes and the INR of the
interference links which can be obtained by the relay nodes during the early
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stage of transmission. In terms of the relay selection policy, moreover, the
information describing the links between the relay and destination is not
required at the destination node, therefore, this policy has a lower complexity
than that of [76] and may save feedback set-up time.
Semi-conventional two and four relay selection
The semi-conventional two and four relay selection schemes are an exten-
sion of the conventional selection scheme and motivated by the expression
of the general statistics (6.2.4). There are three advantages in the semi-
conventional two and four relay selection scheme. Firstly, because this
scheme is based on the conventional approach, it does not involve complex
computational operations, and can be easily obtained from the conventional
case without modifying the min(; ) operation. Secondly, it is suitable for
ad-hoc systems with mobility that dynamically and continuously change be-
tween interference and non-interference environments. Thirdly, the proposed
scheme balances the gap between the conventional scheme and asymptotic
case for the interference situation. Therefore, in this section, a simple ra-
tio between the conventional min(; ) operation and the interference term
are considered, because it does not change the basic structural core of the
system. In the following, the best two relays selection scheme becomes
iSemi = argmax
i2N
max
i02N 1
(
min(sri ; rid)
INFi
): (6.2.22)
where i = (i; i
0
), i.e. a pair of relay indices, where i denotes the index of the
relay with the best link in N , and i0 is that of the best relay amongst the
remaining N   1. Here, the outage behavior of the ratio sriINFi according to
the semi-conventional scheme needs to be considered. In order to simplify
the approximation of the corresponding outage bound as in [82], two cases
will be considered.
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In the rst case, the value min(sri ; rid) = sri , which means the selected
relay, the minimum between the two hops, is the link between source and
relay. Therefore, the PDF and CDF are given in closed form and correspond
to a ratio between the min operation and an exponential random variable,
which are
f() =
2L
(L+ 2)2
and F () =
2
L+ 2
; (6.2.23)
where f() and F () denote the PDF and the CDF, respectively. Substituting
(6.2.23) into (6.2.10),
f(x; y) =
N(N   1)2NL2yN 2
(L+ 2y)N (L+ 2x)2
: (6.2.24)
Using the PDF in (6.2.24) and (6.2.13), and after performing some manipu-
lations,
F
0
up() =N(N   1)2NL2f
(2 )
N 1(LN + )
2N(N   1)L2(L+ )N  
(2 )
N
2(L+ )N (L+ 2)2
[
2(L+ 2)(L+ )
L(N   1) +
2(L+L )
NF2;1(N;N ;N + 1;  L)
N
+
2(L+L )
NF1(N + 1;N; 1;N + 2;  L ; L+2 )
(N + 1)(L+ 2)
]g;
(6.2.25)
some denitions for which have already been shown in the last subsection.
In the second case, the value min(sri ; rid) = rid, which means the
minimum between the two hops of the selected relay is the link from relay
to destination which is not considered in the ratio of interest. According to
the assumption of [82], the conventional asymptotic relay selection can be
used as an outage bound in this case. Therefore, based on the above two
equiprobable cases, the semi-conventional end-to-end CDF is given as
FSemiup () =
1
2
FAsyup () +
1
2
F
0
up(); (6.2.26)
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where FAsyup () and F
0
up() are denoted by (6.2.14) and (6.2.25), respectively.
And the outage probability can be obtained by using (6.2.26).
Then a similar method is used to obtain the best four relays in the
following processing. The semi-conventional selection policy can be obtained
as
iSemi = argmax
i2N
max
i02N 1
max
i002N 2
max
i0002N 3
(
min(sri ; rid)
INFi
); (6.2.27)
where i = (i; i
0
; i
00
; i
000
), i.e. four relay indices, wherein i denotes the index
of the relay with the best link in N ; i0 is that of the best relay amongst the
remaining N   1, and i00 is that of the best relay amongst the remaining
N   2, and i000 is that of the best relay amongst the remaining N   3. In
the rst case, the joint distribution of the four most maximum values can
be obtained by substituting (6.2.23) into (6.2.17), yielding
f(w; x; y; z) =
N(N   1)(N   2)(N   3)2NL4zN 4
(L+ 2z)N 2(L+ 2w)2(L+ 2x)2(L+ 2y)2
: (6.2.28)
Substituting (6.2.28) into (6.2.20), and after performing some manipulations,
F
0
up() =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  z y x
x
N(N   1)(N   2)(N   3)2NL4zN 4
(L+ 2z)N 2(L+ 2w)2(L+ 2x)2(L+ 2y)2
dwdxdydz:
(6.2.29)
Therefore, the nal end-to-end CDF can be obtained as
FSemiup () =
1
2
FAsyup () +
1
2
F
0
up(); (6.2.30)
where FAsyup () and F
0
up() are given by (6.2.21) and (6.2.29), respectively.
And the outage probability can be evaluated by using (6.2.15) and (6.2.30),
for example with the Mathematica software package [86].
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6.2.3 Simulation results for outage probability analysis and im-
pact of relay selection feedback errors
In this section, in order to verify the results obtained from the above mathe-
matical expressions, the target source node and the neighboring source node
use the same unity transmission power is assumed.
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Figure 6.2. Comparison of the outage probability of the best two relay
selection schemes, the theoretical results are shown in line style and the
simulation results as points.
Fig. 6.2 shows the comparison of the outage probability of the best two
relay selection schemes, where L = 5 and 20. It can be seen that increasing
the number of relays, N , decreases the outage probability, and hence when
the number of relays is large, the outage event (no transmission) becomes
less likely, for example, with the total number of available relays increasing
from 4 to 6, the outage probability of the best two relay selection is decreased
from almost 0.308 to 0.162 for the semi-conventional case; and from 0.192
to 0.073 for the asymptotic case when the target rate is 2 and L = 5. The
outage performance of the asymptotic case closely matches the simulation
results, when SNR = 40 dB. Moreover, with increased source-to-interference
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power ratio, the performance in terms of outage probability is improved.
Fig. 6.3 shows the outage probability of the best four relay selection
schemes, where L = 5 and 20. It can be seen that increasing the number of
relays, decreases the outage probability, for example, with the total number
of available relays increasing from 6 to 8, the outage probability of the best
four relays selection is decreased from almost 0.013 to 0.0025 for the semi-
conventional case; and from 0.0022 to 1:610 4 for the asymptotic case when
the target rate is 1.5 and L = 5. With increased source-to-interference power
ratio, the performance of outage probability again improves. Moreover, the
asymptotic results match very well with the simulation results, when SNR
= 40 dB.
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Figure 6.3. Comparison of the outage probability of the best four relay
selection schemes, the theoretical results are shown in line style and the
simulation results as points.
Fig. 6.4 shows the comparison of the outage probability of the single relay
selection and the best two and four relay selection schemes, SNR = 40 dB
and L = 5 or 10. Obviously, with increasing the number of selected relays,
the outage probability decreases. For example, for the semi-conventional
case, when the total number of available relays is 6, L = 5 and the target
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rate is 1.5, the outage probability of a single relay, the best two relays and
the best four relays selections are almost 0.1, 0.036 and 0.013, respectively.
Furthermore, for the asymptotic case, when N = 6, L = 10 and the target
rate is 1.5, the outage probability of the best relay, the best two relays and
the best four relays selections are almost 0.0045, 5:5910 4 and 9:0110 5,
respectively. These results conrm that two and four relay selection schemes
provide more robust transmission than single relay selection, because for
the single relay selection, it just uses a single relay to help the source to
transmit the signal. Therefore, a dierent number of relays can be selected to
communicate with the source and destination node, according to the target
outage probability. In the next section how the end-to-end BER performance
of the relay selection schemes degrades is considered when there is error in
selecting the particular relay(s) to use in transmission.
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Figure 6.4. Comparison of the outage probability of the single relay se-
lection and the best two and four relay selection schemes.
Next Fig. 6.5 will compare the BER performance of the best two relay
selection from a group of N available relays, N = 4, with distributed Alam-
outi code with the best single relay selection in the presence of relay selection
feedback errors, when QPSK symbols are used in transmission.
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Figure 6.5. BER performance comparison of dierent best two relay selec-
tion schemes (blue line) with the dierent best single relay selection schemes
(red line), with varying error in the feedback relay selection information from
the destination.
The comparison between the best two relay selection and the single relay
selection in a representative relay selection feedback error environment, and
the signal-to-interference power ratio L = 50 is assumed. To simulate errors
in the feedback of relay selection information from the destination an error
rate in the feedback is introduced. An error rate of 0.5 corresponds to 50%
of the selections being made in error; that is, rather than selecting the best
relay, one of the other relays is chosen with equal probability of selection.
As can be seen in Fig. 6.5, when perfect relay selection is made, i.e. an
error rate of 0, the BER performance of the best single relay selection is
worse than the best two relay selection for the three dierent relay selection
schemes, which are denoted by circular, square and diamond dotted lines for
the conventional, asymptotic and semi-conventional schemes, respectively.
Moreover, in the presence of errors in the relay selection, i.e. error rate
over the range 0 to 1, all of the dierent best two relays selection schemes
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outperform that of the best single relay selection. These results illustrate
clearly the increased robustness of the best two relay selection scheme over
the single relay selection scheme in the presence of moderate to severe relay
selection feedback errors. For example, for the conventional best two relay
selection scheme, when the SNR is 20 dB, the BER for the conventional
best two relay selection changes from almost 1  10 4 only to 4:9  10 3
as the error rate changes from 0 to 1, whereas the BER for the single relay
selection is increased from almost 2:15 10 4 to 5:1 10 2, conrming the
improved robustness. In the next section, exact outage probability analysis
for a cooperative AF relay network with relay selection in the presence of
inter-cluster interference will be provided.
6.3 Relay Selection with Interference at Both the Relay and Des-
tination
6.3.1 System Model
Fig. 6.6 shows a two clusters relay network where cluster one contains a
source (S), a destination (D) and multiple relays (Ri; i = 1:::N) all equipped
with single half-duplex antennas; and for simplicity of exposition, cluster
two uses direct transmission from the source (S
0
) to a relay (R
0
) or the des-
tination (D
0
). The coecients hsri , hrid, hs0ri and hs0r are the instantaneous
channels of the links between the source and the ith relay node, the ith relay
node and the destination node, the cluster two source and the relay node
and the cluster two source and the destination node; and the channel gains
gj = jhj j2 (j = sri; rid; s0ri; s0d) are independent exponentially distributed
random variables with mean values j (j = sri; rid; s
0ri; s0d), and perfect
channel information is assumed to be available at the relays and destina-
tion. The analysis of the eect of inter-cluster interference on the relays
and destination in cluster one is considered which contains nodes linked by
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independent Rayleigh at-fading quasi-static channels and no direct link be-
tween the source and the destination as path loss or shadowing is assumed
to render it unusable.
Figure 6.6. The cooperative transmission system model wherein the
dashed lines denote the interference links and solid lines denote the selected
transmission links, i.e. R2 is selected for relaying to the destination.
In this model, similar to as in [82], the source powers at cluster one and
cluster two are assumed to be the same. This model is representative of
an ad-hoc network environment where there is no power control between
adjacent clusters. Therefore, the source broadcasts the signal (x) to the
relay nodes during the rst hop, and during the second hop, the selected
relay, i.e. R2, from the available group, transmits the received signal to
the destination node. Moreover, the interference terms x0 and x00 which are
generated by the neighboring cluster two are assumed to aect the relay
node at the rst time slot and the destination node at the second time slot,
respectively. Therefore, the system model can be developed as follows: the
received signal at the ith relay and the destination node are given by
ysri = hsrix+ hs0rix
0 + nri ; (6.3.1)
yrid =
p
Pihridysri + hs0dx
00 + nd; (6.3.2)
where the complex additive white Gaussian noise terms nri and nd are
modeled as zero-mean mutually independent, circularly-symmetric, complex
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Gaussian random variables with variance N0 at the i
th relay and the desti-
nation node, respectively. The ith relay gain denoted by
p
Pi is calculated
from Pi = 1=(jhsri j2 + jhs0ri j2 +N0).
Next, the instantaneous equivalent end-to-end SINR using the ith relay
can be written according to (6.3.2) as:
Di =
Pijhsri j2jhridj2
Pijhs0ri j2jhridj2 + Pijhridj2N0 + jhs0dj2 +N0
: (6.3.3)
Then, the end-to-end SINR can be obtained as:
Di =
sririd
sris0d + rids0ri + s0rs0ri + sri + rid + s0d + s0ri + 1
; (6.3.4)
where sri = gsri=N0, rid = grid=N0, s0ri = gs0ri=N0 and s0d = gs0d=N0 are
the instantaneous signal-to-noise ratios (SNRs) of the source to ith relay, ith
relay to destination, cluster two source to ith relay and to destination links,
respectively.
In order to nd a closed form expression for the probability density func-
tion of Di on the basis of (6.3.4), an asymptotic description in a high SNR
range is obtained as
Di '
sririd
s0ririd + s0dsri + s0ds0ri
=
0i 
1
i
0i + 
1
i + 1
; (6.3.5)
where the terms 0i =
grid
gs0d
and 1i =
gsri
gsri
; and when SNR is large, then
"(s0ri)"(rid) + "(s0d)"(sri) + "(s0d)"(s0ri) "(sri) + "(rid) + "(s0d) +
"(s0ri) + 1, as in [82], where "() represents the statistical expectation op-
erator. In the next section, an exact method will be provided to obtain the
CDF of the approximate overall SINR given by the right-hand side term in
(6.3.5) and analyze the correspondence outage probability.
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6.3.2 Relay Selection Scheme with Outage Probability Analysis
In this section, a relay selection approach will be used to choose the best in-
dividual relay node. Based on (6.3.5), 0i is an exponential random variable,
which can be calculated based on grid. To facilitate analysis gs0d is replaced
by its constant mean value is assumed, so that each 0i can be assumed in-
dependent, and 1i is the ratio between two exponential random variables,
where 0  ji  1, j 2 (0; 1), and according to [83], can be written as
f0i
() = 1L0 e
  
L0 , F0i
() = 1  e
 
L0 , f1i
() = L1
(L1+)2
and F1i
() = (L1+) ,
where f() and F () denote respectively the PDF and the CDF of the end-
to-end SNR. The terms L0 =
rid
s0d
and L1 =
sri
s0ri
are the mean channel gain
ratios, which quantify path-loss and the shadowing eect.
Let x = 0i and y = 
1
i so that f0i
() = fx(x) =
1
L0
e
  x
L0 and f1i
() =
fy(y) =
L1
(L1+y)2
, where x > 0 and y > 0, and exploiting independence,
obtain
fxy(x; y) = fx(x)fy(y) =
L1
L0
e
  x
L0
(L1 + y)2
: (6.3.6)
Then, the CDF of Z = xyx+y+1 , where Z = Di , becomes
FZ(z) = P

xy
x+ y + 1
 z

= P

x  yz + z
y   z

=
Z z
0
Z 1
0
fxy(x; y)dxdy +
Z 1
z
Z yz+z
y z
0
fxy(x; y)dxdy;
(6.3.7)
where P (:) denotes probability value. Therefore,
F Di () =
Z 
0
Z 1
0
fxy(x; y)dxdy +
Z 1

Z y+
y 
0
fxy(x; y)dxdy
=
L0
L1
 Z 
0
Z 1
0
e
  x
L0
(L1 + y)2
dxdy +
Z 1

Z y+
y 
0
e
  x
L0
(L1 + y)2
dxdy
!
= 1  L1e
  
L0
L1 + 
+
L1( + 1)e
(1 L1)
(L1+)L0
L0(L1 + )2
Ei(1;
(1 + )
L0(L1 + )
);
(6.3.8)
where Ei(a,b) represents the exponential integral, Ei(a; b) =
R1
1 e
 xbx adx.
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The best relay node is selected from the N available secondary relays.
By using the theory of order statistics [52], the CDF of the end-to-end SINR
of the secondary network D corresponds to the selection of the largest Di
from the N independent relays instantaneous SINRs in (6.3.5) with CDF
which is given by (6.3.8), this is given by
FD() = [FDi ()]
N : (6.3.9)
Furthermore, the outage probability is dened as when the average end-to-
end SNR falls below a certain predened threshold value, . The outage
probability can be expressed as
Pout =
Z 
0
fD()d = FD()
=
241  L1e  L0
L1 + 
+
L1(+ 1)e
(1 L1)
(L1+)L0
L0(L1 + )2
Ei(1;
(1 + )
L0(L1 + )
)
35N :
(6.3.10)
6.3.3 Outage Probability Analysis Verication
In this section, in order to verify the results obtained from the above math-
ematical expressions, it is supposed that "(sri) = "(rid) = 40 dB (sym-
metric hops for the secondary networks). However, this analysis can be ex-
tended straightforwardly to completely asymmetric congurations ("(sri) 6=
"(rid)).
Fig. 6.7 shows the outage probability of the best relay selection schemes
versus the target rate, when L0 = 10 and L1 = 10. Firstly, it can be seen
that increasing the number of relays, N , decreases the outage probability, i.e.,
with the total number of available relays increasing from 5 to 15, the outage
probability of the best relay selection is decreased from almost 0.37 to 0.052
for the proposed scheme when the target rate is 1.5. Secondly, the theoretical
outage performance of (6.3.10) matches very closely with the simulation
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results. On the other hand, with the max-min selection scheme as commonly
used by other researchers, where the CDF of D is given approximately by
1  L1e
  
L0
L1+
and can be derived as in [52], only a loose upper bound (smaller
outage probability) is provided.
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Figure 6.7. Comparison of the outage probability of the best relay selec-
tion schemes, the theoretical results are shown in line style and the simulation
results as points.
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6.4 Summary
This chapter has rstly examined two dierent selection schemes which are
asymptotical and semi-conventional policies to select the best multi-relays
from a group of available relays in the same cluster by using local mea-
surements of the instantaneous channel conditions in the context of legacy
systems which adopt max(min(; )) type policies. New analytical expres-
sions for the PDF, and CDF of end-to-end SINR were derived together with
near closed form expressions for outage probability over Rayleigh fading
channels. Secondly, the best relay selection from a group of available relays
by using local measurements of the instantaneous channel conditions in the
context of cooperative systems which adopt a selection policy to maximize
end-to-end SINR was provided, when inter-cluster interference was consid-
ered both at the relay nodes and the destination node. Moreover, a new
exact closed form expression for outage probability in the high SNR region
was provided. In the next chapter, outage probability analysis for a cogni-
tive amplify and forward relay network with single and multi-relay selection
will be introduced.
Chapter 7
OUTAGE PROBABILITY OF
MULTI-RELAY SELECTION
IN COGNITIVE RELAY
NETWORKS
This chapter evaluates the outage probability of a cognitive amplify and for-
ward relay network with cooperation between certain secondary users, cho-
sen by single and multi-relay (two and four) selection, based on the underlay
approach, which requires adherence to an interference constraint on the pri-
mary user. The relay selection is performed either on the basis of a max-min
strategy or one based on maximizing exactly the end-to-end SNR. To realize
the relay selection schemes within the secondary networks, a predetermined
threshold for the power of the received signal in the primary receiver is as-
sumed. To assess the performance advantage of adding additional secondary
relays, analytical expressions for the PDF, and CDF of the received SNR are
derived. Closed form and near closed form expressions for outage probability
over Rayleigh frequency at fading channels are then obtained. In particu-
lar, lower and upper bound expressions for outage probability are presented
and then a new exact expression for outage probability is provided. Finally,
these analytical results are veried by numerical simulation.
153
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7.1 Introduction
Cognitive radio (CR) is an ecient method to improve spectrum utiliza-
tion by spectrum sharing between primary users and cognitive radio users
(secondary users); that is the secondary user can be permitted to take ad-
vantage of the licensed band provided the data transmission of the primary
users can be protected by using spectrum underlay, overlay and interweave
approaches [30]. In the underlay approach, the secondary user is allowed
to use the spectrum of the primary user (PU) so long as the interference
from the secondary user is less than the interference level which the primary
user can tolerate. Therefore, the transmission power of the secondary user
is constrained not to exceed the interference threshold. In the overlay ap-
proach, the secondary user (SU) employs the same spectrum concurrently
with the primary user while maintaining or improving the transmission of
the primary user by applying sophisticated but generally computationally
complex, signal processing and coding [30]. In the interweave approach, the
secondary user utilizes the spectrum not currently being used by the primary
user, known as a spectrum hole, identied by some form of spectrum sensing,
however this is sensitive to issues such as the hidden terminal problem. As
such, the underlay approach is more practical than others, and is the focus
of this chapter.
A relay network can moreover be considered as an eective method to
combat fading by exploiting spatial diversity [9], and as a way for two users
with no or weak direct connection to attain a robust link. One or more
relay nodes can be used to forward signals transmitted from the source node
to the destination node. Inspired by cognitive radio and relay networks,
cognitive relay networks have been investigated as a potential way to improve
secondary user throughput using one of two schemes: cooperation between
primary and secondary users [87], and cooperation between secondary users
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[88{91].
For cooperation between secondary users, [88] analyzed the approximate
outage performance in cognitive DF relay networks. Exact outage proba-
bility considering the spectrum sensing accuracy in cognitive relay networks
was investigated in [89], and [90] proposed a distributed transmit power
allocation scheme for multihop cognitive radio networks. Additionally, [91]
investigated outage probability and diversity for cognitive DF relay networks
with single relay selection. However, these works have only studied the DF
relay scheme, and little prior work has considered multi-relay selection in
cognitive AF relay networks.
Therefore, this chapter evaluates the performance of a cognitive AF relay
network using single relay and multi-relay (two and four) selection to allow
cooperation between secondary users according to the underlay approach
and limit this study to four relay selection as practical distributed space-
time block coding schemes are typically designed for no more than four
relays [44]. Moreover, three types of outage probability analysis methods
are provided, namely, ones based on well known lower and upper bounds
and a new one using an exact analysis. The contributions of this chapter are
to show that: 1) The outage probability for the secondary user is aected
by two factors: the rst factor is in the form of ratios of channel gains, i.e.,
in the secondary transmission, the ratio between the gain of the secondary
source to chosen secondary relay channel, to the gain of the secondary source
to the primary receiver channel, together with the ratio between the gain of
the chosen secondary relay to secondary destination channel to the gain of
the chosen secondary relay to the primary receiver channel; and the second
factor is the interference threshold for the primary user; 2) multi-relay (two
and four) selection according to these approaches can achieve low outage
probability in the secondary user even when the power of the secondary
source and relays is constrained; 3) a new exact outage probability analysis
Section 7.2. System Model 156
is much more useful for end-to-end performance analysis than those based
on the previous bounds.
7.2 System Model
Fig. 7.1 shows the cognitive relay network model. In this gure, SS, SRi
(i 2 (1; :::; N)), SD and PD represent a secondary source, N secondary
relays, a secondary destination, and a primary destination, respectively. The
operation of the secondary relays is assumed to be performed in a half duplex
AF mode. SS broadcasts its signal to all SRi in the rst hop, and the
selected SRi(s) relay(s) their received signal(s) to SD in the second hop.
Figure 7.1. The cognitive relay network model wherein the dashed lines
denote the interference links and the solid lines denote the selected trans-
mission links, i.e., only SR2 and SRn are used for relaying to the secondary
destination.
For simplicity of exposition, there is no direct link between the source and
the destination as path loss or shadowing is assumed to render it unusable
[92]. The coecients hsp, hsri , hrid and hrip are the instantaneous channels of
the links between SS and SP , SS and SRi, SRi and SD, and SRi and SP ,
respectively. Statistically, the channel gains gj = jhj j2 (j = sp; sri; rid; rip)
are independent exponentially distributed random variables with mean val-
ues j (j = sp; sri; rid; rip), and perfect channel information is assumed to
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be available at the secondary relays and secondary destination.
In the underlay technique SS and SRi can share the primary user's
spectrum if the power of the received interference signal in PD from SS
and SRi satises a predetermined threshold dened by Ith. And because
the multi-relay (two and four) selection scheme is used in this chapter, the
limits on power for SS and SRi are given by
gspPSS  Ith and gripPSRi 
Ith
jNsj ; (7.2.1)
where jNsj denotes the cardinality of the set of relay indices for the selected
relays; PSS and PSRi are the transmission power of SS and SRi, respectively.
Therefore, the maximum transmission powers of SS and SRi
1 are equal to
Ith
gsp
and IthgripjNsj , respectively. Using these powers, the received signal vector
at SRi is
ysri = hsri
s
Ith
gsp
s+ nr; (7.2.2)
where s is a transmitted signal vector from SS, and nr is an AWGN vector
with zero mean and 2r variance elements received in the SRi node. The
received signal vector at SD from the selected SRi can be obtained as
yrid = hrid
s
Ith
gripjNsj
PRiysri + nd
= hridhsri
s
I2th
gspgripjNsj
PRis+ hrid
s
Ith
gripjNsj
PRinr + nd;
(7.2.3)
where nd is an AWGN vector with zero mean and 
2
d variance elements
received in the SD node, and PRi is the limited output amplify gain of SRi
which is dened in [93] as
P 2Ri =
gsp
gsriIth + 
2
rgsp
: (7.2.4)
1This design is for the worst case when the interference terms at the primary
destination combine coherently.
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Next, because the multi-relay selection scheme is used, the MRC is assumed
to be used at the destination node [79]. The practical implementation of
the MRC will, however, incur a capacity penalty due to the need to adopt
a time multiplexing approach to transmission between the relays and the
destination node; however, this can be mitigated by adopting an orthogo-
nal transmission scheme, i.e. distributed space-time coding, which is avail-
able for two or four relays. Furthermore, increasing the number of selected
relays will incur practical overheads such as increased complexity in syn-
chronization. Therefore, this chapter focuses on selection of one relay and
multi-relays (two and four). Then from (7.2.3) the overall instantaneous
equivalent end-to-end SNR can be written as:
Eeq =
X
i2Ns
0i 
1
i
0i + 
1
i + 1
; (7.2.5)
where Ns denotes the set of relay indices for the relays chosen in the single
and multi-relay (two and four) selection schemes. The terms 0i =
gsriIth
gsp2r
and
1i =
gridIth
grip
2
djNsj
are the SNRs of the rst and second hop, respectively. In this
chapter, three schemes to calculate the statistics (i.e., the PDF and CDF)
of (7.2.5) will be provided. First two bounds on (7.2.5) by using the well
known 12min(
0
i ; 
1
i ) (lower bounded) and min(
0
i ; 
1
i ) (upper bounded) [79]
are given, and note, as will be shown in the simulation section, that
UBeq =
X
i2Ns
min(0i ; 
1
i ) > 
E
eq 
X
i2Ns
1
2
min(0i ; 
1
i ) = 
LB
eq : (7.2.6)
And then a new and more accurate analysis for the statistics of (7.2.5) is
provided. Therefore, in the next section, the PDF and CDF of (7.2.5) will
be formed by using the two bounds in (7.2.6) and a direct exact calculation,
respectively; and the outage probability of the cognitive AF relay network
will be analyzed.
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7.3 Relay Selection Scheme with Outage Probability Analysis
In this section, three types of outage probability analysis approaches will be
presented for the best single or multi-relay (two and four) selection. Firstly,
the PDF and CDF of the per hop SNR, wherein 0i is an exponential random
variable, are calculated based on gsri . To facilitate analysis gsp is assumed
to be replaced by its constant mean value, so that each 0i can be assumed
independent, and 1i is the ratio between two exponential random variables,
where 0  ji  1, j 2 (0; 1), and according to [83], can be written as
f0i
() =
1
L0
e
  
L0 and F0i
() = 1  e
 
L0 ;
f1i
() =
L1
(L1 + )2
and F1i
() =

(L1 + )
;
(7.3.1)
where f() and F () denote the PDF and the CDF of the end-to-end SNR,
respectively. The terms L0 = 0
Ith
2r
and L1 = 1
Ith
2djNsj
, where 0 =
sri
sp
and 1 =
rid
rip
are the mean channel gain ratios. Basically, the mean value
of the channel gain incorporates the path-loss and the shadowing eect.
Using these mean values does not necessarily imply that the relays are all at
the same distance from the source and destination node, as one path could
experience more shadowing but be closer to the source or destination node
than another relay which has a better link.
7.3.1 The CDF and PDF of Lower Bound SNR
For the lower bound analysis, the CDF of LBeqi =
1
2min(
0
i ; 
1
i ) can be ex-
pressed as [80]
FLBeqi
() = 1  Pr(0i > 2)Pr(1i > 2) = 1  [1  F0i (2)][1  F1i (2)]:
(7.3.2)
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Therefore, substituting (7.3.1) into (7.3.2), the CDF of the LBeqi can be obtain
as
FLBeqi
() = 1  L1e
  2
L0
L1 + 2
; (7.3.3)
and the PDF of LBeqi can be obtained by taking the derivative of the CDF
(7.3.3) as
fLBeqi
() =
2L1e
  2
L0 (L0 + L1 + 2)
L0(L1 + 2)2
: (7.3.4)
7.3.2 The CDF and PDF of Upper Bound SNR
For the upper bound analysis, the CDF of UBeqi = min(
0
i ; 
1
i ) can be ex-
pressed as [80]
FUBeqi
() = 1  Pr(0i > )Pr(1i > ) = 1  [1  F0i ()][1  F1i ()]:
(7.3.5)
Therefore, substituting (7.3.1) into (7.3.5), the CDF of the UBeqi can be obtain
as
FUBeqi
() = 1  L1e
  
L0
L1 + 
; (7.3.6)
and the PDF of UBeqi can be obtained by taking the derivative of the CDF
(7.3.6) as
fUBeqi
() =
L1e
  
L0 (L0 + L1 + )
L0(L1 + )2
: (7.3.7)
7.3.3 The CDF and PDF of Exact SNR
Then, for the new exact outage probability analysis for relay selection the
CDF and PDF of the end-to-end per hop SNR need to be obtained. Firstly,
let x = 0i and y = 
1
i so that f0i
() = fx(x) =
1
L0
e
  x
L0 and f1i
() =
fy(y) =
L1
(L1+y)2
, where x > 0 and y > 0, and exploiting independence,
obtain
fxy(x; y) = fx(x)fy(y) =
L1
L0
e
  x
L0
(L1 + y)2
: (7.3.8)
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Then, the CDF of Z = xyx+y+1 , where Z = 
E
eqi , becomes
FZ(z) = P

xy
x+ y + 1
 z

= P

x  yz + z
y   z

=
Z z
0
Z 1
0
fxy(x; y)dxdy +
Z 1
z
Z yz+z
y z
0
fxy(x; y)dxdy;
(7.3.9)
where P (:) denotes probability value. Therefore,
F Eeqi
() =
Z 
0
Z 1
0
fxy(x; y)dxdy +
Z 1

Z y+
y 
0
fxy(x; y)dxdy
=
L0
L1
 Z 
0
Z 1
0
e
  x
L0
(L1 + y)2
dxdy +
Z 1

Z y+
y 
0
e
  x
L0
(L1 + y)2
dxdy
!
= 1  L1e
  
L0
L1 + 
+
L1( + 1)e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L0(L1 + )2
;
(7.3.10)
where Ei(a,b) represents the exponential integral, namely Ei(a; b) =
R1
1 e
 xb
x adx. And the PDF of Eeqi can be obtained by taking the derivative of the
CDF (7.3.10) as
fEeqi
() =
L1(L
2
1   L1 + L1L0 + L0)e 

L0
L0(L1 + )3
+
[L21(2 + 1)  L1]e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L0(L1 + )3
+
L21( + 1)(1  L1)e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L20(L1 + )
4
:
(7.3.11)
7.3.4 Outage Probability Analysis
A. The best relay selection
The best relay node is selected as the one providing the highest end-to-end
SNR from the N available secondary relays. By using the theory of order
statistics [52], the CDF of LBeq , 
UB
eq and 
E
eq correspond to the selection of
the largest LBeqi , 
UB
eqi and 
E
eqi from the N independent relays instantaneous
SNRs in the right and left side of (7.2.6) and (7.2.5), respectively, with a
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statistic which is given by (7.3.3), (7.3.6) and (7.3.10). Therefore, the outage
probability is dened as when the average end-to-end SNR falls below a cer-
tain predened threshold value, . The outage probability can be expressed
as
PLBout =
Z 
0
fLBeq ()d = FLBeq () =
h
FLBeqi
()
iN
=
"
1  L1e
  2
L0
L1 + 2
#N
;
(7.3.12)
PUBout =
Z 
0
fUBeq ()d = FUBeq () =
h
FUBeqi
()
iN
=
"
1  L1e
  
L0
L1 + 
#N
;
(7.3.13)
PEout =
Z 
0
fEeq()d = FEeq() =
h
FEeqi
()
iN
=
2641  L1e  L0
L1 + 
+
L1(+ 1)e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L0(L1 + )2
375
N
:
(7.3.14)
B. The best two relay selection
Then the best two relay nodes selection, namely, select the maximum and
the second LBeqi , 
UB
eqi and 
E
eqi from the N available secondary relays instan-
taneous SNRs in the right and left side of (7.2.6) and (7.2.5) are provided,
respectively. According to [52], the selection of the maximum and the second
largest is not independent, therefore the joint distribution of the two most
maximum values can be obtained as
fK(x1; x2) = N(N   1)
h
FKeqx2
(x2)
iN 2
fKeqx1
(x1)fKeqx2
(x2); (7.3.15)
where x1  x2  xN  0, and K 2 (LB;UB and E). Substituting (7.3.3)
and (7.3.4), (7.3.6) and (7.3.7) and (7.3.10) and (7.3.11) into (7.3.15), re-
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spectively, the three types of joint distribution can be obtained as
fLB(x1; x2) = N(N   1)
241  L1e  2x2L0
L1 + 2x2
35N 2
L1e
  2x1
L0 (L0 + L1 + 2x1)
L0(L1 + 2x1)2
L1e
  2x2
L0 (L0 + L1 + 2x2)
L0(L1 + 2x2)2
;
(7.3.16)
fUB(x1; x2) = N(N   1)
"
1  L1e
  x2
L0
L1 + x2
#N 2
L1e
  x1
L0 (L0 + L1 + x1)
L0(L1 + x1)2
L1e
  x2
L0 (L0 + L1 + x2)
L0(L1 + x2)2
;
(7.3.17)
fE(x1; x2) =N(N   1)[L1(L
2
1   L1 + L1L0 + L0x2)e 
x2
L0
L0(L1 + x2)3
+
[L21(2x2 + 1)  L1x2]e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)3
+
L21x2(x2 + 1)(1  L1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L20(L1 + x2)
4
]
[
L1(L
2
1   L1 + L1L0 + L0x1)e 
x1
L0
L0(L1 + x1)3
+
[L21(2x1 + 1)  L1x1]e
(1 L1)x1
(L1+x1)L0Ei(1; x1(1+x1)L0(L1+x1))
L0(L1 + x1)3
+
L21x1(x1 + 1)(1  L1)e
(1 L1)x1
(L1+x1)L0Ei(1; x1(1+x1)L0(L1+x1))
L20(L1 + x1)
4
]2641  L1e  x2L0
L1 + x2
+
L1x2(x2 + 1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)2
375
N 2
:
(7.3.18)
Then the CDF of the random variable Keq is calculated, formed as the
sum of the x1 and x2 random variables. Therefore, the three types of CDF
can be obtained from
FKeq() = Prfx1 + x2  g: (7.3.19)
Section 7.3. Relay Selection Scheme with Outage Probability Analysis 164
Given that x1 and x2 are non-negative, with x1  x2, then,
FKeq() =
Z 
2
0
Z  x2
x2
fK(x1; x2)dx1dx2: (7.3.20)
Substituting (7.3.16), (7.3.17) and (7.3.18) into (7.3.20), respectively, and
after performing some manipulations,
FLBeq () =N(N   1)
2L21
L0
Z 
2
0
0@1  L1e  2x2L0
L1 + 2x2
1AN 2
24e  4x2L0 (L0 + L1 + 2x2)
(L1 + 2x2)3
  e
  2
L0 (L0 + L1 + 2x2)
(L1 + 2x2)2(L1 +    2x2)
35 dx2;
(7.3.21)
FULeq () =N(N   1)
L21
L20
Z 
2
0
 
1  L1e
  x2
L0
L1 + x2
!N 2
24e  2x2L0 (L0 + L1 + x2)
(L1 + x2)3
  e
  
L0 (L0 + L1 + x2)
(L1 + x2)2(L1 +    x2)
35 dx2;
(7.3.22)
FEeq() = N(N   1)
Z 
2
0
[
L1(L
2
1   L1 + L1L0 + L0x2)e 
x2
L0
L0(L1 + x2)3
+
[L21(2x2 + 1)  L1x2]e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)3
+
L21x2(x2 + 1)(1  L1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L20(L1 + x2)
4
]
[
L1e
  x2
L0
L1 + x2
 
L1x2(x2 + 1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)2
  L1e
   x2
L0
L1 +    x2
+
L1(   x2)(   x2 + 1)e
(1 L1)( x2)
(L1+ x2)L0 Ei(1; ( x2)(1+ x2)L0(L1+ x2) )
L0(L1 +    x2)2 ]2641  L1e  x2L0
L1 + x2
+
L1x2(x2 + 1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)2
375
N 2
dx2:
(7.3.23)
Section 7.3. Relay Selection Scheme with Outage Probability Analysis 165
The outage probability can then be dened as the probability that the aver-
age end-to-end SNR falls below a certain predened threshold value, . The
three types of outage probability can therefore be expressed as
PKout =
Z 
0
fKeq()d = FKeq(): (7.3.24)
C. The best four relay selection
The selection of the four largest SNRs is again not independent, therefore,
according to [52], the joint distribution of the four most maximum values
can be obtained as
fK(x1; x2; x3; x4) = N(N   1)(N   2)(N   3)
h
FKeqx4
(x4)
iN 4 4Y
i=1
fKeqxi
(xi);
(7.3.25)
where x1  x2  x3  x4  0, f() and F () correspond to the PDF
and CDF. Then the CDF of the random variable Keq is calculated, formed
as the sum of the random variables from x1, x2 to x4, which are identically
distributed exponential random variables. Therefore, the three types of CDF
are obtained from
FKeq() = Prfx1 + x2 + x3 + x4  g: (7.3.26)
and nally,
FKeq() =
Z 
4
0
Z  x4
3
x4
Z  x4 x3
2
x3
Z  x4 x3 x2
x2
fK(x1; x2; x3; x4)dx1dx2dx3dx4:
(7.3.27)
Finally, (7.3.24) and (7.3.27) can be used to calculate the outage probability
of the best four relay selection, based on the dierent CDF and PDF of the
approximate overall end-to-end SNR, such as (7.3.3) and (7.3.4) for the lower
Section 7.4. Outage Probability Analysis Verication 166
bound, (7.3.6) and (7.3.7) for the upper bound and (7.3.10) and (7.3.11) for
the exact analysis. This result has been provided in Fig. 7.3 by using the
Mathematica software package [86]. In the next section, these analytical
results are veried by numerical simulations.
7.4 Outage Probability Analysis Verication
In this section, in order to verify the results obtained from the above math-
ematical expressions, the noise variances 2r and 
2
d are set to unity and
SRi = RiD = 40 dB.
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Figure 7.2. Comparison of the theoretical and simulated three types of
outage probability analysis schemes for the best two relays selection (0 =
5; 1 = 10 and Ith = 2).
Fig. 7.2 shows comparison of the theoretical and simulated three types of
outage probability analysis schemes for the best two relays selection. That
is, in this simulation, the predetermined threshold Ith in the primary receiver
is assumed to be 2, and 0 = 5 and 1 = 10. From Fig. 7.2, the upper bound
and lower bound can be conrmed, because the real simulation results are in
between the lower and upper bound. Secondly, it can be seen that increasing
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the number of relays, N , decreases the outage probability, and hence when
the number of relays is large, the outage event (no transmission) becomes
less likely, for example, with the total number of available secondary relays
increasing from 4 to 8, the exact theoretical outage probability of the best
relay selection is decreased from almost 0:2 to 0:027, when the target rate is
1.5.
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Figure 7.3. Comparison of the exact theoretical outage probability for
the best relay selection and the best multi-relay selection (0 = 5; 1 =
10 and Ith = 2).
Fig. 7.3 shows the comparison of the exact outage probability analy-
sis for single relay and the two multi-relay selection schemes. To facilitate
analysis, the predetermined threshold Ith in the primary receiver is assumed
to be 2, N = 8 and 0 = 5 and 1 = 10. It is clearly seen that the ex-
act outage probability is decreased when the number of selected relay is
increased, for example, when the target rate is 1.5, the number of selected
relays is raised from 1 to 2 and then 4, the exact outage probability is reduced
from approximately 0.1 to 0.028 to 0.019, respectively. Therefore, when the
predetermined threshold Ith in the primary receiver and the total number
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of available selected relay N are restricted, more relays can be selected to
communicate in order to provide suciently low outage probability for the
secondary users.
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Figure 7.4. Comparison of the exact outage probability for a best single
and best two relays selection for dierent thresholds Ith and mean channel
gain ratios, 0 and 1, N = 8.
Fig. 7.4 shows comparison of the exact theoretical outage probability of
the single relay selection and the best two relays selection for the dierent
thresholds Ith and mean channel gain ratios, 0 and 1 as in the gure
legend. Firstly, there are the same trends for the outage probability for
best single and best two relay selections. Therefore, taking the best two
relays selection as an example. When N = 8, the target rate is 1.5, with
increasing the mean channel gain ratios, the outage probability decreases,
when the predetermined threshold is xed, i.e., when the mean channel gain
ratio 1 is increased from 5 to 10 and 0 = 5 and Ith = 1, the outage
probability of the best two relay selection is decreased from almost 0.55 to
0.31. Moreover, with increasing the predetermined threshold, the outage
probability is decreased, when the mean channel gain ratio is xed. For
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example, when Ith is increased from 1 to 2 and 0 = 5 and 1 = 10, the
outage probability of the best two relay selection is decreased from almost
0.31 to 0.026. These best relays could then be exploited for transmitting
an orthogonal coding scheme such as [44] and thereby induce robustness to
possible feedback errors in single relay selection schemes, which is conrmed
in [94].
7.5 Summary
This chapter has examined three types of outage probability analysis strate-
gies for a cognitive AF network with single or multi-relay (two and four)
selection from the potential cooperative secondary relays based on the un-
derlay approach, while adhering to an interference constraint on the primary
user. New analytical expressions for the PDF, and CDF of end-to-end SNR
were derived together with near closed form expressions for outage probabil-
ity over Rayleigh fading channels. Numerical results were provided to show
the advantage of the outage probability performance of the best multi-relay
(two and four) selection in a cooperative communication system, i.e., more
suitable relays can be selected to provide enough capacity for the secondary
users when the predetermined threshold and the total number of available
selected relays cannot be increased. Moreover, the theoretical values for the
new exact outage probability match the simulated results can be conrmed.
In the next chapter, the summary and conclusion to the thesis and possible
future work will be provided.
Chapter 8
SUMMARY, CONCLUSION
AND FUTURE WORK
In this chapter, the contributions of this thesis and the conclusions that can
be drawn from them are summarized. A discussion on possible future work
is also included.
8.1 Summary and Conclusions
The research in this thesis has focused on two aspects of improving the per-
formance of wireless cooperative networks. An oset transmission scheme
with full interference cancellation and full inter-relay self interference can-
cellation schemes to improve the transmission rate and cancel interference
from other relays have been presented. Multi-relay selection for coopera-
tive AF type networks with and without inter-cluster interference has then
been considered, in conventional and cognitive networks. Outage probability
analysis was used for performance assessment. Considering the chapters in
detail:
In Chapter 1, a general introduction to MIMO systems was provided in-
cluding the basic concept, and characteristic advantages. Moreover, a brief
introduction to cooperative networks was presented. Then, relay selection
was presented for application in cooperative networks. In addition, a brief
introduction to cognitive radio systems was provided highlighting the main
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functions of cognitive radio and the features of cooperative cognitive net-
works. Finally, the outline of the thesis was briey discussed.
In Chapter 2, an overview of the various methodologies in cooperative
networks that are of interest in the thesis was presented. A brief introduc-
tion to distributed space-time coding schemes with orthogonal and quasi-
orthogonal codes was given. A practically important method for distributed
space-time coding, which does not need CSI at the receiver for decoding,
which is dierential space-time coding, was then discussed. This was fol-
lowed by performance analysis of cooperative networks. One approach was
pairwise error probability analysis, and the other was outage probability
analysis. Finally, methods to achieve coding gain in transmission were con-
sidered. A simulation study was included to conrm the performance ad-
vantage of distributed transmission with and without outer coding.
In Chapter 3, unity end-to-end transmission rate was achieved through
the oset transmission with FIC scheme. Using oset transmission, the
source can serially transmit data to the destination. However, the four-
path relay scheme suered from IRI which was caused by the simultaneous
transmission of the source and another group of relays. Therefore, the FIC
scheme was used to remove fully these IRI terms. However, the FIC scheme
was performed at the destination node, and so multiple antennas had to
be used which maybe infeasible to achieve in practice. Therefore, an FSIC
scheme was employed at the relay nodes within a four relay network and
the pairwise error probability approach was used to analyze the cooperative
diversity. This approach was shown to achieve the full available distributed
diversity order, 3.5, without precoding and the end-to-end transmission rate
to asymptotically approach unity when the number of samples is large.
In Chapter 4, an oset transmission with FIC scheme was applied in a
cooperative network with asynchronism in the second/both stage(s). And
a new OFDM with CP type transmission scheme was described to mitigate
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the timing errors from the source to the relays and from the relays to the
destination, and thereby avoid the CP removal at the relays. These ap-
proaches could not only closely match the Alamouti type scheme to achieve
full diversity, but also provided unity transmission rate when the number of
symbols is large.
In Chapter 5, the local measurements of the instantaneous channel con-
ditions were used to select the best relay pair from the number of available
relays, which either come from the same cluster or dierent clusters, and
then these best relays were used with the Alamouti code to decrease the
outage probability, i.e. when target SNR = 4 dB, the outage probability
was decreased from almost 10 2 for the best relay selection to 10 3 for the
best two relay selection. And the best relay pair selection scheme was also
shown to have robustness to feedback error and outperform a scheme based
on selecting only the best single relay. Secondly, in order to further reduce
the outage probability to almost 210 4, the best four relays were selected.
In Chapter 6, rstly, two dierent schemes which are asymptotical and
semi-conventional policies to select the best multi-relays from a group of
available relays in the same cluster were presented. These used local mea-
surements of the instantaneous channel conditions in the context of legacy
systems which adopt max(min(; )) type policies when inter-cluster interfer-
ence is present only in the relay nodes. New analytical expressions for the
PDF, and CDF of end-to-end SINR were derived together with near closed
form expressions for outage probability over Rayleigh at fading channels.
Secondly, the best relay selection from a group of available relays by using
local measurements of the instantaneous channel conditions in the context of
cooperative systems which adopt a selection policy to maximize end-to-end
SINR was provided. Inter-cluster interference was considered both at the
relay nodes and the destination node. Moreover, a new exact closed form
expression for outage probability in the high SNR region was provided.
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In Chapter 7, three types of outage probability analysis strategies for a
cognitive AF network with single or multi-relay (two and four) selection from
the potential cooperative secondary relays based on the underlay approach,
while adhering to an interference constraint on the primary user, were exam-
ined. New analytical expressions for the PDF, and CDF of end-to-end SNR
were derived together with near closed form expressions for outage probabil-
ity over Rayleigh fading channels. Numerical results were provided to show
the advantage of the outage probability performance of the best multi-relay
(two and four) selection in a cooperative communication system, i.e., more
suitable relays can be selected to provide enough capacity for the secondary
users when the predetermined threshold and the total number of available
selected relays cannot be increased. For example, when the threshold value
is 7 dB and 0 = 5, 1 = 10, Ith = 2, and the number of selected relays was
increased from 1 to 4, the exact outage probability was decreased from al-
most 0.1 to 0.019. Moreover, the theoretical values for the new exact outage
probability were conrmed by simulation.
In summary, in this thesis rstly the oset transmission scheme was
provided to improve the end-to-end transmission rate, and the FIC or FSIC
method was used to mitigate the inter-relay interference which is caused by
the utilization of the oset transmission in synchronous and asynchronous
systems. Secondly, the outage probability of the multi-relay selection scheme
with and without interference in a cooperative AF network was investigated.
Finally, the utilization of multi-relay selection was examined in cognitive AF
relay networks, and a new exact outage probability analysis was conrmed.
8.2 Future Work
There are several directions in which the research presented in this thesis
could be extended. The solutions presented in this thesis were for channels
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which are assumed at fading; but a wider class of fading channel condi-
tions, modeled by for example the Nakagami-m distribution [95], could be
considered. This fading distribution has gained much attention lately since
the Nakagami-m distribution often gives the best t to land-mobile and
indoor mobile multipath propagation environments as well as scintillating
ionospheric radio links [96].
Secondly, in Chapter 4, the robustness of the best multi-relay selection
scheme in the presence of moderate to severe feedback errors is only con-
rmed by simulation results. In future work, a theoretical analysis should
be considered. Furthermore, as only outage probability analysis of multi-
relay selection was provided in Chapters 5, 6 and 7, there is opportunity for
further diversity multiplexing tradeo analysis to be performed.
Finally, wireless communication security is becoming a topical area of
research and engineering [97] and [98]. In particular, physical layer security
is becoming an important research area. The possibility of achieving perfect
secrecy data transmission among the intended network nodes could be con-
sidered. As malicious nodes that eavesdrop the communication should not
be able to obtain useful information [99{102]; how to use a multi-relay selec-
tion scheme to improve secrecy outage probability is a challenging problem
that should be studied in the future.
A similar security issue also occurs in cognitive relay networks (CRN),
where the PU enhances its performance through cooperation with SUs. In
return, the cooperating SUs can gain opportunities for their own transmis-
sion. However, almost all the related works assume that SUs are trustworthy
and well-behaved, which may not always be true in reality. There may exist
some dishonest users, even malicious ones in the system, corrupting or dis-
rupting the normal operation of the CRN. Consequently, the performance
can therefore be compromised. Thus, this security issue also needs to be
considered for emerging cognitive relay networks.
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