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A comparison of ABR and UBR to support TCP
trac
Sam Manthorpe and Jean-Yves Le Boudec
Abstract|This paper compares the performance of ABR and
UBR for providing high-speed network interconnection ser-
vices for TCP trac. We test the hypothesis that UBR with
adequate buering in the ATM switches results in better
overall goodput for TCP trac than explicit rate ABR for
LAN interconnection. This is shown to be true in a wide se-
lection of scenarios. Four phenomena that may lead to bad
ABR performance are identied and we test whether each
of these has a signicant impact on TCP goodput. This re-
veals that the extra delay incurred in the ABR end-systems
and the overhead of RM cells account for the dierence in
performance. We test whether it is better to use ABR to
push congestion to the end-systems in a parking-lot scenario
or whether we can allow congestion to occur in the network.
Finally, we test whether the presence of a `multiplexing loop'
causes performance degradation for ABR and UBR. We nd
our original hypothesis to be true in all cases. We observe,
however, that ABR is able to improve performance when the
buering inside the ABR part of the network is small com-
pared to that available at the ABR end-systems. We also
see that ABR allows the network to control fairness between
end-systems.
I. Introduction
In this paper we examine the suitability of two dierent
classes of Asynchronous Transfer Mode (ATM) virtual con-
nection (VC) for providing a network interconnection ser-
vice. The Available Bitrate (ABR) and Unspecied Bitrate
(UBR) services have been designed with such an application
in mind, since they provide a link layer service for trac
that does not require a delay guarantee. The majority of
inter-LAN trac on todays networks is created using the
Transport Control Protocol (TCP) [1] at layer 4. In recent
measurements on an EPFL network [2], TCP accounted
for 93% of all inter-LAN trac. We therefore study the
performance of TCP trac over ABR and UBR, using the
high-speed network simulation tool, STCP.
The ABR service has been introduced by the ATM Forum
to cater for trac sources that demand low loss ratios but
can accept large delays. The idea behind ABR is to ex-
ploit the bandwidth that is unused by other CBR and VBR
services, as illustrated in gure 1. It is known that video
trac, for example, has long range dependence that makes
it dicult to obtain statistical multiplexing gain by multi-
plexing several connections on a link [3], [4]. ABR, on the
other hand, can take advantage of the bandwidth unused
by a video connection, giving it to the data trac sources.
ABR is a congestion avoidancemechanism. Feedback is pro-
vided to the User Network Interface (UNI) that indicates
at what rate a source is allowed to transmit. The ATM
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Fig. 1. ABR exploits bandwidth unused by other trac classes
switches in the network send this feedback by modifying
elds in RM cells that are sent periodically by the sources.
There are two modes possible: binary mode and explicit rate
mode. In binary mode, a switch indicates whether it is ex-
periencing (or about to experience) congestion or not. The
ATM Forum has dened a fairly complex set of rules to de-
ne how a source should behave upon reception of this feed-
back information [5]. This mode of operation is intended
primarily for legacy switches. Analytical studies of binary
mode ABR can be found in [6]. With explicit rate mode, the
switches signal explicitly at what rate a source is allowed
to send; this rate is usually calculated so as to obtaine op-
timal utilisation of network resources and fairness between
sources. Explicit rate mode involves more complexity in
the switches, but oers better performance and avoids the
oscillatory behaviour that binary mode is prone to. Both
schemes require an alogorithm running in the switch to de-
cide what feedback should be sent to the source. In the case
of binary mode, this is usually a simple mechanism based
upon the buer occupancy whereby \no-increase" signals
are sent if the buer occupancy is above a certain threshold
and \decrease" signals are sent if it is above another thresh-
old. In the case of explicit rate mode, the mechanism can
be more complex, since an explicit rate has to be calculated.
Several mecahinsms have been proposed for this(see [7], [8],
[9]). In this contribution, we consider explicit rate mode.
We adopt the ERICA algorithm [8] in the ATM switches
to control the feedback messages (see section I-A for more
details). ABR required priority queueing in the switches to
seperate the ABR trac from other ows of delay-sensitive
trac classes.
The Unspecied Bitrate (UBR) class is a simpler service
that requires no trac parameters and oers no congestion
avoidance. All trac sent by an end-system is accepted by
the network, but no guarantee is given that it will be suc-
cessfully transported to its destination, thus allowing the
network to discard it in case of congestion. UBR is identical
to the \best-eort" conecpt. Priority buering is required
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in the switches to implement the service and some kind of
congestion avoidance mechanism required at a higher pro-
tocol layer (which is normally the case).
The UBR service may be enhanced using the Early Packet
Discard (EPD) mechanism [10] to reduce packet loss in con-
gested buers and to reduce the amount of resource waste
from cells whose parent packets have been lost [11], [12].
EPD works by only accepting cells into a buer if either
the buer occupancy is less than a certain threshold (which
we will call the EPD threshold), or if other cells belonging
to the same packet have already been stored in the buer.
Such a service is often called UBR+.
One may expect that since ABR avoids loss in the ATM
network that the user whose trac goes over an ABR
based LAN interconnection VC will experience better per-
formance than those whose trac goes over a UBR connec-
tion. However, this is not necessarily the case since there
are several factors that may lead to degradation of TCP per-
formance over ABR. Apart from the trac overhead of RM
cells, ABR introduces an extra queueing stage at the edge
of the ATM network, which can increase end-to-end delay.
The ABR control loop is designed to slow down sources in
case of congestion; however for LAN interconnection, the
source that ATM controls is simply a router and ABR is
unable to signal to the real trac sources (workstations,
PCs etc.) the rate at which they should transmit. This
means that congestion may be avoided in the ATM part of
the network, but not for the end-to-end TCP trac ows.
Furthermore, the introduction of the ABR congestion con-
trol loop inside the TCP congestion control loop may lead
to undesirable interactions between the two that may de-
grade performance. Finally, for ABR to properly achieve
its objectives of high link utilisation and low loss, many
parameters must be correctly tuned. So it is not certain
that ABR is the correct VC class for interconnection ser-
vices. In this paper we perform extensive simulation studies
which show that in most cases, UBR results in better over-
all TCP performance. We also consider the Early Packet
Discard (EPD) scheme for imporoving the performance of
the UBR service.
A. Simulator
For these studies, the STCP 3.0 simulator, developed as
part of project 317 with the Swiss PTTs, was used
1
. STCP
is a detailed simulator of TCP over ATM. It was devel-
oped [13] using the original source code of Berkeley 4.4
UNIX TCP (see [14] for a complete description), which in-
corporates most of the features found in today's TCP imple-
mentations, most importantly slow-start, congestion detec-
tion, congestion avoidance and fast-retransmit [15]. Using
the real source code ensured a high degree of accuracy in the
model. Moreover, the custom implementation in C means
that STCP is very fast compared to most commerically
available simulation packages. The simulator allows work-
1
STCP is freely available on the WWW at http://lrcwww.epfl.
ch/\~~manthorp/stcp/
exponentially
distributed
inter-file time
start of
file
actual
start of
next file
Time for file
to pass TCP
ideal
transmission
time
ideal
start of
next file
last segment
of file acknowledged
Fig. 3. Inuence of the TCP protocol on the on-o trac source
stations, background sources (Markov chains, Poissonian,
On-O and constant bitrate) queues and priority queues to
be linked together to form dierent simulation networks.
In these studies, trac was generated by workstation mod-
els, using a TCP/IP/AAL5/ATM protocol stack. Figure 2
shows the architecture of a pair of model workstations. In
STCP, workstations always come in pairs and a distinction
is made between source and destination.
A source initiates connections to the destination and sends
data on these connections. A destination waits for connec-
tion requests and once a connection has been established,
acts as a sink for the data that the source sends, sending
ACK packets according to the TCP protocol. Trac is fed
to the TCP layer by an on-o trac source. When this
source goes into the on state, it opens a socket to connect
to the destination. This causes TCP to request a connec-
tion with the destination by sending a SYN packet. After
the normal handshaking sequence, the connection is estab-
lished and the trac source gives a random, geometrically
distributed amount of data to the TCP socket to send to
the destination. Once TCP has sent all of this data, the
connection is released, again using the normal handshak-
ing sequence, and the on-o source model goes into the o
state. It then waits in the o state for an exponentially dis-
tributed amount of time, after which it goes back into the
on state and the procedure is repeated. The on-o source
model is almost the same as the classical on-o models seen
in the literature, except that it cannot make the transition
from the on state to the o state until TCP has sent all
of the data. The time it takes to send this data depends
on the network and the speed of the destination. This is
illustrated in gure 3.
In these studies, the network performance was judged based
primarily on the TCP goodput.
B. Overview
This paper aims at verifying the hypothesis that UBR with
adequate buering in the ATM switches results in better
overall goodput for TCP trac than explicit rate ABR for
LAN interconnection. To test this, we perform extensive
simulation studies of dierent network interconnection sce-
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narios, using ABR, UBR and UBR with EPD for the inter-
connection VCs. We start in the following section by intro-
ducing a simple, one-hop LAN interconnection model that
is adopted in the rst half of this paper. Section III consid-
ers the dimensioning of the ABR service so as to give good
LAN interconnection performance. Then, in section IV we
examine the three services' behaviour under varying non-
ABR trac load in the network. We see that UBR and
UBR with EPD resulted in better TCP performance than
ABR, for both long and short distance VCs and medium
and large packets. In section V we identify four phenomena
that may contribute to the degradation of TCP performance
over an ABR VC and test each of these to see if they do
indeed account for the reduction in goodput. Results show
that the RM cell overhead and the extra queueing delay in-
curred in the ABR end systems account for this performance
degradation. Section VI then further tests our hypothesis
by examining the inuence of dierent network parameters
on the performance curves for ABR, UBR and UBR with
EPD in the one-hop network. It is shown that UBR out-
performed ABR from the point of view of TCP goodput
for dierent background trac parameters and numbers of
TCP sources. EPD oered even better performance. We
found, however, that for small switch buers, ABR was able
to improve TCP performance, reducing loss in the network
by exploiting the larger buers at the ABR end-systems.
Section VII considers two, more complex scenarios involving
more than 1 hop: a ve-node parking-lot conguration and
a triangular network. Again, it is shown how UBR gave
better performance than ABR. Finally, there is a discussion
of the results.
II. Interconnection model
In this section we present the generic LAN interconnection
scenario that is simulated in the following sections. To start
with we consider a network with only one hop, so as to have
a clear picture of the mechanics of the network. In later
sections we consider more complex scenarios.
We adopt the heterogenous network shown in gure 4. Two
shared-medium LANs are interconnected by an ATM net-
work with just one switch. Only one switch was modelled
since the aim was to have a clear view of the interaction
between the ABR control units and the ERICA algorithms
in the switch. More complex models are studied later.
Interconnection between the two LANs is provided by a VC
connecting the two control units (a control unit is analogous
to a router or an Interworking Unit (IWU)). The VC may
be of the ABR or UBR class. The ingress buer is where
cells waiting to be transmitted on an ABR connection are
stored. The service rate of this buer is determined by
the ABR protocol and so signicant queues may develop
when the available bitrate is low. Each ABR control unit
comprises an ingress queue and an egress queue. To avoid
confusion, the reader should note that in these simulations
the ingress queue is equivalent to the ATM Forum's Source
End System (SES) and the egress queue is equivalent to
a Destination End System (DES). For UBR services, no
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queueing occurs in the control units, since all trac is sent
as soon as it arrives.
d
net
is the propagation delay between a node in the ATM
network, which means between the two ABR control units
and the connected switch. The total end-to-end delay, e, is:
e = 2  d
net
+ d
switch
+ 2  d
LAN
(1)
where d
switch
and d
LAN
are the internal delay in the switch
and the delay in the LAN and are equal to 450 s and 10 s
respectively. In this paper we consider three interconnection
scenarios for the ABR part of the network: LAN (d
net
=
10 s), MAN (d
net
= 5 ms) and WAN (d
net
= 50 ms).
We do not specify the technology of the LANs, which are
modelled as a single queue for all trac going through them,
both to and from the control unit.
Data trac is generated by TCP sources connected to LAN
1, which is sent to TCP destinations on LAN 2. Trac in
the reverse direction consists only of ACK and connection
set-up and release handshaking packets.
Our model has the following important features:
 We model the trac at the connection level instead of
assuming innite sources. This means that we model the
eect of a new connection starting up or being released on
the rest of the trac.
 The ABR loop does not go as far as the TCP source
itself, but to a router, contrary to previous TCP over ABR
studies.
 Very accurate TCP simulation using STCP.
The speed of STCP allowed us to run simulations for hun-
dreds of seconds of model time, typically two orders of mag-
nitude greater than previous studies.
A. Switch
Figure 5 shows the architecture of the switches used in these
simulations. The switch is output buered, with priority
queueing used to ensure that the ABR or UBR trac does
not cause congestion for the non-ABR/non-UBR trac (for
example VBR video trac). We call the non-ABR/non-
UBR trac the background trac and it is detailed below.
The capacity of the background trac queue is 128 cells and
the capacity of the ABR/UBR queue is 8192 cells. This is
typical of ATM LAN switches today; the Fore ASX-200, for
example has a per-port buer capacity of 8928 cells. Later
we will investigate the role of the buer capacity param-
eter on the relative performance of ABR and UBR. Note
that from the switch's point of view, the only dierence be-
tween ABR and UBR is that ABR requires on-line trac
measurement and processing of RM cells. The queueing
mechanisms themselves are exactly the same for ABR and
UBR. In the case of UBR with EPD, the EPD mechanism
is also implemented in the UBR queue.
VBR and CBR
ABR
line card
switch
fabric
line card
port A
port B
priority
queue
Fig. 5. Switch model
B. ERICA
STCP uses the ERICA and ERICA+ algorithms for calcu-
lating the explicit rate feedback in the switches for explicit-
rate mode ABR. The algorithm aims at maintaining an
equilibrium in the switch in which the utilisation of the
available bandwidth is close to 1 and the cell loss is small. In
these simulations, the algorithm was found to achieve these
objectives. The backwards RM cells are modied rather
than the forward ones so as to decrease the time between
the switch sending feedback to the source and the source
receiving it. ERICA modies the ER elds of the RM cells
in the backwards direction only, to reduce the feedback time
to the source. In addition to the basic ERICA algorithm,
the scheme includes many innovations for improving perfor-
mance, which are described in [8]:
The performance of the ABR control loop depends quite
heavily on the choice of parameters used. After experimen-
tation, the parameters shown in table I were found to give
good performance. The parameter that has the strongest
inuence on performance is the rate measurement window
size, !
ERICA
. Since rate allocations are calculated once per
window, the window size determines not only the accuracy
of the measurements but the delay of the feedback loop.
If the window size is too small then the estimation of the
arrival rate and of the number of active VCs can be inaccu-
rate, but if it is too large the risk of bifurcation increases.
C. Background trac
In order to observe the switch's ability to ow control the
ABR trac in the presence of non-ABR trac, a back-
ground load was fed into switch 1. The non-ABR trac
has priority over the ABR trac and the ERICA algorithm,
based upon on-line measurements, should control the ABR
sources so that if the resources are being used by the non-
ABR trac, they adjust their rates so as to avoid loss in the
ABR buer in the switch. The background trac itself con-
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Parameter value
Measurement window 2 ms
size, !
ERICA
Target utilisation 0.95
 for load averaging 0.0625
 decay factor for VC 0.25
contribution averaging
ERICA+ queue disabled
control options
TABLE I
Default ERICA parameters used in these studies
sisted of 10 classic on-o sources; that is two state Markov
modulated sources, where cells are created at a constant
rate, p, (also known as the peak rate) in one state and no
cells are created in the other. The time in each state was
exponentially distributed. The peak rate of each source, p
bg
was set to 1:25  l=N
bg
, where l is the link rate and N
bg
is the number of sources. The mean burst length, b
bg
was
by default 200 cells. The mean rate of a single source is de-
noted by 
bg
. The mean rate of the ensemble of sources is
expressed in terms of the background utilisation, 
bg
, which
is equal to N
bg
 
bg
=l.
D. LAN
LAN 1 contains N workstations that initiate TCP connec-
tions to LAN 2. LAN 2 contains N workstations that wait
for connection requests from LAN 1 and act as sources for
the data trac. The default value for N in this study was
10. Each workstation that initiates TCP connections tries
to do so at a rate of 2 calls per second and the mean le
length for the connection was 453125 bytes. Note that we
say that the workstation \tries" to transmit at a certain
rate, since, as described above, the rate at which it actu-
ally creates trac depends on the network conditions. In
the following we will call the trac that a workstation tries
to create the oered load. When a le is being transmitted,
the data is loaded into the output TCP socket buer, which
has a capacity of 61444 bytes, at a rate of 50 Mbits/s. At
the destination, data is read from the socket buer at a rate
of 100 Mbits/s, so that window advertising does not have
an inuence on the trac. The peak cell rate of the NIC
is 100 Mbits/s. The above parameters resulted in an exter-
nal trac with an oered load of 72 Mbits/s and which, by
todays standards, corresponds to a large LAN
2
.
III. ABR service dimensioning
Before we compare the performance of an ABR based in-
terconnection service with other approaches, we rst look
at dimensioning the service in order to obtain good perfor-
mance. In order to do this, two parts of the network have to
be properly dimensioned: the ingress node (where the UNI
is) and the switches. For explicit rate mode of operation,
the ingress node has the following parameters that should
be considered:
 Peak Cell Rate (PCR)
 Minimum Cell Rate (MCR)
 Ingress buer capacity
In order to be able to exploit as much of the available ATM
resources as possible, we set the PCR to the link rate (i.e.
145 Mbits/s). The MCR should be as low as possible to
avoid unnecessary reservation of bandwidth in the network.
However, it is advantageous to have a certain amount of
bandwidth reserved, since this avoids having to send RM
cells out-of-rate and improves the response time of a pre-
viously idle ABR connection when new data arrives and
needs to be sent. The lower this bandwidth, the slower the
ABR control loop's response time when more bandwidth is
needed, since it has to wait until it is next allowed to send
a cell. Since TCP trac normally adopts the `slow-start'
algorithm, high bandwidth is not necessary during the rst
few RTTs of a connection, when it is `warming-up'. In this
scenario we set the MCR to 1 Mbits/s which gives a fairly
good response time to newly arriving data.
The ingress queue is where trac to be sent on the ABR
connection is queued when the connection's ACR is less
than the arrival rate. Dimensioning of the ingress queue is
an important issue for providing good ABR performance.
2
With the increasing use of multimedia applications and the increas-
ing amount of long-distance trac, such gures may well correspond
to a medium size LAN in the future).
6 SSC/1997/006
Before explaining this dimensioning work, it is rst impor-
tant to remember that ABR is not a mechanism for reduc-
ing end-to-end loss. At a network level, what ABR actually
does is not to avoid congestion but to relocate it. ABR can
be very eective at minimising loss in a switch. However, if
the ow control loop does not go right up to the real source
of the trac (that is, the application), then avoiding switch
cell congestion just results in the same trac being queued
at the UNI where the control loop is terminated. So, in the
not unrealistic scenario of the ATM UNI being connected
to another non-ATM network (LAN interconnection for ex-
ample), we can expect signicant queueing to occur in the
ABR control unit.
We simulated for dierent buer capacities to nd an ap-
propriate dimension for the rest of the studies. However,
before presenting these results, we rst look at what actu-
ally happens in the ingress buer when trac arrives, in
order to have a conceptual model of the mechanics of the
system.
A. Transient behaviour
Figures 6(a) and 6(b) show, on two dierent timescales,
what happens when a TCP connection is opened on LAN1,
with a workstation on LAN2 as destination. Figure 6(a) also
shows the number of active connections. The two curves
plotted show the cell arrival rate at the ingress queue of
LAN1's ABR control unit and the explicit rate granted to
the same control unit by the network. We will call these
two variables the arrival rate and the explicit rate in the
following discussion. The arrival rate starts o at zero and
the explicit rate starts o at the MCR (64 kbits/s in this
example). At time 0.025 seconds, there are two barely vis-
ible blips on the arrival rate curve, which correspond to
the arrival of TCP connection set-up handshaking packets.
The arrival of these cells causes the ABR control unit to
ask the network for the peak cell rate (145 Mbits/s). Af-
ter a delay of around 0.03 seconds, the network repsonds to
this request (i.e. a backwards RM cell arrives at the con-
trol unit), granting approximately 40 Mbits/s. The value
of the bitrate is a result of the ERICA algorithm running
in the switch along the route between LAN1 and LAN2.
It was not possible to allocate the peak cell rate that was
requested, since the trac going through the switch shares
the link capacity with the background trac.
From this point on, we see that the explicit rate uctu-
ates around 40 Mbits/s, accomodating changes in the back-
ground arrival rate in the network. Figure 6(c) shows the
buer occupancy for control unit 1's ingress buer. We see
that after the connection has been established, the TCP
trac quickly increases, due to the expansion of the con-
gestion window (slow-start mechanism) and the arrival of
further connections. As a consequence, the buer soon over-
ows (in this example, the buer has a capacity of 2000
cells). However, once loss occurs, TCP at the sources which
experienced loss halve their congestion windows and do con-
gestion avoidance. This can be seen in the gure, where the
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Fig. 6. Dynamics of the ingress control unit
buer occupancy starts to drop approximately 0.1 seconds
after the rst loss occurs.
B. Ingress buer size
Figures 7(a) and 7(b) show the TCP goodput obtained per
source and the cell loss ratio in the ingress buer for dier-
ent buer sizes respectively. Curves are given for two dier-
ent packet sizes: 1460 and 9180 bytes. We see that the best
goodput is achieved for buer sizes greater than 8000 cells.
Increasing the buer size above this point does not improve
the performance since the loss is already zero or very low
(the `zero loss' legends in gure 7(b) mean that above these
points, zero loss was observed, which is not plotable on a
logarithmic scale). This plateau is around 70% percent of
the theoretical maximum TCP goodput for both cases. For
small buer sizes (less than 2000 cells), smaller packets give
slightly better performance as they result in smaller bursts
arriving at the queue and lower the loss probability. For
larger buers, the increased eciency of 9180 byte pack-
ets oers slightly better performance. In the rest of these
studies, a buer capacity of 8000 cells was adopted.
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Fig. 7. Ingress buer dimensioning
IV. Varying background load
The role of ABR in the network is to control the rate of
ABR class trac sources in the presence of non-ABR traf-
c so as to avoid cell loss in the network. To examine ABR's
eectiveness at doing this, the TCP goodput over an ABR
connection was measured when multiplexed with non-ABR
background trac. The background trac used was de-
scribed in section II-C. The TCP goodput obtained was
compared with that obtained using UBR and UBR with
EPD (for the EPD simulations, the threshold was set to be
equal to the buer size minus 200 cells, which was found to
give the best performance for most cases).
We rst consider a LAN case, where the total end-to-end
propagation delay was 0.94 ms. Figures 8(a) and 8(b) show
the TCP goodput per source obtained for a range of dif-
ferent background utilisations on the switch with ABR and
UBR, with MTUs of 1460 and 9180 bytes. The control unit
shaper size was 8000 cells (as recommended in the previ-
ous section). The curves also show the theoretical maxi-
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Fig. 8. TCP goodput per workstation for varying background load,
with an ingress buer size of 8000 cells in a LAN scenario
mum TCP goodput, which is calculated by taking into ac-
count the overhead of the TCP/IP/AAL5/ATM protocol
stack and the mean bandwidth available in the switch. Fig-
ures 9(a) and 9(b) show the TCP goodput eciency in these
same scenarios. The TCP eciency is dened as the frac-
tion of the theoretical maximum TCP goodput obtainable,
taking into account all protocol overheads (except that of
ABR RM cells). The theoretical maximum goodput used
to obtained these graphs was based upon the link cell rate
minus the observed background trac rate.
We see that for the LAN case, using UBR for the intercon-
nection VC gives better TCP goodput than with ABR, for
MTUs of both 1460 bytes and 9180 bytes. The TCP e-
ciency increases with increasing background load for UBR,
but not for ABR. Increasing the background load decreases
the available bandwidth and thus decreases the bandwidth-
delay product. This means that for low background loads,
the bandwidth delay product is more likely to be greater
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Fig. 9. TCP eciency for varying background load, with an ingress
buer size of 8000 cells and an MTU of 1460, in a LAN scenario
than the TCP congestion window, resulting in less ecient
network utilisation. The eciency curve for the ABR traf-
c is more or less at, an upper bound being imposed by
the ABR control loop. This means that the increase in e-
ciency with background load observed with UBR is not seen
with ABR, since the eciency is limited by the ABR con-
trol loop. Using EDP gives a slight performance increase
over UBR, which is not visible on these curves.
We now consider the MAN case, where the end-to-end prop-
agation delay was set to 10.9 ms. Results for TCP goodput
and eciency for MTUs of 1460 and 9180 are shown in
gures 10(a), 10(b), 11(a) and 11(b). Figures 12(a), 12(b)
13(a) and 13(b) show the same results in the WAN scenario.
Again, we see that UBR gives better TCP goodput that
ABR. When the background trac low, the performance
degradation resulting from the increased bandwidth-delay
product is evident. Finally we consider the WAN case,
where the end-to-end propagation delay was set to 100.9 ms.
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Fig. 10. TCP goodput per workstation for varying background load,
with an ingress buer size of 8000 cells in a MAN scenario
The results are shown in gures 12(a), 12(b), 13(a) and
13(b).
Tables II and III show the cell loss ratios in the ingress buer
(for ABR) and in the ABR/UBR buer in the switch, with
an MTU of 9180 bytes, for the LAN and MAN scenario re-
spectively. No loss was observed in the WAN scenario, since
the trac is bottlenecked at the source by TCP since the
bandwidth-delay product is greater than the socket buer
capacities. There is no loss in the ingress queue for UBR,
since the queue's service rate is greater than the peak arrival
rate.
We see that for UBR, increasing the background load in-
creases the loss in the switch, whereas ABR successfully
achieves its goal of avoiding loss in the ATM switch. Al-
though there was always zero loss in the switch with ABR,
loss occured in the ingress buer, at the edge of the ABR
part of the network. Notice that for 95% load, the loss in
the ingress buer decreases slightly, even though the TCP
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Fig. 11. TCP eciency for varying background load, with an ingress
buer size of 8000 cells in a MAN scenario
ABR UBR
ingress buer switch switch

bg
loss ratio loss ratio loss ratio
0.50 5:25 10
 6
0 3:40 10
 6
0.70 1:14 10
 5
0 2:91 10
 5
0.80 3:50 10
 4
0 9:59 10
 5
0.90 9:85 10
 4
0 3:41 10
 4
0.95 4:89 10
 4
0 1:16 10
 3
TABLE II
Cell loss ratios in network for ABR and UBR in a LAN with
an MTU of 9180 bytes
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Fig. 12. TCP goodput per workstation for varying background load,
with an ingress buer size of 8000 cells in a WAN scenario
ABR UBR
ingress buer switch switch

bg
loss ratio loss ratio loss ratio
0.50 0 0 0
0.70 0 0 0
0.80 3:06 10
 5
0 0
0.90 3:38 10
 4
0 4:91 10
 4
0.95 4:24 10
 4
0 5:74 10
 4
TABLE III
Cell loss ratios in network for ABR and UBR in a MAN with
an MTU of 9180 bytes
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Fig. 13. TCP eciency for varying background load, with an ingress
buer size of 8000 cells in a WAN scenario
goodput continues to decrease. This illustrates the dan-
ger of adopting the cell loss ratio as a measure of the TCP
goodput obtained.
This section has shown that TCP goodput was less when
using an ABR VC for interconnection than with a UBR VC,
for a simple one switch network. In the following section,
we investigate why.
V. ABR performance degredation
The fact that UBR performs well in these simulations is
an important point here. ABR is an expensive feature, not
only in terms of the hardware involved, but also because a
system that requires the tuning of so many parameters for
it to perform well requires a lot of engineering work.
It is therefore important to understand why better TCP
performance was observed with UBR in the preceeding
study and to know in which scenarios and under what as-
sumptions this holds true. Compared to UBR, ABR can
decrease TCP performance in four ways:
1. RM cell overhead. The bi-directional ow of RM cells
reduces the bandwidth available for data trac by 6.25%.
2. Eciency of the ABR control loop. The source and des-
tination algorithms and switch algorithms (in this case ER-
ICA) can be badly tuned resulting in sub-optimal perfor-
mance.
3. Increased queueing delay. In our model the trac is
queued at the edge of the ABR loop, resulting in one extra
queueing stage which can only increase the overall delay.
The ERICA algorithm aims to minimise this extra delay.
4. Interaction between ABR and TCP. ABR and TCP are
two negative feedback control loops with very similar ob-
jectives. One could expect that embedding the ABR loop
in the TCP loop could lead to undesirable interactions be-
tween the two [16].
We will examine each of these points in turn and test the
hypothesis that a particular phenomenon resulted in signif-
icant degredation of TCP goodput.
The reduction due to RM cells is xed and is inevitable
(there are some non-standard ABR-like mechanisms that
do not use RM cells, such as the Gigaswitch from DEC,
which are not considered here).
Next, let us consider the tuning of the ABR control loop.
Explicit rate ABR, unlike binary mode, requires minimal
parameter tuning at the sources
3
. Here we considered a
very simple source strategy for requesting bandwidth (i.e.
ask for the peak rate if there is something to send) and there
are actually no parameters to tune. The ERICA algorithm
running in the switch however, is much more complex with
several parameters to be tuned. After experimentation, it
was found that the parameters used (shown in table I) gave
good performance. Figure 14(a) shows the ERICA load
factors obtained in the switches for LAN, MAN and WAN
cases with MTUs of 1460 and 9180 bytes. We can see that
increasing the propagation delay decreases the load factor
obtained, the trac being limited not by ERICA but by
TCP at the source. To verify this, gure 14(b) shows the
ERICA load factors obtained using a greedy source instead
of the LAN cluser. A greedy source always has something
to send and allows us to isolate the performance of the ABR
control loop.
We see that in general ERICA achieves very good load fac-
tors of almost 100%. For intense background trac (greater
than 80% of the link rate), the load factors decrease to be-
tween 70% and 80% of full utilisation. The longer the prop-
agation delay, the greater the decrease in load factor for high
background loads. Nevertheless, the algorithm performs
very well under most background loads (the best perfor-
mance resulted in 99.25% of the available bandwidth being
used) and reasonably with extreme background loads.
3
Note that for Network Interface Cards (NICs) to be able to run over
binary-mode ABR switches, they must also implement the binary-
mode rules. We do not consider binary-mode in this paper.
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Fig. 14. ERICA load factor for LAN, MAN and WAN scenarios
Now we examine the increase in queueing delay due to ABR.
In our model, ABR adds an extra queueing stage between
the source and destination, which in the best case intro-
duces no extra delay, but in reality will always introduce
some delay due to the sub-optimality of the ABR control
loop. How this extra delay may inuence performance is
illustrated in gure 15.
Figures 16(a), 16(b) and 16(c) show the average cell delay
measured from stations connected to LAN1 to their coun-
terpart on LAN2.
We see that ABR increases the network delay by a signif-
icant amount in all cases. The amount seems to be inde-
pendent of the propagation delay in the network, but re-
sulting from increased queueing delay. We see this in the
WAN case, where there is negligable dierence in the delay
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Fig. 16. End-to-end cell delay from LAN1 stations to LAN2 stations
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Fig. 15. How large ABR ingress buers delay TCP feedback
when the background load is less than 80% (and the queue-
ing delay consequentially less than the propagation delay of
100.9 ms). When the background load is greater than 80%,
the delay is dominated by the queueing delay and we see
a signicant dierence between the ABR and UBR curves.
Here we can conclude that the introduction of the ABR
control loop in our model increased the queueing delay in
the network by a signicant amount.
To conclude our investigation into the reasons for reduced
TCP performance with ABR, we examine the interaction
between the two congestion control loops. To do this we ad-
just the propagation delay in the ABR control loop (2d
net
),
while keeping the total end-to-end propagation delay, e,
constant, i.e. 2d
net
+ d
switch
+ d
LAN
= c where c is a
constant set to 50 ms. Since the delay experienced by the
trac consists of propagation delay and queueing delay, in
the following we use the term `minimum delay' to refer to
the propagation delay part of an overall delay. Varying the
minimum delay in the ABR loop while keeping the total
minimum delay constant allows us to examine the inuence
of the ABR loop on the TCP loop. When d
net
= 0, the
minimum ABR feedback delay (i.e. the time between the
switch modifying the ER eld in a backwards RM cell and
the rate change resulting from this modication being no-
ticed at the switch) is zero at and it therefore works at its
most ecient, given the ERICA parameters it is working
with it. It is at this point that TCP should dominate the
dynamics of the trac. When 2d
net
= c then the minimum
ABR feedback delay is the same as that for the TCP loop.
Figure 17 shows the inuence of varying the delay in the
ABR loop on the TCP goodput per workstation. We see
that this has very little inuence on the per-workstation
TCP goodput, although there is a slight improvement in
performance of around 0.1 Mbits/s when the ABR feedback
delay is zero.
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
0.00 0.01 0.02 0.03 0.04 0.05
TC
P 
go
od
pu
t (
M
bit
s/s
)
ABR loop delay (seconds)
Fig. 17. Varying the ABR minimum feedback delay while keeping the
TCP minimum feedback delay constant
The preceeding results have not identied a single reason for
the decrease in TCP goodput that resulted from introduc-
ing an ABR control loop. However, the RM cell overhead
and the increased queueing delay play some role in decreas-
ing TCP goodput, the combination of which results in a
signicant degredation. The interaction between the con-
trol loops has a very slight inuence and, if badly tuned,
the ABR control loop itself can decrease performance. In
the remainder of this paper, we attempt to nd some cases
where ABR may improve TCP performance.
VI. Influence of other network parameters on
performance
In this section, we attempt to increase our condence in
the hypothesis that TCP over UBR with adequate buer-
ing oers better performance than TCP over ABR by ex-
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amining its robustness with dierent network dimensions.
More specically, we change the number of TCP sources,
the mean burst length of the background sources and the
size of the ATM buers. Increasing the number of TCP
sources sharing a link decreases the average share of the
bottleneck link per workstation. TCP should scale to this
dierence and we should still see good utilisation of the
available bandwidth. Another consequence of increasing the
number of sources is that the `density' of trac from one
connection in a buer decreases. In other words, the av-
erage time between two cells belonging to the same packet
increases. This may have implications for EPD; we could
expect that a larger number of connections may require a
lower EPD threshold, since the number of simultaneously
outstanding packets will be on average larger.
The only trac in the network that is not inuenced by the
TCP protocol is the background trac in the switches. This
background trac inuences all of the network processes
that inuence TCP goodput (loss process, ACK arrival pro-
cess and network delay process) and also inuences the per-
formance of the ERICA algorithm for ABR. We therefore
try varying the background trac characteristics to observe
its inuence on the relative performances of ABR and UBR.
Finally, we simulate the model with small buers in the
ATM switches, thus reducing the buering in the UBR bot-
tleneck node, but not in that of ABR. In such a scenario,
ABR should give better performance than UBR, since it is
able to exploit the buering available in the end-systems.
A. Varying number of sources
First we consider the inuence of the number of TCP
sources on the mean TCP goodput. Recalling the model
denition in section II, the number of sending stations on
LAN 1 is N , the total number of workstations in the model
being 2 N . In this section we are refering to N when we say
`number of workstations'. Figure 18 shows the TCP good-
puts obtained for dierent numbers of sources, all sources
using an MTU of 9180 bytes. The default MAN scenario
was used (d
net
= 5 ms) with a background utilisation of
0.8. On the Y-axis, the graph shows the sum of TCP good-
puts for all workstations on LAN 1, instead of the averaged
per-workstation TCP goodput; this makes it easier to read
as the number of sources increases.
Again, we see that UBR consistently out-performs ABR,
achieving close to the theoretical maximum. EPD gave
marginal performance increase, when the threshold was set
to 7992 cells (which is barely visible in the graph).
B. Varying background trac
Something that will have an important impact on the be-
haviour of the trac in the ABR/UBR queue is the nature
of the background trac used. The background sources
as a whole have four tuneable parameters: the number of
sources, the mean rate, the peak rate and the mean burst
duration. The inuence of the mean rate has been addressed
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Fig. 18. TCP goodput per workstation for dierent numbers of send-
ing workstations on a MAN
in previous sections and we do not investigate the inuence
of the number of sources. Here we tried dierent values for
the the mean burst length b
bg
. Figure 19(a) shows the TCP
goodput for a range of dierent mean burst lengths, with
the peak rate set to 0.125 of the link rate (which makes
the peak of the aggregate trac 1.25 times the link rate)
and the network delay d
net
equal to 10 s (LAN scenario).
Figure 19(b) shows the same results in the MAN scenario
with d
net
= 5 ms.
We see that the mean burst length of the on-o sources has
very little inuence on the observed TCP goodput and UBR
always performs better than ABR.
C. Switch buer capacity
In this section we examine the performance of ABR and
UBR when the switch has small buers. Today's ATM
LAN switches have quite large buers (around 8000 cells
is typical). However, larger public network switches gener-
ally have much smaller buers. Here we present results ob-
tained when the buers for ABR/UBR trac in the switch
had a capacity of 1000 cells. Figures 20(a), 20(b), 20(b)
and 20(c) compares the TCP goodput for LAN and WAN
scenarios. We see that when the ATM network is the bot-
tleneck (
bg
> 0:65), ABR always performed better than
UBR. The dierence was especially large in the LAN sce-
nario.
When we consider the total buer capacity useable in the
network, these results are not surprising, since ABR is able
to buer large bursts at the edge of the network, where it
has an 8000 cell ingress buer that UBR does not have.
So, in the case where the trac passes through at least one
switch with small buers, ABR may be useful in avoiding
congestion in the network by buering bursts at the ingress.
VII. Multi-hop scenarios
In the previous section we have considered a relatively sim-
ple network with only one switch. While this allowed us
14 SSC/1997/006
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Fig. 19. TCP goodput per workstation for dierent mean background
burst lengths and peak set to 0.125 times the link rate
to better understand the dynamics of the network, we also
want to test our hypothesis in a more realistic, multi-hop
network. The choice of the network studied in this section
was based upon the desire to answer the following questions:
1. Does pushing congestion to the edge of the network im-
prove performance for all TCP sources as a whole? If we
consider a connection A multiplexed with a connection B
at some node, connection A being bottlenecked in a down-
stream node that is not used by connection B, then ABR
may improve performance for connection B, by reducing
the trac intensity of connection A rather than letting it
be queued in the downstream node.
2. Does our original hypothesis hold true when VCs with
dierent round-trip delays are multiplexed together?
3. Does ABR result in a dierent allocation of bandwidth
in bottlenecked nodes?
4. Does EPD improve performance for nodes downstream
of a congested switch?
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Fig. 20. TCP goodput per workstation for ABR and UBR in a WAN
scenario with buer capacities of 1000 cells in the switch output
buers
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5. Does the presence of a topological loop result in a degra-
dation of TCP goodput?
6. Does the presence of a topological loop result in perfor-
mance degredation for VCs not passing through the bottle-
neck node.
To answer these question, we adopt two models: a `parking-
lot' conguration and a loop conguration.
A. Parking-lot conguration
The parking-lot model is shown in gure 21. There are 8
LANs, 6 of which have clusters of N source stations that
start TCP connections with destination stations on another
LAN. Trac goes from one control unit to another over a
VC which may be of type ABR or UBR (with or without
EPD). Two trac streams are multiplexed when they share
the same output port of a switch. The same aggregations
of 10 on-o sources used in section IV were used to create
background trac in switches 1 and 3. The mean back-
ground utilisations of switches 1 and 3 are denoted by 
1
and 
2
respectively.
The source and destination pairing is shown in table IV.
The VC used to carry trac from LAN x to LAN y is
denoted by V C
x;y
. LANs 1 and 6 symetrically send data to
one another over a wide-area connection (total end-to-end
propagation delay of 53 ms), their bottleneck being either
switch 1 or 3. Switch 1 has an 80% background utilisation.
Two clusters of stations on LANs 2 and 3 both send data to
stations on LAN6. This is a medium-distance connection,
the propagation delay being 22.14 ms. These trac ows
are either bottlenecked in switch 3 or in switch 4, depending
on 
2
We wish to see if our original hypothesis holds true
when the VCs multiplexed together have dierent round-
trip delays and whether ABR results in a dierent allocation
of bandwidth between V C
1;6
, V C
2;6
and V C
3;6
.
Stations on LAN 4 send data to stations on LAN 5, which is
a local area connection, the propagation delay being 80 s.
For this trac we would expect to see an improvement in
performance when EPD is used, since this will reduce the
amount of orphaned trac in switch 4 resulting from con-
gestion in switches 1 and 3. This trac is always bottle-
necked in switch 4.
Finally, trac is created at LAN 7, destined for LAN 8. One
might expect ABR to improve the performance for LAN 7
to LAN 8 trac, since the trac arriving at switch 1 from
LAN 1 may be unnecessarily heavy bearing in mind that it
will be bottlenecked downstream in switch 3. We wish to
test whether ABR improves the performance of the LAN 7
to LAN 8 trac by reducing the LAN 1 to LAN 6 trac,
or whether the TCP congestion control loop is sucient for
this purpose.
Results for the TCP goodput are shown in gures 22(a),
22(b), 22(c) and 22(d). The trac from LAN 1 to LAN 6
is bottlenecked in switch 1 if 
2
is less than 0.3, since the
bandwidth available per-VC in switch 3 is 145  10
6
(1  

2
)=3 and 
1
is always 0.8.
From To no. bottle-
LAN LAN VC hops neck delay
LAN 1 LAN 6 V C
1;6
6 s1 or s3 53:02 ms
LAN 2 LAN 6 V C
2;6
6 s3 or s4 22:14 ms
LAN 3 LAN 6 V C
3;6
6 s3 or s4 22:14 ms
LAN 4 LAN 5 V C
4;6
4 s1 60:00 s
LAN 6 LAN 1 V C
6;1
6 s1 53:02 ms
LAN 7 LAN 8 V C
7;8
4 s1 32:00 ms
TABLE IV
Traffic flow in parking-lot configuration
Figure 22(a) shows the TCP goodput for LAN 1 to LAN 6
for ABR, UBR and UBR with EPD. We see that perfor-
mance with UBR was signicantly better than with ABR
when switch 1 was the bottleneck, with EPD oering a
slight additional increase. When switch 3 was the bottle-
neck (i.e. 
2
> 0:3), ABR gave slightly better performance.
Figure 22(b) shows the TCP goodput for LANs 2 and 3 to
LAN 6. Here we observe that the TCP goodput was higher
when ABR was used for the interconnection VCs. The mean
goodputs for stations on LANs1, 2 and 3 for ABR, UBR
and UBR with EPD were 1.11 Mbits/s, 1.02 Mbits/s and
1.02 Mbits/s respectively. Although there was a slight im-
provement in performance for ABR, the overall goodput
remained much the same, indicating a shift in allocation of
bandwidth to dierent VCs at switch 3. ABR favoured the
trac from LANs 2 and 3, since it tried to equally share the
available bandwidth between the three VCs multiplexed in
switch 3. With ABR, trac from LAN 1 was sometimes
told to slow down, in favour of the LAN 2 and LAN 3 traf-
c, when it would not otherwise do so. This resulted in a
reduction of LAN 1 trac and consequently and increase in
LAN 2 and LAN 3 trac. This demonstrates ABR's ability
to improve fairness in the network.
Figure 22(c) shows the TCP goodput for the LAN 4 to
LAN 5 trac. As 
2
increases, the goodput for V C
4;5
in-
creases, since the trac on V C
1;6
, V C
6;1
, V C
2;6
and V C
6;2
is bottlenecked in switch 3. The noticable feature of this
graph is the increase in performance when using UBR with
EPD. This is due to the reduction of `orphaned' cells pass-
ing through switch 4 resulting from loss in upstream nodes
(switches 1 and 3) and illustrates EPD's usefulness in re-
ducing resource waste.
Figure 22(d) shows the goodput for the LAN 7 to LAN 8
trac. One may expect ABR to improve performance for
this trac stream when 
2
> 0:3 by slowing down V C
1;6
.
Trac on this VC is bottlenecked in switch 3. With UBR,
signicant loss may consequently occur in switch 3 which
will result in a certain amount of unnecessary trac in
switch 1 (unnecessary because it will be lost downstream).
ABR, however, will slow down V C
1;6
to avoid congestion
in switch 3, this leaving more resources available for V C
7;8
.
TCP will do the same thing on an end-to-end instead of a
node-to-node basis, but more slowly. Figure 22(d) shows,
however, that there is no improvement in performance with
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Fig. 21. WAN scenario
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Fig. 23. TCP goodput for all sources in the parking-lot scenario
ABR. Although ABR may indeed be avoiding congestion in
switch 1 better than TCP does, this does not compensate
for the additional overheads of ABR discussed in section III.
Finally, gure 23 shows the average goodput for all work-
station in the model. We see that UBR and UBR with
EPD give better TCP goodput than ABR, in a scenario
where several VCs with dierent round-trip delays are mul-
tiplexed together over several nodes. In answer to the rst
four questions posed at the start of this section, we can say
that:
 pushing congestion back to the edges of the network did
not improve overall TCP performance,
 our original hypothesis holds true when several VCs with
dierent round-trip times are multiplexed together.
 the bandwidth allocation between VCs can be controlled
using ABR and
 EPD improves performance in switches downstream of a
congested switch
B. Loop conguration
In this section we consider the performance over ABR and
UBR VCs in a network with a loop conguration, shown in
gure 24. There are three VCs providing interconnection
between LANs 1 and 2, LANs 2 and 3 and LANs 3 and 1.
The trac ow is summarised in table V. The important
feature of this network is that the interaction between two
VCs that are multiplexed together propagates around the
network loop. For example, LAN 1 to 3 trac is multi-
plexed with LAN 2 to LAN 1 trac in the output port of
switch 2 that leads to switch 3. The LAN 2 to LAN 1 traf-
c is then multiplexed with, and consequently inuences,
the LAN 3 to LAN 2 trac in switch 3. This trac ow
is then multiplexed with the LAN 1 to LAN 3 trac in
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(d) LAN 7 to LAN 8
Fig. 22. TCP goodput per workstation in the parking-lot scenario
From To
LAN LAN path VC
1 3 CU1! s1! s2! s3! CU3 V C
1;3
2 1 CU2! s2! s3! s1! CU1 V C
2;1
3 2 CU3 ! s3! s1! s2! CU2 V C
3;2
TABLE V
Traffic flow in loop configuration
switch 1 and the loop is completed. We call this loop the
`multiplex loop'. In such a conguration, it is possible that
the ABR and TCP control loops controlling the trac on
the VCs combined with the multiplex loop could lead to
performance degradation. We wish to test this hypothesis
and test whether the performance for V C
2;1
, which does
not pass through switch 1 is inuenced, via the multiplex
loop, by the background load on switch 1.
Figures 25(a), 25(b) and 25(c) show the TCP goodput for
stations on LANs 1, 2 and 3 respectively. We see that the
loop conguration does not introduce any inuence on the
results for TCP goodput. As expected, the goodput for
LANs 1 and 3 decreases as the background load increases.
For 
bg
< 0:6 there is no inuence on the goodput, since
TCP itself is the bottleneck, due to the window size and
round-trip time. When 
2
= 0:5, the TCP goodputs per
station for UBR for LANs 1 and 3 are 1.8 Mbits/s and
1.75 Mbits/s respectively. This gives a total goodput for
all 20 workstations whose trac goes through switch 1 of
35.5 Mbits/s. This is close to the goodput obtained when
the sources on LAN 2 are removed (thus removing the mul-
tiplexing loop). We also observe that the multiplex loop has
no inuence on the TCP goodput for sources on LAN 2.
VIII. Conclusion
We tested the hypothesis that provided that there is ade-
quate buer capacity in the ATM network, better overall
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Fig. 24. Loop network
TCP performance is obtained when using a UBR VC to
interconnect LANs than when using ABR. We found this
to be true in a wide range of cases, with the performance
degradation observed with ABR being around 10%. We
identied four phenomena that can lead to degredation of
ABR performance and tested each of these for a signi-
cant inuence. We found the reduction in TCP goodput
to be due to the extra queueing delay incurred in the ABR
end-system and the overhead of RM cells. The interac-
tion between the nested TCP and ABR congestion control
loops was found to cause only a very small degredation of
performance. Using EPD for the UBR service was shown
to improve performance in some cases, but raw UBR still
worked well. We further tested whether pushing the con-
gestion to the edges of the network using ABR improved
performance in a parking-lot scenario and whether the hy-
pothesis held true in the presence of a multiplex loop. In
both cases we were unable to disprove our hypothesis. We
showed, however, how ABR allows the network to control
fairness between VCs, a feature that may be desirable for
LAN interconnection services.
When the buer capacity in the ATM network is small com-
pared to the buering available in the end-systems, then
ABR can signicantly improve TCP goodput by avoiding
loss in the ATM switches. In these studies, ABR performed
up to 100% better than UBR when the switches had buers
of 1000 cells and the ABR end-systems 8000 cells.
We conclude that from the point of view of overall TCP
goodput for LAN interconnection, UBR oers better per-
formance than ABR providing that there is adequate buer-
ing in the ATM network, 8000 cells being sucient for all
cases studied here. An important feature of ABR, how-
ever, is that it allows the interconnection service provider
to control fairness between trac streams, which would not
otherwise be possible.
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