Abstract -Network coding is a new communication technique that generalizes routing, where, instead of simply forwarding the packets they receive, intermediate nodes are allowed to recombine (code) together some of the data packets received from different incoming links if necessary. By doing so, the maximum information flow in a network can always be achieved. However, performing coding operations (i.e. recombining data packets) incur computational overhead and delay of data processing at the corresponding nodes.
MAX-FLOW MIN-CUT theorem) the theoretical maximal throughput is always guaranteed [34] . Fig.1 shows a comparison between network coding and traditional routing regarding the average data rate to receivers [46] . Fig.1(a) is a network, where source s multicasts two-bit information (a and b) to node y and node z. Each link can forward a single bit at each time. According to the Max-Flow Min-Cut Theorem, the theoretical maximal multicast throughput is two bits per time. However, as Fig.1(b) illustrates, traditional routing can only obtain an average data rate of 1.5 bits per time unit due to the bottleneck link wx. As can be seen in Fig.1(c) , if we allow node w to perform ab ( stands for Exclusive-OR), the receivers both obtain two-bit information at the same time, where original data can be decoded through a(ab) and b (ab) . Hence, network coding can always achieve the theoretical maximal multicast throughput. 
Related Work
In network coding based multicast routing problems, the cost of a multicast session is usually considered as a minimization objective. Two types of costs, coding cost caused by coding operations and link cost caused by employing transmission links, have been considered, respectively. One stream of research investigates the minimization of the coding cost of a multicast session, i.e. how to minimize coding resources involved in a network coding based multicast session. In [15] and [32] , two greedy algorithms have been proposed to reduce the number of coding nodes. Kim et al present several centralized and distributed versions of genetic algorithm (GA) to find multicast sessions with the least amount of coding operations [24] [25] [28] . Ahn [2] and Luong et al [37] propose two efficient evolutionary algorithms for coding cost minimization. Moreover, in our previous work, a number of estimation of distribution algorithms have been put forward to minimize the required network coding resources. These include quantum inspired evolutionary algorithm (QEA) [20] [46] , population based incremental learning (PBIL) [47] [48] and compact genetic algorithm (cGA) [49] . The second stream of research aims to minimize the link cost of a network coding based multicast, assuming the cost only comes from flows occupying links. Assume each link (i,k) within the network is associated with non-negative values a ik and c ik which are the cost per unit flow and how much capacity is used by flows, respectively. The total link cost is thus denoted as Σa ik c ik . In [10] [35] [36] , the minimum-cost network coding based multicast routing problem is formulated as a linear programming problem and solved by a distributed algorithm. The third stream of research focuses on simultaneously minimizing two objectives, i.e. the coding cost and the link cost [26] [27] . Experimental results show that there is not always a trade-off between the two objectives, e.g. in some instances, a single solution dominates all other solutions. In the literature, there is an increasing amount of studies on coding and link costs in network coding based multicast problems.
In addition to the cost, the transmission delay of a multicast is another important issue that has received considerable amount of attention. In [48] , when minimizing the required coding operations, we make sure that the constructed multicast session meets the delay constraint. Zhang et al present a network coding algorithm for video conferencing systems, where the maximum transmission delay is minimized while high throughput is retained [50] . In [8] , the problem of efficiently placing network coding nodes in overlay networks is concerned so as to keep a high data transmission rate and low delivery latency. Two algorithms have been developed to determine the positioning of a given number of coding nodes, where either a central node is aware of the full network statistics, or each node knows the local statistics from its neighbours. In [3] , online network coding with timely delivery guarantees is considered, where encoding rules are redefined to break the chains of linear combinations.
Note that, when network coding is implemented, coding cost and link cost will both incur. When setting up multicast sessions, one issue is that service providers of a network are more interested in the total cost (the sum of the coding cost and the link cost) involved during the multicast session, compared with either coding cost or link cost. This is because total cost is more accurate to estimate the network resources consumed for supporting the network coding based multicast. Hence, it is worth studying the minimization of the total cost of a multicast. To the best of our knowledge, no research has been conducted concerning the total cost. On the other hand, network users feel uncomfortable if transmission delays of the applications (e.g. video conferencing and IPTV) they request are too large, i.e. the users expect the transmission delays to be minimized. In this paper, we treat the network coding based multicast routing problem as a bi-objective optimization problem, with one objective to minimize the total cost and the other to minimize the maximum transmission delay of the multicast. These are two conflicting objectives in the bi-objective problem, where optimal solutions are a set of nondominated solutions, known as the Pareto-optimal front (PF) [11] .
Nondominated Sorting Genetic Algorithm II
Recently, multiobjective evolutionary algorithms have received increasing attention due to their population-based structures that can easily obtain multiple Pareto-optimal solutions in a single run [6] [13] [31] . Among them, elitist nondominated sorting genetic algorithm (NSGA-II) is one of the most successful and widely used multiobjective evolutionary algorithms [11] . Compared with its predecessor [40] , NSGA-II is featured with three significant advantages:
(1) a fast nondominated sorting approach that reduces the computational complexity from O(MN 3 ) to O(MN   2   ) , where M is the number of objectives and N is the population size; (2) an elitism approach that speeds up the search and prevents the loss of the promising solutions already obtained; and (3) a parameter-less diversity-preservation scheme that eliminates the difficulty of setting an appropriate value for the sharing parameter σ share which is responsible for retaining a diversified population in NSGA [12] . Since its introduction in 2002, NSGA-II and its variants have been successfully applied to various multiobjective optimization problems, including function optimization [12] , image watermarking [43] , system reliability optimization [29] , generation expansion planning [22] , electromagnetic device design [9] , optimal medical treatment [19] , the restoration of supply chain disruptions [39] , and so on.
Contributions of the Present Work
The contributions of our work are summarized as below.
− We for the first time formulate a bi-objective network coding based multicast routing problem, where the total cost and the maximum transmission delay are two conflicting objectives to be minimized simultaneously. We believe such investigation provides the important first step research towards wider range of intelligent resource optimization in network coding based multicast routing.
− We investigate the performance of nondominated sorting genetic algorithm II (NSGA-II) on the problem concerned, leading to two research findings. First, we observe that infeasible solutions account for a significant proportion of the search space for the problem concerned. If we randomly generate the initial population, it is very likely that only infeasible solutions would dominate populations throughout of the evolution, which seriously weakens the optimization performance of NSGA-II. Second, we find that NSGA-II is very likely to produce individuals with identical objective values at each generation. These individuals will harm the diversity and hence the performance of NSGA-II. However, the diversity preservation mechanism of NSGA-II is unable to prevent from the spread of these individuals in the population. The two findings are common problems arisen in population-based optimization for highly constrained and complex problems.
− We propose two adjustments to adapt NSGA-II for the bi-objective optimization problem concerned, where each adjustment aims to address one of the above identified findings. The first adjustment is an initialization technique to generate a feasible and diversified population at the beginning of the evolution. Hence the evolution of the search is more effective. The second adjustment is called individual delegate scheme. During the search, the scheme will retain only one of those individuals with identical objective values in the population. The individual delegate scheme acts as a compensation scheme to the diversity-preservation mechanism in the original NSGA-II, and helps to diversify the population.
Performance evaluations have been made via a large set of computer simulations. The proposed NSGA-II has shown to overweigh a number of state-of-the-art multiobjective evolutionary algorithms with respect to the obtained optimization results.
The rest of this paper is organized as follows: Section 2 presents the modeling and formulation of the bi-objective optimization problem. Section 3 briefly reviews the original NSGA-II proposed by Deb et al in 2002 [10] . In Section 4, the structure of the proposed algorithm is given in detail. After that, we analyze and discuss the simulation results in Section 5 and present our conclusions and future work in Section 6.
Problem Formulation
We use directed graph G = (V, E) to represent the network model, where V is the node set, E is the link set and each link eT has a capacity of unit rate [1] . In network coding based multicast (NCM), there are a source node sV, a set of receivers T = {t 1 ,…,t d }  V, and an expected data rate R (which is an integer). The source wants to deliver the same data to each node t k T at an identical data rate, i.e. R [24] [28] . Linear network coding is considered, which is sufficient to support NCM [34] .
Given a NCM request, the task in this paper emphasizes how to efficiently construct a subgraph that satisfies the data rate requirement by using NCM. This particular subgraph is called NCM subgraph and denoted by G NCM (s,T). In such a subgraph, there are R link-disjoint paths P i (s,t k ), i = 1,…,R, from s to receiver t k T, which guarantees that data rate R can be achieved. In NCM subgraph, a node is called coding node if the node combines different incoming data; for arbitrary coding node, an outgoing link is called coding link if the coded data generated at the node is sent out via this link. For example, the link-disjoint paths within the obtained NCM subgraph in Fig.1 (c) are shown in Fig.2 in detail, where data rate R is 2 [49] . Obviously, four paths P 1 (s, y), P 2 (s, y), P 1 (s, z) and P 2 (s, z) form the NCM subgraph.
In network G, a merging node is a non-receiver node that has multiple incoming links [24] [28] . Only merging nodes can serve as coding nodes. As discussed in [32] , the number of coding operations can be well estimated by that of coding links. In this paper, the total cost of the coding links is used to estimate the coding cost of a NCM subgraph. We assume each link eE, when occupied by the NCM subgraph, incurs a link cost.
To investigate the bi-objective NCM routing problem, some notations are listed below:
Z: the number of coding nodes in G NCM (s, T).
c code (n): cost of coding node n; The more data streams involved in the coding operation in n, the larger c code (n). R: the expected data rate from the source to each receiver.
R(s, t k ) : the actual data rate from the source to receiver t k T. 
D(P i (s, t k )): the end-to-end delay of path P i (s, t k ). Fig.2 A NCM subgraph and its link-disjoint paths [49] .
We define the bi-objective optimization problem as to build a NCM subgraph while simultaneously minimizing two objectives (the total cost C total and the maximum transmission delay D max of a multicast routing) and achieving the demanded data rate, as shown below:
Minimize:
Subject to:
Objective (1) is to minimize the total cost of the NCM subgraph, which consists of the coding cost and link cost;
Objective (2) is to minimize the delay of the NCM subgraph. Constraint (3) defines that the achievable data rate from s to each receiver must be at least R so that we can set up R link-disjoint paths from s to each receiver.
In multiobjective optimization problems, one may not find a single solution that is optimized in every objective [11] , e.g. the improvement in one objective may lead to the deterioration in other objectives. In our problem, optimal solutions are a set of nondominated solutions (known as the Pareto-optimal front [11] ), where no solution is superior to the others when taking into account all the objectives. For two solutions X 1 and X 2 , we say X 1 dominates X 2 (or X 2 is dominated by X 1 ) if either of the two conditions hold:
An Overview of Original NSGA-II
NSGA-II is one of the classical algorithms, having been successfully applied to many areas such as function optimization [11] [12] [40] , engineering optimization [9] [22] [43] , management [29] [39], medical treatment [19] , and so on.
Let X be an individual (solution) and f i (X), i = 1,…,M, be the value of the i-th objective of X, where M is the number of objectives. Let N denote the population size. Let P(t) and Q(t) be the parent population (where elite solutions are kept) and the offspring population at generation t, respectively. The pseudo code of NSGA-II is shown in Fig.3 (please refer to [12] for details).
In the evolution loop, the parent population P(t) and the offspring population Q(t) are combined together so that the elite solutions (individuals) already obtained cannot be lost. In step 7, all individuals in the combined population S(t) are evaluated (e.g. objective values f i (X), i = 1,…, M, for individual X are calculated) and sorted into different nondomination levels according to the individual dominance scheme [12] . Individuals that are not dominated by any other individual are assigned rank 1. Individuals that are dominated only by the individuals of rank 1 are assigned rank 2, and this recursive process iterates until all individuals in S(t) have a rank number. The nondominated sorting approach in NSGA-II has a computational complexity of O(MN 2 ). To realize the nondominated sorting, NSGA-II uses a domination count n X (the number of individuals which dominate individual X) and an individual set I X that individual X dominates.
First of all, each individual X is compared with other individuals within the population and obtains n X and I X . This requires O(MN) comparisons for each individual and hence the total complexity is O(MN 2 ). The above process determines rank 1, i.e. if n X = 0, individual X belongs to the first rank. Based on rank 1, the nondominated sorting approach determines rank 2 as follows: for each individual X with n X = 0, each individual X' in I X is visited and its domination count n X' is reduced by one. If n X' = 0, X' belongs to rank 2. The above procedure is continued with each individual in rank 2 so that rank 3 can be determined. The above process iterates until all individuals in the population are assigned a rank number. For individuals in rank 2 and above, the domination count n X can be at most N − 1. Hence each individual X can be visited at most N − 1 times before n X is reduced to zero. Note that X will never be visited again after it is assigned a rank number. Also, there are at most N − 1 individuals in rank 2 and above. Hence, to determine rank 2 and above requires a computational complexity of O(MN 2 ) which is the same as to determine rank 1. Therefore, the overall complexity of the nondominated sorting is O(MN 2 ).
When comparing two individuals in parent selection, the crowded comparison operator is adopted to guide the search towards the Pareto-optimal front (PF) [12] . In step 7, the individuals in S(t) are first sorted by their rank in an ascending order, where the one with a lower rank value is selected. If two individuals have the same rank, the crowding distance is used to estimate the density of individuals surrounding a particular individual in the population. The individual with the larger crowding distance is better and is thus chosen.
Step 10 applies crossover (with a crossover probability p c ) and mutation (with a mutation probability p m ) to the individuals in the mating pool to create the offspring population Q(t).
The final output is the set of all nondominated solutions in P(t) and Q(t).
Initialization

2.
Set t = 0 and Q(0) = Ø;
Randomly create P(0);
4. repeat
6.
S(t) = P(t) ∪ Q(t);
7. Sort individuals in S(t) by using two attributes:
(1) the nondomination rank and (2) the crowding distance;
8. Set P(t) = Ø and put the first N individuals into P(t);
9.
Select N individuals from P(t) to fill the mating pool by using tournament selection with crowded-comparison operator;
10. Implement crossover and mutation to the individuals in the mating pool and store the offspring population in Q(t); 
until the termination condition is met
Output the nondominated solutions in P(t) and Q(t);
The Proposed NSGA-II
In this section, first of all, the chromosome representation and the objective evaluation are introduced. Then, the two adjustments are described, i.e. an initialization scheme and an individual delegate scheme. Finally, the overall structure of the proposed NSGA-II is given in detail.
Chromosome Representation and Objective Evaluation
When developing multiobjective evolutionary algorithms, chromosome representation is one of the most important issues that need to be carefully devised. For the bi-objective optimization problem concerned in this paper, we adopt the binary link state (BLS) encoding to represent solutions. It has been successfully used in a number of network coding resource minimization problems (including some of our previous research) [24] [28] [49] .
As mentioned in Section 2, merging nodes within network G are of particular importance as they are allowed to Although it is a natural way to represent the bi-objective optimization problem, the BLS encoding suffers from a deficiency in terms of the resulting search space. In the problem concerned in this paper, there are two optimization objectives, i.e. the total cost C total and the maximum transmission delay D max . For each infeasible individual X, we set C total (X) = Ψ 1 and D max (X) = Ψ 2 , where Ψ 1 and Ψ 2 are two sufficiently large values (Ψ 1 = Ψ 2 = 10,000 in this paper). Otherwise, if X is feasible, we first find a corresponding NCM subgraph G NCM (s, T) and then calculate C total (X) and D max (X). For each receiver t k ∈T, we select R paths from the obtained link-disjoint paths from s to t k (if the max-flow is R then we select all the link-disjoint paths) and thus obtain R·d
We map all the selected paths to G D and obtain a feasible G NCM (s, T) based on which the two objectives C total (X) and D max (X) can be easily calculated according to formula (1) and (2) in Section 2.
The Initialization Scheme
The bi-objective optimization problem we study is a highly constrained problem, where infeasible solutions accounts for a large proportion of the search space (see detailed analysis in Section 5). Randomly created initial population may seriously deteriorate the optimization performance of NSGA-II.
It is widely recognized that, for evolutionary algorithms, a good initial population is more likely to lead to a better optimization result. For the network coding resource minimization problems in [24] [28] and our previous work [47] [48] [49] , an all-one individual, i.e. '11…1', is inserted into the initial population to guarantee that the search begins with at least one feasible individual (the all-one individual ensures that a feasible NCM subgraph can be found). This scheme shows to efficiently improve the evolution and solution quality and can be directly applied to our problem.
However, inserting an all-one individual is not sufficient to create a good initial population for the multiobjective problem concerned here. With a limited number of feasible individuals (i.e. the all-one individual may be the only feasible individual), the population cannot evolve efficiently towards the Pareto-optimal solutions. Inspired by the initialization scheme in [24] [28], we propose a new scheme that not only generates a considerable amount of feasible individuals but also make sure these individuals are diversified. Let X = {x 1 , x 2 ,…, x m } be an arbitrary individual, where
, is the i-th bit of X. Let N be the population size. Let set Ini be the set of generated initial solutions. Fig.5 shows the procedure of the new initial scheme. 11. Output set Ini as the initial population P(0) Fig. 5 The procedure of the proposed initialization scheme.
The new initial scheme enables the proposed NSGA-II to start with a set of feasible individuals, which helps it to obtain nondominated solutions that are as close to the true PF as possible (see Section 5 for details).
The Individual Delegate Scheme
As mentioned in Section 4. There is a diversity-preservation mechanism in the original NSGA-II. This mechanism deletes similar individuals from the population according to two attributes: the nondomination rank and the crowding distance. Individuals with a higher rank level and a lower crowding distance are more likely to be removed during the evolution of the population (see Section 3). However, assume a case where similar individuals in the first rank (i.e. nondominated individuals) correspond to the same NCM subgraph (this is quite possible because of the feature of our optimization problem). The existence of these individuals in this case decreases the diversity in the population. Unfortunately, the diversity-preservation mechanism in NSGA-II cannot identify these individuals because they are different in genotype space. The incompetence of NSGA-II in handling this case may lead to the spread of similar individuals in the first rank and thus a rapid loss of population diversity. In the experiments, we observe that in solving the problem concerned, those individuals (with the same C total and D max ) quite often account for a large proportion of the parent population P(t) which maintains the elite individuals found so far and serves as the source to fill the mating pool (see Section 5.4 for details). Hence, the optimization performance of NSGA-II is deteriorated in dealing with the problem concerned in this paper.
We develop an individual delegate scheme to diversify the population by deleting some of the individuals which have the same C total and D max . This scheme is inserted between step 6 and step 7 in Fig.3 . Assume population S(t) has 2N individuals (half from P(t) and half from Q(t)). 
individuals remaining in S(t).
Hence, the population diversity of our algorithm can be improved, as for any individual X in S(t), there is no other individual which has the same C total and D max with X.
The following shows how to choose the delegate for each group.
Suppose there is a group (one of the k 2 groups) of individuals with the same C total and D max . Theoretically, we cannot tell which one is better in the phenotype space. Fortunately, these individuals are usually different in the genotype space [26] . Hamming distance is widely used to measure the differences between two individuals in terms of their genes. In this paper, we use average Hamming distance to find the delegate of the group. For an individual X i in the group, and each individual in S(t), X j , where j = 1,…,2N and j ≠ i, the average Hamming distance (AHD) of X i is defined as (4).
A larger AHD indicates X i is situated in a less crowded region. We select the individual with the largest AHD as the delegate of that particular group to maintain the diversity of the population.
The individual delegate scheme is designed to diversity the population of our algorithm. It ensures that, in the parent population P(t), any two individuals are different in terms of objective values. The effect of the individual delegate scheme is evaluated in Section 5.
The Procedure of the Proposed NSGA-II
The proposed NSGA-II is characterized by two adjustments when applied to solve the bi-objective optimization problem concerned in this work. Fig.6 shows the detailed procedure of NSGA-II.
Instead of randomly generating the initial population, the proposed initialization scheme is used to produce N promising individuals. The main loop is similar to the procedure of original NSGA-II (shown in Fig.3 ) except for the use of the individual delegate scheme (step 8 in Fig.6 ). After applying this scheme, the size of S(t) may become smaller than N due to the deletion of individuals. So we replace step 8 in Fig.3 with steps 10-13 to determine P(t). The termination condition is either (1) a predefined number of generations, or (2) a predefined amount of computational time.
Initialization
2.
Set t = 0;
3.
Set the offspring population Q(0) = Ø;
4.
Create the parent population P(0) by using the new initialization scheme; // see Section 4.2 5. repeat
S(t) = P(t) ∪ Q(t);
Delete the individuals in S(t)
, chosen by the individual delegate scheme; // see Section 4.3
9.
Sort individuals in S(t) by using: (1) nondomination rank and (2) crowding distance; // see Section 3
if |S(t)| ≤ N then
Set P(t) = S(t);
12. else
Set P(t) = Ø and put the first N individuals of S(t) into P(t);
14. Select N individuals from P(t) by using the tournament selection with crowded-comparison operator;
15. Recombine the N individuals by crossover and mutation and produce offspring population Q(t); 
until the termination condition is met
Output the nondominated solutions in P(t) and Q(t);
Performance Evaluation
First, we introduce the test instances and performance metrics for evaluating the proposed NSGA-II. Then, we study the effectiveness of the two adjustments, i.e. the initialization scheme and the individual delegate scheme, respectively.
Finally, we compare the proposed NSGA-II with state-of-the-art multiobjective evolutionary algorithms (e.g. NSGA-II [12] and SPEA2 [52] ) in terms of the optimization performance.
Test Instances
We consider 10 different test instances, two on fixed networks and eight on randomly generated networks. The two fixed networks are 7-copy and 15-copy networks which have been used in a number of publications (e.g. [24] [47] [49] ) to test the performance of algorithms on the network coding resource minimization problem. Fig.7 illustrates an example of n-copy network, where Fig.7(b) is a 3-copy network constructed by cascading 3 copies of the original network in Fig.7(a) . As for n-copy network, the source is the node on the top and the receivers are at the bottom, e.g. s is the source and t i , i = 1…4, is the i-th receiver in the 3-copy network. The n-copy network has n + 1 receivers to which data rate from the source is 2. The eight random networks (Rnd-i, i = 1,…,8) are directed networks with 20 to 50 nodes. Table 1 shows the 10 instances and their parameters. In all experiments, the link cost c link (e) for link e is uniformly distributed in the range [5, 15] . The coding cost c code (n) for node n is in proportion to the number of data streams which are involved in the coding operation in node n. This makes sense because the more data streams involved, the more public buffering and computational resources consumed, and hence the larger cost. We assume the cost per data stream for coding is fixed at 4. For example, if there are two data streams involved in coding, the coding cost is 8. The propagation delay of link e is randomly generated in [2ms, 10ms]. We assume any coding operation consumes the processing time of 2ms. To encourage future scientific comparisons, the detailed information of all instances is provided at http://www.cs.nott.ac.uk/~rxq/benchmarks.htm. All experiments were run on a Windows XP computer with Intel(R) Core(TM)2 Duo CPU E8400 3.0GHz, 2G RAM. The results are achieved by running each algorithm 20 times (unless stated otherwise), from which statistical analysis is carried out. 
Performance Measures
To evaluate the performance of a multiobjective evolutionary algorithm from various aspects, we use the following three performance metrics which have been widely recognized in the studies of multiobjective optimization problems (7) where M is the number of objectives; Note that sometimes we do not know the true PF for highly complex multiobjective optimization problems including the problem concerned in this work. To determine a reference set PF ref , we combine the best-so-far solutions obtained by all algorithms in all runs and select the nondominated solutions as the reference set. This has been widely adopted in evaluating multiobjective algorithms in the literature.
The Initialization Scheme
The proposed initialization scheme is based on the use of an all-one individual. First, we investigate the distribution of feasible solutions in relation to the all-one individual. We then evaluate the new initialization scheme against existing initialization schemes.
The Distribution of Feasible Solutions over the Search Space
In this experiment, we generate a set of neighborhood solutions of different hamming distance to the all-one solution and study the distribution of those feasible neighbors to the all-one solution. Assume a solution is represented as n binary bits, where n is an integer. The all-one solution thus has a maximum distance of n to the all-zero solution.
For each hamming distance of i (i = 1,…, n − 1) to the all-one solution, we obtain 50 neighbors which represent solutions moving away from the all-one solution. We record the number of feasible solutions in the 50 neighbors and plot the number against i on four selected instances, as shown in Fig.8 . The results are interesting. Although feasible solutions are not evenly distributed over the search space around the all-one solution, those with smaller distance are more likely to be feasible. That is, the region where the all-one solution resides contains more feasible solutions. Hence inserting an all-one solution, to some extent, helps to guide the search towards promising region of more feasible solutions. This is also the reason that we generate a set of variants with small distance to the all-one solution as the initial population.
The Effectiveness of the Initialization Scheme
To evaluate the proposed initialization scheme, we compare the performance of three initialization schemes, as listed below.
 Ini-1: randomly generating the initial population (commonly used in evolutionary algorithms);
 Ini-2: randomly generating the initial population with an all-one vector inserted [24] [28] [49] ;
 Ini-3: the proposed initialization scheme (see Section 4.2);
As aforementioned, the bi-objective optimization problem is highly constrained. An initial population with more feasible solutions is more likely to result into better optimization results. So, our first experiment is to compare the number of the feasible solutions obtained by the three initialization schemes. We set the initial population size as 1,000.
This number is sufficiently large to reflect the performance of each scheme. Table 2 shows the comparisons of the three initialization schemes in terms of producing feasible solutions. It is seen that the population created by Ini-3 is full of feasible solutions for each instance, not surprisingly due to the devised scheme. Ini-2 generates at least one feasible solution in each instance, where one of them would be the all-one individual introduced. Both Ini-3 and Ini-2 enables the search to start with feasible solution(s). However, for Ini-1, the number of feasible solutions is zero for most of the instances (7 out of 10), even though the population size is large enough. This is because the search space of the problem contains large amount of infeasible solutions, thus random initial population would hinder the effective evolution in NSGA-II. Rnd-2 0 1 1,000
Rnd-3 1 2 1,000
Rnd-4 4 7 1,000
Rnd-5 0 1 1,000
Rnd-6 0 1 1,000
Rnd-7 0 1 1,000
Rnd-8 0 1 1,000
Our second experiment focuses on the impact of different initialization schemes on the performance of NSGA-II. We hereafter set initial population size as 40, offspring population size N = 40, the crossover probability p c = 0.9, and the mutation probability p m = 1/ℓ, where ℓ is the encoding length [12] . NSGA-II terminates after 200 generations.
First, for each scheme, we count the number of runs which output feasible solutions after the evolution, as shown in Table 3 . We see that both Ini-2 and Ini-3 perform much better than Ini-1. This observation illustrates that Ini-1 is not an appropriate initialization scheme for our optimization problem. We hereafter only consider Ini-2 and Ini-3 as possible initialization schemes and compare them in terms of their effect on the performance of NSGA-II.
We collect the mean and standard deviation of IGD, GD and MS obtained by NSGA-II with Ini-2 and Ini-3, respectively, as seen in Table 4 According to the experiments above, we find that Ini-3, when used in NSGA-II, outperforms Ini-1 and Ini-2 and is more likely to guide the search towards the PF. Table 3 The Number of Runs That Output Feasible Solutions. 
The Effectiveness of the Individual Delegate Scheme
As mentioned in Section 4. To gain an intuitive view of the trend of the percentage of type-2 individuals over generations, we plot the percentage versus generations on four selected instances in Fig.9 , where the data are averaged over 20 runs. Regarding NSGA-II with Ini-3, one can find that the percentage grows up with the evolution. The percentage starts from a very low value, indicating that our proposed initialization scheme can diversify the initial population. However, the percentage increases monotonously towards 100%. This shows type-2 individuals gradually take up the entire parent population with the search proceeding. As to NSGA-II with Ini-2, the percentage of type-2 individuals goes down rapidly to a relatively low value at early generations and then the percentage increases gradually to 100%. According to the data of Ini-2 in Table 2 ,
we know that almost all individuals in the initial population are infeasible individuals. In our work, all infeasible individuals are type-2 individuals since each of them has C total = D max = 10,000 (see Section 4.1). In the early generations, feasible individuals gradually replace infeasible ones in the parent population. Besides, among these feasible individuals, some of them are type-1 individuals and hence the data view a drop. After the drop, the trend is similar to that of NSGA-II with Ini-3. Since the performance of the first two algorithms is given in Table 4 , we provide the statistics of IGD, GD and MS of the latter two variants in Table 6 . From Table 4 and Table 6 , we can identify that Ini-2 + IDS performs better than Ini-2 in all instances regarding IGD in eight instances regarding GD, and seven instances regarding MS, respectively. Similar observations have been obtained comparing Ini-3 against Ini-3 + IDS in most of the instances. IDS is able to enhance the optimization performance of NSGA-II, no matter which initialization scheme is used. In addition, results in Table 6 demonstrate that Ini-3 + IDS performed the best in NSGA-II for solving the bi-objective optimization problem of this paper. Fig.10 shows the average performance of each variant in terms of the mean value of IGD, GD and MS, respectively, providing an intuitive view of the performance of the four variants of the algorithms. (b) The mean value of GD for different algorithms.
(c) The mean value of MS for different algorithms. 
The Overall Performance Evaluation
For the sake of clarity, we hereafter call the proposed algorithm, i.e. NSGA-II with Ini-3 and IDS, as NSGA-II for network coding based multicast, denoted by NSGAII-4N. In order to thoroughly evaluate the overall performance of NSGAII-4N, we compare it with four state-of-the-art multiobjective evolutionary algorithms in the literature. The four existing algorithms and their parameter settings are shown as below.
− NSGA-II: the original NSGA-II introduced in [12] (see Section 3). We set population size N = 40, the crossover probability p c = 0.9, and the mutation probability p m = 1/ℓ, where ℓ is individual length.
− NSGA-II-2: a modified NSGA-II with a problem specific selection scheme, proposed in [26] to address the issue of the tradeoff between coding cost and link cost in network coding based multicast. We set N = 40, p c = 0.9, and p m = 1/ℓ. − SPEA2: the strength Pareto evolutionary algorithm 2 [53] , one of the widely applied and recognized multiobjective evolutionary algorithms. Let the archive size be N arc . We set N = N arc = 40, p c = 0.9, and p m = 1/ℓ.
− MOPBIL: the multiobjective population based incremental learning [23] . We include this algorithm for comparison because: (1) PBIL shows excellent performance (compared with GA) when minimizing the single objective network coding resource problem [47] [48]; and (2) MOPBIL outperforms NSGA-II when applied to solve multiobjective robot system optimization problems [23] . MOPBIL is one of the ideal candidates to challenge GA-based multiobjective evolutionary algorithms. Let n PV be the number of probability vectors, α be the learning rate, and σ be the amount of shift in the mutation, respectively. We set N = 40, N arc = 10, n PV = 5, α = 0.15, p m = 0.02, and σ = 0.05.
Experiments have been carried out upon 10 instances (see Table 1 ). To make fair comparisons, each algorithm terminates at the same amount of computational time, i.e. c-time. For each instance, we fix its c-time in proportion to the number of nodes in the decomposed graph, i.e. the problem size of the instance. For example, we set c-time = 117 sec.
for the 7-copy instance and c-time = 253 sec. for the 15-copy instance (see Table 1 for details).
The statistics of IGD, GD and MS of the five algorithms are shown in Table 7 . First of all, we can see that the target problem is a hard multiobjective optimization problem since NSGA-II and SPEA2, both widely recognized, cannot find decent nondominated solutions for some instances. For most of the instances, NSGAII-4N obtains the smallest mean IGD, the smallest mean GD, and the largest mean MS, compared with the other four algorithms, demonstrating the best performance among the five algorithms.
As aforementioned, IGD can show the overall performance of an algorithm, measuring its convergence and diversity features simultaneously. To further support our observation that NSGAII-4N outperforms others, we compare the IGD values of the five algorithms by using Student's t-test [42] . The statistical results obtained by a two-tailed t-test with 38
degrees of freedom at a 0.05 level of significance are given in Table 8 . The result of Algorithm-1↔Algorthm-2 is shown as "+", "", or "~" when Algorithm-1 is significantly better than, significantly worse than, or statistically equivalent to Algorithm-2, respectively. Table 8 shows that NSGAII-4N outperforms other algorithms in most of the instances except the Rnd-4 and Rnd-8 networks. For the Rnd-4 network, the performance of NSGAII-4N is equivalent to those of NSGA-II-2 and MOPBIL while for the Rnd-8 network NSGAII-4N and NSGA-II-2 are statistically the same. We therefore conclude the proposed NSGA-II has the best optimization performance over all multicast scenarios concerned. 
Conclusion and Future Work
This paper investigates the bi-objective network coding based multicast routing problem, where the two objectives, the total cost and the maximum transmission delay, are minimized simultaneously. We adapt Nondominated Sorting Genetic Algorithm II (NSGA-II) for the above problem by introducing two adjustments, namely the initialization scheme and the individual delegate scheme. The two adjustments both aim to diversify the population thus contribute to an effective evolution towards the Pareto Front. The simulation results show that the adjusted NSGA-II performs significantly better than a number of existing multiobjective evolutionary algorithms in terms of several popular performance measures, i.e.
inverted generational distance, generational distance and maximum spread.
As aforementioned, the bi-objective optimization problem in this paper is a highly challenging. Several widely-recognized multiobjective evolutionary algorithms, such as NSGA-II and SPEA2, when directly applied to the problem, fail to obtain decent solutions in our experiments. In the future, we will extend our investigation by developing local-search operators in NSGA-II that make use of the domain knowledge in the highly constrained problem to enhance the local exploitation of the algorithm. In addition, the problem concerned in the paper is a static optimization problem where the landscape of the problem is fixed during the evolution. As the status of links and nodes of a network may change over time, it is more practical to consider a dynamic network environment, e.g. receivers join and leave a multicast session dynamically. Therefore, based on our current research we will further study the network coding based multicast in dynamic environments. After that, we plan to setup a real communication network platform and evaluate the performance of the proposed schemes in real world applications.
