Let m be a positive integer with m < p/2 and p is a prime. Let F q be the finite field in q = p f elements, Q(x) be a nonsinqular quadratic form over F q with q odd, V be the set of points in F n q satisfying the equation Q(x) = 0 in which the variables are restricted to a box of points of the type
where ξ 1 , . . . , ξ f is a basis for F q over F p and n > 2 even. Set ∆ = det Q such that χ ( (−1) n/2 ∆ ) = 1. We shall motivate work of (Cochrane, 1986 ) to obtain lower bounds on m, size of the box B, so that B ∩ V is nonempty. For this we show that the box B(m) contains a zero of Q(x) provided that m p 1/2 . We also show that the box B(m) contains n linearly independent zeros of Q(x) provided that m 2 n/2 p 1/2 .
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Introduction
Let F q be the finite fields in q = p f elements where p is a prime. Let Q(x) be a nonsingular quadratic form in F q [x 1 , ..., x n ] and V = V(Q) be the algebraic subset of F n q defined by the equation
(1.1) Considerable attention has been given to the problem of finding solutions of (1.1) in which the variables are restricted to a box of points of the type (Cochrane, 1986) , (Mordell, 1957 (Mordell, , 1964 , (Chalk, 1960) , (Chalk and Williams, 1965) , (Tietäväinen, 1967) , (Smith, 1970) , (Spackman, 1981) and (Myerson, 1981) .
Let m be any positive integer such that m < p/2, and let B(m) be the box of points in F n q as defined in (1.2). In this paper we shall motivate the work of (Cochrane, 1986) 
, to obtain bounds on size m of the box B so that B ∩ V is nonempty. We prove Theorem 1 Let Q(x) be a nonsingular quadratic form over F q with q odd, n > 2 even and det Q = ∆, such that
We shall devote Section 3 to give the proof of Theorem 1. If V is the set of zeros of a nonsingular quadratic form Q(x) then one can show that
for any box B (see (Cochrane, 1984) and (Hakami, 2009) ). It is apparent from (1.3) that |V ∩ B| is nonempty provided
For any x, y in F n q , we let x · y denote the ordinary dot product,
for complete sums. The key ingredient in obtaining the identity in (1.3) is a uniform upper bound on the function
In order to show that B ∩ V is nonempty we can proceed as follows. Let α(x) be a complex valued function on F n q such that α(x) 0 for all x not in B. If we can show that ∑ x∈V α(x) > 0 then it will follow that B ∩ V is nonempty. Now α(x) has a finite Fourier expansion
where
where ϕ(V, y) is defined by (1.4). A variation of (1.5) that is sometimes more useful is ∑
which is obtained from (1.5) by noticing that
Equations (1.5) and (1.6) express the incomplete sum ∑ x∈V α(x) as a fraction of the complete sum ∑ x α(x) plus an error term. In general |V| ≈ q n−1 so that the fractions in the two equations are about the same. In fact, if V is defined by a nonsingular quadratic form
To show that ∑ x∈V α(x) is positive, it suffices to show that the error term is smaller in absolute value than the (positive) main term on the right-hand side of (1.5) or (1.6). One tries to make an optimal choice of α(x) in order www.ccsenet.org/jmr Journal of Mathematics Research Vol. 7, No. 2; 2015 to minimize the error term. Special cases of (1.5) and (1.6) have appeared a number of times in the literature for different types of algebraic sets V ;see (Chalk, 1960) , (Tietäväinen 1967) , and (Myerson, 1981) . The first case treated was to let α(x) be the characteristic function χ S (x) of a subset S of F n q , whence (1.6) gives rise to formulas of the type
Equation (1.3) is obtained in this manner. Particular attention has been given to the case where S = B, a box of points in F n q . Another popular choice for α is let it be a convolution of two characteristic functions, α = χ S * χ T for S , T ⊆ Z n p . We recall that if α(x) , β(x) are complex valued functions defined on F n q then the convolution of α(x) , β(x) written α * β(x), is defined by
If we take α(x) = χ S * χ T (x) then it is clear from the definition that α(x) is the number of ways of expressing x as a sum s + t with s ∈ S and t ∈ T. Moreover, (S + T ) ∩ V is nonempty if and only if ∑ x∈V α(x) > 0. We make use of a number of basic properties of finite Fourier series, which are listed below. They are based on the orthogonality relationship,
and they can be routinely checked.
Let α(x) , β(x) be complex valued functions on F n q with Fourier expansions
The last identity is Parseval's equality
Auxiliary Lemmas
Let f (x) be a quadratic polynomial, then one can use well-known estimates for Gauss sums, Kloostterman sums and Salie ′ sums to obtain the following lemma; see (Carlitz, 1950) . 
Journal of Mathematics Research Vol. 7, No. 2; 2015 where χ(a) = 1 or −1 according as a is or is not square in F q .
We need the following lemma in order to prove part (ii) of Theorem 1. Proof. We follow the proof used by (Borevich and Shafarevich, 1966) to bound |V| . The proof is by induction on n. When n = 1 we know f (x) has at most d solutions in F q . Suppose the result holds for polynomials in n − 1 variables, and let f (x) ∈ F q [x 1 , ..., x n ]. Consider f (x) as a polynomial in x 1 , ..., x n−1 with coefficients in F q [x n ]. Let g(x n ) be the greatest common divisor of these coefficients, (in the U.F.D. F q [x n ], so that g(x n ) is determined up to some nonzero constant in F q ). Then f (x) = g(x n ) f 1 (x 1 , x 2 , ..., x n ) for some polynomial f 1 (x) which has the property that for any a ∈ F q , f 1 (x 1 , ..., x n−1 , a) is not the zero polynomial.
Let V 1 be the set of points x ∈ V such that g(x n ) = 0, and V 2 be the set of x ∈ V such that f 1 (x) = 0.
For each zero α of g(x n ) there are at most M n−1 points in S whose n th coordinate is equal to α. Since g(x n ) has at most d 0 zeros, this says
To estimate |V 2 ∩ S | , let π 1 (S ) be the projection of S onto the (x 1 , ..., x n−1 ) coordinate plane, and π n (S ) be the projection of S onto the x n -coordinate axis. Fix a value of x n in π n (S ), say x n = a. By the induction hypothesis f 1 (x) has at most d 1 M n−2 zeros with x n = a and (x 1 , ..., x n−1 ) ∈ π 1 (S ). Since |π n (S )| M, we conclude that
Proof of Theorem 1
and T = −S . We use (1.6) with α(x) = χ S * χ T (x). Let a(y), a S (y) , a T (y) be the Fourier coefficients of the functions α(x) , χ S (x) and χ T (x) respectively. Since T = −S it is easy to check that a T (y) = a S (y), for all y ∈ F n q , so that by
denote the sum over all y such that Q * (y) = 0, and ∑ ′′ y denote the sum over all y such that Q * (y) 0. Then by Lemma 1 and our assumption that The last equality follows from Parseval's identity (1.11). Hence, by (1.6) and the fact that ∑ Altogether, we conclude that q −1 (m + 1) n f − q (n/2)−1 2((2m
which is a contradiction if m 2 n/2 p 1/2 .
