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STABLE AND CONSISTENT DENSITY-BASED CLUSTERING
ALEXANDER ROLLE AND LUIS SCOCCOLA
Abstract. We present a consistent approach to density-based clustering, which satisfies a
stability theorem that holds without any distributional assumptions. We also show that
the algorithm can be combined with standard procedures to extract a flat clustering from
a hierarchical clustering, and that the resulting flat clustering algorithms satisfy stability
theorems. The algorithms and proofs are inspired by topological data analysis.
1. Introduction
1.1. Motivation and problem statement. Let f : Rd → R be a probability density func-
tion, and let X be its support. There is a hierarchical clustering H(f) of X where, for λ > 0,
H(f)(λ) is the set of connected components of {x ∈ X : f(x) ≥ λ}. This construction has a
long history; following Hartigan [Har75], we call H(f) the density-contour hierarchical cluster-
ing of X. A central problem of density-based clustering is to approximate H(f), given a finite
sample drawn from f .
A popular and successful approach to this problem is given by the robust single-linkage
algorithm. This algorithm was first proposed by Chaudhuri and Dasgupta [CD10], but the
basic idea goes back at least to Wishart [Wis69]. The algorithm is based on the single-
linkage hierarchical clustering algorithm, but it takes a density threshold k as a parameter, in
order to reduce the so-called “chaining” effect. Chaudhuri and Dasgupta prove a consistency
result for robust single-linkage: they show that the robust single-linkage of a sample of f
converges in probability to H(f), as the size of the sample tends to infinity. Chaudhuri and
Dasgupta do not have a metric on hierarchical clusterings, instead, they use techniques that go
back to Hartigan’s work on consistency to compare the density-contour hierarchical clustering
with a cluster tree produced from a sample. Independently, in their work on the stability
of single-linkage [CM10a], Carlsson and Me´moli define a metric on dendrograms using the
Gromov–Hausdorff distance. In this paper, we generalize this metric to arbitrary hierarchical
clusterings; using this, one can see that the robust single-linkage algorithm is not stable with
respect to Gromov–Hausdorff–Prokhorov-small perturbations of the input metric space, or to
small changes in the parameter k.
In their work on the HDBSCAN clustering algorithm [MH18], McInnes and Healy observed
that the robust single-linkage algorithm is the result of taking the path components of a
“horizontal” slice of the Degree-Rips bifiltration from topological data analysis [LW15, BL].
Here, horizontal means that a density threshold is fixed, and the spatial parameter of Degree-
Rips is allowed to vary. Other popular approaches to density-based clustering can be recovered
by taking vertical slices of Degree-Rips, and these approaches suffer from the same stability
problems as robust single-linkage. Inspired by the perspective of McInnes and Healy, and by
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techniques from multi-parameter persistent homology, we define a variant of robust single-
linkage, which we call γ-linkage. Using the metric we introduce, we prove that γ-linkage is
consistent, and that it has good stability properties.
1.2. Contributions. IfX is a set, then the collection of all possible clusterings ofX is partially
ordered by the refinement relation. We write C(X) for the poset of clusterings of X. For us, a
contravariant hierarchical clustering of X is given by an order-reversing map H : R>0 → C(X).
A motivating example is the density-contour hierarchical clustering H(f). There is a natural
generalization of this definition to multi-parameter hierarchical clusterings, which are moreover
allowed to be covariant in some parameters and contravariant in others. Then, one can use
correspondences and interleavings to obtain a distance between multi-parameter hierarchical
clusterings that generalizes the Carlsson–Me´moli distance on dendrograms. We call this the
correspondence-interleaving distance, denoted dCI. In this paper, we usually consider hierarchi-
cal clusterings of measure spaces; in this context, one can require the interleavings that appear
in the definition of dCI to respect the measures, and one obtains the measured-interleaving
distance, denoted dMI on multi-parameter hierarchical clusterings of measure spaces.
Given a metric probability space X, we define a three-parameter hierarchical clustering of
X, which we call the robust linkage of X. This is a simple generalization of the two-parameter
hierarchical clustering given by taking path components of the Degree-Rips bifiltration. The
robust linkage of X has, at index (s, t, k), the single-linkage clustering, with respect to the
distance scale t, of the following subset of X:
(1) X[s,k] =
{
x ∈ X :
∫
y∈X
K
(
dX(x, y)
s
)
dµX ≥ k
}
,
where K is a choice of kernel satisfying some mild hypotheses. See Fig. 1 for an example.
The first main result of the paper is a stability theorem for robust linkage:
Theorem. Robust linkage is uniformly continuous with respect to the Gromov–Hausdorff–
Prokhorov distance on compact metric probability spaces, and the measured-interleaving dis-
tance. If robust linkage is defined using the uniform kernel, then it is 2-Lipschitz.
If one takes K to be the uniform kernel, the robust single-linkage of a finite metric space
X is a one-dimensional slice of the robust linkage of X, where we fix the density parameter k.
If one fixes the spatial parameters s and t, letting k vary, one gets the hierarchical clustering
given by the connected components of the superlevel sets of the Rips-graph of X at distance
scale t, with respect to the kernel density estimate given by the kernel K and bandwidth s.
In general, by slicing the robust linkage of X along a curve γ in the robust linkage parameter
space, one gets a one-parameter hierarchical clustering; see Algorithm 1 for pseudocode for the
resulting algorithm γ-linkage. As is well known to researchers in multi-parameter persistent-
homology, slices of multi-filtrations that are parallel to an axis tend not to have good stability
properties. As a corollary to our stability theorem for robust linkage, we obtain the following
stability result for γ-linkage, for curves that are never parallel to an axis:
Corollary. If γ is continuously differentiable, and the first derivatives of its components are
bounded away from zero, then γ-linkage is uniformly continuous with respect to the Gromov–
Hausdorff–Prokhorov distance and the measured-interleaving distance. If γ-linkage is defined
using the uniform kernel, then it is Lipschitz.
Moreover, we prove that γ-linkage is also stable in the choice of γ, with respect to a suitable
distance between curves.
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If f is a continuous and compactly supported probability density function on Rd, then, with
high probability, the empirical measure of a sufficiently large sample of f is Prokhorov-close
to the f -measure, and the sample itself is Hausdorff-close to the support of f . Using this, one
can use the stability of γ-linkage to prove the following consistency result, for large enough
families of curves, which we call admissible families. For example, curves in the robust linkage
parameter space defined by linear functions form an admissible family. In the theorem, γ is a
reparameterization of γ, which depends only on γ and the ambient dimension d.
Theorem. Let f : Rd → R be a continuous and compactly supported probability density func-
tion, and let Xn be an i.i.d. n-sample of f . Let {γθ}θ∈Θ be an admissible family of curves. For
every n there is a parameter θ ∈ Θ such that dMI(γθ-linkage(Xn), H(f)) → 0 in probability
as n→∞.
Finally, we prove stability results for two well known procedures for extracting a flat (non-
hierarchical) clustering from a hierarchical clustering. The first procedure is based on the
ToMATo clustering algorithm of Chazal, Guibas, Oudot, and Skraba [CGOS13], and the sec-
ond procedure is based on the HDBSCAN clustering algorithm of Campello, Moulavi, and
Sander [CMS13]. The good stability properties of the ToMATo flattening procedure were
used in [CGOS13]; as far as we know, the stability properties of the HDBSCAN flattening
procedure have not been studied before. We explain how these procedures can be applied to
arbitrary hierarchical clusterings, and we establish their stability properties in general, in order
to emphasize that these procedures are not limited to the settings of [CGOS13] and [CMS13].
Because one can formulate a stability result for the ToMATo flattening procedure using the
correspondence-interleaving distance, and a stability result for the HDBSCAN flattening pro-
cedure using the measured-interleaving distance, one can combine γ-linkage with either of
these flattening procedures to get a stable flat clustering algorithm.
Figure 1. On the left, a probability density function f on the real line. On
the right, a heat map representing the bifiltration of the support X of f defined
in Eq. (1). The intensity of color at a point (s, k) in the heat map indicates the
proportion of points in X that are in X[s,k]. The dashed line across the heat
map indicates a possible choice of γ.
1.3. Related work. Distances between (one- and two-parameter) hierarchical clusterings have
been studied by Carlsson and Me´moli in [CM10a] and [CM10b]. The notions of hierarchical
clustering and the distances we present are generalizations of the ones studied by Carlsson and
Me´moli (Section 2.4).
The papers [RSNW12] and [CGOS13] address the stability of consistent hierarchical clus-
tering methods. In their frameworks, stability is guaranteed when their assumptions on the
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Parameter: A curve γ = (s, t, k) : (0,maxγ) → R3>0 such that s and t are non-
increasing and k is non-decreasing.
Input: A finite metric space X.
Output: A hierarchical clustering γ-linkage(X) of X.
For r ∈ (0,∞):
1. If maxγ ≤ r, let Gr be the empty graph.
If r < maxγ , let Gr be the graph with nodesx ∈ X : 1|X|∑
y∈X
K
(
d(x, y)
s(r)
)
≥ k(r)
 ,
and edges (x, y) if d(x, y) ≤ t(r).
2. Let γ-linkage(X)(r) be the connected components of Gr.
Algorithm 1. The γ-linkage algorithm when the input is a finite metric space.
underlying distribution are satisfied. In contrast, our stability results hold without any distri-
butional assumptions.
The consistency of robust single-linkage was first established in [CD10], and then generalized
to density functions supported on manifolds in [BNR+13]. In [EBW15], the consistency of
hierarchical clustering algorithms is formulated using distances, and, building on results of
Chaudhuri and Dasgupta, they show that robust single-linkage is consistent in their sense.
Combining density estimates and graphs that encode distance relations to estimate the
density-contour hierarchical clustering has a long history, and several methods based on this
idea have been proposed. See e.g. [BCP07, RW10, SN10, CGOS13].
In [BL], Blumberg and Lesnick prove a stability result for Degree-Rips. The hypotheses for
their result are weaker than the hypotheses for our stability result for robust linkage (they use
the Gromov–Prokhorov distance instead of the Gromov–Hausdorff–Prokhorov distance), and
the bounds in their conclusion are correspondingly weaker, since Degree-Rips is not continuous
with respect to the Gromov–Prokhorov distance.
1.4. Structure of the paper. In Section 2.1 and Section 2.2, we define hierarchical clus-
terings, the correspondence-interleaving distance, and the measured-interleaving distance. In
Section 2.3, we define the robust linkage of a metric probability space. In Section 2.4, we
give details about the relationship between our work and previous work on hierarchical clus-
terings and distances between them. In Section 3.1, we prove a stability theorem for robust
linkage (Theorem 3.7), and in Section 3.2, we define γ-linkage and prove stability results
for it (Proposition 3.12 and Proposition 3.14). In Section 4 we introduce two notions of con-
sistency, compare them to notions in the literature, and prove that γ-linkage is consistent
(Theorem 4.12). In Section 5, we study pruning and flattening procedures for hierarchical clus-
terings and prove stability results for the ToMATo-style and for the HDBSCAN-style pruning
and flattening (Proposition 5.9, Proposition 5.14, Proposition 5.19, and Theorem 5.21).
Acknowledgements. We thank Michael Lesnick for telling us about the good properties of
one-parameter slices that are not parallel to an axis, and for telling us about his work with
Blumberg on the stability of Degree-Rips, which inspired our work here. We thank Leland
McInnes for helpful discussion of both the theory and practice of HDBSCAN. And, we thank
Dan Christensen, Rick Jardine, and Michael Kerber for helpful discussion of this project and
related topics. The first author acknowledges the support of Austrian Science Fund (FWF)
grant number P 29984-N35.
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2. Hierarchical clusterings
In this section, we define (multi-parameter) hierarchical clusterings, and the correspondence-
interleaving distance between them. We also discuss hierarchical clusterings of measure spaces,
and define the measured-interleaving distance between them. We then present our main ex-
ample of a multi-parameter hierarchical clustering, the robust linkage of a metric probability
space.
2.1. The correspondence-interleaving distance.
Definition 2.1. Let X be a set. A clustering of X is a set of non-empty, disjoint subsets of
X. The elements of a clustering are called clusters.
Definition 2.2. Let X be a set. The poset of clusterings of X, denoted C(X), is the poset
whose elements are the clusterings of X, and where S  T ∈ C(X) if, for each cluster A ∈ S,
there is a (necessarily unique) cluster B ∈ T such that A ⊆ B.
In the next definition, we consider the strictly positive real numbers R>0 as a poset with its
usual ordering. Given a poset P , let P op denote the poset with the opposite order.
Definition 2.3. Let X be a set. A covariant hierarchical clustering of X is an order-
preserving map H : R>0 → C(X). A contravariant hierarchical clustering of X is an
order-preserving map H : Rop>0 → C(X).
In this paper, unless otherwise stated, the term hierarchical clustering will mean con-
travariant hierarchical clustering. An important motivating example is the following:
Example 2.4. If f : Rd → R is a probability density function, and X = supp(f), then there
is a hierarchical clustering H(f) of X, where, for r > 0, H(f)(r) is the set of connected
components of {x ∈ X : f(x) ≥ r}. Following Hartigan [Har75], we call this the density-
contour hierarchical clustering of f .
Remark 2.5. Some authors use path components, rather than connected components, in the
definition of the density-contour hierarchical clustering. Of course, the two notions agree in
many cases. Using connected components has a few technical advantages (e.g., Lemma 2.17
and Lemma 4.7).
A well known covariant hierarchical clustering is given by the single-linkage hierarchical
clustering algorithm:
Example 2.6. Let X be a metric space. We denote by SL(X) the single-linkage covariant
hierarchical clustering of X, where, for r > 0, SL(X)(r) is the partition of X defined by the
smallest equivalence relation ∼r on X with x ∼r y if dX(x, y) ≤ r.
In this paper, we will consider multi-parameter hierarchical clusterings that are covariant in
some parameters, and contravariant in others. We formalize this situation as follows.
Definition 2.7. Let n ≥ 1, and let ~v ∈ {−1, 1}×n. Let R~v>0 be the product poset R~v>0 =
R1 × · · · ×Rn, where
Ri =
{
R>0 if vi = 1
Rop>0 if vi = −1 .
Definition 2.8. Let X be a set, let n ≥ 1, and let ~v ∈ {−1, 1}×n. A ~v-hierarchical cluster-
ing of X is a map of posets H : R~v>0 → C(X).
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Notation 2.9. Let ~v ∈ {−1, 1}×n. We write ~ = (1, . . . , n) ≥ 0 if i ≥ 0 for 1 ≤ i ≤ n. For
~r = (r1, . . . , rn) ∈ R~v>0, we write ~r + ~v~ for (r1 + v11, . . . , rn + vnn) and we write ~r + ~v~ > 0
if ri + vii > 0 for all 1 ≤ i ≤ n.
Definition 2.10. Let H and E be ~v-hierarchical clusterings of a set X, and let ~ ≥ 0. We say
that H and E are ~-interleaved if, for all ~r ∈ R~v>0 such that ~r+~v~ > 0, we have the following
relations in C(X):
H(~r)  E(~r + ~v~) and E(~r)  H(~r + ~v~) .
Interleavings between hierarchical clusterings let us quantify how similar two hierarchical
clusterings of the same set are. As an example, we have the following stability result.
Proposition 2.11. Let f, g : Rd → R≥0 be probability density functions with the same support
and let  ≥ 0. Then ||f − g||∞ ≤  if and only if H(f) and H(g) are -interleaved.
Proof. If ||f − g||∞ ≤ , then, for every r ≥ , we have {f ≥ r} ⊆ {g ≥ r − }, and {g ≥
r} ⊆ {f ≥ r − }. This implies that, after taking connected components, every connected
component of {f ≥ r} is included in a connected component of {g ≥ r − }, and that every
connected component of {g ≥ r} is included in a connected component of {f ≥ r − }.
If H(f) and H(g) are -interleaved, then, for every x in the support of the functions, if
f(x) ≥ , then there exists a cluster in {g ≥ f(x)−} containing x, since x ∈ {f ≥ f(x)}. This
implies that for any x in the support of the functions we have g(x) ≥ f(x) − . A symmetric
argument shows that f(x) ≥ g(x)−  for every x in the support, concluding the proof. 
Since our goal is to approximate the density-contour hierarchical clustering using a sample,
we need to be able to compare hierarchical clusterings of different sets. We do this by using
correspondences.
Definition 2.12. A correspondence R between sets X and Y is given by a set R ⊆ X × Y
such that the projections piX : R→ X and piY : R→ Y are surjective.
If ψ : Y → X is a function between sets, and S = {Ci}i∈I is a clustering of X, then
ψ∗(S) = {ψ−1(Ci)}i∈I is a clustering of Y . This defines a map of posets ψ∗ : C(X) → C(Y ).
So if H is a ~v-hierarchical clustering of X, then there is a ~v-hierarchical clustering ψ∗(H) of
Y , defined by the composition
ψ∗(H) : R~v>0
H−→ C(X) ψ
∗
−→ C(Y ) .
Definition 2.13. Let H and E be ~v-hierarchical clustering of sets X and Y respectively, and
let R ⊆ X×Y be a correspondence. Let ~ ≥ 0. We say that H and E are ~-interleaved with
respect to R if pi∗X(H) and pi
∗
Y (E) are ~-interleaved as ~v-hierarchical clusterings of R.
Definition 2.14. Let H and E be ~v-hierarchical clustering of sets X and Y respectively.
Define the correspondence-interleaving distance
dCI(H,E) = inf{ ≥ 0 : there is a correspondence R ⊆ X × Y
such that H,E are (, . . . , )-interleaved with respect to R} .
Aside from set-theoretic concerns, dCI defines an extended pseudo metric on ~v-hierarchical
clusterings:
Proposition 2.15. The distance dCI satisfies the following properties, for all ~v-hierarchical
clusterings:
(1) For any H, dCI(H,H) = 0.
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(2) For any H,E, dCI(H,E) = dCI(E,H).
(3) For any H,E, F , dCI(H,F ) ≤ dCI(H,E) + dCI(E,F ).
Proof. The only non-trivial case is the triangle inequality, which is proved by composing cor-
respondences. If X,Y, Z are sets, and R ⊆ X × Y and S ⊆ Y × Z are correspondences,
S ◦R ⊆ X × Z is the correspondence
S ◦R = {(x, z) : there is y ∈ Y with (x, y) ∈ R and (y, z) ∈ S} .
If H and E are ~-interleaved with respect to R, and E and F are ~δ-interleaved with respect to
S, then H and F are (~+ ~δ)-interleaved with respect to S ◦R. 
2.2. The measured-interleaving distance. Recall that a measurable space (X, S) consists
of a set X together with a σ-algebra S of subsets of X, and that a measure space (X, S, µX)
consists of a measurable space (X, S) together with a measure µX defined on S. We usually
suppress the σ-algebra S from the notation. We will mostly be interested in the case where X
is a metric space and S is the Borel σ-algebra.
Definition 2.16. Let X be a measurable space and let H be a ~v-hierarchical clustering of X.
We say that H is measurable if every cluster of H is a measurable subset of X.
In the rest of this paper, we will always assume that probability density functions f : Rd →
R are continuous and compactly supported. In this case, the density-contour hierarchical
clustering H(f) is measurable, and moreover we have the following:
Lemma 2.17. Let f : Rd → R be a continuous, compactly supported probability density func-
tion. Let r > 0, and C ∈ H(f)(r). Then C is compact. 
We now introduce the distance we’ll use between measurable hierarchical clusterings of
measure spaces. The idea is to use correspondences and interleavings as before, but to keep
track of how much the interleavings distort the measures.
Notation 2.18. Let H and E be ~v-hierarchical clusterings of sets X and Y respectively. Let
~ ≥ 0, and let R ⊆ X × Y be a correspondence such that H and E are ~-interleaved with
respect to R. For ~r ∈ R~v>0 such that ~r + ~v~ > 0, we write RX : H(~r) → E(~r + ~v~) for the
function such that pi−1X (A) ⊆ pi−1Y (RX(A)) for all A ∈ H(~r).
Definition 2.19. Let H and E be measurable ~v-hierarchical clusterings of measure spaces
(X,µX) and (Y, µY ) respectively. Let ~ ≥ 0, m ≥ 0, and let R ⊆ X × Y be a correspondence.
We say that H and E are (~;m)-measured-interleaved with respect to R if H and E are
~-interleaved with respect to R, and, for all ~r ∈ R~v>0 such that ~r + ~v~ > 0, we have
µX
(⋃
i∈I
Ai
)
≤ µY
(⋃
i∈I
RX(Ai)
)
+m and µY
⋃
j∈J
Bj
 ≤ µX
⋃
j∈J
RY (Bj)
+m
for all finite collections {Ai ∈ H(~r)}i∈I and all finite collections {Bj ∈ E(~r)}j∈J .
Definition 2.20. Let H and E be measurable ~v-hierarchical clusterings of measure spaces
(X,µX) and (Y, µY ) respectively. Define the measured-interleaving distance
dMI(H,E) = inf{ ≥ 0 : there is a correspondence R ⊆ X × Y such that
H,E are (, . . . , ; )-measured-interleaved with respect to R} .
As in Proposition 2.15, it is easy to show that the measured-interleaving distance defines an
extended pseudo metric on measurable ~v-hierarchical clusterings of measure spaces.
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2.3. The robust linkage of a metric probability space.
Definition 2.21. A metric probability space consists of a metric space X together with a
Borel probability measure µX on X.
Definition 2.22. A kernel is a non-increasing function K : R≥0 → R≥0 that is continuous
from the right and such that 0 <
∫∞
0 K(r) dr <∞.
Note that, in particular, K(0) > 0 and limr→∞K(r) = 0.
Example 2.23. Many kernels used for density estimation are kernels in the above sense. We
will be particularly interested in K = 1{r<1} : R≥0 → R≥0, with K(x) = 1 if x < 1 and
K(x) = 0 otherwise. We refer to this as the uniform kernel.
Definition 2.24. Let K be a kernel, and let X be a metric probability space. Define the local
density estimate of a point x ∈ X at scale s > 0 as
(µX ∗Ks) (x) :=
∫
x′∈X
K
(
dX(x, x
′)
s
)
dµX .
Definition 2.25. Let K be a kernel, let X be a metric probability space, and let s, k > 0. Let
X[s,k] ⊆ X be the sub-metric space:
X[s,k] = {x ∈ X : (µX ∗Ks) (x) ≥ k} .
Note that, since K is non-increasing, we have X[s,k] ⊆ X[s′,k′] ⊆ X whenever s′ ≥ s and k′ ≤ k.
This forms a 2-parameter filtration of X, which we call the kernel density filtration of X.
We combine the kernel density filtration of a metric probability space with the single-linkage
construction to define the following (1, 1,−1)-hierarchical clustering.
Definition 2.26. Let K be a kernel, and let X be a metric probability space. Define the
robust linkage of X as the (1, 1,−1)-hierarchical clustering of X:
LK(X) : R>0 × R>0 × Rop>0 → C(X)
(s, t, k) 7→ SL (X[s,k]) (t) .
Notation 2.27. We often suppress K from the notation, and write L(X). All of the results
about L in this paper hold for arbitrary kernels in the sense of Definition 2.22. Some results
can be strengthened when K is the uniform kernel, and we will indicate these as they appear.
The robust linkage of a metric probability space is a measurable (1, 1,−1)-hierarchical clus-
tering. In order to show this, we need the following lemma.
Lemma 2.28. Let K be a kernel, and let X be a metric probability space. Let K−1 : R>0 →
R≥0 be defined as K−1(t) = min{u : K(u) ≤ t}. Then K−1 is a non-increasing function with
compact support, and we have, for every x ∈ X,
(µX ∗Ks) (x) =
∫ ∞
0
µX
(
B(x, sK−1(r))
)
dr.
Proof. Since K(r) → 0 as r → ∞, for every t > 0 the set {u : K(u) ≤ t} is non-empty.
Moreover, K is continuous from the right, so the set has a minimum, and thus K−1 is well-
defined. The fact that K−1 is non-increasing is clear, and the fact that it has compact support
follows from the fact that K is bounded.
To prove the statement about (µX ∗Ks), we need the following fact about K−1: for every
s, t ∈ R≥0 we have K−1(t) > s if and only if t < K(s). We prove this now. Having t < K(s)
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is equivalent to s not belonging to the set {u : K(u) ≤ t}, which in turn is equivalent to
s being strictly less than any u such that K(u) ≤ t. This last statement is equivalent to
s < min{u : K(u) ≤ t} = K−1(t). We finish the proof by computing∫
x′∈X
K
(
d(x, x′)
s
)
dµX =
∫
x′∈X
∫ ∞
0
1{
r<K
(
d(x,x′)
s
)} dr dµX
=
∫
x′∈X
∫ ∞
0
1{d(x,x′)<sK−1(r)} dr dµX
=
∫ ∞
0
∫
x′∈X
1{d(x,x′)<sK−1(r)} dµX dr
=
∫ ∞
0
µX
(
B(x, sK−1(r)
)
dr. 
Proposition 2.29. If X is a metric probability space, s, t, k > 0, and C ∈ L(X)(s, t, k), then
C is a Borel subset of X.
Proof. Let s, k > 0, and let X˜[s,k] ⊆ X be the subset X˜[s,k] = {x ∈ X : (µX ∗Ks) (x) > k}. It
is enough to show that X˜[s,k] is open in X. This is because, in that case, X[s,k] = ∩n∈NX˜[s,k−1/n]
is Borel, and, for t > 0, the clusters of SL(Y )(t) are open sets of Y for any metric space Y .
Fix s > 0, n ∈ N>0 and x ∈ X, and consider the function µX (B(x, u− 1/n)) as a function
of u. As n → ∞, we have µX(B(x, u − 1/n)) → µX(B(x, u)) from below, by σ-additivity. If
x ∈ X˜[s,k], this implies that there is N ∈ N such that∫ ∞
0
µX
(
B(x, sK−1(r)− 1/N)) dr > k,
by monotone convergence. Now, let y ∈ X be such that d(x, y) < 1/N , which gives us
B(x, sK−1(r)− 1/N) ⊆ B(y, sK−1(r)). This implies that∫ ∞
0
µX
(
B(y, sK−1(r))
)
dr ≥
∫ ∞
0
µX
(
B(x, sK−1(r)− 1/N)) dr > k,
so y ∈ X˜[s,k]. This implies that B(x, 1/N) ⊆ X˜[s,k], as required. 
2.4. Related approaches. Using correspondences and interleaving distances to compare hi-
erarchical clusterings has already been considered in the literature. We now briefly explain
the relationship between the correspondence-interleaving distance and distances considered in
[CM10a] and [EBW15].
In their work on the stability of the single-linkage hierarchical clustering algorithm [CM10a],
Carlsson and Me´moli compare dendrograms (which are covariant hierarchical clusterings with
some tameness conditions) (X1, D1) and (X2, D2) on finite sets X1 and X2 by associating to
them ultrametric spaces (X1, dD1) and (X2, dD2) in a standard way and using the Gromov–
Hausdorff distance to compare these ultrametric spaces. It is easy to show that dCI(D1, D2) =
2 dGH ((X1, dD1), (X2, dD2)). So, the correspondence-interleaving distance is a generalization
of the Carlsson–Me´moli distance on dendrograms.
The merge distortion metric of Eldridge, Belkin, and Wang [EBW15] is also closely related to
the correspondence-interleaving distance. We say that a merge function on a set X consists of
a function m : X ×X → [0,∞] that is symmetric and satisfies m(x, z) ≥ min(m(x, y),m(y, z))
for all x, y, z ∈ X. To every hierarchical clustering H on a set X one can assign a merge function
ηH on X by letting ηH(x, y) = sup{r > 0 : ∃C ∈ H(r), x, y ∈ C} for every x, y ∈ X. Vice
versa, given m : X ×X → [0,∞] a merge function, and r > 0, let X[r] = {x ∈ X : m(x, x) ≥
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r} ⊆ X, and define an equivalence relation on X[r] where x ∼[r] y if and only if m(x, y) ≥ r.
This defines a hierarchical clustering H(m) of X where, for r > 0, H(m)(r) = X[r] / ∼[r].
Given sets X1 and X2 and a correspondence R ⊆ X1 ×X2, as well as cluster trees (Defini-
tion 4.3) T1 and T2 on X1 and X2 respectively, together with functions h1 : X1 → R≥0 and
h2 : X2 → R≥0, Eldridge, Belkin, and Wang define the merge distortion dR((T1, h1), (T2, h2)).
Furthermore, to each pair (T , h), they define an associated merge function [EBW15, Defi-
nition 6], which yields a hierarchical clustering H(T , h). It is easy to show that the merge
distortion is
dR((T1, h1), (T2, h2)) = inf{ : H(T1, h1) and H(T2, h2) are -interleaved w.r.t. R}.
3. Stability
We now prove a stability theorem for the robust linkage of a metric probability space, which
was defined in Section 2.3. We then define the hierarchical clustering algorithm γ-linkage by
taking slices of robust linkage, and we deduce stability results for γ-linkage as corollaries of
our stability result for robust linkage.
3.1. Stability of robust linkage.
Definition 3.1. Let A,B be compact subsets of a metric space Z. The Hausdorff distance
between A and B is
dZH(A,B) = inf{ > 0 : A ⊆ B and B ⊆ A}
where W  = {z ∈ Z : ∃w ∈W,dZ(z, w) < } for any W ⊆ Z.
Definition 3.2. Let µ, ν be Borel probability measures on a metric space Z. The Prokhorov
distance between µ and ν is
dP(µ, ν) = inf{ > 0 : µ(A) ≤ ν(A) +  and ν(A) ≤ µ(A) +  for all Borel sets A ⊆ Z} .
Definition 3.3. Let (X,µX), (Y, µY ) be compact metric probability spaces. The Gromov–
Hausdorff–Prokhorov distance between (X,µX) and (Y, µY ) is
dGHP(X,Y ) = inf
i,j
(
max(dZH(i(X), j(Y )), dP(i∗µX , j∗µY ))
)
,
where the infimum is taken over all isometric embeddings i : X → Z and j : Y → Z into a
common metric space Z.
Say that two metric probability spaces (X,µX) and (Y, µY ) are isometry-equivalent if there
is a bijective isometry ψ : X → Y such that ψ∗(µX) = µY . Then, the Gromov–Hausdorff–
Prokhorov distance is a metric on the set of isometry-equivalence classes of compact metric
probability spaces; see, e.g., [Mie09].
Remark 3.4. Note that, in the definition of the Gromov–Hausdorff–Prokhorov distance, by
replacing i : X → Z and j : Y → Z with X → i(X) ∪ j(Y ) and Y → i(X) ∪ j(Y ), we may
assume that Z is compact and that every point in Z is in the image of i or j.
Lemma 3.5. Let K be a kernel and let r′ ∈ (0,K(0)). Let Z be a compact metric space and
let µ and ν be Borel probability measures on Z such that dP(µ, ν) <  for  > 0. Let x, y ∈ Z
such that dZ(x, y) < 
′. Then, for all s > 0, we have
(µ ∗Ks) (x) ≤ (ν ∗Ks+s) (y) + k,
for s =
+′
K−1(r′) and k = K(0)
(
K(0)
r′ − 1
)
+K(0).
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Proof. Using the formula of Lemma 2.28, we know that (µ ∗Ks) (x) =
∫K(0)
0 µ(B(x, sK
−1(r))) dr,
since, if r > K(0), then K−1(r) = 0. Note that, for any radius R ≥ 0, we have
µ (B(x,R)) ≤ ν (B(x,R)) +  ≤ ν (B(x,R+ )) +  ≤ ν (B(y,R+ + ′))+ ,
so we can bound the local density estimate of x as follows.
(µ ∗Ks) (x) ≤
∫ K(0)
0
ν(B(y, sK−1(r)++′))+ dr =
∫ K(0)
0
ν(B(y, sK−1(r)++′)) dr+K(0).
Since K−1 is non-increasing, and r′ < K(0), it follows that K−1(rr′/K(0)) ≥ K−1(r) for every
r ≥ 0. Moreover, for any 0 ≤ r ≤ K(0), we have K−1(rr′/K(0)) ≥ K−1(r′). These two
considerations imply that, for 0 ≤ r ≤ K(0), we have
sK−1(r) + + ′ ≤ (s+ (+ ′)/K−1(r′))K−1 (rr′/K(0)) .
Combining this with the above bound for the local density estimate of x we get
(µ ∗Ks) (x) ≤
∫ K(0)
0
ν
(
B
(
y,
(
s+ (+ ′)/K−1(r′)
)
K−1
(
rr′/K(0)
)))
dr +K(0)
=
K(0)
r′
∫ r′
0
ν
(
B
(
y,
(
s+ (+ ′)/K−1(r′)
)
K−1 (r)
))
dr +K(0)
≤ K(0)
r′
(
ν ∗K(s+(+′)/K−1(r′))
)
(y) +K(0).
Finally, note that, for 0 ≤ a ≤ M < ∞ and c ≥ 1, we have ca ≤ a + M(c − 1). As ν is a
probability measure, any local density estimate is bounded by K(0). This implies that
(µ ∗Ks) (x) ≤
(
ν ∗K(s+(+′)/K−1(r′))
)
(y) +K(0)
(
K(0)
r′
− 1
)
+K(0),
as required. 
Before proving the stability of L, we define a canonical correspondence between two compact
metric spaces embedded in a common metric space.
Definition 3.6. Let X and Y be compact metric spaces, let Z be any metric space, and let i :
X → Z and j : Y → Z be isometric embeddings. Define the closest point correspondence
Rc ⊆ X × Y , where (x, y) ∈ Rc if and only if dZ(i(x), j(y)) = miny′∈Y dZ(i(x), j(y′)) or
dZ(i(x), j(y)) = minx′∈X dZ(i(x′), j(y)).
Theorem 3.7. (1) For every  > 0, there exists δ > 0 such that if X and Y are compact
probability spaces and i : X → Z and j : Y → Z are isometric embeddings into a metric
space Z with dH(i(X), j(Y )), dP(i∗µX , j∗µY ) < δ, then L(X) and L(Y ) are (, , ; )-
measured-interleaved with respect to the closest point correspondence Rc ⊆ X × Y .
(2) Robust linkage is uniformly continuous with respect to the Gromov–Hausdorff–Prokhorov
distance and the measured-interleaving distance.
(3) If robust linkage is defined using the uniform kernel, then it is 2-Lipschitz with respect
to the Gromov–Hausdorff–Prokhorov distance and the measured-interleaving distance.
Proof. Let K be a kernel. For (1.), let r′ ∈ (0,K(0)) and δ > 0, and define δs = 2δK−1(r′) and
δk = K(0)
2/r′−K(0) +K(0)δ. We now prove that if X and Y are compact probability spaces
and i : X → Z and j : Y → Z are isometric embeddings with dH(i(X), j(Y )), dP(i∗µX , j∗µY ) <
δ, then LK(X) and LK(Y ) are (δs, 2δ, δk; δ)-measured-interleaved with respect to Rc. This
implies (1.), by taking r′ ∈ (0,K(0)) such that K(0)2/r′ −K(0) < /2, and δ > 0 such that
2δ/K−1(r′) < , 2δ < , and K(0)δ < /2.
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We start by showing that, for any s, t > 0 and k > δk, we have relations in C(Rc):
pi∗X
(
LK(X)
)
(s, t, k)  pi∗Y
(
LK(Y )
)
(s+ δs, t+ 2δ, k − δk)
pi∗Y
(
LK(Y )
)
(s, t, k)  pi∗X
(
LK(X)
)
(s+ δs, t+ 2δ, k − δk) .
We show that the first relation holds, and the second relation follows from a symmetric ar-
gument. Let (x, y) ∈ Rc. If (x, y) belongs to a cluster of pi∗X(LK(X))(s, t, k), then it belongs
to a cluster of pi∗Y (LK(Y ))(s + δs, t + 2δ, k − δk), by Lemma 3.5. Now, assume that (x, y)
and (x′, y′) ∈ Rc belong to the same cluster in pi∗X(LK(X))(s, t, k). This means that x ∼t x′
in X[s,k]. Since |dX(x1, x2) − dY (y1, y2)| < 2δ for every (x1, y1), (x2, y2) ∈ Rc, we have that
y ∼t+2δ y′ in Y[s+δs,k−δk] as required.
Now let Cn ∈ LK(X)(s, t, k) be a finite collection of clusterings. It follows from the previous
paragraph that there are Dn ∈ LK(Y )(s + δs, t + 2δ, k − δk) with pi−1X (Cn) ⊆ pi−1Y (Dn). It
remains to show that µY (∪nDn) ≥ µX(∪nCn)− δ.
In general, if M is a metric probability space, and p : M → N is an isometric embedding
into a metric space N , we can give N the pushforward measure p∗(µM ), and we get a function
p∗ : LK(M)(s, t, k) → LK(N)(s, t, k) such that p(E) ⊆ p∗(E) for all E ∈ LK(M)(s, t, k).
Write i∗ : LK(X)(s, t, k) → LK(Z)(s, t, k) for the function induced by i : X → Z, and
write A = ∪ni∗(Cn). By the Prokhorov assumption, i∗(µX)(A) ≤ j∗(µY )(Aδ) + δ. Below,
we show that j−1(Aδ) ⊆ ∪nDn, and therefore µY (∪nDn) ≥ µY (j−1(Aδ)) = j∗(µY )(Aδ) ≥
i∗(µX)(A)− δ ≥ µX(∪nCn)− δ.
Finally, we show that j−1(Aδ) ⊆ ∪nDn. To this end, let y0 ∈ j−1(Aδ). So, there is a0 ∈ A
with dZ(j(y0), a0) < δ. As a0 ∈ A, there is a t-chain (a0, a1, . . . , am, i(x)) in Z, where x ∈ Cn,
for some n, and (i∗(µX) ∗Ks) (a`) ≥ k for all 0 ≤ ` ≤ m. By Remark 3.4, we may assume that
each a` is in the image of i or j, so for 1 ≤ ` ≤ m, choose y` ∈ Y with dZ(j(y`), a`) < δ. By
Lemma 3.5, we have (µY ∗Ks+δs) (y`) ≥ k − δk for all 0 ≤ ` ≤ m. By the triangle inequality,
(j(y0), j(y1), . . . , j(ym), i(x)) is a (t+2δ)-chain in Z, and dZ(j(ym), i(x)) < t+δ. Choose y ∈ Y
with (x, y) ∈ Rc. Then dZ(i(x), j(y)) < δ, so dY (ym, y) < t+ 2δ. Therefore, (y0, y1, . . . , ym, y)
is a (t+ 2δ)-chain in Y . As x ∈ Cn, we have y ∈ Dn, so that y0 ∈ Dn as well.
To conclude the proof, note that (2.) follows directly from (1.), and that, when K is the
uniform kernel, K(0) = 1, and, for every r′ ∈ (0, 1) we have K−1(r′) = 1, since K−1 = K.
Letting r′ → 1, the interleaving we constructed above approaches a (2δ, 2δ, δ, δ)-interleaving,
as needed. 
3.2. Stability of γ-linkage.
Definition 3.8. Let H be a (1, 1,−1)-hierarchical clustering of a set X. A curve γ in the
(1, 1,−1)-parameter space is given by an interval Iγ = (0,maxγ) ⊆ R>0 and a continuous
function γ : Iγ → R>0 × R>0 × R>0 which is non-increasing in its first two coordinates,
and non-decreasing in its third coordinate. The slice of H by γ is the following hierarchical
clustering of X:
Hγ(r) =
{
∅ if r ≥ maxγ
H(γ(r)) if r ∈ Iγ .
Definition 3.9. Let K be a kernel, and let γ be a curve in the (1, 1,−1)-parameter space. If
X is a metric probability space, the γ-linkage of X is the hierarchical clustering LK(X)γ .
In this paper, we prove results about γ-linkage for large classes of curves in the (1, 1,−1)-
parameter space. The case when γ is a line is especially important in practice:
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Example 3.10. (1) Let a, b > 0. We write λa,b : (0, b/a) → R3>0 for the family of lines
with λa,b(r) = (b − ar, b − ar, r). As we will see below, this family of curves has
particularly good stability properties.
(2) Let h, δ > 0. We write T h,δ : (0,∞) → R3>0 for the family of lines with T h,δ(r) =
(δ, h, rvh), where vh =
∫
Rd K(||x||/h) dx. Slicing the robust linkage of a finite metric
space with T h,δ recovers the hierarchical clustering used in [CGOS13] when the input
density estimate is the kernel density estimate using the kernel K and bandwidth h,
and the input graph is the Rips-graph of the finite metric space obtained by using the
scale parameter δ.
(3) Let κ, α > 0. We write Rκ,α : (0,∞) → R3>0 for the family of lines with Rκ,α(r) =
(r, αr, κ). These are not curves in the (1, 1 − 1)-parameter space in the sense of Def-
inition 3.8, but one can still use these lines to take slices of (1, 1,−1)-hierarchical
clusterings; the resulting slices will be covariant rather than contravariant. Slicing the
robust linkage of a finite metric space with Rκ,α recovers the robust single-linkage algo-
rithm of [CD10]; see Example 3.15. Alternatively, one can define R˜κ,α : (0,∞)→ R3>0
by R˜κ,α(r) = (1/r, α/r, κ). With this family of lines, γ-linkage recovers the con-
travariant version of robust single-linkage that underlies the HDBSCAN algorithm; see
Section 5.3.
As is well known to researchers in multi-parameter persistent homology, interleavings be-
tween multi-parameter objects restrict to interleavings between suitable 1-parameter slices.
This yields a stability result for γ-linkage, for many choices of γ.
Definition 3.11. A curve γ = (γs, γt, γk) : Iγ → R3>0 in the (1, 1,−1)-parameter space is
non-singular in each component if it is continuously differentiable and γ′s, γ′t < 0 and
γ′k > 0.
Proposition 3.12. Let γ be a curve in the (1, 1,−1)-parameter space that is non-singular
in each component. Let H and E be measurable (1, 1,−1)-hierarchical clusterings of measure
spaces X and Y respectively, and let R ⊆ X × Y be a correspondence.
(1) Assume 0 < c = infr∈Iγ {min (|γ′s(r)|, |γ′t(r)|, γ′k(r))}. If  > 0 and H and E are
(, , ; )-measured-interleaved with respect to R, then Hγ and Eγ are (/c; )-measured-
interleaved with respect to R.
(2) Assume there exists r ∈ Iγ with Hγ(r) = ∅. For every  > 0 there is δ > 0 such that,
if H and E are (δ, δ, δ; δ)-measured-interleaved with respect to R, then Hγ and Eγ are
(; )-measured-interleaved with respect to R.
Proof. We start by proving (1). Let  > 0. We now prove that we have
γs(r) +  ≤ γs(r − /c), γt(r) +  ≤ γt(r − /c), and γk(r)−  ≥ γt(r − /c)(2)
for every r ∈ (,maxγ), We prove the case of γs, the others being analogous. Let u1, u2 ∈ R>0
such that γ−1s (u1) = r and γ−1s (u2) = r − /c. By the conditions on the derivatives, we have
/c = γ−1s (u1)− γ−1s (u2) ≤ 1/c (u2 − u1) = 1/c(γs(r − /c)− γs(r)).
By assumption, we have
pi∗X(H)(s, t, k)  pi∗Y (E)(s+ , t+ , k − ),
pi∗Y (E)(s, t, k)  pi∗X(H)(s+ , t+ , k − )
for all s, t, k > 0 with k −  > 0. We show that for all r such that r − /c > 0 we have
pi∗X(H
γ)(r)  pi∗Y (Eγ)(r−/c). The other inclusion works analogously. It is enough to consider
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r < maxγ , since for r ≥ maxγ , we have pi∗X(Hγ)(r) = ∅ by definition of slicing. So let
r ∈ (/c,maxγ), and compute
pi∗X(H
γ)(r) = pi∗X(H)(γs(r), γt(r), γk(r))  pi∗Y (E)(γs(r) + , γt(r) + , γk(r)− )
 pi∗Y (E)(γs(r − /c), γt(r − /c), γk(r − /c))
= pi∗Y (E
γ)(r − /c),
where the first inequality is by the (, , )-interleaving and the second one is by Eq. (2).
To prove (2) suppose that there is r0 ∈ Iγ such that Hγ(r0) = ∅ and assume given  > 0.
Without any loss of generality, suppose that  < r0. Choose r1, r2 ∈ Iγ such that r0 < r1 <
r2 < maxγ and such that 0 < c = infr∈(,r2) {min (|γ′s(r)|, |γ′t(r)|, γ′k(r))}, which can be done
since γ is non-singular in each component. Let δ = min(c(r1 − r0), c, ). We show now that
if H and E are (δ, δ, δ; δ)-measured-interleaved with respect to R, then Hγ and Eγ are (; )-
measured-interleaved with respect to R. It is enough to show that Eγ(r) = Hγ(r) = ∅ for every
r ≥ r1. This is because Eq. (2) holds for any r ∈ (, r1) and thus we can repeat the argument
given for (1) to show that, since δ ≤ min(c, ), Hγ and Eγ are (; )-measured-interleaved with
respect to R. We conclude the proof by showing that Eγ(r1) = ∅; this implies that Eγ(r) = ∅
for every r ≥ r1, while Hγ(r) = ∅ for every r ≥ r1 by assumption. As δ ≤ c(r1 − r0), we have
pi∗Y (E)(γ(r1))  pi∗X(H)(γs(r1) + c(r1 − r0), γt(r1) + c(r1 − r0), γk(r1)− c(r1 − r0))
 pi∗X(Hγ)(r1 − (r1 − r0)) = pi∗X(Hγ)(r0) = ∅,
where in the second step we used the fact that Eq. (2) holds for r1, since r1 ∈ (, r2). 
The preceding stability result does not apply to lines through the (1, 1,−1)-parameter space
that are parallel to an axis, such as the lines of Example 3.10 (2) and (3). This is a reason to
consider the family of lines in Example 3.10 (1) when constructing γ-linkage.
Another advantage of slices of multi-parameter objects that are not parallel to any axis
is stability in the choice of slice. In order to state this result, we need a notion of distance
between parametrized curves.
Definition 3.13. Let γ1 and γ2 be curves in the (1, 1,−1)-parameter space. For  > 0, we say
that γ1 and γ2 are -interleaved if |maxγ1 −maxγ2 | ≤  and for every r ∈ (,maxγ1) we have
γ1(r) ≤ γ2(r − ), and for every r ∈ (,maxγ2) we have γ2(r) ≤ γ1(r − ).
The following stability result is then straightforward to prove.
Proposition 3.14. Let X be a metric probability space, and let H be a (1, 1,−1)-hierarchical
clustering of X. If  ≥ 0 and γ1 and γ2 are curves in the (1, 1,−1)-parameter space that are
-interleaved, then dMI(H
γ1 , Hγ2) ≤ . 
There are no stability results for robust single-linkage analogous to Proposition 3.12 and
Proposition 3.14, as the following example shows.
Example 3.15. Let X be a finite metric space; we give X the normalized counting measure
and think of it as a compact metric probability space. Let k be a positive integer, and let α > 0.
In [CD10], Chaudhuri and Dasgupta define a covariant hierarchical clustering algorithm, which
is often called robust single-linkage. The robust single-linkage covariant hierarchical clustering
of X is RSLk,α(X)(r) = LK(X)(Rk/|X|,α)(r) = LK(X)(r, αr, k/|X|), where K is the uniform
kernel.
Let 0 < δ < 1, and let p > 1. Let k be a positive integer, and α > 0. Let X ⊂ R be the finite
subset with k points evenly distributed in [−δ, 0], and k points evenly distributed in [p, p+ δ].
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Let Y ⊂ R be the finite subset with k+ 1 points evenly distributed in [−δ, 0], and k− 1 points
evenly distributed in [p, p+ δ]. As p→∞,
dCI
(
RSLk,α(X),RSLk,α(Y )
)
→∞ .
But, as p → ∞, dGHP(X,Y ) is constant, and it can be made arbitrarily small by taking k
sufficiently large. This shows that robust single-linkage is not uniformly continuous in the
input metric space.
To see that robust single-linkage is not Lipschitz in k, observe that, as p→∞,
dCI
(
RSLk,α(X),RSLk+1,α(X)
)
→∞ .
We remark that a similar analysis shows that γ-linkage is also not stable when γ is the
vertical slice of Example 3.10 (2).
4. Consistency
Once one has the correspondence-interleaving distance and the measured-interleaving dis-
tance, there is a natural notion of consistency for hierarchical clustering algorithms associated
to each of these distances. In this section, we define these notions, and show that both im-
ply Hartigan consistency. Then, we show that γ-linkage is consistent with respect to both
distances.
4.1. Notions of consistency of hierarchical clustering algorithms.
Definition 4.1. A hierarchical clustering algorithm A with parameter space Θ is a map-
ping that assigns to each finite metric space X and each parameter θ ∈ Θ a hierarchical
clustering Aθ(X) of X.
In the next definition, we use the closest point correspondence Rc of Definition 3.6. In
the case of a sample Xn of X ⊂ Rd, we have Rc = {(x1, x2) ∈ Xn × X : ||x1 − x2|| =
minx∈Xn ||x− x2||}.
Definition 4.2. Let f : Rd → R be a probability density function, with X = supp(f). A
hierarchical clustering algorithm A with parameter space Θ is CI-consistent (respectively
MI-consistent) with respect to f if for every n ∈ N there exists a parameter θn ∈ Θ such
that, for every  > 0 and Xn an i.i.d. n-sample of X with distribution f , the probability that
Aθn(Xn) and H(f) are -interleaved (respectively -measured-interleaved) with respect to Rc
goes to 1 as n goes to ∞. In the case of MI-consistency, Xn is endowed with its empirical
measure µn and X with the measure µf defined by f .
Clearly MI-consistency implies CI-consistency. In the rest of this section, we prove that CI-
consistency implies Hartigan consistency. In order to define Hartigan consistency, we define
the notion of cluster tree algorithm.
Definition 4.3. Let X be a set. A cluster tree of X is given by a family T of subsets of X
with the property that whenever A and B are distinct elements of T , then one of the following
is true: A ∩B = ∅, A ⊆ B, or B ⊆ A. The elements of T are called clusters of T .
Example 4.4. Let H be a hierarchical clustering of a set X. We can define an associated
cluster tree FH = {C ∈ H(r) : r > 0}.
Definition 4.5. A cluster tree algorithm A with parameter space Θ is a mapping that
assigns to each finite metric space X and each parameter θ ∈ Θ a cluster tree Aθ(X) of X.
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Definition 4.6 ([Har81]). Let f : Rd → R be a probability density function, with X =
supp(f). A cluster tree algorithm A with parameter space Θ is Hartigan consistent with
respect to f if for every n ∈ N there exists a parameter θn ∈ Θ such that, given A and A′
distinct elements of H(f)(r) for some r > 0, and Xn an i.i.d. n-sample of X with distribution
f we have
P (An ∩A′n = ∅) n→∞−−−→ 1,
where An is the smallest cluster in Aθn(Xn) that contains A ∩ Xn, and A′n is the smallest
cluster in Aθn(Xn) that contains A′ ∩Xn.
Before we can prove that CI-consistency implies Hartigan consistency, we need a lemma,
which is basically a reformulation of [CD10, Lemma 14, Appendix : Consistency].
Lemma 4.7. Let f : Rd → R be a continuous, compactly supported probability density function,
let r > 0, and assume that H(f)(r) is finite. There is  > 0 such that, if A,A′ ∈ H(f)(r) with
A 6= A′, then there are B,B′ ∈ H(f)(r − ) with B 6= B′ such that A ⊆ B and A′ ⊆ B′.
Proof. Let r > 0, and write H(f)(r) = {A1, . . . , An}. For any i 6= j, define
sij = inf
x∈Ai,y∈Aj
||x− y|| .
By Lemma 2.17, Ai and Aj are compact, so sij > 0. Write s = mini 6=j sij . There are
continuous functions αi : X → R≥0 with αi(x) = infa∈Ai ||x − a||. For 1 ≤ i ≤ n, let
Yi = {x ∈ X : αi(x) = s/2}, and let Y = ∪ni=1Yi. Each Yi is closed in X, so Y is closed in
X, and therefore compact. As Y ∩ Ai = ∅ for 1 ≤ i ≤ n, we have Y ∩ {f ≥ r} = ∅, so that
f(y) < r for all y ∈ Y . As Y is compact, there is r′ < r such that f(y) ≤ r′ for all y ∈ Y . Let
 = (r − r′)/2. For 1 ≤ i ≤ n, let Ui = {x ∈ X : αi(x) < s/2}, and let
U0 = {x ∈ X : αi(x) > s/2 ∀ i ∈ {1, . . . , n}} .
By continuity of the αi, Ui is open in X for all 0 ≤ i ≤ n; and, if x ∈ X \ Y , then x ∈ Ui for
some 0 ≤ i ≤ n. So, {Ui ∩ {f ≥ r− }}ni=0 is an open cover of {f ≥ r− }. Moreover, we have
Ui ∩ Uj = ∅ for all 0 ≤ i, j ≤ n with i 6= j. Therefore, if C ⊆ {f ≥ r − } is connected, then
C ⊆ Ui for some 0 ≤ i ≤ n. Now, let 1 ≤ i, j ≤ n with i 6= j. There are Bi, Bj ∈ H(f)(r − )
such that Ai ⊆ Bi and Aj ⊆ Bj . As Ai ⊆ Bi, we have Bi ⊆ Ui, and similarly Bj ⊆ Uj .
Therefore, Bi 6= Bj . 
Theorem 4.8. Let f : Rd → R be a continuous and compactly supported probability density
function such that, for all r > 0, H(f)(r) has finitely many clusters. If a hierarchical clustering
algorithm A is CI-consistent with respect to f , then the associated cluster tree algorithm FA
is Hartigan consistent with respect to f .
Proof. Given r > 0 and distinct path components A and A′ of H(f)(r), we show that the
probability of An ∩ A′n = ∅ goes to 1 as n → ∞, where An is the smallest cluster in Aθn(Xn)
that contains A ∩ Xn and likewise for A′, and the θn are the parameters whose existence is
given by CI-consistency of A.
From Lemma 4.7 it follows that there exists  > 0 and distinct connected components
B,B′ ∈ H(f)(r − ) such that A ⊆ B and A′ ⊆ B′. Let δ ∈ (0, 1). By assumption, there
exists N such that, if n ≥ N , then the probability that Aθn(Xn) and H(f) are /2-interleaved
with respect to the closest point correspondence Rc ⊆ Xn × X is greater than 1 − δ. As Rc
contains the pairs (x, x) for x ∈ Xn, if Aθn(Xn) and H(f) are /2-interleaved with respect to
Rc, then Aθn(Xn) and i∗(H(f)) are /2-interleaved as hierarchical clusterings of Xn, where
i : Xn → X is the inclusion. It is therefore enough to show that if Aθn(Xn) and i∗(H(f)) are
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/2-interleaved, then An ∩ A′n = ∅. Now, if Aθn(Xn) and i∗(H(f))) are /2-interleaved, then
there exist C,C ′ ∈ Aθn(Xn)(r − /2) such that A ∩Xn ⊆ C ⊆ B and A′ ∩Xn ⊆ C ′ ⊆ B′. As
An ⊆ C and A′n ⊆ C ′, and B ∩B′ = ∅, we have An ∩A′n = ∅. 
4.2. Consistency of γ-linkage. We now prove that the hierarchical clustering algorithm γ-
linkage is MI-consistent with respect to any probability density function f : Rd → R that
is continuous and compactly supported. The strategy is to find curves γ such that the γ-
linkage of the metric probability space (supp(f), µf ) is a good approximation of H(f). Then,
the stability of γ-linkage implies that, for a sufficiently good sample Xn of f , the γ-linkage
of Xn is a good approximation of the γ-linkage of (supp(f), µf ).
To identify curves γ that we can use to approximate H(f), we introduce the notion of an
admissible family of curves in the (1, 1,−1)-parameter space. An example of an admissible
family is given by the family of lines of Example 3.10 (1).
Definition 4.9. Let γ : Iγ → R3>0 be a curve in the (1, 1,−1)-parameter space. We say that γ
is covering if γs is strictly decreasing and γs(r)→ 0 as r → maxγ , and γk is strictly increasing
and γk(r)→ 0 as r → 0.
Definition 4.10. Let K be a kernel, and let γ be a curve in the (1, 1,−1)-parameter space.
For s > 0, we write vs =
∫
Rd K(||x||/s) dx. Define a non-decreasing function ϕ : Iγ → R>0 by
ϕ(r) =
γk(r)
vγs(r)
.
If γ is covering, then ϕ is a bijection. In that case, we write γ = γ ◦ ϕ−1.
If γ is a curve in the (1, 1,−1)-parameter space that is covering, then γ is also a curve in the
(1, 1,−1)-parameter space, and for X a metric probability space, we say that the γ-linkage
of X is the hierarchical clustering L(X)γ .
Definition 4.11. We say that a family {γθ}θ∈Θ of curves in the (1, 1,−1)-parameter space is
an admissible family if each γθ is covering and non-singular in each component, and if, for
every b > 0, there is θ ∈ Θ such that for all r ∈ Iγθ , we have γθs (r), γθt (r) < b.
The rest of this section is devoted to proving the following consistency result.
Theorem 4.12. Let {γθ}θ∈Θ be an admissible family of curves in the (1, 1,−1)-parameter
space. The hierarchical clustering algorithm γ-linkage with parameter space Θ is MI-consistent
with respect to any continuous, compactly supported probability density function f : Rd → R.
Remark 4.13. For any curve γ in the (1, 1,−1)-parameter space, γ-linkage and γ-linkage
produce the same underlying cluster tree. So, it follows from the preceding theorem that if
{γθ}θ∈Θ is an admissible family of curves in the (1, 1,−1)-parameter space, then the algorithm
γ-linkage with parameter space Θ is Hartigan consistent with respect to any continuous,
compactly supported probability density function f : Rd → R.
For the rest of this section, we fix a continuous, compactly supported probability density
function f : Rd → R.
Notation 4.14. For s > 0, define fs : supp(f)→ R by
fs(x) =
∫
Rd
K
( ||x− y||
s
)
f(y) dy.
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Note that fs(x) = (f ∗Ks) (x) = (µf ∗Ks) (x). As supp(f) is compact, the continuous
function f is uniformly continuous. An elementary consequence (see e.g. [Fol13, Theorem 8.14])
is that fs/vs approximates f for small enough s:
Lemma 4.15. For every  > 0 there exists δ > 0 such that if s < δ then ||fs/vs−f ||∞ < . 
Definition 4.16. Let H be a hierarchical clustering of a set X. The density estimate given
by H is the function ηH : X → [0,∞] defined by
ηH(x) = sup{r > 0 : ∃C ∈ H(r), x ∈ C}.
Notation 4.17. We write L(f) for the robust linkage of supp(f), with respect to the proba-
bility measure µf . For any curve γ in the (1, 1,−1)-parameter space, we write hγ = ηL(f)γ . If
γ is covering, we write hγ = ηL(f)γ .
Lemma 4.18. Let γ be a curve in the (1, 1,−1)-parameter space that is covering. Then, for
any x ∈ supp(f), the quantity hγ(x) satisfies fγs(hγ(x))(x) = γk(hγ(x)). And, there exists
r1 ∈ Iγ such that hγ(x) < r1 for every x ∈ supp(f).
Proof. Note first that, for any x ∈ supp(f), hγ(x) = sup {r > 0 : fγs(r)(x) ≥ γk(r)}. We begin
the proof by showing the following: there is r1 ∈ Iγ such that {x ∈ supp(f) : fγs(r1)(x) ≥
γk(r1)} = ∅, and there is r0 ∈ Iγ such that {x ∈ supp(f) : fγs(r0)(x) ≥ γk(r0)} = supp(f). For
the existence of r1, note that fγs(r)(x) ≤ vγs(r) · max(f) for all x ∈ supp(f) and r ∈ Iγ . So
r1 exists, since, as r → maxγ , we have vγs(r) ·max(f) → 0 while γk(r) is increasing. For the
existence of r0 note that, for every r ∈ Iγ , the function fγs(r)(x) is continuous in x and strictly
positive for every x ∈ supp(f), so we have min(fγs(r)(x)) > 0 for any r ∈ Iγ . So r0 exists since,
as r → 0, we have γk(r)→ 0 while min(fγs(r)(x)) is increasing.
Now, the function fγs(r)(x) is decreasing and continuous in r, and γk(r) is continuous and
strictly increasing in r. Since fγs(r0)(x) ≥ γk(r0) and fγs(r1)(x) < γk(r1), we have that hγ(x)
is the unique number r ∈ [r0, r1] such that fγs(r)(x) = γk(r), as required. 
Lemma 4.19. Let  > 0, and let γ be a curve in the (1, 1,−1)-parameter space that is covering.
There is δ > 0 such that, if γs(r) < δ for every r ∈ Iγ, then ||hγ − f ||∞ < .
Proof. Using Lemma 4.15, let δ be such that if s < δ, then, for all x ∈ supp(f), we have
|fs(x)/vs − f(x)| < . By definition of γ, we have hγ(x) = ϕ(hγ(x)). Using Lemma 4.18, this
implies that, for all x ∈ supp(f),
hγ(x) = ϕ(hγ(x)) =
γk(h
γ(x))
vγs(hγ(x))
=
fγs(hγ(x))(x)
vγs(hγ(x))
,
So, if γs(r) < δ for every r ∈ Iγ , then |hγ(x)− f(x)| <  as γs(hγ(x)) < δ. 
In order to state the next lemma, we need a construction. Let T be a topological space, and
let U = {Ui}ni=0 be an open cover of T , with Ui 6= ∅ for all i. There is a graph GU associated
to U, with vertex set {0, . . . , n}, and with an edge (i, j) if Ui ∩ Uj 6= ∅. It’s easy to show that
if T is connected, so is this graph:
Lemma 4.20. If T is a connected topological space, and U = {Ui}ni=0 is a finite open cover of
T with Ui 6= ∅ for all i, then the graph GU is connected. 
Lemma 4.21. Let  > 0 and let γ be a curve in the (1, 1,−1)-parameter space that is covering.
There is δ > 0 such that, if γs(r), γt(r) < δ for every r ∈ Iγ, then L(f)γ and H(f) are
-interleaved.
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Proof. Using the fact that f is uniformly continuous, Lemma 4.19, and Lemma 4.15, choose
δ > 0 such that, for all x, y ∈ Rd, if ||x − y|| < δ, then |f(x) − f(y)| < /2, and such that, if
γs(r) < δ for all r ∈ Iγ , then ||hγ−f ||∞ < /2, and such that, if s < δ, then ||fs/vs−f ||∞ < /2.
Write X = supp(f). Let γ be a curve in the (1, 1,−1)-parameter space that is covering, and
such that γs(r), γt(r) < δ for every r ∈ Iγ . We show that we have the following relations in
C(X):
L(f)γ(r)  H(f)(r − ) and H(f)(r)  L(f)γ(r − )
for all r > . By Lemma 4.19, for any x ∈ X, if x is contained in a cluster of L(f)γ(r), then x
is contained in a cluster of H(f)(r − ); and if x is contained in a cluster of H(f)(r), then x
is contained in a cluster of L(f)γ(r − ).
Next, say x, y ∈ C ∈ L(f)γ(r) for r > . We show that x and y belong to the same cluster of
H(f)(r − ). Let r0 = ϕ−1(r), s0 = γs(r0), t0 = γt(r0), and k0 = γk(r0). So, by the definition
of ϕ, we have r = k0/vs0 . Note we have t0, s0 < δ. As x, y ∈ C, there is a chain x0, . . . , xn ∈ X
with x = x0, y = xn, such that fs0(xi) ≥ k0 and ||xi − xi+1|| ≤ t0 for all i. Dividing by vs0 ,
we have fs0(xi)/vs0 ≥ k0/vs0 = r. Let 0 ≤ i ≤ n − 1, and let αi : [0, 1] → Rd parameterize
the straight-line path from xi to xi+1. Let q ∈ [0, 1]. Because ||xi − αi(q)|| ≤ t0 < δ, we
have |f(xi) − f(αi(q))| < /2. As s0 < δ, we have |fs0(xi)/vs0 − f(xi)| < /2. So, we have
f(αi(q)) > r − . The concatenation of the αi is therefore a path in X from x to y such that
f(p) > r−  for all points p on the path. So, x and y belong to the same cluster of H(f)(r− ).
Finally, let x, y ∈ C ∈ H(f)(r). So, C is a connected component of {f ≥ r}. We show that
x and y belong to the same cluster of L(f)γ(r − ) for r > . Write t = γt(ϕ−1(r − )) > 0;
we will show that there is a t-chain (x = x0, . . . , xn = y) ∈ C. Let {Pi}i∈I be the set of path
components of C. For each i ∈ I, let P ti = ∪a∈PiBC(a, t). Then, {P ti }i∈I is an open cover
of C. By Lemma 2.17, C is compact, so there is a finite J ⊆ I such that U = {P ti }i∈J is an
open cover of C.
Now, say i, j ∈ J , and P ti ∩ P tj 6= ∅. We show that for any a ∈ Pi and any b ∈ Pj , there
is a t-chain in C connecting a and b. Choose w ∈ P ti ∩ P tj ; by definition, there is wi ∈ Pi
and wj ∈ Pj such that ||w − wi|| < t, and ||w − wj || < t. Then, there is a t-chain in Pi
connecting a to wi, and a t-chain in Pj connecting b to wj , which together give a t-chain in
C connecting a and b. By Lemma 4.20, the graph GU is connected. So, there is a t-chain in
C connecting x and y. 
Proposition 4.22. Let {γθ}θ∈Θ be an admissible family of curves in the (1, 1,−1)-parameter
space, and let Xn be a sample of f . For every  > 0 there exist θ ∈ Θ and δ > 0 such that, if
dP(µn, µf ), dH(Xn, supp(f)) < δ, then L(Xn)γ
θ
and H(f) are (; )-measured-interleaved with
respect to the closest point correspondence Rc ⊆ Xn ×X.
Proof. By Lemma 4.21, and the fact that the family {γθ}θ∈Θ is admissible, we can fix the
parameter θ so that H(f) and L(f)γθ are /2-interleaved. It is then enough to show that we
can choose δ > 0 such that, if dP(µn, µf ) < δ and dH(Xn, supp(f)) < δ, then L(f)γ
θ
and
L(Xn)γ
θ
are (/2; )-measured-interleaved with respect to the closest point correspondence.
To see that this can be done, note that the operation L(−)γθ is the composite of L(−) and
slicing by γθ, and apply Theorem 3.7(1) and Proposition 3.12(2), where the last result applies
by Lemma 4.18, since γθ is covering. 
Proposition 4.23. Let (X, d, µ) be a compact metric probability space with full support and
let Xn be an i.i.d. n-sample of X, seen as a subspace of X. Let  > 0. Then, the probability
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that max(dP(µn, µ), d
X
H (Xn, X)) >  goes to 0 as n→∞. Here µn is the normalized counting
measure given by the sample Xn.
Proof. We show that P (dXH (Xn, X) > ) → 0 as n → ∞. Since X is compact, for any  > 0
we can cover X with finitely many -balls, all of which have positive measure, by assumption.
This implies that the probability that there is a sample point inside of each of these goes to 1
as n goes to ∞.
We conclude by showing that P (dXP (µn, µ) > )→ 0 as n→∞. This follows from the facts
that the Prokhorov distance metrizes the weak convergence topology [BC68, Theorem 6.8] and
that i.i.d. samples of a separable metric space with the normalized counting measure converge
weakly to the sampled space, in probability [Par72, Chapter II, Theorem 7.1]. 
Proof of Theorem 4.12. The theorem follows from Proposition 4.22 and the fact that samples
converge to the space being sampled, Proposition 4.23. 
5. Pruning and flattening hierarchical clusterings
After constructing a hierarchical clustering of a dataset, one often wants to simplify this
hierarchical clustering. In this section, we consider some standard procedures for simplifying
hierarchical clusterings, and show that their stability properties can be formulated using the
correspondence-interleaving distance and the measured-interleaving distance. A pruning pro-
cedure removes clusters from a hierarchical clustering that are deemed insignificant in some
sense, leaving a simpler hierarchical clustering. A flattening procedure extracts a single clus-
tering of the underlying dataset from a hierarchical clustering.
In this section, we consider two pruning procedures for hierarchical clusterings, both of
which have an associated flattening procedure. All of these are well known, and have been
discussed in the literature. It is typical, though, that authors apply one of these procedures to
some hierarchical clustering, and only prove results about the composition of their hierarchical
clustering method and the simplificiation method. The contribution of this section is to esta-
bilish the stability properties of these simplification methods in general. Then, if one applies
one of these methods after any stable hierarchical clustering method, such as γ-linkage, one
has a stability result for the composition of the two methods.
The first procedure we consider is based on the ToMATo clustering algorithm of Chazal,
Guibas, Oudot, and Skraba [CGOS13]. The basic idea is to first prune the hierarchical clus-
tering according to persistence, removing those clusters that have only recently appeared in
the hierarchy, and then to extract a flat clustering by simply taking the leaves of the pruned
hierarchical clustering. This pruning procedure resembles also the pruning of [KCB+16]. This
pruning procedure has excellent stability properties, and for appropriately chosen persistence
thresholds, the associated flattening procedure also satisfies a nice stability theorem: this was
already established in [CGOS13], in the setting of that paper. We describe this method for
general hierarchical clusterings, and establish its stability results in general, in order to empha-
size that these pruning and flattening procedures are not limited to the settings of [CGOS13]
or [KCB+16].
The second flattening procedure we consider is based on the HDBSCAN clustering algorithm
of Campello, Moulavi, and Sander [CMS13]. This method applies to measurable hierarchical
clusterings of measure spaces, such as hierarchical clusterings of finite metric spaces, equipped
with the empirical measure. The idea is to first prune the hierarchical clustering according
to the measure of the cluster, and then to extract a flat clustering using a scoring function,
which takes into account both the persistence of clusters in the hierarchy, and their measures.
Pruning hierarchical clusterings according to measure has been considered in other contexts
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as well, e.g., [SN10]. To the best of our knowledge, the stability properties of this flattening
method have not been considered before. We show that, for sufficiently tame hierarchical
clusterings, this flattening procedure does enjoy a stability theorem.
Both of the flattening procedures we consider in this section actually produce more than a
flat clustering. These procedures produce a set of pairwise disjoint persistent clusters, in the
sense of the following:
Definition 5.1. Let X be a set. A persistent cluster C of X consists of an interval life(C) ⊆
R>0 together with a map of posets C : life(C)op → P(X). The underlying set of the
persistent cluster C is
U(C) =
⋃
r∈life(C)
C(r) .
Let birth(C) = sup life(C), death(C) = inf life(C), and length(C) = birth(C)− death(C).
We say that two persistent clusters are disjoint if their underlying sets are disjoint. There
is an obvious notion of interleaving between persistent clusters of the same set, and a notion
of interleaving with respect to a correspondence between persistent clusters of different sets,
and we use these notions, together with the correspondence-interleaving distance and the
measured-interleaving distance, to formulate our stability results for flattening procedures.
This section is structured as follows. In Section 5.1, we introduce the persistent clusters
of a hierarchical clustering, a fundamental notion that appears in many works on hierarchical
clustering. In Section 5.2, we study the pruning and flattening procedures based on ToMATo,
and prove stability results for them (Proposition 5.9 and Proposition 5.14) and in Section 5.3,
we study the pruning and flattening procedures based on HDBSCAN, and prove stability
results for them (Proposition 5.19 and Theorem 5.21).
5.1. The persistent clusters of a hierarchical clustering.
Notation 5.2. Let H be a hierarchical clustering of a set X. For r ≥ r′ we write H(r ≥ r′) :
H(r)→ H(r′) for the function that takes C ∈ H(r) to the unique D ∈ H(r′) such that C ⊆ D.
Alternatively, if C ∈ H(r) and r > q > 0, we write C[q] for the unique cluster in H(r− q) such
that C ⊆ C[q].
Definition 5.3. Let C and D be persistent clusters of a set X, and let  ≥ 0. We say that
C and D are -interleaved if |birth(C)− birth(D)|, |death(C)− death(D)| ≤ , and for every
r ∈ (death(C)+2, birth(C)) we have C(r) ⊆ D(r−) and for every r ∈ (death(D)+2, birth(D))
we have D(r) ⊆ C(r − ). Let R ⊆ X × Y be a correspondence between sets X and Y , let C
and D be persistent clusters of X and Y respectively, and let  ≥ 0. We say that C and D
are -interleaved with respect to R if pi−1X (C) and pi
−1
Y (D) are -interleaved as persistent
clusters of R.
We now define a fundamental object associated to any hierarchical clustering, which we call
the poset of persistent clusters. This object, or something equivalent, appears in many works
on hierarchical clustering. See, e.g., [KCB+16, Appendix A] or [MH18, Section 2.3].
Definition 5.4. Let H be a hierarchical clustering of a set X. Define the poset of persistent
clusters of H, denoted PC(H), as the poset with underlying set the following quotient set:
PC(H) =
(∐
r>0
H(r)
)
/ ∼,
where ∼ is the symmetric closure of the relation where, for C ∈ H(r) and C ′ ∈ H(r′) with
r ≥ r′, we have that C and C ′ are related if C ⊆ C ′ and for every r′′ ∈ [r′, r], there is exactly
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one cluster C ′′ ∈ H(r′′) such that C ′′ ⊆ C ′. Each C ∈ PC(H) is a persistent cluster in the
sense of Definition 5.1, with life(C) = {r > 0 : ∃C ∈ H(r) with C = [C]}. The partial order
on PC(H) is defined by C ≤ D if U(C) ⊆ U(D).
Lemma 5.5. Let H be a hierarchical clustering of a set X, and let C,D be distinct elements
of PC(H). The following are equivalent:
(1) C < D,
(2) for all r ∈ life(C), r′ ∈ life(D), we have r > r′ and C(r) ⊆ D(r′),
(3) there exist r ∈ life(C), r′ ∈ life(D) such that r > r′ and C(r) ⊆ D(r′).
Proof. We first prove (3) ⇒ (1). Let x ∈ U(C). There is i ∈ life(C) with i ≤ r such that
x ∈ C(i). As C(r) ⊆ D(r′), if r′ ∈ life(C), then C(r′) = D(r′), which implies C = D. So, we
may assume r′ 6∈ life(C), and therefore i > r′. As C(r) ⊆ D(r′), we have C(i) ⊆ D(r′), so that
x ∈ D(r′) and therefore U(C) ⊆ U(D).
Now we prove (1)⇒ (2). We show first that life(C) ∩ life(D) = ∅. Towards a contradiction,
say there is r ∈ life(C) ∩ life(D). Let x ∈ C(r). As C(r) ⊆ U(C) ⊆ U(D), there is r′ ∈ life(D)
with r′ ≤ r such that x ∈ D(r′), and therefore C(r) ⊆ D(r′). But this contradicts D(r) ∼
D(r′), and so life(C)∩life(D) = ∅. Let r ∈ life(C), and let x ∈ C(r). As C(r) ⊆ U(C) ⊆ U(D),
there is r′ ∈ life(D) such that x ∈ D(r′). If r′ > r, then for all i ∈ life(D), we have i > r and
D(i) ⊆ C(r), and so U(D) ⊆ U(C), and therefore C = D, a contradiction. Thus, we have
r > r′, and therefore r > r′′ for any r′′ ∈ life(D). And, we have C(r) ⊆ D(r′), and therefore
C(r) ⊆ D(r′′) for any r′′ ∈ life(D). 
Definition 5.6. We say that a hierarchical clustering H of a set X is finite if the set PC(H)
is finite and if there is r > 0 such that H(r) = ∅.
In practice, most hierarchical clusterings are finite. For example, if H is a hierarchical
clustering of a finite set, then PC(H) is finite, and if f : Rd → R is of compact support, and
when restricted to {f > 0} it is a Morse function with finitely many critical points, then H(f)
is finite.
Lemma 5.7. Let H be a hierarchical clustering of a set X, and let C,D ∈ PC(H). Then
U(C) ∩ U(D) = ∅ if and only if C and D are incomparable in PC(H). 
The flattening procedures that we discuss in this section work by selecting a set of persistent
clusters {C1, . . . ,Cn} from PC(H) such that the underlying point sets are pairwise disjoint,
i.e., such that {U(C1), . . . , U(Cn)} is a clustering of X. By Lemma 5.7, this is equivalent to
requiring that C1, . . . ,Cn are pairwise incomparable elements of PC(H), that is, that they
form an antichain of the poset PC(H).
5.2. Persistence-based pruning and flattening. As explained above, the pruning and
flattening methods studied in this subsection are based on the flattening procedure used in
[CGOS13].
Definition 5.8. Let H be a hierarchical clustering of a set X. For r > 0, and C ∈ H(r), let
pers(C) = sup{i > 0 : ∃A ∈ H(i) with A ⊆ C} − r .
Let τ ≥ 0, and let Hpers≥τ be the hierarchical clustering of X with
Hpers≥τ (r) = {C ∈ H(r) : pers(C) ≥ τ} .
By design, the pruning with respect to pers is stable:
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Proposition 5.9. Let H and E be hierarchical clusterings of sets X and Y respectively, and
let τ ≥ 0. The hierarchical clusterings Hpers≥τ and H are τ -interleaved and, if H and E
are -interleaved with respect to a correspondence R ⊆ X × Y , then Hpers≥τ and Epers≥τ are
-interleaved with respect to R.
Proof. We start with the first statement. For every r > τ we have Hpers≥τ (r)  H(r) 
H(r − τ). In the other direction, if r > τ and C ∈ H(r), let C ′ = C[τ ] ∈ H(r − τ). Then
C ′ ∈ Hpers≥τ (r − τ), by definition, so H(r)  Hpers≥τ (r − τ).
For the second statement, let H and E be -interleaved with respect to a correspondence R.
If C ∈ Hpers≥τ (r) for r > , then pers(RX(C)) ≥ pers(C) ≥ τ , so RX(C) ∈ Epers≥τ (r − ) and
thus Hpers≥τ and Epers≥τ are -interleaved with respect to R. 
Recall that an interval of a poset P consists of a subset I ⊆ P such that whenever we have
x ≤ y ≤ z ∈ P with x, z ∈ I, we also have y ∈ I. Let TOI(P ) denote the set of totally-ordered
intervals of P . Now, let H be a hierarchical clustering of a set X. Note that the poset PC(H)
has the property that, for all C ∈ PC(H), the set PC(H)>C = {D ∈ PC(H) : D > C} is
totally-ordered. If H is finite, and C ∈ PC(H) is such that PC(H)>C is non-empty, we let
S(C) be the minimum of PC(H)>C. We say that a leaf of a hierarchical clustering H is a
minimal element of PC(H), and we write leaves(H) for the set of leaves of H.
Now, let H and E be hierarchical clusterings of sets X and Y respectively, and assume there
is  ≥ 0 such that H and E are -interleaved with respect to a correspondence R ⊆ X×Y . For
C ∈ PC(H), let life(C)> = life(C)∩R>. Define a partial map iX : PC(H) 9 TOI(PC(E)) by
mapping a persistent cluster C to the totally-ordered interval {[RX(C(r))]}r∈life(C)> . If H and
E are finite, then we get a partial map mX : PC(H) 9 PC(E) by mapping C to min(iX(C)).
Note that this partial map is order-preserving.
Lemma 5.10. Let H and E be hierarchical clusterings of sets X and Y respectively, and
assume there is  ≥ 0 such that H and E are -interleaved with respect to a correspondence
R ⊆ X × Y . Let C ∈ PC(H).
(1) If birth(C) > , then mX(C) is defined, and birth(mX(C)) ≥ birth(C)− .
(2) If birth(C) > 2, then mY (mX(C)) is defined, and C ≤ mY (mX(C)).
(3) Assume all the leaves of H and E have length strictly greater than 2. If C ∈ leaves(H)
and D ∈ leaves(E), then D ≤ mX(C) if and only if C ≤ mY (D). 
Lemma 5.11. Let H and E be finite hierarchical clusterings of sets X and Y respectively, and
assume there is  ≥ 0 such that H and E are -interleaved with respect to a correspondence
R ⊆ X×Y . If the leaves of H and E all have length strictly greater than 2, then mX restricts
to a bijection leaves(H)→ leaves(E) such that C and mX(C) are -interleaved with respect to
R for every C ∈ leaves(H).
Proof. If C ∈ leaves(H), then life(C) > 2, so mX(C) is defined. We start by proving that
mX(C) is a leaf. So, let D ∈ leaves(E) with D ≤ mX(C), and assume that D 6= mX(C).
Then, we must have S(D) ≤ mX(C), and
birth(D)− 2 > birth(S(D)) ≥ birth(mX(C))
≥ birth(C)−  ≥ birth(mY (D))−  ≥ birth(D)− 2 ,
using Lemma 5.10 (1) and Lemma 5.10 (3). So birth(D)− 2 > birth(D)− 2, a contradiction,
and thus mX(C) is a leaf.
We now prove that mY (mX(C)) = C. By a symmetric argument to the one above,
mY (mX(C)) must be a leaf, and since, by Lemma 5.10 (2), C ≤ mY (mX(C)), and both
are leaves, we have C = mY (mX(C)).
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We now show that C andmX(C) are -interleaved. The inequality |birth(C)−birth(mX(C))| ≤
 follows from Lemma 5.10 (1). So, we show that death(mX(C)) ≥ death(C)−. If death(C) ≤
, this is immediate, so assume death(C) > . Choose C′ ∈ leaves(H) with C 6= C′ and such
that C′ < S(C). Then mX(C) 6= mX(C′) as C and C′ are leaves, and mX(C),mX(C′) <
mX(S(C)), asmX(C) andmX(C
′) are leaves. So, we have death(mX(C)) ≥ birth(mX(S(C)) ≥
birth(S(C))− = death(C)−. By a symmetric argument, we have |death(C)−death(mX(C))| ≤
. The inclusions in the definition of interleaving follow by construction of mX(C). 
The next definition is the analogue in our setting of [CGOS13, Definition 4.1].
Definition 5.12. Let H be a hierarchical clustering of a set X, and let 0 < a < b. We say H
is (a, b)-separated if length(C) ≥ b− a for all C ∈ leaves(Hpers≥a).
As we will show below, the flattening procedure H 7→ leaves(Hpers≥τ ) is stable, provided
that H is (a, b)-separated and that τ ∈ (a, b).
Lemma 5.13. Let H and E be finite hierarchical clusterings of sets X and Y respectively, and
assume there is  ≥ 0 such that H and E are -interleaved with respect to a correspondence
R ⊆ X × Y . If H is (a, b)-separated, and  < (b− a)/6, then E is (a+ 3, b− 2)-separated.
Proof. Let C ∈ leaves(Epers≥a+3) and C = C(birth(C)). Assume given C ′′ ∈ Epers≥a+3(r)
with r ≤ birth(C) and i ∈ [r, birth(C)] and C ′ ∈ Epers≥a+3(i) such that C,C ′ ⊆ C ′′ and
C 6⊆ C ′. It is enough to show that birth(C)− r ≥ b− a− 5.
Let C0 ∈ E(birth(C) + 2) and C ′0 ∈ E(i + 2) such that C0 ⊆ C and C ′0 ⊆ C ′. It follows
that RY (C0) 6⊆ RY (C ′0) and RY (C0), RY (C ′0) ⊆ RY (C ′′).
Write D = [RY (C0)] ∈ PC(Hpers≥a+). Say, towards a contradiction, that D is not a
leaf. Then, there is some leaf A < D, and length(A) ≥ b − a −  by assumption. We have
pers(A(birth(A))) ≥ a+, so pers(RY (C0)) ≥ (b−a−)+(a+) = b, and therefore pers(C) ≥ b.
This contradicts pers(C) = a+ 3.
Note that birth(D) ≤ birth(C)+3. Furthermore, as D is a leaf, we have length(D) ≥ b−a−,
and r −  6∈ life(D), as RY (C0), RY (C ′0) ⊆ RY (C ′′). So, birth(D) − (b − a − ) ≥ r − , and
therefore birth(C)− r ≥ b− a− 5, as required. 
We are ready to prove a stability result for the ToMATo-style flattening procedure.
Proposition 5.14. Let H and E be finite hierarchical clusterings of sets X and Y respectively,
such that H is (a, b)-separated, and assume there is  < (b − a)/12 such that H and E are
-interleaved with respect to a correspondence R ⊆ X × Y . Let τ ∈ (a+ 3, b− 6). Then there
is a bijection mX : leaves(Hpers≥τ )→ leaves(Epers≥τ ) such that, for all C ∈ leaves(Hpers≥τ ), C
and mX(C) are -interleaved with respect to R.
Proof. By Lemma 5.13, E is (a+3, b−2)-separated. So, all the leaves of Hpers≥τ and Epers≥τ
persist at least 4. By Proposition 5.9, Hpers≥τ and Epers≥τ are -interleaved with respect to
R. So, Lemma 5.11 gives the result. 
5.3. Measure-based pruning and flattening. We now consider measurable hierarchical
clusterings of measure spaces. A simple way to prune such hierarchical clusterings is to choose
a minimum cluster size m > 0, and remove clusters from the hierarchy with measure less than
m. This procedure is not stable if the hierarchical clustering contains clusters that persist
for a significant life-span with measure near the threshold m: we quantify this behavior in
Definition 5.15. In the absence of such clusters, we show that this measure-based pruning is
stable with respect to the measured-interleaving distance.
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Definition 5.15. Let H be a measurable hierarchical clustering of a measure space X, and
let m,κ, ρ > 0. We say H is (κ, ρ)-non-compressing around the minimum cluster size m if,
given r > r′, C ∈ H(r), C ′ ∈ H(r′) such that C ⊆ C ′ and such that |µX(C) − m| < κ and
|µX(C ′)−m| < κ, we have r − r′ < ρ.
Definition 5.16. Let H be a measurable hierarchical clustering of a measure space X, and
let m > 0. We let Hµ≥m be the measurable hierarchical clustering of X with
Hµ≥m(r) = {C ∈ H(r) : µX(C) ≥ m} .
Lemma 5.17. Let H and E be measurable hierarchical clusterings of measure spaces X and Y
respectively. Assume H and E are (κ, ρ)-non-compressing around the minimum cluster size m,
and that H and E are (; )-measured-interleaved with respect to a correspondence R ⊆ X × Y
for some  < κ. Then Hµ≥m and Eµ≥m are (+ ρ; )-measured-interleaved with respect to R.
Proof. Let r >  + ρ and let C ∈ H(r) with µX(C) ≥ m. Then, µY (RX(C)) ≥ m − . As
r−−ρ > 0, there is D ∈ E(r−−ρ) with RX(C) ⊆ D, and by the assumption that E is (κ, ρ)-
non-compressing around m, we have µY (D) > m + κ. As pi
−1
X (C) ⊆ pi−1Y (RX(C)) ⊆ pi−1Y (D),
this gives one direction of the (+ρ; )-measured-interleaving with respect to R, and the other
direction follows from a symmetric argument. 
Lemma 5.18. Let H and E be measurable hierarchical clusterings of measure spaces X and
Y respectively. Assume H is (κ, ρ)-non-compressing around the minimum cluster size m, and
that H and E are (; )-measured-interleaved with respect to a correspondence R ⊆ X × Y for
some  < κ. Then E is (κ− , ρ+ 2)-non-compressing around m.
Proof. Say r > r′ with r − r′ ≥ ρ + 2 and we have D ∈ E(r), D′ ∈ E(r′) with D ⊆ D′, and
|µY (D)−m| < κ−  and |µY (D′)−m| < κ− . Let C = H(r−  > r− − ρ)(RY (D)). As H
and E are (; )-measured-interleaved with respect to R, we have
m− (κ− ) < µY (D) ≤ µX(RY (D)) + 
≤ µX(C) +  ≤ µY (RX(C)) + 2 ≤ µY (D′) + 2 < m+ (κ− ) + 2 ,
and so m − κ < µX(RY (D)) ≤ µX(C) < m + κ, contradicting the assumption that H is
(κ, ρ)-non-compressing around m. 
Proposition 5.19. Let H and E be measurable hierarchical clusterings of measure spaces X
and Y respectively. Assume H is (κ, ρ)-non-compressing around the minimum cluster size m,
and that H and E are (; )-measured-interleaved with respect to a correspondence R ⊆ X × Y
for some  < κ/2. Then Hµ≥m and Eµ≥m are (3 + ρ; )-measured-interleaved with respect to
R.
Proof. This follows from Lemma 5.17 and Lemma 5.18. 
One can extract a flat clustering from the pruned hierarchical clustering Hµ≥m, using a pro-
cedure introduced by Campello, Moulavi, and Sander [CMS13], whose HDBSCAN algorithm
uses this procedure to extract a flat clustering from the robust single-linkage hierarchical clus-
tering of a finite metric space. If H is a measurable hierarchical clustering of a probability
space, and m > 0 is a minimum cluster size such that H is (κ, ρ)-non-compressing around m
for sufficiently small ρ, then, assuming some further mild hypotheses, the flattening procedure
of Campello, Moulavi, and Sander is stable with respect to the measured-interleaving distance.
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Definition 5.20. Let H be a finite measurable hierarchical clustering of a probability space
X, and let m > 0. The weighted persistence score of C ∈ PC(Hµ≥m) is
wpers(C) =
∫
r∈life(C)
µX(C(r)) dr .
If H is a finite measurable hierarchical clustering of a probability space X, then one can
extract a flat clustering of X from H by fixing a minimum cluster size m, and choosing a
set of persistent clusters C1, . . . ,Cn ∈ PC(Hµ≥m) that maximizes the total score wpers(C1) +
· · · + wpers(Cn), subject to the constraint that the underlying point sets U(C1), . . . , U(Cn)
are pairwise disjoint. Equivalently, by Lemma 5.7, subject to the constraint that C1, . . . ,Cn
are pairwise incomparable in PC(Hµ≥m). If there is a unique set of persistent clusters that
maximizes the total score and that satisfies the constraint, we call this set of persistent clus-
ters the weighted persistence flattening of H with respect to the minimum cluster size
m, and we denote it by WP(H,m). We say that the clearance of H with respect to m
is the largest number c > 0 such that, for every set of pairwise incomparable persistent
clusters A1, . . . ,Ap ∈ PC(Hµ≥m) with WP(H,m) = {C1, . . . ,Cn} 6= {A1, . . . ,Ap}, we have
wpers(A1) + · · ·+ wpers(Ap) + c ≤ wpers(C1) + · · ·+ wpers(Cn).
We are ready to prove a stability result for the weighted persistence flattening procedure.
We remark that assumptions (1) and (2) in the following theorem are satisfied for suitable κ,
ρ, and m whenever H = H(f) for f : Rd → R of compact support such that when restricted
to {f > 0} it is a Morse function with finitely many critical points all of which have distinct
associated critical values.
Theorem 5.21. Let H be a finite measurable hierarchical clustering of a probability space X,
and let m > 0 such that H is (κ, ρ)-non-compressing around m, where
(1) ρ < υ := min{length(C) : C ∈ PC(Hµ≥m)},
(2) there is δ > 0 such that if C ∈ PC(Hµ≥m) and r, r′ ∈ life(C) with |r − r′| < δ, then
|µX(C(r′))− µX(C(r))| < m− κ.
Let  < min((υ − ρ)/2, κ/2, δ/2), and let E be a finite measurable hierarchical clustering of a
probability space Y such that H and E are (; )-measured-interleaved with respect to a corre-
spondence R ⊆ X × Y . Then, there is an embedding of posets σ : PC(Hµ≥m) → PC(Eµ≥m)
such that, for all C ∈ PC(Hµ≥m), length(σ(C)) ≥ length(C)− (2+ ρ), and, if D ∈ PC(Eµ≥m)
is such that length(D) > 4 + 2ρ, then there is C ∈ PC(Hµ≥m) such that σ(C) = D, and
length(C) ≥ length(D)− (4+ 2ρ). Assume further that the weighted persistence flattening of
H with respect to m is unique, and that ρ and  can be chosen such that
10+ 5ρ+ 2 ·
(
p∑
i=1
length(Ai)
)
< c ,
where c is the clearance of H with respect to m, and {A1, . . . ,Ap} is any set of pairwise incom-
parable elements of PC(Hµ≥m). Then, if WP(H,m) = {C1, . . . ,Cn}, and D = {D1, . . . ,D`}
is a set of pairwise incomparable elements of PC(Eµ≥m) with maximal total score, then ` ≥ n,
and, rearranging D if necessary, for 1 ≤ i ≤ n, the persistent clusters Ci and Di are (3+ 2ρ)-
interleaved with respect to R, and
∑`
j=n+1 wpers(Dj) ≤ 4+ 2ρ.
Proof. Let C ∈ PC(Hµ≥m). As 2+ ρ < υ, there is r ∈ life(C) such that
birth(C)− ρ > r > death(C) + 2 .
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We therefore have µX(C(r+ρ)) ≥ m, and by the assumption that H is (κ, ρ)-non-compressing
around m, we have µX(C(r)) ≥ m + κ, so that µY (RX(C(r))) ≥ m + κ −  > m. Define
σ : PC(Hµ≥m)→ PC(Eµ≥m) by σ(C) = [RX(C(r))].
To see that σ is well-defined, consider birth(C)−ρ > r1 > r2 > death(C)+2. We show that
RX(C(r1)) ∼ RX(C(r2)). Towards a contradiction, let r3 ∈ [r2 − , r1 − ] and D ∈ Eµ≥m(r3)
such that D ⊆ RX(C(r2)) and D 6= RX(C(r3 + )). Let
i = sup{r ∈ [r2 − , r3) : D ⊆ RX(C(r + ))} .
Choose 0 ≤ ζ, ζ ′ such that D ∩ RX(C(i +  + ζ)) = ∅ and D ⊆ RX(C(i +  − ζ ′)), and such
that 2 + ζ + ζ ′ < δ, and ζ ′ < i −  − death(C). Let M = µX(C(i +  + ζ)). As H,E are
(; )-measured-interleaved with respect to R, we have µY (RX(C(i+ + ζ)) ≥M − . By the
choice of ζ and ζ ′, we have
µY (RX(C(i+ − ζ ′))) ≥ µY (RX(C(i+ + ζ))) +m ≥M − +m .
So, µX(RY (RX(C(i+−ζ ′)))) ≥M−2+m. As ζ ′ < i−−death(C), we have RY (RX(C(i+
− ζ ′))) = C(i− − ζ ′). So,
µX(C(i− − ζ ′)) ≥M − 2+m > M − κ+m = µX(C(i+ + ζ))− κ+m .
As (i+ + ζ)− (i− − ζ ′) < δ, this contradicts assumption (2). So, σ is well-defined.
To see that σ is a map of posets, say C1 < C2 in PC(Hµ≥m), and choose r1, r2 such that
birth(C1)− ρ > r1 > death(C1) + 2 and birth(C2)− ρ > r2 > death(C2) + 2 .
By definition, σ(C1) = [RX(C1(r1))] and σ(C2) = [RX(C2(r2))]. As C1 < C2, we have
C1(r1) ⊂ C2(r2) by Lemma 5.5, so that RX(C1(r1)) ⊆ RX(C2(r2)), and therefore σ(C1) ≤
σ(C2).
Next we show that σ is an embedding of posets. First, say that C1 6= C2 and C1 < C2. We
show that σ(C1) 6= σ(C2). Choose r1, r2 such that
birth(C1)− ρ > r1 > death(C1) + 2 and birth(C2)− ρ > r2 > death(C2) + 2 .
As C1 < C2, we have r1 > r2 and C1(r1) ⊆ C2(r2). We show first that, for any r ∈
(birth(C2),min(birth(C2) + υ, r1)), there is D ∈ Hµ≥m(r) such that D ⊆ C2(r2) and D 6=
H(r1 > r)(C1(r1)). As r > birth(C2), we have C2(r2) 6∼ H(r1 > r)(C1(r1)), so there is
i ∈ [r2, r] and A ∈ Hµ≥m(i) with A ⊆ C2(r2) and A 6= H(r1 > i)(C1(r1)). Let A =
[A] ∈ PC(Hµ≥m). As A 6∼ C2(r2), we have A < C2, and so death(A) ≥ birth(C2). If
birth(A) < r, then length(A) < υ, a contradiction. So, birth(A) ≥ r, and we can take
D to be the representative of A at index r. Next, we will choose r in a slightly smaller
interval. As death(C1) ≥ birth(C2), we have r1 > birth(C2) + 2; as 2 < υ − ρ, we have
birth(C2) + υ − ρ > birth(C2) + 2. So, we can choose
r ∈ (birth(C2) + 2,min(birth(C2) + υ − ρ, r1)) ,
and there is D ∈ Hµ≥m(r) such that D ⊆ C2(r2) and D 6= H(r1 > r)(C1(r1)). Let D =
[D] ∈ PC(Hµ≥m). We show now that death(D) = birth(C2). We have D < C2, so death(D) ≥
birth(C2). Let i ∈ (birth(C2), r), and let B = [H(r > i)(D)] ∈ PC(Hµ≥m). If D 6= B, then
length(B) < υ, a contradiction. So, death(D) ≤ i, and therefore death(D) = birth(C2). It
follows that birth(D)− ρ > r > death(D) + 2. As birth(D)− ρ > r, we have µY (RX(D)) > m.
If RX(H(r1 > r)(C1(r1))) = RX(D), then H(r1 > r − 2)(C1(r1)) = H(r > r − 2)(D),
which contradicts r > death(D) + 2. So, RX(H(r1 > r)(C1(r1))) 6= RX(D), and therefore
[RX(C1(r1))] 6= [RX(C2(r2))], as desired.
Second, say that C1 6= C2 and C1 6< C2 and C2 6< C1. Choose r1, r2 such that birth(C1)−
ρ > r1 > death(C1) + 2 and birth(C2) − ρ > r2 > death(C2) + 2. Assume, without loss
27
of generality, that r1 ≥ r2. As C1 and C2 are incomparable, we have H(r1 ≥ r2)(C1(r1)) ∩
C2(r2) = ∅. As r2 > death(C2) + 2, we have
H(r1 > r2 − 2)(C1(r1)) ∩H(r2 > r2 − 2)(C2(r2)) = ∅ .
So, we must haveRX(H(r1 ≥ r2)(C1(r1)))∩RX(C2(r2)) = ∅, so thatRX(C1(r1))∩RX(C2(r2)) =
∅. Thus, σ(C1) 6≤ σ(C2). As r1 ≥ r2, we have σ(C1) 6> σ(C2).
Now, let D ∈ PC(Eµ≥m), and assume that length(D) > 4 + 2ρ; we show that there is
C ∈ PC(Hµ≥m) such that σ(C) = D. Choose r ∈ life(D) such that r > death(D) + 4 + 2ρ,
let D = D(r), and let C = RY (D). As µX(C) ≥ m −  > m − κ, we have µX(C[ρ]) > m + κ
by the assumption that H is (κ, ρ)-non-compressing around m. Let r′ = r −  − ρ, and let
C = [C[ρ]] ∈ PC(Hµ≥m). There are three cases. (1) birth(C) − ρ > r′ > death(C) + 2. As
r > death(D)+2+ρ, we have D ∼ D[2+ρ] = RX(C[ρ]), so σ(C) = D. (2) birth(C)−ρ ≤ r′.
Then there is 0 < ζ ≤ ρ such that birth(C)− ρ > r′ − ζ > death(C) + 2. As
r > death(D) + 2+ 2ρ ≥ death(D) + 2+ ρ+ ζ ,
we have D ∼ D[2 + ρ + ζ] = RX(C[ρ + ζ]), so σ(C) = D. (3) r′ ≤ death(C) + 2. Let
i = death(C)− ρ, let A = H(r −  > i)(C), and let A = [A] ∈ PC(Hµ≥m). Then, as ρ < υ, we
have birth(A) = death(C). Choose ξ > 0 such that ξ < υ−ρ−2 and r−ξ > death(D)+4+2ρ.
Then, birth(A) − ρ = i > i − ξ > death(A) + 2, so that σ(A) = [RX(A(i − ξ))] = [E(r >
i − ξ − )(D)] = D as i − ξ −  > death(D). Note that, if D ∈ PC(Eµ≥m) is such that
length(D) > 4 + 2ρ, then we have proved that there is C ∈ PC(Hµ≥m) such that σ(C) = D,
and we have that C and D are (3+ 2ρ)-interleaved with respect to R.
Let C ∈ PC(Hµ≥m). Then, by the definition of σ, we have
wpers(σ(C)) ≥ wpers(C)− (2+ ρ) · µX(U(C))−  · length(C) .
If D ∈ PC(Eµ≥m) such that length(D) > 4 + 2ρ, then there is C ∈ PC(Hµ≥m) such that
σ(C) = D, and by the proof that D is in the image of σ, we have
wpers(C) ≥ wpers(D)− (4+ 2ρ) · µY (U(D))−  · (length(D)− 4− 2ρ)
≥ wpers(D)− (4+ 2ρ) · µY (U(D))−  · length(C) .
We now assume that the weighted persistence flattening of H with respect to m is unique,
and that ρ and  can be chosen such that
10+ 5ρ+ 2 ·
(
p∑
i=1
length(Ai)
)
< c ,
where c is the clearance of H with respect to m, and {A1, . . . ,Ap} is any set of pairwise
incomparable elements of PC(Hµ≥m). We write WP(H,m) = {C1, . . . ,Cn}, and we let D =
{D1, . . . ,D`} be a set of pairwise incomparable elements of PC(Eµ≥m) with maximal total
score. Rearranging D if necessary, there is 0 ≤ t ≤ ` such that, for 1 ≤ i ≤ t, length(Di) >
4 + 2ρ and there is Ai ∈ PC(Hµ≥m) with σ(Ai) = Di, and for t < j ≤ `, length(Dj) ≤
4+ 2ρ. Using the inequalities of the previous paragraph, and the assumption that X and Y
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are probability spaces, we have
t∑
i=1
wpers(Ai) ≥
t∑
i=1
wpers(Di)− (4+ 2ρ)−  ·
t∑
i=1
length(Ai) ,
∑`
j=t+1
wpers(Dj) ≤ (4+ 2ρ) ·
∑`
j=t+1
µY (U(Dj)) ≤ 4+ 2ρ ,
n∑
i=1
wpers(σ(Ci)) ≥
n∑
i=1
wpers(Ci)− (2+ ρ)−  ·
n∑
i=1
length(Ci) .
Using these three inequalities, we have
t∑
i=1
wpers(Ai) ≥
∑`
i=1
wpers(Di)−
∑`
j=t+1
wpers(Dj)− (4+ 2ρ)−  ·
t∑
i=1
length(Ai)
≥
n∑
i=1
wpers(σ(Ci))− 2(4+ 2ρ)−  ·
t∑
i=1
length(Ai)
≥
n∑
i=1
wpers(Ci)− (10+ 5ρ)− 2 ·max
(
n∑
i=1
length(Ci),
t∑
i=1
length(Ai)
)
,
and therefore,
t∑
i=1
wpers(Ai) + c >
n∑
i=1
wpers(Ci) .
So, we have t = n, and {A1, . . . ,At} = {C1, . . . ,Cn}. 
6. Conclusions and future work
We have defined a three-parameter hierarchical clustering of a metric probability space,
which we call robust linkage, from which one can recover many popular hierarchical cluster-
ing methods by taking one-parameter slices. We defined a hierarchical clustering algorithm
γ-linkage by taking one-parameter slices of robust linkage. We proved that robust linkage
satisfies a stability theorem that holds without any distributional assumptions, and as a corol-
lary, we deduced a stability theorem for γ-linkage when the curve γ is never parallel to an
axis. We proved that γ-linkage is consistent with respect to continous and compactly sup-
ported probability density functions on Euclidean space. Finally, we proved stability results for
two standard methods to extract a flat clustering from a hierarchical clustering, which can be
combined with our stability result for γ-linkage. We have tried to be as modular as possible,
since we believe that the stability results for robust linkage and for the flattening procedures
are of independent interest.
We hope that the consistency of γ-linkage can be generalized to the case where the proba-
bility density function is supported on a (possibly non-compact) lower-dimensional manifold.
We have proved a consistency result for general choices of the parameter γ; it would be inter-
esting to restrict attention to simple classes of curves, and establish rates of convergence for
γ-linkage in these cases.
An efficient implementation of γ-linkage, and an empirical comparison with related hier-
archical clustering algorithms, will be addressed in future work.
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