Abstract-Quadratic constraints on the weight vector of an adaptive linearly constrained minimum power (LCMP) beamformer can improve robustness to pointing errors and to random perturbations in sensor parameters. In this paper, we propose a technique for implementing a quadratic inequality constraint with recursive least squares (RLS) updating. A variable diagonal loading term is added at each step, where the amount of loading has a closed-form solution. Simulations under different scenarios demonstrate that this algorithm has better interference suppression than both the RLS beamformer with no quadratic constraint and the RLS beamformer using the scaled projection technique, as well as faster convergence than LMS beamformers.
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I. INTRODUCTION
Q UADRATIC constraints on the weight vector of an adaptive linearly constrained minimum power (LCMP) beamformer can improve robustness to pointing errors and to random perturbations in sensor parameters [1] . The weights that minimize the output power subject to linear constraints and an inequality constraint on the norm of the weight vector have the same form as the optimum LCMP beamformer, with diagonal loading of the data covariance matrix. The amount of diagonal loading is adjusted to satisfy the quadratic constraint; however, the optimal loading level cannot be directly expressed as a function of the constraint and has to be solved for numerically [2] , [3] . Even if the optimal loading level is known, implementing the quadratic constraint in a sequential update algorithm such as least mean squares (LMS) or recursive least squares (RLS) can be difficult. For LMS updating, the scaled projection (SP) algorithm [1] is a simple and effective technique that imposes the quadratic constraint at each step. This technique can also be applied in RLS updating; however, it does not appear to be as effective for RLS as for LMS [4] .
In this paper, we propose a different technique for implementing a quadratic inequality constraint with RLS updating. A variable diagonal loading term is incorporated at each step, where the amount of loading has a closed-form solution. Simulations under different scenarios demonstrate that this algorithm has better interference suppression than both the RLS beamformer with no quadratic constraint and the RLS beamformer using the scaled projection technique, as well as faster convergence than LMS beamformers.
The paper is organized as follows. In Section II, we review the basic principles of LCMP beamforming in array processing, robustness control using quadratic constraint, and the existing algorithms in robust adaptive filtering. In Section III, we develop a quadratically constrained RLS beamformer using variable loading. Some properties and practical issues of the variable loading technique are discussed in Section IV. Section V briefly lays out the extension of the variable loading idea to LMS beamforming. Some simulation results are provided in Section VI, and a summary is given in Section VII.
II. QUADRATICALLY CONSTRAINED LCMP BEAMFORMING

A. LCMP Beamformer
Let denote the vector of signals received by an array of sensors. The vector is given by (1) where is the th signal sample transmitted by the th user, is the complex array response vector of the th user, and is the complex vector of ambient noise samples. In narrowband beamforming, a complex weight is applied to the signal at each sensor and summed to form the beamformer output (2) The weights of an LCMP beamformer are chosen to minimize the output power of the beamformer subject to a set of linear constraints of the form , where is the constraint matrix, and is the vector of constraint values [5] .
The LCMP optimization problem can be formulated as
where is the data covariance matrix. The optimal solution is (4) In the generalized sidelobe canceler structure [6] shown in Fig. 1 , is decomposed into two components: one in the con- straint subspace and one orthogonal to it. The weights are given by (5) The fixed upper path projects onto the constraint subspace to ensure that the linear constraints are met exactly. The vector is the fixed quiescent weight vector
The lower path is orthogonal to the -dimensional constraint subspace. The matrix is the blocking matrix that is orthogonal to , i.e.,
. The blocking matrix is not unique; however, we assume so that the noise remains white in the lower path. The vector is the adaptive weight vector that can adapt freely to improve interference suppression in the ( )-dimensional orthogonal subspace. Using this decomposition, the LCMP optimization problem can be reformulated as an unconstrained optimization problem for finding :
The optimal solution is
Let and denote the outputs of the quiescent portion of the beamformer and the signal blocking matrix, respectively. The adaptive weights can also be expressed as (9) where is the covariance matrix of , and is the cross-correlation vector of and . This solution corresponds to the Wiener filter for minimizing the mean square error between the upper and lower paths.
In array processing, typical linear constraints include main beam constraints that are used to widen and flatten the main beam to provide robustness to mismatch in the array response vector and null constraints that are used to place explicit nulls, or zeros, in certain directions.
B. Quadratic Constraint
The LCMP beamformer can experience significant performance degradation when there is a mismatch between the presumed and actual characteristics of the source or array. Improved robustness to pointing errors and to random perturbations in sensor parameters can be achieved by limiting the norm of the weight vector [1] . This requires incorporating a quadratic inequality constraint on of the form (10) Due to the orthogonality between and , the quadratic inequality constraint in (10) can also be expressed as , which leads to the equivalent inequality constraint on :
The optimal solution to the LCMP optimization problem with a quadratic inequality constraint is (12) which has the same form as (4) with a diagonal loading term added to . In the GSC structure, the optimal adaptive weight vector has the same form as (9) with a diagonal loading term added to (13)
When
, the standard LCMP solution is obtained. When , , and . As increases, the norms of and decrease monotonically. To see this, we write the squared norm of the weight vector as (14) Taking the derivative with respect to , we get (15) Since the diagonally loaded data matrix is positive definite when , the derivative value in (15) is negative, and the weight vector norm is monotonically decreasing in .
The amount of diagonal loading can be adjusted to satisfy the quadratic constraint; however, the optimal loading level cannot be directly expressed as a function of the constraint and has to be solved for numerically [2] , [3] .
C. Adaptive Algorithms
The standard LCMP beamformer can be implemented adaptively using a sequential update algorithm such as LMS or RLS in both the constrained and GSC structures. LMS adaptation has a low computational complexity but can be slow to converge. RLS adaptation is quick to converge but is more computationally complex. It is also more sensitive to mismatch than LMS, and the use of a quadratic norm constraint/diagonal loading is essential. In LMS updating, two approaches have been taken for implementing quadratic constraints [7] . In the fixed loading approach, a fixed level of loading is chosen and added to the instantaneous estimate of the correlation matrix at each step in the adaptation [1] , [8] . In the scaled projection approach, the quadratic constraint is imposed on the adaptive portion of the weight vector by simply scaling back the adaptive weight vector whenever its norm exceeds the quadratic constraint [1] . In RLS adaptation, on the other hand, there is no convenient method for incorporating diagonal loading even if the optimal loading level for a given norm constraint is known. Incorporating a "fixed loading" term in the RLS weight update equation is possible, but this approach is ad hoc in that it does not actually add loading in the covariance matrix inverse. Alternatively, scaling can be applied to the updated adaptive weight vector, but it does not appear to work effectively for RLS [4] . The GSC versions of these techniques are summarized in Table I .
The fixed loading technique improves robustness without satisfying the quadratic constraint exactly. It works well for both LMS and RLS updating when the loading level is chosen properly. The drawback to this approach is that the required level of loading is scenario dependent; therefore, a fixed level may work well in some situations but may be too high or too low in others. Imposing a fixed quadratic constraint, on the other hand, seems to work well for LMS over a wide range of scenarios.
III. VARIABLE LOADING RLS BEAMFORMING
We now propose a new approach for implementing a quadratic inequality constraint with RLS updating in the GSC structure. In this technique, a variable diagonal loading term is incorporated at each step, and the optimal amount of loading is found from the closed-form solution to a quadratic equation.
Let denote the standard LCMP adaptive weight vector without a quadratic constraint given by (9) and denote the quadratically constrained weight vector in (13 
IV. DISCUSSION
In this section, we provide a geometric interpretation of the variable loading technique as compared with the scaling technique and show how to obtain the optimal loading level from the solution to the quadratic equation. We also discuss the tradeoffs in setting the norm constraint value.
A. Geometric Interpretation
The RLS-VL technique is somewhat more complex than the scaling technique (RLS-SP). However, in RLS-SP, the weight vector is simply scaled back, whereas in RLS-VL, it is adjusted in a manner that is close to the optimal solution. Neither the scaling nor the variable loading technique contributes significantly to the overall computational load compared with the mainstream computations in the standard RLS updating.
To gain some insight into the effect of diagonal loading and how different techniques implement the norm constraint, we decompose in terms of its eigenvectors and eigenvalues
The weight vector of a quadratically constrained LCMP beamformer is then decomposed as follows:
We see that the quadratic constraint is satisfied by scaling back each orthogonal mode by the factor . If the uncon- strained weight vector satisfies the quadratic constraint, then is zero. If it does not satisfy the constraint, takes on the smallest positive value required to meet the constraint. In the variable loading technique, each orthogonal mode is scaled back by the factor , which is the first-order Taylor series approximation to the optimal scaling . In the scaling technique, on the other hand, the scaling factors for all modes are set equally.
The operation of the different techniques is illustrated in Fig. 2 . The concentric ellipses are the equi-valued contours of the unconstrained objective function formulated in the minimization problem in (7) at the th step, whereas the center represents the minimum point. Without the quadratic constraint, the standard RLS weight vector points to the center of the ellipses.
To satisfy the quadratic inequality constraint on the norm of the weight vector, the weight update must fall on or within a constraint boundary as specified by the circle in the picture. When the norm of exceeds the radius of the circle, scaled projection simply diminishes the norm of the vector while maintaining its direction. Variable loading tries to find a point on the constraint boundary surface that minimizes the objective function value. Graphically, it is clear that the variable loading scheme is able to reach a solution that is closer to optimal than the scaled projection scheme.
The RLS-VL technique relies on an approximation that is valid for small loading levels. In practice, the optimal amount of loading can be quite large. This technique works well even in these situations because only a small amount of loading must be incorporated at each update. This loading level is the amount required to make up for the exponential decay in the diagonal loading from the previous iteration.
B. Variable Loading Level
In our proposed variable loading algorithm, the amount of diagonal loading is found by solving a second-order polynomial equation in the form of . The solu-tion is an approximation to the optimal loading level and must be a real, non-negative value. The roots of the polynomial provide two possible solutions and are given by (34)
We must examine the properties of the roots in order to choose the best value for . The following observations are made.
1) . 2) . 3)
. The term may be positive, zero, or negative. If , is real, and . Therefore, , and there are two positive real roots for the polynomial that satisfy the quadratic constraint. This is illustrated in Fig. 3(a) . Choosing to be the smaller of the two values results in a more optimal solution and a more stable algorithm. This is evident from the figure and was also verified by simulation.
If , is imaginary, and the roots of the polynomial are a complex conjugate pair whose real part is positive. Neither of the roots provide an acceptable solution, which indicates that the norm constraint cannot be met with any real using the approximation in (18). This is illustrated in Fig. 3(b) . In this case, we want to find a real-valued that makes as close to the quadratic constraint as possible. We can minimize by taking the derivative of (19) with respect to and setting it to zero. This yields (35) and the optimal loading level is (36) This is the real part of (34) when the roots are complex.
The solution in both cases can be expressed as (37)
C. Setting the Norm Constraint
The quadratic constraint can only be set within a certain range of values [9] . The minimum value of the total weight vector norm is and is obtained when when . This is the lowest allowable value for . In this case, the LCMP optimum solution is given by a conventional (quiescent) beamformer that is insensitive to random parameter variations. When approaches infinity, the LCMP beamformer is optimal for matched signal and array models but loses robustness control over modeling mismatches. The choice of the quadratic constraint value reflects a design tradeoff between interference suppression and robustness over system mismatch. A reasonable constraint value is or, equivalently, . 
V. VARIABLE LOADING LMS BEAMFORMING
After showing the variable loading technique for RLS updating, we would like to investigate how it applies to LMS updating. Starting from the equation for the fixed loading LMS weights given in Table I , we see that it has the form as in (31) with (38) where is the LMS step size. The optimal loading level to satisfy the norm constraint can be found as described in Section III. The variable loading LMS algorithm then consists of the standard LMS update (see Table I ), followed by the variable loading "correction" in (26)- (31) with (38) replacing (26) for calculating . Variable loading does not appear to offer any performance advantage over scaled projection for LMS. In fact, the two techniques are nearly identical. After some straightforward manipulation, it can be shown that the LMS-SP weights can be obtained in the variable loading framework by setting the "correction vector" equal to instead of . The difference between these two vectors is the term , which is small because the LMS step size is small. Since the two algorithms have essentially the same behavior and LMS-SP is less complex, scaling remains the better choice for implementing the norm constraint in LMS.
VI. PERFORMANCE EVALUATION
Computer simulations were performed using a ten-element uniform linear array (ULA) with elements spaced half a wavelength apart. There is a single directional constraint at broadside. Two equi-powered interferers are located at and . There is a signal direction mismatch of . We compare the performance of RLS and LMS adaptive beamformers with and without a quadratic constraint with the former implemented by the variable loading technique (RLS-VL) and the scaled projection technique (LMS-SP), respectively. The results for LMS-VL are not included since they are essentially the same as those of LMS-SP. In all the algorithms, the initial diagonal loading is dB, the RLS forgetting factor is , and the LMS step size is . The quadratic constraint tolerance factor is set to . The array gains and the weight vector norms versus the number of samples are illustrated in Fig. 4 , and representative beampatterns at different time steps are illustrated in Fig. 5 .
Without robust control, the RLS adaptive beamformer shows a steady decrease in array gain, indicating the loss of robustness. The proposed variable loading algorithm is able to maintain the mainlobe and null the interferers correctly in the adaptation. It outperforms the others in both the array gain performance and interference-cancelling behavior. The LMS-based beamformers have similar performance but are much slower to converge compared with RLS beamformers.
To illustrate the effects of different quadratic constraint values on beamforming performance, we reduce to 0.125 in the second scenario and plot the simulation results in Figs. 6 and 7 for comparison. We can see that the tighter constraint offers better array gain performance for this problem. The peaks of the mainlobes are closer to the desired signal than the beampatterns for . However, the nulls on the interferers have shifted. As discussed in Section V, the quadratic constraint value provides a design tradeoff between sensitivity and interference re-jection. Tightening the constraint further would result in further loss of null depth on the interferers.
The variable loading technique has also been shown effective against sensor perturbation errors [4] and been successfully applied to the multiuser detection problem in direct-sequence code division multiple access (DS-CDMA) wireless communication systems [10] , [11] .
VII. SUMMARY
This paper describes a robust adaptive beamformer that uses variable loading for implementing a quadratic inequality constraint with recursive least squares updating. It is capable of providing robust control over beamformer responses with computational efficiency. Simulations under different scenarios demonstrate that this algorithm has better interference suppression than the RLS beamformer with no quadratic constraint and faster convergence than LMS beamformers.
