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ABSTRACT The question as to how many tightly or weakly bound water molecules are located in interfaces between protein-
protein complex constituents is addressed from a phase equilibrium point of view by developing a theory in the canonical
ensemble. A fast method based on free energy simulations is described for computing the number of water molecules in the
interface regions. Results are given for 211 interfacial cavities of 26 antigen-antibody complexes for which experimentally
determined structures are found in the Protein Data Bank. The accuracy of the method is assessed and the computational water
content is compared with experimental data, revealing the amount of water molecules not resolved by experimental
approaches.
INTRODUCTION
The stability of protein-protein complexes is determined on
one hand by direct interactions between the proteins like
hydrogen bonds, salt bridges, hydrophobic effects, and van
der Waals contacts. An additional important factor for the
stability of protein conformations and of noncovalent protein
complexes is, on the other hand, the water content of the
interface between the proteins. The water molecules are
localized in interfacial cavities formed due to the non-
complementarity of the protein surfaces. They stabilize the
complexes by acting as hydrogen bond bridges between
donors and acceptors of the proteins (1). Experimental
investigations of the interfaces identiﬁed for protein-protein
complex crystal structures revealed an average of 18–20
water molecules, i.e., one molecule per 100 A˚2 (2,3) although
this number does not reﬂect the large ﬂuctuations observed.
Janin (4) introduced the terminology of dry interfaces if
water molecules populate only the perimeter around central
water-free binding regions, and wet interfaces if the binding
region contains a number of water-ﬁlled cavities. For protein-
protein complexes and for the particular case of antigen-
antibody complexes, interfacial water molecules contribute
considerably to the shape complementarity of the binding
region and to the enthalpy-driven complex stability (5–9).
The true water content in the binding regions is, however,
most likely larger than found in the experimental structures
collected in the Protein Data Bank (PDB) (10). This is far
more likely for larger cavities, since a certain degree of im-
mobility and crystalline local order is necessary for iden-
tifying water positions in x-ray experiments (11). Typical
exchange times for buried water as determined from NMR
spectroscopy vary strongly, from 108 to 102 s (11), yet are
small enough to ensure a state of thermodynamic equilibrium
on experimentally relevant timescales.
Due to the relevance of water molecules for complex
stability, it is important to include their presence in empirical
scoring functions for predicting binding modes and stability
constants. At least for protein-ligand complexes such a strat-
egy is widely accepted (12–15), whereas for modeling protein-
protein interactions an efﬁcient method is still lacking. This
is mainly due to the fact that no easily applicable computa-
tional procedure for ﬁlling large, apparently empty cavities is
presently available in the context of well-established algo-
rithms for identifying cavities in protein structures (16–21).
Based on free energy criteria, Zhang and Herman’s DOWSER
approach (22) is capable of positioning water molecules in
single layers on internal cavity and pocket surfaces. As an
alternative, molecular dynamics simulations are an estab-
lished tool for characterizing hydration features of protein
moieties since the late eighties of the past century (23,24).
Free energy simulations represent an important methodology
to determine the thermodynamic stability of water sites in
protein environments (22,25–28). Sequential hydration of
monomer cavities has been studied using a free energy model
within a continuum electrostatics approach quite recently
(29). The question, however, as to how many water mole-
cules, including experimentally invisible ones, occupy a given
cavity from a thermodynamic equilibrium point of view has
only recently been addressed for the KcsA potassium chan-
nel by Roux and co-workers (30). In the latter work, a theory
is developed in the grand canonical ensemble within a Monte
Carlo simulation framework.
In this work, we present a fast and reliable method for the
determination of the total number of water molecules that
populate interfaces in protein-protein complexes from stan-
dard canonical free energy simulations. We adopt a phase
equilibrium point of view between internal water and the
bulk phase by directly equating the excess chemical poten-
tial, Dm, derived from the simulations of a ﬁnite water
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amount in the cavities with that of pure water. In this way,
full cooperativity between water molecules in both phases
as well as the atomic detail of the protein environment is
accounted for. Standard state corrections for the ﬁnite
interfacial cavity volume play only a negligible role.
In the following, we describe the theory and practical
aspects of the methodology in detail. The approach is val-
idated and the accuracy is assessed by application to a spec-
iﬁc antigen-antibody complex. Simulation parameters were
varied to ﬁnd the computationally most efﬁcient set. Finally,
the method was applied to 211 cavities in 26 antigen-
antibody complexes. Results are compared with experimen-
tally found water numbers, and future directions of research
are discussed.
THEORY
Following Kirkwood (31), we start with the ﬁnite-system
chemical potential for N particles (assumed to be structure-
less for simplicity) as the difference between Helmholtz free
energies A for systems at constant volume V and constant
temperature T that differ by a single molecule,
mðNÞ ¼ AðN;V; TÞ  AðN  1;V; TÞ; (1)
and noting that the classical Helmholtz free energy is ex-
pressed as
bA ¼ ln ZN  lnN!  3N lnL; (2)
with b ¼ 1/kT (k is the Boltzmann constant), the conﬁg-
uration integral ZN, and the thermal De Broglie wavelength
L, we get
bm ¼ ln ZN
ZN1
 lnN  lnL3: (3)
Upon introduction of coupling parameter integration for the
ratio of conﬁguration integrals (the coupling parameter l
switches on the interaction between the particle singled out
and the rest), we have
ln
ZN
ZN1
¼ lnZNðl ¼ 1Þ
ZNðl ¼ 0Þ1 lnV: (4)
The ﬁrst term on the right-hand side of the latter expression,
when multiplied by –kT, is identical with the excess chemical
potential Dm such that we ﬁnally obtain with the number
density r ¼ N/V
m ¼ b1ln rL31Dm: (5)
Assuming equilibrium for a species distributed between the
cavity of volume Vcav and chemical potential mcav and the
surrounding bulk at a density rbulk, chemical potential mbulk,
and the same temperature, we end up with the canonical
ensemble expression
Dmbulk ¼ DmcavðNÞ1b1ln
N
Vcavrbulk
: (6)
The physical picture behind the right-hand side of this
relation can be interpreted as a three-stage process: First, a
virtual volume is populated by a prescribed number N of
molecules in an ideal gas state, its size adjusts to the speciﬁed
bulk density. Second, the volume is compressed/expanded to
the actual cavity size, giving rise to the second term. Third,
the interactions are switched on, leading to the excess term.
The phase equilibrium condition used in this work,
Dmbulk  DmcavðNÞ; (7)
then follows from assuming the same ideal gas reference
state concerning density and temperature for both subsys-
tems. This assumption is quite reasonable since the volume
correction term (the volume itself is actually hard to specify
for soft potentials) is very small for our systems, as we shall
demonstrate later.
Clearly, such an approach is reliable only if N is large
enough to be representative of the average number of mol-
ecules in an open system equilibrium within a treatment
based on the grand canonical ensemble. Besides the explicit
grand canonical simulations for water in biological ﬁnite
volumes (30), water in spherical cavities has also been treated
within the Gibbs ensemble simulation framework by Geiger
and co-workers (32) where knowledge of the bulk chemical
potential can be avoided. It is clear, however, that for ﬁnite
systems, and particularly for extremely small ones, the corre-
spondence between ﬁrst order quantities among different
ensembles is no longer given. In this sense, if only a small
number of water molecules ﬁts into the cavity, it might well
be that the bulk value of the chemical potential cannot be
reached by adding or removing an integer number of par-
ticles, see Gonza´lez et al. (33) for a thorough discussion. We
proceed by introducing an excess free energy interpolation
for a continuous number N to be able to differentiate,
yielding an equally continuous chemical potential that can be
equated with the bulk quantity:
DmcavðNÞ ¼
@DAðNÞ
@N
 
V;T
: (8)
Inpractice, this leads to a very simple andcost-effectivemethod
to estimate the water content: a), The cavity under consider-
ation (directly taken from the experimental crystal structure and
assumed to be completely rigid for the calculations) is sealed
with dummy atoms to prevent water from escaping the ﬁnite
volume; b), the excess Helmholtz free energy is computed (34)
for increasing numbers of water molecules using free energy
perturbation (FEP) and thermodynamic integration (TI)
molecular dynamics simulations, i.e., by gradually inﬂating/
deﬂating the interaction potentials between water and the
protein environment and among the water molecules using a
coupling parameter; c), the resulting function ofN is smoothed
and continuously interpolated by a spline function that allows
for differentiation; and d), the optimal water number, Nopt, is
found by locating the intersection of the derivative with the
bulk excess chemical potential of water.
842 Monecke et al.
Biophysical Journal 90(3) 841–850
We require the (fractional) expectation number for the
occupancy from a grand canonical treatment, which repre-
sents an average over an ensemble of cavities, to correspond to
the resulting (fractional) number from our method. Although
lacking some rigor, we think that this represents a pragmatic
way of resolving the ﬁnite-size difﬁculty, particularly if the
inherent (and neglected) cavity ﬂexibility is taken into ac-
count as an additional effect that perturbs an average integer
content. As we will demonstrate, the reliability is stressed in
our view by the correct prediction of single water cavities
representing the extremal case for our method on one hand
and the experimentally best characterized situation on the
other. A deeper mathematical treatment will be left open to
future work and discussions.
METHODS
Preparation of the simulation systems
The size and shape of the interfacial cavities have to be deﬁned before the
free energy calculations to restrict water movement to a closed volume.
Water can escape particularly in the case of weak interactions with the
protein environment for small values of the coupling parameter connecting
initial and ﬁnal Hamiltonian at the beginning/endpoints of the free energy
calculations. To overcome this problem, different approaches were devel-
oped. Wade et al. (25) assigned a very large mass to the water oxygen inside
the cavity. Such an approach is suitable only for small cavities with rather
limited range of water movement. Furthermore, due to the slower dynamics,
adequate sampling becomes difﬁcult. Another possibility to conﬁne the
water molecules inside the cavity is the application of a harmonic restraining
potential to the test particle to keep it close to a reference point. Roux et al.
(27) used this method in their investigation of water in the bacteriorhodopsin
proton channel. They applied a restraint to the oxygen atom of the water
molecules. The reference positions and force constants for the restraints were
obtained from evaluation of the water positions and ﬂuctuations in prelim-
inary simulations. A similar approach was used by Helms and Wade (26).
They applied a ﬂat-bottomed harmonic well potential to the test particle.
This potential is zero if the molecule is within a given radius of a reference
point and does, therefore, not artiﬁcially perturb the motion of the molecule.
In the case of a larger distance from the reference point, the molecule is
restrained to a spherical region.
Such restraining procedures need some degree of advance knowledge and
are difﬁcult to automate and to apply to nonspherical cavities. Therefore, an
alternative grid-based algorithm (see below) was used that seals holes and
channels connecting the cavities with the exterior by essentially repulsive
dummy Lennard-Jones atoms (e ¼ 0.001 kcal mol1, s ¼ 1 A˚). In this way,
the simulations can be done quite efﬁcientlywithout an embeddingwater box.
For a rigid cavity, free energy simulations directly yield the Helmholtz free
energy. A complete free energy simulation run of an average cavity with 10
watermolecules takes only;30min on a single 1 GHzPentium III processor.
The coordinates of the complexes were taken from the PDB, remov-
ing all experimentally identiﬁed water molecules. The program package
CHARMM24g2 (35) with an all atom force ﬁeld was used for all subsequent
modeling and simulation steps. Missing hydrogen atoms were generated
using the HBUILD facility of CHARMM (36). After creation of the H atoms,
all known heavy and hydrogen atoms of the proteins were kept ﬁxed. The
newly created hydrogen sites were optimized with the Newton-Raphson
algorithm for 2000 steps or until the change in energy from a minimization
step was below 108 kcal mol1. The resulting structures were manually split
into moieties that form a complex with a single common interface.
The solvent-accessible surfaces of the protein moieties and the entire
complex were created using a grid-based algorithm (37) equivalent to the
Connolly method (38). A sphere radius of 1.2 A˚ was used for the protein
moieties and 1.8 A˚ for the entire complex. The complex was subsequently
placed into a regular grid with 0.3 A˚ spacing. Grid points representing the
interior of the interfacial cavity were deﬁned as those located outside the
solvent accessible surface of the protein moieties and inside the solvent
accessible surface of the entire complex. Every grid point matching this con-
dition and with enough space to place a sphere with a radius of 1.2 A˚ on it
without overlapping the van der Waals surface of the surrounding atoms was
selected for representing the cavity (Fig. 1, top). On these points that deﬁne the
cavity (shorthand term: cavity points) nonoverlapping spheres with a radius of
0.8 A˚ were placed to represent possible cavity water positions used as starting
points (Fig. 1,middle). The radius of 0.8 A˚was used to ﬁll the cavitywithmore
water molecules than possible in reality, representing an upper limit to the
number of water molecules for the subsequent free energy simulations. The
water positions were successively occupied starting with the cavity point with
the largest distance from the geometric center of mass of all cavity points. The
list of cavity points was subsequently searched for the next available position
where a nonoverlapping sphere can be placed. This step was repeated until no
further cavity point is available, yielding a strong overestimation of the water
number (Nmax). The required number N of water molecules was selected by
deleting the ﬁrst Nmax-N entries from the list. After adding hydrogen atoms
(HBUILD) to the remaining set of points (assumed to be oxygen sites) and
geometryoptimization, the resulting conﬁguration formed the startingpoint for
the free energy simulations. The entire protein including the cavity points was
placed into a regular grid with 1.0 A˚ spacing. All grid points within a distance
between 2.5 and 3.5 A˚ from the outer cavity points and with a larger distance
than 1.4 A˚ from a protein atomwere selected as dummy atoms (Fig. 1, bottom).
Dummy atoms were placed separately for each cavity.
FIGURE 1 Cavity with protein moieties in light and dark gray, points
deﬁning the cavity (dots, top), possible cavity water positions (middle), and
sealing black dummy atoms (bottom).
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Free energy simulations
In the free energy simulations, each cavity was subsequently ﬁlled with
water, and the corresponding Helmholtz free energies for insertion (forward
direction, DA0/N) and removal (backward direction, DAN/0) of the water
molecules were calculated. All protein moieties, the corresponding dummy
atoms, and possible water positions of the cavity were loaded into CHARMM.
To reduce CPU time, all protein atoms with a distance larger than rc ¼ 10 A˚
from a possible water position of the cavity were deleted for production runs.
In all calculations, a cutoff scheme was used for nonbonded interactions,
with a heuristic update frequency of the nonbonded list. An atom-based
switching function was used for the Lennard-Jones potential driving
nonbonded interactions to zero between 10 A˚ and the cutoff distance 12 A˚.
For the Coulomb potential, an atom-based shifting function with a corre-
sponding cutoff of 12 A˚ and a relative dielectric constant of unity was
applied. All protein and dummy atoms were kept ﬁxed in all calculations.
The TIP3P model was used to represent water molecules (39). The cavity
water positions were ﬁrst optimized with the steepest descent method for 500
steps and further with the adopted-basis Newton-Raphson algorithm for
1000 steps or an energy change by,108 kcal/mol. In all molecular dynam-
ics simulations, the SHAKE algorithm (40) was used to constrain the bonds
of the cavity water. A time step of 2 fs was applied with the Verlet algorithm.
The system was heated from 0 K to 298 K within 3000 steps (6 ps). After
heating, the temperature was kept constant at 298 K using the Hose´-Hoover
thermostat for simulation in the canonical ensemble (41). The free energy
calculations were conducted using the TSM module of CHARMM for
forward and backward simulations with TI and FEP. The coupling parameter
values l ¼ 0.05, 0.15, . . . , 0.95 were used for the simulations with a linear
coupling between initial and ﬁnal states. For the FEP simulations, double
wide sampling was employed that also covers the end states while sim-
ultaneously avoiding the interaction potential singularity problem. For TI,
the missing values of l ¼ 0 and l ¼ 1 were extrapolated by applying the
perturbation expression on the basis of the l¼ 0.05 and l¼ 0.95 ensembles,
respectively. Since water interactions do not vanish at any stage, all mole-
cules are effectively restrained in the cavity by the sealing dummy atoms.
Mutation simulations were performed in both the creation and annihilation
directions, for the whole set of water molecules simultaneously and not using
step by step insertion/deletion. Although the risk of a water phase transition
exists when using such a procedure, we opted for the direct Helmholtz free
energy evaluation since the resulting hysteresis errors from forward and
backward runs were much smaller as compared to those from stepwise
simulations.
For each of the 10 coupling parameter windows in the production
simulations, the systems were equilibrated for 2 ps, starting from the last con-
ﬁguration of the previous window and continued by sampling runs of 10 ps
length. Hence, the overall simulation time for one system was 126 ps for
heating, equilibration, and sampling. A mean statistical inefﬁciency over all
cavities of the test complex 1VFB used for calibration (see below) was de-
termined to be ;100 time steps (200 fs) from a blocking method (42), in-
dicating strong statistical correlation. The resulting correlation time was taken as
the same throughout for all other complexes. The total error was calculated
as the sum of hysteresis and the adjusted statistical errors of the creation and
annihilation simulations. The free energy was computed with growing
amounts of water in the cavity until the mean excess free energy DA(N)
started to increase as shown exemplarily for our test complex in Fig. 2 (top).
Postprocessing of the free energy simulations
The pair of values N ¼ 0, DA(N) ¼ 0 6 0.01 kcal mol1 was added to the
results as a starting point. For evaluating the chemical potential Dmcav by
differentiation (Fig. 2, bottom), the mean excess free energy was interpolated
by a weighted third order spline approximant (43). The reciprocal total error
was used as the weighting factor and a smoothing parameter of 20 times the
number of reference points (optimized in preliminary experiments with
respect to maximizing smoothness without erasing important details). This
ensures that the weight of a free energy value with a large error has less
inﬂuence on the spline parameters than free energy values with small errors,
resulting in smooth curves (Fig. 2, top). In the case of only three points (N¼
0, 1, 2), a third order spline cannot be applied. Therefore a second order
spline was used. In cavities with only one cavity point, and therefore also
with only one geometrically placed water molecule inside, a direct com-
parison with the reference value Dmbulk for bulk TIP3P water was done to
decide whether the cavity would be empty or ﬁlled: Only for a chemical
potential less than or equal to the bulk value can the presence of a water
molecule be expected. The reference value used in this work is 6.4 kcal
mol 1 for pure TIP3P water as given by Beglov and Roux (44). This value
corresponds with the most recent estimate for TIP3P water in the full
potential limit of –5.8 kcal mol1 (45), corrected with respect to the effect of
the shifted-force/cutoff conditions as applied in this work. This correction
has been determined to be –0.6 kcal mol1 from an integral equation theory
using a formalism recently developed by us (46). Bulk water and cavity
water models are thus guaranteed to agree. From the analytical derivative
(Fig. 2, bottom) the optimal water amount is determined by intersecting the
computed curve with the bulk value.
RESULTS
Calibration of the simulation parameters
We ﬁrst tried to optimize simulation times and cutoff pa-
rameters for the example of the cavities of the Fv fragment of
mouse monoclonal antibody D1.3 complexed with hen egg
lysozyme (PDB entry 1VFB) (47). This complex was chosen
FIGURE 2 Total excess free energy (top) and associated chemical
potential (bottom) as a function of the number of cavity water molecules
N in cavity No. 2 of the complex 1VFB; results of TI (solid line) and FEP
(dashed line) calculations. The optimal water amount in this cavity (as
indicated by arrows) is 6.7 (TI) and 6.5 (FEP).
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because small, medium-sized, and large cavities are found in
the interface representing the typical variety. Differences be-
tween FEP and TI results, furthermore, give some indication
about the robustness of the presented approach.
In addition to the reference simulation using only pro-
tein atoms within the 10 A˚ cutoff spheres around the cavity
points, simulations with cutoffs of 6 A˚ and 12 A˚ were carried
out to investigate the inﬂuence of the cutoff distance on the
results. Further calculations with a 10 A˚ cutoff around the
cavity were performed with 4 ps equilibration/20 ps sam-
pling time and 8 ps equilibration/40 ps sampling per cou-
pling parameter window to determine whether the simulation
time of the reference simulation (2 ps equilibration/10 ps
simulation time per window) was long enough to sample the
cavity sufﬁciently for converged results.
The results of the free energy calculations (Nopt) of the
complex 1VFB in comparison with the experimental numbers
(Nexp) of solvent molecules from the x-ray diffraction struc-
ture are given in Table 1. Only those experimental water
molecules are counted for which the distance between the
oxygen atom and any cavity point is not larger than 0.3 A˚. As
a criterion emphasizing the quality of the simulation ap-
proach, the single water molecule found in cavity 4 is also
consistently found computationally with numbers close to one
for any parameter setting, solely on the basis of excess chem-
ical potentials excluding any volume term. The importance
of continuous differentiation is, for instance, seen by the
fractional occupation number of 6.5 for cavity 2 (reference
simulation, FEP), meaning that the probability of ﬁnding six
or seven water molecules is roughly equal if a symmetric
distribution is assumed and as far as the interpolation ap-
proach is accepted to be equivalent to a grand canonical
treatment.
The simulations with different cutoffs around the cavities
reveal that the cavity water content from the 6 A˚ cutoff
simulations differs from that of the reference simulation with
a 10 A˚ cutoff particularly for the large cavities, giving a dis-
crepancy of a maximum of one water molecule. The dif-
ferences between the simulations with cutoffs of 10 and 12 A˚
are smaller and differ by nomore than 0.3. The comparison of
the results for different simulation times shows no signiﬁcant
changes of the optimal cavity water content determined from
longer simulation times. This suggests that the reference sim-
ulation parameters (2 ps equilibration/10 ps sampling per
coupling parameter window) are adequate for sufﬁcient sam-
pling of the accessible phase space within the cavities. The
difference between FEP and TI results (see Fig. 2) is, further-
more, a measure for the robustness of the method: For small
cavities this difference is almost negligible, for the largest
cavity the discrepancy is;0.5 water molecules. This number
reﬂects the maximum error to be expected from this approach
though the statistical uncertainty in the reference value for
Dmbulk adds a small further amount.
To check other sources of error, we have done two further
experiments: First, the inﬂuence of the initial water positions
was estimated by simply inverting the initial position order,
i.e., by taking the ﬁrst instead of the last elements from the
list of accessible locations. As expected (see Table 2), the
TABLE 1 Experimental and calculated water content of the cavities in the complex 1VFB from standard ordering of initial positions,
varying simulation times and cutoff conditions
Nopt(reference: 10 A˚, 2/10 ps) Nopt(6 A˚, 2/10 ps) Nopt(12 A˚, 2/10 ps) Nopt(10 A˚, 4/20 ps) Nopt(10 A˚, 8/40 ps)
Cav. Nexp TI FEP TI FEP TI FEP TI FEP TI FEP
1 11 19.9 19.5 20.8 20.6 20.0 19.8 20.1 19.9 19.9 19.6
2 4 6.7 6.5 7.0 6.8 6.7 6.5 6.7 6.5 6.7 6.5
3 2 3.9 3.8 3.9 3.9 3.9 3.9 3.9 3.8 4.0 3.9
4 1 1.0 0.9 0.9 0.8 0.7 0.7 1.1 1.0 1.1 0.9
5 4 8.2 8.1 8.2 8.1 8.0 8.0 8.2 8.1 8.3 8.0
Reference simulation: cutoff rc ¼ 10 A˚, 2 ps equilibration/10 ps sampling per l-window (short notation: 10 A˚, 2/10 ps); for rc ¼ 6 and 12 A˚: 2/10 ps; for 4/20
ps and 8/40 ps: rc ¼ 10 A˚.
TABLE 2 Calculated water content of the cavities in the complex 1VFB from simulations under reference production conditions,
varying initial conditions, including/excluding volume term, cavity volume Vcav, cavity density rcav, and volume contribution
Dmid to chemical potential
Nopt(std. order,
no vol. term)
Nopt(inv. order,
no vol. term)
Nopt(std. order:
with vol. term)
Nopt(inv. order:
with vol. term)
Cav. TI FEP TI FEP TI FEP TI FEP Vcav/A˚
3 rcav/A˚
3 Dmid/kcal mol
1
1 19.9 19.5 20.0 20.0 19.8 19.5 19.9 20.0 510.2 0.0386 0.08
2 6.7 6.5 6.4 6.3 6.7 6.5 6.4 6.3 166.8 0.0396 0.10
3 3.9 3.8 4.0 3.9 3.9 3.8 3.9 3.8 72.3 0.0533 0.28
4 1.0 0.9 1.0 0.9 1.0 0.9 1.0 0.9 28.0 0.0339 0.01
5 8.2 8.1 8.6 8.4 8.1 8.0 8.5 8.3 183.6 0.0444 0.17
All simulations: reference conditions (cutoff rc ¼ 10 A˚, 2 ps equilibration/10 ps sampling per l-window); Nopt(std. order, no vol. term) corresponds to
Nopt(reference) in Table 1, rcav ¼ ,Nopt(std. order, no vol. term) . TI,FEP/Vcav, Dmid ¼ b1 ln(rcav/rbulk) with rbulk ¼ 0.0334 A˚3.
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inﬂuence of the starting positions is small; the data actually
conﬁrm our maximum error estimate of ;0.5 water mole-
cules per cavity. Additionally, FEP simulation turns out to be
slightly more robust as compared to TI in terms of consis-
tency of the results under varying initial conditions. Due to
the sufﬁciently strong structural perturbations during energy
minimization and simulations, we have not attempted to
select a randomized initial set to maintain reproducibility.
Second, the volume term in Eq. 6 has been evaluated for
the average (over TI and FEP results) optimal water amount
from the reference simulations with standard ordering by
considering a cavity volume approximated by the Connolly
surface of a cluster of spheres that can be ﬁlled into the cavity
(using a radius of 1.2 A˚ for both, cluster creation, and surface
generation). The results are also summarized in Table 2: The
resulting volume work (for rbulk ¼ 0.0334 A˚3) is on
average 0.13 kcal mol1 and reaches a maximum of 0.28
kcal mol1 for the model complex 1VFB, much smaller than
the excess chemical potential for the liquid water model and
within range of the respective statistical error. It is therefore
safe to neglect the volume term. To prove this assertion we
have done additional calculations for 1VFB, this time with
explicit consideration of the volume term and standard initial
ordering (note that one should avoid N ¼ 0 for the spline
computation in this case; we used N¼ 0.1 and DA¼ 0 as the
lower boundary in this case): The maximum discrepancy in
the predicted number of water molecules is 0.1, as also given
in Table 2. One should note in particular that the approx-
imation is clearly the better justiﬁed the larger the cavity is,
i.e., in the most interesting cases where experiments typically
resolve far too few water molecules.
Analysis of antigen-antibody complexes
Finally, with the simulation settings determined to be optimal
in the preceding section (10 A˚ cutoff around the cavity and 2
ps equilibration/10 ps sampling time per window, standard
initial ordering, neglect of volume term), the methodology
was applied to 211 interfaces of 26 antigen-antibody com-
plexes found in the PDB. With such a large database it is
possible to estimate the tendencies for the amount of exper-
imentally invisible buried water molecules.
In Table 3, the number of experimentally visible water
molecules and the calculated optimal water contents from
TI and FEP simulations is summarized. Again, experimental
water is counted only for oxygen atom/cavity point distance
not larger than 0.3 A˚. The cavity water content from TI and
FEP evaluation methods in Table 3 are very similar. A
correlation plot of both results is shown in Fig. 3, being very
close to the ideal diagonal. Pearson’s correlation coefﬁcient
yields 0.99943, indicating a high degree of consistency. In
Fig. 4, the calculated water numbers are plotted against the
corresponding experimentally found water content accord-
ing to Table 3. As expected, the calculated water amount is
signiﬁcantly larger (roughly by a factor of two) than the
TABLE 3 Experimental and calculated water content for 211
cavities in 26 antigen-antibody complexes
PDB code Cav. Nexp Nopt(TI) Nopt(FEP)
1A2Y 1 2 4.6 4.5
2 5 7.0 6.8
3 2 2.7 2.7
4 1 1.2 1.1
5 0 0.5* 0.5*
6 2 4.5 4.4
1AR1 1 0 2.4 2.3
2 0 3.5 3.4
3 0 2.1 2.0
4 0 0.9 0.9
5 0 1.4 1.4
6 0 0.5 0.5
7 2 4.4 4.3
8 0 0.5 0.5
9 0 1.5 1.5
1BOG 1 1 2.3 2.3
2 0 2.0 1.9
3 0 1.2 1.1
4 0 1y 1y
5 0 1.1 1.0
6 0 4.9 4.7
1BQl 1 3 8.5 8.4
2 2 6.4 6.2
3 0 0.9 0.9
4 0 1.2 1.2
5 1 6.9 7.1
6 1 2.0 1.6
7 1 1.2 1.2
8 0 1.5 1.4
9 0 1.5 1.4
10 0 1.5 1.5
11 0 3.0 3.0
1CIC 1 0 2.4 2.4
2 4 7.5 7.4
3 1 3.4 3.4
4 1 0.7 0.7
5 0 0.7 0.7
6 1 1.8 1.7
7 0 0.5 0.5
1CU4 1 0 2.3 2.2
2 0 1.0 1.0
3 1 6.3 6.2
1DQJ 1 1 3.6 3.6
2 0 1y 1y
3 0 0.5 0.5
4 1 1.4 1.4
5 1 1y 1y
6 0 0.9 0.9
7 0 1.2 1.2
8 1 1y 1y
9 0 1.6 1.6
10 0 0.6 0.6
11 1 1.5 1.4
12 2 2.3 2.2
13 0 2.9 2.9
1EJO 1 1 2.8 2.7
2 0 1.8 1.8
(Continued)
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Table 3 (Continued)
PDB code Cav. Nexp Nopt(TI) Nopt(FEP)
3 1 2.4 2.4
4 0 1.2 1.2
5 1 1.6 1.6
1EO8 1 0 1.1 1.1
2 0 2.4 2.4
3 0 0.8 0.7
4 2 3.0 2.9
5 1 2.6 2.6
6 0 1.6 1.6
7 0 0.3z 0.3z
8 0 0.7 0.6
9 0 0.7 0.7
1FNS 1 1 1.1 1.1
2 1 1.2 1.2
3 2 4.4 4.3
4 1 2.3 2.2
5 1 2.8 2.7
1IGC 1 0 0.7 0.7
2 1 4.2 4.0
3 1 2.0 2.0
4 0 1y 1y
5 0 0.8 0.8
6 0 0z 0z
7 0 0z 0z
8 0 1.9 2.0
9 0 0.6 0.6
1JRH 1 0 3.5 3.4
2 0 6.0 5.8
3 0 1.8 1.8
4 1 0.7* 0.7*
5 0 1.9 1.9
6 0 1.5 1.5
1KIP 1 8 22.3 21.9
2 3 5.9 5.8
3 2 2.7 2.7
4 1 1.0 1.0
5 0 3.4 3.4
1KIQ 1 1 2.3 2.2
2 2 3.7 3.7
3 4 6.0 5.9
4 2 3.2 3.1
5 0 0.7* 0.7*
6 0 0y,z 0y,z
7 1 0.7 0.7
8 0 0.3* 0.3*
9 0 1y 1y
10 1 4.1 4.0
1KIR 1 9 18.6 18.3
2 4 6.1 6.0
3 2 2.6 2.6
4 1 0.9 0.9
5 1 1.5 1.5
6 1 2.4 2.3
1MLC 1 0 0.5 0.5
interface 1 2 0 0.6* 0.5*
3 0 2.2 2.0
4 1 0.6* 0.6*
(Continued)
Table 3 (Continued)
PDB code Cav. Nexp Nopt(TI) Nopt(FEP)
5 0 0.8 0.8
6 2 2.1 2.0
7 0 1y 1y
8 0 1y 1y
9 0 0.2* 0.2*
1MLC 1 0 0.7 0.6
Interface 2 2 2 2.1 2.1
3 0 0.8* 0.7*
4 1 1y 1y
5 0 1.9 1.9
6 0 0.6 0.5
7 0 0.6 0.6
8 0 0y,z 0y,z
1NCA 1 0 1.9 1.8
2 0 1.4 1.4
3 0 2.4 2.5
4 0 1y 1y
5 0 0y,z 0y,z
6 0 1y 1y
7 0 2.8 2.9
8 0 0.6 0.6
9 0 0*,z 0*,z
10 0 0.1z 0.6z
1NCB 1 0 0.5 0.5
2 0 1.7 1.7
3 0 2.8 2.8
4 0 1.9 1.8
5 0 0.8 0.8
6 0 0.7 0.7
7 0 2.5 2.4
8 0 3.5 3.4
9 1 2.4 2.4
10 0 1.1 1.1
11 0 0.4*,z 0.4*,z
1NCD 1 0 0.6 0.5
2 0 1.5 1.5
3 0 1.3 1.2
4 0 2.4 2.4
5 0 0.6 0.6
6 0 0y,z 0y,z
7 0 1.6 1.5
8 0 3.0 2.8
9 0 0.4z 0.4z
10 0 0.6z 0.3z
11 0 1.3 1.3
12 0 1y 1y
13 0 1.0 1.0
1OAK 1 0 1y 1y
2 0 0y,z 0y,z
3 1 0.8 0.8
4 2 3.6 3.6
5 1 1.9 1.9
6 1 2.1 2.1
1OSP 1 7 12.0 11.7
2 0 1.1 1.1
3 0 1y 1y
4 0 0.7* 0.6*
5 1 2.3 2.2
(Continued)
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experimental number for medium-sized and large cavities,
sometimes even dramatically. But also for the smaller cavities
we typically ﬁnd water where the experiment does not re-
solve a single molecule. A deeper look at the packing struc-
ture will be necessary for understanding the relation between
cavity shape/surface properties and water content and mo-
bility to understand the sources for the lack of experimental
visibility.
CONCLUDING REMARKS
This work provides a computational methodology for
determining the water content of interfaces of protein-
protein complexes that complements unclear or missing
structural information from experimental investigations due
to water mobility and/or amorphous character. Our approach
is based on the assumption that the cavity water is in a state
of thermodynamic equilibrium with the surrounding bulk
water phase, allowing for fractional, i.e., noninteger occupation
numbers even though a canonical ensemble formalism is
applied instead of the formally correct grand canonical treat-
ment. The related cavity water chemical potential is derived
from standard canonical free energy simulations as opposed
to computationally more demanding grand canonical proce-
dures. The computational approach makes use of a simple
strategy to restrict water movement to the cavity, thereby
allowing for a drastically reduced model of the protein. As
a consequence, the water content can be computed reliably
within minutes on a single CPU. We have characterized the
accuracy and robustness of the method by determining the
Table 3 (Continued)
PDB code Cav. Nexp Nopt(TI) Nopt(FEP)
6 0 0y,z 0y,z
7 0 2.1 1.9
8 1 1.2 1.2
1QFU 1 0 0z 0z
2 0 0.7 0.7
3 0 1y 1y
4 0 0.5 0.5
5 0 5.5 5.4
6 2 4.4 4.4
7 0 1y 1y
8 1 1.8 1.7
9 1 1.9 1.9
10 0 1.3 1.3
11 1 2.4 2.5
1VFB 1 11 19.9 19.5
2 4 6.7 6.5
3 2 3.9 3.8
4 1 1.0 0.9
5 4 8.2 8.1
2IFF 1 0 8.8 8.3
2 0 3.1 3.0
3 0 0.4 0.4
4 0 0.9* 0.8*
5 2 7.3 7.1
6 0 2.3 2.3
7 1 1.0 1.0
8 0 0.3 0.4
9 0 1.6 1.6
10 0 3.7 3.6
11 0 1.5 1.5
3HFM 1 0 4.9 5.0
2 0 4.1 4.0
3 0 1.3 1.3
4 0 1.4 1.4
5 0 5.7 5.7
6 0 0z 0z
7 0 1.3 1.2
8 0 1.4 1.3
9 0 0.8 0.8
*Evaluation with second order spline.
yOnly one cavity point, therefore no spline evaluation possible but only
direct comparison with bulk value for chemical potential.
zDmcav(N) . Dmbulk(N) for all numbers N of cavity water.
FIGURE 3 FEP versus TI values of optimal cavity water molecule amount
in antigen-antibody complexes using data from Table 3.
FIGURE 4 Calculated versus experimentally found cavity water numbers
in antigen-antibody complexes using data from Table 3. (h) TI; (n) FEP
results.
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error as the difference between different simulation protocols
and by comparison with experiments. The technique was
ultimately applied to a large database of 211 cavities in
antigen-antibody complexes, revealing the extent of missing
water information.
A number of questions are of course still open and need
further elaboration: The key assumption developed in this
work, namely the correspondence between grand canonical
ensemble expectation values for the occupancy and the result
of continuous free energy interpolation for small numbers,
needs further mathematical analysis. We have, furthermore,
not yet taken a closer look at the true water mobility and
packing structure as a function of cavity shape and surface
properties to explain which water molecules should be vis-
ible experimentally. The solvent-free simulation conditions
applied in this work should, however, allow for very large
simulation times to facilitate deeper insight. Additionally, we
did not investigate the generality of our ﬁndings for other
types of complexes besides antigen-antibody structures where
more experimental data might be available. Even more
important for future research will be the development of em-
pirical water packing models for even more rapid estimation
of the water content. Such an approach will ultimately be
necessary for the development of robust and accurate novel
scoring functions for characterizing protein-protein complex
stability. The results of this work will guide the parametri-
zation of such a model.
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