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There have been intensive and extensive studies on the limit theorem for stochastic differen-
tial equations (see, e.g., [3,5,8,9,11,12]). According to [9, p. 205], the limit theorem makes it
possible to transfer properties from ODE to SDE, and this transference method can provide si-
multaneously statements of stochastic propositions and their proofs. For example, the uniqueness
and existence of solutions of SDE can be considered a direct consequence of the corresponding
result for ODE combined with the limit theorem.
Recently there has been an increasing interest in studying the following multivalued
(Stratonovich) stochastic differential equation (MSDE in short):
{
dX(t) ∈ b(X(t))dt + σ (X(t)) ◦ dw(t)−A(X(t))dt, t ∈ R+,
X(0) = x0 ∈ D(A),
(1)
where ◦ denotes the Stratonovich integral, A is a maximal monotone operator, w(t) is a multi-
dimensional standard Brownian motion, σ and b are maps from Rm to Rm and Rm × Rd ,
respectively (see [4,14] and references therein).
The main difficulty in handling this equation comes from the high singularity of A, which
is neither bounded nor continuous. The difficulty becomes even greater with the entering of
the stochastic driving process, the Brownian motion. It is for this reason that the existence and
uniqueness result is proved in [4] only under the additional assumption that the interior of the
domain of A is non-empty (see also [14]), although its deterministic counterpart does not need
this assumption.
In this paper we aim at establishing a limit theorem for (1) and, as a by-product, give a new
proof of Cépa’s existence and uniqueness result.
2. Preliminaries
Given a multivalued operator A from Rm to Rm, define:
D(A) := {x ∈ Rm: A(x) = ∅},
Im(A) :=
⋃
x∈D(A)
A(x),
Gr(A) := {(x, y) ∈ R2m: x ∈ Rm, y ∈ A(x)}.
A−1 is defined by x ∈ A−1(y) ⇔ y ∈ A(x).
Definition 2.1. (See [1].) (1) A multivalued operator A is called monotone if
〈y1 − y2, x1 − x2〉 0, ∀(x1, y1), (x2, y2) ∈ Gr(A).
(2) A monotone operator A is called maximal monotone if
(x1, y1) ∈ Gr(A) ⇔
{〈y1 − y2, x1 − x2〉 0, ∀(x2, y2) ∈ Gr(A)}.
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sequel. For proofs we refer to [1].
Proposition 2.2.
(1) For each x ∈ D(A), A(x) is a closed and convex subset of Rm. In particular, there is a
unique y ∈ A(x) such that |y| = inf{|z|: z ∈ Ax}. A◦(x) := y is called the minimal section
of A, and we have
x ∈ D(A) ⇔ ∣∣A◦(x)∣∣< +∞.
(2) The resolvent operator Jn := (1 + 1nA)−1 is single-valued and Lipschitz continuous with
Lipschitz constant 1. Moreover, limn↑∞ Jnx = x for any x ∈ D(A).
(3) The Yosida approximation An := n(1 − Jn) is monotone and Lipschitz continuous with Lip-
schitz constant n. Moreover, as n ↑ ∞
An(x) → A◦(x) and
∣∣An(x)∣∣ ↑ ∣∣A◦(x)∣∣ if x ∈ D(A).
We will also need the following lemma.
Lemma 2.3. If x /∈ D(A), xn → x, then
lim inf
n→∞
∣∣An(xn)∣∣= ∞.
Proof. Suppose not. Then extracting a subsequence if necessary we may assume that {|An(xn)|}
is bounded and
lim
n→∞An(xn) = y.
Hence
lim
m,n→∞
〈
xn − xm,An(xn)−Am(xm)
〉= 0.
Thus by [2, Proposition 1.1] y ∈ A(x). In particular, x ∈ D(A). 
The following two results are taken from [4].
Lemma 2.4. Let A be a multivalued maximal monotone operator, t → (X(t),K(t)) and t →
(X′(t),K ′(t)) be continuous functions with X(t),X′(t) ∈ D(A), t → K(t),K ′(t) be of finite
variation. Let (α,β) be continuous functions which satisfying
(
α(t), β(t)
) ∈ Gr(A), ∀t  0.
If
〈
X(t)− α(t), dK(t) − β(t) dt 〉 0,
J. Ren, S. Xu / Journal of Functional Analysis 256 (2009) 2780–2814 2783〈
X′(t) − α(t), dK ′(t)− β(t) dt 〉 0,
then
〈
X(t)−X′(t), dK(t) − dK ′(t)〉 0.
Lemma 2.5. If Int(D(A)) = ∅, then there exists a ∈ Rm, γ > 0, μ 0, such that ∀x ∈ Rm, we
have
〈
x − a,An(x)
〉
 γ
∣∣An(x)∣∣−μ|x − a| − γμ. (2)
Let D be the space of all càdlàg functions from R+ to R. For f,g ∈ D define
d(f,g) :=
∞∑
n=0
2−n
n+1∫
n
(
1 ∧ ∣∣f (t)− g(t)∣∣)dt.
Then (D, d) is Polish space and d is a metric corresponding to the Meyer–Zheng topology (see
[7]) which is defined by the convergence in measure for the Lebesgue measure on R+. The
following tightness criterion is due to [10].
Theorem 2.6. Let {θn}n∈N∗ be a family of càdlàg increasing processes with θn(0) = 0. If for all
t > 0 there exists a constant C(t) > 0 such that
sup
n∈N∗
E
[
θn(t)
]
 C(t),
then (θn)n∈N∗ is tight on D .
W m := C(R+,Rm) will denote the space of continuous functions from R+ to Rm, equipped
with compact uniform convergence topology. The following result, which links the convergence
in W m and that in D , appears in [4], and is essentially proved in the language of Skorohod
topology in [7].
Theorem 2.7. Suppose that for every n, xn ∈ W m, θn ∈ W 1 and θn is strictly increasing with
θn(0) = 0. Set τn = θ−1n and yn(t) = xn(τn(t)). Suppose that there exists y ∈ W m, τ ∈ W 1 and
θ ∈ D such that
(yn, τn, θn) → (y, τ, θ) ∈ W m+1 ×D, n → ∞.
Define x(t) := y(θ(t)). Then a necessary and sufficient condition for (xn)n∈N∗ to converge to x
in W m is that y(s) = y(t) provided τ(s) = τ(t).
Our basic probability space Ω will be the space of continuous functions from R+ to Rd . The
generic point of Ω will be denote by ω and we set
w(t,ω) := ω(t).
2784 J. Ren, S. Xu / Journal of Functional Analysis 256 (2009) 2780–2814Ω will be equipped with the compact uniform convergence topology and P will denote the
standard Wiener measure under which t → w(t) is a standard Brownian motion starting from 0.
Ft will denote the natural filtration on Ω :
Ft :=
⋂
u>t
σ
(
w(v), v < u
)
P .
Consider the multivalued Stratonovich stochastic differential equation (1) on Ω and recall the
following definition due to [4].
Definition 2.8. A pair of continuous and Ft -adapted processes (X,K) is called a strong solution
of (1) if
(i) X(0) = x0 and X(t) ∈ D(A) a.s.;
(ii) K = {K(t),Ft ; t ∈ R+} is of finite variation and K(0) = 0 a.s.;
(iii) dX(t) = b(X(t)) dt + σ(X(t)) ◦ dw(t)− dK(t), t ∈ R+, a.s.;
(iv) for any continuous processes (α,β) satisfying(
α(t), β(t)
) ∈ Gr(A), ∀t ∈ R+,
the measure 〈
X(t)− α(t), dK(t) − β(t) dt 〉
is positive on R+.
Then we know by [4] that under the hypothesis
(H) σ ∈ C2b , b ∈ C1b ,
(1) admits a unique solution which will be denoted by (X,K) in the sequel.
For a function K of finite variation let |K|t denote its total variation on [0, t]. Then we have
(see, e.g., [14]):
Lemma 2.9. Let {Kn, n ∈ N} be a family of continuous functions of finite variation. Assume that
(i) supn |Kn|t  C(t) < ∞, ∀t ;
(ii) limn→∞ Kn = K ∈ W m.
Then K is of finite variation. Moreover, if {fn,n ∈ N} is a family of continuous functions such
that limn→∞ fn = f ∈ W m, then
lim
n→∞
t∫
s
〈
fn(u), dKn(u)
〉=
t∫
s
〈
f (u), dK(u)
〉
, ∀0 s  t < +∞.
Throughout the paper, C denotes a positive constant whose value may vary from one place to
another.
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For every n, 0 t < ∞, consider the following ordinary differential equation:
{
X˙n(t) = b
(
Xn(t)
)+ σ (Xn(t))w˙n(t)−An(Xn(t)),
Xn(0) = x0 ∈ D(A),
(3)
where An is the Yosida approximation of A and
w˙n(t) = 2n
[
w
(
t+n
)−w(tn)], t+n = [2nt] + 12n , tn = [2
nt]
2n
.
Here [a] stands for the integer part of a. We denote the unique solution of (3) by Xn.
Set
θn(t) :=
t∫
0
∣∣An(Xn(u))∣∣du+ t,
τn := θ−1n ,
Kn(t) :=
t∫
0
An
(
Xn(u)
)
du,
Mn(t) :=
t∫
0
σ
(
Xn(u)
)
w˙n(u) du,
Yn(t) := Xn
(
τn(t)
)
,
Hn(t) := Kn
(
τn(t)
)
,
wn(t) :=
t∫
0
w˙n(u) du,
aij (x) :=
d∑
k=1
σ ik(x)σ
j
k (x),
αn(t) := σ
(
Xn(tn)
)
w˙n(t),
(σ ′σ)l,l
′
i (x) :=
m∑
j=1
(
∂jσ
il(x)
)
σ jl
′
(x),
(Lf )(x) :=
m∑
i=1
[
bi(x) +
d∑
k=1
m∑
j=1
(
∂
∂xj
σ ik(x)
)
σ
j
k (x)
]
∂if (x)+ 12
m∑
i,j=1
aij (x)∂i∂jf (x).
We now prove
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Proof. The easy terms are τn, wn and Hn. In fact, we have, ∀0 s  t < ∞, n ∈ N∗,∣∣τn(t) − τn(s)∣∣ |t − s|, (4)
∣∣Hn(t)−Hn(s)∣∣=
∣∣∣∣∣
τn(t)∫
τn(s)
An
(
Xn(u)
)
du
∣∣∣∣∣
=
∣∣∣∣∣
t∫
s
An(Yn(v))
|An(Yn(v))| + 1 dv
∣∣∣∣∣
 |t − s|, (5)
and for all p  1,
E
[∣∣wn(t)−wn(s)∣∣2p] C|t − s|p. (6)
The other terms are more delicate. First we look at θn. Let a be as in Lemma 2.5. By differ-
ential formula, ∀p  1, ∀0 s  t < ∞, we have
∣∣Xn(s) − a∣∣2p = |x0 − a|2p
+ 2p
s∫
0
∣∣Xn(u) − a∣∣2p−2〈Xn(u) − a, b(Xn(u))〉du
+ 2p
s∫
0
∣∣Xn(u) − a∣∣2p−2〈Xn(u) − a,σ (Xn(u))w˙n(u)〉du
− 2p
s∫
0
∣∣Xn(u) − a∣∣2p−2〈Xn(u) − a,An(Xn(u))〉du.
Lemma 2.5 yields
∣∣Xn(s) − a∣∣2p  C +Ct +C
s∫
0
∣∣Xn(u)− a∣∣2p du
+C
s∫
0
∣∣Xn(u)− a∣∣2p−2〈Xn(u) − a,σ (Xn(u))w˙n(u)〉du
−C
s∫ ∣∣Xn(u)− a∣∣2p−2∣∣An(Xn(u))∣∣du, (7)0
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I := E
[
sup
0st
∣∣∣∣∣
s∫
0
f
(
Xn(u)
)
w˙n(u) du
∣∣∣∣∣
]
,
where f (Xn(u)) = |Xn(u)− a|2p−2(Xn(u)− a)∗σ(Xn(u)). Then
I  E
[
sup
0st
∣∣∣∣∣
s∫
0
f
(
Xn(un)
)
w˙n(u) du
∣∣∣∣∣
]
+ E
[
sup
0st
∣∣∣∣∣
s∫
0
u∫
un
∂f (Xn(v))
∂v
w˙n(u)dv du
∣∣∣∣∣
]
:= I1 + I2. (8)
Noticing that
s∫
0
w˙n(u) du =
s+n∫
0
ξu dw(u),
where
ξu = 2n
u+n ∧s∫
un
f
(
Xn(vn)
)
dv = 2n(u+n ∧ s − un)f (Xn(un)).
We have by BDG inequality and the boundedness of σ
I1  CE
( t+n∫
0
|ξu|2 du
)1/2
 CE
[( t∫
0
∣∣Xn(un)− a∣∣4p−2 du
)1/2]
 CE
[(
sup
0st
∣∣Xn(s) − a∣∣2p)1/2
( t∫
0
∣∣Xn(un)− a∣∣2p−2 du
)1/2]
 1
2
E
[
sup
0st
∣∣Xn(s) − a∣∣2p]+CE
[ t∫ ∣∣Xn(un)− a∣∣2p−2 du
]
0
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2
E
[
sup
0st
∣∣Xn(s) − a∣∣2p]+C
t∫
0
E
[
sup
0us
∣∣Xn(u)− a∣∣2p]ds +C(t), (9)
where we have used the inequality
|ab| 1
2
(
λa2 + λ−1b2) (10)
for all constants a, b ∈ R and λ > 0. For I2 we have
I2  E
[
sup
0st
∣∣∣∣∣
s∫
0
u∫
un
(∣∣Xn(v)− a∣∣2p−1∣∣σ ′(Xn(v))∣∣+ ∣∣Xn(v)− a∣∣2p−2∣∣σ (Xn(v))∣∣)
× (∣∣b(Xn(v))∣∣+ ∣∣σ (Xn(v))∣∣∣∣w˙n(v)∣∣+ ∣∣An(Xn(v))∣∣)∣∣w˙n(u)∣∣dv du
∣∣∣∣∣
]
 E
[
sup
0st
∣∣∣∣∣
s∫
0
u∫
un
(
C
∣∣Xn(v)− a∣∣2p−1 +C)(C +C∣∣w˙n(v)∣∣+ ∣∣An(Xn(v))∣∣)∣∣w˙n(u)∣∣dv du
∣∣∣∣∣
]
 CE
[ t∫
0
u∫
un
∣∣w˙n(u)∣∣dv du
]
+CE
[ t∫
0
u∫
un
∣∣w˙n(u)∣∣2 dv du
]
+CE
[ t∫
0
u∫
un
∣∣An(Xn(v))∣∣∣∣w˙n(u)∣∣dv du
]
+CE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣2p−1∣∣w˙n(u)∣∣dv du
]
+CE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣2p−1∣∣w˙n(u)∣∣2 dv du
]
+CE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣2p−1∣∣An(Xn(v))∣∣∣∣w˙n(u)∣∣dv du
]
:= I21 + I22 + I23 + I24 + I25 + I26. (11)
It is easily seen that
I21  C(t)2−
n
2 (12)
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I22  C(t). (13)
Since |An(Xn(v))| n(1 + |Xn(v)|), we have
I23  C(t)n2−
n
2 +CnE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣∣∣w˙n(u)∣∣dv du
]
 C(t)n2− n2 +Cn
t∫
0
u∫
un
E
[∣∣Xn(v) − a∣∣∣∣w˙n(u)∣∣]dv du
 C(t)n2− n2 +Cn
t∫
0
u∫
un
(
E
∣∣Xn(v)− a∣∣2p) 12p
(
E
∣∣w˙n(u)∣∣ 2p2p−1
) 2p−1
2p
dv du
 C(t)n2− n2 +Cn2 n2
t∫
0
u∫
un
(
E
∣∣Xn(v)− a∣∣2p) 12p dv du
 C(t)n2− n2 +Cn2− n2
t∫
0
E
[
sup
0vu
∣∣Xn(v) − a∣∣2p]du. (14)
Moreover, we have
I24 = C
t∫
0
u∫
un
E
[∣∣Xn(v)− a∣∣2p−1∣∣w˙n(u)∣∣]dv du
 C
t∫
0
u∫
un
(
E
∣∣Xn(v)− a∣∣2p) 2p−12p (E∣∣w˙n(u)∣∣2p) 12p dv du
 C2− n2
t∫
0
E
[
sup
0vu
∣∣Xn(v)− a∣∣2p]du+C(t)2− n2 (15)
and
I25 = C
t∫
0
u∫
un
E
[∣∣Xn(v)− a∣∣2p−1∣∣w˙n(u)∣∣2]dv du
 C
t∫ u∫ (
E
[∣∣Xn(v)− a∣∣2p]) 2p−12p (E[∣∣w˙n(u)∣∣4p]) 12p dv du0 un
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t∫
0
E
[
sup
0vu
∣∣Xn(v) − a∣∣2p]du+C(t). (16)
Furthermore,
I26  CnE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣2p−1(C +C∣∣Xn(v)− a∣∣)∣∣w˙n(u)∣∣dv du
]
 CnE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣2p−1∣∣w˙n(u)∣∣dv du
]
+CnE
[ t∫
0
u∫
un
∣∣Xn(v)− a∣∣2p∣∣w˙n(u)∣∣dv du
]
 Cn2− n2
t∫
0
E
[
sup
0vu
∣∣Xn(v) − a∣∣2p]du+C(t)n2− n2
+Cn2−n
t∫
0
E
[∣∣Xn(s) − a∣∣2p∣∣w˙n(sn)∣∣]ds. (17)
On the other hand,
∣∣Xn(s) − a∣∣2p  C∣∣Xn(sn)− a∣∣2p +C
∣∣∣∣∣
s∫
sn
b
(
Xn(u)
)
du
∣∣∣∣∣
2p
+C
∣∣∣∣∣
s∫
sn
σ
(
Xn(u)
)
w˙n(u) du
∣∣∣∣∣
2p
+C
∣∣∣∣∣
s∫
sn
An
(
Xn(u)
)
du
∣∣∣∣∣
2p
 C
∣∣Xn(sn)− a∣∣2p +C2−2np +C2−2np∣∣w˙n(sn)∣∣2p
+Cn2p2−2np +Cn2p2−n(2p−1)
s∫
sn
∣∣Xn(u)− a∣∣2p du.
Hence it follows by Gronwall’s inequality,
∣∣Xn(s) − a∣∣2p  exp{Cn2p2−2np}(C∣∣Xn(sn)− a∣∣2p
+Cn2p2−2np +C2−2np∣∣w˙n(sn)∣∣2p). (18)
By the independence of w˙n(sn) and Xsn ,
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[∣∣Xn(s) − a∣∣2p∣∣w˙n(sn)∣∣] C exp{Cn2p2−2np}E[∣∣Xn(sn)− a∣∣2p∣∣w˙n(sn)∣∣]
+C exp{Cn2p2−2np}n2p2−2npE[∣∣w˙n(sn)∣∣]
+C exp{Cn2p2−2np}2−2npE[∣∣w˙n(sn)∣∣2p+1]
 C exp
{
Cn2p2−2np
}
E
[∣∣Xn(sn)− a∣∣2p]E[∣∣w˙n(sn)∣∣]+C
 C2 n2 E
[∣∣Xn(sn)− a∣∣2p]+C
and
E
[∣∣Xn(s) − a∣∣2p∣∣w˙n(sn)∣∣2p] C exp{Cn2p2−2np}E[∣∣Xn(sn)− a∣∣2p∣∣w˙n(sn)∣∣2p]
+C exp{Cn2p2−2np}n2p2−2npE[∣∣w˙n(sn)∣∣2p]
+C exp{Cn2p2−2np}2−2npE[∣∣w˙n(sn)∣∣4p]
 C exp
{
Cn2p2−2np
}
E
[∣∣Xn(sn)− a∣∣2p]E[∣∣w˙n(sn)∣∣2p]+C
 C2npE
[∣∣Xn(sn)− a∣∣2p]+C.
So
n2−n
t∫
0
E
[∣∣Xn(s) − a∣∣2p∣∣w˙n(sn)∣∣]ds  Cn2− n2
t∫
0
E
[
sup
0vu
∣∣Xn(v)− a∣∣2p]du+C(t).
Therefore
I26  C
t∫
0
E
[
sup
0vu
∣∣Xn(v)− a∣∣2p]du+C(t). (19)
Combining (8), (9), (11)–(16), (19) gives
I  C
t∫
0
E
[
sup
0vu
∣∣Xn(v)− a∣∣2p]du+ 12E
[
sup
0st
∣∣Xn(s) − a∣∣2p]+C(t).
Hence
E
[
sup
0st
∣∣Xn(s) − a∣∣2p] C(t) +C
t∫
0
E
[
sup
0vu
∣∣Xn(v)− a∣∣2p]du.
By Gronwall’s inequality,
E
[
sup
∣∣Xn(s) − a∣∣2p] C(t)eCt . (20)
0st
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E
[ t∫
0
∣∣An(Xn(u))∣∣du
]
 C(t)eCt . (21)
That is
sup
n∈N∗
E
[
θn(t)
]
 C(t) < ∞, 0 t < ∞. (22)
Therefore, in virtue of Theorem 2.6, θn(t) is tight.
Besides, we also have
E
[∣∣Mn(t)−Mn(s)∣∣2p]= E
[∣∣∣∣∣
t∫
s
σ
(
Xn(u)
)
w˙n(u) du
∣∣∣∣∣
2p]
 CE
[∣∣∣∣∣
t∫
s
σ
(
Xn(un)
)
w˙n(u) du
∣∣∣∣∣
2p]
+CE
[∣∣∣∣∣
t∫
s
(
σ
(
Xn(u)
)− σ (Xn(un)))w˙n(u) du
∣∣∣∣∣
2p]
 C(t − s)p +CE
[∣∣∣∣∣
t∫
s
u∫
un
∂
∂xj
σ il
(
Xn(v)
)
bj
(
Xn(v)
)
w˙ln(u) dv du
∣∣∣∣∣
2p]
+CE
[∣∣∣∣∣
t∫
s
u∫
un
(σ ′σ)l,l′
(
Xn(v)
)
w˙ln(u)w˙
l′
n (u)dv du
∣∣∣∣∣
2p]
+CE
[∣∣∣∣∣
t∫
s
u∫
un
∂
∂xj
σ il
(
Xn(v)
)
A
j
n
(
Xn(v)
)
w˙ln(u) dv du
∣∣∣∣∣
2p]
 C(t − s)p +C(t − s)2p
+C(t − s)2p−1E
[ t∫
s
du
∣∣∣∣∣
u∫
un
∣∣An(Xn(v))∣∣∣∣w˙n(u)∣∣dv
∣∣∣∣∣
2p]
 C(t − s)p +C(t − s)2p +Cn2p2−2np(t − s)2p +Cn2p2−n(2p−1)
× (t − s)2p−1E
[ t∫
s
du
u∫
un
∣∣Xn(v)− a∣∣2p∣∣w˙n(u)∣∣2p dv
]
 C(t − s)p +C(t − s)2p +Cn2p2−2np(t − s)2p
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[ t∫
s
∣∣Xn(u)− a∣∣2p∣∣w˙n(un)∣∣2p du
]
 C(t − s)p +C(t − s)2p +Cn2p2−2np(t − s)2p
+Cn2p2−2np(t − s)2p−1
t∫
s
E
[∣∣Xn(u) − a∣∣2p∣∣w˙n(un)∣∣2p]du.
By (20),
E
[∣∣Mn(t)−Mn(s)∣∣2p] C(t − s)p. (23)
Furthermore,
E
[∣∣Yn(t)− Yn(s)∣∣2p]= E[∣∣Xn(τn(t))−Xn(τn(s))∣∣2p]
 CE
[∣∣∣∣∣
τn(t)∫
τn(s)
b
(
Xn(u)
)
du
∣∣∣∣∣
2p]
+CE[∣∣Mn(τn(t))−Mn(τn(s))∣∣2p]
+CE[∣∣Hn(t) −Hn(s)∣∣2p]
 CE
[∣∣τn(t)− τn(s)∣∣2p]+C(t − s)2p
+CE[∣∣Mn(τn(t))−Mn(τn(s))∣∣2p].
Using |τn(t)− τn(s)| |t − s|, similarly to (23), we have
E
[∣∣Mn(τn(t))−Mn(τn(s))∣∣2p]= E
[∣∣∣∣∣
τn(t)∫
τn(s)
σ
(
Xn(u)
)
w˙n(u) du
∣∣∣∣∣
2p]
 CE
[∣∣∣∣∣
τn(t)∫
τn(s)
σ
(
Xn(un)
)
w˙n(u) du
∣∣∣∣∣
2p]
+CE
[∣∣∣∣∣
τn(t)∫
τn(s)
(
σ
(
Xn(u)
)− σ (Xn(un)))w˙n(u) du
∣∣∣∣∣
2p]
 C(t − s)p. (24)
Hence
E
[∣∣Yn(t)− Yn(s)∣∣2p] C(t − s)p. (25)
Combining (4)–(6), (22), (23), (25) gives the desired tightness by Aldous’s theorem (see [6]). 
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Since W 3m+1 × Ω × D is a Polish space, by Prokhorov’s theorem and Proposition 3.1, there
exist Lnk and probability L on W 3m+1 × Ω × D such that Lnk → L (k → ∞). To simplify the
notation, we suppose that Ln → L (n → ∞). By Skorohod’s representation theorem, there exists
a probability space (Ωˆ, Fˆ , Pˆ ) on which are defined random variables (τˆn, Hˆn, Mˆn, Yˆn, wˆn, θˆn),
(τˆ , Hˆ , Mˆ, Yˆ , wˆ, θˆ ) such that
(τˆn, Hˆn, Mˆn, Yˆn, wˆn, θˆn) ∼ (τn,Hn,Mn,Yn,wn, θn), (26)
Pˆ (τˆ ,Hˆ ,Mˆ,Yˆ ,wˆ,θˆ ) = L,
and as n → ∞,
(τˆn, Hˆn, Mˆn, Yˆn, wˆn, θˆn) → (τˆ , Hˆ , Mˆ, Yˆ , wˆ, θˆ ) a.s. (27)
in W 3m+1 ×Ω × D. Define
Xˆn(t) := Yˆn
(
θˆn(t)
)
, Xˆ(t) := Yˆ (θˆ (t)), Kˆn(t) := Hˆn(θˆn(t)), Kˆ(t) := Hˆ (θˆ (t)). (28)
We now pass from the convergence of Yˆn to that of Xˆn. According to Cépa in [4]. First, note
that according to Theorem 2.7, this will be done if we prove the following
Theorem 3.2. There exists Ωˆ0 ∈ Fˆ , Pˆ (Ωˆ0) = 1, such that for all ωˆ ∈ Ωˆ0, if there exist 0 s 
t < ∞ satisfying τˆ (s)(ωˆ) = τˆ (t)(ωˆ), then Yˆ (s)(ωˆ) = Yˆ (t)(ωˆ).
Proof. We divide the proof into several steps.
(A) We prove that there exists an Nˆ1 with Pˆ (Nˆ1) = 0 such that
Xˆ(t,ω) ∈ D(A), ∀(t,ω) ∈ R+ × Nˆc1 .
Since Xˆ is càdlàg, it is sufficient to prove that for every t ,
Pˆ
(
Xˆ(t) ∈ D(A) )= 1.
Suppose not. Then there exists a t0 > 0 and Bˆ0 ∈ Fˆ , such that Pˆ (Bˆ0) > 0 and Xˆt0(ωˆ) /∈ D(A)
for every ωˆ ∈ Bˆ0. Since Xˆ is right continuous, there exist δ > 0, Bˆ1 ∈ Fˆ and Pˆ (Bˆ1) > 0, such
that Xˆt (ωˆ) /∈ D(A) for every ωˆ ∈ Bˆ1 and t ∈ [t0; t0 + δ]. By (21) and (26), ∀n ∈ N∗,
E
t0+δ∫
t0
∣∣An(Xˆn(u))∣∣du C,
by Fatou’s lemma,
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Bˆ1
t0+δ∫
t0
lim inf
n→∞
∣∣An(Xˆn(u))∣∣dudPˆ  C. (29)
This means that
lim inf
n
∣∣An(Xˆn(u))∣∣< ∞,
dudPˆ -a.e. on Bˆ1 × [t0; t0 + δ]. But by Lemma 2.3,
lim inf
n→∞
∣∣An(Xˆn(u))∣∣= ∞
on this set, a contradiction.
(B) We prove that there exists Nˆ2 ∈ Fˆ , Pˆ (Nˆ2) = 0 such that ∀ωˆ ∈ Nˆc2 , if there exists 0 s 
t < ∞ such that τˆ (s) = τˆ (t), then ∀x ∈ D(A),
t∫
s
〈
Yˆ (u)− x, dHˆ (u)〉 0. (30)
In fact, by (27), there exists Nˆ2 ∈ Fˆ , Pˆ (Nˆ2) = 0, such that ∀ω ∈ Ωˆ1 := Nˆc2 ,
(τˆn, Hˆn, Mˆn, Yˆn, wˆn, θˆn) → (τˆ , Hˆ , Mˆ, Yˆ , wˆ, θˆ ), n → ∞.
By pass to the limit, it suffices to prove (B) for x ∈ D(A). By (27) and (28), we have
τˆn(t)∫
τˆn(s)
〈
Xˆn(u)− x, dKˆn(u) −An(x)du
〉
 0.
Let u = τˆn(v). By (28) and θˆn = τˆ−1n , we have
t∫
s
〈
Yˆn(u)− x, dHˆn(u)
〉

t∫
s
〈
Yˆn(u)− x,An(x)
〉
dτˆn(u).
Let n → ∞, by τˆ (s) = τˆ (t)
∣∣∣∣∣
t∫
s
〈
Yˆn(u) − x,An(x)
〉
dτˆn(u)
∣∣∣∣∣ C
(
sup
0ut
∣∣Yˆn(u)∣∣+ |x|)∣∣A◦(x)∣∣∣∣τˆn(t)− τˆn(s)∣∣
 C
∣∣τˆn(t)− τˆn(s)∣∣→ 0.
Hence
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s
〈
Yˆ (u) − x, dHˆ (u)〉 0.
(C) We prove that there exists Ωˆ2 ∈ Fˆ , Pˆ (Ωˆ2) = 1 such that ∀ωˆ ∈ Ωˆ2 and 0 s < t < ∞, if
τˆ (s)(ωˆ) = τˆ (t)(ωˆ), then Yˆ (t)(ωˆ) − Yˆ (s)(ωˆ) = Hˆ (s)(ωˆ)− Hˆ (t)(ωˆ).
Denote by Ωˆ(n) the subset of Ωˆ with Pˆ (Ωˆ(n)) = 1 satisfying differential equation
dXˆn(t) = b
(
Xˆn(t)
)
dt + σ (Xˆn(t)) ˙ˆwn(t) dt − dKˆn(t),
and let Ωˆ2 = Ωˆ1 ∩ (⋂n∈N∗ Ωˆ(n)) where Ωˆ1 is defined in step (B). Then Pˆ (Ωˆ2) = 1 and we have
for all n ∈ N∗, 0 s < t < ∞ and ωˆ ∈ Ωˆ2:
Yˆn(t)− Yˆn(s) =
τˆn(t)∫
τˆn(s)
b
(
Xˆn(u)
)
du+
τˆn(t)∫
τˆn(s)
σ
(
Xˆn(u)
) ˙ˆwn(u)du− (Hˆn(t) − Hˆn(s))
=
τˆn(t)∫
τˆn(s)
b
(
Xˆn(u)
)
du+ (Mˆn(τˆn(t))− Mˆn(τˆn(s)))− (Hˆn(t) − Hˆn(s)).
Since τˆ (t) = τˆ (s) and
∣∣∣∣∣
τˆn(t)∫
τˆn(s)
b
(
Xˆn(u)
)
du
∣∣∣∣∣
τˆn(t)∫
τˆn(s)
∣∣b(Xˆn(u))∣∣du
 C
(
τˆn(t) − τˆn(s)
)
sup
0uτˆn(t)
(
1 + ∣∣Xˆn(u)∣∣)
 C
(
τˆn(t) − τˆn(s)
)
sup
0ut
(
1 + ∣∣Yˆn(u)∣∣)
 C
(
τˆn(t) − τˆn(s)
)
,
we have
∫ τˆn(t)
τˆn(s)
b(Xˆn(u)) du → 0 (n → ∞).
By (27),
Mˆn
(
τˆn(t)
)− Mˆn(τˆn(s))→ Mˆ(τˆ (t))− Mˆ(τˆ (s)) (n → ∞).
As τˆ (t) = τˆ (s),
Mˆn
(
τˆn(t)
)− Mˆn(τˆn(s))→ 0 (n → ∞).
Therefore, if n → ∞ and τˆ (t) = τˆ (s), we have
Yˆ (t)− Yˆ (s) = Hˆ (s) − Hˆ (t).
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Pˆ
(
Yˆ (t) ∈ D(A); 0 t < ∞)= 1.
Since Yˆ is continuous, it is sufficient to prove that Pˆ (Yˆ (t) ∈ D(A)) = 1 for all 0  t < ∞.
Suppose that there exist 0 < t0 < ∞ and Bˆ ∈ Fˆ , such that Pˆ (Bˆ) > 0 and Yˆt0(ωˆ) /∈ D(A) for
every ωˆ ∈ Bˆ . Let S := sup{0  u  t0: Yˆ (u) ∈ D(A)}. Obviously Yˆ (0) ∈ D(A) and Yˆ (S) ∈
D(A) a.s. Then step (A) and the fact Yˆ (s) /∈ D(A) for s ∈ ]S; t0], ωˆ ∈ Bˆ force τˆ (S) = τˆ (t0)
on Bˆ . Applying the step (B) on Ωˆ2 ∩ Bˆ , we obtain
1
2
∣∣Yˆ (t0)− Yˆ (S)∣∣2 = 12
∣∣Hˆ (t0)− Hˆ (S)∣∣2
=
t0∫
S
〈
Hˆ (u)− Hˆ (S), dHˆ (u)〉
= −
t0∫
S
〈
Yˆ (u) − Yˆ (S), dHˆ (u)〉
 0.
Hence Yˆ (t0) = Yˆ (S), which is impossible on Bˆ .
(E) Finally we can finish the proof. Let Ωˆ0 = Ωˆ2 ∩{Yˆ (t) ∈ D(A); t ∈ R+}. Then Pˆ (Ωˆ0) = 1.
If τˆ (t) = τˆ (s), then
1
2
∣∣Yˆ (t)− Yˆ (s)∣∣2 = 1
2
∣∣Hˆ (t) − Hˆ (s)∣∣2
=
t∫
s
〈
Hˆ (u)− Hˆ (s), dHˆ (u)〉
= −
t∫
s
〈
Yˆ (u) − Yˆ (s), dYˆ (u)〉
 0,
so Yˆ (s) = Yˆ (t) and moreover Kˆ(t) = Kˆ(s). The proof is complete. 
By Theorems 2.7 and 3.2, there is a subsequence {nk} such that
(Xˆnk , Kˆnk ) → (Xˆ, Kˆ) in W 2m a.s. (31)
Consequently, the image measure of (Xˆnk , Kˆnk ) has a weak limit μ in W 2m.
Denote by μn the law of (Xn,Kn). Since (Xˆn, Kˆn) and (Xn,Kn) are identically distributed,
μ is a weak limit of {μn} in W 2m.
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soning, we know that any subsequence has a weakly convergent sub-subsequence and we thus
arrive at the following result.
Theorem 3.3. {μn} is relatively compact in W 2m.
Next we shall prove that the whole sequence {μn} converges weakly to a unique limit and
we shall identify this limit. To do these, however, we need first to introduce the notions of weak
solution and martingale problem associated to (1).
4. Weak solutions and martingale problems
In this section we shall consider the following Itô MSDE
{
dX(t) ∈ σ(t,X)dw(t)+ b(t,X)dt −A(X(t))dt,
X(0) = x0 ∈ D(A),
(32)
where b : R+ ×W m → Rm and σ : R+ ×W m → Rm × Rd are B(R+)×B(W m)-measurable,
and ∀t , b(t, ·) and σ(t, ·) are Bt (W m)-measurable.
Parallel to the SDE case, we introduce the following definition.
Definition 4.1. If there exists a filtered probability space (Ω,F ,P , (Ft )t0) on which defined
two continuous adapted processes X, K and a d-dimensional Brownian motion w such that
(1) b(t,X·(ω)) ∈ L1loc(Rm), σ(t,X·(ω)) ∈ L2loc(Rm ⊗ Rd);
(2) K is of finite variation and K(0) = 0;
(3) For all t  0,
X(t) = x0 +
t∫
0
σ(s,X)dw(s)+
t∫
0
b(s,X)ds −K(t) a.s.;
(4) For every pair of Rm-valued continuous adapted process α,β verifying(
α(u),β(u)
) ∈ Gr(A),
the measure 〈
X(u)− α(u), dK(u) − β(u)du〉
is positive on R+.
Then we say that (32) admits a weak solution.
Set
a := σσ ∗.
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(Lf )(t,w) :=
m∑
i=1
bi(t,w)∂if
(
w(t)
)+ 1
2
m∑
i,j=1
aij (t,w)∂i∂j f
(
w(t)
)
.
The following result connects the weak solution to the so-called martingale problem.
Theorem 4.2. A necessary and sufficient condition for the condition (3) in Definition 4.1 to admit
a weak solution to (32) is that there exist a filtered probability space (Ω,F ,P , (Ft )t0), an m-
dimensional continuous adapted process X and an m-dimensional continuous adapted process
K of finite variation such that for all f ∈ C2b(Rm)
M
f
t := f
(
X(t)
)− f (X(0))−
t∫
0
(Lf )(s,X)ds +
t∫
0
〈∇f (X(s)), dK(s)〉
is a continuous local martingale and the condition (4) in the above Definition 4.1 is satisfied.
Proof. Let (X,K,w) be a weak solution to (32). By Itô’s formula, ∀f ∈ C2b(Rm), t ∈ R+, we
have
f
(
X(t)
)= f (X(0))+ m∑
i=1
t∫
0
∂if
(
X(s)
)
dXi(s) + 1
2
m∑
i,j=1
t∫
0
∂i∂j f
(
X(s)
)
d
[
Mi,Mj
]
s
a.s.,
where M(t) = ∫ t0 σ(s,X)dw(s).
Since [Mi,Mj ]t =
∫ t
0 a
ij (s,X)ds, we have
M
f
t = f
(
X(t)
)− f (X(0))−
t∫
0
(Lf )(s,X)ds +
t∫
0
〈∇f (X(s)), dK(s)〉
=
m∑
i=1
d∑
k=1
t∫
0
σ ik(s,X)∂if
(
X(s)
)
dwk(s) a.s.
Hence {Mft , t ∈ R+} is a continuous local martingale.
On the other hand, if there exists (X,K) such that ∀f ∈ C2b(Rm), Mf is a continuous local
martingale. ∀n ∈ N, let κn := inf{t; |X(t)| > n}. For i = 1,2, . . . ,m, choose f ∈ C2b(Rm) such
that f (x) = xi when |x| n. Then
Min(t) = Xi(κn ∧ t)−Xi(0)−
κn∧t∫
0
bi(s,X)ds +
κn∧t∫
0
dKi(s) ∈ M2c .
Since κn ↑ ∞ a.s., we have
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t∫
0
bi(s,X)ds − 1
2
t∫
0
(σ ′σ)i(s,X)ds +
t∫
0
dKi(s) ∈ Mcloc. (33)
Similarly, for i, j = 1,2, . . . ,m, choosing f ∈ C2b(Rm) such that f (x) = xixj when |x| n, we
see that
Xi(t)Xj (t)−Xi(0)Xj (0)−
t∫
0
bi(s,X)Xj (s) ds −
t∫
0
bj (s,X)Xi(s) ds
+
t∫
0
Xj(s) dKi(s) +
t∫
0
Xi(s) dKj (s) −
t∫
0
aij (s,X)ds ∈ Mcloc. (34)
By (33), (34) and Itô’s formula, we have
[
Mi,Mj
]=
t∫
0
aij (s,X)ds a.s., t ∈ R+, i, j = 1, . . . ,m.
Hence there exists an extension (Ω˜, F˜ , P˜ , F˜) of (Ω,F ,P ,F) and a d-dimension F˜ Brownian
motion w, such that
M(t) =
t∫
0
σ(s,X)dw(s) a.s., t ∈ R+.
Therefore,
X(t) = X(0)+
t∫
0
b(s,X)ds +
t∫
0
σ(s,X)dw(s)−K(t) a.s.
Consequently (X,K,w) is a weak solution of Eq. (32). 
Let
V m := {V : R+ → Rm, V (0) = 0, V is continuous and of finite variation on compacts}.
We have
Proposition 4.3. V m is a Borel measurable set of W m and
μ
(
W m × V m)= 1.
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V mT,l :=
{
V ∈ V m: |V |T  l
}
.
Then
V m =
∞⋂
T=1
∞⋃
l=1
V mT,l .
Trivially each V mT,l is closed and thus Borel measurable and so is V m. 
We endow V m with the filtration
Bt
(
V m
) := σ{fA,A ∈ Bt (R+)},
where fA is a map V m → Rm defined by
fA(V ) := V (A).
Theorem 4.4. A necessary and sufficient condition for the condition (3) in Definition 4.1 to
admit a weak solution to (32) is that there exists a probability μ on (W m × V m,B(W m) ×
B(V m), (Bt (W m)×Bt (V m))t0) such that for all f ∈ C2b(Rm),
N
f
t := f
(
x(t)
)− f (x(0))−
t∫
0
Lf (s, x) ds +
t∫
0
〈∇f (x(s)), dv(s)〉
is a μ-continuous local martingale. Here (x, v) denotes the generic point of W m × V m.
Proof. If there exist (Ω,F ,P ,F) and (X,K) such that ∀f ∈ C2b(Rm), Mf be a continuous lo-
cal martingale. Consider image (X.,K.) : Ω → (W m,V m) and μ(X,K) = P ◦ (X,K)−1: the dis-
tribution of (X.,K.) on the (W m ×V m,B(W m)×B(V m)). Then Nft is a Bt (W m)×Bt (V m)
local martingale. On the other hand, if Nft is continuous local martingale, obviously M
f
t is P -
continuous local martingale. By Theorem 4.2, condition for (3) in Definition 4.1 holds. 
5. Identification of the limit
By Theorem 3.3, {μn} has a weak limit. We now prove:
Theorem 5.1. Suppose that μ is a weak limit of {μn}. Then, under μ,
f
(
x(t)
)− f (x(s))+
t∫
s
(〈∇f (x(u)), dv(u)〉−
t∫
s
Lf
(
x(u)
)
du
)
is a martingale for all f ∈ C2.b
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E
μ
[
F · (f (x(t))− f (x(s)))]= Eμ
[
F ·
t∫
s
(
Lf
(
x(u)
)− 〈∇f (x(u)), dv(u)〉)du
]
for all f ∈ C∞0 (Rm), 0  s < t , and bounded Bs(W m) × Bs(V m) measurable F : Ω → R.
Clearly, it will suffice to do this when s and t have the form k/2N and F is bounded continuous,
and Bs(W m)×Bs(V m) measurable. Observe that
E
μn
[
F ·
(
f
(
x(t)
)− f (x(s))+
t∫
s
〈∇f (x(u)), dv(u)〉
)]
= Eμn
[
F ·
t∫
s
〈∇xf (x(u)), b(x(u))〉du
]
+ EP
[
F ·
t∫
s
〈∇xf (Xn(u)), αn(u)〉du
]
+ EP
[
F ·
t∫
s
〈∇xf (Xn(u)), M˙n(u) − αn(u)〉du
]
+ EP
[ t∫
s
〈∇xf (Xn(u)),An(Xn(u))〉du
]
= J1,n + J2,n + J3,n + J4,n.
Obviously,
J1,n → Eμ
[
F ·
t∫
s
〈∇xf (x(u)), b(x(u))〉du
]
, (35)
and
J4,n → EP
[ t∫
s
〈∇xf (X(u)), dK(u)〉
]
= Eμ
[
F ·
t∫
s
〈∇xf (x(u)), dv(u)〉
]
. (36)
Now we prove
J2,n → Eμ
[
F ·
t∫
L0uf
(
x(u)
)
du
]
, (37)s
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L0u =
1
2
aij (x)
(
∂2/∂xi∂xj
)
.
Let H(x) denote the Hessian matrix of f . Since
E
P
[
αn(u)
∣∣Bun(W m)×Bun(V m)]= 0,
we have
J2,n = EP
[
F ·
t∫
s
〈∇xf (Xn(un)), αn(u)〉du
]
+ EP
[
F ·
t∫
s
〈∇xf (Xn(u))− ∇xf (Xn(un)), αn(u)〉du
]
= EP
[
F ·
t∫
s
〈∇xf (Xn(u))− ∇xf (Xn(un)), αn(u)〉du
]
= EP
[
F ·
t∫
s
du
u∫
un
dv
〈
M˙n(v),H
(
Xn(v)
)
αn(u)
〉]
+ EP
[
F ·
t∫
s
du
u∫
un
dv
〈
b
(
Xn(v)
)
,H
(
Xn(v)
)
αn(u)
〉]
+ EP
[
F ·
t∫
s
du
u∫
un
dv
〈−An(Xn(v)),H (Xn(v))αn(u)〉
]
= K1,n +K2,n +K3,n.
Clearly, |K2,n| → 0, |K3,n| → 0 and
K1,n = EP
[
F ·
t∫
s
du
u∫
un
dv
〈
αn(v),H
(
Xn(v)
)
αn(u)
〉]
+ EP
[
F ·
t∫
s
du
u∫
un
dv
v∫
vn
dr
〈
∂
∂xj
σ il
(
Xn(r)
)
bj
(
Xn(r)
)
w˙ln,H
(
Xn(v)
)
αn(u)
〉]
+ EP
[
F ·
t∫
du
u∫
dv
v∫
dr
〈
(σ ′σ)l,l′
(
Xn(r)
)
w˙lnw˙
l′
n ,H
(
Xn(v)
)
αn(u)
〉]
s un vn
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[
F ·
t∫
s
du
u∫
un
dv
v∫
vn
dr
〈
∂
∂xj
σ il
(
Xn(r)
)
A
j
n
(
Xn(v)
)
w˙ln,H
(
Xn(v)
)
αn(u)
〉]
= K4,n +K5,n +K6,n +K7,n.
Again, we have |K5,n| → 0, |K6,n| → 0, |K7,n| → 0 and that
K4,n = EP
[
F ·
t∫
s
du
u∫
un
dv
〈
αn(v),H(Xn(un)αn(u)
〉]
+ EP
[
F ·
t∫
s
du
u∫
un
dv
〈
αn(v), (H
(
Xn(v)
)−H (Xn(un))αn(u)〉
]
= K8,n +K9,n.
Since |K9,n| → 0, it remains to examine K8,n.
K8,n = 2nEP
[
F ·
t∫
s
du
u∫
un
dv tr
[
σ ∗
(
Xn(vn)
)
H
(
Xn(un)
)
σ
(
Xn(un)
)]]
= 2nEμn
[
F ·
t∫
s
du
u∫
un
dv tr
[
σ ∗
(
x(vn)
)
H
(
x(un)
)
σ
(
x(un)
)]]
.
Since for bounded measurable functions ϕ and ψ on [s, t],
2n
t∫
s
ϕ(u)du
u∫
un
ψ(v)dv → 1
2
t∫
s
ϕ(u)ψ(u)du
(see [12, Lemma 4.2]), using μn → μ,
K8,n → 12E
μ
[
F ·
t∫
s
tr
[
σ ∗
(
x(u)
)
H
(
x(u)
)
σ
(
x(u)
)]
du
]
,
(37) is proved.
Finally we treat J3,n and will prove:
J3,n → 12E
μ
[
F ·
t∫
s
〈∇xf (x(u)), σ ′σ (x(u))〉du
]
. (38)
We write
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[
F ·
t∫
s
u∫
un
dv
〈∇xf (Xn(u)), (σ ′σ)l,l′(Xn(v))w˙lnw˙l′n 〉
]
+ EP
[
F ·
t∫
s
u∫
un
dv
〈
∇xf
(
Xn(u)
)
,
∂
∂xj
σ il
(
Xn(v)
)
bj
(
Xn(v)
)
w˙ln
〉]
− EP
[
F ·
t∫
s
u∫
un
dv
〈
∇xf
(
Xn(u)
)
,
∂
∂xj
σ il
(
Xn(v)
)
A
j
n(v)w˙
l
n
〉]
= L1,n +L2,n +L3,n.
Clearly, |L2,n| → 0 and |L3,n| → 0.
Moreover,
L1,n = EP
[
F ·
t∫
s
〈∇xf (Xn(un)), (σ ′σ)l,l′(Xn(un))(u− un)w˙lnw˙l′n 〉
]
+ EP
[
F ·
t∫
s
du
u∫
un
dv
〈∇xf (Xn(un)), [(σ ′σ)l,l′(Xn(v))− (σ ′σ)l,l′(Xn(un))]w˙lnw˙l′n 〉
]
+ EP
[
F ·
t∫
s
du
u∫
un
dv
〈∇xf (Xn(u))− ∇xf (Xn(un)), (σ ′σ)l,l′(Xn(v))w˙lnw˙l′n 〉
]
= L4,n +L5,n +L6,n.
By |L5,n| → 0, |L6,n| → 0 and L4,n → 12Eμ[F ·
∫ t
s
〈∇xf (x(u)), σ ′σ(x(u))〉du], we get (38) and
the proof is completed. 
Proposition 5.2. If (α,β) are continuous functions satisfying
(
α(t), β(t)
) ∈ Gr(A), ∀t ∈ R+,
then the measure
〈
x(t)− α(t), dv(t)− β(t) dt 〉
is positive on R+, μ-a.s.
The proof can be done in an similar way to [4], so we leave the detail to the reader.
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dXi(t)+Ai(X(t))dt  σ ij (X(t)) ◦ dwj (t) + bi(X(t))dt, i = 1,2, . . . ,m,
dXm+j (t) = dwj (t),
Xi(0) = xi0,
Xm+j (0) = 0.
(39)
Denote by νn the law of (wn,Xn,Kn) in Ω ×W m × V m. Then νn has a weak limit ν.
Applying Theorem 5.1 and Proposition 5.2 to the above system we obtain
Theorem 5.3. On (Ω × W m × V m,ν), t → w(t) is a Brownian motion and (X,K) is solution
of the following multivalued Stratonovich SDE:
{
dX(t)+A(X(t))dt  b(X(t))dt + σ (X(t)) ◦ dw(t),
X(0) = x0 ∈ D(A).
(40)
It then follows from the uniqueness (in distribution) of (1) that the following corollary holds.
Corollary 5.4. {νn} has a unique weak limit and thus the whole sequence converges.
We shall denote this weak limit by ν.
6. The transfer principle
Denote λn the law of (w,Xn,Kn) in Ω × W m × V m. It is easily seen from the uniform
convergence of wn to w that
Theorem 6.1.
λn
w−→ ν.
Now can state the main results of the paper.
Theorem 6.2. (Xn,Kn) converges in W 2m to (X,K) in probability.
Proof. We use an argument of Bismut [3].
Set
Ω ′ := Ω ×W 2m.
By the theorem above, for all bounded continuous function H on Ω ′,
lim
n→∞
∫
′
H(ω,x, v) dλn =
∫
′
H(ω,x, v) dλ.Ω Ω
J. Ren, S. Xu / Journal of Functional Analysis 256 (2009) 2780–2814 2807That is
lim
n→∞
∫
Ω
H
(
ω,Xn(ω),Kn(ω)
)
dP =
∫
Ω
H
(
ω,X(ω),K(ω)
)
dP.
In particular, if Ψ is a bounded continuous function on W 2m, Φ is a bounded continuous function
on Ω , then
lim
n→∞
∫
Ω
Ψ
(
Xn(ω),Kn(ω)
)
Φ(ω)dP =
∫
Ω
Ψ
(
X(ω),K(ω)
)
Φ(ω)dP.
Since the continuous functions on Ω are dense in L1(Ω,P ), this convergence still holds for
Φ ∈ L1(Ω,P ). Therefore, taking Φ(ω) := Ψ (X(ω),K(ω)) gives
lim
n→∞
∫
Ω
Ψ
(
Xn(ω),Kn(ω)
)
Ψ
(
X(ω),K(ω)
)
dP =
∫
Ω
Ψ 2
(
X(ω),K(ω)
)
dP.
Consequently
lim
n→∞
∫
Ω
∣∣Ψ (Xn(ω),Kn(ω))−Ψ (X(ω),K(ω))∣∣2 dP
=
∫
Ω
Ψ 2
(
Xn(ω),Kn(ω)
)
dP +
∫
Ω
Ψ 2
(
X(ω),K(ω)
)
dP
− 2
∫
Ω
Ψ
(
Xn(ω),Kn(ω)
)
Ψ
(
X(ω),K(ω)
)
dP
= 0.
Hence for any bounded continuous function Ψ on W 2m, Ψ (Xn(ω),Kn(ω)) converge to
Ψ (X(ω),K(ω)) in probability. Since W 2m is a Polish space, its topology can be defined by
a countable family {Ψm} of bounded continuous functions on it. Consequently (Xn(ω),Kn(ω))
converges to (X(ω),K(ω)) in W 2m in probability. 
7. Uniformity in initial values
To stress the dependence of the solution on the initial values, we use (X(s, x),K(s, x)) and
(Xn(s, x),Kn(s, x)) to denote the unique solutions of (1) and (3), respectively, with the initial
value x.
Theorem 7.1. For all T > 0 and all p  2,
E
[
sup
∣∣X(t, x) −X(t, y)∣∣2p] C|x − y|2p, (41)
tT
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[
sup
tT
∣∣K(t, x) −K(t, y)∣∣2p] C|x − y|2p, (42)
E
[
sup
tT
∣∣Xn(t, x)−Xn(t, y)∣∣2p] C|x − y|2p, (43)
E
[
sup
tT
∣∣Kn(t, x)−Kn(t, y)∣∣2p] C|x − y|2p. (44)
Proof. The first two inequalities are proved easily by using Itô calculus.
Now we prove the third one. To simplify notations we omit the index n in Xn(t, x) and set
σ(s, x) := σ (Xn(s, x)), b(s, x) := b(Xn(s, x)), A(s, x) := An(Xn(s, x)).
Then we have
X(t, x) −X(t, y) = x − y +
t∫
0
(
σ(s, x)− σ(s, y))w˙n(s) ds
+
t∫
0
(
b(s, x) − b(s, y))ds −
t∫
0
(
A(s, x) −A(s, y))ds. (45)
Using the monotonicity of An we obtain
∣∣X(t, x) −X(t, y)∣∣2p
= |x − y|2p
+ 2p
t∫
0
∣∣X(s, x) −X(s, y)∣∣2p−2〈X(s, x) −X(s, y), σ (s, x) − σ(s, y)〉w˙n(s) ds
+ 2p
t∫
0
∣∣X(s, x) −X(s, y)∣∣2p−2〈X(s, x) −X(s, y), b(s, x) − b(s, y)〉ds
− 2p
t∫
0
∣∣X(s, x) −X(s, y)∣∣2p−2〈X(s, x) −X(s, y),A(s, x) −A(s, y)〉ds
 |x − y|2p
+ 2p
t∫
0
∣∣X(s, x) −X(s, y)∣∣2p−2〈X(s, x) −X(s, y), σ (s, x) − σ(s, y)〉w˙n(s) ds
+ 2p
t∫ ∣∣X(s, x) −X(s, y)∣∣2p−2〈X(s, x) −X(s, y), b(s, x) − b(s, y)〉ds0
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Hence
E
[
sup
tT
∣∣X(t, x)−X(t, y)∣∣2p] |x − y|2p + E[ sup
tT
I1(t)
]
+ E
[
sup
tT
I2(t)
]
. (47)
Set
αt :=
t∫
0
∣∣X(s, x)−X(s, y)∣∣2p−2〈X(s, x) −X(s, y), σ (s, x) − σ(s, y)〉w˙n(s) ds.
Then
αt =
t∫
0
g(sn)w˙n(s) ds +
t∫
0
ds
s∫
sn
g′(u)w˙n(u) du
=: α1t + α2t , (48)
where
g(u) := ∣∣X(u,x)−X(u,y)∣∣2p−2(X(u,x)−X(u,y))∗(σ(u, x) − σ(u, y)).
Since
α1t =
t+n∫
0
β(s) dw(s),
where
β(s) := 2n
s+n ∧t∫
sn
g(un) du = 2n
(
s+n ∧ t − sn
)
g(sn),
we have by BDG inequality
E
[
sup
tT
∣∣α1t ∣∣]
 CE
( T +n∫
0
∣∣β(u)∣∣2 du
)1/2
= CE
( T∫ ∣∣g(u)∣∣2 du
)1/2
0
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( T∫
0
∣∣X(s, x) −X(s, y)∣∣4pds
)1/2
 CE
[
sup
uT
∣∣X(u,x) −X(u,y)∣∣p
( T∫
0
∣∣X(s, x) −X(s, y)∣∣2p ds
)1/2]
 1
4p
E
[
sup
sT
∣∣X(s, x) −X(s, y)∣∣2p]+C
T∫
0
E
[
sup
us
∣∣X(u,x)−X(u,y)∣∣2p]ds, (49)
where we have used the inequality (10). A direct calculus gives
g′(u) = (2p − 2)∣∣X(u,x)−X(u,y)∣∣2p−4〈X(u,x) −X(u,y), (σ(u, x)− σ(u, y))w˙n(u)〉
× (X(u,x) −X(u,y))∗(σ(u, x)− σ(u, y))
+ (2p − 2)∣∣X(u,x)−X(u,y)∣∣2p−4〈X(u,x) −X(u,y), b(u, x) − b(u, y)〉
× (X(u,x) −X(u,y))∗(σ(u, x)− σ(u, y))
− (2p − 2)∣∣X(u,x)−X(u,y)∣∣2p−4〈X(u,x) −X(u,y),A(u, x) −A(u,y)〉
× (X(u,x) −X(u,y))∗(σ(u, x)− σ(u, y))
+ ∣∣X(u,x)−X(u,y)∣∣2p−2((σ(u, x)− σ(u, y))w˙n(u) + b(u, x) − b(u, y)
−A(u,x) +A(u,y))∗(σ(u, x)− σ(u, y))
+ ∣∣X(u,x)−X(u,y)∣∣2p−2(X(u,x)−X(u,y))∗σ˜ (u), (50)
where σ˜ is an m× d matrix whose (i, j)th component is given by
σ˜ij (u) =
[
(∇σij · σ)
(
X(u,x)
)− (∇σij · σ)(X(u,y))]w˙n(u)
+ (∇σij · b)
(
X(u,x)
)− (∇σij · b)(X(u,y))
− (∇σij ·An)
(
X(u,x)
)+ (∇σij ·An)(X(u,y)). (51)
Since w˙n(v) is constant on [un,u+n ), we have
∣∣X(u,x)−X(u,y)∣∣
= ∣∣X(un, x)−X(un, y)∣∣+
∣∣∣∣∣
u∫
un
(
σ(v, x)− σ(v, y))w˙n(v) dv
∣∣∣∣∣
+
∣∣∣∣∣
u∫ (
b(v, x)− b(v, y))dv
∣∣∣∣∣+
∣∣∣∣∣
u∫ (
A(v, x)−A(v, y))dv
∣∣∣∣∣
un un
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∣∣X(un, x)−X(un, y)∣∣+C(n+ ∣∣w˙n(v)∣∣)
u∫
un
∣∣X(v,x)−X(v,y)∣∣dv.
Gronwall’s lemma then gives
∣∣X(u,x) −X(u,y)∣∣ ∣∣X(un, x)−X(un, y)∣∣ exp{2−nC(n+ ∣∣w˙n(u)∣∣)}.
Hence
∣∣g′(u)∣∣ C∣∣X(u,x)−X(u,y)∣∣2p(n+ ∣∣w˙n(u)∣∣)
 C
∣∣X(un, x)−X(un, y)∣∣2p exp{2−nC(n+ ∣∣w˙n(u)∣∣)}(n+ ∣∣w˙n(u)∣∣).
Obviously
E
[
exp
{
2−nC
(
n+ ∣∣w˙n(u)∣∣)}(n+ ∣∣w˙n(u)∣∣)∣∣w˙n(u)∣∣] C2n.
Hence by the independence between X(un, x)−X(un, y) and w˙n(u) we have
E
[
sup
tT
∣∣α2(t)∣∣] C
T∫
0
ds
s∫
sn
E
[∣∣X(un, x)−X(un, y)∣∣2p]2n du
 C
T∫
0
E
[∣∣X(sn, x)−X(sn, y)∣∣2p]ds
 C
T∫
0
E
[
sup
us
∣∣X(u,x)−X(u,y)∣∣2p]ds. (52)
Thus
E
[
sup
tT
I1(t)
]
 1
2
E
[
sup
tT
∣∣X(t, x)−X(t, y)∣∣2p]+C
T∫
0
E
[
sup
us
∣∣X(u,x) −X(u,y)∣∣2p]ds. (53)
For I2, by Lipschitz property we can obtain
E
[
sup
tT
I2(t)
]
 C
T∫
0
E
[
sup
us
∣∣X(u,x) −X(u,y)∣∣2p]ds. (54)
Combining (47), (53), (54) gives
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[
sup
tT
∣∣X(t, x)−X(t, y)∣∣2p] |x − y|2p + 1
2
E
[
sup
tT
∣∣X(t, x) −X(t, y)∣∣2p]
+C
T∫
0
E
[
sup
us
∣∣X(u,x)−X(u,y)∣∣2p]ds,
from which (43) follows by Gronwall inequality. Finally, since
∣∣K(t, x) −K(t, y)∣∣
 |x − y| + ∣∣X(t, x)−X(t, y)∣∣
+C
t∫
0
∣∣X(s, x)−X(s, y)∣∣ds +C
∣∣∣∣∣
t∫
0
(
σ(s, x)− σ(s, y))w˙n(s) ds
∣∣∣∣∣, (55)
we have
E
[
sup
tT
∣∣K(t, x) −K(t, y)∣∣2p]
 C|x − y|2p +CE
[
sup
tT
∣∣∣∣∣
t∫
0
(
σ(u, x)− σ(u, y))w˙n(u) du
∣∣∣∣∣
2p]
. (56)
Write
t∫
0
(
σ(u, x)− σ(u, y))w˙n(u) du
=
t∫
0
(
σ(un, x) − σ(un, y)
)
w˙n(u) du+
t∫
0
du
u∫
un
σ˜ (v)w˙n(v) dv, (57)
where σ˜ (v) is defined in (51) and we have
∣∣σ˜ (v)∣∣ C∣∣X(un, x)−X(un, y)∣∣ exp{2−nC(n+ ∣∣w˙n(u)∣∣)}(n+ ∣∣w˙n(u)∣∣).
Thus repeating the same reasoning in treating the similar term in α2t we see
E
[
sup
tT
∣∣∣∣∣
t∫
0
du
u∫
un
σ˜ (v)w˙n(v) dv
∣∣∣∣∣
2p]
 C
T∫
E
∣∣X(tn, x)−X(tn, y)∣∣2p dt0
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T∫
0
sup
ut
E
∣∣X(u,x)−X(u,y)∣∣2p dt
 C|x − y|2p. (58)
And trivially by BDG inequality
E
[
sup
tT
∣∣∣∣∣
t∫
0
(
σ(un, x)− σ(un, y)
)
w˙n(u) du
∣∣∣∣∣
2p]

T∫
0
E
[∣∣σ(tn, x)− σ(tn, y)∣∣2p]dt

T∫
0
E
[
sup
ut
∣∣X(u,x)−X(u,y)∣∣2p]dt
 C|x − y|2p. (59)
Combining (56)–(59) gives (44). 
Denote by C(R+ ×D(A),Rm × Rm) the space of continuous mappings from R+ ×D(A) to
R
m × Rm, equipped with the topology of compact uniform convergence.
Theorem 7.2. There exists a subsequence {nk} such that
(Xnk ,Knk ) → (X,K) (60)
in C(R+ ×D(A),Rm × Rm), almost surely.
Proof. We fix positive numbers γ and T . For each positive integer k, choose a subset Dγ,k of
B(0, γ ) ∩ D(A) such that for every x ∈ D(A) there exists an x˜ ∈ Dγ,k such that |x − x˜| 2−k ,
where B(0, γ ) denotes the closed ball in Rm centered at the origin and with radius γ . Since for
every x ∈ D(A),
Xn(·, x) → X(·, x) in W m
in probability, and since (see (20))
sup
n
E
[
sup
tT
∣∣Xn(t, x)∣∣p]< ∞
for all p, we deduce that for every k, there exists an nk such that for all x ∈ Dγ,k
E
[
sup
∣∣Xnk (t, x) −X(t, x)∣∣2p] 2−kp (61)
tT
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E
[
sup
tT
∣∣Knk (t, x) −K(t, x)∣∣2p] 2−kp. (62)
Consequently for all x, y ∈ B(0, γ )∩D(A),
E
[
sup
tT
∣∣Xnk (t, x)−X(t, y)∣∣2p] C(2−kp + |x − y|2p) (63)
and
E
[
sup
tT
∣∣Knk (t, x) −K(t, y)∣∣2p] C(2−kp + |x − y|2p). (64)
Thus using the Kolmogorov’s continuity criterion in the same way as in [11] we obtain the desired
convergence. 
Remark 7.3. In [4] it is proved that (1) admits a unique strong solution provided that the co-
efficients σ and b are Lipschitz. Recently it is shown in [13] that in the one-dimensional case
the solution can be obtained pathwisely by using the Doss approach. In the multi-dimensional
case, however, the Doss approach does not work any more. An expected substitute for the Doss
solution would be such a limit theorem.
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