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Resumen
Un problema que afecta los costos de produccio´n en el proceso de fresado es la
ocurrencia de vibraciones generadas por el efecto regenerativo, el cual se presenta
debido a las ondulaciones en la superficie de la pieza de trabajo generadas en cortes
consecutivos. En este trabajo se desarrolla un ana´lisis de estabilidad para establecer
las condiciones de operacio´n que garanticen que el proceso de fresado no sea afectado
por la presencia de vibraciones.
Para desarrollar el ana´lisis es imprescindible contar con un modelo matema´tico
que describa las dina´micas del proceso de fresado; en este trabajo se seleccionan
dos modelos parame´tricos de la vibracio´n auto-excitada en el proceso de fresado,
de uno y dos grados de libertad. Estos modelos son descritos mediante ecuaciones
diferenciales funcionales con retardos en el tiempo. El primer modelo corresponde
a un sistema de un grado de libertad en el que se considera el avance de la herra-
mienta en una sola direccio´n. Este modelo simple sirve como ejemplo introductorio
al ana´lisis de estabilidad de sistemas con retardos. El segundo modelo caracteriza
adecuadamente las dina´micas observadas en el proceso de fresado. Este modelo con-
sidera dos grados de libertad relativos a la direccio´n de avance y a la profundidad
de corte radial de la herramienta, y describe las fuerzas de corte en el sistema en
funcio´n del tipo de inmersio´n analizada.
El primer acercamiento al ana´lisis de estabilidad en el plano de para´metros de
ecuaciones diferenciales con retardos temporales se realiza a trave´s del me´todo de
D-particiones. Para aplicar el me´todo se requiere de importantes simplificaciones en
el modelo de un grado de libertad, por lo que los resultados obtenidos con el ana´lisis
no son reproducibles en la pra´ctica.
La aportacio´n principal de este trabajo de investigacio´n es el ana´lisis de esta-
bilidad del proceso de fresado descrito por el modelo de dos grados de libertad
mediante el enfoque de Lyapunov-Krasovskii. El me´todo permite formular condicio-
nes suficientes de estabilidad en te´rminos de conjuntos de desigualdades matriciales
lineales, con las que, a trave´s de un barrido de las combinaciones de corte, se generan
zonas de estabilidad en el espacio de para´metros. Cabe mencionar que el me´todo
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propuesto no ha sido utilizado antes en este contexto. Entre las ventajas del enfo-
que empleado esta´ su simplicidad con respecto a otras te´cnicas como el me´todo de
semi-discretizacio´n o el me´todo de colocacio´n de Chebyshev. Adema´s, no requiere
de la integracio´n expl´ıcita de las ecuaciones del movimiento ni de aproximaciones
nume´ricas como en otros casos.
Para ilustrar la aplicacio´n del me´todo propuesto se analizan tres diferentes
ma´quinas fresadoras; para cada una se generan las zonas de estabilidad que permi-
ten conocer las combinaciones de para´metros que garantizan un proceso de fresado
libre de vibracio´n. Finalmente, la validacio´n del me´todo se realiza mediante la com-
paracio´n de los resultados experimentales reportados en la literatura con las zonas
de estabilidad obtenidas en este trabajo de investigacio´n. Esta comparacio´n muestra
que existe congruencia entre las zonas de estabilidad obtenidas y las combinacio-
nes de para´metros en las que no se observo´ vibracio´n en la pra´ctica, con lo que se
concluye que el me´todo propuesto es efectivo.
Abstract
A problem that affects the production costs of the milling process is the vibration
occurrence generated by the regenerative effect, which take place due to wavy surfa-
ce of the work-piece generated in consecutive cuts. In this work a stability analysis is
developed to establish operational guidelines for the proper selection of the cutting
parameters that guarantee a stable vibration-free process.
To develop the analysis, it is essential to have a mathematical model that des-
cribes the dynamics of the milling process; in this work, two parametric models,
described by time-delay functional differential equations, of one and two degrees
of freedom are selected. The first model corresponds to a single degree of freedom
system in which the feed of the tool in only one direction is considered. This simple
model is used as an introductory example to the stability analysis of time-delay
systems. The second model adequately characterizes the dynamics observed in the
milling process. This model considers two degree of freedom related to the feed di-
rection and to the radial cutting depth of the tool and describes the cutting forces
of the system depending on the immersion conditions analysed.
The first insight to the stability analysis on the parameter-plane for time-delay
differential equations is carried out with the D-partitions method. To apply this
method, important simplifications of the one degree of freedom model are required,
then, the obtained results are not reproducible in practice.
The main contribution of this research work is the stability analysis of the milling
process described by the model of two degrees of freedom through the Lyapunov-
Krasovskii approach. The method allows formulating sufficient stability conditions
stated in terms of linear matrix inequality sets, with which, through a scanning of
cutting combinations, stability regions are generated in the parameter-space. It is
important to highlight that, to the best knowledge of the authors, the Lyapunov-
Krasovskii approach has not been considered for this purpose before. Among the
advantages of the proposed method is its simplicity with respect to other techniques
such as the semi-discretization method and the Chebyshev collocation method. In
addition, neither the explicit integration of movement equations nor numerical ap-
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proximations are not required.
To illustrate the application of the proposed method, three different milling ma-
chines are analysed; for each one, the stability regions, which allow knowing the
combinations of cutting parameters that guarantee a vibration-free milling process
are generated. Finally, the validation of the method is carried out by comparing the
experimental results reported in the literature with the stability regions obtained in
this research work. This comparison shows that there is a congruence between the
stability zones obtained and the vibration-free parameters combinations observed in
practice; it is concluded that the proposed method is effective.
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Introduccio´n
El fresado es un proceso de manufactura que permite modificar la forma, taman˜o
y superficie de una pieza mediante eliminacio´n de material, esto se realiza acercando
la pieza a una herramienta de corte giratoria. Es un proceso de importancia en el
a´mbito industrial debido a la capacidad y variedad de formas que se pueden obtener
[1], [2], [3].
Un aspecto importante en el proceso de fresado es el acabado superficial y las
tolerancias dimensionales que se obtienen en la pieza modificada despue´s de la ope-
racio´n. Para realizar una operacio´n de fresado exitosa, la ma´quina debe tener fun-
cionamiento adecuado (debe someterse a mantenimientos perio´dicos) y el operador
debe tener conocimiento de la ma´quina, de la herramienta de corte, del lenguaje de
programacio´n y de los materiales con los que se trabaja.
Existen factores fuera del control del proceso de fresado que merman la calidad
en la produccio´n de piezas [4]. Un ejemplo inherente al fresado son las vibraciones
causadas por el efecto regenerativo, es decir, al ser el fresado un proceso perio´dico
(varios cortes hasta obtener la forma deseada) se generan ondulaciones en la pieza y
viruta de espesor variable que, en cortes subsecuentes, produce oscilaciones entre la
pieza y el cortador [5], [6]. Si una vez que se presenta la oscilacio´n, e´sta no decae lo
suficiente entre cortes consecutivos, la frecuencia del feno´meno se amplifica indefini-
damente por los sucesivos impactos hasta alcanzar un punto de saturacio´n. Se suele
decir que el proceso se ha vuelto inestable y la vibracio´n que lo produjo es conocida
como vibracio´n auto-excitada [4], [5], [6].
La vibracio´n auto-excitada es un tema de intere´s en las investigaciones de ma-
nufactura debido a los efectos negativos que conlleva su aparicio´n, su ana´lisis es
complejo por la diversidad de los elementos que componen el sistema. Si se mantie-
nen para´metros de corte conservadores (profundidad y velocidad bajas), es posible
evitar la aparicio´n de vibracio´n por el amortiguamiento propio del proceso, pero se
reduce capacidad productiva, adema´s de que se elevan los costos de energ´ıa y ope-
racio´n [4], [5].
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2Una de las l´ıneas de investigacio´n que busca comprender y erradicar el feno´meno
vibratorio es la teor´ıa de control, la cual analiza los componentes que interactu´an en
el sistema para obtener comportamientos deseados. El punto de partida en el ana´lisis
de un sistema es su representacio´n mediante un modelo matema´tico, generalmente
como un operador entre entradas y salidas, o como un conjunto de ecuaciones dife-
renciales [7].
Dada la naturaleza del fresado, el sistema tiene un comportamiento no lineal en
el cual se identifican coeficientes que dependen del tiempo (cortes previos y espesor
de viruta), adema´s, el efecto regenerativo produce te´rminos con retardos temporales
en la dina´mica del sistema y la particularidad en el proceso de fresado es que la
cinema´tica rotacional de la herramienta conduce a efectos perio´dicos direccionales
[8].
El sistema resultante se describe como un conjunto de ecuaciones diferenciales no
homoge´neas con retardos temporales y coeficientes perio´dicos. Estos retardos pue-
den limitar y degradar el rendimiento de los sistemas de control e incluso provocar
inestabilidad. Con la presencia de retardos temporales, la solucio´n de la ecuacio´n
caracter´ıstica es compleja y conduce a un nu´mero infinito de ra´ıces, lo que dificulta
el ana´lisis de estabilidad y disen˜o de control con me´todos cla´sicos. Por lo tanto, es-
te tipo de problemas se resuelve a menudo mediante el uso de aproximaciones [5], [8].
La presencia de retardos temporales en las ecuaciones que modelan los procesos
tiene un impacto en la respuesta del sistema, que generalmente produce inestabili-
dad. Sin embargo, puede suceder justo lo contrario: la presencia de retardos puede
estabilizar un sistema inestable [8]. En cualquier caso, el ana´lisis de estabilidad en
este tipo de sistemas resulta notoriamente ma´s complejo que en los sistemas sin
retardos, principalmente debido a su naturaleza infinito-dimensional, es decir, la
ecuacio´n caracter´ıstica tiene un nu´mero infinito de soluciones. El ana´lisis por ubi-
cacio´n de polos deja de tener sentido, siendo por tanto necesario recurrir a otras
te´cnicas basadas, por ejemplo, en el Teorema de las pequen˜as ganancias (small gain
Theorem) o en me´todos basados en la teor´ıa de Lyapunov. La propia complejidad
que se deriva del estudio de vibraciones en el proceso de fresado, junto con el intere´s
pra´ctico, han motivado una amplia l´ınea de investigacio´n con contribuciones que se
abordan tanto en el dominio frecuencial como en el temporal.
La demanda de productividad, calidad y eficiencia por parte del sector industrial
plantea retos en el ana´lisis de sistemas dina´micos para tratar de mitigar la aparicio´n
de vibraciones auto-excitadas en operaciones de fresado. Para hacer frente a este
problema, se requiere del desarrollo de soluciones innovadoras; el uso de la teor´ıa de
control representa uno de los caminos ma´s prometedores debido a su potencial de
desarrollo.
3El objetivo general de este trabajo es realizar un ana´lisis de la estabilidad de
las dina´micas del proceso de fresado para identificar las condiciones bajo las que no
se presenta la vibracio´n auto-excitada. Los objetivos particulares son:
Analizar la estabilidad del sistema con base en un modelo matema´tico repre-
sentativo de la dina´mica de la vibracio´n auto-excitada en el proceso de fresado.
Validar los resultados teo´ricos obtenidos.
A continuacio´n se muestra un breve resumen del contenido de la presente tesis:
los conceptos, definiciones y antecedentes que permiten el desarrollo y comprensio´n
del presente trabajo son expuestos en el Cap´ıtulo 1. Los modelos matema´ticos que
permiten la caracterizacio´n de las vibraciones auto-excitadas presentes durante el
proceso de fresado se presentan en el Cap´ıtulo 2. En el Cap´ıtulo 3 se desarrolla el
ana´lisis de estabilidad para la obtencio´n de los para´metros de corte que garantizan
la estabilidad del sistema. Finalmente, en el Cap´ıtulo 4 se presentan las conclusiones
derivadas de este trabajo de investigacio´n.
Cap´ıtulo 1
Marco teo´rico
1.1. Fundamentos teo´ricos del proceso de fresado
El mecanizado es un proceso de manufactura en el cual se usa una herramienta
de corte para remover material de una pieza de trabajo, de tal manera que la pie-
za tome la forma deseada [1], [2], [3]. La accio´n predominante del corte involucra
la deformacio´n cortante del material de trabajo produciendo la´minas de material
removido conocidas como viruta. En la Figura 1.1 se muestra un ejemplo de meca-
nizado. Note que, al removerse la viruta, queda expuesta una nueva superficie del
material.
Figura 1.1: Seccio´n transversal de mecanizado [1]
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El mecanizado es uno de los procesos de mayor importancia para modificar la
forma de un material y es elaborado mediante variadas te´cnicas. En la Figura 1.2
se muestran algunos ejemplos de mecanizado clasificados de acuerdo con la te´cnica
que utilizan para el desprendimiento de material.
Figura 1.2: Clasificacio´n de los procesos de remocio´n de material [3]
El fresado es un proceso de arranque de material que se obtiene mediante la tras-
lacio´n y el acercamiento de la pieza de trabajo a una herramienta multifilo (conocida
como fresa o cortador) que gira alrededor de su eje y esta´ orientado fundamentalmen-
te al mecanizado de piezas prisma´ticas y para la manufactura de piezas de simetr´ıa
no rotacional. El fresado es una operacio´n de corte interrumpido, es decir, los dien-
tes de la fresa son expuestos a fuerzas de impacto y choque te´rmico ya que entran
y salen de la pieza de trabajo durante cada rotacio´n [1], [2], [3]. El material de la
herramienta y la geometr´ıa del cortador deben disen˜arse para soportar estas condi-
ciones.
Debido a la variedad de configuraciones y a la variedad formas posibles que
el proceso puede generar, el fresado es una de las operaciones de mecanizado ma´s
versa´tiles ampliamente usadas en la industria [3]. Las fresadoras se pueden clasificar
de acuerdo con la orientacio´n de la herramienta con respecto a la pieza de trabajo,
como se indica en la Tabla 1.1 [2].
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Cuadro 1.1: Clasificacio´n de las fresadoras
Ma´quina Caracter´ısticas Limitaciones
Fresadora horizontal El cortador se coloca so-
bre un eje horizontal.
La mesa es fija y so-
bre e´sta se desliza un ca-
rro con dos movimientos
automa´ticos: transversal
y longitudinal. Es espe-
cialmente utilizada para
crear ranuras de formas
diversas.
La profundidad a la que
puede trabajar esta´ res-
tringida por la diferen-
cia entre el radio exterior
del porta herramientas y
el radio exterior del cor-
tador.
Fresadora vertical El cortador se coloca en
un husillo vertical, per-
pendicular a la mesa, al
girar produce el movi-
miento principal. La me-
sa y el husillo realizan un
desplazamiento vertical,
lo que facilita la remo-
cio´n de la viruta.
La fuerza generada por
el contacto entre el cor-
tador y la mesa de tra-
bajo limita la velocidad
de avance.
Fresadora universal El cortador se coloca
sobre un eje horizontal
mientras que la mesa
tiene un desplazamien-
to vertical. Este tipo de
fresadoras posee un mo-
vimiento que le permi-
te el giro horizontal. Sus
caracter´ısticas la hacen
ideal en el corte de for-
mas helicoidales tales co-
mo brocas, algunos en-
granajes, fresas, etc.
Las gu´ıas de este tipo
de fresadora son de di-
mensio´n reducida, con lo
cual se limita el taman˜o
de las piezas a mecani-
zar.
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Las partes principales de la fresadora (ve´ase Figura 1.3) se describen brevemente
a continuacio´n [3]:
• La base permite un apoyo correcto de la fresadora en el suelo.
• El cuerpo o columna se apoya sobre la base o ambas forman parte de la misma
pieza. Habitualmente, la base y la columna son de fundicio´n aleada estabilizada.
La columna tiene en la parte frontal unas gu´ıas templadas y rectificadas para el
movimiento y unos mandos para el accionamiento y control de la ma´quina.
• El soporte de mesa se desliza verticalmente sobre las gu´ıas del cuerpo y sirve
de sujecio´n para la mesa.
• La mesa tiene una superficie ranurada sobre la que se sujeta la pieza a mecani-
zar. Se apoya sobre los carros que permiten el movimiento longitudinal, transversal
y vertical.
• El portaherramientas es el apoyo de la herramienta de corte y le transmite el
movimiento de rotacio´n del husillo alojado en el interior del bastidor. Este eje suele
ser de acero aleado al cromo vanadio para herramientas.
Figura 1.3: Partes de una fresadora [9]
La norma DIN 8589 clasifica las operaciones de fresado de acuerdo con las su-
perficies producidas teniendo en cuenta el movimiento de la herramienta [9], [10].
En el fresado frontal, el eje de rotacio´n de la herramienta es ortogonal a la superficie
de trabajo, mientras que en el fresado perife´rico, el eje es paralelo a la superficie.
El fresado lateral es una combinacio´n de los dos procesos anteriores y es usado para
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producir dos superficies ortogonales entre ellas. En el fresado de perfiles, la forma y
las dimensiones de la herramienta son reproducidas en la pieza. El fresado de formas
puede producir la mayor variedad de superficies, que dependen del nu´mero de ejes
controlables en la fresadora (ve´ase Figura 1.4).
Figura 1.4: Procesos de fresado [9], [10]
Los para´metros de fresado son [1], [3], [10]:
Velocidad de corte Vc (mm/min)(Figura 1.5 (a))
Vc =
piDΩ
1000
(1.1)
donde D es el dia´metro de la fresa (mm) y Ω es la velocidad de rotacio´n (rpm).
Profundidad de corte radial ae y axial a (mm)(Figura 1.5 (a))
Velocidad de avance Vf (mm/min) (Figura 1.5 (b))
Avance de diente fz (mm) (Figura 1.5 (b))
fz =
Vf
ΩN
(1.2)
donde N es el nu´mero de dientes del cortador.
Espesor de viruta ac. Var´ıa a lo largo del recorrido del diente y depende de la
posicio´n radial del diente, definida por el a´ngulo de ataque.
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Seccio´n de viruta Sc (Figura 1.5 (c)). Representa la seccio´n de material que
esta´ siendo arrancada por un diente, y se obtiene multiplicando el espesor ac
por la anchura aw.
(a) Para´metros Vc, ae, a y Ω (b) Para´metros Vf y fz
(c) Para´metro Sc
Figura 1.5: Para´metros de fresado [3]
La velocidad de avance Vf genera una profundidad de corte radial ae, el corte
se realiza con los dientes del cortador que presentan un a´ngulo de entrada φst al
material y un a´ngulo de salida φex, es decir, cuando el diente esta´ inmerso en el
material. Estos a´ngulos dependen del tipo de inmersio´n de corte1. Los principales
tipos de inmersio´n de corte se describen a continuacio´n [11]:
Half-immersion down-milling : La profundidad de corte radial es igual a la
mitad del dia´metro de la herramienta y tiene un sentido de rotacio´n dextrorso,
este tipo de inmersio´n se muestra en la Figura 1.6(a).
Half-immersion up-milling : La profundidad de corte radial es igual a la mitad
del dia´metro de la herramienta y tiene un sentido de rotacio´n sinistrorso, este
tipo de inmersio´n se muestra en la Figura 1.6(b).
Full immersion milling (slotting): La profundidad de corte radial es igual al
dia´metro de la herramienta, una representacio´n de este tipo de inmersio´n se
muestra en la Figura 1.6(c).
1Traducido del ingle´s “cutting immersion conditions”.
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Diente
Material
(a) Representacio´n de la inmersio´n down-
milling
Diente
Material
(b) Representacio´n de la inmersio´n up-
milling
Diente
Material
(c) Representacio´n de la inmersio´n slotting
Figura 1.6: Tipos de inmersio´n de corte [11]
1.2. Vibraciones meca´nicas
La vibracio´n puede definirse como el movimiento oscilatorio de un cuerpo alrede-
dor de una posicio´n de equilibrio. Se define tambie´n como un movimiento repetitivo
que permite a un cuerpo (o part´ıcula) recuperar su posicio´n inicial, si el movimiento
se repite con todas sus caracter´ısticas y valores de magnitud razonablemente seme-
jantes en un cierto intervalo de tiempo, se dice que la vibracio´n es perio´dica [12], [13].
La vibracio´n de un sistema implica la transformacio´n de su energ´ıa potencial
en energ´ıa cine´tica y viceversa, de manera perio´dica. Si el sistema disipa energ´ıa en
cada ciclo de vibracio´n es necesario incorporar una fuente de energ´ıa externa para
que se mantenga un estado de vibracio´n [13]. Un sistema vibratorio se define como
todo aquel que posee un movimiento oscilatorio.
Grado de libertad es un concepto fundamental en el estudio de cualquier sistema
vibratorio, el cual se define como el mı´nimo y suficiente nu´mero de coordenadas in-
dependientes requeridas para determinar el estado del sistema en cualquier instante
de tiempo (ve´ase [12], [13], Figura 1.7).
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Las coordenadas necesarias para describir el movimiento de un sistema se cono-
cen como coordenadas generalizadas (ve´ase [12], [13]). E´stas se suelen indicar como
q1, q2, ...qn y representan los grados de libertad del sistema. Las coordenadas gene-
ralizadas pueden representar coordenadas cartesianas, polares o de otro tipo. Por
medio de una cantidad finita de grados de libertad, se pueden describir los sistemas
pra´cticos, como los sistemas simples que se muestran en la Figura 1.7.
(a) Sistemas de 1 grado de libertad (b) Sistemas de 2 grados de libertad
(c) Sistemas de 3 grados de libertad
Figura 1.7: Grados de libertad para diferentes sistemas meca´nicos [12]
Los sistemas vibratorios discretos tienen un nu´mero finito de grados de liber-
tad y usualmente representan aproximaciones de sistemas vibratorios continuos, los
cuales tienen un nu´mero infinito de grados de libertad. Como ejemplo de sistemas
vibratorios continuos se tienen los cuerpos con masa y elasticidad continuamente
distribuida; para especificar la posicio´n de cada una de las part´ıculas en el cuerpo
ela´stico se requiere un nu´mero infinito de grados de libertad. Los sistemas continuos
representan de manera ma´s exacta el comportamiento real de los sistemas, sin em-
bargo, los me´todos empleados para su ana´lisis son complejos comparados con los
que se emplean para analizar sistemas discretos. Por esta razo´n la mayor´ıa de los
sistemas pra´cticos se estudian trata´ndolos como masas concentradas finitas, resortes
y amortiguadores. El error en los resultados se disminuye aumentando la cantidad
de masas, resortes y amortiguadores, es decir, aumentando la cantidad de grados de
libertad [12].
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1.2.1. Tipos de vibraciones
Las vibraciones meca´nicas pueden clasificarse desde diferentes puntos de vista,
por ejemplo, dependiendo del tipo de excitacio´n que las produce, de sus propiedades
de disipacio´n de energ´ıa y de la linealidad de los elementos que componen al sistema
vibratorio. A continuacio´n, se presenta una breve descripcio´n de algunas de estas
clasificaciones [12], [13], [14]:
Vibracio´n libre o forzada
Vibracio´n libre. Se presenta cuando despue´s de una perturbacio´n inicial, un
sistema se mantiene vibrando. No actu´a ninguna fuerza externa sobre el siste-
ma.
Vibracio´n forzada. Se presenta cuando una fuerza externa (a menudo, una
fuerza repetitiva) incide sobre un sistema. Si la frecuencia de la fuerza externa
coincide con una de las frecuencias naturales del sistema, ocurre una condi-
cio´n conocida como resonancia, y el sistema sufre oscilaciones peligrosamente
grandes. Las fallas de estructuras como edificios, puentes, turbinas y alas de
avio´n se han asociado a la ocurrencia de resonancia.
Vibracio´n no amortiguada y amortiguada
Vibracio´n no amortiguada. Se presenta cuando en un sistema oscilatorio no
existe pe´rdida o disipacio´n de energ´ıa en forma por ejemplo de calor o sonido.
Vibracio´n amortiguada. Se presenta cuando en el sistema existen elementos
que gradualmente disipan energ´ıa. Para aplicaciones de ingenier´ıa, la constan-
te de amortiguamiento suele ser despreciable, sin embargo, la consideracio´n del
amortiguamiento se vuelve importante al analizar sistemas vibratorios pro´xi-
mos a la resonancia.
Vibracio´n lineal y no lineal
Vibracio´n lineal. Se presenta cuando los componentes ba´sicos de un sistema
vibratorio se comportan en forma lineal, es decir, cuando el principio de su-
perposicio´n es va´lido.
Vibracio´n no lineal. Se presenta cuando alguno de los componentes del sistema
tiene un comportamiento no lineal. Las ecuaciones que rigen el comportamien-
to de estos sistemas son no lineales, el ana´lisis matema´tico es complejo en
comparacio´n con los sistemas lineales y el principio de superposicio´n no es
va´lido.
La respuesta de un sistema vibratorio suele depender tanto de las condiciones
iniciales como de las excitaciones externas. La mayor´ıa de los sistemas vibratorios
pra´cticos son complejos, y es imposible considerar todos los detalles para un ana´lisis
matema´tico. En el ana´lisis so´lo se consideran los detalles ma´s importantes para
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predecir el comportamiento del sistema en condiciones de entrada espec´ıficas. A
menudo se puede determinar el comportamiento total del sistema por medio de
un modelo simple del sistema f´ısico complejo, por lo que el ana´lisis de un sistema
vibratorio suele implicar el modelado matema´tico, la derivacio´n de las ecuaciones
rectoras, la solucio´n de las ecuaciones y la interpretacio´n de los resultados.
1.2.2. Elementos utilizados para describir y modelar un sistema
vibratorio
Los elementos que forman un sistema vibratorio comu´nmente incluyen un medio
para almacenar energ´ıa potencial (resorte o elasticidad), un medio para conservar
energ´ıa cine´tica (masa o inercia) y un medio por el cual la energ´ıa se pierde gradual-
mente (amortiguador) [12]. Estos elementos se detallan a continuacio´n:
Elementos de rigidez (resorte) [13], [14].
Un resorte es un elemento ela´stico capaz de almacenar energ´ıa sin sufrir defor-
macio´n permanente, para la mayor´ıa de ana´lisis su masa y su amortiguamiento
se consideran insignificantes. Cualquier cuerpo o miembro deformable (cable,
barra, viga, flecha o placa), puede considerarse como un resorte. Se suele re-
presentar como se muestra en la Figura 1.8(a). Cuando se aplica una fuerza
axial al resorte de longitud inicial l, e´ste experimenta un alargamiento x, como
se muestra en la Figura 1.8(b), mientras que cuando una fuerza de compresio´n
F es aplicada en el extremo libre 2 se reduce la longitud x unidades (ve´ase la
Figura 1.8(c)).
Se dice que un resorte es lineal si el desplazamiento de longitud x se relaciona
con la fuerza aplicada mediante:
F (x) = kx (1.3)
donde F (x) es la fuerza de restauracio´n del resorte y k es una constante,
conocida como la constante de resorte, rigidez de resorte o tasa de resorte.
La constante de resorte k siempre es positiva e indica la fuerza (positiva o
negativa) requerida para producir una deformacio´n unitaria (alargamiento o
reduccio´n de la longitud) en el resorte.
El trabajo realizado al deformar un resorte se almacena como energ´ıa potencial
Epk en el resorte [12], y esta´ dado por:
Epk =
1
2
kx2 (1.4)
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(a) Resorte en equili-
brio
(b) Resorte con una
fuerza de elongacio´n
(c) Resorte con una
fuerza de compresio´n
Figura 1.8: Representacio´n del resorte [12]
Elementos de inercia (masa) [12].
Los elementos de inercia o masa pueden ganar o perder energ´ıa cine´tica siempre
que cambia su velocidad. De acuerdo con la segunda ley del movimiento de
Newton, el producto de la masa y su aceleracio´n son iguales a la fuerza aplicada
a la masa.
F (x¨) = mx¨ (1.5)
donde F (x¨) es la fuerza debida a la aceleracio´n que experimenta una masa, m
es la masa, x¨ es la aceleracio´n (x¨ representa la segunda derivada del desplaza-
miento con respecto al tiempo).
El trabajo es igual a la fuerza que altera el estado de movimiento de un cuerpo
[12], [14]. El trabajo realizado en una masa se almacena como energ´ıa cine´tica
Ecm:
Ecm =
1
2
mx˙2 (1.6)
Elementos de disipacio´n de energ´ıa (amortiguador) [12].
En sistemas f´ısicos, la energ´ıa que produce la vibracio´n se convierte gradual-
mente en calor o en sonido. Debido a la reduccio´n de energ´ıa, la respuesta,
como el desplazamiento del sistema, se reduce gradualmente.
El mecanismo mediante el cual la energ´ıa vibratoria se convierte gradualmente
en calor o en sonido se conoce como amortiguamiento. Au´n cuando la canti-
dad de energ´ıa convertida en calor o en sonido es relativamente pequen˜a, la
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consideracio´n del amortiguamiento llega a ser importante para predecir con
exactitud la respuesta a la vibracio´n de un sistema. Se supone que un amorti-
guador no tiene masa ni elasticidad, y que la fuerza de amortiguamiento existe
so´lo si hay una velocidad relativa entre los dos extremos del amortiguador. La
expresio´n que relaciona la fuerza con la velocidad en un elemento de disipacio´n
es:
F (x˙) = cx˙ (1.7)
donde F (x˙) es la fuerza debida al amortiguador, c es la constante de amorti-
guamiento la cual es positiva y representa la disipacio´n de energ´ıa del amor-
tiguador, x˙ es la velocidad (x˙ representa la derivada del desplazamiento con
respecto al tiempo).
La disipacio´n de energ´ıa Edc en un amortiguador esta´ dada por:
Edc =
1
2
cx˙2 (1.8)
Se pueden identificar algunos para´metros que definen a un feno´meno vibratorio,
como son la frecuencia natural no amortiguada, el factor de amortiguamiento relativo
y el periodo de la vibracio´n [13], [14]. Estos para´metros se especifican a continuacio´n:
1. Frecuencia natural no amortiguada (ωn). Representa la frecuencia de oscilacio´n
del sistema en rad/s:
ωn = 2pifn =
√
k
m
(1.9)
donde fn se refiere a la frecuencia natural en Hz, k es la constante de resorte
y m es la masa.
2. Factor de amortiguamiento relativo (ζ). Sirve para interpretar la respuesta de
un sistema ante una excitacio´n:
ζ =
c
2mωn
=
c
2
√
km
=
cωn
2k
(1.10)
cuando ζ = 1, el sistema es cr´ıticamente amortiguado; cuando 0 < ζ < 1, el
sistema es subamortiguado; y cuando ζ > 1, el sistema es sobreamortiguado.
3. Periodo de vibracio´n (T ). Tiempo transcurrido entre dos puntos equivalentes
de la oscilacio´n:
T =
1
fn
=
2pi
ωn
(1.11)
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1.2.3. Vibracio´n en el proceso de fresado
Un problema recurrente en el proceso de fresado son las vibraciones que pueden
ser causadas por sujeciones incorrectas o poco r´ıgidas de la pieza o porque la pieza
se deforma cuando incide sobre ella cada diente de la fresa [4], [5]. Dichas vibracio-
nes afectan a las tolerancias dimensionales y a los acabados superficiales obtenidos.
Para mejorar los acabados superficiales de las piezas mecanizadas es esencial que el
sistema sea estable.
Tres tipos de vibracio´n son susceptibles de presentarse durante las operaciones
de fresado: libre, forzada y auto-excitada [4], [5], [15]. Los primeros dos tipos ya han
sido definidos en la Seccio´n 1.2.1; la vibracio´n auto-excitada se define a continuacio´n.
La vibracio´n auto-excitada es consecuencia del efecto regenerativo relacionado
con los para´metros de corte (la velocidad del husillo, la velocidad de avance, la pro-
fundidad axial y radial). Este efecto se presenta en el fresado debido a que, por ser
un proceso interrumpido, los cortes de material generan ondulaciones en la pieza
de trabajo y viruta de espesor variable; en cortes subsecuentes, estas condiciones
generan oscilaciones entre la pieza y el cortador. Este tipo de vibracio´n es tambie´n
conocida como chatter2 por el ruido caracter´ıstico y molesto que produce. De los
tipos de vibraciones descritos, la vibracio´n auto-excitada es la ma´s indeseable por
sus repercusiones en la calidad y por los dan˜os que causa a los componentes del
sistema [4], [5], [6], [15], [16].
Si la vibracio´n auto-excitada no decae lo suficiente entre desbastes consecutivos,
la frecuencia del feno´meno se amplifica indefinidamente por los sucesivos impactos
hasta alcanzar un punto de saturacio´n; suele decirse que el proceso se ha vuelto
inestable. Existen dos condiciones para que se produzca la vibracio´n auto-excitada
[17], [4]:
Que exista un cierto desfase entre la ondulacio´n dejada por el filo anterior y
el actual, estando el desfase ma´s desfavorable en 90o. Esto quiere decir que si
se consigue un re´gimen de funcionamiento en fase, no aparecer´ıa la vibracio´n.
Que el paso de diente sea constante, con lo cual la energ´ıa en cada filo impide la
atenuacio´n de la vibracio´n actual y permite su aumento de manera exponencial.
La energ´ıa depende directamente de la profundidad de corte, por lo que si se
trabaja con una profundidad de corte suficientemente pequen˜a no se tendra´n
problemas de vibracio´n.
El mecanismo de aparicio´n y la disminucio´n de la vibracio´n auto-excitada son
temas de intere´s en las investigaciones de manufactura debido al impacto negativo
2La traduccio´n al espan˜ol es traquetear, tintinear. En manufactura se entiende como retemblado
o vibracio´n auto-excitada.
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que representan [16]. La naturaleza infinito-dimensional de las de las ecuaciones con
retardos temporales genera incertidumbre en los ana´lisis de estabilidad del proceso
de fresado, ya que en algunos resultados se consiguen altas profundidades de corte
estables, pero se ha mostrado que en la pra´ctica se presenta vibracio´n (ve´ase [33]).
Mantener una profundidad y una velocidad bajas durante las operaciones de corte,
disminuye la posibilidad de aparicio´n de vibraciones pero se reduce la capacidad
productiva, lo que aumenta los costos del proceso [4], [6]. Establecer condiciones de
corte o´ptimas, sin altas profundidades que den lugar a incertidumbre, ni bajas pro-
fundidades que limiten la capacidad productiva, es el objetivo de las investigaciones
de la vibracio´n en el proceso de fresado.
1.3. Modelado de sistemas dina´micos
La existencia de un modelo matema´tico permite el estudio del comportamiento
de sistemas bajo distintas condiciones de ana´lisis y permite proponer el disen˜o a par-
tir de una prediccio´n del funcionamiento del sistema antes de que pueda construirse
f´ısicamente. Por tanto, modelar cualquier sistema permite caracterizar las relaciones
existentes entre los atributos con el fin de estudiar su comportamiento (ana´lisis), o
reproducir su evolucio´n temporal bajo ciertas condiciones (simulacio´n).
El conjunto de expresiones que caracterizan la evolucio´n de las variables de estado
o bien de las salidas de un sistema para distintas situaciones es conocido como modelo
matema´tico. Si se trata de modelar un sistema f´ısico, hay que buscar las leyes f´ısicas
que definen las relaciones entre las magnitudes fundamentales, dichas relaciones
pueden representarse mediante Ecuaciones Diferenciales Ordinarias (EDO) en la
forma [7], [8]:
x˙(t) = f(t, x(t)) (1.12)
la cual es la descripcio´n comu´n de sistemas dina´micos. En esta ecuacio´n, las varia-
bles x(t) ∈ Rn son conocidas como variables de estado y las derivadas representan
la evolucio´n de las variables de estado con respecto al tiempo.
Existen distintas formas de expresar el modelo matema´tico de un sistema dina´mi-
co, las principales son descripcio´n interna y descripcio´n externa. Las representaciones
que consideran ecuaciones diferenciales que modelan la evolucio´n de las variables de
estado se denominan descripciones internas. Las ecuaciones diferenciales que com-
ponen una representacio´n interna suelen llamarse modelos de estado. Las represen-
taciones que u´nicamente consideran las ecuaciones diferenciales que relacionan las
variables de entrada y salida se denominan descripciones externas. Las ecuaciones
de las descripciones externas se obtienen eliminando las variables de estado de las
ecuaciones diferenciales del sistema.
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1.3.1. Para´metros concentrados y distribuidos
Para modelar matema´ticamente feno´menos reales, se utilizan elementos ideales
(masa puntual, carga concentrada en un punto del espacio), es decir, consideramos
que los valores que determinan las caracter´ısticas f´ısicas de los objetos se encuentran
concentrados en un punto. Estas entidades que no tienen existencia real reciben el
nombre de modelos de para´metros concentrados [13]. Estos modelos se caracterizan
mediante el uso de ecuaciones diferenciales ordinarias [8].
Los modelos matema´ticos que toman en cuenta el comportamiento real de los
elementos que interactu´an en un sistema (cargas distribuidas, resistencias ele´ctricas
con efectos capacitivos, resortes con masa) se denominan modelos de para´metros
distribuidos [13]. Estos modelos se caracterizan mediante el uso de ecuaciones dife-
renciales en derivadas parciales. Los modelos matema´ticos para representar elemen-
tos de para´metros distribuidos son complejos, adema´s, la aparicio´n de este tipo de
elementos implica que la transmisio´n de sen˜ales entre sistemas no se hace de forma
instanta´nea y, en ciertos casos, hay que considerar un tiempo de transmisio´n (retar-
do) [18].
Sin embargo, en muchas situaciones se puede considerar que el valor de los
para´metros esta´ concentrado en un punto determinado. Por tanto, son numerosos
los casos en los que pueden utilizarse modelos de para´metros concentrados que apro-
ximen con exactitud el comportamiento del sistema real [8], [12], [13], [14].
La mayor´ıa de los sistemas presentan caracter´ısticas no lineales. Una funcio´n no
lineal puede aproximarse en un punto espec´ıfico de operacio´n por una funcio´n lineal;
a este procedimiento se le llama linealizacio´n. Gracias a la linealizacio´n es posible
aplicar numerosos me´todos de ana´lisis lineal que producen informacio´n acerca del
comportamiento del sistema. Se denomina punto de equilibrio al valor que toman
las variables de estado, en las condiciones en las que el sistema se encuentra normal-
mente [7], [18].
1.3.2. Clasificacio´n de sistemas dina´micos
Para el ana´lisis de procesos es necesario plantear modelos parame´tricos que des-
criban las dina´micas del sistema, para realizarlo es necesario conocer los tipos de
sistemas que existen; a continuacio´n se describen algunas clasificaciones [14].
Discretos y continuos. Cuando se considera que el tiempo so´lo toma valores en-
teros (t = 0, 1, 2, ...) los valores de una variable y a lo largo del tiempo forman
una sucesio´n nume´rica yt. Cuando el valor de esta variable en el instante si-
guiente depende de los valores que toma en instantes anteriores tenemos un
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sistema dina´mico discreto. Si se tiene una regla que relaciona estos valores se
dice que el sistema esta´ definido de modo recursivo y, cuando la relacio´n es
funcional, toma la forma:
yn+t+1 = F (t, yt, yt+1, ..., yt+n)
Si el tiempo es medido en forma continua, el sistema dina´mico resultante es
expresado como una ecuacio´n diferencial ordinaria:
dx
dt
= Ax
Variantes e invariantes en el tiempo. Normalmente, la variable independiente
usada en el ana´lisis de la dina´mica de los sistemas es el tiempo, designado como
t. Una ecuacio´n diferencial es variable en el tiempo si alguno de los coeficientes
que multiplican a la variable dependiente o a sus derivadas esta´n en funcio´n
del tiempo. Una ecuacio´n diferencial es invariante en el tiempo si todos los
coeficientes que multiplican a la variable dependiente o a sus derivadas son
constantes.
Lineal y no lineal. La linealidad o no linealidad de un sistema esta´ determina-
da por la naturaleza de la ecuacio´n diferencial que lo modela. Una ecuacio´n
diferencial lineal es aquella que consiste en una suma de te´rminos lineales, o
sea, te´rminos de primer grado en las variables dependientes y en sus deriva-
das. En realidad, la mayor parte de los sistemas son no lineales, sin embargo,
en muchas situaciones pueden describirse por modelos lineales que dan buena
informacio´n del comportamiento dina´mico del sistema.
1.3.3. Sistemas dina´micos con retardos temporales
En la descripcio´n de un sistema dina´mico en la forma de la ecuacio´n (1.12), una
presuncio´n fundamental es que la evolucio´n futura del sistema esta´ completamente
determinada por el valor actual de las variables de estado, es decir, el valor de las
variables de estado x(t), t0 ≤ t < ∞ para todo t0, puede ser determinado por la
condicio´n inicial conocida x(t0) = x0 [8], [18].
Es necesario aclarar que, en determinados casos, para conocer el comportamiento
de los sistemas dina´micos, el modelado mediante EDO no es suficiente, ya que las
variables de estado x(t) no solo dependen del valor actual, sino tambie´n de valores
pasados y se construyen a partir de un segmento de trayectoria que constituye la
condicio´n inicial x(θ), t0 − τ ≤ θ ≤ t0. Cuando el modelo presenta este tipo de
condicio´n se dice que es un sistema con retardos temporales [8], [18], [19], [20].
La presencia de retardos temporales en sistemas pra´cticos puede presentarse co-
mo comportamientos propios del proceso (por ejemplo, calentamiento de agua) o
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introducidos a la dina´mica por agentes externos (por ejemplo, tiempos de co´mputo).
El atender la presencia de retardos permite conocer a profundidad la dina´mica del
sistema, aunque en ocasiones una aproximacio´n del retardo converge a resultados
similares con esquemas de ana´lisis cla´sicos [8], [18].
Para establecer matema´ticamente los sistemas con retardos es necesario definir
las Ecuaciones Diferenciales Funcionales (EDF) que tienen la forma:
x˙(t) = f(t, x(g(t))) (1.13)
donde se observa que al menos uno de los argumentos en la ecuacio´n depende de
una funcio´n g(t) y no directamente del tiempo t como en las EDO [19].
Con la definicio´n de las EDF es posible describir sistemas en los que la tasa de
cambio en el estado depende de argumentos diferentes al estado actual. Las EDF
pueden clasificarse como retardadas, neutrales y avanzadas [19], [21].
EDF retardada. El sistema depende del valor presente y pasado de la variable de
estado.
x˙(t) = A0x(t) +A1x(t− τ) (1.14)
EDF neutral. El sistema depende de valores presentes y pasados de la variable de
estado y sus derivadas.
x˙(t) +Bx˙(t− h) = A0x(t) +A1x(t− τ) (1.15)
EDF avanzada. El sistema depende del valor presente y futuro de la variable de
estado. No es posible modelar feno´menos de la naturaleza con este tipo de
ecuaciones [18], [19].
x˙(t) = A0x(t) +A1x(t+ τ)
La solucio´n particular de un sistema descrito por una EDO (ecuacio´n (1.12)), es
decir sin retardos, depende de las condiciones iniciales que incluyen un instante de
tiempo inicial t0 y un estado inicial x0 ∈ Rn. Esto no es suficiente cuando se busca
una solucio´n para el sistema descrito por las EDF retardada (1.14) o EDF neutral
(1.15) [20]. Para definir la solucio´n de un sistema de tipo retardado, es necesario
tomar un instante de tiempo inicial t0 ≥ 0 y una funcio´n inicial ψ : [−τ, 0] → Rn.
Entonces el problema de valor inicial para sistemas con retardos se define a partir
de:
x(t0 + θ) = ψ(θ), θ ∈ [−τ, 0]
donde la funcio´n ψ pertenece a un espacio funcional, que puede ser un espacio
de funciones continuas, un espacio de funciones continuas por trozos o algu´n otro
espacio funcional.
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Sistemas perio´dicos
Un sistema perio´dico es aquel que completa un patro´n a intervalos medibles de
tiempo. Este patro´n es denominado periodo, y repite ese patro´n en los periodos
siguientes, es decir, x(t) tiene la propiedad de que existe un nu´mero positivo T para
el cual
x(t) = x(t± nT )
En este caso se dice que el sistema es perio´dico para todo T y cualquier entero n.
En la literatura, la vibracio´n auto-excitada dentro del proceso de fresado es nor-
malmente descrita mediante ecuaciones no lineales donde se identifican coeficientes
que dependen del tiempo (cortes previos y espesor de viruta), adema´s, al ser un
proceso de corte interrumpido, presenta un periodo determinado por la velocidad de
giro y el nu´mero de dientes de la herramienta de corte, por lo tanto es considerado
un sistema perio´dico (ve´ase por ejemplo [22], [23]).
El efecto regenerativo produce te´rminos con retardos temporales en la dina´mica
del sistema y la particularidad en el proceso de fresado es que la cinema´tica rotacional
de la herramienta conduce a efectos perio´dicos direccionales, es decir, ondulaciones
en la superficie, como se muestra en la Figura 1.9. En consecuencia, el modelo que
describe las vibraciones auto-excitadas que ocurren en este proceso esta´ dado por un
sistema de ecuaciones con retardos y coeficientes perio´dicos (ecuacio´n 1.16), [4], [5],
[6], [8], [16], [22]. La siguiente ecuacio´n constituye el modelo del proceso de fresado
comu´nmente utilizado en la literatura:
mx¨(t) + cx˙(t) + kx(t) = R(t)a [x(t− τ)− x(t)] (1.16)
donde m es la masa, c es la constante del amortiguador, k es la constante de resorte,
R(t) es el coeficiente de fuerza de corte, a es la profundidad de corte, x(t) es el
desplazamiento de la herramienta de corte y x(t− τ) es el desplazamiento previo de
la herramienta de corte.
Figura 1.9: Efecto regenerativo en el proceso de fresado [22]
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1.4. Estabilidad
La estabilidad en un sistema se refiere a la continuidad en el comportamiento
dina´mico del sistema, es decir, si en las entradas o condiciones iniciales se presenta
una pequen˜a perturbacio´n, un sistema estable presentar´ıa modificaciones pequen˜as
en su respuesta. Pero, si se presenta una perturbacio´n en las entradas o condiciones
iniciales de un sistema inestable, por pequen˜a que sea e´sta, llevara´ a los estados o
salidas del sistema a crecer sin l´ımite, lo que f´ısicamente representar´ıa que el sistema
se quema, se desintegra o se satura. Por lo tanto, para sistemas dina´micos que rea-
lizan operaciones o procesan sen˜ales, la estabilidad es una condicio´n necesaria que
debe ser garantizada en el disen˜o del sistema de control [7], [12].
Para propo´sitos de ana´lisis y disen˜o, la estabilidad se puede clasificar como es-
tabilidad absoluta y relativa [18], [24]. Pero cuando se consideran todos los tipos
de sistemas (lineal, no lineal, invariante en el tiempo y variante en el tiempo), la
definicio´n de estabilidad se puede dar en muchas formas diferentes.
El estudio de la estabilidad es de los principales problemas que se plantea la
teor´ıa de control desde sus or´ıgenes. Para sistemas lineales de dimensio´n finita es
posible aplicar las nociones de estabilidad conocidas en torno a conceptos ba´sicos
que pueden caracterizarse mediante te´rminos algebraicos. Por ejemplo, la estabilidad
de un sistema lineal invariante en el tiempo queda asegurada si todas las ra´ıces del
polinomio caracter´ıstico del sistema se encuentran en el semiplano izquierdo del
plano complejo (ve´ase Figura 1.10).
Figura 1.10: Regiones de estabilidad en el plano complejo [24]
Sin embargo, para los sistemas no lineales existen comportamientos mucho ma´s
amplios, de modo que la clasificacio´n de sistemas estables y no estables que se realiza
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para los sistemas lineales no es posible. Un problema en el estudio de los sistemas no
lineales es el establecer condiciones de estabilidad de un sistema sin conocer expl´ıci-
tamente sus soluciones. La contribucio´n clave para la solucio´n de este problema son
los trabajos de Lyapunov [18], [24]. En su segundo me´todo de ana´lisis de estabili-
dad permite demostrar propiedades locales y globales de estabilidad a partir de las
caracter´ısticas de disipacio´n de una funcio´n de energ´ıa.
La ampliacio´n la teor´ıa de Lyapunov permitio´ reconocer que las funciones de
Lyapunov pueden captar la propia naturaleza de la estabilidad asinto´tica y que la
existencia de esas funciones, con adecuadas propiedades de disminucio´n a lo largo
de las trayectorias del sistema, permiten determinar la estabilidad asinto´tica tanto
local como globalmente. El ana´lisis de la disipacio´n de energ´ıa y el segundo me´todo
de Lyapunov permiten el desarrollo de los llamados me´todos constructivos de control
no lineal que normalmente se aplican a sistemas de dimensiones finitas [24].
1.4.1. Tipos de estabilidad
En general, la estabilidad de un sistema puede definirse de muchas maneras,
dependiendo de los requerimientos de alguna aplicacio´n especial. Para los sistemas
lineales e invariantes en el tiempo, todas las definiciones comunes de estabilidad son
equivalentes. Los tipos de estabilidad ma´s comunes se describen a continuacio´n [18],
[24].
Estabilidad asinto´tica Un sistema es asinto´ticamente estable si, para todas las
condiciones iniciales posibles, su respuesta de entrada cero se aproxima a cero
con el tiempo. En un sistema lineal invariante en el tiempo con una funcio´n
de transferencia racional existe un te´rmino de respuesta de entrada cero por
cada ra´ız del denominador. Un te´rmino de respuesta crece (decrece) con el
tiempo si la ra´ız esta´ situada en el semiplano derecho (izquierdo). De aqu´ı que
el sistema sea asinto´ticamente estable si y solo si todas las ra´ıces caracter´ısticas
del denominador pertenecen al semiplano izquierdo (ve´ase Figura 1.10).
Estabilidad exponencial Se dice que el equilibrio x = 0 de un sistema es expo-
nencialmente estable si existen constantes positivas α, β y δ tales que
||x(0)‖ < δ → ||x(t)|| ≤ α||x(0)||eβt, ∀t ≥ 0
Claramente el concepto de estabilidad exponencial implica estabilidad asinto´ti-
ca; lo contrario no es cierto. La estabilidad exponencial es la propiedad deseada
cuando se requiere especificar la velocidad del transitorio.
Estabilidad en el sentido de Lyapunov Se dice que el equilibrio x = 0 de un
sistema es localmente estable en el sentido de Lyapunov o simplemente estable,
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cuando para cada ε > 0 existe un valor δ > 0 (posiblemente dependiente de ε)
tal que
||x(0)‖ < δ → ||x(t)|| < ε, ∀t ≥ 0
De manera informal, esta definicio´n establece que si existe una distancia δ
dentro de la cual se puede escoger cualquier condicio´n inicial y la evolucio´n
de la trayectoria correspondiente del sistema se mantiene dentro de una cota
radial ε espec´ıfica, se garantiza la estabilidad del sistema. La Figura 1.11 ilustra
el significado de esta definicio´n. En ella se observa en el plano una trayectoria
que parte dentro del c´ırculo de radio δ y no sale del c´ırculo de radio ε (si el
sistema es estable esta trayectoria no debe salir de este c´ırculo de radio ε por
mucho que avance el tiempo ni ninguna otra trayectoria que parta del c´ırculo
de radio δ).
Figura 1.11: Estabilidad en el sentido de Lyapunov [18]
Estabilidad asinto´tica global Se dice que el equilibrio x = 0 del sistema es global
y asinto´ticamente estable si es estable en el sentido de Lyapunov y adema´s, se
tiene que para todo x(0) ∈ R se cumple que l´ımt→∞ x(t) = 0
Estabilidad exponencial global Se dice que el equilibrio x = 0 de un sistema es
global y exponencialmente estable si existen constantes positivas α y β tales
que
||x(t)‖ ≤ α||x(0)||e−βt, t ≥ 0 para todo x(0) ∈ Rn
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1.4.2. Criterio de estabilidad de Lyapunov
Alexandr Mikhailovich Lyapunov a finales del siglo XIX propone en su trabajo
“The general problem of motion stability”dos me´todos para analizar la estabilidad:
el me´todo de linealizacio´n (conocido tambie´n como primer me´todo) y el me´todo
directo (conocido tambie´n como segundo me´todo), los cuales constituyen la Teor´ıa
de estabilidad de Lyapunov. Mediante el me´todo de linealizacio´n se puede concluir
sobre la estabilidad local de sistemas no lineales alrededor de un punto de equilibrio
mediante aproximaciones lineales. Por otra parte, el me´todo directo es la herramienta
ma´s importante para el ana´lisis de sistemas no lineales y es descrito a continuacio´n.
Me´todo directo de Lyapunov [24]
Conside´rese el sistema x˙ = f(x) y supo´ngase que existe una funcio´n continua-
mente diferenciable V : D → R tal que
V (0) = 0
V (x) > 0, x ∈ D, x 6= 0
Si se cumple
V˙ (x) =
∂V
∂x
f(x) ≤ 0, x ∈ D
entonces, el equilibrio x = 0 es estable en el sentido de Lyapunov.
Si adema´s se cumple
V˙ (x) =
∂V
∂x
f(x) < 0, x ∈ D, x 6= 0
entonces, el equilibrio x = 0 es asinto´ticamente estable. Esta estabilidad sera´ global-
mente asinto´ticamente estable si D = Rn y, adema´s, la funcio´n V es radialmente no
acotada, es decir, l´ım||x||→∞ V (x) =∞. Finalmente, si existen escalares α, β y γ > 0
tales que
α||x|| ≤ V (x) ≤ β||x||, x ∈ D,
V˙ (x) =
∂V
∂x
f(x) < γ, x ∈ D
entonces el equilibrio x = 0 es exponencialmente estable. Esta estabilidad sera´ glo-
balmente exponencialmente estable si D = Rn y, adema´s, la funcio´n V es radialmente
no acotada. No´tese que, el teorema de Lyapunov proporciona condiciones suficientes
para determinar la estabilidad, pero no necesarias.
Es importante mencionar que no existe un me´todo generalizado para encontrar
la funcio´n de Lyapunov, con lo cual, el hecho de que una candidata a funcio´n de
Lyapunov no cumpla las condiciones del teorema, no indica que el equilibrio x = 0
1.5. Estado del arte 26
no sea estable; siendo e´ste uno de los mayores inconvenientes del me´todo.
Como ejemplo ilustrativo se analiza la estabilidad del siguiente sistema mediante
el me´todo directo de Lyapunov [24]:
x˙ = Ax, x ∈ Rn
donde A es una matriz constante de dimensio´n n × n. Se propone una funcio´n de
Lyapunov V (x) = xTPx, de la cual se obtiene la derivada con respecto al tiempo
V˙ = x˙TPx+ xTPx˙
Sustituyendo la dina´mica del sistema se tiene:
V˙ = xT (ATP + PA)x
El sistema es estable si V˙ < 0, lo que es equivalente a la existencia de una matriz
sime´trica definida positiva P que debe cumplir la desigualdad matricial
ATP + PA < 0 (1.17)
Esta desigualdad matricial lineal es conocida como LMI (por sus siglas en ingle´s).
1.5. Estado del arte
Existe un gran nu´mero de trabajos de investigacio´n que buscan prevenir y erra-
dicar las vibraciones, sin embargo este problema au´n afecta la productividad del
proceso de fresado en la industria [4]. A continuacio´n se describen brevemente algu-
nos de estos trabajos.
Las vibraciones son una limitante comu´n en el proceso de fresado y han sido
objeto de estudio desde las primeras de´cadas del siglo XX, en esa e´poca se des-
cribio´ a la vibracio´n como “el problema ma´s oscuro y delicado que enfrentan los
maquinistas”[4]. Se consideraba que la vibracio´n auto-excitada se presentaba debido
al efecto de amortiguamiento negativo, es decir, los elementos que disipan energ´ıa
no cumplen esta funcio´n, por el contrario la aumentan debido a la oscilacio´n propia
de la estructura [31].
Despue´s de realizar extensos trabajos de investigacio´n, Tobias y Fishwick en 1958
[16] y Tlusty y Polacek en 1963 [6] describieron el efecto regenerativo en procesos
de remocio´n de material, que es la explicacio´n ma´s aceptada de la aparicio´n de vi-
bracio´n auto-excitada [4], [31].
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Los modelos matema´ticos que describen el efecto regenerativo esta´n dados por
EDF retardadas, que presentan naturaleza infinito dimensional. En el caso del proce-
so de torneado, la vibracio´n puede ser analizada mediante el me´todo de D-particiones
ya que el modelo del sistema es lineal con retardos. A diferencia de e´ste, en el pro-
ceso de fresado la direccio´n de la fuerza cambia durante la rotacio´n y el corte es
interrumpido debido a la entrada y salida del diente, por lo cual el modelo es des-
crito mediante una EDF retardada no lineal con coeficientes perio´dicos. Mediante
una extensio´n de la teor´ıa de Floquet para sistemas con retardos, es posible analizar
el modelo del fresado a trave´s del ana´lisis de los valores propios de la matriz de
monodromı´a del sistema [32], [33].
Sridhar et al. en 1968 [28] proponen utilizar el concepto de matriz de transicio´n
de estados, que se calcula mediante simulaciones en el dominio del tiempo, en la que
los valores propios de la matriz que se encuentran fuera del c´ırculo unitario indican
inestabilidad. Opitz y Bernardi en 1970 [34] aplicaron la teor´ıa de la estabilidad del
torneado para el proceso de fresado en donde aproximan los coeficientes perio´dicos
del modelo por constantes mediante el ca´lculo de valores medios durante un periodo
de giro de la herramienta.
Numerosos me´todos anal´ıticos se han desarrollado para determinar la estabilidad
del proceso. Durante las de´cadas de los ochentas y noventas se realizaron trabajos
basados en te´cnicas en el dominio del tiempo que proponen soluciones nume´ricas
basadas en las aproximaciones de Euler, Runge Kutta y Tustin [35]. Las te´cnicas
en el dominio del tiempo se basan en la integracio´n nume´rica de las ecuaciones del
movimiento y permiten introducir de forma precisa la cinema´tica del proceso, la geo-
metr´ıa de corte de la herramienta y las posibles no linealidades. En una simulacio´n
en el dominio del tiempo, se predicen las fuerzas y vibraciones para un conjunto es-
pec´ıfico de para´metros de corte y las sen˜ales resultantes (fuerzas y desplazamientos)
se analizan para determinar la presencia de vibracio´n auto-excitada, sin embargo
estos me´todos no ofrecen informacio´n sobre las zonas estables e inestables de todo el
sistema. Para obtener esta informacio´n hay que realizar un conjunto de simulaciones
en el tiempo y un barrido de condiciones de corte para predecir las regiones de esta-
bilidad [36], [37]. En el estudio de la estabilidad en el domino del tiempo, el mayor
inconveniente es su alto costo computacional en comparacio´n con el correspondiente
a los me´todos en el dominio de la frecuencia [6], [28].
Como ejemplos de me´todos para la obtencio´n de las fronteras de estabilidad en el
espacio de para´metros mediante te´cnicas en el dominio del tiempo en el proceso de
fresado, esta´n el ana´lisis de elementos finitos temporales [38] y el ana´lisis mediante
semi-discretizacio´n [22], [23] que son te´cnicas nume´ricas que aproximan y reducen
la complejidad de los sistemas con retardos temporales y coeficientes perio´dicos.
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Minis et al. en 1993 [39] aplicaron la teor´ıa de las ecuaciones diferenciales pe-
rio´dicas (la teor´ıa de Floquet y el ana´lisis de Fourier) en las ecuaciones dina´micas del
fresado. El algoritmo depende de la evaluacio´n nume´rica en el dominio de la frecuen-
cia de los l´ımites de estabilidad y proporciona una mayor comprensio´n del modelo en
comparacio´n con los resultados obtenidos con los me´todos en el dominio del tiempo
[31]. Los me´todos en el dominio de la frecuencia para analizar la estabilidad de la
ecuacio´n dina´mica del proceso se consideran ra´pidos computacionalmente, sin em-
bargo, conllevan hipo´tesis simplificadoras tales como fuerzas lineales, geometr´ıas de
corte sencillas y no permiten incluir no linealidades [6], [27]. Esto aumenta el error
en los resultados y el riesgo de incertidumbre en la operacio´n.
Altintas y Budak en 1995 [25] proporcionaron una solucio´n anal´ıtica, basada en
un ana´lisis monofrecuencial bidimensional, conocida como me´todo de aproximacio´n
de orden cero (the zeroth order approximation method ZOA) que permite obtener
ra´pidamente un gra´fico de estabilidad para el proceso de fresado. El resultado con-
verge al mismo valor obtenido por el algoritmo nume´rico de Minis et al. [39]. Estos
modelos en el dominio de la frecuencia suponen que la vibracio´n tiene un u´nico
armo´nico dominante (modelo monofrecuencia). Esta simplificacio´n permite obtener
una solucio´n anal´ıtica al problema para determinados tipos de fresado tales como
en el ortogonal continuo, sin embargo, es ineficiente para otros tipos de fresado en
los que el proceso se lleva a cabo a altas velocidades con bajas inmersiones y altos
armo´nicos [15], [27], [35].
Algunas investigaciones de principios del siglo XXI han buscado soluciones me-
diante aproximaciones matema´ticas del desplazamiento relativo basadas en dividir
el periodo de corte (inverso de la frecuencia de corte) en cierto nu´mero de intervalos,
y en cada intervalo el vector de desplazamiento relativo se aproxima por los polino-
mios de Hermite [38].
La mayor´ıa de los ana´lisis descritos hasta ahora muestran sus resultados en una
gra´fica conocida como lo´bulos de estabilidad. En los lo´bulos de estabilidad se repre-
senta la frontera entre cortes estables (sin vibracio´n) e inestables (con vibracio´n)
dependiendo de la profundidad de corte y la velocidad de giro del husillo (ve´ase la
Figura 1.12). Estos lo´bulos establecen un l´ımite entre profundidades de corte es-
tables para una velocidad de giro de la herramienta determinada. A partir de la
construccio´n del gra´fico de lo´bulos, se pueden seleccionar las condiciones de corte
apropiadas para evitar la aparicio´n de vibracio´n [23], [25], [26].
Yang y Mun˜oa en 2010 [41] proponen el disen˜o de elementos de absorcio´n de
vibraciones, el prototipo se ha validado con pruebas controladas obteniendo una
disminucio´n en las ondulaciones de la pieza de trabajo y continu´a en fase de imple-
mentacio´n.
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Figura 1.12: Lo´bulos de estabilidad [29]
E. Graham en 2012 [42] analiza la estabilidad del proceso de fresado usando en-
foques en la frecuencia y en el tiempo mediante el Teorema de Edge y la teor´ıa de
estabilidad de Lyapunov (considerando una aproximacio´n de los te´rminos retardados
del modelo), respectivamente. Con base en el enfoque de control robusto, el ana´lisis
permite considerar la variacio´n de los para´metros en cada giro de la herramienta.
Yang, Xu y Liu en 2014 [43] proponen la reduccio´n de vibracio´n mediante el
amortiguamiento de la corriente para´sita (Eddy Current Damping), el me´todo se
valida mediante experimentos con diferentes velocidades de avance, velocidad en el
eje y profundidades axiales. Mediante lo cual obtienen disminuciones en la amplitud
de la vibracio´n, sin embargo, su implementacio´n requiere de un dispositivo que este´
en contacto con la pieza de trabajo.
Totis, Albertelli, Sortinoa y Monnob en 2014 [44] proponen un algoritmo basado
en el me´todo de colocacio´n de Chebyshev para la prediccio´n ra´pida de las variables
que intervienen en la aplicacio´n de la te´cnica conocida como variacio´n de la velo-
cidad en el husillo y comparan los resultados con los obtenidos con el me´todo de
semi-discretizacio´n; la te´cnica utilizada mostro´ una mayor precisio´n y rapidez en la
obtencio´n de los resultados.
Molna´r e Insperger en 2015 [45] investigan la estabilidad para un modelo de dos
grados de libertad del proceso de fresado con herramienta helicoidal, donde la fuerza
de corte se modela como una fuerza distribuida a lo largo de la cara de la herramien-
ta de corte. La presencia de la fuerza distribuida en lugar de la fuerza concentrada
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modifica las ecuaciones que gobiernan el sistema y afecta significativamente la es-
tabilidad, especialmente a bajas velocidades. El estudio se lleva a cabo mediante la
te´cnica de semi-discretizacio´n.
Existen herramientas computacionales que se han desarrollado como parte del
ana´lisis de la vibracio´n en el proceso de fresado. A continuacio´n se describen algunas
de e´stas:
CutPro R© [29].
El software de simulacio´n CutPro R© 11 Milling Module es una propuesta para
la planificacio´n y solucio´n de problemas en el proceso de fresado. Este mo´dulo
permite seleccionar diferentes modos de simulacio´n, modelos de fresadora y
tipos de cortadores (de inclinacio´n variable, con punta de bola, dentados y con
cualquier geometr´ıa definida por el usuario). Adema´s, permite considerar las
caracter´ısticas de una gran variedad de materiales y modificar los para´metros
de la dina´mica de la ma´quina, de la herramienta y de la pieza de trabajo.
El software desarrolla los siguientes ana´lisis: fuerzas de corte en tres direccio-
nes, fuerza resultante, fuerza tangencial, diagrama de fuerza contra velocidad
de avance, espesor de viruta, vibraciones de la herramienta (desviacio´n), vibra-
ciones de la pieza de trabajo, esfuerzo de torsio´n del husillo, acabado superficial,
lo´bulos de estabilidad anal´ıtica y transformada ra´pida de Fourier. El costo y
la limitada lista de fresadoras en su base de datos son su principal desventaja.
MetalMax and Harmonizer R© [30].
MetalMax R© proporciona un diagrama de estabilidad que muestra los puntos
de vibracio´n y resonancia, as´ı como las ma´ximas tasas de remocio´n de material.
Utiliza una te´cnica conocida como ana´lisis modal para determinar las carac-
ter´ısticas estructurales del sistema con base en los datos obtenidos mediante
Harmonizer R©, el cual utiliza una te´cnica patentada de audio para analizar el
proceso. Al tratarse de un dispositivo ajeno al proceso, puede entorpecer la
operacio´n de corte.
Cap´ıtulo 2
Modelo matema´tico del proceso
de fresado
La vibracio´n en el proceso de fresado (Figura 2.1) se ha estudiado desde la de´ca-
da de 1950 cuando J. Tlusty y M. Polacek [6] y S.A. Tobias y W. Fishwick [16]
definen el efecto regenerativo. A partir de estos trabajos se generan investigaciones
en las que se presentan diferentes modelos matema´ticos del mecanismo de aparicio´n
de la vibracio´n [25], [28], [34], [37]. Actualmente las investigaciones anal´ıticas de la
vibracio´n en el proceso de fresado parten de los estudios previos y consideran los
modelos que estos trabajos presentaron.
Figura 2.1: Representacio´n del proceso de fresado
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El modelo que comu´nmente se utiliza para representar la dina´mica de la vibracio´n
auto-excitada en el proceso de fresado esta´ dado por la siguiente ecuacio´n (ve´ase [4],
[5], [15]):
mx¨(t) + cx˙(t) + kx(t) = F (t) (2.1)
la cual describe un sistema vibratorio de para´metros concentrados donde x(t), m, c
y k representan el desplazamiento, la masa, la constante de amortiguamiento y la
constante de resorte, respectivamente. La parte derecha de la ecuacio´n describe el
efecto regenerativo, que usualmente se representa mediante un retardo temporal y,
adema´s, incluye te´rminos no lineales que describen la dina´mica de la formacio´n de
viruta.
2.1. Modelo de un grado de libertad
La Figura 2.2, que representa la vista frontal de la Figura 2.1 e ilustra las dina´mi-
cas del modelo de un grado de libertad, se toma como base para el modelo de un
grado de libertad desarrollado por T. Insperger y G. Ste´pa´n [48].
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Figura 2.2: Diagrama de un grado de libertad del proceso de fresado
El modelo de un grado de libertad del proceso de fresado propuesto en [48] se
muestra a continuacio´n (ve´ase tambie´n [21], [46]):
mx¨ (t) + cx˙ (t) + kx (t) = R(t)a [x (t− τ)− x (t)] (2.2)
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La parte derecha de la ecuacio´n describe el efecto regenerativo, donde las fuerzas
generadas por la remocio´n de material causan una deflexio´n en la herramienta de
corte. Si e´sta vibra, se generan ondulaciones en la superficie de la pieza y en los
cortes subsecuentes genera un espesor de viruta variable que puede desencadenar
inestabilidad (presencia de chatter) [21]. En este modelo, el para´metro a es la pro-
fundidad de corte, x(t) es la pasada de corte actual, x(t − τ) es la pasada de corte
previo, donde el retardo τ es igual al periodo de giro de la herramienta T :
τ = T =
2pi
NΩ
donde N es el nu´mero de dientes y Ω es la velocidad de giro expresada en rad/s,
que es equivalente a:
τ =
60
NΩ
(2.3)
cuando Ω se expresa en rpm.
El proceso involucra el contacto entre dos materiales, por lo cual se genera una
fuerza de corte resultante R(t) expresada como [48]:
R(t) =
N∑
j=1
g(φj(t)) sin(φj(t))[Kt cos(φj(t)) +Knsin(φj(t))] (2.4)
donde φj es el a´ngulo de corte del j-e´simo diente, Kt y Kn son los coeficientes linea-
lizados de corte tangencial y normal expresados en N/m2 [48]. La funcio´n g(φj(t))
es definida como:
g(φj(t)) =
{
1 si φst ≤ φj(t) ≤ φex
0 si se encuentra en otra posicio´n
(2.5)
donde φst y φex son los a´ngulos de entrada y salida del diente (ve´ase Figura 2.3).
El modelo de un grado de libertad permite describir el comportamiento del pro-
ceso en el instante en el que el diente incide en el material sobre el eje x. La variacio´n
de R(t) mostrada en las ecuaciones (2.4) y (2.5) se determina a trave´s del ana´lisis
del movimiento de la herramienta en el plano x-z (ve´ase [21]).
Cabe destacar que primeramente se selecciona el modelo de un grado de libertad
aqu´ı descrito, pero con la revisio´n de la literatura se concluye que este modelo
no caracteriza en su totalidad las dina´micas del sistema, es decir, los resultados de
ana´lisis derivados mediante este modelo no se reproducen por completo en la pra´ctica
[4], [22], [46]. Por esta razo´n, es seleccionado el modelo de dos grados de libertad,
que se identifica en la literatura especializada como una caracterizacio´n precisa de
la vibracio´n en el proceso de fresado [27], [42] y se presenta en la siguiente seccio´n.
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2.2. Modelo de dos grados de libertad
Se considera el modelo de dos grados de libertad del proceso de fresado desa-
rrollado por Y. Altintas y E. Budak [25], y utilizado en [15], [27], [42]. Los autores
descomponen la dina´mica asociada al fresado en la direccio´n de avance y la direc-
cio´n normal [24], [13]. Las dina´micas del sistema se describen mediante las siguientes
ecuaciones:
mxx¨(t) + cxx˙(t) + kxx(t) =
N∑
j=1
Fxj(t)
myy¨(t) + cyy˙(t) + kyy(t) =
N∑
j=1
Fyj(t)
(2.6)
donde mi, ci, ki, i = x, y representan la masa, amortiguamiento y rigidez del sistema,
respectivamente, en la direccio´n de avance x y normal y.
La Figura 2.3, que representa la vista inferior de la Figura 2.1, ilustra las dina´mi-
cas del modelo de dos grados de libertad y permite una mayor comprensio´n del mo-
delo desarrollado en [25].
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Figura 2.3: Diagrama de dos grados de libertad del proceso de fresado
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La parte derecha de la ecuacio´n (2.6) representa la suma de fuerzas de corte de
cada uno de los dientes en las direcciones x y y, dadas por:
Fxj = −Ftj cosφj − Frj sinφj
Fyj = Ftj sinφj − Frj cosφj (2.7)
Durante el desprendimiento de material, en los puntos de contacto entre la he-
rramienta y la pieza de trabajo, se generan dos vectores fuerza resultantes [15]: una
tangencial (Ft) y una radial (Fr), las cuales se definen a continuacio´n:
Ftj = Ktah(φj)
Frj = KrFt = KrKtah(φj)
(2.8)
donde a es la profundidad de corte axial expresada en m, h(φj) representa el coefi-
ciente del espesor de viruta, Kr es el coeficiente de corte radial y Kt es el coeficiente
de corte tangencial expresados en N/m2. El espesor de viruta dina´mico h(φj) de-
pende del a´ngulo de corte del j-e´simo diente y de las ondulaciones en la pieza. Esta
variable puede describirse mediante la siguiente expresio´n propuesta en [25]:
h(φ(t)) = [∆x(t) sinφ(t) + ∆y(t) cosφ(t)] g(φj) (2.9)
donde la funcio´n g(φj(t)) se define en la ecuacio´n (2.5), ∆x(t) y ∆y(t) representan
la diferencia entre el corte actual y el corte previo en las direcciones x y y:
∆x(t) = x(t)− x(t− τ)
∆y(t) = y(t)− y(t− τ) (2.10)
donde el retardo τ es igual al periodo de giro de la herramienta T (ve´ase ecuacio´n
(2.3)).
Sustituyendo los coeficientes de corte tangencial y radial dados en (2.8) y el
coeficiente de espesor de viruta definido en (2.9) en la ecuacio´n (2.7), y considerando
transformaciones de razones trigonome´tricas de producto en suma [7], se obtiene:(
Fx
Fy
)
=
1
2
aKt
(
axx axy
ayx ayy
)(
∆x(t)
∆y(t)
)
(2.11)
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donde los coeficientes direccionales variantes en el tiempo son:
axx =
N∑
j=1
−g(φj(t))[sin 2φj +Kr(1− cos 2φj)]
axy =
N∑
j=1
−g(φj(t))[(1 + cos 2φj) +Kr sin 2φj ]
ayx =
N∑
j=1
g(φj(t))[(1− cos 2φj)−Kr sin 2φj ]
ayy =
N∑
j=1
g(φj(t))[sin 2φj −Kr(1 + cos 2φj)]
(2.12)
La ecuacio´n (2.11) puede expresarse como:
F (t) =
1
2
aKtD(t)∆(t) (2.13)
donde ∆(t) = [∆x(t) ∆y(t)]T y la matriz D(t) var´ıa en el tiempo dependiendo de la
rotacio´n de la herramienta y del periodo de paso de diente. Y. Altintas y E. Budak
[25] y Y. Altintas y M. Weck [27] proponen sustituir los te´rminos variantes en el
tiempo por te´rminos invariantes en el tiempo calculados mediante una expansio´n en
las series de Fourier como sigue:
D(t) =
∞∑
r=−∞
Dre
irωt
Dr =
1
T
∫ T
0
D(t)e−irωtdt
El nu´mero de armo´nicos r de la frecuencia de paso de diente ω requerido para
una aproximacio´n precisa de la matriz D(t) depende de las condiciones de corte
(tipo de inmersio´n) y del nu´mero de dientes [25]. Y. Altintas y E. Budak en [25]
consideran el caso ma´s simple, es decir r = 0, para el cual se obtiene lo siguiente:
D0 =
1
T
∫ T
0
D(t)dt
Mediante el ana´lisis anterior, la variacio´n en el tiempo de los coeficientes pe-
rio´dicos de la matriz D(t) es sustituida por la diferencia del valor de los coeficientes
calculados con los a´ngulos de entrada y de salida del material, en otras palabras, se
calcula el valor del coeficiente cuando el diente incide en el material; por lo tanto
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los coeficientes obtenidos son invariantes en el tiempo y dependientes del tipo de
inmersio´n de la herramienta [27]. Tomando en cuenta que la matriz D0 es va´lida
para los valores angulares de entrada φst y de salida φex de la herramienta, es decir,
cuando g(φj) = 1, y que el proceso es perio´dico con un a´ngulo de paso φp = 2pi/N
(N es el nu´mero de dientes), entonces el valor promedio de D(t) esta´ dado por [47]:
D0 =
1
φp
∫ φex
φst
D(φ)dφ =
N
2pi
(
αxx αxy
αyx αyy
)
(2.14)
donde los coeficientes direccionales son:
αxx = 1/2[cos 2φ− 2Krφ+Kr sin 2φ]φexφst
αxy = 1/2[− sin 2φ− 2φ+Kr cos 2φ]φexφst
αyx = 1/2[− sin 2φ+ 2φ+Kr cos 2φ]φexφst
αyy = 1/2[− cos 2φ− 2Krφ−Kr sin 2φ]φexφst
(2.15)
Reemplazando D(t) por la aproximacio´n D0 en (2.13), se obtiene una ecuacio´n
con coeficientes direccionales invariantes en el tiempo, pero que dependen de la
inmersio´n de la herramienta. La ecuacio´n (2.13) se reescribe como:
F (t) =
1
2
aKtD0∆(t) (2.16)
Entonces las dina´micas del sistema pueden describirse mediante las siguientes
ecuaciones, que representan un modelo de dos grados de libertad:
Mw¨(t) + Cw˙(t) +Kw(t) =
1
2
aKtD0∆(t) (2.17)
donde:
w =
(
x(t)
y(t)
)
, M =
(
mx 0
0 my
)
, C =
(
cx 0
0 cy
)
, K =
(
kx 0
0 ky
)
Para expresar el modelo descrito por la ecuacio´n (2.17) en el espacio de estados
se definen las siguientes variables:
x1 = x(t) x˙1 = x˙(t) = x2
x2 = x˙(t) x˙2 = x¨(t)
x3 = y(t) x˙3 = y˙(t) = x4
x4 = y˙(t) x˙4 = y¨(t)
(2.18)
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Note que x¨(t) y y¨(t) pueden escribirse como:
x¨(t) =− cx
mx
x2 − kx
mx
x1 +
aKtN
apimx
αxx(x1 − x1(t− τ))
+
aKtN
4pimx
αxy(x3 − x3(t− τ))
y¨(t) =− cy
my
x4 − ky
my
x3 +
aKtN
4mypi
αyx(x1 − x1(t− τ))
+
aKtN
4mypi
αyy(x3 − x3(t− τ))
El modelo en el espacio de estados esta´ dado por:
x˙ = A0x(t) +A1x(t− τ) (2.19)
donde
x = [x1 x2 x3 x4]
T ,
A0 =

0 1 0 0
− kx
mx
+
aKtN
4pimx
αxx − cx
mx
aKtN
4pimx
αxy 0
0 0 0 1
aKtN
4pimy
αyx 0 − ky
my
+
aKtN
4pimy
αyy − cy
my

y
A1 =

0 0 0 0
−aKtN
4pimx
αxx 0 −aKtN
4pimx
αxy 0
0 0 0 0
−aKtN
4pimy
αyx 0 −aKtN
4pimy
αyy 0

En el cap´ıtulo siguiente se desarrolla un ana´lisis de estabilidad en el dominio de
la frecuencia utilizando el me´todo de D-particiones para el modelo lineal de un grado
de libertad definido en (2.2), con el que se obtiene un gra´fico de las zonas estables e
inestables del proceso en el plano de para´metros. Adema´s, se presenta un ana´lisis en
el dominio del tiempo utilizando el enfoque de Lyapunov-Krasovski para el modelo
de dos grados de libertad descrito por una ecuacio´n con retardos definido en (2.19).
Con este enfoque se obtienen condiciones suficientes de estabilidad y a trave´s del
ana´lisis de su factibilidad, considerando un barrido de las condiciones de corte, se
genera un gra´fico que indica la zonas estables del proceso.
Cap´ıtulo 3
Ana´lisis de estabilidad
Las ecuaciones diferenciales con retardos en el tiempo han sido objeto de estudio
en diferentes a´reas del conocimiento, una de las cuales es la teor´ıa de control. El
ana´lisis de estabilidad permite conocer el comportamiento de los sistemas despue´s
de que son sometidos a perturbaciones, y representa una parte esencial en el estudio
de la teor´ıa de control.
El proceso de fresado es un sistema expuesto a perturbaciones generadas como
consecuencia del efecto regenerativo, por lo cual, conocer las condiciones bajo las
que el sistema es estable permite al usuario del proceso trabajar dentro de las zonas
(en un espacio de para´metros) en las que no existe vibracio´n.
Este cap´ıtulo presenta el ana´lisis de estabilidad para los modelos del proceso
de fresado utilizados en la literatura, los cuales contienen te´rminos con retardos en
el tiempo, lo que implica que el ana´lisis de estabilidad se debe realizar utilizando
te´cnicas espec´ıficas desarrolladas para este tipo de sistemas.
3.1. Ana´lisis en el dominio de la frecuencia
El me´todo de D-particiones es utilizado para la identificacio´n de las regiones
de estabilidad de los sistemas con retardos en el tiempo. El me´todo consiste en la
descomposicio´n del espacio de para´metros en regiones de estabilidad en las cuales el
nu´mero de ra´ıces inestables es invariante. Los l´ımites de estas regiones corresponden
a los casos en los que la ecuacio´n caracter´ıstica presenta una ra´ız en el eje imaginario
[49]. Es importante mencionar que el nu´mero de ra´ıces inestables dentro de una
regio´n es conocido como grado de inestabilidad [8]. A continuacio´n, se describen los
pasos a seguir para aplicar el me´todo:
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1. Se toma la ecuacio´n caracter´ıstica del modelo matema´tico seleccionado, la cual
se expresa como D(s).
2. En la ecuacio´n caracter´ıstica se sustituye s por γ+iω, que representan la parte
real e imaginaria del nu´mero complejo s, respectivamente.
3. Se separa la parte real e imaginaria de la ecuacio´n.
4. Para obtener los l´ımites de estabilidad es necesario conocer el comportamiento
de la parte imaginaria de la ra´ız (ω), por lo cual se iguala la parte real (γ) con
cero.
5. Se obtienen las ecuaciones de los l´ımites de estabilidad en funcio´n de ω y se
representan en el espacio de para´metros. La gra´fica resultante se conoce como
curva D.
Es importante mencionar que el me´todo de D-particiones es aplicable so´lo pa-
ra sistemas descritos por ecuaciones lineales con retardos constantes. Con esto en
mente, es necesario considerar que en el modelo de un grado de libertad dado en
(2.2), la funcio´n R(t) definida en (2.4) es una constante. Por lo que el me´todo de
D-particiones es una herramienta u´til para el desarrollo de los lo´bulos de estabilidad
de una simplificacio´n del modelo de un grado de libertad, donde debido a la omisio´n
del te´rmino no lineal y perio´dico R(t), no es posible considerar para este ana´lisis los
datos de una fresadora real.
A continuacio´n se aplica el me´todo siguiendo los pasos descritos anteriormente.
Se obtiene la transformada de Laplace de la ecuacio´n (2.2):
ms2X(s) + csX(s) + kX(s) = RaX(s)(e−τs − 1)
X(s)
[
ms2 + cs+ k −Ra(e−τs − 1)] = 0
La ecuacio´n caracter´ıstica D(s) correspondiente es:
D(s) = ms2 + cs+ k −Ra(e−τs − 1)
De acuerdo al me´todo, se sustituye s = γ + iω en la ecuacio´n D(s) = 0
D(γ + iω) = m (γ + iω)2 + c (γ + iω) + k +Ra(1− e−τ(γ+iω))
= m
(
γ2 + 2γωi− ω2)+ c (γ + iω) + k +Ra(1− e−τγe−iωτ)
= m
(
γ2 + 2γωi− ω2)+ c (γ + iω) + k +Ra(1− e−τγ (cosωτ− i sinωτ))
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Se separa la parte real e imaginaria en la ecuacio´n anterior y obtenemos:
Re: m
(
γ2 − ω2)+ cγ + k +Ra(1− e−τγ (cosωτ)) = 0 (3.1)
Im: 2mγω + cω +Rae−τγ sinωτ = 0 (3.2)
Para representar gra´ficamente las zonas de estabilidad del sistema es necesario
analizar las ra´ıces que se encuentran sobre el eje imaginario, para esto se iguala la
parte real con cero γ = 0 y se obtienen los l´ımites de estabilidad o curvas D como
funciones parame´tricas de la parte imaginaria ω. Entonces las ecuaciones (3.1) y
(3.2) pueden reescribirse como:
−mω2 + k +Ra(1− cosωτ) = 0 (3.3)
cω +Ra sinωτ = 0 (3.4)
Para generar el espacio de para´metros se eligen los te´rminos Ω y a, dos para´me-
tros que son parte de las ecuaciones (3.3) y (3.4). Como R en este ana´lisis es una
constante se considera multiplicando al te´rmino a en la generacio´n del espacio de
para´metros como Ra. Para visualizar las regiones de estabilidad se resuelven las
ecuaciones (3.3) y (3.4) para cada uno de los para´metros elegidos.
Para generar el espacio de para´metros dependiente del te´rmino a se realiza el
siguiente procedimiento. De la ecuacio´n (3.3) se tiene:
Ra(1− cosωτ) = mω2 − k
elevando al cuadrado la expresio´n anterior se obtiene:
(Ra)2(1− 2 cosωτ + cos2 ωτ)− (mω2 − k)2 = 0 (3.5)
De la ecuacio´n (3.4) se tiene:
Ra sinωτ = −cω
elevando al cuadrado la expresio´n anterior se obtiene:
c2ω2 − (Ra)2 sin2 ωτ = 0 (3.6)
Igualando las ecuaciones (3.5) y (3.6), reduciendo y agrupando te´rminos, se desa-
rrolla la siguiente expresio´n:
2(Ra)2(1− cosωτ) = (mω2 − k)2 + c2ω2
donde Ra(1− cosωτ) = mω2 − k, entonces se tiene:
2(Ra)(mω2 − k) = (mω2 − k)2 + c2ω2
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Se despeja el para´metro Ra de la expresio´n anterior y se obtiene:
Ra =
(mω2 − k)2 + c2ω2
2(mω2 − k) (3.7)
Por otra parte, para generar el espacio de para´metros dependiente de Ω que
depende de τ se realiza el procedimiento descrito a continuacio´n. De la ecuacio´n
(3.3) se tiene:
Ra =
mω2 − k
1− cosωτ
Sustituyendo en la expresio´n anterior en (3.4) se deduce:
cω +
mω2 − k
1− cosωτ sinωτ = 0
reagrupando te´rminos se obtiene:
mω2 − k
cω
= −1− cosωτ
sinωτ
(3.8)
Utilizando las identidades trigonome´tricas 1−cos θsin θ = tan(
θ
2) y− tan(α) = tan(−α),
la ecuacio´n (3.8) se puede reescribir como:
mω2 − k
cω
= tan
(−ωτ
2
)
Se utiliza la identidad tan(α) = tan(α+ pij), j = 1, 2, ...., para obtener:
mω2 − k
cω
= tan
(−ωτ
2
+ pij
)
Se aplica la funcio´n arco tangente a ambos lados de la ecuacio´n y se obtiene:
arctan
(
mω2 − k
cω
)
= −ωτ
2
+ pij
Para N = 1, τ = 60/Ω. Entonces, despejando Ω en la expresio´n anterior se tiene:
Ω =
30ω
pij − arctan
(
mω2−k
cω
) (3.9)
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3.1.1. Resultados nume´ricos
Mediante las ecuaciones (3.7) y (3.9) se obtienen las D-curvas del modelo sim-
plificado de un grado de libertad, es decir, es posible simular nume´ricamente el
comportamiento del sistema en el espacio de para´metros. Es importante recalcar
que el ana´lisis desarrollado mediante el me´todo de D-particiones que se presenta a
continuacio´n constituye un ejemplo acade´mico en el que los valores de los para´metros
no corresponden a los de una fresadora real. E´ste constituye un desarrollo teo´rico
tomado como introduccio´n al ana´lisis de ecuaciones diferenciales con retardos.
Considerando valores de masa, constante de resorte y constante de amortigua-
miento dados por: m = 20kg, k = 5N/m y c = 1Ns/m, respectivamente, se obtiene
la gra´fica mostrada en la Figura 3.1. En la Figura 3.2 se muestra sombreada la regio´n
estable para valores positivos de los para´metros Ra y Ω.
Figura 3.1: Lo´bulos de estabilidad por el me´todo de D-particiones
El modelo de un grado de libertad expresado en la ecuacio´n (2.2) es simulado
mediante MATLAB R© Simulink R© para conocer el comportamiento de algunos pun-
tos en la gra´fica de la Figura 3.2 y validar el ana´lisis realizado. En la Tabla 3.1 se
presentan las combinaciones de los para´metros Ra y Ω que representan dos puntos
dentro de la zona sombreada (1 y 2), un punto sobre la linea (3) y dos puntos ma´s
en la zona blanca (4 y 5).
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Figura 3.2: Lo´bulos de estabilidad con Ra > 0 y Ω > 0
Cuadro 3.1: Combinaciones de los para´metros Ra y Ω
Punto Ra Ω
1 2 4.5
2 1.5 12
3 2 5
4 4 4.5
5 1.5 8
3.1.2. Discusio´n de resultados
Es posible, despue´s de simular para cada uno de los puntos, visualizar en la
Figura 3.3 el comportamiento del sistema correspondiente a cada una de las combi-
naciones de para´metros. Las trayectorias del sistema correspondientes a los puntos
1 y 2 tienden al equilibrio con el tiempo, es decir, corresponden a un comporta-
miento estable, mientras que las trayectorias correspondientes a los puntos 4 y 5
se alejan del punto de equilibrio, lo que implica inestabilidad. La trayectoria en la
que se considera la combinacio´n de para´metros definida por el punto 3 presenta un
comportamiento oscilatorio, lo que refiere un comportamiento marginalmente esta-
ble. Estos resultados son congruentes con lo observado en los lo´bulos de estabilidad
mostrados en la Figura 3.2, por lo tanto, el desarrollo queda validado.
El resultado de este ana´lisis no corresponde a las zonas de estabilidad de una
fresadora, puesto que para la aplicacio´n del me´todo, el modelo (2.2) empleado con-
templa simplificaciones como la aproximacio´n de la resultante de fuerzas de corte
por una constante. En la siguiente seccio´n se desarrolla un ana´lisis en el dominio del
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tiempo en el que se considera el modelo de dos grados de libertad del proceso de
fresado.
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Figura 3.3: Comportamiento de los puntos seleccionados
3.2. Ana´lisis en el dominio del tiempo
Es posible realizar un ana´lisis de estabilidad del modelo de fresado de dos grados
de libertad mediante el me´todo directo de Lyapunov (ve´ase Seccio´n 1.4.2).
El me´todo indica que la estabilidad de un punto de equilibrio x(t) ≡ 0 se asegura
si la funcio´n V (x(t)) decrece con t, donde V es una funcio´n de Lyapunov. Los trabajos
de Nikolai Nikolaevich Krasovskii y Boris Sergeevich Razumikhin extendieron los
resultados de la teor´ıa de Lyapunov para su aplicacio´n a sistemas con retardos
temporales, ya que para analizar estos sistemas es necesario proponer funcionales,
es decir, una funcio´n cuyo dominio es un conjunto de funciones. Antes de describir
estos enfoques, se introducen las siguientes definiciones.
Definicio´n 1 Rn representa el espacio Euclidiano de dimensio´n n con la norma
vectorial || · || definida por
||x|| =
√
x21 + x
2
2 + · · ·+ x2n
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Definicio´n 2 Para x : R→ Rn se denota xt(θ) ∆= x(t+ θ), θ ∈ [−τ, 0].
Definicio´n 3 Sea C[−τ, 0] el espacio de Banach de funciones continuas que mapean
del intervalo [−τ, 0] a Rn bajo la norma definida por
||xt||C = ma´x
θ∈[−τ,0]
|x(t+ θ)|
Los enfoques propuestos por Krasovskii y Razumikhin se describen a continua-
cio´n.
Enfoque de Lyapunov-Krasovskii: Sea V : R × C[−τ, 0] → R una funcional
continua y sea x(t, ψ) la solucio´n del sistema con retardos en el tiempo con
la condicio´n inicial x(t0 + θ) = xt0(θ) = ψ(θ), θ ∈ [−τ, 0], donde el espacio de
funciones ψ : [−τ, 0]→ Rn es continua en [−τ, 0]. Se define la derivada V˙ (t, x)
como sigue:
V˙ (t, x) = l´ım sup
∆t→0
1
∆t
[V (t+ ∆t, xt+∆t(t, ψ))− V (t, x)]
donde si V˙ (t, x) no es positiva, indicar´ıa que x(t, ψ) no crece con el tiempo t,
entonces el sistema es estable.
Teorema 1 (Teorema de Lyapunov-Krasovskii) Tambie´n conocido como
me´todo de Krasovskii de funcionales de Lyapunov. Suponga que f : R ×
C[−τ, 0] → Rn y que u, v, w : R+ → R+ son funciones continuas no de-
crecientes, u(s) y v(s) son positivas para s > 0, y u(0) = v(0) = 0. La solucio´n
trivial de un sistema con retardos es uniformemente estable si existe una fun-
cional continua V : R × C[−τ, 0] → R+, la cual es definida positiva, tal que
satisface
u(|ψ(0)|) ≤ V (t, ψ) ≤ v(||ψ||C),
y adema´s, que la derivada no sea positiva en el sentido de que se cumpla
V˙ (t, ψ) ≤ −w(|ψ(0)|)
Si w(s) > 0 para s > 0, entonces la solucio´n trivial es uniformemente asinto´ti-
camente estable, si adema´s lims→∞u(s) =∞, entonces es globalmente unifor-
memente asinto´ticamente estable.
Enfoque de Lyapunov-Razumikhin: Considere una funcio´n diferenciable V :
R×Rn → R+ con la derivada de V definida como:
V˙ (t, x(t)) =
d
dt
V (t, x(t)) =
∂V (t, x(t))
∂t
+
∂V (t, x(t))
∂x
f(t, xt)
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Teorema 2 (Teorema de Lyapunov-Razumikhin) Suponga que f : R ×
C[−τ, 0]→ Rn y que u, v, w : R+ → R+ son funciones continuas no decrecien-
tes, u(s) y v(s)son positivas para s > 0, y u(0) = v(0) = 0, v es estrictamente
creciente. La solucio´n trivial de un sistema con retardos es uniformemente es-
table si existe una funcio´n diferenciable V : R×Rn → R+, la cual es definida
positiva, tal que satisface
u(|x|) ≤ V (t, x) ≤ v(|x|),
y tal que la derivada de V para la solucio´n x(t) del sistema con retardos satis-
face
V˙ (t, x(t)) ≤ −w(|x(t)|) si V (t+ θ, x(t+ θ)) ≤ V (t, x(t)) ∀θ ∈ [−τ, 0]
Si, adema´s, w(s) > 0 para s > 0, y existe una funcio´n no decreciente ρ(s) > s
para s > 0 tal que se cumple la condicio´n siguiente
V˙ (t, x(t)) ≤ −w(|x(t)|) si V (t+ θ, x(t+ θ)) ≤ ρ(V (t, x(t))) ∀θ ∈ [−τ, 0]
entonces la solucio´n trivial es uniformemente asinto´ticamente estable, si adema´s,
lims→∞u(s) =∞, entonces es globalmente uniformemente asinto´ticamente es-
table.
La mayor´ıa de los resultados basados en el enfoque de Lyapunov-Krasovskii uti-
lizan la aplicacio´n de la desigualdad de Jensen [50] dada en la siguiente proposicio´n.
Proposicio´n 1 (Desigualdad de Jensen) Para cualquier funcio´n continua ϑ :
[a, b]→ Rn con escalares a, b > 0 y la matriz definida positiva R de dimensio´n n×n
se cumple lo siguiente:∫ b
a
ϑT (s)Rϑ(s)ds ≥ 1
b− a
∫ b
a
ϑT (s)dsR
∫ b
a
ϑ(s)ds
En este trabajo se propone utilizar el enfoque de Lyapunov-Krasovskii para rea-
lizar el ana´lisis de estabilidad del modelo de fresado de dos grados de libertad e
identificar las combinaciones de para´metros para las que el sistema es libre de vi-
bracio´n. A continuacio´n se describen los pasos a seguir para aplicar el me´todo:
1. Se consideran algunas funcionales cuadra´ticas de Lyapunov V (xt) que se han
utilizado en la literatura para el ana´lisis de estabilidad de sistemas con retar-
dos.
2. Se deriva V (xt) con respecto al tiempo y se agrupan te´rminos en la forma
matricial cuadra´tica V˙ = ηTWη donde η representa el vector de estados y W
es una matriz sime´trica.
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3. De acuerdo con el me´todo directo de Lyapunov, para la estabilidad del sistema
se requiere que V˙ < 0, entonces el sistema sera´ estable si la matriz W es defi-
nida negativa. El problema se formula entonces en te´rminos de la factibilidad
de una LMI, es decir, W < 0 (ve´ase Seccio´n 1.4.2.).
Ya que la estabilidad del sistema depende de la profundidad de corte a y de la
velocidad de giro Ω, y que a su vez el retardo τ depende de Ω, es necesario que las
LMI contengan los te´rminos correspondientes a estos para´metros. El analizar la es-
tabilidad del sistema implica analizar la factibilidad de mu´ltiples LMI que contienen
las combinaciones de dichos para´metros [50].
El me´todo directo de Lyapunov es considerado conservativo en sus resultados,
ya que ofrece condiciones suficientes de estabilidad. Existen me´todos para reducir
el conservadurismo tal como el enfoque descriptor planteado por E. Fridman en el
2001 [51] que sera´ revisado en la siguiente seccio´n.
3.2.1. Funcionales de Lyapunov
Considere el sistema:
x˙(t) = A0x(t) +A1x(t− τ) (3.10)
con las matrices constantes A0 y A1 de dimensio´n n × n, donde n es el nu´mero
de estados y la constante τ que representa el retardo. Para realizar el ana´lisis de
estabilidad en el marco de la teor´ıa de Lyapunov, se propone una funcio´n definida
positiva. Considere por ejemplo:
V (x(t)) = xT (t)Px(t), P > 0
se deriva con respecto al tiempo y se obtiene:
V˙ (x(t)) = xT (t)Px˙(t) + x˙T (t)Px(t)
se sustituyen las trayectorias del sistema (ecuacio´n (3.10))
V˙ (xt) = x
T (t)P (A0x(t) +A1x(t− τ)) + (xT (t)AT0 + xT (t− τ)AT1 )Px(t)
se agrupan te´rminos y se obtiene
V˙ (xt) = x
T (t)PA0x(t) + x
T (t)PA1x(t− τ) + xT (t)AT0 Px(t) + xT (t− τ)AT1 Px(t)
En forma matricial, V˙ admite la siguiente representacio´n cuadra´tica:
V˙ (xt) =
[
xT (t) xT (t− τ)] [PA0 +AT0 P PA1
AT1 P 0
] [
x(t)
x(t− τ)
]
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Para asegurar la estabilidad, es necesario que la matriz sea definida negativa,
esto implica que los elementos en la diagonal principal sean negativos, entonces es
necesario compensar el elemento de la matriz correspondiente al te´rmino x(t − τ),
para lo cual se utiliza la teor´ıa de Lyapunov-Krasovskii.
El primer paso para analizar la estabilidad de este sistema mediante la teor´ıa de
Lyapunov-Krasovskii es considerar una funcional cuadra´tica. Como primer ejemplo
se tiene:
V (t, xt) = x
T (t)Px(t) +
∫ t
t−τ(t)
xT (s)Qx(s)ds
con las matrices sime´tricas definidas positivas P y Q de dimensio´n n × n. Para el
caso del fresado se tiene un retardo constante, entonces la funcional anterior puede
escribirse como:
V (xt) = x
T (t)Px(t) +
∫ t
t−τ
xT (s)Qx(s)ds
se deriva con respecto al tiempo
V˙ (xt) = x
T (t)Px˙(t) + x˙T (t)Px(t) + xT (t)Qx(t)− xT (t− τ)Qx(t− τ)
se sustituyen las trayectorias del sistema (ecuacio´n (3.10))
V˙ (xt) =x
T (t)P (A0x(t) +A1x(t− τ)) + (xT (t)AT0 + xT (t− τ)AT1 )Px(t)
+ xT (t)Qx(t)− xT (t− τ)Qx(t− τ)
se agrupan te´rminos y se obtiene
V˙ (xt) =x
T (t)PA0x(t) + x
T (t)PA1x(t− τ) + xT (t)AT0 Px(t) + xT (t− τ)AT1 Px(t)
+ xT (t)Qx(t)− xT (t− τ)Qx(t− τ)
En forma matricial, V˙ admite la siguiente representacio´n cuadra´tica:
V˙ (xt) =
[
xT (t) xT (t− τ)]W [ x(t)
x(t− τ)
]
donde
W =
[
PA0 +A
T
0 P +Q A
T
1 P
PA1 −Q
]
Si se satisface W < 0 con P > 0 y Q > 0 entonces el sistema es estable. Note
que la matriz W no contiene τ, es decir la LMI es independiente del retardo, por
lo cual, buscar la factibilidad de la LMI no es trascendente para el caso de estudio
abordado en este trabajo.
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Funcional V1
La segunda propuesta de funcional de Lyapunov es un ejemplo utilizado en la
literatura para determinar las condiciones de estabilidad de sistemas en te´rminos de
una LMI dependiente del retardo, y se muestra a continuacio´n [50]:
V1(x(t), x˙t) = x
T (t)Px(t) +
∫ 0
−τ
∫ t
t+θ
x˙T (s)Rx˙(s) ds dθ (3.11)
con las matrices sime´tricas definidas positivas P y R de dimensio´n n×n, τ representa
el retardo constante. Derivando con respecto al tiempo se obtiene:
V˙1(x(t), x˙t) = 2x
T (t)Px˙(t) + τx˙T (t)Rx˙(t)−
∫ t
t−τ
x˙T (s)Rx˙(s) ds
se aplica la desigualdad de Jensen al te´rmino integral
−
∫ t
t−τ
x˙T (s)Rx˙(s)ds ≤ −1
τ
∫ t
t−τ
x˙T (s)dsR
∫ t
t−τ
x˙(s)ds
= −1
τ
[x(t)− x(t− τ)]TR[x(t)− x(t− τ)]
Se sustituyen las trayectorias del sistema (ecuacio´n (3.10)), se agrupan te´rminos
y se expresa en forma matricial, con lo que se obtiene:
V˙1(x(t), x˙t) ≤
[
xT (t) xT (t− τ)]W 1 [ x(t)x(t− τ)
]
donde
W 1 =
[
PA0 +A
T
0 P + τA
T
0 RA0 −R/τ PA1 + τAT0 RA1 +R/τ
AT1 P + τA
T
1 RA0 +R/τ −R/τ + τAT1 RA1
]
(3.12)
Considerando la funcional (3.11), se garantiza la estabilidad del sistema (3.10)
cuando se satisface
W1 = {W 1, P, R | W 1 < 0, P > 0, R > 0} (3.13)
es decir, de acuerdo con la teor´ıa de Lyapunov-Krasovskii la estabilidad del sistema
esta´ garantizada si el conjunto de LMI (3.13) es factible.
Funcional V1 ma´s enfoque descriptor
Los resultados de la funcional anterior pueden mejorarse empleando el enfoque
descriptor [50], el cual se describe a continuacio´n. El sistema (3.10) puede represen-
tarse como sigue:
x˙(t) = y(t), 0 = −y(t) +A0x(t) +A1x(t− τ)
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A esta representacio´n se le conoce como sistema descriptor, en [50] se demuestra
que e´ste es equivalente a (3.10) en estabilidad. En este modelo las trayectorias del
sistema no se sustituyen en la parte derecha de la ecuacio´n diferencial, sino que se
consideran como un estado adicional. El cambio principal al utilizar este me´todo es
en la derivada de la funcional, en la cual se introduce el siguiente te´rmino nulo:
0 = 2
[
xT (t)P T2 + x˙
T (t)P T3
]
[−x˙(t) +A0x(t) +A1x(t− τ)]
donde P2 ∈ Rn×n y P3 ∈ Rn×n son “variables de holgura1”, es decir, no tienen
restricciones adicionales a las de dimensio´n.
Aplicando el enfoque descriptor, la derivada de la funcional (3.11) esta´ dada por:
V˙1(x(t), x˙t) =2x
T (t)Px˙(t) + τx˙T (t)Rx˙(t)−
∫ t
t−τ
x˙T (s)Rx˙(s)ds
+ 2
[
xT (t)P T2 + x˙
T (t)P T3
]
[−x˙(t) +A0x(t) +A1x(t− τ)]
Se aplica la desigualdad de Jensen al tercer te´rmino de la expresio´n anterior para
obtener:
−
∫ t
t−τ
x˙T (s)Rx˙(s)ds ≤ −1
τ
∫ t
t−τ
x˙T (s)dsR
∫ t
t−τ
x˙(s)ds
= −1
τ
[x(t)− x(t− τ)]R[x(t)− x(t− τ)]
se reescribe la derivada como
V˙1(x(t), x˙t) ≤ 2xT (t)Px˙(t) + τx˙T (t)Rx˙(t)− 1
τ
[x(t)− x(t− τ)]R[x(t)− x(t− τ)]
+2
[
xT (t)P T2 + x˙
T (t)P T3
]
[−x˙(t) +A0x(t) +A1x(t− τ)]
con lo cual agrupando te´rminos se obtiene la expresio´n siguiente
V˙1(x(t), x˙t) =
[
xT (t) x˙T (t) xT (t− τ)]W 2
 x(t)x˙(t)
x(t− τ)

donde
W 2 =
P T2 A0 +AT0 P2 −R/τ P − P T2 +AT0 P3 R/τ + P T2 A1P − P2 + P T3 A0 −P3 − P T3 + τR P T3 A1
R/τ +AT1 P2 A
T
1 P3 −R/τ
 (3.14)
1Del ingles slack variables
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Considerando la funcional de Lyapunov-Krasovskii (3.11) con el enfoque descrip-
tor, se garantiza la estabilidad del sistema (3.10) cuando se satisface las condiciones
del conjunto
W2 = {W 2, P, R | W 2 < 0, P > 0, R > 0} (3.15)
es decir, la estabilidad del sistema esta´ garantizada si el conjunto de LMI (3.15) es
factible.
Funcional V2
La tercera propuesta de funcional de Lyapunov es un ejemplo utilizado en la
literatura para analizar sistemas con retardos constantes, y se muestra a continuacio´n
[50]:
V2(xt, x˙t) = x
T (t)Px(t) +
∫ t
t−τ
xT (s)Sx(s)ds+ τ
∫ 0
−τ
∫ t
t+θ
x˙T (s)Rx˙(s)dsdθ (3.16)
se deriva con respecto al tiempo y se obtiene:
V˙2(xt, x˙t) =2x
T (t)Px˙(t) + xT (t)Sx(t)− xT (t− τ)Sx(t− τ) + τ2x˙T (t)Rx˙(t)
− τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds
se aplica la desigualdad de Jensen
−τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds ≤ −
∫ t
t−τ
x˙T (s)dsR
∫ t
t−τ
x˙(s)ds
= −[x(t)− x(t− τ)]TR[x(t)− x(t− τ)]
agrupando te´rminos se obtiene la expresio´n siguiente
V˙2(xt, x˙t) ≤
[
xT (t) xT (t− τ)]W 3 [ x(t)x(t− τ)
]
donde
W 3 =
[
AT0 P + PA0 + S + τ
2AT0 RA0 −R PA1 + τ2AT0 RA1 +R
AT1 P + τ
2AT1 RA0 +R τ
2AT1 RA1 − S −R
]
(3.17)
Considerando la funcional V2 definida en (3.16), se garantiza la estabilidad del
sistema (3.10) cuando se satisface las condiciones del conjunto
W3 = {W 3, P, R , S | W 3 < 0, P > 0, R > 0, S > 0} (3.18)
es decir, el sistema es estable si el conjunto de LMI (3.18) es factible.
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Funcional V2 ma´s enfoque descriptor
Se aplica el enfoque descriptor en la tercera propuesta de funcional dada en (3.16)
con lo que se obtiene:
V˙2(xt, x˙t) ≤2xT (t)Px˙(t) + 2[xT (t)P T2 + x˙T (t)P T3 ][A0x(t) +A1x(t− τ)− x˙(t)]
+ xT (t)Sx(t)− xT (t− τ)Sx(t− τ) + τ2x˙T (t)Rx˙(t)
− [x(t)− x(t− τ)]TR[x(t)− x(t− τ)]
agrupando te´rminos se obtiene la expresio´n siguiente
V˙2(xt, x˙t) ≤
[
xT (t) x˙T (t)xT (t− τ)]W 4
 x(t)x˙(t)
x(t− τ)

donde
W 4 =
AT0 P2 + P T2 A0 + S −R P − P T2 +AT0 P3 P T2 A1 +RP − P2 + P T3 A0 −P3 − P T3 + τ2R P T3 A1
AT1 P2 +R A
T
1 P3 −S −R
 (3.19)
Considerando el enfoque descriptor, las condiciones de estabilidad basadas en la
funcional definida en (3.16) esta´n dadas por:
W4 = {W 4, P, R , S | W 4 < 0, P > 0, R > 0, S > 0} (3.20)
En este caso el sistema es estable si el conjunto de LMI (3.20) es factible.
Note que, en todos los casos, en la derivada de las funcionales propuestas se
obtiene el te´rmino
−
∫ 0
−τ
x˙T (s)Rx˙(s)ds
para poder incluirlo en las formas matriciales correspondientes, es necesario aproxi-
marlo utilizando la desigualdad de Jensen dada en la Proposicio´n 1, esto conlleva un
conservadurismo inherente. Para reducir esto, A. Seuret y F. Gouaisbaut en el 2014
[53] proponen el uso de las desigualdades de Bessel-Legendre descritas en el Lema
1:
Lema 1 Sea x ∈ C y R ∈ S+n y τ > 0, se define I(x, τ) como sigue
I(x, τ) :=
∫ 0
−τ
xT (u)Rx(u)du
entonces, la desigualdad
I(x, τ) ≥ 1
τ
NB∑
k=0
(2k + 1)ΨTkRΨk
3.2. Ana´lisis en el dominio del tiempo 54
se mantiene para todo NB ∈ N y
Ψk =
∫ 0
−L
Lk(u)x(u)du
Lk representan los polinomios de Legendre definidos como:
∀k ∈ N, Lk(u) = (−1)k
k∑
l=0
pkl
(
u+ τ
τ
)l
con pkl = (−1)l
(
k
l
)(
k+l
l
)
, donde
(
k
l
)
=
k!
(k − l)! l! .
La demostracio´n de este lema puede consultarse en [53]. Para utilizar esta pro-
puesta en la aproximacio´n del te´rmino
−
∫ 0
−τ
x˙T (s)Rx˙(s)ds
el autor ofrece el Corolario 1.
Corolario 1 Sea x tal que x˙ ∈ C, R ∈ S+n y τ > 0. Entonces, la desigualdad integral
I(x˙, τ) ≥ 1
τ
ξTNB
[
NB∑
k=0
(2k + 1)ΓNB (k)RΓNB (k)
]
ξNB
se mantiene para todo entero NB ∈ N donde
ξNB =

[
xT (t) xT (t− τ)]T si NB = 0[
xT (t) xT (t− τ) 1
τ
ΨT0 . . .
1
τ
ΨTB−1
]T
si NB > 0
ΓNB (k) =
{
[I − I] si NB = 0[
I (−1)k+1I γ0NBkI . . . γ
NB−1
NBk
I
]
si NB > 0
γiNBk =
{(−(2i+ 1)(1− (−1)k+i)) si i ≤ k
0 si i > k
A continuacio´n se aplica la propuesta de A. Seuret y F. Gouaisbaut para reducir
el conservadurismo introducido por la desigualad de Jensen, es decir, se aproxima el
te´rmino integral en la derivada de V2 para diferentes valores de NB.
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La derivada de la funcional V2 definida en(3.16) con el enfoque descriptor esta
dada por:
V˙2(xt, x˙t) =2x
T (t)Px˙(t) + 2[xT (t)P T2 + x˙
T (t)P T3 ][A0x(t) +A1x(t− τ)− x˙(t)]
+ xT (t)Sx(t)− xT (t− τ)Sx(t− τ) + τ2x˙T (t)Rx˙(t)
− τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds (3.21)
Note que para NB = 0 la desigualdad de Bessel-Legendre corresponde a la de-
sigualdad de Jensen, entonces la forma cuadra´tica de la derivada en este caso co-
rresponde a W 4.
Funcional V2 ma´s enfoque descriptor y considerando las desigualdades de
Bessel-Legendre para NB = 1
Aplicando la desigualdad de Bessel-Legendre con NB = 1 se obtiene:
−τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds ≤ −ξT1 [Γ1(0)RΓ1(0) + 3Γ1(1)RΓ1(1)] ξ1
= − [x(t)− x(t− τ)]TR[x(t)− x(t− τ)]− 3[x(t)
+x(t− τ)− 2
τ
Ψ0
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0
]
considerando la desigualdad anterior y agrupando te´rminos, la derivada de V2 defi-
nida en (3.21) puede escribirse como:
V˙2(xt, x˙t) ≤
[
xT (t) x˙T (t) xT (t− τ) ΨT0
]
W 5

x(t)
x˙(t)
x(t− τ)
Ψ0

donde
W 5 =
AT0 P2 + P
T
2 A0 + S − 4R P − P T2 +AT0 P3 P T2 A1 − 2R (6/τ)R
P − P2 + P T3 A0 −P3 − P T3 + τ2R P T3 A1 0
AT1 P2 − 2R AT1 P3 −S − 4R (6/τ)R
(6/τ)R 0 (6/τ)R −(12/τ2)R
 (3.22)
Considerando el enfoque descriptor y la desigualdad de Bessel-Legendre para
NB = 1, las condiciones de estabilidad basadas en la funcional definida en (3.16)
esta´n dadas por:
W5 = {W 5, P, R , S | W 5 < 0, P > 0, R > 0, S > 0} (3.23)
3.2. Ana´lisis en el dominio del tiempo 56
Funcional V2 ma´s enfoque descriptor y considerando las desigualdades de
Bessel-Legendre para NB = 2
La desigualdad de Bessel-Legendre con NB = 2 corresponde a:
−τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds ≤− ξT2 [Γ2(0)RΓ2(0) + 3Γ2(1)RΓ2(1) + 5Γ2(2)RΓ2(2)] ξ2
=− [x(t)− x(t− τ)]T R [x(t)− x(t− τ)]
− 3
[
x(t) + x(t− τ)− 2
τ
Ψ0
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0
]
− 5
[
x(t)− x(t− τ)− 6
τ
Ψ1
]T
R
[
x(t)− x(t− τ)− 6
τ
Ψ1
]
Sustituyendo la desigualdad anterior en (3.21) y agrupando te´rminos se obtiene:
V˙2(xt, x˙t) ≤
[
xT (t) x˙T (t) xT (t− τ) ΨT0 ΨT1
]
W 6

x(t)
x˙(t)
x(t− τ)
Ψ0
Ψ1

donde
W 6 =

Φ11 − 9R Φ12 Φ13 + 3R 6τR 30τ R
∗ Φ22 Φ23 0 0
∗ ∗ −S − 9R 6τR −30τ R
∗ ∗ ∗ −12
τ2
R 0
∗ ∗ ∗ ∗ −180
τ2
R
 (3.24)
donde
Φ11 = A
T
0 P2 + P
T
2 A0 + S Φ12 = P − P T2 +AT0 P3 Φ13 = P T2 A1
Φ22 = −P3 − P T3 + τ2R Φ23 = P T3 A1
Considerando el enfoque descriptor y la desigualdad de Bessel-Legendre para
NB = 2, las condiciones de estabilidad basadas en la funcional definida en (3.16)
esta´n dadas por:
W6 = {W 6, P, R , S | W 6 < 0, P > 0, R > 0, S > 0} (3.25)
3.2. Ana´lisis en el dominio del tiempo 57
Funcional V2 ma´s enfoque descriptor y considerando las desigualdades de
Bessel-Legendre para NB = 3
Para NB = 3, la desigualdad de Bessel-Legendre esta´ definida por:
−τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds
≤− ξT3 [Γ3(0)RΓ3(0) + 3Γ3(1)RΓ3(1) + 5Γ3(2)RΓ3(2) + 7Γ3(3)RΓ3(3)]ξ3
=− [x(t)− x(t− τ)]TR [x(t)− x(t− τ)]
− 3
[
x(t) + x(t− τ)− 2
τ
Ψ0
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0
]
− 5
[
x(t)− x(t− τ)− 6
τ
Ψ1
]T
R
[
x(t)− x(t− τ)− 6
τ
Ψ1
]
− 7
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2
]
Considerando la desigualdad anterior, la derivada de V2 puede escribirse como:
V˙2(xt, x˙t) ≤
[
xT (t) x˙T (t) xT (t− τ) ΨT0 ΨT1 ΨT2
]
W 7

x(t)
x˙(t)
x(t− τ)
Ψ0
Ψ1
Ψ2

donde
W 7 =

Φ11 − 16R Φ12 Φ13 − 4R 20τ R 30τ R 70τ R
∗ Φ22 Φ23 0 0 0
∗ ∗ −S − 16R 20τ R −30τ R 70τ R
∗ ∗ ∗ −40
τ2
R 0 −140
τ2
R
∗ ∗ ∗ ∗ −180
τ2
R 0
∗ ∗ ∗ ∗ ∗ −700
τ2
R
 (3.26)
donde
Φ11 = A
T
0 P2 + P
T
2 A0 + S Φ12 = P − P T2 +AT0 P3 Φ13 = P T2 A1
Φ22 = −P3 − P T3 + τ2R Φ23 = P T3 A1
Considerando el enfoque descriptor y la desigualdad de Bessel-Legendre para NB =
3, las condiciones de estabilidad basadas en la funcional definida en (3.16) esta´n
dadas por:
W7 = {W 7, P, R , S | W 7 < 0, P > 0, R > 0, S > 0} (3.27)
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Funcional V2 ma´s enfoque descriptor y considerando las desigualdades de
Bessel-Legendre para NB = 7
La desigualdad de Bessel-Legendre con NB = 7 corresponde a:
−τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds
≤− ξT7 [Γ7(0)RΓ7(0) + 3Γ7(1)RΓ7(1) + 5Γ7(2)RΓ7(2) + 7Γ7(3)RΓ7(3)
+ 9Γ7(4)RΓ7(4) + 11Γ7(5)RΓ7(5) + 13Γ7(6)RΓ7(6) + 15Γ7(7)RΓ7(7)]ξ7
=− [x(t)− x(t− τ)]TR[x(t)− x(t− τ)]
− 3
[
x(t) + x(t− τ)− 2
τ
Ψ0
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0
]
− 5
[
x(t)− x(t− τ)− 6
τ
Ψ1
]T
R
[
x(t)− x(t− τ)− 6
τ
Ψ1
]
− 7
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2
]
− 9
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3
]T
R
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3
]
− 11
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4
]T
R[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4
]
− 13
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3 − 22
τ
Ψ5
]T
R[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3 − 22
τ
Ψ5
]
− 15
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4 − 26
τ
Ψ6
]T
R[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4 − 26
τ
Ψ6
]
Sustituyendo la desigualdad anterior en la derivada de (3.21) y agrupando te´rmi-
nos se obtiene:
V˙2(xt, x˙t) ≤ ηT W 8 η
donde
ηT =
[
xT (t) x˙T (t) xT (t− τ) ΨT0 ΨT1 ΨT2 ΨT3 ΨT4 ΨT5 ΨT6
]
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W 8 =

Φ11 − 64R Φ12 Φ13 − 8R Φ14 Φ15 Φ16 Φ17 Φ18 Φ19 Φ1A
∗ Φ22 Φ23 0 0 0 0 0 0 0
∗ ∗ Φ33 Φ34 Φ35 Φ36 Φ37 Φ38 Φ39 Φ3A
∗ ∗ ∗ Φ44 0 Φ46 0 Φ48 0 Φ4A
∗ ∗ ∗ ∗ Φ55 0 Φ57 0 Φ59 0
∗ ∗ ∗ ∗ ∗ Φ66 0 Φ68 0 Φ6A
∗ ∗ ∗ ∗ ∗ ∗ Φ77 0 Φ79 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ Φ88 0 Φ8A
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ Φ99 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ΦAA

(3.28)
donde
Φ11 =A
T
0 P2 + P
T
2 A0 + S Φ12 =P − P T2 +AT0 P3 Φ13 =P T2 A1
Φ14 =
72
τ
R Φ15 =
162
τ
R Φ16 =
330
τ
R
Φ17 =
308
τ
R Φ18 =
468
τ
R Φ19 =
286
τ
R
Φ1A =
390
τ
R Φ22 =− P3 − P T3 + τ2R Φ23 =P T3 A1
Φ33 =− S − 64R Φ34 =72
τ
R Φ35 =− 162
τ
R
Φ36 =
330
τ
R Φ37 =− 308
τ
R Φ38 =
468
τ
R
Φ39 =− 286
τ
R Φ3A =
390
τ
R Φ44 =− 144
τ2
R
Φ46 =− 660
τ2
R Φ48 =− 936
τ2
R Φ4A =− 780
τ2
R
Φ55 =− 972
τ2
R Φ57 =− 1848
τ2
R Φ59 =− 1716
τ2
R
Φ66 =− 3300
τ2
R Φ68 =− 4680
τ2
R Φ6A =− 3900
τ2
R
Φ77 =− 4312
τ2
R Φ79 =− 4004
τ2
R Φ88 =− 8424
τ2
R
Φ8A =− 7020
τ2
R Φ99 =− 6292
τ2
R ΦAA =− 10140
τ2
R
Considerando el enfoque descriptor y la desigualdad de Bessel-Legendre para
NB = 7, las condiciones de estabilidad basadas en la funcional definida en (3.16)
esta´n dadas por:
W8 = {W 8, P, R , S | W 8 < 0, P > 0, R > 0, S > 0} (3.29)
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Funcional V2 ma´s enfoque descriptor y considerando las desigualdades de
Bessel-Legendre para NB = 8
Aplicando la desigualdad de Bessel-Legendre con NB = 8 se obtiene:
−τ
∫ t
t−τ
x˙T (s)Rx˙(s)ds
≤− ξT8 [Γ8(0)RΓ8(0) + 3Γ8(1)RΓ8(1) + 5Γ8(2)RΓ8(2) + 7Γ8(3)RΓ8(3)
+ 9Γ8(4)RΓ8(4) + 11Γ8(5)RΓ8(5) + 13Γ8(6)RΓ8(6) + 15Γ8(7)RΓ8(7)
+ 17Γ8(8)RΓ8(8)]ξ8
=− [x(t)− x(t− τ)]TR[x(t)− x(t− τ)]
− 3
[
x(t) + x(t− τ)− 2
τ
Ψ0
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0
]
− 5
[
x(t)− x(t− τ)− 6
τ
Ψ1
]T
R
[
x(t)− x(t− τ)− 6
τ
Ψ1
]
− 7
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2
]T
R
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2
]
− 9
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3
]T
R
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3
]
− 11
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4
]T
R[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4
]
− 13
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3 − 22
τ
Ψ5
]T
R[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3 − 22
τ
Ψ5
]
− 15
[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4 − 26
τ
Ψ6
]T
R[
x(t) + x(t− τ)− 2
τ
Ψ0 − 10
τ
Ψ2 − 18
τ
Ψ4 − 26
τ
Ψ6
]
− 17
[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3 − 22
τ
Ψ5 − 30
τ
Ψ7
]T
R[
x(t)− x(t− τ)− 6
τ
Ψ1 − 14
τ
Ψ3 − 22
τ
Ψ5 − 30
τ
Ψ7
]
sustituir la desigualdad anterior en la ecuacio´n (3.21) y agrupar te´rminos permite
obtener:
V˙2(xt, x˙t) ≤ ηT W 9 η
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donde
ηT =
[
xT (t) x˙T (t) xT (t− τ) ΨT0 ΨT1 ΨT2 ΨT3 ΨT4 ΨT5 ΨT6 ΨT7
]
W 9 =

Φ11 − 81R Φ12 Φ13 Φ14 Φ15 Φ16 Φ17 Φ18 Φ19 Φ1A Φ1B
∗ Φ22 Φ23 0 0 0 0 0 0 0 0
∗ ∗ Φ33 Φ34 Φ35 Φ36 Φ37 Φ38 Φ39 Φ3A Φ3B
∗ ∗ ∗ Φ44 0 Φ46 0 Φ48 0 Φ4A 0
∗ ∗ ∗ ∗ Φ55 0 Φ57 0 Φ59 0 Φ5B
∗ ∗ ∗ ∗ ∗ Φ66 0 Φ68 0 Φ6A 0
∗ ∗ ∗ ∗ ∗ ∗ Φ77 0 Φ79 0 Φ7B
∗ ∗ ∗ ∗ ∗ ∗ ∗ Φ88 0 Φ8A 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ Φ99 0 Φ9B
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ΦAA 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ΦBB

(3.30)
donde
Φ11 =A
T
0 P2 + P
T
2 A0 + S Φ12 =P − P T2 +AT0 P3 Φ13 =P T2 A1 + 9R
Φ14 =
72
τ
R Φ15 =
264
τ
R Φ16 =
330
τ
R
Φ17 =
546
τ
R Φ18 =
468
τ
R Φ19 =
660
τ
R
Φ1A =
390
τ
R Φ22 =− P3 − P T3 + τ2R Φ1B =
510
τ
R
Φ23 =P
T
3 A1 Φ33 =− S − 81R Φ34 =
72
τ
R
Φ35 =− 264
τ
R Φ36 =
330
τ
R Φ37 =− 546
τ
R
Φ38 =
468
τ
R Φ39 =− 660
τ
R Φ3A =
390
τ
R
Φ3B =− 510
τ
R Φ44 =− 144
τ2
R Φ46 =− 660
τ2
R
Φ48 =− 936
τ2
R Φ4A =− 780
τ2
R Φ55 =− 1584
τ2
R
Φ57 =− 3276
τ2
R Φ59 =− 3960
τ2
R Φ5B =− 3060
τ2
R
Φ66 =− 3300
τ2
R Φ68 =− 4680
τ2
R Φ6A =− 3900
τ2
R
Φ77 =− 7644
τ2
R Φ79 =− 9240
τ2
R Φ7B =− 7140
τ2
R
Φ88 =− 8424
τ2
R Φ8A =− 7020
τ2
R Φ99 =− 14520
τ2
R
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Φ9B =− 11220
τ2
R ΦAA =− 10140
τ2
R ΦBB =− 15300
τ2
R
Al considerar el enfoque descriptor y la desigualdad de Bessel-Legendre para
NB = 8, las condiciones de estabilidad basadas en la funcional definida en (3.16)
esta´n definidas por el conjunto W9.
W9 = {W 9, P, R , S | W 9 < 0, P > 0, R > 0, S > 0} (3.31)
En esta seccio´n se presento´ el ana´lisis de estabilidad mediante funcionales de
Lyapunov-Krasovskii que derivan en conjuntos LMI de condiciones de estabilidad y
se resumen a continuacio´n:
Conjunto LMI W1 definido en (3.13) (funcional V1)
Conjunto LMI W2 definido en (3.15) (funcional V1, enfoque descriptor)
Conjunto LMI W3 definido en (3.18) (funcional V2)
Conjunto LMI W4 definido en (3.20) (funcional V2, enfoque descriptor)
Conjunto LMI W5 definido en (3.23) (funcional V2, enfoque descriptor y con-
siderando las desigualdades de Bessel-Legendre para NB = 1)
Conjunto LMI W6 definido en (3.25) (functional V2, enfoque descriptor y con-
siderando las desigualdades de Bessel-Legendre para NB = 2)
Conjunto LMI W7 definido en (3.27) (functional V2, enfoque descriptor y con-
siderando las desigualdades de Bessel-Legendre para NB = 3)
Conjunto LMI W8 definido en (3.29) (functional V2, enfoque descriptor y con-
siderando las desigualdades de Bessel-Legendre para NB = 7)
Conjunto LMI W9 definido en (3.31) (functional V2, enfoque descriptor y con-
siderando las desigualdades de Bessel-Legendre para NB = 8)
3.2.2. Resultados nume´ricos
Con las LMI definidas en el apartado anterior se realizan ana´lisis nume´ricos para
determinar la estabilidad con base en el modelo de dos grados de libertad presentado
en la Seccio´n 2.2.1., y se obtienen gra´ficas en el espacio de para´metros en las que
se ilustran las zonas de estabilidad del sistema que corresponden a las combinacio-
nes de para´metros en las que se garantiza una operacio´n de fresado libre de vibracio´n.
Para analizar la estabilidad del proceso de fresado es necesario conocer los
para´metros de la fresadora bajo estudio (la masa, el amortiguamiento, la rigidez) as´ı
como los coeficientes de corte (Kt, Kr), e introducirlos en el modelo (2.19) espec´ıfi-
camente en A0 y A1. El proceso propuesto para generar las gra´ficas en el espacio de
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para´metros se realiza de la siguiente manera: se analiza nume´ricamente la factibili-
dad del conjunto LMI para una velocidad inicial de 50rad/s (que se selecciona de
manera arbitraria sin pe´rdida de generalidad) y una profundidad inicial de 1µm, si
es factible, se realiza un nuevo ana´lisis con la misma velocidad (50rad/s) pero con
una profundidad de 2µm (es decir, con un incremento de 1µm), esto se realiza hasta
que el conjunto LMI no sea factible, cuando esto sucede, se guardan los datos y se
analiza el conjunto LMI aumentando esta vez la velocidad a 100rad/s (es decir se
incrementa 50rad/s) con la profundidad inicial de 1µm, esto se repite hasta analizar
la velocidad de 6000rad/s. Como resultado, los datos guardados permiten generar
una gra´fica en el espacio de para´metros de velocidad contra profundidad. Para lo
anterior se utiliza el diagrama de flujo mostrado en la Figura 3.4.
Inicio
mx,my Masas del sistema
kx, ky Constante de resorte
cx, cy Constante de amorti-
guamiento
Kt Coeficiente de corte
tangencial
Kr Coeficiente de corte
radial
N Nu´mero de dientes
im Tipo de inmersio´n
Definir
para´metros: mx,
my, kx, ky, cx, cy
Kt, Kr, N y im
Ω inicial,
a inicial
0 < Ω ≤ 6000
Graficar vectores
guardados de a y
Ω
a > 0 &&
Factibilidad de la
LMI
a+ = 1µm
Guardar a y Ω,
Ω+ = 50rad/s
Fin
No
S´ı
S´ı
No
Figura 3.4: Diagrama de flujo para la determinacio´n de las condiciones de estabilidad
Para este ana´lisis se consideran tres diferentes fresadoras reportadas en la litera-
tura y se consideran los tipos de inmersio´n descritos en la Seccio´n 1.1. A continuacio´n,
se presentan los para´metros de las fresadoras, as´ı como los resultados nume´ricos.
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Fresadora 1. Eldon Graham en el 2013 realiza un ana´lisis robusto de estabilidad
en el fresado y utiliza una micro fresadora con las siguientes caracter´ısticas [42]:
Masas del sistema mx = 0.1465Kg, my = 0.1465Kg
Coeficiente de amortiguamiento cx = 61.6522Ns/m, cy = 61.6522Ns/m
Coeficiente de rigidez kx = ky = 8.01× 107N/m
Coeficiente de corte tangencial Kt = 4203N/mm
2
Coeficiente de corte radial Kr = 1482.5N/mm
2
Dia´metro de la herramienta 500µm, dos dientes, acabado plano
Tipo de inmersio´n slotting (ve´ase Seccio´n 1.1.)
La Figura 3.5 muestra las zonas de estabilidad obtenidas a partir de las LMI
dadas en (3.13), (3.15), (3.18) y (3.20).
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Figura 3.5: Regiones de estabilidad para la Fresadora 1 generadas a partir de las
condiciones sujetas a la desigualdad de Jensen definidas por los conjuntos LMI W1,
W2, W3 y W4
La Figura 3.6 muestra las zonas de estabilidad obtenidas con las LMI dadas en
(3.20), (3.23), (3.25), (3.27), (3.29) y (3.31) donde se utilizan las desigualdades de
Bessel-Legendre con NB = 0, 1, 2, 3, 7, 8 respectivamente.
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Figura 3.6: Regiones de estabilidad para la Fresadora 1 generadas a partir de las
condiciones sujetas a las desigualdades de Bessel-Legendre definidas por los conjun-
tos LMI W4, W5, W6, W7, W8 y W9
Fresadora 2. Yingchao Ma et al. en el 2016 analizan la influencia de la des-
viacio´n generada por la rotacio´n de la herramienta en la estabilidad del fresado y
utiliza una fresadora con las siguientes caracter´ısticas [52]:
Masas del sistema mx = 0.1066Kg, my = 0.0707Kg
Coeficiente de amortiguamiento cx = 23.5646Ns/m, cy = 33.7247Ns/m
Coeficiente de rigidez kx = 2.9785N/µm y ky = 2.0368N/µm
Coeficiente de corte tangencial Kt = 1026.6N/mm
2
Coeficiente de corte radial Kr = 463.63N/mm
2
Herramienta con 3 dientes, acabado plano
Tipo de inmersio´n half immersion down milling (ve´ase Seccio´n 1.1.)
La Figura 3.7 muestra las zonas de estabilidad obtenidas a partir de las LMI
dadas en (3.13), (3.15), (3.18) y (3.20), en las que se considera la desigualdad de
Jensen.
La Figura 3.8 muestra las zonas de estabilidad obtenidas con las LMI dadas en
(3.20), (3.23), (3.25), (3.27), (3.29) y (3.31) donde se utilizan las desigualdades de
Bessel-Legendre con NB = 0, 1, 2, 3, 7, 8 respectivamente.
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Figura 3.7: Regiones de estabilidad para la Fresadora 2 generadas a partir de las
condiciones sujetas a la desigualdad de Jensen definidas por los conjuntos LMI W1,
W2, W3 y W4
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Figura 3.8: Regiones de estabilidad para la Fresadora 2 generadas a partir de las
condiciones sujetas a las desigualdades de Bessel-Legendre definidas por los conjun-
tos LMI W4, W5, W6, W7, W8 y W9
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Fresadora 3. Y. Altintas y M. Weck en el 2004 realizan el modelado y ana´lisis
de estabilidad de procesos de corte de metal y esmerilado en el utiliza una fresadora
con las siguientes caracter´ısticas [27]:
Masas del sistema mx = 9.3637Kg, my = 1.8706Kg
C. de amortiguamiento cx = 2.4004× 103Ns/m, cy = 942.6259Ns/m
Coeficiente de rigidez kx = 96.15× 106N/m y ky = 47.5× 106N/m
Coeficiente de corte tangencial Kt = 900× 106N/m2
Coeficiente de corte radial Kr = 3420× 106N/m2
Dia´metro de la herramienta 19.5mm, dos dientes, con insertos
Tipo de inmersio´n slotting (ve´ase Seccio´n 1.1.)
La Figura 3.9 muestra las zonas de estabilidad obtenidas a partir de las LMI
dadas en (3.13), (3.15), (3.18) y (3.20), en las que se considera la desigualdad de
Jensen.
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Figura 3.9: Regiones de estabilidad para la Fresadora 3 generadas a partir de las
condiciones sujetas a la desigualdad de Jensen definidas por los conjuntos LMI W1,
W2, W3 y W4
La Figura 3.10 muestra las zonas de estabilidad obtenidas a partir de las LMI
dadas en (3.20), (3.23), (3.25), (3.27), (3.29) y (3.31) en las que se utilizan las
desigualdades de Bessel-Legendre con NB = 0, 1, 2, 3, 7, 8 respectivamente.
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Figura 3.10: Regiones de estabilidad para la Fresadora 3 generadas a partir de las
condiciones sujetas a las desigualdades de Bessel-Legendre definidas por los conjun-
tos LMI W4, W5, W6, W7, W8 y W9
3.2.3. Discusio´n de resultados
Es posible visualizar en las gra´ficas anteriores las zonas de estabilidad para las
diferentes fresadoras, las cuales son obtenidas mediante el me´todo de Lyapunov-
Krasovskii, a partir de las LMI definidas en (3.12), (3.14), (3.17), (3.19), (3.22),
(3.24), (3.26), (3.28) y (3.30) representadas por W1, W2, W3, W4, W5, W6, W7, W8
y W9, respectivamente.
Se observa que el comportamiento para W1 y W3 en las tres figuras es parecido
y nos indica que el sistema es estable para profundidades bajas (de 5 a 25µm para
la Figura 3.5, de 5 a 35µm para la Figura 3.7 y de 5 a 35µm para la Figura 3.9,
aproximadamente), lo cual hace notar el conservadurismo propio del me´todo.
Para W2 se observa que para que el sistema sea estable a velocidades bajas, la
profundidad de corte debe ser baja, sin embargo, a medida que aumenta la veloci-
dad, el sistema es estable a profundidades cada vez ma´s altas. Este comportamiento
se presenta de forma similar en las tres figuras (Figura 3.5, Figura 3.7 y Figura
3.9). Para W4 en la Figura 3.5 se observan profundidades que var´ıan desde 10 has-
ta 150µm, en la Figura 3.7 se observan profundidades que var´ıan desde 150 hasta
280µm y en la Figura 3.9 se observan profundidades que var´ıan desde 8000 hasta
11500µm. Cabe destacar que W2 al igual que W1 es obtenida de la funcional V1
definida en (3.11) y W4 es obtenida de las funcional V2 definida en (3.16) al igual
que W3, pero para el caso de W1 y W3 se utiliza el enfoque descriptor.
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Mediante la funcional V2, el enfoque descriptor y las desigualdades de Bessel-
Legendre con NB = 0, 1, 2, 3, 7, 8 se obtienen las LMI (3.19), (3.22), (3.24), (3.26),
(3.28) y (3.30), con las cuales se mejoran los resultados. Para W5 la estabilidad del
sistema esta´ garantizada para una profundidad de corte mayor que la que se obtiene
con W4. Este comportamiento es evidente para las tres fresadoras. Sin embargo, note
que para W6 el proceso de fresado estara´ libre de chatter considerando un aumento
en la tasa de remocio´n solamente en algunos puntos. De igual forma para W7, W8
y W9 la profundidad de corte correspondiente a un proceso estable es mayor que
la que se obtiene con W6, pero solo en algunos puntos. En [53] se menciona que
la mejora en los resultados disminuye conforme aumenta NB, lo cual coincide con
los resultados presentados en esta seccio´n. Es importante mencionar que el enfoque
descriptor aunado a las desigualdades de Bessel-Legendre permiten reducir el con-
servadurismo de los resultados.
3.2.4. Ana´lisis comparativo
En esta seccio´n se realiza un ana´lisis comparativo entre los resultados de las
investigaciones [42], [52], [27] y los resultados obtenidos en este trabajo. Para reali-
zar adecuadamente este ana´lisis los resultados reportados en la seccio´n anterior se
adecuan al rango de velocidades y unidades correspondientes. En la Seccio´n 3.2.2
se presentaron nueve zonas de estabilidad relativas a los diferentes conjuntos LMI,
para facilitar la comparacio´n de resultados, en esta seccio´n se presenta una nueva
zona de estabilidad obtenida a partir de las profundidades de corte ma´s altas genera-
das con cada uno de los ana´lisis realizados que garantizan la estabilidad del proceso .
Fresadora 1. Eldon Graham en el 2013 [42] analiza la estabilidad mediante
un enfoque en el dominio de la frecuencia usando el teorema de Edge, con el cual
es posible tomar en cuenta los para´metros invariantes en el tiempo directamente
en la ecuacio´n caracter´ıstica. En el mismo trabajo realiza un ana´lisis en el dominio
del tiempo usando la teor´ıa de Lyapunov sujeta a desigualdades matriciales linea-
les, para ello aproxima el retardo mediante la aproximacio´n de Pade; los ana´lisis se
desarrollan a partir del modelo planteado en [27].
Los resultados del trabajo de Graham se muestran en la Figura 3.11, la l´ınea
punteada roja corresponde a los resultados del ana´lisis obtenidos mediante el teore-
ma de Edge y la l´ınea verde corresponde a los resultados obtenidos mediante te´cnicas
LMI. Con ambos enfoques se encuentra que el proceso es estable para un rango de
valores de velocidad de entre 20 y 70µm para las velocidades que van de 3300 a
5000rev/min. En esta misma figura se muestra el resultado de ana´lisis de estabili-
dad de Altintas et al. [27]. Para validar los resultados realiza pruebas experimentales
y los reporta en la figura, con c´ırculos azules marca puntos estables del proceso, con
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una equis roja marca puntos inestables y con rombos verdes marca los puntos de
incertidumbre. Existe una similitud entre estos resultados y los resultados obteni-
dos en este trabajo que son mostrados en la Figura 3.12, donde la l´ınea mostrada
representa los puntos ma´s altos en el eje de de las abscisas de las Figuras 3.5 y
3.6, es decir, las mayores profundidades de corte obtenidas con los conjuntos LMI
(Wi i = 1, . . . , 9). Es importante resaltar que los resultados obtenidos en este tra-
bajo muestran una zona de estabilidad por debajo de los puntos inestables que se
obtuvieron en las pruebas experimentales.
Figura 3.11: Regiones de estabilidad presentadas en [42]
Fresadora 2. Y. Ma et al. en el 2016 [52] analizan la influencia de la desvia-
cio´n generada por la rotacio´n de la herramienta en la estabilidad del fresado cuando
mu´ltiples modos de vibracio´n son tomados en cuenta por el ana´lisis; la simulacio´n es
llevada a cabo con el me´todo de semi-discretizacio´n y realiza pruebas experimentales
para validar sus resultados, los cuales se muestran en la Figura 3.13.
En la gra´fica se muestran, para un rango de velocidades de 3900 a 6500rev/min,
los resultados del ana´lisis sin tomar en cuenta la desviacio´n generada por la herra-
mienta (l´ınea negra) y tomando en cuenta la desviacio´n de la herramienta (l´ınea
punteada roja) en las que la regio´n estable comprende profundidades de corte ma´xi-
mas de entre 0.39 y 1.4mm. En la Figura 3.13 se muestran tambie´n los resultados
de pruebas experimentales que se utilizaron para validar el ana´lisis; los asteriscos
azules marcan las combinaciones de para´metros que son estables, los cuadros rojos
representan puntos en los que se presenta la vibracio´n, los rombos rosas los puntos
3.2. Ana´lisis en el dominio del tiempo 71
Figura 3.12: Zonas de estabilidad para la Fresadora 1. La l´ınea azul delimita la zona
estable obtenida mediante el enfoque propuesto; la l´ınea negra, la que se obtiene con
el ana´lisis de estabilidad anal´ıtico de chatter propuesto en [27]; y la l´ınea punteada
roja, y la verde, las que se obtienen con los me´todos propuestos en [42]: el Teorema
de Edge, y el enfoque LMI dependiente de los para´metros, respectivamente
de incertidumbre. Es posible observar en la gra´fica de la Figura 3.14 que los resul-
tados derivados del ana´lisis aqu´ı propuesto (alrededor de 300 micro´metros) esta´n
por debajo de los mostrados en la Figura 3.13, sin embargo, el resultado tambie´n se
encuentra por debajo de los puntos inestables.
Fresadora 3. Y. Altintas Y. y M. Weck en el 2004 [27] y Y. Altintas y E. Budak
en 1995 [25] realizan el modelado y ana´lisis de estabilidad de diferentes procesos de
remocio´n de material, uno de ellos es el fresado, para el cual se establece un modelo
en el que los coeficientes direccionales de corte dependen del tipo de inmersio´n uti-
lizada. Los ana´lisis de estabilidad se realizan mediante simulaciones en el dominio
del tiempo, y los resultados se muestran en la Figura 3.15.
Los resultados de los ana´lisis presentados por Y. Altintas et al. en [25] y [27]
se muestran en la gra´fica de la Figura 3.15 con una l´ınea punteada y con una l´ınea
compuesta por guiones y puntos, respectivamente. El proceso se analiza para un
rango de velocidad de 2000 a 20000rpm para el cual se obtiene una zona estable
con valores ma´ximos de profundidad de corte que oscilan entre 5 y 25mm. En esta
misma figura se muestran las zonas de estabilidad derivadas de los me´todos propues-
tos por Tlusty (l´ınea continua) y Optiz (l´ınea segmentada). Adema´s, para validar
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Figura 3.13: Regiones de estabilidad presentadas en [52]
Figura 3.14: Zonas de estabilidad para la Fresadora 2. La l´ınea azul delimita la zona
estable obtenida mediante el enfoque propuesto; la l´ınea negra, y la l´ınea punteada
roja, las que se obtiene con el ana´lisis de estabilidad con mu´ltiples modos de vibracio´n
[52]: sin tomar en cuenta le desviacio´n de la herramienta y tomando en cuenta la
desviacio´n, respectivamente
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el ana´lisis presentado en [27], se realizan dos pruebas experimentales considerando
una velocidad de 7500rpm, una de las pruebas se realiza a 30mm de profundidad de
corte y la otra a 20mm. En la primera se identifico´ la ocurrencia de chatter y en la
segunda un proceso libre de vibracio´n. De acuerdo con la gra´fica, los resultados de
[25] y [27] muestran una coherencia con los resultados experimentales, sin embargo,
la regio´n de estabilidad obtenida mediante el me´todo de Tulsty marca como estables
a ambos puntos analizados, y la regio´n obtenida mediante el me´todo de Optiz, indica
inestabilidad en estos puntos.
Figura 3.15: Resultados para la fresadora estudiada en [27]
El ana´lisis desarrollado en este trabajo para el mismo rango de velocidad, (Fi-
gura 3.16), da lugar a una zona de estabilidad en la que los valores ma´ximos de
profundidad de corte que garantizan un proceso libre de chatter se encuentran al
alrededor de los 11.5mm, lo que representa una cercan´ıa con los resultados de [25]
y [27].
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Figura 3.16: Zonas de estabilidad para la Fresadora 3. La l´ınea azul delimita la
zona estable obtenida mediante el enfoque propuesto; la l´ınea continua negra, y la
l´ınea segmentada negra, las que se obtienen con el ana´lisis de estabilidad propuestos
en [37] y [34]; y la l´ınea punteada negra, y la negra compuesta por guiones y puntos,
las que se obtienen con los me´todos propuestos en [25] y [27], respectivamente
Cap´ıtulo 4
Conclusiones
Para realizar el ana´lisis de estabilidad del proceso de fresado se considera el mo-
delo de dos grados de libertad propuesto en [27], ya que, su complejidad al analizarlo
es menor al tratarse de una ecuacio´n lineal con un retardo temporal constante y re-
presenta de forma precisa la dina´mica del proceso.
Se analiza la estabilidad del proceso de fresado mediante el enfoque de Lyapunov-
Krasovskii que es una extensio´n de la teor´ıa de Lyapunov para sistemas con retardos.
Derivadas del ana´lisis se obtienen nueve conjuntos de desigualdades matriciales li-
neales que constituyen las condiciones de estabilidad del sistema, con las cuales es
posible analizar la dina´mica del proceso y predecir las combinaciones de corte para
las cuales el sistema es estable.
El resultado principal de este trabajo de investigacio´n lo constituyen los conjun-
tos LMI W1, W2, W3, W4, W5, W6, W7, W8 y W9 dados por las ecuaciones (3.13),
(3.15), (3.18), (3.20), (3.23), (3.25), (3.27), (3.29) y(3.31), respectivamente, que pro-
porcionan las condiciones que garantizan la estabilidad del proceso. El ana´lisis de la
estabilidad del proceso de fresado mediante el enfoque de Lyapunov-Krasovskii no ha
sido investigado previamente en este contexto. Para validar el ana´lisis se verifica la
factibilidad de los conjuntos LMI con la dina´mica de tres fresadoras utilizadas en la
literatura [27], [52] y [42] con lo que se obtiene las zonas de estabilidad para cada una.
El enfoque propuesto analiza de forma ma´s precisa el modelo de las dina´micas
del sistema puesto que considera el retardo temporal presente en el proceso, que es
comu´nmente omitido en muchos de los ana´lisis reportados en la literatura. Por s´ı
solo, el enfoque de Lyapunov-Krasovskii ofrece resultados conservadores (conjuntos
LMI W1 y W3), pero esto se reduce con la implementacio´n del enfoque descriptor
(conjuntos LMI W2 y W4) y se reduce au´n ma´s con el uso de las desigualdades de
Bessel-Legrendre (conjuntos LMI W5, W6, W7, W8 y W9).
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En una comparacio´n realizada entre las zonas de estabilidad que se presentan
en este trabajo de investigacio´n y las reportados en la literatura, se observa una
congruencia, es decir, que se encuentran en el mismo rango de profundidades, aun
cuando las zonas son obtenidas mediante otros me´todos. Adema´s cabe mencionar
que las zonas de estabilidad obtenidas mediante el ana´lisis desarrollado en este tra-
bajo de investigacio´n son consistentes con los resultados experimentales reportados
en [27], [42] y [52], ya que ningu´n punto inestable se encuentra dentro alguna de las
regiones estables obtenidas en este trabajo. Se concluye entonces que, a pesar del
conservadurismo del enfoque de Lyapunov-Krasovskii, el me´todo permite la selec-
cio´n de para´metros que garantizan una operacio´n libre de vibracio´n. La validacio´n
experimental de estos resultados es una etapa natural subsecuente.
Es importante recalcar que el me´todo propuesto permite analizar la estabilidad
del proceso independientemente de los para´metros considerados, es decir, permi-
te analizar la estabilidad de cualquier tipo de fresadora (microfresadora, fresadora
semi-industrial, fresadora industrial, etc.).
Derivado de este trabajo de investigacio´n se redacto´ un art´ıculo cient´ıfico titula-
do “Lyapunov-Krasovskii approach to the stability analysis of the milling process”
enviado al IET Control Theory & Applications.
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Anexo 1: Programa para la
obtencio´n de los l´ımites de
estabilidad
A continuacio´n se presenta el programa utilizado para la obtencio´n de las regiones
de estabilidad en el proyecto. Para obtener cada gra´fica se var´ıan los para´metros de
la fresadora o el conjunto LMI.
%% Simulacio´n de las condiciones de estabilidad sujetas a las LMI
clear
k=0; %inicio de contador
r=0; %inicio de contador
for Om=50:50:6000; %inicio de ciclo de velocidad
d=0; %inicio de contador
ai=1; %profundidad inicial
while (ai>0)&&(d==0); %ciclo para profundidad y condiciones de
estabilidad
a=ai*10^-6; %Profundidad en micrometros
%%definicio´n de para´metros de fresadora
N=2; %Se define el nu´mero de dientes
h=2*pi/(N*Om); %Se define el retardo
in=3; %Se define el tipo de inmersio´n 1, 2, 3
%angulos de entrada dependiendo del tipo de inmersio´n
if in=1 %si la inmersio´n es 1=Half Immersion Down Milling
phiex=pi; %a´ngulo de salida para Half Immersion Down M.
phist=pi/2; %a´ngulo de entrada para Half Immersion Down M.
elseif in=2 %si la inmersion es 2=Half Immersion Up Milling
phiex=pi/2; %a´ngulo de salida para Half immersion up m.
phist=0; %a´ngulo de entrada para Half immersion up m.
elseif in=3 %si la inmersion es 3=Slotting
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phiex=pi; %a´ngulo de salida para slotting
phist=0; %a´ngulo de entrada para slotting
end
Kt=4203e6; %coeficiente de corte tangencial[N/mm^2]
Krc=1482.5e+6; %coeficiente de corte radial[N/mm^2]
Kr=Krc/Kt; %relacio´n de coeficientes de corte radial y tangencial
kx=5.2e6;ky=5.2e6; %constante de rigidez N/m
zeta=0.022; %factor de amortiguamiento
frecnath=5934; %frecuencia natural Hz
wn=frecnath*2*pi; %frecuencia natural rad/s
mx=kx/wn^2;my=ky/wn^2; %masa modal
cx=2*zeta*m*wn;cy=2*zeta*m*wn; %constante de amortiguamiento
%calculo de los coeficientes direccionales dependientes del tipo de inmersio´n
alfaxx_ex = 1/2*(cos(2*phiex)-2*Kr*phiex+Kr*sin(2*phiex));
alfaxx_st = 1/2*(cos(2*phist)-2*Kr*phist+Kr*sin(2*phist));
alfaxx = alfaxx_ex-alfaxx_st; %\alpha_{xx}
alfaxy_ex = 1/2*(-sin(2*phiex)-2*phiex+Kr*cos(2*phiex));
alfaxy_st = 1/2*(-sin(2*phist)-2*phist+Kr*cos(2*phist));
alfaxy = alfaxy_ex-alfaxy_st;
alfayx_ex = 1/2*(-sin(2*phiex)+2*phiex+Kr*cos(2*phiex));
alfayx_st = 1/2*(-sin(2*phist)+2*phist+Kr*cos(2*phist));
alfayx = alfayx_ex-alfayx_st;
alfayy_ex = 1/2*(-cos(2*phiex)-2*Kr*phiex-Kr*sin(2*phiex));
alfayy_st = 1/2*(-cos(2*phist)-2*Kr*phist-Kr*sin(2*phist));
alfayy = alfayy_ex-alfayy_st;
%Trayectorias de sistema
A0=[0 1 0 0;
((a*Kt*N)/(4*pi*mx))*alfaxx-(kx/mx) -cx/mx ((a*Kt*N)/(4*pi*mx))*alfaxy 0;
0 0 0 1;
((a*Kt*N)/(4*pi*my))*alfayx 0 ((a*Kt*N)/(4*pi*my))*alfayy-(ky/my) -cy/my];
A1=[0 0 0 0;
-((a*Kt*N)/(4*pi*mx))*alfaxx 0 -((a*Kt*N)/(4*pi*mx))*alfaxy 0;
0 0 0 0;
-((a*Kt*N)/(4*pi*my))*alfayx 0 -((a*Kt*N)/(4*pi*my))*alfayy 0];
% Definicio´n de Variables de Decisio´n
P=sdpvar(4,4,’symmetric’); %symmetric,diagonal,skew,full
S=sdpvar(4,4,’symmetric’);
R=sdpvar(4,4,’symmetric’); % P>0, S>0 y R>0 son sime´tricas dimensio´n 4x4
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P2=sdpvar(4,4,’full’);
P3=sdpvar(4,4,’full’); % P2>0 y P3>0 tienen estructura cualquiera y
son de dimensio´n 4x4
% Restricciones para el caso de LMI W_4 ecuacio´n (3.19)
w11=A0’*P2+P2’*A0+S-R;
w12=P-P2’+A0’*P3;
w13=P2’*A1+R;
w21=w12’;
w22=-P3-P3’+(h^2)*R;
w23=P3’*A1;
w31=w13’;
w32=w23’;
w33=-S-R;
F1=set([w11,w12,w13;...
w21,w22,w23;...
w31,w32,w33]<0);
F=F1+set(P>0)+set(R>0)+set(S>0);
% Para´metros del Algoritmo
opciones=sdpsettings(’solver’,’sedumi’,’verbose’,0,’dimacs’,1,...
’removeequalities’,-1,’warning’,0,’shift’,1);
solucion=solvesdp(F,[],opciones);
[pres,dres]=checkset(F);
%
if solucion.problem==0
disp(’Hay solucion’);
end
% Verificacion
P=double(P);
P2=double(P2);
P3=double(P3);
R=double(R);
S=double(S);
w11=A0’*P2+P2’*A0+S-R;
w12=P-P2’+A0’*P3;
w13=P2’*A1+R;
w21=w12’;
w22=-P3-P3’+(h^2)*R;
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w23=P3’*A1;
w31=w13’;
w32=w23’;
w33=-S-R;
lmi=[w11,w12,w13;...
w21,w22,w23;...
w31,w32,w33];
lmi=double(lmi);
lmie=eig(lmi);
Re=eig(R);
Se=eig(S);
Pe=eig(P);
P2e=eig(P2);
P3e=eig(P3);
if all(lmie<0) && all (Re>0) && all (Se>0) && all (Pe>0);
%se evalua si los valores propios cumplen con las restricciones
i=1; %si cumple se le asigna a i el valor 1
else
i=0; %si no cumple se le asigna a i el valor 0
end
if i==1 %si cumple se le asigna a i el valor 1 y
r=0; %a el contador r se le asigna el valor 0
end
if i==0 %si no cumple se le asigna a i el valor 1 y
r=r+1; %se aumenta 1 unidad a el contador r
ai=ai+1; %se aumenta la profundidad en 1 unidad
%cuando se presentan 3 casos consecutivos de profundidades para las cuales
%la LMI no es factible entonces se suma 1 al contador d, con lo cual el
%ciclo while termina
if r==3
d=d+1;
k=k+1 %se aumenta en 1 unidad el contador k para generar
vel(k)=Om; %los vectores de velocidad "vel"
prof(k)=ai; % y profundidad "prof"
r=0; %se refresca el contador r
end
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end
end %termina el ciclo de profundidad y restricciones LMI
end %termina el ciclo de la velocidad
%Cuando se completa el rango de velocidad (6000rad/s) se obtienen dos
%vectores resultantes que se grafican para obtener la representacio´n
%visual de lo obtenido
plot(vel,prof)
xlabel(’velocidad \Omega en rad/s’)
ylabel(’profundidad a en \mu m’)
grid
