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研究成果の概要（和文）：本研究では、現在、主に単一のサービス基盤の制御に使われているSDN技術を、複数
の利用者ネットワークが重畳するマルチテナント環境や大規模なネットワーク等の多様なレベル（マルチスケー
ル）のサービス基盤の管理・運用に適用可能とすることを目指している。
具体的には、各テナントがSDN技術で制御するデータセンタ・クラウドのネットワークをSDN基盤上に効率的に重
畳させる技術や、大規模ネットワークの柔軟な制御機構としてSDN技術によるサイバー攻撃対処の機構を実現し
た。本研究の成果により、これまで管理レベルの技術であったSDNによる柔軟な制御の恩恵をユーザレベルネッ
トワークもが受けることができるようになる。
研究成果の概要（英文）：SDN technologies are commonly used to manage a single specific service 
platform. In this research, we aim to apply the SDN technologies to multi-scale network, that means 
multiple level networks such as multi-tenant data center network, large-scale wide area network or 
small edge networks. 
One of the result of our research enables multiple tenant (user) networks are co-located on the top 
of the SDN platform managed by a data center provider or a cloud service provider with controlling 
their tenant network using SDN technology. Another result helps to manage large-scale network 
efficiently using SDN technology. It works to defend the large-scale network against the 
cyber-attacks, and also enables to balance the load of the control network of SDN.
The contribution of our research will benefit each tenant of the SDN platform to control their own 
network in flexible using the SDN technology which were mainly used under the management level.
研究分野：分散システム
キーワード： SDN　OpenFlow　マルチテナント　セキュリティ　DDoS
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１．研究開始当初の背景	
TCP/IPに代表されるインターネット技術が急
速に拡大した一つの要因は、その単純な制御
の仕組みにある。通信経路の制御はネットワ
ークアドレスの広報をベースとした緩い情報
交換により実現され、データ配送においては
各通信フローに対する詳細な制御を行わず、
送信する情報を分割したパケットを単位とし
て性能上限の範囲内(best-effort)で転送を
行う。これにより、キャリアネットワークで
行われていたような時分割通信スロットの予
約に基づく非常に高精細な制御に比べて、格
段に安価にネットワークサービスを実現する
ことが可能となった。Web やメールといった
当初の主たるアプリケーションのトラフィッ
ク特性を考えると、高機能化よりも単純な帯
域拡大で十分なサービスレベルを提供するこ
とが可能であったという側面もあった。	
このように、これまでのインターネットは
疎に結合されたノード間での通信が主体でそ
の到達性(Reachability)の確保に重点があっ
た。しかし、現在ではその接続構成も利用形
態も大きく変わってきており、通信の制御や
サービス品質に対する要求が多様化している。
例えば、VLAN や VPN のようにネットワーク上
に仮想的に複数のネットワークを構築したり、
データセンタのような非常に稠密かつ高負荷
なネットワークで使用したり、また、動画像
のストリーミングや周期的かつバースト性の
高いセンシングストリームの集約に使われた
りといったことが上げられる。つまり、今後
のネットワークにおいてはネットワーク自体
の制御可能性(Controllability)が重要にな
っていることを意味している。	
ネットワークに対する制御可能性を高める
ために、IPネットワークでのRSVPやDiffserv
といった資源管理の枠組みや、キャリアネッ
トワークにおける ATM	(Asynchronous	Trans-
fer	Mode)のような技術が開発されてきた。し
かし、これらの技術は互換性・ポリシ・コスト
などの理由で、どれも広く使われるには至ら
なかった。これに対して、インターネット技
術を一から作り直す Clean	 Slate と呼ばれる
アプローチでは、ネットワークの制御プレー
ンを独立させ、ユーザ側の要求に応えうるネ
ットワークを構築する SDN(Software	Defined	
Network)という技術が登場した。OpenFlow は
この SDN の中核技術で、データセンタなどの
集約型の大規模ネットワークで既に利用され
ており、組織の基盤ネットワークへの活用も
始まっている。	
また、ファイアウォールや IDS,	 NAT,	 VPN
等のネットワークに対する各種付加・制御機
能(NF:	 Network	 Function)を汎用の仮想化
基盤上で実現し、SDN により適切に経路を繋
ぐこと(Chaining)で多様なネットワークの機
能を柔軟に制御する NFV(Network	 Function	
Virtualization)の技術もひろまりつつある。	
しかし、このOpenFlow は制御用のネットワ
ークを用意しそこから制御することが必要に
なるために、これまでは主に単一組織や特定
事業者内の運用レベルで使われているのが現
状であった。	
	
２．研究の目的	
本研究では、SDN 技術の提供する高度な制御
機能を、データセンタやクラウドといった複
数組織で共用されている共有ネットワーク基
盤や、大規模なネットワーク基盤に適用する
ための技術の研究開発を行う。ここでは、現
在主に SDN 技術による制御が使われている特
定エリアの単一組織ネットワークに対して、
本研究の対象とするネットワークをマルチス
ケール SDN と呼ぶ。ここでいうマルチスケー
ル性の意味するところは、家庭用ルータや組
織内の L3 スイッチ単体のアーキテクチャの
置き換えから、広域で大規模なネットワーク
の柔軟な制御、複数の利用者ネットワークが
重畳するマルチテナント環境までのあらゆる
レベルに SDN 技術を適用可能にすることを意
図している。	
	
３．研究の方法	
マルチスケール性への対応を考えると、研究
の方向性としては、複数の異なるレベルでの
SDN 技術の併用という方向と、SDN 制御基盤の
規模拡大性という方向の二つが考えられた。
そこで、「SDN の上で複数の SDN を制御する階
層構造」と「大規模ネットワークを想定した
高機能制御」との二つの分野について、それ
ぞれ問題を設定して研究を展開した。具体的
には、	
(1)	 SDN により制御されるネットワークを
SDN 基盤上に実現する SDN マルチテナン
ト技術	
(2)	 モバイルクラウド環境のような大規模な
ネットワークを対象とした SDN ベースの
DDoS 対策技術	
(3)	 大規模 SDN の制御基盤を想定した制御ネ
ットワークの透過的スケーリング技術	
の研究を行った。	
	
４．研究成果	
(1)	SDN マルチテナント技術	
近年のサーバ仮想化技術の発展により、既存
の IT 基盤をデータセンタ上で仮想化して提
供するクラウドサービスの普及が進んでいる。
こうしたサービスを提供しているマルチテナ
ント型データセンタやクラウドでは SDN の中
核技術である OpenFlow 技術を用いて、その提
供する仮想化や集中制御の機能を活用し多数
のテナント向けネットワークを提供している。
そこで，テナント毎に自由なネットワーク設
計を可能とする OpenFlow ネットワークの仮
想化技術の研究を行った。	
そのような環境で、OpenFlow 技術による柔
軟な制御をテナント側でも利用することを考
えると、テナントレベルのOpenFlow による制
御とデータセンタ・クラウド事業者レベルで
の OpenFlow による制御が競合し、その利用に
一定の制約がかかる。これは、それぞれのテ
ナントが個々のポリシに従ってネットワーク
のスイッチや NFV の間の通信を制御しょうと
するため、その制御エントリが干渉する可能
性があるからである。また、データセンタ・ク
ラウド事業者が各テナントのために用意して
いるネットワーク機器は多数かつ複雑な構成
であり、それをそのまま各テナントが制御す
るのは難しい。	
以上の観点から、マルチテナント環境にお
ける OpenFlow ネットワークの仮想化基盤の
実現に向けて、各テナントのアドレス空間の
衝突管理と仮想トポロジの構築手法による
SDN 仮想化基盤(図 1)を提案した。この基盤で
は、物理ネットワークのトポロジを適切に隠
蔽した上でテナントが必要とする規模の仮想
トポロジに抽象化して提示する。	
仮想トポロジは、物理トポロジから部分的
な木を抽出しその組み合わせで構成する。手
順としては、管理対象のネットワーク外への
ゲートウェイと利用するエッジスイッチ(自
テナントのノードが収容されるスイッチ)で
最短経路法により部分トポロジを取り出す。
この操作を繰り返し行い、エッジ間の最短経
路と組み合わせて仮想トポロジのエッジを決
定する。この候補パスに対して VXLAN や MPLS
で仮想リンクを構成して、最適パスや冗長性
などのトポロジの特徴はある程度維持しつつ、
テナントに対して操作しやすい仮想トポロジ
を実現した。	
この仮想トポロジのスイッチに対して各テ
ナントのコントローラはそれぞれ独自のポリ
シで制御を行う。ここで、各テナントが自由
にネットワークを設計・制御するとアドレス
空間や設定するフローエントリに競合が発生
する。そこで、コントローラとスイッチの間
で稼働するスイッチハイパバイザが調停を行
い、競合を解消する。具体的には、各テナント
が使用するネットワークの仕様(フロースペ
ース)を受けてその競合部分を検出し、競合す
るフローエントリについては適切な書き換え
を行う。これにより各テナントは他のテナン
トのネットワーク構成を気にすることなく自
組織のネットワークをデータセンタ・クラウ
ド上に構築することができる。	
本技術により、各テナントネットワークが
自由に自組織の使用するネットワークを設計
し、OpenFlow により使途や目的に応じた柔軟
な制御を行う事ができるようになる。既存研
究の FlowVisor を用いると、各テナントが使
用するネットワークの空間に重なりがないこ
とが前提であったため、テストベッドのよう
なトップダウンに利用環境を規定できる場合
は良いが、テナントの自由な制御やミスによ
る思わぬフローエントリの設定に対しては対
処できなかった。本技術は、OpenFlow の技術
を複数の管理レベルで自由に使えるようにす
るものであり、SDN 技術のより広範な応用に
役立つ。	
	
(2)	SDN ベースDDoS 対策技術	
大規模なネットワークに対する高機能な制御
技術のためには、スイッチ上で発生するイベ
ントに対応したパケットインからの一連の処
理をコントローラで高性能に処理する必要性
がある。現在は、OpenFlow の利用局面がシス
テムの一括管理・運用であることから、パケ
ットインのオーバヘッドを考慮してそのよう
なリアクティブな処理は回避される傾向にあ
るが、SDN 本来の柔軟な処理のためには実際
の通信に反応するような処理は重要になって
くる。そこで、従来の OpenFlow の拡張レベル
での処理の高性能化を行うと同時に、コント
ローラ側の高性能化に取り組んだ。	
高性能化の実例としては、	インターネット
が重要な社会基盤になる中で問題となってい
るサイバー攻撃のうち、標的となるサーバ等
に大量のパケットを送ることでサービスを機
能停止状態にする	DDoS(Distributed	Denial	
of	Service)	攻撃、特に TCP のセッション起
動のメッセージである TCP	 SYN を多量に送る
ことでサーバのサービス不能を引き起こす
TCP	 SYN	 Flood 攻撃への対処を対象とした。
本研究では、TCP	SYN	Authentication という
既存のプロトコルレベルの対処手順を
OpenFlow により実現した(図 2)。TCP	SYN	Au-
thentication はクライアントから到達する
TCP	 SYN パケットに対して不正な ACK を返す
ことで、TCPセッション情報を維持せずに TCP	
SYN の再送を行わない DDoS 攻撃者を排除する
手法であるが、これを OpenFlow で実現すると
その状態遷移の度にパケットインが発生する。
しかし、その状態遷移の一部を OpenFlow1.5
で導入された COPY 機能を用いてスイッチ上
で処理することで、高速化が可能となった。
具体的には、OpenFlow1.3以前の機能で実現す
ると、27000pps の負荷に対して 1.5 秒くらい
図 1  提案する OpenFlow 仮想化システム 
図 2  OpenFlow による DDoS 防御の実現 
の遅延が見られ、パケットロスも発生し始め
るが、スイッチ上に処理を移すと同じ負荷に
対して 2.5 ミリ秒程度の遅延でパケットロス
も全く発生しない(図 3)。この結果は DDoS 攻
撃を	スイッチレベルで対処できる可能性を
示すもので、今後はモバイルクラウド環境の
ように多数の端末が	クラウドと連携するよ
うな環境で、中継ネットワーク内で薄く広く
防御することが考えられる。	
OpenFlowスイッチの処理の高機能化につい
ては P4 や Flare ではスイッチ自体での言語
処理を可能にしている。本研究の結果から、
比較的記述しやすいスイッチの状態遷移レベ
ルでも、ある程度高機能な処理は実現可能で
あると考えられる。また、従来のOpenFlow に
よる制御機能による状態遷移処理をスイッチ
上に移すことにより、十分な性能が得られる
可能性が高いことも明らかになった。	
	
	(3)	 制御ネットワークの透過的スケーリン
グ技術	
大規模なネットワークの制御についてのもう
一つのアプローチとして、制御ネットワーク
自体の高性能化の研究にも取り組んだ。前述
のように、OpenFlow の制御ネットワーク(Cプ
レーン)の処理性能の低下はデータネットワ
ーク(D プレーン)の遅延を引き起こす。そこ
で、OpenFlow のコントローラの数を変更して
スケーリングする技術や、それらの切り替え
等の処理をスクリプト化して記述する記述言
語を開発した。	
OpenFlow の制御ネットワークは、スイッチ
が起動時にコントローラに対して TCP 接続
(OpenFlowチャネル)を確立することで構成さ
れる。そのため、制御ネットワークのスケー
リングのためには、TCP の状態を維持したま
までスイッチ側から見て透過的に負荷を分散
する必要がある。そこで、コントローラは KVM
の仮想化を用いて仮想マシン内に稼働させ、
スケーリングの際には KVM の複製によりコン
トローラ数を増やす。その際、TCP のセッショ
ンは維持する必要があるので、制御ネットワ
ーク自体を OpenFlowで制御し、TCP のセッシ
ョン単位で負荷分散させる仕組みを実現した
(図 4)。ここで制御ネットワークを構成する
OpenFlow スイッチの制御プログラムやKVMに
よる仮想化基盤は REST	 API で操作可能とし
て管理ノードから一括操作できるようにした。	
実際に、複数のデータネットワークのスイ
ッチ上で多量のパケットインを発生させ負荷
の分散を行う実験をしたところ、制御ネット
ワークに異常を起こすことなくスケーリング
により負荷が分散することが確認された(図
5)。さらに、システムの管理・運用を記述する
構成管理記述言語である Chef を拡張して、状
態の推移や障害回復性の機能を実現した。こ
れらの技術は、今後、制御ネットワーク自体
の負荷平準化やサービス起動・停止について
自動化を行う際の基盤技術となる。	
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