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Abstract
This article is dedicated to geometric structure of the Lorentz and Marcinkiewicz
spaces in case of the pure atomic measure. We study complete criteria for order con-
tinuity, the Fatou property, strict monotonicity, and strict convexity in the sequence
Lorentz spaces γp,w. Next, we present a full characterization of extreme points of the
unit ball in the sequence Lorentz space γ1,w. We also establish a complete descrip-
tion up to isometry of the dual and predual spaces of the sequence Lorentz spaces
γ1,w written in terms of the Marcinkiewicz spaces. Finally, we show a fundamental
application of geometric structure of γ1,w to one-complemented subspaces of γ1,w.
Keywords Lorentz and Marcinkiewicz spaces · Strict monotonicity · Strict
convexity · Order continuity · Extreme point · Existence set · One-complemented
subspace
Mathematics Subject Classification 46E30 · 46B20 · 46B28
1 Introduction
Geometric structures with application of the Lorentz spaces p,w and Marcinkiewicz
spaces Mφ in case of the nonatomic measure have been investigated extensively by
many authors [3,5,6,12,13]. In contrast to the nonatomic case, there are only few papers
concerning geometric structure of sequence Lorentz and Marcinkiewicz spaces. The
first crucial paper devoted to the Marcinkiewicz spaces appeared in 2004 [9], where
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authors have studied the biduals and order continuous ideals of the Marcinkiewicz
spaces for the pure atomic measure. The next significant paper was published in 2009
[10], in which there has been investigated, among others, strict monotonicity, smooth
points, and extreme points with application to one-complemented subspaces. For other
results concerning the issue devoted to one-complemented subspaces please see, e.g.,
[7,8,11].
The purpose of this article is to explore geometric properties of the sequence Lorentz
spaces γp,w and its dual and predual spaces. It is worth mentioning that we present
an application of geometric properties to a characterization of one-complemented
subspaces in the Lorentz spaces γp,w in case of the pure atomic measure. It is necessary
to mention that a characterization of geometric structure of the sequence Lorentz and
Marcinkiewicz spaces does not follow immediately as a consequence of well-known
results from the case of nonatomic measure in general.
The paper is organized as follows. In Sect. 2, we present the needed terminology.
In Sect. 3, we show an auxiliary result devoted to a relationship between the global
convergence in measure of a sequence (xn) ⊂ 0 and the pointwise convergence of
its sequence of decreasing rearrangements (x∗n ). In case of the pure atomic measure,
we also establish a correspondence between an identity of signs of the values for two
different sequences in 0 and an additivity of the decreasing rearrangement operation
for these sequences. Section 4 is devoted to an investigation of geometric structure of
sequence Lorentz spaces γp,w. Namely, we focus on complete criteria for order conti-
nuity and the Fatou property in Lorentz spaces for the pure atomic measure. Next, we
present a characterization of strict monotonicity and strict convexity of γp,w written in
terms of the weight sequence w. In spirit of the previous result, we describe an equiva-
lent condition for extreme points of the unit ball in the sequence Lorentz space γ1,w. In
Sect. 5, we solve the essential problem showing a full description of the dual and pred-
ual spaces of the sequence Lorentz spaceγ1,w.First, we answer a crucial question under
which condition does an isometric isomorphism exist between the dual space of the
sequence Lorentz space γ1,w and the sequence Marcinkiewicz space mφ. Next, we dis-
cuss complete criteria which guarantee that the predual space of the sequence Lorentz
space γ1,w coincides with the sequence Marcinkiewicz space m0φ. Additionally, we
investigate necessary condition for the isometry between the predual of γ1,w and the
Marcinkiewicz space m0φ. In Sect. 5, we present an application of geometric properties
of the sequence Lorentz space γ1,w to a characterization of one-complemented sub-
spaces. Namely, using an isometry between the classical Lorentz space d1,w and the
Lorentz space γ1,w, we prove that there exists norm one projection on any nontrivial
existence subspace of γ1,w. Additionally, by the previous investigation and in view
of [10], we establish a full characterization of smooth points in the sequence Lorentz
space γ1,w and its predual and dual spaces. Finally, we study an equivalent condition
for extreme points in the dual space of the sequence Lorentz space γ1,w.
2 Preliminaries
Let R, R+, and N be the sets of reals, nonnegative reals, and positive integers, respec-
tively. A mapping φ : N → R+ is said to be quasiconcave if φ(t) is increasing and
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φ(t)/t is decreasing on N and also φ(n) > 0 for all n ∈ N. Denote by 0 the set of
all real sequences, and by SX (resp. BX ) the unit sphere (resp. the closed unit ball) in
a Banach space (X , ‖·‖X ). Let us denote by (ei )∞i=1 a standard basis in R∞. A quasi-
Banach lattice E ⊂ 0 equipped with a quasi-norm ‖ · ‖E is called a quasi-Banach
sequence space (or a quasi-Köthe sequence space) if the following conditions hold
(1) If x ∈ 0, y ∈ E , and |x | ≤ |y|, then x ∈ E and ‖x‖E ≤ ‖y‖E .
(2) There exists a strictly positive x ∈ E .
For simplicity let us use the short symbol E+ = {x ∈ E : x ≥ 0}. An element x ∈ E
is called a point of order continuity, shortly x ∈ Ea, if for any sequence (xn) ⊂ E+
such that xn ≤ |x | and xn → 0 pointwise we have ‖xn‖E → 0. A quasi-Banach
sequence space E is said to be order continuous, shortly E ∈ (OC), if any element
x ∈ E is a point of order continuity. Given a quasi-Banach sequence space E is said to
have the Fatou property if for all (xn) ⊂ E+, supn∈N ‖xn‖E < ∞ and xn ↑ x ∈ 0,
then x ∈ E and ‖xn‖E ↑ ‖x‖E (see [2,16]). We say that E is strictly monotone if for
any x, y ∈ E+ such that x ≤ y and x = y we have ‖x‖E < ‖y‖E .
Let (X , ‖·‖X ) be a Banach space. Recall that x ∈ SX is an extreme point of BX if
for any y, z ∈ SX such that x = (y + z)/2 we have x = y = z. A Banach space X is
called rotund or strictly convex if any x ∈ SX is an extreme point of BX . An element
x ∈ X is called a smooth point of X if there exists a unique linear bounded functional
f ∈ SX∗ such that f (x) = ‖x‖X .
The distribution for any sequence x ∈ 0 is defined by
dx (λ) = card{k ∈ N : |x(k)| > λ}, λ ≥ 0.
For any sequence x ∈ 0 its decreasing rearrangement is given by
x∗(n) = inf {λ ≥ 0 : dx (λ) ≤ n − 1} , n ∈ N.
In this article we use the notation x∗(∞) = limn→∞ x∗(n). For any sequence x ∈ 0
we denote the maximal sequence of x∗ by
x∗∗(n) = 1
n
n∑
i=1
x∗(i).
It is easy to notice that for any point x ∈ 0, x∗ ≤ x∗∗, x∗∗ is decreasing and
subadditive. For more details of dx , x∗, and x∗∗ see [2,14].
We say that two sequences x, y ∈ 0 are equimeasurable, shortly x ∼ y, if dx =
dy . A quasi-Banach sequence space (E, ‖·‖E ) is called symmetric or rearrangement
invariant (r.i. for short) if whenever x ∈ 0 and y ∈ E such that x ∼ y, then x ∈ E
and ‖x‖E = ‖y‖E . The fundamental sequence φE of a symmetric space E we define
as follows φE (n) = ‖χ{i∈N:i≤n}‖E for any n ∈ N (see [2]). Let 0 < p < ∞ and
w = (w(n))n∈N be a nonnegative real sequence and let for any n ∈ N
W (n) =
n∑
i=1
w(i) and Wp(n) = n p
∞∑
i=n+1
w(i)
i p
< ∞.
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For short notation the sequencew is called a nonnegative weight sequence. In the whole
paper, unless we say otherwise we suppose that w a nonnegative weight sequence is
nontrivial, i.e., there is n ∈ N such that w(n) > 0. Let 0 < p < ∞. Now, we recall
the sequence Lorentz space dp,w which is a subspace of 0 such that for any sequence
x = (x(n))n∈N ∈ dp,w we have
‖x‖dp,w =
( ∞∑
i=1
x∗p(n)w(n)
)1/p
< ∞.
It is well known that the Lorentz space dp,w is a norm space if and only if w is
decreasing (see [17]). Furthermore, for any 0 < p < ∞, ‖·‖γp,w is a quasi-norm if
and only if W satisfies condition Δ2, that is W (2n) ≤ K W (n) for any n ∈ N and for
some K > 0 (see [13,20]). Additionally, if W satisfies condition Δ2 and W (∞) = ∞,
then for any 0 < p < ∞ the space dp,w is a separable r.i. quasi-Banach sequence
space (see [13]). Recall, the sequence Lorentz space γp,w is a collection of all real
sequences x = (x(n))n∈N such that
‖x‖γp,w =
( ∞∑
i=1
(x∗∗(n))pw(n)
)1/p
< ∞.
Let us notice that for any nonnegative sequence w = (w(n))n∈N the sequence Lorentz
space γp,w is a r.i. (quasi-)Banach sequence space equipped with the (quasi-)norm
‖·‖γp,w . Additionally, note that the space γp,w is a Banach space if 1 ≤ p < ∞. It is
easy to observe that the fundamental sequence of the Lorentz space γp,w is given by
φγp,w (n) =
∥∥χ{i≤n,i∈N}
∥∥
γp,w
= (W (n) + Wp(n))1/p
for every n ∈ N. Clearly, since x∗ ≤ x∗∗, we have γp,w ⊂ dp,w for any 0 < p < ∞.
Moreover, it is well known that dp,w = γp,w for any 0 < p < ∞ if and only if w
satisfies Bp, i.e., there exists A > 0 such that for every n ∈ N we have Wp(n) ≤
AW (n) (for more details see [12,13]).
Let φ be a quasiconcave sequence. The Marcinkiewicz space mφ and (resp. m0φ)
consists of all real sequences x = (x(n))n∈N such that
‖x‖mφ = sup
n∈N
{x∗∗(n)φ(n)} < ∞
(
resp. m0φ ⊂mφ and limn→∞ x
∗∗(n)φ(n) = 0
)
.
Recall that mφ and m0φ are symmetric spaces equipped with the norm ‖·‖mφ (for more
details see [9]).
3 Properties of Decreasing Rearrangement for a Pure AtomicMeasure
In this section, first we present an auxiliary lemma devoted to a correspondence
between the global convergence in measure on N of an arbitrary sequence of ele-
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ments in 0 to an element in 0 and the pointwise convergence of their decreasing
rearrangements. Although the similar result emerges in case of the nonatomic mea-
sure space (see [14]), the proof of it is not valid in case of the pure atomic measure
space. It is worth mentioning that in the pure atomic measure space the proof of the
wanted result is quite long and requires new techniques.
Lemma 3.1 Let xm, x ∈ 0 for all m ∈ N. Assume that xm converges to x globally in
measure, that is for any 	 > 0
lim
m→∞ card {n ∈ N : |xm(n) − x(n)| > 	} = 0.
Then, x∗m(n) converges to x∗(n) for every n ∈ N.
Proof Let (xm) ⊂ 0, x ∈ 0 be such that xm → x globally in measure. Since for any
	 > 0 and m ∈ N we have
card{n ∈ N : |xm(n) − x(n)| > 	} ≥ card{n ∈ N : ||xm(n)| − |x(n)|| > 	},
without loss of generality, we may assume that x ≥ 0 and xm ≥ 0 for all n ∈ N.
Let B = {bi } be a set of all values for a function x : N → R+. Define for any
i ∈ {1, . . . , card(B)},
Ni = {n ∈ N : x(n) = bi }, and ci =
i∑
j=1
card(N j ), c0 = 0.
Without loss of generality we may assume that (bi ) is strictly decreasing. Now we
present the proof in three cases.
Case 1 Suppose that card(N1) = ∞. Then, it is easy to see that x∗(n) = b1χN. If
b1 = 0 then for all m ≥ Mδ1 we have
dxm (δ1) = card{n ∈ N : |xm(n)| > δ1} < 1.
Hence, since dx∗m (δ1) = dxm (δ1) for every m ≥ Mδ1, we get x∗m → 0 globally in
measure, whence we infer that x∗m → 0 pointwise. In case when B = {b1} then we
take b2 = 0. Denote δ1 = (b1 − b2)/4. Since xm → x globally in measure, there
exists Mδ1 ∈ N such that for all m ≥ Mδ1,
card{n ∈ N : |xm(n) − x(n)| > δ1} < 1. (1)
Now, we claim that for any n ∈ N, x∗m(n) → x∗(n). Indeed, by (1) we conclude that
for any m ≥ Mδ1 and n ∈ N,
|x(n) − xm(n)| ≤ δ1.
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If card(N \ N1) = 0, then we are done. Otherwise, for any n ∈ N1 and k ∈ N \ N1
we observe that
xm(n) ≥ x(n) − δ1 = b1 + 3(b1 − b2)4 = b1 + 3δ1 > x(k) + 3δ1 ≥ xm(k) + 2δ1
for all m ≥ Mδ1 . Consequently, for every m ≥ Mδ1 we obtain x∗m = (xmχN1)∗ and
also |b1 − xm(n)| ≤ δ1 for each n ∈ N1. Therefore, for all m ≥ Mδ1 and n ∈ N it is
easy to notice that
δ1 ≥
∣∣b1 − x∗m(n)
∣∣ = ∣∣x∗(n) − x∗m(n)
∣∣ .
Case 2 Assume that there exists b j0 ∈ B \ {0} such that card(N j0) = ∞ and 0 <
card(N j ) < ∞ for any j ∈ {1, . . . , j0 − 1}. Then, we have
x∗(n) =
⎛
⎝
j0∑
j=1
b jχN j
⎞
⎠
∗
(n) =
j0∑
j=1
b jχ{i∈N:c j−1+1≤i≤c j }(n). (2)
In case when card (B) = j0 then we assume that b j0+1 = 0. Denote for any i ∈
{1, . . . , card(B)},
δi = bi − bi+14 and δ = min1≤i≤ j0{δi }.
Since xm → x globally in measure, there exists Mδ ∈ N such that for all m ≥ Mδ,
card{n ∈ N : |xm(n) − x(n)| > δ} < 1.
Therefore, for any m ≥ Mδ and ni ∈ Ni where 1 ≤ i ≤ j0 we have
δ ≥ |x(ni ) − xm(ni )| = |bi − xm(ni )| . (3)
Hence, for all m ≥ Mδ and ni ∈ Ni where 1 ≤ i ≤ j0 − 1 we easily observe
xm(ni ) = bi − δ ≥ bi+1 + 3δ ≥ xm(ni+1) + 2δ.
In consequence, by (3) we get for every m ≥ Mδ and n ∈ N,
x∗m(n) =
⎛
⎝
j0∑
j=1
xmχN j
⎞
⎠
∗
(n) =
j0∑
j=1
(
xmχN j
)∗
(n −c j−1)χ{i∈N:c j−1+1≤i≤c j }(n). (4)
Clearly, there exists σ : N → ⋃ j0j=1 N j a permutation such that x∗(n) = x(σ (n)) for
all n ∈ N. Thus, for any n ∈ N there exists j ∈ {1, . . . , j0} such that σ(n) ∈ N j and
by (3) we obtain
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δ ≥ |xm(σ (n)) − x(σ (n))| = |xm(σ (n)) − b j | = |(xmχN j )∗(n − c j−1) − b j |
for all m ≥ Mδ. Therefore, by (2) and (4) we infer that
x∗m(n) =
j0∑
j=1
(
xmχN j
)∗
(n − c j−1)χ{i∈N:c j−1+1≤i≤c j }(n)
→
j0∑
j=1
b jχ{i∈N:c j−1+1≤i≤c j }(n) = x∗(n).
Case 3 Suppose that for any b j ∈ B \ {0} we have card(N j ) < ∞. If card(B) < ∞
then without loss of generality we may assume that j0 = card(B) and b j0 = 0. Next,
letting for any i ∈ {1, . . . , j0 − 1},
δi = bi − bi+14 and δ = min1≤i≤ j0−1{δi },
and proceeding analogously as in case 2 we may show that x∗m → x∗ on N, in case
when card(B) < ∞. Now, assume that card(B) = ∞. Then, since (b j ) is strictly
decreasing and bounded we conclude
lim
j→∞ b j = b ≥ 0.
First, let us consider that b = 0. Let 	 > 0. Then, there exists j0 ∈ N such that for all
j ≥ j0 we have
0 < b j <
	
4
and b j0−1 ≥
	
4
. (5)
Define for any i ∈ {1, . . . , j0},
δi = bi − bi+14 and δ = min
{
	/4 − b j0
4
, min
1≤i≤ j0
{δi }
}
.
Similarly as in case 2 there is Mδ ∈ N such that for all m ≥ Mδ, n ∈ N, and
k ∈ ⋃ j≥ j0 N j we get
|xm(n) − x(n)| ≤ δ and xm(k) ≤ δ + x(k) ≤ δ + b j0 < δ +
	
4
<
	
2
. (6)
Moreover, we may observe that
xm(ni ) ≥ xm(ni+1) + 2δ
for every m ≥ Mδ and ni ∈ Ni where i ∈ {1, . . . , j0 − 1}. Next, assuming that
σ : N → ⋃∞j=1 N j is a permutation such that x∗(n) = x(σ (n)) for all n ∈ N, then
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for any n ∈ N with n ≤ c j0−1 there exists j ∈ {1, . . . , j0 − 1} such that σ(n) ∈ N j
and by (6) we obtain
	 > δ ≥ |xm(σ (n)) − x(σ (n))| = |xm(σ (n)) − b j |
= |(xmχN j )∗(n − c j−1) − b j | =
∣∣∣∣∣∣
⎛
⎝
j0−1∑
j=1
xmχN j
⎞
⎠
∗
(n) − b j
∣∣∣∣∣∣
for all m ≥ Mδ. On the other hand, if n > c j0−1 then there is j ≥ j0 such that
σ(n) ∈ N j and by (5) and (6) it follows that
∣∣∣∣∣∣
⎛
⎝
∞∑
j= j0
xmχN j
⎞
⎠
∗
(n − c j0−1) − x∗(n)
∣∣∣∣∣∣
= |xm(σ (n))χN j (σ (n)) − x(σ (n))|
= |xm(σ (n)) − b j | < 	
for all m ≥ Mδ. Now, let us notice that for every n ∈ N,
x∗(n) =
∞∑
j=1
b jχ{i∈N:c j−1+1≤i≤c j }(n)
and
x∗m(n) =
⎧
⎨
⎩
(∑ j0−1
j=1 xmχN j
)∗
(n) if n ≤ c j0−1,(∑∞
j= j0 xmχN j
)∗
(n − c j0−1) if n > c j0−1.
Hence, we infer that for any m ≥ Mδ and n ∈ N,
x∗m(n) → x∗(n).
Now, we assume that b > 0. Then, it is easy to see that x∗(∞) = b > 0. Next, taking
y = xχsupp(x) + bχN\supp(x) and ym = xmχsupp(x) + bχN\supp(x)
for all m ∈ N, we may show that x∗ = y∗ and x∗m = y∗m for sufficiently large m ∈ N.
Next, passing to subsequence and relabeling if necessary, it is enough to prove that
y∗m → y∗ on N. Clearly, by definition of y and ym for all m ∈ N we may observe that
ym − b converges y − b globally in measure and (y − b)∗(∞) = 0. Finally, using
analogous technique as previously, in case 3 for b = 0, we finish the proof. unionsq
Remark 3.2 Let us notice that using analogous techniques as in the proof in [14, prop-
erty 90] and by the property 70 in [14] (see pp. 64–65), in view of [2, Theorem 2.7
and Proposition 3.3] we are able to show the below assertion.
For any two sequences x and y with x∗(∞) = 0 and y∗(∞) = 0 the following
conditions are equivalent.
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(i) For any i ∈ N,
(x + y)∗(i) = x∗(i) + y∗(i).
(ii) sgn(x(i)) = sgn(y(i)) for any i ∈ N and there exists (En)n∈N a countable
collection of subsets of N such that for every n ∈ N we have card(En) = n and
x∗∗(n) = 1
n
∑
i∈En
|x(i)| and y∗∗(n) = 1
n
∑
i∈En
|y(i)|.
4 Geometric Structure of Sequence Lorentz Spaces p,w
In this section, we discuss complete criteria for order continuity, the Fatou property,
strict monotonicity and strict convexity, and also extreme points of the unit ball in the
sequence Lorentz space γp,w.
Theorem 4.1 Let w be a nonnegative weight sequence and 0 < p < ∞. The Lorentz
space γp,w is order continuous if and only if W (∞) = ∞.
Proof Necessity Suppose that γp,w is not order continuous. Then, there exists (xm) ⊂
γ +p,w \ {0} such that xm ↓ 0 pointwise and d = infn∈N ‖xm‖γp,w > 0. Next, passing
to subsequence and relabeling if necessary we may assume that ‖xm‖γp,w ↓ d. Since
W (∞) = ∞ we claim that dx (λ) < ∞ for all λ > 0 and x ∈ γp,w. Indeed, assuming
for a contrary that there is x ∈ γp,w such that x∗(∞) = limn→∞ x∗(n) > 0 we
obtain ∞ ↪→ γp,w. Define z = χN. Then, we have z∗∗ = z ∈ γp,w and also
‖z‖γp,w = W (∞) = ∞, which gives us a contradiction and proves the claim. Let
	 > 0. Define two sets
E1 = {n ∈ N : x1(n) > 	} and E2 = N \ E1.
Now, since x∗1 (∞) = 0 it is easy to notice card(E1) = dx1(	) < ∞ and E1 ∩ E2 = ∅.
Therefore, since xm ↓ 0 pointwise we have
dxm (	) = card{n ∈ N : xm(n) > 	} → 0 as m → ∞.
Hence, by Lemma 3.1 it follows that x∗m → 0 pointwise on N. Consequently, since‖x1‖γp,w < ∞ and x∗∗(n) < ∞ for all n ∈ N, applying twice the Lebesgue Dominated
Convergence Theorem we conclude ‖xm‖γp,w → 0.
Sufficiency Assume for a contrary that W (∞) < ∞. Then, it is easy to see that
x = χN ∈ γp,w, x∗∗ = x , and ‖x‖γp,w = W (∞). Define xm = χ{i∈N:i≥m} for any
m ∈ N. Clearly, we have xm ↓ 0 and xm ≤ x pointwise for every m ∈ N. Moreover,
we observe that x∗∗m = x∗∗ for any m ∈ N. Hence, we get ‖xm‖γp,w = W (∞) > 0 for
all n ∈ N, which contradicts with assumption that γp,w is order continuous. unionsq
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Remark 4.2 First, let us recall that for any symmetric Banach function space X over
[0, ∞) with the fundamental function φX we have X ↪→ MφX and the embedding has
norm 1, where
Mφ =
{
x : sup
t>0
{
φX (t)
t
∫ t
0
x∗(s)ds
}
< ∞
}
(for more details see [2, Proposition 5.9]). Now, observe that for any symmetric Banach
sequence space E over N, in [2, Proposition 5.9] is also satisfied. Namely, using
analogous technique as in [2] we are able to show that for any symmetric Banach
sequence space E the embedding E ↪→ mφ holds with constant 1, i.e., for all x ∈ E,
we have
‖x‖mφ = sup{x∗∗(n)φE (n)} ≤ ‖x‖E ,
where φE is the fundamental sequence of E on N. Next, assuming that E a symmetric
Banach sequence space with the Fatou property, in view of [4, Remark 3.2] we obtain
that φE (∞) = ∞ if and only if x∗(∞) = 0 for any x ∈ E .
Lemma 4.3 Let w be a nonnegative weight sequence and 0 < p < ∞. The Lorentz
space γp,w has the Fatou property.
Proof Let (xm) ⊂ γ +p,w, x ∈ 0 and xm ↑ x pointwise and supm∈N ‖xm‖γp,w < ∞.
Immediately, by [2, Proposition 1.7] it follows that x∗m ↑ x∗. Next, applying twice
Lebesgue Monotone Convergence Theorem [19] we get ‖xm‖γp,w ↑ ‖x‖γp,w . Finally,
since supm∈N ‖xm‖γp,w < ∞ it follows that x ∈ γp,w. unionsq
Theorem 4.4 Let w be a nonnegative weight sequence and 0 < p < ∞. The Lorentz
space γp,w is strictly monotone if and only if W (∞) = ∞.
Proof Necessity Assume for a contrary that W (∞) < ∞. Then, we may show that
∞ ↪→ γp,w. Next, defining two sequences
x = χ{i∈N:i>1} and y = χN
we easily observe that x ≤ y, x = y, and x∗∗ = y∗∗ = y. Consequently, ‖x‖γp,w =‖y‖γp,w , which contradicts with assumption that the Lorentz space γp,w is strictly
monotone.
Sufficiency Let x, y ∈ γ +p,w, x ≤ y, and x = y. Since x = y there exists n0 ∈ N such
that x(n0) < y(n0). Define
δ0 = max{y(n0)/2, x(n0)} and N0 = {n ∈ N : y(n) > δ0}.
Since W (∞) = ∞, by the proof of Theorem 4.1 it follows that y∗(∞) = x∗(∞) = 0.
Hence, since n0 ∈ N0 we get
0 < card(N0) = dy(δ0) < ∞.
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Now, we claim that there exists m0 ∈ {1, . . . , card(N0)} such that x∗(m0) < y∗(m0).
Indeed, if it is not true then for all n ∈ {1, . . . , card(N0)} we have x∗(n) = y∗(n).
Moreover, there is a permutation σ : N → N such that σ(n) ∈ N0 and y∗(n) =
y(σ (n)) for every n ∈ {1, . . . , card(N0)}. So, we have
x∗(n) = y∗(n) = y(σ (n)) ≥ x(σ (n))
for any n ∈ {1, . . . , card(N0)}. Let m0 ∈ {1, . . . , card(N0)} be such that σ(m0) = n0.
Then, we observe that
x∗(m0) = y∗(m0) = y(σ (m0)) = y(n0) > x(n0).
Therefore, we obtain
x∗(m0) > x(n0) = x(σ (m0)),
which implies that there exists k0 ∈ N \ N0 such that x(k0) = y(n0). On the other
hand, it is well known that x(k0) ≤ y(k0), whence
y(k0) ≥ x(k0) = y(n0) = y∗(m0).
In consequence, by definition of N0 this yields that k0 ∈ N0 and gives us a contradic-
tion. Now, since x∗(n) ≤ y∗(n) for any n ∈ N and x∗(n0) < y∗(n0) for some n0 ∈ N
it follows that
x∗∗(n) ≤ y∗∗(n) and
k∑
i=1
x∗(i) <
k∑
i=1
y∗(i)
for all n ∈ N and k ≥ n0. Finally, by assumption that W (∞) = ∞ there exists (nk) ⊂
N such that w(nk) > 0 for every k ∈ N. Hence, we infer that ‖x‖γp,w < ‖y‖γp,w . unionsq
The immediate consequence of the previous theorem and Proposition 2.1 in [10] is
the following result.
Corollary 4.5 Let w ≥ 0 be a weight sequence such that W (∞) = ∞ and let 1 ≤ p <
∞. An element x ∈ Sγp,w is an extreme point of Bγp,w if and only if x∗ is an extreme
point of Bγp,w .
Next, we show that the Lorentz space γp,w is strictly convex for 1 < p < ∞ and
w a positive weight sequence such that W (∞) = ∞. In some parts of the proof of
the following theorem, we use the similar techniques to [6, Theorem 3.1] (see also [5,
Theorem 2.3]). For the sake of completeness and reader’s convenience we show all
details of the proof.
Theorem 4.6 Let w be a nonnegative weight sequence. The Lorentz space γp,w is
strictly convex if and only if 1 < p < ∞ and w(n) > 0 for any n ∈ N and also
W (∞) = ∞.
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Proof Necessity Assume that γp,w is strictly convex. For a contrary we suppose that
p = 1. Let x, y ∈ Sγp,w , and ‖x + y‖γp,w = 2. Without loss of generality we may
assume that x = x∗ and y = y∗. Then, we have (x + y)∗∗ = x∗∗ + y∗∗ and also
‖x + y‖γp,w = ‖x‖γp,w + ‖y‖γp,w = 2.
Consequently, since x and y are arbitrary and γp,w is strictly convex we conclude a
contradiction. Now, assume that W (∞) < ∞. Define
x = 1
W (∞)1/p χ{2n:n∈N} and y =
1
W (∞)1/p χN.
Clearly, we have for any n ∈ N,
x∗∗(n) = y∗∗(n) = 1
W (∞)1/p .
Moreover, we observe that
(x + y)∗∗(n) = 1
W (∞)1/p
(
2χ{2n:n∈N} + χ{2n−1:n∈N}
)∗∗
(n) = 2
W (∞)1/p
for any n ∈ N. Hence, we get
‖x‖γp,w = ‖y‖γp,w =
‖x + y‖γp,w
2
= 1.
Therefore, by assumption that γp,w is strictly convex we obtain a contradiction. Now,
let us suppose for a contrary that there is n0 ∈ N such that w(n0) = 0. If n0 = 1, then
take 	 ∈ (0, 1/φγp,w (2)) and define
x = 1
φγp,w (2)
χ{1,2} and y =
(
1
φγp,w (2)
+ 	
)
χ{1} +
(
1
φγp,w (2)
− 	
)
χ{2}.
It is easy to see that x = y and
x∗∗(n) = 1
φγp,w (2)
χ{1,2}(n) + 2
nφγp,w (2)
χN\{1,2}(n)
and also
y∗∗(n) =
(
1
φγp,w (2)
+ 	
)
χ{1}(n) + 1
φγp,w (2)
χ{2}(n) + 2
nφγp,w (2)
χN\{1, 2}(n).
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Therefore, since w(1) = 0, we have
‖x‖γp,w = ‖y‖γp,w =
(
1
(φγp,w (2))p
w(2) + 2
p
(φγp,w (2))p
∞∑
n=3
w(n)
n p
)1/p
= 1
φγp,w (2)
(
W (2) + Wp(2)
)1/p = 1.
Furthermore, we observe that
(x + y)∗∗(n) =
((
2
φγp,w (2)
+ 	
)
χ{1} +
(
2
φγp,w (2)
− 	
)
χ{2}
)∗∗
(n)
=
(
2
φγp,w (2)
+ 	
)
χ{1}(n) + 4
nφγp,w (2)
χN\{1}(n).
Hence, since w(1) = 0, we get
‖x + y‖γp,w =
(
4p
(φγp,w (2))p
∞∑
n=2
w(n)
n p
)1/p
= 2
φγp,w (2)
(
w(2) + 2p
∞∑
n=3
w(n)
n p
)1/p
= 2
φγp,w (2)
(
W (2) + Wp(2)
)1/p = 2.
So, in case when w(1) = 0, it follows that γp,w is not strictly convex. Assume that
n0 > 1. Define
x = 1
φγp,w (n0)
χ[1, n0] and y =
1
φγp,w (n0)
(
χ[1,n0−1] +
1
2
χ{n0,n0+1}
)
.
Then, we easily observe that x = y and ‖x‖γp,w = 1. Moreover, we have
y∗∗(n) = 1
φγp,w (n0)
⎧
⎨
⎩
1 if n < n0,
n0−1/2
n0
if n = n0,
n0
n
if n > n0,
and
(x + y)∗∗(n) = 1
φγp,w (n0)
(
2χ[1,n0−1] +
3
2
χ{n0} +
1
2
χ{n0+1}
)∗∗
(n)
= 2
φγp,w (n0)
⎧
⎨
⎩
1 if n < n0,
n0−1/4
n0
if n = n0,
n0
n
if n > n0.
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Hence, since w(n0) = 0, we conclude that
‖y‖γp,w =
‖x + y‖γp,w
2
= 1
φγp,w (n0)
(
W (n0 − 1) + Wp(n0)
)1/p = 1.
In consequence, by assumption that γp,w is strictly convex we get a contradiction.
Sufficiency Let x, y ∈ Sγp,w and x = y. We consider the proof in two cases.
Case 1 Assume that there exists n0 ∈ N such that x∗∗(n0) = y∗∗(n0). Then, by strict
convexity of the power function u p for 1 < p < ∞ we have
(
1
2
x∗∗(n0) + 12 y
∗∗(n0)
)p
<
1
2
x∗∗p(n0) + 12 y
∗∗p(n0).
Therefore, since for any n ∈ N,
(
1
2
x∗∗(n) + 1
2
y∗∗(n)
)p
≤ 1
2
x∗∗p(n) + 1
2
y∗∗p(n)
by assumption that w(n) > 0 for all n ∈ N we infer that ‖x + y‖γp,w < 2.
Case 2 Suppose that x∗∗(n) = y∗∗(n) for every n ∈ N. Thus, we have x∗(n) = y∗(n)
for any n ∈ N. We claim that there exists n0 ∈ N such that
(x + y)∗∗(n0) < x∗∗(n0) + y∗∗(n0).
Indeed, assuming that it is not true it follows that (x + y)∗(n) = x∗(n) + y∗(n) for
all n ∈ N. Consequently, since W (∞) = ∞, by Remark 3.2 we obtain |x + y|(n) =
|x(n)|+ |y(n)| for all n ∈ N and there exists (En) an increasing sequence of sets such
that card(En) = n for every n ∈ N and also
∑
i∈En
|x(i)| =
n∑
i=1
x∗ =
n∑
i=1
y∗ =
∑
i∈En
|y(i)|.
In consequence, |x(n)| = |y(n)| for any n ∈ N and so x(n) = y(n) for every n ∈ N.
Therefore, in view of assumption x = y we get a contradiction. Finally, applying the
triangle inequality for the maximal function we infer that
∥∥∥∥
x + y
2
∥∥∥∥
p
γp,w
<
1
2
‖x‖pγp,w +
1
2
‖y‖pγp,w = 1.
unionsq
Finally, we present a complete criteria for an extreme point in the ball of the Lorentz
space γ1,w. It is worth mentioning that in some parts of the proof we use similar
technique to the proof in [10, Theorem 2.6]. For the sake of completeness and reader’s
convenience, we present all details of the proof of the following theorem.
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Theorem 4.7 Let w ≥ 0 be a weight sequence such that W (∞) = ∞. An element
x ∈ Sγ1,w is an extreme point of Bγ1,w if and only if there exists n0 ∈ N such that
x∗ = 1
φγ1,w (n0)
χ{i∈N:i≤n0} (7)
and in case when n0 > 1, W (n0 − 1) > 0.
Proof Letting x ∈ Sγ1,w , by Corollary 4.5 we may consider that x = x∗ is an extreme
point of Bγ1,w . Denote
n0 = sup{n ∈ N : x∗(n) = x∗(1)}.
Since W (∞) = ∞ and φγ1,w (n) = W (n) + W1(n) for any n ∈ N, by Lemma 4.3 and
by Remark 4.2 it follows that x∗(∞) = 0 and so n0 ∈ N. We claim that x∗(n0+1) = 0.
Suppose on the contrary that x∗(n0 + 1) > 0 and denote
n1 = card{n ∈ N : x∗(n) = x∗(n0 + 1)}
and
d = min{x∗(1) − x∗(n0 + 1), x∗(n0 + 1) − x∗(n0 + n1 + 1)}.
First, notice thatφγ1,w (n+1) > φγ1,w (n) > 0 for any n ∈ N. Indeed, since W (∞) = ∞
we infer that φγ1,w (n) > 0 for all n ∈ N. Now, assuming for a contrary that there is
n ∈ N such that φγ1,w (n + 1) = φγ1,w (n), we easily obtain
w(n + 1) = −(n + 1)
∞∑
i=n+2
w(i)
i
< 0.
Hence, since w(n + 1) ≥ 0 we get a contradiction. Now, we are able to find a, b ∈
(0, d) such that
b = a φγ1,w (n0 + n1) − φγ1,w (n0)
φγ1,w (n0)
. (8)
Define
y = x∗ − bχ{i∈N:i≤n0} + aχ{i∈N:n0<i≤n0+n1}
and
z = x∗ + bχ{i∈N:i≤n0} − aχ{i∈N:n0<i≤n0+n1}.
Clearly, y = z and x = (y + z)/2. Since y = y∗ and z = z∗, by (8) we have
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‖y‖γ1,w =
∞∑
n=1
y∗∗(n)w(n)
=
∞∑
n=1
w(n)
n
n∑
j=1
(
x∗( j) − bχ{i∈N:i≤n0}( j) + aχ{i∈N:n0<i≤n0+n1}( j)
)
=
∞∑
n=1
x∗∗(n)w(n) − b
⎛
⎝
n0∑
n=1
w(n) + n0
∞∑
n=n0+1
w(n)
n
⎞
⎠
+ a
⎛
⎝
n0+n1∑
n=n0+1
w(n)
n
(n − n0) + n1
∞∑
n=n0+n1+1
w(n)
n
⎞
⎠
= ‖x‖γ1,w − bφγ1,w (n0) + a
(
φγ1,w (n0 + n1) − φγ1,w (n0)
)
= ‖x‖γ1,w = 1.
Similarly, we may show that ‖z‖γ1,w = 1. Therefore, in view of assumption that x is
an extreme point of Bγ1,w we conclude a contradiction, which proves our claim. In
case when n0 > 1 we assume that w(n) = 0 for all n ∈ {1, . . . , n0 − 1}. Then, for
a ∈ (0, x∗(n0)) we define
y = x∗ + aχ{1} − aχ{n0} and z = x∗ − aχ{1} + aχ{n0}.
Next, it is clearly observe that y = z, x = (y + z)/2, y∗ = y = z∗ and
‖z‖γ1,w = ‖y‖γ1,w =
∞∑
n=n0
w(n)
n
n∑
j=1
(
x∗( j) + aχ{1}( j) − aχ{n0}( j)
) = 1.
Consequently, by assumption that x is an extreme point of Bγ1,w we have a contradic-
tion. So, this implies that if n0 > 1 then it is needed W (n0 −1) > 0.. Now, assume that
x ∈ γ1,w and satisfies (7). For simplicity of our notation we denote c = 1/γ1,w(n0).
If n0 = 1, then by Theorem 4.4 we conclude that x is an extreme point of Bγ1,w .
Consider that n0 > 1. Suppose that y, z ∈ Sγ1,w , y = z and x = (y + z)/2. We claim
that y(i) = z(i) = 0 for all i > n0. Indeed, if y(i) > 0 for some i > n0, then it is
obvious that z(i) = −y(i) < 0 for some i > n0. Next, defining two elements
u = yχ{i∈N:i≤n0} and v = zχ{i∈N:i≤n0}
we have x = (u + v)/2. On the other hand, by Theorem 4.4 we infer that ‖u‖γ1,w <‖y‖γ1,w = 1 and ‖v‖γ1,w < ‖z‖γ1,w = 1. In consequence, we get
1 = ‖x‖γ1,w =
1
2
‖u + v‖γ1,w ≤
‖u‖γ1,w + ‖v‖γ1,w
2
< 1,
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which yields a contradiction and proves our claim. Now, define
I1 = {i ∈ N, i ≤ n0; y(i) > c},
I2 = {i ∈ N, i ≤ n0; y(i) = c},
I3 = {i ∈ N, i ≤ n0; y(i) < c}.
We can easily notice that y, z ∈ γ +1,w. Indeed, if it is not true then we may define
u, v ∈ γ +1,w such that u ≤ |y|, u = |y| and v ≤ |z|, v = |z| and also x = (u +
v)/2. Therefore, by Theorem 4.4 we obtain a contradiction. Next, since γ1,w is strictly
monotone and y ∈ Sγ1,w , y = x we observe that card(I1) > 0 and card(I3) > 0,
whence y(1) > y(n0). Without loss of generality we may assume that y = y∗. Then,
we have
1 =
n0−1∑
n=1
y∗∗(n)w(n) +
n0∑
i=1
y(i)
∞∑
n=n0
w(n)
n
(9)
=
n0−1∑
n=1
n∑
i=1
y(i)
w(n)
n
+
n0∑
i=1
y(i)
∞∑
n=n0
w(n)
n
.
Moreover, by assumption that z ∈ Sγ1,w and x = (y + z)/2 it follows that z(i) =
2c − y(i) for any i ∈ {1, . . . , n0} and z(i) = 0 for all i > n0. Thus, we obtain
z∗(n) = (2c − y(n0 + 1 − n)) χ{i∈N:i≤n0}(n)
for every n ∈ N. Consequently, we have
1 =
n0∑
n=1
z∗∗(n)w(n) +
n0∑
i=1
z(i)
∞∑
n=n0+1
w(n)
n
=
n0∑
n=1
(
2cn −
n∑
i=1
y(n0 + 1 − i)
)
w(n)
n
+
(
2cn0 −
n0∑
i=1
y(i)
) ∞∑
n=n0+1
w(n)
n
= 2cφγ1,w (n0) −
n0∑
n=1
n∑
i=1
y(n0 + 1 − i)w(n)
n
−
n0∑
i=1
y(i)
∞∑
n=n0+1
w(n)
n
.
Hence, by definition of c we obtain that
1 =
n0−1∑
n=1
n∑
i=1
y(n0 + 1 − i)w(n)
n
+
n0∑
i=1
y(i)
∞∑
n=n0
w(n)
n
. (10)
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Furthermore, since y = y∗ and y(1) > y(n0), we infer that for every n < n0,
n∑
i=1
y(i) >
n∑
i=1
y(n0 + 1 − i).
In consequence, since W (n0 − 1) > 0, by (9) and (10) we conclude
1 =
n0−1∑
n=1
n∑
i=1
y(i)
w(n)
n
+
n0∑
i=1
y(i)
∞∑
n=n0
w(n)
n
>
n0−1∑
n=1
n∑
i=1
y(n0 + 1 − i)w(n)
n
+
n0∑
i=1
y(i)
∞∑
n=n0
w(n)
n
= 1,
which gives us a contradiction and finishes the proof. unionsq
5 Application
This section is devoted to a relationship between the existence set and one-
complemented subspaces of the sequence Lorentz space γ1,w. Next, we investigate
complete criteria for the dual and predual spaces of the Lorentz space γ1,w. Moreover,
we present a complete characterization of smooth points in the sequence Lorentz space
γ1,w and its dual space and predual space. Finally, we show full criteria for extreme
points in the dual space of the sequence Lorentz space γ1,w.
First, let us recall some basic definitions and notations that corresponds to the best
approximation. Let X be a Banach space and C ⊂ X be a nonempty set. A continuous
surjective mapping P : X → C is called a projection onto C, whenever P|C = Id,
i.e., P2 = P. Given a subspace V of a Banach space X , by P(X , V ) we denote
the set of all linear bounded projections from X onto V . Let us recall that a closed
subspace V of a Banach space X is said to be one-complemented if there exists a norm
one projection P ∈ P(X , V ). A set C ⊂ X is said to be an existence set of the best
approximation if for any x ∈ X we have
RC (x) =
{
y ∈ C : ‖x − y‖X = inf
c∈C ‖x − c‖X
}
= ∅.
It is obvious that any one-complemented subspace is an existence set. The converse in
general is not true. By a deep result of Lindenstrauss [15] there exists a Banach space
X and a linear subspace V of X such that V is an existence set in X and V is not
one-complemented in X . However, if X is a smooth Banach space both notions are
equivalent see [1, Proposition 5]). It is worth noticing that one can find in the literature
concerning one-complemented subspaces a survey paper [18]. We will show that both
notions are equivalent in γ1,w, which is obviously not a smooth space.
First, we establish an identity between the sequence Lorentz spaces γ1,w and d1,v
for some nonnegative sequences w and v.
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Remark 5.1 Assuming that w = (w(n))n∈N is a nonnegative weight sequence, we may
easily observe that the identity I is a surjective isometry from the sequence Lorentz
space γ1,w onto the sequence Lorentz space d1,v, where v = (v(n))n∈N is given by
v(i) =
∞∑
n=i
w(n)
n
for any i ∈ N. (11)
Indeed, taking x ∈ γ1,w we observe that
‖x‖γ1,w =
∞∑
n=1
w(n)
n
n∑
i=1
x∗(i) =
∞∑
i=1
x∗(i)
∞∑
n=i
w(n)
n
=
∞∑
n=1
x∗(n)v(n) = ‖x‖d1,v .
On the other hand, assuming that v = (v(n))n∈N is a decreasing sequence such that
limn→∞ v(n) = 0 we may define a sequence w by
w(n) = n(v(n) − v(n + 1)) for any n ∈ N
and show analogously that the identity I is a surjective isometry from d1,v onto γ1,w.
Theorem 5.2 Let w be a nonnegative weight sequence and let V ⊂ γ1,w, V = {0} be
a linear subspace. If V is an existence set, then V is one-complemented.
Proof Let v be a nonnegative sequence given by (11). Then, by Remark 5.1 we get
that the identity I is a surjective isometry between γ1,w and d1,v. Hence, since V is an
existence set in γ1,w, by [10, Lemma 3.4] it follows that V = {0} is an existence set
in d1,v. In consequence, by [10, Theorem 3.10] we infer that V is one-complemented
in d1,v. Finally, applying again [10, Lemma 3.4] we get that V is one-complemented
in γ1,w. unionsq
Now, we present the necessary and sufficient condition for the dual space of the
Lorentz space γ1,w and the isometric isomorphism between the Marcinkiewicz space
and the dual space of γ1,w. It is worth mentioning that in case of the Lorentz space
d1,w the similar result (see [14, Theorem 5.2]) was established under assumption that
d1,w is separable.
Theorem 5.3 Let w = (w(n))n∈N be a nonnegative weight sequence and let φγ1,w be
the fundamental sequence of the sequence Lorentz space γ1,w. Then W (∞) = ∞ if
and only if every linear bounded functional f on γ1,w has the form
f (x) =
∞∑
n=1
x(n)y(n) for any x ∈ γ1,w, and ‖ f ‖γ ∗1,w = ‖y‖mψ ,
where y ∈ mψ and ψ(n) = n/φγ1,w (n) for every n ∈ N.
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Proof Sufficiency Suppose that W (∞) < ∞. We claim that ∞ ↪→ γ1,w. Indeed,
taking x = χN it is easy to see that x∗∗ = x and ‖x‖γ1,w = W (∞) < ∞, which
implies our claim. Let f ∈ γ ∗1,w. Then, by assumption there exists y ∈ mψ such that
‖ f ‖γ ∗1,w = ‖y‖mψ ≥
1
φγ1,w (n)
n∑
i=1
y∗(k)
for all n ∈ N. Next, in view of the inequality
W (n) ≤ φγ1,w (n) ≤ W (∞) < ∞
for every n ∈ N, it follows that φγ1,w (∞) = W (∞) < ∞. Thus , we have
φγ1,w (∞) ‖ f ‖γ ∗1,w ≥
∞∑
i=1
y∗(k),
whence y ∈ 1. Therefore, we observe that mψ ↪→ 1. Moreover, since γ1,w and mψ
are symmetric by [2, Corollary 6.8] we conclude that γ1,w ↪→ ∞ and 1 ↪→ mψ.
Hence, since ∞ is the dual space of 1 (see [16]) we have a contradiction.
Necessity Since W (∞) = ∞, by Theorem 4.1 it follows that γ1,w is order continuous.
Next, in view of Remark 5.1 the identity is a surjective isometry between γ1,w and d1,v
where v is given by (11). Finally, by [14, Theorem 5.2] we finish the proof. unionsq
We research a complete characterization of the predual space of the Lorentz space
γ1,w. It is worth noticing that the first part of the proof of the next theorem is an
immediate consequence of [9, Theorem 3.4], in which authors have proved that the
Marcinkiewicz space mψ is the bidual space of m0ψ if and only if ψ(∞) = ∞.
Additionally, we answer the essential question under which condition does the iso-
metric isomorphism exist between the Lorentz space γ1,w and the dual space of the
Marcinkiewicz space m0ψ.
Theorem 5.4 Let w be a nonnegative weight sequence. The Marcinkiewicz space m0ψ
is the predual of the sequence Lorentz space γ1,w if and only if W (∞) = ∞, where
ψ(n) = n
φγ1,w (n)
for any n ∈ N.
Additionally, if W (∞) = ∞ then there exists an isometry between the sequence
Lorentz space γ1,w and the dual space (m0ψ)∗ of the Marcinkiewicz space m0ψ.
Proof First, we define for any i ∈ N,
v(i) =
∞∑
k=i
w(k)
k
.
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Clearly, (v(i))i∈N is a decreasing sequence and 0 ≤ v(i) < ∞ for all i ∈ N. Hence,
by Remark 5.1 we obtain that
φγ1,w (n) =
∥∥χ[1,n]
∥∥
γ1,w
= ∥∥χ[1,n]
∥∥
d1,v =
n∑
i=1
v(i)
for all n ∈ N. Next, since ψ(n) = n/φγ1,w (n) for each n ∈ N, we have
mψ =
{
x = (x(n))n∈N : sup
n∈N
{x∗∗(n)ψ(n)} < ∞
}
=
{
x = (x(n))n∈N : sup
n∈N
{∑n
i=1 x∗(i)
φγ1,w (n)
}
< ∞
}
.
Thus, by [9, Theorem 3.4] it follows that mψ is the bidual of m0ψ if and only if
φγ1,w (∞) = ∞. Now, we claim that W (∞) = ∞ if and only if φγ1,w (∞) = ∞.
Indeed, it is easy to see that for any n ∈ N,
W (n) ≤ φγ1,w (n) ≤
n∑
i=1
w(i) + n
∞∑
i=n+1
w(i)
n
= W (∞),
which implies our claim. Therefore, according to Theorem 5.3 we obtain that the
Marcinkiewicz space m0ψ is the predual of the sequence Lorentz space γ1,w if and
only if W (∞) = ∞. Now, we show that there exists an isometry between (m0ψ)∗ and
γ1,w. First, since φγ1,w (∞) = ∞, in view of [9, Theorem 3.2] it follows that m0ψ is
a nontrivial subspace of all order continuous elements of mψ. Then, defining for any
x ∈ γ1,w the linear mapping fx by
fx (y) =
∞∑
n=1
x(n)y(n) for any y ∈ m0ψ,
and proceeding analogously as in Theorem 5.3 we are able to show that
| fx (y)| ≤ ‖y‖mψ ‖x‖γ1,w (12)
for any y ∈ m0ψ. On the other hand, it is well known that there exists σ : N → N a
permutation such that x∗(n) = |x ◦ σ(n)| for all n ∈ N. Define
y(n) =
{
sgn(x(n))v(σ−1(n)) if n ∈ σ(N),
0 otherwise,
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for any n ∈ N. Then, we have
fx (y) =
∞∑
n=1
x(n)y(n) =
∑
n∈σ(N )
|x(n)|v ◦ σ−1(n) =
∞∑
n=1
x∗(n)v(n) = ‖x‖γ1,w ,
whence, according to (12) we finish the proof. unionsq
We investigate a full criteria for smooth points in the sequence Lorentz space γ1,w
and its dual and predual spaces. First, let us notice that by [10, Theorem 1.10] and by
Remark 5.1, the next theorem follows immediately.
Theorem 5.5 Let w be a nonnegative weight sequence and let x ∈ Sγ1,w . Then, an
element x is a smooth point in γ1,w if and only if the following conditions are satisfied
(i) card(supp(x)) = ∞.
(ii) If there is n ∈ N such that w(n) > 0, then x∗(n) > x∗(n + 1).
Theorem 5.6 Let w be a nonnegative weight sequence and ψ(n) = n/φγ1,w (n) for
any n ∈ N and x ∈ Sm0ψ . Then, an element x is a smooth point in m
0
ψ if and only if
card{n ∈ N : x∗∗(n)ψ(n) = 1} = 1.
Proof Let v be a sequence given by (11) and let V (n) = ∑ni=1 v(i). Then, by Remark
5.1 we easily observe that V (n) = φγ1,w (n) = nψ(n) for every n ∈ N and
m0ψ =
{
x ∈ mψ : lim
n→∞
1
V (n)
n∑
i=1
x∗(i) = 0
}
.
Hence, in view of [10, Theorem 1.5] we complete the proof. unionsq
Directly, by [10, Theorem 1.9] and Remark 5.1 and also Theorem 5.3 we infer the
following theorem.
Theorem 5.7 Let w be a nonnegative weight sequence and ψ(n) = n/φγ1,w (n) for
any n ∈ N and x ∈ Sγ ∗1,w . Then, an element x is a smooth point in Bγ ∗1,w if and only if
there exists n0 ∈ N such that
x∗∗(n0)ψ(n0) = 1 > sup
n =n0
{x∗∗(n)ψ(n)}.
The last essential application of Theorem 5.3 and Remark 5.1, in view of [10, The-
orem 2.2], is the next result which presents an equivalent condition for extreme points
in the dual space γ ∗1,w of the sequence Lorentz space γ1,w.
Theorem 5.8 Let w be a nonnegative weight sequence. Then, x ∈ Sγ ∗1,w is an extreme
point of Bγ ∗1,w if and only if x∗(n) =
∑∞
i=n
w(i)
i for all n ∈ N.
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Remark 5.9 Although applying [10, Theorem 2.6] and Remark 5.1 we are able to find
successfully an equivalent condition for an extreme point in the sequence Lorentz space
γ1,w, with w a nonnegative weight sequence, we present the proof of this problem with
all details (see Theorem 4.7). It is worth mentioning that the techniques, that were
presented in the proof of Theorem 4.7, might be interesting for readers and applicable
to search a complete characteristic of an extreme point in γp,w with 1 < p < ∞.
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