In this paper we present the hierarchical search for periodic gravitational sources that we propose for the data analysis of the Virgo and Explorer and Nautilus resonant gravitational antennae. All the equations that can be used to 'tune' the algorithm are presented.
Introduction
Periodic gravitational waves, in the range of frequency of the Virgo antenna, are produced by non-axisymmetric rotating neutron stars. The amplitude of the wave that reaches the Earth is h 0 = 1.05 × 10 where I 3 is the principal moment of inertia along the rotation axis, ε is the ellipticity (I 2 -I 1 )/I 3 , r is the distance of the source to the Earth and ν is the frequency of the wave. The search for these periodic gravitational sources is highly complicated because of the enormous number of points in the parameter space that should be considered to have an optimal detection (as shown later in equation (4.9)) and this would bring a needed computer power not available today. The main reason for this is the presence of the Doppler shift due to the motion of the detector.
Hierarchical procedures were introduced to overcome the problem of the enormous computing power needed for the optimal detection of periodic sources. They were based on the 'stacked slide' algorithm (known also as Radon transform) (Brady and Creighton 2000) or the Hough transform (Frasca 2000 , Krishnan et al 2004 . This is achieved at the cost of a certain reduction in sensitivity.
The difference between the two approaches is that in the first one there is a slightly higher theoretical sensitivity, but the second one is more robust and fast.
In this paper we present all the equations that can be used to 'tune' the procedure, i.e. how to choose the sensitivity and the parameter domain in order to best use the available computing power.
Short outline of the new hierarchical procedure
The hierarchical procedure we propose for the Virgo data analysis is based on a different approach with respect to that outlined in Frasca (2000) . It is based on the following steps.
(a) Divide the data in two separate stretches. For each of them we do a separate analysis, described by steps (b) and (c). (b) For each of the four frequency bands, create a short FFT database (SFDB) and then a power spectra database and a time-frequency peak map (obtained from the power spectra, taking the maxima over an adaptive threshold of 2.5 times the local spectral mean value) . (c) Starting from the peak map, for each value of the frequency and spin-down parameters' lattice, create a celestial coordinate Hough map (that can be adaptive ) and take, as the 'first-level candidate sources', the points (with the proper frequency and spin-down parameters) that exceed a prefixed threshold, thus creating one first-level candidate sources' database for each of the two stretches of data. Each database has a big number of candidates (for example, of the order of 10 9 , that is a reasonably high number to manage). (d) Search the 'coincidences' between the two databases, creating 'second-order candidate sources' (that are much less; with the proposed parameters it comes out of the order of 1000). (e) Do the second step of the hierarchical procedure (with position and spin-down correction and resolution enhancement) on the second-order candidates (the enhancement of the FFT time length could be, for example, of a factor 64; this value is limited by the uncertainty of the estimation of the parameters of the source at the first step). The probability that a coincidence survives such an increase in resolution is very low (for example <10 −6 ).
For the resonant antennae the method is similar, but only one SFDB is created, because the band is narrow.
Sensitivity
We define the sensitivity as the amplitude of the sinusoidal gravitational wave, detected with a certain signal-to-noise ratio (SNR) or, alternatively, with a certain number of 'false' candidates. The optimal detection sensitivity is, for SNR = 1 (that we call nominal sensitivity),
where H is the noise density in strain (Hz −1/2 ) (unilateral) and T obs is the total observation time (obviously in seconds).
Because of the radiation pattern of the antenna and the rotation of the Earth around its axis, the mean power 'captured' by a given source depends on its declination. Therefore, we should correct the H 'reconstructed' noise density for the direction of the source, obtaining H that is similar to H, apart from an amplitude factor depending on the antenna and the declination of the source; its value is about 2; the loss factor, as it depends on the declination, is shown in figure 1 , in the case of the Virgo detector (and circular polarization). If the frequency, the spin-down and the position of the star were known (not the phase) with the required precision, the optimal detection procedure could be applied; note that the noise distribution would be Rayleigh.
For the all sky search, we must use the hierarchical method. The hierarchical method loses a nominal factor on sensitivity
with respect to the optimal detection, where T FFT is the length of the FFT. So, the higher T FFT is, the better the sensitivity. But, if the FFT length is higher than
then the signal would not remain inside the same bin and we must use a sky patch correction, that brings much heavier computational burden; here T E and R E are the period and the rotational radius of the Earth at the latitude of the antenna and ν is the frequency of the wave. Taking T FFT = T max (for every frequency), we have the sensitivity for the hierarchical search given by In practice, we will construct four different short FFT databases (SFDB), for four different frequency bands (500∼2000, 125∼500, 31.25∼125 and 0∼31.25 Hz), each characterized by a different T FFT .
Number of points and number of candidates
To compute the number of points in the parameter space, we have the following equations.
Number of frequency bins:
(having fixed T FFT , this value can be doubled to reduce edge losses). Frequency bins in the Doppler band:
Number of sky points:
Spin-down points of order j:
where τ min is the minimum value of the decay time τ = ν ν
. If we want to consider a possible spin-up, the formula is similar and more points are added.
Total number of points:
The maximum order j to be considered is the last one that has N (j ) SD > 1. We can express equation (4.5) as a function of the following four time parameters:
• t, the sampling time (e.g. 0.000 25, 0.001, 0.004 and 0.016 s for the four bands);
• T obs , the observation time (e.g. 4 months, ∼10 7 s); • T FFT , the duration of the FFTs (e.g. ∼1000, ∼4000, ∼8000 and 16 000 s); • τ min , the minimum spin-down time (e.g. (4.10)
The number of points, with the choice of τ min = 10 4 years and T FFT = T max (except for the higher frequency band, that is a factor 2 less), is ∼10 12 for the lower frequency band and ∼10
14
for the higher frequency band (these choices limit the need of computing power to about 1 Tflops).
The distribution of the amplitude of the Hough map, in the absence of signals, is binomial, or, in approximation, Gaussian. In order to have at most a certain number of candidates (for example, 10 9 ) after the first Hough step, we have to put the threshold on the amplitude of the Hough maps to a level that can be computed using that distribution.
Computing power
The computing power needed for this hierarchical procedure is, in practice, due to the Hough map creation.
Using the most efficient method of constructing Hough maps of our type, that is a method based on the application of look-up tables (LUT method), we have found that the computing power needed is roughly proportional to the number of pixels in the map multiplied by the mean value of the content of each pixel (or bin: each pixel is a bin in a two-dimensional histogram).
If one uses a 'bi-univocal mapping' to construct a Hough map, the mean value of every bin is given by the number of the spectra divided by about 12 (this is due to the value 2.5 of the spectral threshold for the peaks).
We define 'basic Hough map operation' as the increase of 1 of a map pixel. The number of basic operations is 1) where N tot is given by equation (4.5). Knowing the basic operation computational cost (in floating point operations equivalent) k fl , we compute the needed computational power (in Gflops) as
The computing task is intended to be fulfilled in one-half of the observation period (obviously after the observations). The 'basic operation computational cost' varies from 20 to 60, depending on the dimension of the LUT (and of the processor cash).
Proposed parameters
Here is a summary of the proposed choices for the parameters of the search for periodic sources on the Virgo data. Two types of search are proposed here, as e.g. one 'normal', limited to the decay time of 10 000 years, with computing cost of about 1 Tflops, with 'high' sensitivity, and the other 'low sensitivity', limited to the decay time of 100 years, with computing cost of about one-half of the previous one. In this second search, the sensitivity is about a factor 2 lower in h.
