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ON TRUNCATED WEYL MODULES
GHISLAIN FOURIER, VICTOR MARTINS, ADRIANO MOURA
Abstract. We study structural properties of truncated Weyl modules. A truncated Weyl
module WN(λ) is a local Weyl module for g[t]N = g⊗
C[t]
tNC[t]
, where g is a finite-dimensional
simple Lie algebra. It has been conjectured that, if N is sufficiently small with respect to λ,
the truncated Weyl module is isomorphic to a fusion product of certain irreducible modules.
Our main result proves this conjecture when λ is a multiple of certain fundamental weights,
including all minuscule ones for simply laced g. We also take a further step towards proving
the conjecture for all multiples of fundamental weights by proving that the corresponding
truncated Weyl module is isomorphic to a natural quotient of a fusion product of Kirillov-
Reshetikhin modules. One important part of the proof of the main result shows that any
truncated Weyl module is isomorphic to a Chari-Venkatesh module and explicitly describes
the corresponding family of partitions. This leads to further results in the case that g = sl2
related to Demazure flags and chains of inclusions of truncated Weyl modules.
1. Introduction
The concept of Weyl modules in the realm of finite dimensional representation theory
of classical and quantum affine algebras was introduced by Chari and Pressley in [9]. The
definition, given via generators and relations, was inspired by the similar notion in modular
representation theory of algebraic groups. In the years that followed, the notion was extended
to other algebras sharing some similarity with the affine Kac-Moody algebras such as algebras
of the form g⊗A where g is a symmetrizable Kac-Moody algebra or a Lie super algebra and
A is a commutative associative algebra with unit (see [2, 5, 14, 18, 20, 27] and references
therein). After [14], there is a distinction between two kinds of Weyl modules: the local
and the global ones (both appeared in [9], but only the former under the terminology Weyl
module). Since this work is concerned only with local Weyl modules, we shall simply say
Weyl modules.
The context of the current algebra g[t] = g ⊗ C[t] with g a finite-dimensional simple
Lie algebra is the most studied for several reasons. On one hand, some questions about
the structure of the Weyl modules for quantum and classical affine Kac-Moody algebras
can be reformulated as questions about certain quotients of the graded Weyl modules for
g[t]. In particular, this connects the theory of Weyl modules to those of Demazure modules
([7, 17]) and fusion products (in the sense of [13]). On the other hand, the study of the
category of graded finite-dimensional representations of the current algebra is motivated by
applications in mathematical physics, algebraic geometry and geometric Lie theory, as well
as combinatorics.
The definition of Weyl modules for generalized current algebras can be explained as fol-
lows. Given a triangular decomposition of g, say g = n− ⊕ h ⊕ n+ where h is a Cartan
subalgebra, and a Z≥0-graded, commutative, associative algebra with unit A, consider the
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induced decomposition:
g⊗A = n− ⊗A⊕ h⊗A⊕ n+ ⊗A.
Any linear functional λ on h can be extended to one on (h ⊕ n+) ⊗ A by setting it to be
zero on h ⊗ A+ ⊕ n
+ ⊗ A, where A+ is the ideal spanned by the positive degree elements.
One can then consider the Verma type module M(λ) associated to the above induced trian-
gular decomposition, which is naturally Z≥0-graded. If λ is a dominant integral weight, the
irreducible quotient of M(λ) is finite-dimensional: it is the corresponding finite-dimensional
simple g-module V (λ) on which g⊗A+ acts trivially. It turns out that M(λ) has other finite-
dimensional quotients and the largest are called Weyl modules, i.e. any finite-dimensional
quotient of M(λ) is a quotient of some of the Weyl modules.
If the zero graded piece of A is C, e.g. when A = C[t] or C[t]/tNC[t] (where N is a
natural number), there is a unique graded Weyl module for each λ, up to isomorphism.
Therefore, the graded Weyl module is the universal highest-weight module of highest weight
λ in the corresponding category of finite-dimensional graded modules. We let W (λ) and
WN (λ) denote the graded Weyl module for g[t] = g⊗C[t] and g[t]N = g⊗
C[t]
tNC[t]
, respectively,
and refer to WN (λ) as a truncated Weyl module. One motivation for studying the truncated
Weyl modules comes from a conjecture stated in [6] related to Schur positivity which, as seen
in [16, 23, 28], can be rephrased as a conjecture on the realization of truncated Weyl modules
as fusion products of certain irreducible modules. In particular, a positive answer for this
conjecture leads to a way of computing the characters of truncated Weyl modules, which is
still an open problem in general.
To explain the conjecture, consider the set P+(λ,N) whose elements are N -tuples
λ = (λ1, . . . , λN )
of dominant integral weights adding up to λ. A partial order on P+(λ,N) was defined in
[6] and an algorithm for computing its maximal elements was described in [15]. It turns out
that all maximal elements are in the same orbit under the obvious action of the symmetric
group and, hence, the character of the fusion products
V (λ1) ∗ · · · ∗ V (λN )
is independent of the choice of a maximal element λ. Recall also that, since g[t]N is a graded
quotient of g[t], every g[t]N -module can be regarded as a module for g[t]. In particular, we
regard WN (λ) as a g[t]-module and, in that case, it is a quotient of W (λ). Let |λ| be the sum
of the evaluations of λ in the simple coroots of g. The following was stated in [16]:
Conjecture: Suppose λ = (λ1, . . . , λN ) is a maximal element of P
+(λ,N). If N ≤ |λ|, there
exists an isomorphism of Z-graded g[t]-modules: WN (λ) ∼= V (λ1) ∗ · · · ∗ V (λN ).
The conjecture has been proved for particular values of λ or N . For instance, it follows from
the results of [16] for N = 2, g = sln, and λ any multiple of a fundamental weight. Other
cases for general N , with restrictions on λ or g were proved in [23, 28]. Our main result
(Theorem 2.3.2) extends the list of known cases for which the conjecture holds. Namely, we
prove it for every N > 1 in the case that λ is a multiple of a “small” fundamental weight.
More precisely, a fundamental weight ωi is “small’ if the coordinate of the highest root of g
in the direction of the simple root αi is 1. Since all minuscule fundamental weights are small
in this sense when g is simply laced, this gives an alternative proof for the case g = sln and
N = 2 previously established in [16]. In fact, the proof presented here is completely different
from that of [16] as it relies on the theory of Chari-Venkatesh (CV) and Kirillov-Reshetikhin
(KR) modules.
The CV modules, introduced in [11], are graded quotients of Weyl modules associated to
certain families of partitions indexed by the set R+ of positive roots of g. A fact used crucially
in the proof of Theorem 2.3.2 is that every truncated Weyl module is isomorphic to a CV
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module (see Theorem 2.4.1 which had been proved for g = sl2 in [23]). The associated family
of partitions ξλN is explicitly described as follows. Given α ∈ R
+, let hα be the associated
coroot and let q and r be the quotient and remainder of the division of λ(hα) by N . Then,
the partition associated to α is
((q + 1)(r), q(N−r)),
where the exponent indicates the number of times that part is repeated. Together with results
from [1, 11, 10], Theorem 2.4.1 leads to further results in the case that g = sl2 related to
Demazure flags and chains of inclusions of truncated Weyl modules. For instance, from the
description of ξλN and results from [11], one can immediately identify the truncated Weyl
modules which are isomorphic to Demazure modules. Otherwise, the results of [1, 10] allows
us to study Demazure flags for truncated Weyl modules since every CV module (for g = sl2)
admits a Demazure flag.
The KR modules were originally considered in the quantum setting motivated by mathe-
matical physics [21] and remain objects of intense studies (see [19, 26] and references therein).
They can also be seen as minimal affinizations, in the sense of [3], having a multiple of a fun-
damental weight as highest weight. The graded KR modules are the so called graded limits
of the original KR modules, in the sense of [25]. The proof of Theorem 2.3.2 also relies on
a result from [26] which gives a presentation in terms of generators and relations for fusion
products of graded KR modules. This result also allows us to take a further step towards
proving the conjecture with λ being a multiple of any fundamental weight. Namely, in Propo-
sition 2.5.2, we prove that a truncated Weyl module whose highest weight is a multiple of the
fundamental weight ωi is isomorphic to a “natural” quotient of the fusion product of the KR
modules associated to the partition indexed by the corresponding simple root in the sense of
Theorem 2.4.1.
The text is organized as follows. In Section 2, after a brief review on simple Lie algebras,
current algebras and their representations, fusion products, CV modules, and KR modules,
we state our mains results. The proofs are given in Section 3, after reviewing further results
and properties of fusion products and CV modules which are needed in the arguments. The
final section contains the aforementioned results related to Demazure flags and inclusions of
truncated Weyl modules for g = sl2.
2. The Main Results
We shall use the symbol ⋄ to mark the end of remarks, examples, and statements of
results whose proofs are postponed. The symbol  will mark the end of proofs as well as
of statements whose proofs are omitted. The sets of integers and complex numbers will be
denoted by Z and C, respectively, and the notation Z≥m,m ∈ Z, is defined in the obvious
way.
2.1. Current Algebras and Their Irreducible Modules. Let g be a finite-dimensional
simple Lie algebra over C, fix a Cartan subalgebra h ⊂ g as well as a Borel subalgebra
b ⊇ h. Let R,R+ ⊆ h∗ be the sets of roots and positive roots, respectively, corresponding
to these choices and denote by ∆ = {α1, . . . , αn} the corresponding set of simple roots.
Let also ω1, . . . , ωn denote the corresponding fundamental weights. For convenience, set
I = {1, . . . , n}. The root and weight lattices and their positive cones will be denoted by
Q,Q+, P, P+, respectively. The highest root will be denoted by θ and the highest short root
by ϑ. We use the convention that, when g is simply laced, all roots are short and long
simultaneously. Given η =
∑
i aiαi ∈ Q and i ∈ I, set
hti(η) = ai and ht(η) =
∑
i∈I
hti(η).
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Fix a Chevalley basis {x±α , hi : α ∈ R
+, i ∈ I} and set hα = [x
+
α , x
−
α ], α ∈ R
+, and
x±i = x
±
αi , i ∈ I. In particular, hi = hαi . Let ci,j = αj(hi) be the Cartan matrix of
g and d1, . . . , dn be positive relatively prime integers such that DC is symmetric, where
D = diag(d1, . . . , dn). Set also
P+sym = {λ ∈ P
+ : di|λ(hi)} =
⊕
i∈I
Z≥0 diωi.
Recall that, for all α ∈ R+, g±α = Cx
±
α is the associated root space and, setting n
± =∑
α∈R+ g±α, we have
g = n− ⊕ h⊕ n+ and b = h⊕ n+.
Also, the vector subspace slα spanned by x
±
α , hα is a subalgebra isomorphic to sl2.
For any Lie algebra l and commutative associative algebra A, the vector space l ⊗ A can
be equipped with a Lie algebra structure by setting
[x⊗ a, y ⊗ b] = [x, y]⊗ ab for all x, y ∈ l, a, b ∈ A.
If A has an identity element, then the subspace l⊗ 1 is a Lie subalgebra of l⊗A isomorphic
to l and we identify l with this subalgebra. If A is graded, then g⊗A inherits the gradation
in the obvious way. In the case that A = C[t] is the polynomial ring in one variable, this
algebra is called the current algebra over l and will be denote by l[t]. If A = C[t]/(tN ) for
some N ∈ Z≥0, the algebra l ⊗ A is called the truncated current Lie algebra of nilpotence
index N and will be denoted by l[t]N . For convenience, we set l[t]∞ = l[t]. Note that
(2.1.1) g⊗A = n− ⊗A ⊕ h⊗A ⊕ n+ ⊗A.
Given a ∈ C, let eva : g[t] → g be the evaluation map x ⊗ f(t) 7→ f(a)x, which is a Lie
algebra homomorphism. Thus, if V is a g-module, we can consider the g[t]-module evaV
obtained by pulling-back the action of g to one of g[t] via eva. Modules of this form are
called evaluation modules. Note that evaV is simple if and only if V is simple. By abuse
of notation, we shall identify V with ev0V . Given a g-module V and µ ∈ P , we denote the
associated weight space by Vµ. Set also
|µ| =
∑
i∈I
µ(hi) for µ ∈ P.
Given λ ∈ P+, we will denote by V (λ) an irreducible g-module of highest weight λ and
by Va(λ) the corresponding evaluation module. Recall that V (λ) is generated by a vector v
satisfying the following defining relations:
n+v = 0, hv = λ(h)v, (x−i )
λ(hi)+1v = 0 for all h ∈ h, i ∈ I.
In particular, when v is regarded as an element of Va(λ), we have
(2.1.2) n+[t]v = 0 and (h⊗ tr)v = arλ(h)v for all h ∈ h, r ∈ Z≥0,
which shows that Va(λ) is a highest-weight module with respect to the decomposition (2.1.1).
Notice also that Va(λ) is a Z-graded g[t]-module if and only if a = 0. Moreover, if N > 1,
Va(λ) factors to a g[t]N -module if and only if a = 0. Given k ≥ 0, λ1, . . . , λk ∈ P
+ \ {0}, and
a1, . . . , ak ∈ C, it is well-known that
(2.1.3) Va1(λ1)⊗ · · · ⊗ Vak(λk) is irreducible ⇔ ai 6= aj for i 6= j.
Moreover, every irreducible finite-dimensional g[t]-module is isomorphic to a unique tensor
product of this form. Note that, if vj ∈ V (λj)λj , 1 ≤ j ≤ k, and v = v1 ⊗ · · · ⊗ vk, it follows
from (2.1.2) that
(2.1.4) (h⊗ tr)v =

 k∑
j=1
arjλj(h)

 v for all h ∈ h, r ∈ Z≥0.
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Denote by G and GN the categories of graded finite-dimensional g[t]-modules and g[t]N -
modules, respectively, where the morphisms are those preserving grades. By pulling-back by
the natural epimorphism of Lie algebras g[t]→ g[t]N , every object from GN can be regarded
as an object in G. Evidently, every object from G arises in this way for some N ∈ Z>0. We
shall denote the k-th graded piece of a Z-graded vector space V by V [k]. It will be convenient
to introduce the notation
V+ =
⊕
k>0
V [k].
For m ∈ Z, we consider the functor τm on the category of Z-graded vector spaces which shifts
the grades by the rule
τm(V )[k] = V [k −m].
This functor induces endofunctors of GN , N ∈ Z>0∪{∞}, by shifting the grades and keeping
the action of g[t]N unaltered. For λ ∈ P
+ and m ∈ Z, set
V (λ,m) = τm(V0(λ)).
It follows from the comment after (2.1.3) that a simple object in GN is isomorphic to a unique
module of the form V (λ,m). For more on the simple finite-dimensional representations of
algebras of the form g⊗A, see the survey [27] and references therein.
Given a ∈ C, consider the Lie algebra automorphism ζa of g[t] induced by t 7→ t+a. Then,
given a g[t]-module V , denote by Va the pullback of V by ζa. Note that, if V ∈ G and a 6= 0,
then Va is not a graded module. One easily checks that, if V = ev0W for some g-module W ,
there exists an isomorphism of g[t]-modules Va ∼= evaW .
2.2. Truncated Local Weyl Modules. The local Weyl modules are certain modules for
algebras of the form g⊗A which are highest-weight with respect to the decomposition (2.1.1).
Given a unital associative algebra A and ω ∈ (h⊗ A)∗, one can consider the Verma module
M(ω) which is generated by a vector v satisfying the highest-weight relations
(n+ ⊗A)v = 0 and xv = ω(x)v for all x ∈ h⊗A
as defining relations. Under certain conditions on ω (see [5] for details),M(ω) admits nonzero
finite-dimensional quotients. In the case A = C[t], it follows from the classification of the
finite-dimensional irreducible modules and (2.1.4) that these conditions are equivalent to the
existence of k ≥ 0, λ1, . . . , λk ∈ P
+ \ {0}, and distinct a1, . . . , ak ∈ C such that
ω(h⊗ tr) =
k∑
j=1
arjλj(h) for all h ∈ h, r ∈ Z≥0.
In that case, ω|h ∈ P
+ and the local Weyl module W (ω) can be defined as the quotient of
M(ω) by the submodule generated by
(x−i )
ω(hi)+1v for all i ∈ I.
It turns out that W (ω) is finite-dimensional and every other finite-dimensional quotient of
M(ω) is also a quotient of W (ω). Note that M(ω) is graded if and only if ω(h[t]+) = 0
and it admits finite-dimensional quotients if and only if ω|h ∈ P
+. Moreover, in that case,
the corresponding local Weyl module is also graded and we denote it simply by W (λ) where
λ = ω|h. In other words, the graded local Weyl module associated to λ ∈ P
+ is the g[t]-
module generated by a vector v satisfying the following defining relations
(2.2.1)
n+[t]v = 0, (h⊗ tr)v = δr,0λ(h)v for all h ∈ h, r ∈ Z≥0,
and (x−i )
λ(hi)+1v = 0 for all i ∈ I.
Given N ∈ Z>0, we define the truncated local Weyl module WN (λ) as the g[t]N -module
generated by a vector v satisfying (2.2.1) as defining relations. It follows from [5] that
WN (λ) is finite-dimensional and every finite-dimensional graded highest-weight (with respect
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to (2.1.1)) g[t]N -module is a quotient of WN (λ) for a unique λ ∈ P
+. For convenience, we
set W∞(λ) =W (λ).
Since every g[t]N -module can be naturally regarded as a g[t]-module, the universal property
of W (λ) immediately implies that we have an epimorphism of g[t]-modules:
W (λ)։ WN (λ).
If v ∈W (λ)λ \{0}, one can easily check that the kernel of this map is the submodule ofW (λ)
generated by
(2.2.2) (x⊗ tN )v for x ∈ n−.
The details can be found in [24]. Since h[t]+v = 0, it follows that (x ⊗ t
k)v is in the kernel
for all k ≥ N . In particular, we have epimorphisms of g[t]-modules
(2.2.3) WN (λ)։WN ′(λ) if N ≥ N
′.
It is well known that, for all α ∈ R+,
(2.2.4) (x−α ⊗ t
r)v = 0 if r ≥ λ(hα).
Hence,
WN (λ) ∼=W (λ) if N ≥ max{λ(hα) : α ∈ R
+}
or, equivalently,
(2.2.5) WN (λ) ∼=W (λ) if N ≥ λ(hϑ).
2.3. Fusion Products. We now review the notion of fusion products defined in [13] (for
more details see [7, 28]). If V is a cyclic g[t]-module and v generates V , define a filtration on
V by
F rV =
∑
0≤s≤r
U(g[t])[s]v
where U(g[t])[s] denotes the s-th graded piece of U(g[t]) for the Z-grading induced from that
of C[t]. For convenience of notation, we set F−1V to be the zero space. Then, gr V :=⊕
r≥0
F rV
F r−1V
becomes a cyclic graded g[t]-module with action given by
(2.3.1) (x⊗ ts)(w + F r−1V ) = (x⊗ ts)w + F r+s−1V
for all x ∈ g, w ∈ F rV , r, s ∈ Z≥0.
Given k ∈ Z>0, a family of distinct complex numbers a1, . . . , ak, and generators v1, . . . , vk
of cyclic objects V 1, . . . , V k from G, it was proved in [13] that
V 1a1 ⊗ · · · ⊗ V
k
ak
is generated by v = v1 ⊗ · · · ⊗ vk. The fusion product of V
1, . . . , V k with respect to the
parameters a1, . . . , ak (it also depends on the choices of cyclic generators), which will be
denoted by
V 1a1 ∗ · · · ∗ V
k
ak
,
is the associated graded g[t]-module corresponding to the filtration on V 1a1 ⊗ · · · ⊗ V
k
ak
as
defined above. Note that we have an isomorphism of g-modules
V 1 ⊗ · · · ⊗ V k ∼=g V
1
a1 ∗ · · · ∗ V
k
ak
.
It was conjectured in [13] that, under certain conditions, the fusion product does not actually
depend on the choice of the parameters a1, . . . , ak. Motivated by this conjecture, it is usual
to simplify notation and write V 1 ∗ · · · ∗V k instead of V 1a1 ∗ · · · ∗V
k
ak
. This conjecture has been
proved in some special cases (see [7, 12, 13, 17, 23, 26] and references therein). In all these
special cases, each V j is a quotient of a graded local Weyl module and the cyclic generator vj
is a highest-weight generator. All cases relevant to us are of this form and, hence, we make
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no further mention about the choice of cyclic generators. In particular, it is was proved in
[7] for g = sln, in [17] for simply laced g, and in [26] in general, that we have an isomorphism
of graded g[t]-modules:
(2.3.2) W (λ1) ∗ · · · ∗W (λk) ∼=W (λ) if λ = λ1 + · · ·+ λk.
Note that this is equivalent to saying that, for all λ ∈ P+, we have
(2.3.3) W (λ) ∼=W (ω1)
∗λ(h1) ∗ · · · ∗W (ωn)
∗λ(hn).
We now recall a conjectural generalization of (2.3.2) for truncated Weyl modules stated in
[6, 16, 23] which is the subject of the first of our main results.
Given λ ∈ P+ and N ∈ Z>0, let P
+(λ,N) be the subset of (P+)N consisting of elements
λ = (λ1, . . . , λN ) such that
λ1 + · · ·+ λN = λ.
Given α ∈ R+ and 1 ≤ k ≤ N , define
(2.3.4) rα,k(λ) = min{(λi1 + · · ·+ λik)(hα) : 1 ≤ i1 < · · · < ik ≤ N}.
Then, equip P+(λ,N) with the partial order defined by
µ ≤ λ ⇔ rα,k(µ) ≤ rα,k(λ) for all α ∈ R
+, 1 ≤ k ≤ N.
It turns out that the maximal elements of P+(λ,N) form a unique orbit under the obvious
action of the symmetric group SN on P
+(λ,N). Note that, if N ≥ |λ|, an element of
P+(λ,N) is maximal if and only if all its nonzero entries are fundamental weights. Motivated
by this uniqueness and the results on Schur positivity from [6], the following conjecture was
formulated by the first author, Chari and Sagaki, stated first in [16]:
Conjecture 2.3.1. Let N ∈ Z>0, λ ∈ P
+, and suppose λ = (λ1, . . . , λN ) is a maximal
element of P+(λ,N). If N ≤ |λ|, WN (λ) ∼= V (λ1) ∗ · · · ∗ V (λN ) as graded g[t]-modules. ⋄
Recall that λ ∈ P+ is said to be minuscule if {µ ∈ P+ : µ < λ} = ∅. All nonzero minuscule
weights are fundamental weights and, if g is of type A, then all fundamental weights are
minuscule. Conjecture 2.3.1 has been proved in the following special cases:
(1) for simply laced g, λ = mθ for some m ≥ 0, and N = |λ| in [28];
(2) for g of type A, N = 2, and λ = mωi for some i ∈ I in [16];
(3) for λ = Nµ+ ν with µ ∈ P+sym and ν minuscule in [23].
Our main result generalizes and provides an alternate proof for item (2) above:
Theorem 2.3.2. Suppose i ∈ I satisfies hti(θ) = 1. Then, Conjecture 2.3.1 holds for λ = mωi
for all m ≥ 0. ⋄
The proof of Theorem 2.3.2 will rely on results about Kirillov-Reshetikhin and Chari-
Venkatesh modules which we review in the next subsections.
Note that Conjecture 2.3.1 is not a complete generalization of (2.3.3) since we may have
|λ| < λ(hϑ) (cf. (2.2.5)). Regarding the region |λ| ≤ N ≤ λ(hϑ), it was proved in [28] for
simply laced g that
(2.3.5) WN (mθ) ∼=W (θ)
∗(N−m) ∗ V (θ)∗(2m−N).
We shall address this region in the future.
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2.4. Truncated Weyl Modules as Chari-Venkatesh Modules. Given a sequence m =
(mj)j∈Z>0 of nonnegative integers, we let supp(m) = {j : mj 6= 0}. We denote by P the set
of non-increasing monotonic sequences with finite-support and refer to the elements of P as
partitions. For any sequence m with finite support, we denote by m the partition obtained
from m by re-ordering its elements. Given m ∈ P, set
ℓ(m) = max{j : mj 6= 0} and |m| =
∑
j≥1
mj.
If |m| = m, then m is said to be a partition of m. We denote by Pm the set of partition of
m. The element mj of a partition m will be often referred to as the j-th part of m. Hence,
ℓ(m), which is often referred to as the length of m, is the number of nonzero parts of m.
Given distinct nonnegative integers k1 > k2 · · · > kl and a1, . . . , al, we denote by
(k
(a1)
1 , . . . , k
(al)
l )
the partition where each kj is repeated aj times.
Given λ ∈ P+, a family of partitions ξ = (ξ(α))α∈R+ indexed by R
+ is said to be λ-
compatible if
ξ(α) ∈ Pλ(hα) for all α ∈ R
+.
We will denote by Pλ the set of λ-compatible family of partitions. Given ξ ∈ Pλ, the CV
module CV (ξ) is the quotient of W (λ) by the submodule generated by
(2.4.1) (x+α ⊗ t)
s(x−α )
s+rw, α ∈ R+, s, r 6= 0, s+ r > rk +
∑
j>k
ξ(α)j
for some k > 0. These modules were introduced in [11].
Fix λ ∈ P+ and N ∈ Z>0∪{∞} and, for each α ∈ R
+, let qα and pα be the unique integers
such that
(2.4.2) λ(hα) = Nqα + pα and 0 ≤ pα < N,
where we understand qα = 0 and pα = λ(hα) if N =∞. Then, consider the element ξ
λ
N ∈ Pλ
given by
(2.4.3) ξλN (α) = ((qα + 1)
(pα), q(N−pα)α ).
The following theorem will be crucial in the proof of Theorem 2.3.2.
Theorem 2.4.1. The modules CV (ξλN ) and WN (λ) are isomorphic graded g[t]-modules. ⋄
This theorem was proved in [23, Theorem 4.3] for g = sl2 and the general case follows
easily from that case as we shall see in Section 3.3 (see also [30, Theorem 5]). Note that,
if N ≥ λ(hϑ), then ξ
λ
N (α) = (1
(λ(hα))) for all α ∈ R+ and Theorem 2.4.1 follows from the
results of [11] (see also [24, Proposition 2.2.5]). In Section 4, we will obtain further results
about truncated Weyl modules in the case g = sl2 as consequences of Theorem 2.4.1 together
with results from [1, 10].
2.5. Kirillov-Reshetikhin Modules. The proof of Theorem 2.3.2 will rely on Theorem
2.4.1 as well as on a result about fusion products of graded Kirillov-Reshetikhin (KR) modules.
Following [4], the graded KR module KR(mωi),m ∈ Z≥0, i ∈ I, is defined as the quotient of
W (mωi) by the submodule generated by
(x−i ⊗ t)v with v ∈W (mωi)mωi \ {0}.
These modules are the graded limits of the KR modules for quantum affine algebras (see
[8, 25, 26] and references therein). It follows from [4] (see also [8, 17]) that
(2.5.1) hti(θ) = 1 ⇒ KR(mωi) ∼= V (mωi) for all m ≥ 0.
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Given N > 0, i = (i1, . . . , iN ) ∈ I
N and m = (m1, . . . ,mN ) ∈ Z
N
>0, set
KRi(m) = KR(m1ωi1) ∗ · · · ∗KR(mNωiN )
and(2.5.2)
Vi(m) = V (m1ωi1) ∗ · · · ∗ V (mNωiN ),
for some choice of parameters in the definition of fusion products. In the case that ij = i for
all 1 ≤ j ≤ N and some i ∈ I, we write KRi(m) in place of KRi(m) and we similarly define
Vi(m). A presentation for KRi(m) in terms of generators and relations was obtained in [26].
In particular, the independence of KRi(m) on the choice of parameters for the fusion product
follows. Together with Theorem 2.4.1, this presentation will imply the following Corollary
which, together with (2.5.1), leads to a proof of Theorem 2.3.2.
Corollary 2.5.1. Letm,N > 0, i ∈ I, andm = ξmωiN (αi). Then, there exists an epimorphism
of graded g[t]-modules KRi(m)→WN (mωi). ⋄
We also prove a further step towards a proof of Theorem 2.3.2 without any hypothesis on
g and i. To explain this result, introduce the following notation. For i ∈ I, k ≥ 0, set
R+i,k = {α ∈ R
+ : hti(α) = k}.
Evidently, R+i,k = ∅ for k ≥ 2 if hti(θ) = 1. Otherwise, by inspecting the root systems,
one checks that R+i,k has a unique minimal element for k ≥ 2 (with respect to the standard
partial order on P ). Let v be a highest-weight generator for KRi(m) and denote by Ti(m)
the quotient by the submodule generated by
(2.5.3) (x−α ⊗ t
N )v with α = minR+i,k, k ≥ 2.
We will see that, if m = ξmωiN (αi) and N ≤ m, there are epimorphisms of graded g[t]-modules
(2.5.4) Ti(m)։WN (mωi)։ Vi(m).
The first of these epimorphisms is a consequence of Corollary 2.5.1 together with (2.2.2) and
is valid for all m,N while the second is a corollary of Proposition 3.2.2 below. The third of
our main results is:
Proposition 2.5.2. If m = ξmωiN (αi) for some i ∈ I,m ≥ 0, N > 0, WN (mωi)
∼= Ti(m). ⋄
Proposition 2.5.2 says that the first arrow in (2.5.4) is an isomorphism, while Conjecture
2.3.1 expects that the second is also an isomorphism for all i ∈ I provided N ≤ m. This
motivates:
Conjecture 2.5.3. Let i ∈ I,m ≥ 0. Then, for every m ∈ Pm, Vi(m) is isomorphic to
Ti(m). ⋄
Note that item (1) after Conjecture 2.3.1, together with Proposition 2.5.2, proves this
Conjecture for types DE, m = ξNωiN (αi), and i = iθ where iθ ∈ I satisfies θ = mωiθ for some
m > 0. Evidently, Conjecture 2.5.3, together with (2.5.4), implies Conjecture 2.3.1.
3. Proofs
3.1. More About CV Modules. In this subsection we review some facts and technical
tools concerning CV modules.
Given f(u) ∈ U(g[t])[[u]] and s ∈ Z≥0, let f(u)s be the coefficient of u
s in f . Let also
f(u)(r) =
1
r!
f(u)r for all r ≥ 0.
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For α ∈ R+, set
(3.1.1) x±α (u) =
∑
k≥0
(x±α ⊗ t
k)uk+1
and
x±α (r, s) = (xα(u)
(r))r+s for all r, s > 0.
In other words,
(3.1.2) x±α (r, s) =
∑
(bp)∈S(r,s)
(x±α ⊗ 1)
(b0)(x±α ⊗ t)
(b1) . . . (x±α ⊗ t
s)(bs),
where
S(r, s) = {(bp)0≤p≤s : bp ∈ Z≥0,
s∑
p=0
bp = r,
s∑
p=0
pbp = s}.
Given k ≥ 0, define also
kS(r, s) = {(bp)0≤p≤s ∈ S(r, s) : bp = 0 if p < k}
and(3.1.3)
kx
±
α (r, s) =
∑
(bp)∈kS(r,s)
(x±α ⊗ t
k)(bk) . . . (x±α ⊗ t
s)(bs).
Note that
kx
±
α (r, kr) = (x
±
α ⊗ t
k)(r).
If α = αi for some i ∈ I, we may simplify notation and write x
±
i (u), etc. The following is
[28, Lemma 6].
Lemma 3.1.1. Let λ ∈ P+, w ∈ W (λ)λ \ {0}, and ξ ∈ Pλ. Then, x
−
α (r, s)w = 0 for all
α ∈ R+, r ≥ ξ(α)1, s > 0 such that s+ r > rk +
∑
j>k ξ(α)j for some k > 0. 
Let w and ξ be as in the above lemma and denote by CV ′(ξ) the quotient of W (λ) by the
submodule generated by
(3.1.4) x−α (r, s)w for all α ∈ R
+, r, s > 0 s.t. s+ r > rk +
∑
j>k
ξ(α)j
for some k > 0. Consider also the quotient CV ′′(ξ) of W (λ) by the submodule generated by
(3.1.5) kx
−
α (r, s)w for all α ∈ R
+, s, r, k > 0 s.t. s+ r > rk +
∑
j>k
ξ(α)j .
The following was proved in [11].
Proposition 3.1.2. The modules CV ′(ξ) and CV ′′(ξ) are isomorphic to CV (ξ). 
We will often denote by vξ a nonzero element of CV (ξ)λ for ξ ∈ Pλ. It follows from the
previous proposition that
(3.1.6) (x−α ⊗ t
k)(r)vξ = 0 for all α ∈ R
+, k, r > s.t. r >
∑
j>k
ξ(α)j .
In particular, since
∑
j>k ξ(α)j = 0 for all k ≥ ℓ(ξ(α)),
(3.1.7) (x−α ⊗ t
k)v = 0 for all α ∈ R+, k ≥ ℓ(ξ(α)).
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3.2. More About Fusion Products. Given a filtered g[t]-module V , recall that F rV de-
notes the corresponding filtered piece. Quite clearly
(3.2.1) (x⊗ (ts − f(t)))w ∈ F r+s−1V for all x ∈ g, r, s ∈ Z, w ∈ F rV,
and monic polynomial f of degree s.
Lemma 3.2.1. Let l > 0 and, for each 1 ≤ j ≤ l, let V j be a finite-dimensional cyclic
graded g[t]-module generated by a vector vj . Let x ∈ g, suppose Nj ∈ Z≥0, 1 ≤ j ≤ l, satisfy
(x⊗ tNj)vj = 0, and set λ = λ1+ · · ·+λl, N = N1+ · · ·+Nl. Then, for any choice of distinct
a1, . . . , al ∈ C, the vector v1 ∗ · · · ∗ vl of V
1
a1 ∗ · · · ∗ V
l
al
satisfies (x⊗ tN )v1 ∗ · · · ∗ vl = 0.
Proof. Let f(t) =
l∏
j=1
(t− aj)
Nj and v = v1 ∗ · · · ∗ vl. By (3.2.1), we have
(x⊗ tN )v = (x⊗ f(t))v.
On the other hand, in V 1a1 ⊗ · · · ⊗ V
l
al
, we have
(x⊗ f(t))(v1 ⊗ · · · ⊗ vl) =
l∑
j=1
v1 ⊗ · · · ⊗ (x⊗ f(t+ aj)) vj ⊗ · · · ⊗ vl = 0.

Proposition 3.2.2. Let l > 0 and, for each 1 ≤ j ≤ l, let V j be a quotient of W (λj) for
some λj ∈ P
+ and vj ∈ V
j
λj
\ {0}. Suppose Nj ∈ Z≥0, 1 ≤ j ≤ l, satisfy
(3.2.2) (n− ⊗ tNjC[t])vj = 0
and set λ = λ1+· · ·+λl and N = N1+· · ·+Nl. Then, for any choice of distinct a1, . . . , al ∈ C,
there exists an epimorphism of graded g[t]-modules WN (λ)→ V
1
a1 ∗ · · · ∗ V
l
al
.
Proof. Denote by v the image of v1 ⊗ · · · ⊗ vl in Va1(λ1) ∗ . . . ∗ Val(λl). Then, quite clearly,
n+[t]v = h[t]+v = 0, h(v) = λ(h)v for all h ∈ h, and (x
−
i )
λ(hi)+1v = 0 for all i ∈ I. Thus, by
(2.2.2), it suffices to show that (x−α ⊗ t
N )v = 0 for all α ∈ R+. But this follows from (3.2.2)
and Lemma 3.2.1. 
Recall the definition (2.5.2) and, given i ∈ I,N > 0, and i ∈ IN , set Si(i) = {j : ij = i}.
Theorem 3.2.3 ([26, Theorem B]). For every N > 0, i ∈ IN , and m ∈ ZN≥0, the module
KRi(m) is isomorphic to the quotient of W (λ) by the submodule generated by
x−αi(r, s) v for all i ∈ I, r > 0, s+ r >
∑
j∈Si(i)
min{r,mj}.

3.3. Proof of Theorem 2.4.1. Let ξ = ξλN and vξ ∈ CV (ξ
λ
N )λ \ {0}. It follows from (3.1.7)
that
(x−α ⊗ t
N )vξ = 0 for all α ∈ R
+,
and, hence, there exists a surjective homomorphism of g[t]-modules
WN (λ)։ CV (ξ
λ
N ).(3.3.1)
To prove the converse, observe that Proposition 3.1.2 implies that it suffices to show that
kx
−
α (r, s)w = 0 for all α ∈ R+, s, r, k ∈ Z>0 s.t. s+ r > rk +
∑
j>k
ξλN (α)j ,
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with w ∈ WN (λ)λ. Thus, by considering the subalgebra slα[t], it suffices to prove Theorem
2.4.1 for g = sl2, which was done in [23], as mentioned earlier (see also [24] for a slightly
modified proof).
3.4. Proof of Theorem 2.3.2. Given i and m as in Theorem 3.2.3, recall the definition of
Si(i), i ∈ I, just before Theorem 3.2.3, set
mi = (mj)j∈Si(i) for all i ∈ I
and let ξm
i
∈ Pλ be given by
ξmi (α) =
{
mi, if α = αi for some i ∈ I,
(1λ(hα)), otherwise.
The following corollary was observed in [26, Remark 3.4(b)] and a proof can be found in [24,
Corollary 2.4.1].
Corollary 3.4.1. For every N > 0, i ∈ IN , andm ∈ ZN≥0, there is an isomorphism CV (ξ
m
i
) ∼=
KRi(m). 
Proof of Corollary 2.5.1. Let m = ξmωiN (αi),m,N > 0, i ∈ I. Since WN (mωi)
∼= CV (ξmωiN )
by Theorem 2.4.1 and KRi(m) ∼= CV (ξ
m
i
) with i = (i(N)) by the previous corollary, we are
left to show that there exists an epimorphism
CV (ξmi )→ CV (ξ
mωi
N ).
Letting v ∈ CV (ξmωiN )λ, this is in turn equivalent to showing that
x−α (r, s) v = 0 for all α ∈ R
+, r, s > 0 s.t. s+ r ≥ 1 + rk +
∑
j>k
ξmi (α)j
for some k > 0. Since ξm
i
(αi) = ξ
mωi
N (αi) by definition, we can assume α is not simple, in
which case r ≥ 1 = ξ(α)1 and we are done by Lemma 3.1.1. 
It follows from (2.5.1) that all maps in (2.5.4) are isomorphisms if hti(θ) = 1. Write
ξmωiN (αi) = (m1, . . . ,ml) and let
λ = (m1ωi, . . . ,mlωl).
Note that l = N if N ≤ m while l = m and mj = 1 for all 1 ≤ j ≤ m, otherwise. In order to
prove Theorem 2.3.2, it remains to observe that λ is a maximal element of P+(mωi, N). By
[6, Lemma 3.3], an element µ = (µ1, . . . , µk) ∈ P
+(mωi, N) is maximal if and only if
(3.4.1) max
1≤j≤k
µj(hi)− min
1≤j≤k
µj(hi) ≤ 1.
Since (m1 −ml) ≤ 1 by definition of ξ
mωi
N (αi), it follows that λ is indeed maximal.
3.5. Proof of Proposition 2.5.2. Let i ∈ I,m,N > 0, m = ξmωiN (αi), v ∈ KRi(m)mωi ,
and u be the image of v in Ti(m). By the existence of the first epimorphism in (2.5.4), we
are left to show that there exists an epimorphism
WN (mωi)→ Ti(m).
In light of (2.2.2) and the universal property of truncated Weyl modules mentioned after
(2.2.1), to prove this, it suffices to show that
(3.5.1) (x−α ⊗ t
N )u = 0 for all α ∈ R+.
Evidently,
(3.5.2) hti(α) = 0 ⇒ x
−
α v = 0
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which implies (3.5.1) for such roots. Next, let us show that
(3.5.3) (x−α ⊗ t
N )v = 0 for all α ∈ R+i,1,
which implies (3.5.1) for such roots.
Let ℓ(m) = l and m1 ≥ · · · · · ·ml be its nonzero parts. Recall once more that l = N if
N ≤ m and l = m and mj = 1 for all 1 ≤ j ≤ m otherwise. In any case, l ≤ N . Without
loss of generality assume v = v1 ∗ · · · ∗ vl with vj ∈ KR(mjωi)mjωi \ {0}. In particular, by
definition,
(3.5.4) (x−i ⊗ t)vj = 0 for all 1 ≤ j ≤ l.
We proceed by induction on ht(α). If ht(α) = 1, then α = αi and (3.5.4), together with
Lemma 3.2.1, implies that (x−i ⊗t
l)v = 0 and, hence, (x−i ⊗t
N )v = 0 since l ≤ N . If ht(α) > 1,
we can write α = β + γ with β, γ ∈ R+ and we may assume, without loss of generality, that
hti(β) = 0. It follows that x
−
β v = 0 and, by induction hypothesis, (x
−
γ ⊗ t
l)v = 0. Hence,
[x−β , x
−
γ ⊗ t
l]v = 0 and (3.5.3) follows. Finally, assume α ∈ R+i,k, k ≥ 2. By definition (2.5.3),
(3.5.1) holds with α = βk := minR
+
i,k, k ≥ 2. If α ∈ R
+
i,k \ {βk}, there exist m ≥ 1 and
γj ∈ R
+
i,0, 1 ≤ j ≤ m such that
(3.5.5) βk +
s∑
j=1
γj ∈ R
+ for all 1 ≤ s ≤ m and α = βk +
m∑
j=1
γj
Since x−γjv = 0 for all 1 ≤ j ≤ m,
[x−γm , · · · [x
−
γ1 , x
−
βk
⊗ tN ] · · · ]u = 0,
which completes the proof of Proposition 2.5.2.
Example 3.5.1. We give the easiest example in support of Conjecture 2.5.3. Namely, let g
be of type B2 and assume I = {1, 2} is such that α2 is the short simple root. Consider the
case m = (m, 1) for some m ≥ 1. In this case, Conjecture 2.5.3 states that
(3.5.6) V (mω2) ∗ V (ω2) ∼= (KR(mω2) ∗KR(ω2))/M
where M is the submodule of KR(mω2) ∗KR(ω2) generated by (x
−
θ ⊗ t
2)v with v a highest-
weight generator of KR2(m). It follows from [4, 8] that, if vk ∈ KR(kω2)kω2 \ {0}, then
(3.5.7) KR(kω2) =
⌊k/2⌋∑
r=0
U(n−)(x−θ ⊗ t)
rvk, (x
−
θ ⊗ t
2)vk = 0,
and (x−α ⊗ t)vk = 0 if α 6= θ. In particular,
(3.5.8) KR(kω2)[r] ∼= V ((k − 2r)ω2) for 1 ≤ r ≤ k/2
and (3.5.6) is immediate when m = 1.
One can check that
(3.5.9) V (kω2)⊗ V (ω2) ∼= V ((k + 1)ω2)⊕ V (ω1 + (k − 1)ω2)⊕ V ((k − 1)ω2)
for all k ≥ 1. Since V2(m) is a quotient of W2((m+ 1)ω2) isomorphic to V (mω2)⊗ V (ω2) as
a g-module, proceeding as in the proof of (3.5.7), it follows that
(3.5.10) V2(m) = U(n
−)(x−α2 ⊗ t)v
′ ⊕ U(n−)(x−θ ⊗ t)v
′
where v′ ∈ V2(m)(m+1)ω2 \ {0}. Moreover, one can check that this implies that V2(m) is the
quotient of W2((m+ 1)ω2) by the submodule generated by
(3.5.11) (x−α2 ⊗ t)
2w, (x−θ ⊗ t)
2w, and (x−α2 ⊗ t)(x
−
θ ⊗ t)w,
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where w ∈W2((m+1)ω2)(m+1)ω2 \ {0}. Letting u be the image of v in T2(m), (3.5.6) follows
if one shows that
(3.5.12) (x−α2 ⊗ t)
2u = (x−θ ⊗ t)
2u = (x−α2 ⊗ t)(x
−
θ ⊗ t)u = 0.
The relation (x−α2 ⊗ t)
2u = 0 follows from Theorem 3.2.3 for all m. Let us check the others
for m = 2. It follows from (3.5.8) and (3.5.9) that
KR2(m) ∼=g V (3ω2)⊕ V (ω1 + ω2)⊕ V (ω2)
⊕2.
One can then proceed as in the proof of (3.5.7) to show that
KR2(m) = U(n
−)v ⊕ U(n−)(x−α2 ⊗ t)v ⊕ U(n
−)(x−θ ⊗ t)v ⊕ U(n
−)(x−θ ⊗ t
2)v
from where (3.5.12) follows immediately. ⋄
4. Further Results for Rank One
4.1. Demazure Flags. Given ℓ ∈ Z≥0 and λ ∈ P
+, the g-stable level-ℓ Demazure module
D(ℓ, λ) is the quotient of W (λ) by the submodule generated by
(4.1.1) {(x−α ⊗ t
sα)v : α ∈ R+} ∪ {(x−α ⊗ t
sα−1)mα+1v : α ∈ R+ s.t. mα < ℓr
∨
α},
where v is a highest-weight generator of W (λ) and r∨α , sα, and mα are the integers defined by
r∨α =
{
1, if α is long,
r∨, if α is short,
and λ(hα) = (sα − 1)ℓr
∨
α +mα, 0 < mα ≤ ℓr
∨
α ,
where r∨ is the lacing number of g. In particular, if g is simply laced, it follows from (2.2.4)
that
(4.1.2) W (λ) ∼= D(1, λ).
It is well known that there are epimorphisms of graded g[t]-modules
(4.1.3) D(ℓ, λ)։ D(ℓ′, λ) for all λ ∈ P+, ℓ ≤ ℓ′.
In particular, D(ℓ, λ) ∼= V0(λ) if ℓ is sufficiently large.
Let ξℓ,λ ∈ Pλ be given by
(4.1.4) ξℓ,λ(α) = ((ℓr
∨
α)
(sα−1),mα) for α ∈ R
+.
It was shown in [11] that we have an isomorphism of graded g[t]-modules:
(4.1.5) D(ℓ, λ) ∼= CV (ξℓ,λ).
Set
D(ℓ, λ,m) = τmD(ℓ, λ).
A g[t]-module V admits a Demazure flag of level-ℓ if there exist k > 0, λj ∈ P
+,mj ∈ Z, j =
1, . . . , k, and a sequence of inclusions
(4.1.6) 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vk−1 ⊂ Vk = V with Vj/Vj−1 ∼= D(ℓ, λj ,mj) ∀ 1 ≤ j ≤ l.
Let V be a Demazure flag of V as in (4.1.6) and, for a Demazure module D, define the
multiplicity of D in V by
[V : D] = #{1 ≤ j ≤ l : Vj/Vj−1 ∼= D}.
As observed in [10, Lemma 2.1], the multiplicity does not depend on the choice of the flag
for fixed ℓ and, hence, by abuse of language, we shift the notation from [V : D] to [V : D].
Also following [10], we consider the generating polynomial
[V : D](t) =
∑
m∈Z
[V : τmD] t
m ∈ Z[t, t−1].
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In the category of non-graded g[t]-modules we have τmD ∼= D and, hence, one can also be
interested in computing the ungraded multiplicity of D in V which is given by
[V : D](1) =
∑
m∈Z
[V : τmD].
4.2. Demazure Flags for Truncated Weyl Modules. For the remainder of the paper,
let g = sl2, q = qα1 and p = pα1 as defined in (2.4.2) and identify λ ∈ P
+ with λ(h1). Also,
given ξ ∈ Pλ, we write ξj instead of ξ(α1)j for simplicity.
Theorem 2.4.1 together with (4.1.5) implies that
WN (λ) ∼=
{
D(q, λ), if N |λ,
D(q + 1, λ), if p ∈ {N − 1, λ}.
Note that p = λ if and only if N > λ. We will see below that WN (λ) is not a Demazure
module for all other values of p. Observe that, if N = 2, then p ∈ {0, 1} = {0, N − 1} and,
hence, WN (λ) is always a Demazure module. The following was proved in [10].
Theorem 4.2.1. let ξ ∈ Pλ for some λ ∈ P
+. Then, CV (ξ) admits a level-ℓ Demazure flag
if and only if ℓ ≥ ξ1. In particular, D(ℓ, λ) admits a level-ℓ
′ Demazure flag iff ℓ′ ≥ ℓ. 
Together with (4.1.2), this theorem implies that W (λ) admits a level-ℓ Demazure flag for
all ℓ ≥ 1. We have the following corollary of Theorems 2.4.1 and 4.2.1.
Corollary 4.2.2. The module WN (λ) admits a level-ℓ Demazure flag if and only if
ℓ ≥
{
q, if N |λ,
q + 1, otherwise.

In light of (4.1.3), it follows that, in order to show that WN (λ) is not a Demazure module
for p 6= 0, N −1, it suffices to show that its level-(q+1) Demazure flag has length bigger than
1. To see this, we will use the main tool of the proof of Theorem 4.2.1. Namely, it was shown
in [11] that, if ξ ∈ Pλ has at least two nonzero parts, there exists a short exact sequence of
g[t]-modules
(4.2.1) 0→ τ(l−1)ξlCV (ξ
−)→ CV (ξ)→ CV (ξ+)→ 0,
where l is the number of nonzero parts of ξ, ξ− = (ξ−1 ≥ . . . ≥ ξ
−
l−2 ≥ ξ
−
l−1 ≥ 0) is given by
ξ−j = ξj if j < l − 1, ξ
−
l−1 = ξl−1 − ξl,
and ξ+ = (ξ+1 ≥ . . . ≥ ξ
+
l−1 ≥ ξ
+
l ≥ 0) is the unique partition associated to the l-tuple
(ξ1, . . . , ξl−2, ξl−1 + 1, ξl − 1).
Note that
(4.2.2) ξ+ ∈ Pλ and ξ
− ∈ Pλ−2ξl .
One also easily checks that
(4.2.3) ξ = ξλN and p 6= 0, N − 1 ⇒ ξ
±
1 = q + 1.
Hence, the length of a level-(q + 1) Demazure flag of CV (ξ) is the sum of the lengths of
level-(q + 1) Demazure flags of CV (ξ±), showing that WN (λ) is not a Demazure module. In
the examples, soc(M) denotes the socle of a module M .
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Example 4.2.3. If p = N − 2 6= λ we have a length-2 flag:
0→ D(q + 1, λ− 2q, (N − 1)q)→WN (λ)→ D(q + 1, λ)→ 0.
Consider the case that λ = 4 and N = 3, so p = q = 1 and the above sequence becomes
0→ V (2, 2)→W3(4)→ D(2, 4)→ 0.
One can easily check using (4.2.1) that we have exact sequences
0→ V (0, 2)→ D(2, 4)→ D(3, 4)→ 0 and 0→ V (2, 1)→ D(3, 4)→ V (4, 0)→ 0.
This implies that soc(D(2, 4)) ∼= V (0, 2) and
soc(W3(4)) =W3(4)[2] ∼= V (2, 2) ⊕ V (0, 2).
This shows that, differently from the non truncated case, truncated Weyl modules may have
non simple socle. ⋄
Example 4.2.4. If p = N − 3 6= λ, the flag has length 2 or 3. To see this, observe that
ξ+ = ((q + 1)N−2, q, q − 1) and ξ− = ((q + 1)N−3, q).
In particular, CV (ξ−) ∼= D(q+1, λ−2q). If q = 1 (i.e., λ = 2N −3), we have a length-2 flag:
0→ D(2, λ− 2, N − 1)→WN (λ)→ D(2, λ)→ 0.
Otherwise, one easily checks using (4.2.1) that CV (ξ+) has a lenght-2 flag:
0→ D(q + 1, λ− 2(q − 1), (N − 1)(q − 1))→ CV (ξ+)→ D(q + 1, λ)→ 0.
Consider the case λ = 5 and N = 4. Then, p = q = 1 = N − 3 and we have the following
exact sequence
0→ D(2, 3, 3) →W4(5)→ D(2, 5)→ 0.
The grading series is described by
degree D(2, 5) D(2, 3, 3)
0 V (5)
1 V (3)
2 V (3)⊕ V (1)
3 V (1) V (3)
4 V (1)
It follows that soc(W4(4)) is isomorphic either to V (1, 4) or to V (1, 4)⊕V (1, 3). Let us show
that it is former, i.e., W4(5) has simple socle. Indeed, the socle is not simple if and only if
there exists nonzero v ∈W4(5)[3]1 satisfying
(x+ ⊗ tr)v = (h⊗ tr)v = 0 for all r ≥ 0.
To simplify notation, set
x±r = x
± ⊗ tr and hr = h⊗ t
r.
Let w ∈ W4(5)5 be nonzero. The weight subspace W4(5)[3]1 is spanned by x
−
0 x
−
3 w and
x−2 x
−
1 w. One can then easily check that a linear combination of such vectors is killed by x
+
r
for all r ≥ 0 if and only if it is a scalar multiple of
(x−2 x1 − x
−
0 x
−
3 )w.
Since
h1(x
−
2 x1 − x
−
0 x
−
3 )w = −2(x
−
2 )
2w,
it suffices to check that (x−2 )
2w 6= 0. The vectors (x−2 )
2w and x−1 x
−
3 w clearly span W4(5)[4]1
which is not zero by the above table. On the other hand, Proposition 3.1.2 implies x−α1(2, 4)w=
0, i.e., (x−2 )
2w = −2x−1 x
−
3 w and, hence, the assertion follows. ⋄
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The following characterization of the truncated Weyl modules having a Demazure flag of
length 2 is easily deduced from the computations of the above two examples.
Proposition 4.2.5. Suppose p 6= 0, N − 1. The level-(q + 1) Demazure flag of WN (λ) has
lenght 2 if and only if either p = N − 2 6= λ or p = N − 3 and q = 1. ⋄
Remark 4.2.6. By [22, Lemma 2.3], since WN (λ) obviously has a simple head, its radical
series coincide with its grading series. Example 4.2.3 shows that truncated Weyl modules
may not have simple socle and, hence, [22, Lemma 2.3] does not guarantee that the socle
series coincides with the grading series. However, that is the case in Example, 4.2.3. ⋄
Given a, b, ℓ ∈ Z≥0, let
ξℓa,b = ((ℓ+ 1)
(a), ℓ(b)), λℓa,b = ℓ(a+ b) + a,
and note that
(4.2.4) ξλN = ξ
q
p,N−p
or, equivalently,
(4.2.5) CV (ξℓa,b)
∼=Wa+b(λ
ℓ
a,b).
In particular,
(4.2.6) CV (ξℓ−1N,0 ) = CV (ξ
ℓ
0,N )
∼= D(ℓ,Nℓ) ∼=WN (Nℓ).
Note also that, for λ = λ1a,b and N = a+ b, b 6= 0, (4.2.1) can be rewritten as
(4.2.7) 0→ τN−1WN−1−δp,N−1(λ− 2)→WN (λ)→WN−1(λ)→ 0.
Given µ ∈ P+, consider the function
(4.2.8) γℓa,b(µ, t) = [CV (ξ
ℓ
a,b) : D(ℓ+ 1, µ)](t).
Such functions were studied in [1, 10], but a full understanding is still not achieved. For
instance, it follows from [10] that
(4.2.9) γ10,λ(λ− 2k, t) = [W (λ) : D(2, λ − 2k)](t) = t
k⌈λ/2⌉
[
⌊λ/2⌋
k
]
t
for all 0 ≤ k ≤ ⌊λ/2⌋ where
(4.2.10)
[
m
k
]
t
=
k−1∏
j=0
1− tm−j
1− tk−j
for 0 ≤ k ≤ m.
Henceforth, assume a > 0. Note that,
ξℓa,b = ξℓ+1,λℓ
a,b
if b = 0, 1
and, therefore, it follows from (4.1.5) that CV (ξℓa,b)
∼= D(ℓ+ 1, λℓa,b). In particular,
(4.2.11) γℓa,b(µ, t) = δλℓ
a,b
,µ if b = 0, 1.
Hence, we can assume b ≥ 2. In that case, it follows from (4.2.7) that
(4.2.12) γ1a,b(µ, t) = γ
1
a−1,b+2(µ, t)− γ
1
a−1,b(µ, t)t
a+b,
which, combined with (4.2.9), gives a recursive procedure to compute γ1a,b(µ, t). However,
one can use another approach leading to a formula without minus signs, as we shall see next.
Given a partition ξ, let ξ∗ be the partition obtained from ξ by removing its largest part.
In particular, if ξ ∈ Pλ, then
ξ∗ ∈ Pλ−ξ1 .
Note that, for a > 0, we have
(4.2.13) (ξℓa,b)
∗ = ξℓa−1,b
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The following is [10, Lemma 3.8]
(4.2.14) [CV (ξ) : D(ξ1, µ)](t) = t
λ−µ
2 [CV (ξ∗) : D(ξ1, µ− ξ1)](t).
In particular,
[CV (ξ) : D(ξ1, µ)](t) = 0 if ξ1 > µ.
Using (4.2.13) and iterating (4.2.14) we get
(4.2.15) γℓa,b(µ, t) = t
a
2
(λℓ
a,b
−µ) γℓ0,b(µ− a(ℓ+ 1), t).
In particular, (4.2.4) implies
(4.2.16) [WN (λ) : D(q + 1, µ)](t) = t
p
2
(λ−µ) [D(q, q(N − p)) : D(q + 1, µ − p(q + 1))](t).
Corollary 4.2.7. Let λ ∈ P+ and N > 1 be such that N ≤ λ < 2N . For all 0 ≤ k ≤ λ/2,
we have
[WN (λ) : D(2, λ − 2k)](t) =
{
tk⌈λ/2⌉
[
N−⌈λ/2⌉
k
]
t
, if k ≤ N − ⌈λ/2⌉,
0, otherwise.
Proof. Writing λ = N + p with 0 ≤ p < N and µ = λ− 2k, we have
[WN (λ) : D(2, µ)](t) = γ
1
p,N−p(µ, t).
Hence, by (4.2.15),
γ1p,N−p(µ, t) = t
pk γ10,N−p(N − p− 2k, t) = t
pk γ10,λ−2p(λ− 2p− 2k, t).
In particular, this is zero if 2k > λ− 2p = 2N − λ. Otherwise, we are done using (4.2.9). 
This corollary can be used to compute the length of the level-2 Demazure flag. Namely,
recall from [10, Section 3.8] that, for every partition ξ,
(4.2.17) [CV (ξ) : D(ℓ, µ)](t) 6= 0 ⇒ |ξ| − 2µ ∈ 2Z≥0.
Then, if we consider the generating function
Lℓξ(x, t) =
⌊|ξ|/2⌋∑
k=0
[CV (ξ) : D(ℓ, |ξ| − 2k)](t) xk,
the length of the level-ℓ Demazure flags of CV (ξ) is
(4.2.18) Lℓξ := L
ℓ
ξ(1, 1).
In the case that ξ = ξλN with λ and N as in Corollary 4.2.7, we get
(4.2.19) L2ξ =
N−⌈λ/2⌉∑
k=0
(
N − ⌈λ/2⌉
k
)
= 2N−⌈λ/2⌉.
Similar results can be obtained for γ2a,b, i.e., for 2N ≤ λ < 3N , by using [1, Proposition 1.4]
in place of (4.2.9). Since higher level analogues of (4.2.9) are still unavailable, no analogue
of Corollary 4.2.7 and (4.2.9) for ℓN ≤ λ < (ℓ+ 1)N with ℓ > 2 can be stated at this point.
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4.3. Final Remarks. Let λ ∈ P+ = Z≥0 and w ∈ W (λ)λ \ {0}. It is known from the
identification with affine Demazure modules (see [7, 17]) that the submodule generated by
W (λ)[λ− 1]λ−2 or, equivalently, by the vector (x
− ⊗ tλ−1)w, is isomorphic to τλ−1W (λ− 2).
In other words, we have an inclusion
τλ−1W (λ− 2) →֒W (λ).
Combining this with (2.2.2), it follows that we have an exact sequence
(4.3.1) 0→ τλ−1W (λ− 2)→ W (λ)→Wλ−1(λ)→ 0.
In other words, if N = λ and N ′ = N − 1, the kernel of the projection (2.2.3) is, up to grade
shift, isomorphic to W (λ− 2) ∼=WN−2(λ− 2) and (4.3.1) can be rewritten as
(4.3.2) 0→ τλ−1Wλ−2(λ− 2)→ Wλ(λ)→Wλ−1(λ)→ 0.
Next, we make a few observations about two natural questions. On one hand, it would be
interesting to understand the kernel of (2.2.3) with N < λ, specially for N ′ = N − 1. Note
that (4.2.7) gives the answer of this special case when N < λ < 2N and it coincides with the
case N = λ as seen in (4.3.2). Unfortunately, as we shall see in Example 4.3.2, the kernel is
not always a truncated Weyl module and, in fact, may not even be a CV-module. On the
other hand, in analogy to the non-truncated case, one would like to characterize all possible
chains of inclusions of truncated Weyl modules. For instance, if λ = qN + p with 0 ≤ p < N
as before and, either p < N − 1 or q = 1, then (4.2.1) gives rise to the inclusion
(4.3.3) τ(N−1)qWN−2(λ− 2q) →֒WN (λ).
The corresponding quotient is a truncated Weyl module if and only if q = 1 which is (4.2.7)
again. If q > 1 and p = N − 1, (4.2.1) does not give rise to an inclusion of truncated Weyl
modules, but a second application gives rise to the inclusion
(4.3.4) τN−2τ(N−1)qWN−2(λ− 2(q + 1)) →֒WN (λ).
Denote by πN
′
N the projection (2.2.3) and, for N
′ = N − 1, simplify the notation and write
πN . Note
πN
′
N = πN ′+1 ◦ · · · ◦ πN−1 ◦ πN for all N
′ < N.
Moreover, (2.2.2) implies that
ker(πN ) = U(n
−[t])(x− ⊗ tN−1)wN
where wN ∈WN (λ)λ \ {0}. One easily checks that we have a surjective map
̟N : τN−1WN (λ− 2)։ ker(πN ).
Let
δN (λ) = dim(WN (λ)).
The following is [11, Theorem 5(ii)].
Theorem 4.3.1. Let λ ∈ P+, ξ ∈ Pλ, and l = ℓ(ξ). For any choice of distinct a1, . . . , al ∈ C,
there exists an isomorphism
CV (ξ) ∼= Va1(ξ1) ∗ · · · ∗ Val(ξl)
of graded g[t]-modules. 
It follows from Theorems 2.4.1 and 4.3.1 that
(4.3.5) δN (λ) = (q + 2)
p(q + 1)N−p.
Therefore, ̟N is an isomorphism if and only if
(4.3.6) δN (λ)− δN (λ− 2) = δN−1(λ).
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Noting that
ξλ−2N =
{
((q + 1)(p−2), q(N−p+2)), if p ≥ 2,
(q(N−2+p), (q − 1)(2−p)), if p = 0, 1,
while
ξλN−1 = ((q + q
′ + 1)(p
′), (q + q′)(N−1−p
′))
with
p+ q = q′(N − 1) + p′, 0 ≤ p′ < N − 1,
one can rewrite (4.3.6) in terms of the parameters q and p. In particular, one can easily check
that (4.3.6) is always satisfied for N = 2 and, hence, we have exact sequences
(4.3.7) 0→ τ1W2(λ− 2)→W2(λ)→W1(λ) ∼= V (λ)→ 0.
Henceforth, assume N > 2. For q = 1, since
N − 1− δp,N−1 ≥ λ− 2 ⇔ p = 0, 1,
it follows (4.2.7) that ̟N is injective if and only if λ = N,N + 1. Hence, we may assume
q > 1.
Example 4.3.2. The smallest example of non injective ̟N happens with N = 3 and λ = 6.
One can easily check that (4.3.6) is not satisfied. Alternatively, note that W3(6) ∼= D(2, 6)
has simple socle. If ̟3 were injective, then it would contain a submodule isomorphic to
τ2W3(4) which does not have simple socle by Example 4.2.3. In fact, in this case, we see that
there exists a short exact sequence
0→ V (0, 2)→W3(4)
̟3−→ ker(π3)→ 0
since
δ3(6) − δ2(6) = 11 and δ3(4) = 12.
It is now easy to see that ker(π3) is not a CV-module in this case. Indeed, if it were, then
ker(π3) would be isomorphic to CV (ξ) with ξ being a partition of 4. However, using Theorem
4.3.1, one easily sees that dim(CV (ξ)) 6= 11 for all such partitions.
The only inclusion of a truncated Weyl module in W3(6) comes from (4.2.1) which reads
0→ τ2W1(2)→W3(6)→ CV (ξ)→ 0 with ξ = (3, 2, 1).
In particular, soc(W3(6)) ∼= V (2, 2) ∼= τ2W1(2). ⋄
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